A computer-adaptive test of productive and contextualized academic vocabulary breadth in English (CAT-PAV): Development and validation by Dias De Oliveira Santos, Victor
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2017
A computer-adaptive test of productive and
contextualized academic vocabulary breadth in
English (CAT-PAV): Development and validation
Victor Dias De Oliveira Santos
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Bilingual, Multilingual, and Multicultural Education Commons, Educational
Assessment, Evaluation, and Research Commons, English Language and Literature Commons, and
the Linguistics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Dias De Oliveira Santos, Victor, "A computer-adaptive test of productive and contextualized academic vocabulary breadth in English
(CAT-PAV): Development and validation" (2017). Graduate Theses and Dissertations. 15294.
https://lib.dr.iastate.edu/etd/15294
 
 
 
A computer-adaptive test of productive and contextualized academic vocabulary 
breadth in English (CAT-PAV): Development and validation 
 
 
 by 
  
 
Victor Dias de Oliveira Santos 
 
 
 
A dissertation submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
DOCTOR OF PHILOSOPHY 
 
 
 
 
Major: Applied Linguistics and Technology 
 
Program of Study Committee: 
Carol Chapelle, Major Professor 
Dan Douglas 
Gary Ockey 
Linda Shenk 
Amy Froelich 
 
 
The student author and the program of study committee are solely responsible for the 
content of this dissertation. The Graduate College will ensure this dissertation is globally 
accessible and will not permit alterations after a degree is conferred. 
 
 
Iowa State University 
Ames, Iowa 
2017 
 
Copyright © Victor Dias de Oliveira Santos, 2017. All rights reserved.
ii 
 
 
 
 
 
 
 
 
To my amazing mother, Maria Elisa, who has given me the educational and life tools to 
succeed, for her unconditional love and support.  
 
To my wife and boo, Olya, for her love, support, understanding, endurance, and right amount 
of pressure during this long dissertation process.  
 
To my son, Dylan, the sweetest Brazilian-Ukrainian-American baby on the block, for his 
adorable baby smiles and goofy ways that brighten all my days.  
Filho, o papai te ama e me desculpe por todas as horas extras que não pude brincar com 
você durante este processo.  
 
To my mother-in-law, Valentina Poputnikova, who came from Ukraine several times while I 
was working on this dissertation in order to watch my son during the day. Spasibo bolshoe. 
  
iii 
 
 
 
TABLE OF CONTENTS 
 
LIST OF TABLES .....................................................................................................................x 
LIST OF FIGURES ............................................................................................................... xiii 
ACKNOWLEDGEMENTS .................................................................................................. xvii 
ABSTRACT ........................................................................................................................... xix 
CHAPTER 1. INTRODUCTION ..............................................................................................1 
1.1. The Importance of Assessing ESL Learners’ Academic Vocabulary Knowledge ........1 
1.2. Statement of the Problem ...............................................................................................3 
1.3. Rationale for the Study ..................................................................................................7 
1.4. Significance of the Study ...............................................................................................8 
1.5. Outline of the Dissertation  ..........................................................................................11 
CHAPTER 2. LITERATURE REVIEW .................................................................................14 
2.1. Assessing Vocabulary Knowledge: An Overview  ......................................................15 
2.2. Defining Academic Vocabulary  ..................................................................................18 
2.3. Selecting Academic Words to Assess: The Use of Academic Vocabulary Lists .........20 
2.4. Test Analysis Frameworks ...........................................................................................23 
2.4.1. Classical Test Theory (CTT) ..................................................................................25 
2.4.2. Rasch Modeling and Item-Response Theory (IRT) ...............................................27 
            2.4.2.1. Rasch Modeling ..............................................................................................28 
            2.4.2.2. Item Response Theory ....................................................................................30 
2.4.2.3. Polytomous Models ........................................................................................32 
2.4.2.3.1. Partial Credit Model (PCM) ...................................................................32 
2.4.2.3.2. Generalized Partial Credit Model (GPCM) ...........................................35 
2.4.2.3.3. Graded Response Model (GRM) ...........................................................35 
2.4.2.3.4. Modified Graded Response Model (MGRM) ........................................36 
2.5. Beyond Fixed-Form Assessments: Computer-Adaptive Testing .................................37 
2.5.1. Components of a Computer-Adaptive Test ............................................................40 
2.5.1.1. Calibrated Item Bank ......................................................................................41 
2.5.1.2. Starting Point ..................................................................................................41 
2.5.1.3. Item Selection Algorithm ................................................................................42 
 
iv 
 
 
 
2.5.1.4. Scoring Algorithm ..........................................................................................42 
2.5.1.5. Termination Criteria ........................................................................................43 
2.6. The Few Assessments of Academic Vocabulary Knowledge Available  ....................44 
2.6.1. Vocabulary Levels Test (Academic) ......................................................................45 
2.6.2. Listening Vocabulary Levels Test (LVLT) ............................................................47 
2.6.3. Words Associates Test ...........................................................................................49 
2.6.4. Computer-Adaptive Test of Size and Strength (CATTS) ......................................49 
2.6.5. Tseng’s (2016) CAT of Vocabulary Size for University Admission .....................52 
2.7. Evidence-Centered Design:  An Assessment Development Framework .....................57 
2.8. Evidence-Centered Design for the CAT-PAV .............................................................61 
2.9. Interpretive and Validity Arguments ............................................................................63 
2.10. Interpretive Argument for the CAT-PAV ..................................................................67 
2.11. Research Questions ....................................................................................................73 
2.12. Chapter Summary .......................................................................................................74 
CHAPTER 3. METHODOLOGY ...........................................................................................75 
3.1. Methodology Overview ................................................................................................75 
3.2. Test Materials ...............................................................................................................79 
3.2.1. Gardner and Davies’s Academic Vocabulary List  ................................................79 
3.2.2. Word and Phrase website  ......................................................................................79 
3.2.3. CAT-PAV Test Items  ............................................................................................82 
3.2.3.1. Item Design .....................................................................................................82 
3.2.3.2. Item Development ...........................................................................................85 
3.2.3.3. Item Piloting with Three Native Speakers ......................................................87 
3.2.4. Score Reports  ........................................................................................................89 
3.2.5. Pre-Test and Post-Test Questionnaires  ..................................................................91 
3.3. Data Collection .............................................................................................................92 
3.3.1. Non-Adaptive Versions of the CAT-PAV (Batches 1,2 and 3)  ............................92 
3.3.1.1. Participants ......................................................................................................92 
3.3.1.2. Procedures .......................................................................................................98 
3.3.2. Computer-Adaptive Version of the CAT-PAV ......................................................99 
3.3.2.1. Participants ......................................................................................................99 
3.3.2.2. Procedures .....................................................................................................101 
 
v 
 
 
 
3.4. Data Analysis .............................................................................................................102 
3.4.1. Analysis for Research Question 1 (Domain Description Inference)  ...................102 
3.4.1.1. Course Materials Employed in ESL courses at ISU .....................................102 
3.4.1.2. ESL Instructors’ Responses to Appendix H Questionnaire  .........................103 
3.4.1.3. Representativeness and Authenticity of Usage of CAT-PAV Target  
 Words  ........................................................................................................................103 
3.4.2. Analysis for Research Question 2 (Evaluation Inference)  ..................................103 
3.4.2.1. Quality Assurance of Test Logic and Scoring for Batches 1,2, and 3  .........106 
3.4.2.2. Test Internal Consistency Reliability ............................................................107 
3.4.2.3. Item Category Facility (IF) and Discrimination (ID) ...................................108 
3.4.2.4. Analysis of Best-Fitting Polytomous Model (Batch 1 only) and Item  
Calibration (all batches) .............................................................................................109 
3.4.2.5. Scale Linking (Batches 2 and 3 Only) ..........................................................109 
3.4.2.6. ICC Inspection and Goodness-of-Fit Analysis .............................................110 
3.4.2.7. Item Deletion and Recalibration (if necessary) ............................................112 
3.4.2.8. Estimation of Test Takers’ Ability and Associated Standard Errors  ...........112 
3.4.2.9. Selection of Anchor Items for Scale Linking Purposes  ...............................112 
3.4.2.10. Monotonicity Analysis  ...............................................................................113 
3.4.2.11. Unidimensionality Analysis  .......................................................................115 
3.4.2.12. Computer Simulations of the Adaptive CAT-PAV  ...................................116 
3.4.2.13. Operational Field Testing of the Online Adaptive CAT-PAV  ..................117 
3.4.3. Analysis for Research Question 3 (Generalization Inference)  ............................118 
3.4.3.1. Correlation Between Batch 1 and Batch 2 Ability Estimates  ......................119 
3.4.3.2. Correlation Between Ability Estimates from Two Different  
Administrations of the Computer-Adaptive CAT-PAV  ...........................................120 
3.4.3.3. Percentage of Academic Words from the AVL in Each CAT-PAV  
Sentence .....................................................................................................................120 
3.4.4. Analysis for Research Question 4 (Explanation Inference)  ................................120 
3.4.4.1. Correlation Between CAT-PAV Ability Estimates and Scores on Laufer  
and Nation’s (1999) Vocabulary Levels Test Academic  ..........................................121 
3.4.4.2. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self- 
Assessment of Their Productive and Receptive Knowledge of Academic  
Vocabulary  ................................................................................................................122 
vi 
 
 
 
3.4.4.3. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self- 
Reported TOEFL iBT and IELTS Academic Scores  ................................................123 
3.4.4.4. Control for Sentence Difficulty Level  .........................................................123 
3.4.4.5. Comparison Between the Ability Estimates of Native Speakers of  
English vs. ESL Learners  ..........................................................................................123 
3.4.5. Analysis for Research Question 5 (Utilization Inference)  ..................................123 
3.4.5.1. CAT-PAV Ability Estimates as an Indication of Placement Results from  
Iowa State’s English Placement Test (EPT)  .............................................................124 
3.4.5.2. Test Takers’ Views on Taking the CAT-PAV on a Frequent Basis or as  
a Component of the EPT  ...........................................................................................125 
3.4.5.3. The CAT-PAV’s Face Value with Test Takers  ...........................................125 
3.4.5.4. Implementation of the CAT-PAV and Positive Washback  .........................125 
3.4.5.5. Usefulness of the CAT-PAV Format and Feedback .....................................126 
CHAPTER 4. RESULTS .......................................................................................................127 
4.1. Results for Research Question 1 (Domain Description Inference) ............................127 
4.1.1. Course Materials Employed in ESL Courses at ISU  ...........................................128 
4.1.2. ESL Instructors’ Responses to Appendix H Questionnaire  ................................131 
4.1.3. Representativeness and Authenticity of Usage of CAT-PAV Target Words ......133 
4.2. Results for Research Question 2 (RQ2) .....................................................................133 
4.2.1. Quality Assurance of Test Logic and Scoring for Batches 1, 2, and 3 ................134 
4.2.2. Test Internal Consistency Reliability ...................................................................134 
4.2.3. Item Category Facility (IF) and Discrimination (ID) ...........................................136 
       4.2.4. Analysis of Best-Fitting Polytomous Model (Batch 1 only) and Item  
       Calibration (all batches) ..................................................................................................137 
4.2.5. Scale Linking (Batches 2 and 3 Only) ..................................................................141 
4.2.6. ICC Inspection and Goodness-of-Fit Analysis .....................................................147 
4.2.7. Item Deletion and Recalibration (if necessary) ....................................................149 
4.2.8. Estimation of Test Takers’ Ability and Associated Standard Errors ...................153 
4.2.9. Selection of Anchor Items for Scale Linking Purposes .......................................156 
4.2.10. Monotonicity Analysis .......................................................................................158 
4.2.11. Unidimensionality Analysis ...............................................................................158 
4.2.12. Computer Simulations of the Adaptive CAT-PAV ............................................163 
4.2.13. Operational Field Testing of the Online Adaptive CAT-PAV ...........................174 
vii 
 
 
 
4.3. Results for Research Question 3 (Generalization Inference) .....................................179 
4.3.1. Correlation Between Batch 1 and Batch 2 Ability Estimates ..............................179 
4.3.2. Correlation Between Ability Estimates from Two Different Administrations  
of the  Computer-Adaptive CAT-PAV ..........................................................................181 
4.3.3. Percentage of Academic Words from the AVL in Each CAT-PAV Sentence ....183 
4.4. Results for Research Question 4 (Explanation Inference) .........................................183 
4.4.1. Correlation Between CAT-PAV Ability Estimates and Scores on Laufer and 
Nation’s (1999) Vocabulary Levels Test Academic ......................................................184 
4.4.2. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self-
Assessment of Their Productive and Receptive Knowledge of Academic  
Vocabulary .....................................................................................................................186 
4.4.3. Correlation Between CAT-PAV Ability Estimates and Test Takers’  
Self-Reported TOEFL iBT and IELTS Academic Scores .............................................187 
4.4.4. Control for Sentence Difficulty Level ..................................................................191 
4.4.5. Comparison Between the Ability Estimate of Native Speakers of English  
vs. ESL Learners ............................................................................................................192 
4.5. Results for Research Question 5 (Utilization Inference) ............................................193 
4.5.1. CAT-PAV Ability Estimates as an Indication of Placement Results from  
Iowa State’s English Placement Test (EPT) ...................................................................194 
4.5.2. Test Takers’ Views on Taking the CAT-PAV on a Frequent Basis or as a 
Component of the EPT ...................................................................................................197 
4.5.3. The CAT-PAV’s Face Value with Test Takers ....................................................200 
4.5.4. Implementation of the CAT-PAV and Positive Washback ..................................201 
4.5.5. Usefulness of the CAT-PAV Format and Feedback ............................................202 
CHAPTER 5. DISCUSSION AND CONCLUSION ............................................................204 
5.1. Analysis of the Backing for the Assumptions in the Validity Argument for CAT- 
    PAV Score Interpretation and Use  ....................................................................................204 
5.1.1. Domain Description Inference (RQ1) ..................................................................205 
5.1.2. Evaluation Inference (RQ2) .................................................................................207 
5.1.3. Generalization Inference (RQ3) ...........................................................................211 
5.1.4. Explanation Inference (RQ4) ...............................................................................212 
5.1.5. Utilization Inference (RQ5) ..................................................................................216 
 
viii 
 
 
 
5.2. The Validity Argument for the CAT-PAV .................................................................218 
5.3. Further Validation Issues ............................................................................................224 
5.3.1. Use of Raw Scores from the CAT-PAV (Utilization Inference) ..........................224 
5.3.2. Correlations Between Non-Adaptive Forms of the CAT-PAV  
(Generalization Inference) ..............................................................................................225 
5.3.3. Potential Uses of the Current CAT-PAV (Utilization Inference) ........................226 
5.3.3.1. Use as a Diagnostic Tool  .............................................................................226 
5.3.3.2. Use as a Placement-Aid Tool  .......................................................................229 
5.4. Conclusion ..................................................................................................................232 
5.4.1. Summary of the Dissertation Study ......................................................................232 
5.4.2. Limitations of the Present Study ..........................................................................234 
5.4.3. Suggestions for Future Research ..........................................................................237 
REFERENCES ......................................................................................................................238 
APPENDIX A. GARDNER AND DAVIES’ (2014) ACADEMIC VOCABULARY 
LIST (PARTIAL) ..............................................................................................................247 
APPENDIX B. THE ACADEMIC FREQUENCY LIST TOOL ON THE WORD AND 
PHRASE WEBSITE .........................................................................................................248 
APPENDIX C. THE ANALYZE TEXT TOOL ON THE WORD AND PHRASE ................249 
WEBSITE 
 
APPENDIX D. PRE-TEST QUESTIONNAIRE (CAT-PAV) .............................................250 
APPENDIX E. POST-TEST QUESTIONNAIRE (CAT-PAV) ...........................................252 
APPENDIX F. FEEDBACK TO STUDENTS DURING THE NON-ADAPTIVE  
 CAT-PAV FOR A SAMPLE ITEM .................................................................................254 
APPENDIX G. FEEDBACK TO STUDENTS AT THE END OF THE ADAPTIVE  
 CAT-PAV ........................................................................................................................255  
APPENDIX H. QUESTIONNAIRE FOR ESL INSTRUCTORS AT IOWA STATE  
 WHO TOOK THE CAT-PAV .........................................................................................256 
APPENDIX I. THE 116 ITEMS PILOT TESTED WITH THREE NATIVE  
SPEAKERS. ....................................................................................................................258 
APPENDIX J. TEXTBOOK MATERIALS FROM ESL ENGL 99R, ENGL 99L, AND 
ENGL 101B/C/D COURSES AT ISU .............................................................................274 
ix 
 
 
 
APPENDIX K. CTT ITEM-LEVEL ANALYSIS FOR THE 39 ITEMS IN BATCH 1 ......286 
APPENDIX L. CTT ITEM-LEVEL ANALYSIS FOR THE 39 ITEMS IN BATCH 2 .......292 
APPENDIX M. CTT ITEM-LEVEL ANALYSIS FOR THE 39 ITEMS IN BATCH 3 ......298 
APPENDIX N. GPCM CALIBRATION OF 38 ITEMS IN BATCH 1 AFTER ITEM 
“DATA” WAS REMOVED ............................................................................................304 
APPENDIX O. GPCM CALIBRATION OF 39 ITEMS IN BATCH 2 (ALREADY 
LINKED) .........................................................................................................................305 
APPENDIX P. GPCM CALIBRATION OF 39 ITEMS IN BATCH 3 (ALREADY 
LINKED) .........................................................................................................................306  
APPENDIX Q. GPCM ITEM CHARACTERISTIC CURVES (ICCs) AND 
INFORMATION CURVE FOR BATCH 1 ITEMS ........................................................307 
APPENDIX R. GPCM ITEM CHARACTERISTIC CURVES (ICCs) AND 
INFORMATION CURVE FOR LINKED BATCH 2 ITEMS ........................................311 
APPENDIX S. GPCM ITEM CHARACTERISTIC CURVES (ICCs) AND  
 INFORMATION CURVE FOR LINKED BATCH 3 ITEMS ........................................315 
APPENDIX T. CHI-SQUARE ITEM FIT STATISTICS FOR ITEMS IN BATCHES  
 1,2, AND 3 (SEPARATE TABLES) ...............................................................................319 
APPENDIX U. ABILITY ESTIMATES FOR THE 25 TEST TAKERS WHO TOOK  
 THE ADAPTIVE CAT-PAV TWICE .............................................................................322 
 
  
x 
 
 
 
LIST OF TABLES 
Table 1. Summary of the Characteristics of the Few Assessments of  
Academic Vocabulary Knowledge Available. ...................................................................56   
 
Table 2. The Five Layers of ECD ............................................................................................59 
 
Table 3. Development of the CAT-PAV within an evidence-centered design framework .....61 
 
Table 4. Interpretive Argument for the CAT-PAV ..................................................................68 
 
Table 5. Descriptive Statistics for the TOEFL iBT and IELTS Academic Self- 
Reported Scores for the ISU Students Who Completed Batch 1 .......................................94 
 
Table 6. Descriptive Statistics for the TOEFL iBT and IELTS Academic Self- 
Reported Scores for the ISU Students Who Completed Batch 2 .......................................96 
 
Table 7. Descriptive Statistics for the TOEFL iBT and IELTS Academic Self- 
Reported Scores for the ISU Students Who Completed Batch 3 .......................................97 
 
Table 8. Descriptive Statistics for the TOEFL iBT and IELTS Academic Self- 
Reported Scores for the  ISU Students Who Completed the Computer-Adaptive  
CAT-PAV ........................................................................................................................101 
 
Table 9. ISU ESL Instructors’ Responses to Question 1 (Appendix H) ................................131 
 
Table 10. ISU ESL Instructors’ Responses to Question 2 (Appendix H ...............................133 
 
Table 11. Summary of Participants’ Scores in Each of the Three Batches of the  
CAT-PAV and Associated Internal Reliability Measures ...............................................135 
 
Table 12. Comparison of Model-Fit Between PCM and GPCM (Step 1) .............................138 
 
Table 13. Comparison of model-fit between GRM and GPCM (Step 2) ..............................139 
 
Table 14. Comparison of model-fit between MGRM and GPCM (Step 3) ...........................139 
 
Table 15. Sum Score of Batch 1 and Batch 2 Participants on the 9 Items Common to  
Both Forms ......................................................................................................................142 
 
Table 16. Sum Score of Batch 2 and Batch 3 Participants on the 11 Items Common to  
Both Forms  .....................................................................................................................145 
 
Table 17. Batch 1, 2, and 3 Items Considered for Possible Deletion (and Final Decision) ...150 
 
Table 18. Anchor Items Selected for Linking All Three Non-Adaptive Versions of the  
CAT-PAV onto the Same Metric/Scale ...........................................................................157 
 
Table 19. POLYDIMTEST Analysis of Batch 1, Batch 2, and Batch 3 items ......................162 
xi 
 
 
 
Table 20. The Three Simulations Performed on the 96-Item Bank for the CAT-PAV .........168 
 
Table 21. Summary of Batch 1, Batch 2, Batch 3, and Simulation 3 Results  ......................173 
 
Table 22. Descriptive Statistics for the Number of Items Administered During the Field- 
Test of the Adaptive CAT-PAV ......................................................................................177 
 
Table 23. Reliability of Batches 1 and 2 ................................................................................180 
 
Table 24. Means and Standard Deviations of Estimated Abilities for the 25 Test Takers  
Who Took the Adaptive CAT-PAV Twice .....................................................................181 
 
Table 25. Means and Standard Deviations of Scores for Test Takers Who Took a Version  
of the CAT-PAV and Laufer and Nation’s Vocabulary Levels Test Academic  
(VLTA) ............................................................................................................................184 
 
Table 26. Pearson Correlations Between Raw (in parenthesis) and IRT-scores on the  
CAT-PAV and scores on Laufer and Nation’s (1999) Vocabulary Levels Test  
Academic .........................................................................................................................185 
 
Table 27. Pearson Correlation Between CAT-PAV Scores and Test Takers’  
Self-Reported, Skill-Based Knowledge of Academic Vocabulary in English ................186 
 
Table 28. Means and Standard Deviations of Scores for Test Takers Who Took a Version  
of the CAT-PAV and Self-Reported Their TOEFL iBT Scores ......................................187 
 
Table 29. Pearson Correlations Between Raw (in parenthesis) and IRT-scores on the  
CAT-PAV and TOEFL iBT section scores .....................................................................188 
 
Table 30. Means and Standard Deviations of Scores for Test Takers Who Took a Version  
of the CAT-PAV and Self-Reported Their IELTS Academic Scores .............................190 
 
Table 31. Pearson Correlations Between Raw (in parenthesis) and IRT-scores on the  
CAT-PAV and IELTS Academic section scores ...........................................................190 
 
Table 32. Descriptive Statistics Regarding ENGL 99L Placement of Batch 3  
Participants .....................................................................................................................194 
 
Table 33. Descriptive Statistics Regarding ENGL 99R Placement of Batch 3  
Participants .....................................................................................................................195 
 
Table 34. Descriptive Statistics Regarding ENGL 101 Placement of Batch 3 and  
Adaptive CAT-PAV Participants ...................................................................................196 
 
Table 35. Test Takers’ Responses to Question 6 (Appendix E) ............................................198 
 
Table 36. ESL Instructors’ Responses to Question 3 (Appendix H) .....................................199 
 
Table 37. ESL Instructors’ Responses to Question 4 (Appendix H) .....................................199 
xii 
 
 
 
Table 38. Test Takers’ Responses to Question 4 (Appendix E) ............................................200 
 
Table 39. Test Takers’ Responses to Question 3 (Appendix E) ............................................201 
 
Table 40. Test Takers’ Responses to Question 1 (Appendix E) ............................................201 
 
Table 41. Test Takers’ Responses to Question 2 (Appendix E) ............................................202 
 
Table 42. Test Takers’ Responses to Question 5 (Appendix E) ............................................203 
 
Table 43. Validity Argument for the CAT-PAV ...................................................................219 
 
 
 
 
 
 
 
 
 
 
 
 
  
xiii 
 
 
 
LIST OF FIGURES 
Figure 1. Hierarchy among different modalities of word knowledge ......................................16 
 
Figure 2. The Vocabulary Knowledge Scale (VKS) ...............................................................17 
 
Figure 3. A simplified test development process, partially adapted from Downing (2006) ....23 
 
Figure 4. Item-response curves for two different items (Templin, 2014) ................................29 
 
Figure 5. Non-technical equation describing the Rasch and 1PL models for  
dichotomous items .............................................................................................................30 
 
Figure 6. Two items modeled through a 2PL dichotomous IRT model, with different 
discrimination parameters ..................................................................................................31 
 
Figure 7. Non-technical equation describing the 2PL IRT model for dichotomous items 
(Ockey, 2012). ...................................................................................................................32 
 
Figure 8. An item calibrated with the PCM, showing no threshold reversal ...........................33 
 
Figure 9. An item calibrated with the PCM, showing reversal of thresholds ..........................34 
 
Figure 10. An item with five response categories modeled with the GRM (Templin,  
2014) ..................................................................................................................................35 
 
Figure 11. How computer-adaptive tests can lead to higher measurement precision when 
compared to non-adaptive tests (Weiss, 1985). .................................................................38 
 
Figure 12. General flowchart of a CAT algorithm (Thompson & Weiss, 2001) .....................40 
 
Figure 13. Two sample items from the Vocabulary Levels Test Academic (Laufer &  
Nation, 1999) .....................................................................................................................46  
 
Figure 14. The adaptive component in the CATTS assessment tool (Laufer et al., 2004) ......50 
 
Figure 15. Report provided to users at the end of the CATTS test (Laufer et al., 2004) .........51 
 
Figure 16. A possible structure for an interpretive argument (adapted from Chapelle,  
Chung, Hegelheimer, Pendar, & Xu, 2010) .......................................................................65 
 
Figure 17. Simplified CAT-PAV flowchart  ............................................................................76 
 
Figure 18. Partial view of the Frequency Tool in the Word and Phrase website (Davies,  
2017) for the lemma provide ..............................................................................................80 
 
Figure 19. The Analyze tool in the Word and Phrase website (Davies, 2017). .......................81 
 
xiv 
 
 
 
Figure 20. Test screen from Qualtrics depicting a first attempt at a test item assessing 
productive and contextualized knowledge of the academic word policy ..........................83 
 
Figure 21. Test screen from Qualtrics depicting a second attempt at a test item assessing 
productive and contextualized knowledge of the academic word policy ..........................83 
 
Figure 22. Test screen from Qualtrics with feedback to test takers for the item assessing 
productive and contextualized knowledge of the academic word policy. .........................84 
 
Figure 23. CAT-PAV item development cycle, involving item development and item  
piloting with three native speakers of English ...................................................................85 
 
Figure 24. Simple score report provided to test takers at the end of all three fixed, non-
adaptive forms of the CAT-PAV .......................................................................................89 
 
Figure 25. Score report provided to a test taker with an estimated theta of 0.003 at the  
end of the computer-adaptive version of the CAT-PAV ...................................................90 
 
Figure 26. Number of participants who completed each of the three non-adaptive batches  
of the CAT-PAV, self-reported TOEFL iBT or IELTS Academic scores, and took the 
Vocabulary Levels Test Academic .......................................................................................93 
 
Figure 27. Aggregate, self-reported result on ISU’s English Placement Test (EPT) for the  
134 ISU students who completed the test containing Batch 1 of items .............................94 
 
Figure 28. Aggregate, self-reported result on ISU’s English Placement Test (EPT) for the  
133 ISU students who completed the test containing Batch 2 of items .............................95 
 
Figure 29. Aggregate, self-reported result on ISU’s English Placement Test (EPT) for the  
101 ISU students who completed the test containing Batch 3 of items, many of whom  
took the test based on suggestion from their ESL instructors at ISU. ...............................97 
 
Figure 30. Participants in the computer-adaptive version of the CAT-PAV .........................100 
 
Figure 31. Analyses that were performed on the test takers’ response data from the non-
adaptive versions of the CAT-PAV .................................................................................105 
 
Figure 32. Analyses that were performed for the simulated and operational adaptive  
versions of the CAT-PAV ................................................................................................106 
 
Figure 33. Display of the ICC and associated information for a sample test item ................111 
 
Figure 34. Linking design employed in the development of the CAT-PAV for linking  
batches 1,2, and 3 to the same scale .................................................................................113 
 
Figure 35. A plot of several items that follow the monotone-homogeneity assumption  
(red line simply shows the probably of scoring in the correct response for a test taker  
of ability + 1.2 (Smart, 2012) ..........................................................................................114 
 
xv 
 
 
 
Figure 36. Correlational measures for ability scores on two different sets of CAT-PAV  
forms, for a common group of test takers ........................................................................119 
 
Figure 37. Correlational measures between ability estimates on the four CAT-PAV  
versions (three non-adaptive and one adaptive) and scores on the Vocabulary Levels  
Test (Academic), for groups of test takers who took both tests .......................................122 
 
Figure 38. Group-level comparisons performed according to ISU students’ self-reported 
results on the English Placement Test (EPT) ...................................................................124 
 
Figure 39. Sum scores of participants in Batch 1 and Batch 2 on the 9 items common to  
both batches (max possible score is 18) ...........................................................................142 
 
Figure 40. GPCM-based test characteristic curve for Batch 1 and Batch 2 participants on  
the 9 items common to both batches ................................................................................144 
 
Figure 41. Sum scores of participants in Batch 2 and Batch 3 on the 11 items common to  
both batches .....................................................................................................................145 
 
Figure 42. GPCM-based test characteristic curve for Batch 2 and Batch 3 participants on  
the 11 items common to both batches ..............................................................................146 
 
Figure 43. Estimated abilities of test takers in Batch 1 ..........................................................153 
 
Figure 44. (Linked) Estimated abilities of test takers in Batch 2 ...........................................154 
 
Figure 45. (Linked) Estimated abilities of test takers in Batch 3 ...........................................154 
 
Figure 46. (Linked) ability estimation for test takers in batches 1, 2, and 3, along with  
their associated error of measurement .............................................................................155 
 
Figure 47. Screeplot for Batch 1 item data ............................................................................160 
 
Figure 48. Screeplot for Batch 2 item data ............................................................................161 
 
Figure 49. Screeplot for Batch 3 item data ............................................................................161 
 
Figure 50. Theoretical maximum for information at different ability levels (based on all  
96 items in the CAT-PAV item bank) .............................................................................164 
 
Figure 51. Theoretical minimum for error of measurement at different ability levels ..........165 
 
Figure 52. Results of Simulation 1 for 510 simulated respondents .......................................169 
 
Figure 53. Results of Simulation 2 for 510 simulated respondents .......................................170 
 
Figure 54. Results of Simulation 3 for 510 simulated respondents .......................................172 
 
 
xvi 
 
 
 
Figure 55. Results of the 112 ESL learners in the field testing of the online and adaptive 
CAT-PAV ........................................................................................................................175 
 
Figure 56. Results of the 388 native speakers of English in the field testing of the online  
and adaptive CAT-PAV ...................................................................................................176 
 
Figure 57. Combined results of all 500 participants in the field testing of the online and 
adaptive CAT-PAV (native and non-native speakers). ....................................................177 
 
Figure 58. Ability estimation for test takers in batches 1, 2, and 3, along with their  
associated error of measurement (reproduction of Figure 46) .........................................178 
 
Figure 59. Ability estimates of the 25 test takers who took the adaptive CAT-PAV  
twice .................................................................................................................................182 
 
Figure 60. Item difficulties in the three non-adaptive batches of the CAT-PAV ..................189 
 
Figure 61. Ability distribution for ESL learners and native English speakers on the  
adaptive version of the CAT-PAV ...................................................................................192 
  
xvii 
 
 
 
ACKNOWLEDGEMENTS 
 
  In 2011, I was accepted to two well-known PhD programs in Applied Linguistics: the 
doctoral program at the University of Hawaii and the doctoral program at Iowa State 
University. It was a very tough decision for me at the time. Hawaii had a world-famous 
program and sunny weather, and Iowa State had Dr. Carol Chapelle, a focus on technology, 
and well, Iowa weather… In the end, I made my decision and took Iowa State’s offer so that I 
could learn from and grow under the guidance of Dr. Carol Chapelle. First and foremost, I 
would like to thank my major professor, Dr. Chapelle, for sharing her vast knowledge of 
applied linguistics and language assessment with me for the past six years, for encouraging 
me in so many of my academic endeavors, and for her availability to sit and talk despite her 
busy schedule.  I would also like to thank her for showing me that humbleness is a beautiful 
virtue of a great academic, and for her flexibility in allowing me to make certain choices 
during the program that were aligned with my academic interests and goals. 
 I would like to express my thank you to the other members of my committee as well. 
Dr. Douglas, thank you for your laid-back attitude, your vast knowledge of language 
assessment, and for agreeing to be on my committee even after you retired from teaching in 
our program. To me, you embody the fact that one can be a great and respected academic and 
all-around cool at the same time. Dr. Ockey, thank you for your ability to make students 
understand virtually any concept in our field, no matter how hard or technical it may be. 
Thank you as well for being so approachable, and for the dozens of hours we have spent 
talking in your office (whether the talks be related to academia or not). Dr. Shenk, thank you 
for agreeing to be on my committee and bringing a fresh, interdisciplinary perspective to my 
dissertation from someone who is in a different field. Dr. Froelich, your course Item 
Response Theory provided me with much of the theoretical knowledge required for this 
xviii 
 
 
 
dissertation project and I am thankful for your having offered the course after its long hiatus, 
despite all the logistic and bureaucratic manners that such decision involved. Last but not 
least, I must express my enormous debt to Dr. David Magis, a crucial member of my 
dissertation committee who, because he is not a faculty member at Iowa State University, 
could not be listed on the title page of this dissertation. Dr. Magis, you have been available 
throughout this dissertation to answer my more technical questions on quite short notice, 
whether through email or Skype conferencing, and I have learned immensely from you in the 
course of this project. Thank you as well for writing the R package catR, Dr. Magis, which 
was crucial in running the simulations required for this dissertation and forms the basis of the 
CAT-PAV.  
 Thank you to the British Council for the grant this dissertation project received, 
without which it would have been much harder to recruit hundreds of international students at 
Iowa State as research participants. Lastly, thank you to Professor Patrick Meyer (University 
of Virginia) for his kind assistance regarding some of the more subtle functionalities of the 
psychometric software he developed and which was used extensively in this project, Jmetrik.  
  
xix 
 
 
 
ABSTRACT 
This dissertation study aimed, first and foremost, to address the current scarcity of 
assessments of productive and contextualized academic vocabulary in English, and thus 
contribute to the Applied Linguistics and Language Assessment field, by developing what 
seems to be the first IRT-based computer-adaptive test of productive and contextualized 
breadth of academic vocabulary in English (henceforth, CAT-PAV), which will be made 
freely available online to any researchers, ESL instructors, or other interested parties who 
believe the test can potentially be useful for their specific scenarios. A second aim of the 
present study was to validate the interpretation of scores from the CAT-PAV and their use for 
two specific scenarios at Iowa State University (ISU): as a diagnostic tool, or as an ESL 
placement aid for Iowa State’s English Placement Test (EPT).  
The development of the CAT-PAV was informed by evidence-centered design 
(Mislevy & Riconscente, 2006), a test development framework that allows for a close 
alignment of test development decisions with interpretations of precisely what is being 
measured. The validation of the intended interpretation and specific uses of the CAT-PAV  
presented here, in turn, was informed by an argument-based approach to validation (Chapelle, 
Enright, Jamieson, 2008; Kane, 2013), which specifies through an interpretive argument a 
chain of inferences for the interpretation and uses of test scores, along with a detailed and 
explicit definition of what kind of support is required for each of those inferences to be 
warranted in a subsequent validity argument. Five inferences were employed in the validation 
of the interpretation and uses of CAT-PAV scores: Domain Description, Evaluation, 
Generalization, Explanation, and finally, Utilization. Analysis of the extent to which each of 
the five inferences could be supported was based primarily on the responses of over 900 test 
takers (which included ESL instructors) to test items and pre- and post-test questionnaires, 
collected over a period of four months.  
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Results indicated that the first four inferences in the validity argument for CAT-PAV 
score interpretation and use were fully warranted, whereas the Utilization inference could 
only be partially warranted at this time. The task type utilized in the CAT-PAV was shown to 
be present in materials employed in ESL classes at ISU, and the great majority of ESL 
instructors polled indicated that the knowledge and abilities required to achieve a good score 
in the CAT-PAV are also necessary when using academic vocabulary in ESL classes at ISU 
(support for Domain Description inference). CAT-PAV items were shown to be increasingly 
monotonic, essentially unidimensional, and all versions of the test showed reliabilities above 
0.91 (support for Evaluation inference), while alternate-form reliability for the test was also 
high (support for Generalization inference). Finally, correlations between CAT-PAV scores 
and scores on other tests requiring substantial knowledge of academic vocabulary, such as the 
TOEFL iBT or Laufer and Nation’s (1999) Vocabulary Levels Test Academic were positive 
(support for Explanation inference), and the majority of ESL test takers indicated that taking 
the test had a positive effect on their academic English, while the majority of ESL instructors 
believed that use of the CAT-PAV as a diagnostic or placement-aid tool at Iowa State could 
positively impact ESL learners and their development of academic English (partial support 
for the Utilization inference).  
Limitations of the present study, pertaining to item development, data collection, and 
test administration will be discussed. Validation issues that require further investigation will 
also be discussed, and suggestions for future research into the CAT-PAV will be provided, 
with a focus on possible ways to quickly expand the current item bank for the test.  
 
 
1 
 
CHAPTER 1. INTRODUCTION 
 
1.1. The Importance of Assessing ESL learners’ Academic Vocabulary Knowledge 
Knowledge of individual lexical items is perhaps the most important aspect of learning 
a foreign language (Richards, 2000), and “a priority area in language teaching” (Read, 2000, 
p. 1).  In order to facilitate the assessment of general English vocabulary of learners of 
English (henceforth ESL learners), various word lists and assessment instruments have been 
designed, such as the General Service List (West, 1953), the Vocabulary Levels Test (Nation, 
1990), the British National Corpus Word Frequency List (Kilgarriff, 1995), and the Computer 
Adaptive Test of Size and Strength (Laufer & Goldstein, 2004) among others. 
Although knowledge of general English vocabulary is an essential component of 
communicative success in English-medium universities, it does not suffice. Knowledge of 
vocabulary that is more specific to and characteristic of the academic domain becomes 
therefore necessary for successful academic communication and performance (Biemiller, 
2010; Nagy & Townsend, 2012), as well as for successful comprehension of lectures and 
course materials (Dang & Webb, 2014; Donley & Reppen, 2001). Coxhead and Nation 
(2001) employ the term academic vocabulary to refer to such lexical items, defining them as 
items that are relatively frequent in academic texts across various genres, while at the same 
time being relatively infrequent in non-academic texts and not so technical so as to be 
relatively frequent in only a small number of academic disciplines. 
The importance of general, non-technical, academic vocabulary for academic success 
and academic language knowledge has been highlighted in the applied linguistics literature 
and, more specifically, in the English for Academic Purposes (EAP) literature. Nation (2001) 
argues that “knowing academic vocabulary is a high-priority goal for learners who wish to do 
academic study in English” (p.197). Donley and Reppen (2001) argue that the teaching of 
2 
 
 
 
general academic vocabulary in bridge language classes (language classes preparing pre-
academic-level students for their upcoming academic environment of lectures, class 
discussions, and academic textbooks) is not only crucial, but in fact considerably more 
important than the teaching of technical vocabulary, due to its potential to benefit all 
students, regardless of which fields of enquiry they may decide to pursue. According to 
Donley and Reppen (2001), a lack of focus on the instruction of general academic vocabulary 
“may have consequences for students’ language development and further performance in 
university courses” (p.7) and be detrimental to the “prominent role it [general academic 
vocabulary] will play in students’ academic life” (p.8). These same authors further argue that 
insufficient knowledge of general academic vocabulary is likely to affect students’ 
comprehension of lectures and materials across a much wider range of courses than if they 
simply lacked knowledge of technical vocabulary. 
Since the 1970’s, the number of ESL learners who are admitted to post-secondary 
institutions in the USA has regularly increased (Xi, Bridgeman, & Wendeler, 2014). At Iowa 
State University (ISU), for instance, international students constituted over 11% of the total 
student body in 2016 (Iowa State Registrar, 2017), with such percentage being substantially 
higher at other institutions, such as at the University of Illinois at Urbana-Champaign, whose 
international students represented 23.5% of the overall student population in Fall 2016 
(UIUC, 2016).  Assessing ESL learners’ English proficiency has become a common practice 
prior to their admission to post-secondary institutions, as can be seen by the widespread 
acceptance of the Test of English as a Foreign Language (TOEFL iBT) and the International 
English Language Testing System (IELTS Academic) assessments for meeting pre-admission 
requirements at many universities in the USA (Xi, Bridgeman, & Wendler, 2014). In many 
cases, ESL learners must also be tested on their knowledge of academic English after they 
have been admitted to these institution (Luoma, 2013), as is the case with post-admission 
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placement tests such as Iowa State’s English Placement Test (EPT). Upon admission to Iowa 
State University (ISU), international students whose TOEFL iBT or IELTS Academic scores 
are below a certain threshold must take the EPT in order to be placed into the appropriate 
ESL listening, reading, and writing classes, or be deemed exempt from such classes (Li, 
2015). With regard to EPT results for listening and reading skills, non-native speakers of 
English admitted to ISU are either required to take 99L (an ESL listening course) and 99R (a 
an ESL reading course) or are exempt from such requirements. As for their writing results, 
students are required to take 101B (lower level writing course for undergraduate and graduate 
students), 101C/D (higher level writing course for undergraduate and graduate students, 
respectively), or are deemed exempt from any ESL requirements with regard to the writing 
skills. Information from both pre- and post-admission tests of academic English can be used 
to gauge whether such students are prepared to pursue their academic studies in English 
without further ESL support, or whether such students may benefit from one or more 
semesters of ESL classes. 
Despite the importance of academic vocabulary knowledge for ESL learners’ academic 
success, few tests have been developed that aim to assess precisely such knowledge. In the 
next section, I provide a brief overview of why such scarcity of tests of academic English 
vocabulary is unfortunate, and identify some of the shortcomings of the few assessments of 
academic English vocabulary that have been developed, before discussing how the present 
study aims to address these issues. 
 
1.2. Statement of the Problem 
 Although knowledge of academic vocabulary has been shown to be essential for ESL 
learners’ academic success, only a handful of assessments have been reported in the applied 
linguistics literature through which ESL learners at either the pre- or post-admission stage 
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can, to some extent or another, assess their knowledge of academic English vocabulary in a 
discrete form. These assessments, which will be discussed in detail in the Literature Review 
section, vary in the extent to which they assess knowledge of solely academic vocabulary, 
with some of them assessing knowledge of academic vocabulary in addition to knowledge of 
non-academic words. These tests are: Read’s (1993) Word Associates Test, Laufer and 
Nations’ (1999) Vocabulary Levels Test, Laufer, Elder, Hill, and Congdon’s (2004) 
Computer Adaptive Test of Size and Strength (CATTS ), McLean, Kramer and Beglar’s 
(2015) Listening Vocabulary Levels Test, and lastly, and Tseng’s (2016) computer-adaptive 
test of vocabulary size. The last of these, Tseng’s (2016) test, was developed to assess 
whether test-takers’ vocabulary size met national, pre-university entry requirements in 
Taiwan and seems to be the first truly computer-adaptive test of vocabulary assessment.  As 
we will see shortly, the test cannot be considered a test of academic vocabulary per se, even 
if its scores are used for assessing test-takers’ readiness to follow their post-secondary 
studies. However, given the importance of Tseng’s (2016) test in showing the feasibility of a 
Rasch-based computer-adaptive test of vocabulary size, it has been included and reviewed in 
this dissertation.  
 All of the aforementioned assessments have their own limitations and shortcomings, a 
brief overview of which will be offered next and discussed in detail in the Literature Review 
section of this dissertation. Some of the discrete assessments of academic vocabulary above 
only assess word knowledge in a receptive way, in which test-takers must simply recognize 
the meaning of the academic word in English, but not necessarily be able to produce the 
words, despite the fact that productive knowledge of academic vocabulary is essential for 
academic success, such as when students are required to write academic papers, deliver talks 
at academic conferences, or give class presentations. A second shortcoming of some of these 
assessments is that the target words (words being assessed) are assessed devoid of context of 
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usage. As Paribakht and Welshe (1997) and Nation (2001) note, part of knowing a word is 
knowing how to use the word in a context-appropriate manner. A third shortcoming concerns 
the authenticity of the sample sentences employed in those assessments that have decided to 
assess the target words in context. Given that word knowledge is dependent on the specific 
domain and context in which the word is used (Chapelle, 1994), displaying knowledge of a 
target academic word in sentences and contexts that are not representative of the academic 
environment may not necessarily translate to test-takers’ ability to use such words in actual 
academic environments. A fourth limitation of several of the aforementioned tests of discrete 
academic vocabulary knowledge is the fact that only one form of the test currently exists, 
which significantly reduces the benefit that ESL learners might have in taking such tests on a 
regular basis in order to either improve, diagnose, or re-assess their knowledge of academic 
vocabulary at different points in time. A fifth limitation of some of these assessments 
involves the small number of test items employed, which also limits the potential benefits of 
these tests for ESL learners and which, along with limitation number four above, reduces the 
potential benefit that taking the test more than once, with different items, could bring to these 
learners. A sixth shortcoming of the set of these tests that require test-takers to either type or 
write their responses to the test items is that, quite often, any spelling mistakes may render a 
response incorrect, although spelling may in fact introduce a substantial and largely 
construct-irrelevant factor into some of these assessments of academic vocabulary 
knowledge, unless spelling ability is clearly stated to be part of the construct the test aims to 
measure. As Carr (2008) notes, “if spelling is not intended to be part of the construct, then 
failing to account for reasonability comprehensible spelling errors […] will result in 
unintended construct alteration” (p.94).  
Not penalizing ESL learners for small spelling mistakes finds support in the literature, such 
as in Laufer and Nation’s (1995) auto-correction of ESL learners’ non-distorting spelling 
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mistakes before calculating their lexical frequency profile based on their written production. 
Finally, a seventh and last limitation of all but one of these assessments is the fact that all 
items, when scored, carry the same weight towards test-takers’ final score. Despite this 
seemingly welcome characteristic at first, I will shortly make a case for the possibility that it, 
on the contrary, prevents users of these test scores from having a clearer picture of ESL 
learners’ actual proficiency in the construct of academic vocabulary proficiency. 
 Without a non-commercial, reliable, authentic, contextualized, and frequently-updated 
way to diagnose their productive knowledge of vocabulary that is essential for successful 
communication at post-secondary English-medium institutions, ESL learners are left to their 
own devices when it comes to improving their academic vocabulary knowledge. 
Alternatively, these learners must first be placed into skill-based ESL classes targeting 
different levels of ability in those skills so as to be able to benefit from further academic 
vocabulary instruction, although such placement may take place only minimally, if at all, 
based on their knowledge of academic vocabulary proper. The result of employing tests that 
do not offer a focus on discrete assessment of productive academic vocabulary for placement 
into skill-based ESL classes (as is the case with the EPT at Iowa State University) is that ESL 
learners who have been placed into the same ESL group may in fact present large variation in 
their knowledge of productive academic vocabulary and therefore in the extent to which they 
are able to express themselves clearly during class time or through their written assignments, 
participate in class discussions with their peers, and deliver clear presentations. As an 
instructor of English as a second language at Iowa State University at both the pre- and post-
admission level, for both undergraduate and graduate students, I regularly witness students’ 
constant struggle with properly using academic English in their speech and writing, as well as 
with growing their academic vocabulary. 
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 It is precisely due to the current scarcity of productive and contextualized tests of 
academic English vocabulary that can meet ESL learners’ needs to constantly evaluate their 
current knowledge of productive academic vocabulary, as well as due to the usefulness that 
such tests can have not only to ESL learners but also to ESL instructors and placement test 
coordinators, that the present test has been developed. In the next section, I explore in more 
detail the rationale for the test. 
 
1.3. Rationale for the Study 
The rationale for the Computer-Adaptive Test of Productive and Contextualized 
Academic Vocabulary Breadth in English (henceforth CAT-PAV) is to fill both an academic 
and a social gap in the assessment of academic English vocabulary. The academic aspect of it 
comes directly from the fact that only a small number of discrete assessments of academic 
vocabulary knowledge currently exist and for those which do, several shortcomings (briefly 
discussed in the previous section and which will shortly be discussed in detail) may prevent 
such tests from bringing further benefits to ESL learners and higher usefulness to test score 
users.  
The social aspect of it, in turn, comes from the desire to develop a test of productive and 
contextualized assessment of academic vocabulary in English that will be made available free 
of charge to any interested parties and that can be constantly updated, maintained, and grown 
by others applied linguists. Given the test’s purpose, namely as a diagnostic assessment either 
in or outside of ESL classrooms at English-medium post-secondary institutions or as 
complementary information for aiding with ESL placement decisions at these same 
institutions, it has also been a major concern during test development that such a test be 
regarded by ESL learners and ESL instructors as a positive tool for these intended uses.  
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Given the potential of computer-adaptive testing to deliver assessments that are well-
suited to the ability level of individual test takers (Ockey, 2012) and that are more effective 
and efficient than paper-and-pencil tests (Schultz, Whitney, & Zickar, 2014) or simply 
computerized linear tests, the CAT-PAV has been originally designed to be used in its 
computer-adaptive form, although fixed forms of the test have also been shown to be 
psychometrically sound and have a positive impact on ESL learners, as will be discussed in 
the Results section.  A secondary reason for the development of the CAT-PAV in its adaptive 
form, in which item selection occurs in real time depending on test-takers’ responses, is the 
current non-existence, to the best of my knowledge and based on extensive review of the 
literature, of a computer-adaptive test of productive and contextualized knowledge of 
academic English vocabulary. Some of the potential advantages that such a computer-
adaptive assessment may have are increased test security and precision of measurement, 
reduction of the frustration experienced by test takers due to the fact that they will not come 
across a substantial number of items exceedingly below or above their ability level, and the 
possibility for easier re-testing of students at different points in time. Another potential 
advantage is the administration of more frequent and different forms of the test due to the 
large and constantly evolving item bank.  In view of the aforementioned facts, this 
dissertation aims at describing the design, development, and validation of the CAT-PAV as a 
potential ESL placement aid and as a diagnostic tool. Now that the problem this dissertation 
aims to address has been stated and the rationale for the development of the CAT-PAV has 
been made clear, I will now proceed to discuss to significance of the present study. 
 
1.4. Significance of the Study 
The significance of the present study is fourfold. Firstly, it contributes to the applied 
linguistics and language assessment literature by employing item-response theory to the 
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assessment of (academic) vocabulary knowledge, a practice which is still not very common 
in the field of vocabulary assessment, despite having been successfully employed for the 
measurement of various other language-related constructs, including measurement of the four 
main language skills of listening, speaking, writing, and reading (McNamara & Koch, 2012) 
and also in the validation (not development) of vocabulary size tests (Beglar, 2010).  
 Secondly, the present study contributes to the applied linguistics and language 
assessment fields through the development and subsequent validation of the first computer-
adaptive test of productive and contextualized breadth of academic vocabulary knowledge in 
English, while also providing substantial support to the view that vocabulary knowledge may 
be treated as an essentially unidimensional construct for certain vocabulary assessment 
purposes.  
Thirdly, the development of the CAT-PAV comes to serve a social purpose as well. Since 
inception, the test has been designed as a tool that will be made available online, free of 
charge, for any interested parties. Additionally, it is my hope that items be constantly added 
to the CAT-PAV item bank, so that its strength as a computer-adaptive test continues to 
improve. In that respect, the higher the number of ESL learners who will take the test online, 
the easier it will be for future items to be calibrated. Towards this goal, any information 
regarding the CAT-PAV will be included in this dissertation, ranging from the specific 
sentences used in the test to the parameters of each item, so that current items can be used in 
linking procedures with future items.  
 Fourthly, the development of the CAT-PAV is expected to fill an important need for 
ESL learners and their instructors at the pre- or post-admission stage at institutions of post-
secondary education whose medium of instruction is English: the need for knowing, on an 
ongoing basis, precisely what academic words these learners have still not mastered being 
able to use in a productive and context-appropriate way and should therefore focus their 
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learning efforts on (diagnostic use of the test). Such information may be utilized by learners 
for self-assessment purposes or by their ESL instructors in order to better inform decisions 
and practices in the ESL classrooms at such institutions. In addition to its diagnostic use, the 
CAT-PAV is also expected to be useful as an aid in the placement of ESL learners into the 
appropriate ESL classes at these same post-secondary institutions of education. Naturally, 
one should not employ solely a vocabulary test for purposes of placing students into general 
(or even skill-based) ESL levels at higher-education institutions and as such, scores on the 
CAT-PAV should be used only as complementary information, in the case scenario of 
placement into ESL classes. With regard to its specific use at Iowa State University, the  
CAT-PAV is hypothesized to  significantly benefit students currently enrolled in ESL writing 
courses at Iowa State (namely, 101B and 101C/D), especially given recent research findings 
that the lexical complexity of students enrolled in 101B and 101C courses did not improve 
significantly over the course of a semester for students placed into these ESL courses at Iowa 
State University (Li, 2015). Li (2015), a former EPT coordination assistant at ISU, notes that 
a possible explanation for such unfortunate results is the fact that there is only limited, 
explicit teaching of vocabulary in these ESL academic writing courses. The adaptive version 
of the CAT-PAV is also expected to provide significant value to the EPT at Iowa State, given 
the low internal reliabilities sometimes observed in different forms of the test. Li (2015) 
notes, for instance, that the internal reliability coefficients for Iowa State’s EPT reading and 
listening sections in fall 2014 was 0.67, which may be considered rather low for ESL 
placement purposes at the university. According to Li (2015), “the EPT office should make 
efforts to maximize score reliability in the process of test development and administration” 
(p. 182). One of the hopes of the CAT-PAV, as discussed above, is that it should help 
towards this goal in its use as a placement aid for such ESL classes.  
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1.5. Outline of the Dissertation 
 The rest of this dissertation is structured as follows. Chapter 2, Literature Review, will 
first introduce readers to important concepts in the assessment of vocabulary knowledge in 
general, properly define what is meant by academic vocabulary, and discuss how knowledge 
of academic vocabulary, in particular, may be measured through the use of academic 
vocabulary lists such as Gardner and Davies’ (2014) academic vocabulary list.  Next, in the 
same chapter, three important test analysis frameworks will be presented, two of which (CTT 
and IRT) have been used in the analysis of the CAT-PAV. After that, readers will be 
introduced to how the use of IRT, especially, is at the foundation for the potential advantages 
of computer-adaptive tests, and the key terminology and elements of these types of tests will 
be presented. A basic understanding of these elements will be essential for a clear 
understanding of the development of the CAT-PAV. Next, a review of currently available 
assessments of academic vocabulary knowledge, as well as their limitations, will be 
presented, so readers can better understand the extent to which the CAT-PAV differs from 
these assessments and addresses some of their limitations. After that, readers will be 
introduced to evidence-centered design (a test development framework) and to how it has 
guided the development of the CAT-PAV, in particular. After that, interpretive arguments 
(employed as a framework for research into the interpretation and uses of test scores) will be 
introduced, and the specific interpretive argument that guided the research into the CAT-PAV 
will be presented. Lastly, the five research questions for the present study will be presented. 
 In Chapter 3, Methodology, the methods employed in the development of the CAT-
PAV and the methods employed for answering each of the five research questions will be 
presented. The keys steps in the development of the CAT-PAV involved: 
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(a) the selection of academic words to be assessed;  
(b) the selection of clear sample contexts for developing test items based on those 
words;  
(c) piloting of the items with graduate-level native speakers; 
(d) recruitment of participants; 
(e) field-testing of items with representative samples of the target population of test-
takers (ESL learners at either the pre-admission or post-admission stage to English-medium 
universities) for item calibration purposes; 
(f) item- and test-level analyses; 
(g) selection of anchor items for calibration of further items for the item bank; 
(h) computer-adaptive simulations based on full item bank;  
(i) field-testing of the computer-adaptive test with another representative sample of 
the target test-taking population.  
During these steps outlined above, a large amount of test taker data was gathered that 
informed the research into the validity of the interpretation and uses of scores from the CAT-
PAV and the methodology employed in analyzing these will be discussed in detail in Chapter 
3.   
      In chapter 4, Results, detailed quantitative and qualitative data will be presented to 
address the five research questions in this study (each of which is aligned with a specific 
warrant in the interpretive argument for the CAT-PAV), pertaining to both the non-adaptive 
versions of the test and its computer-adaptive version. The results will be presented and 
organized with regard to the five research questions for the CAT-PAV, and will closely 
follow the organization employed in the Methodology chapter.  
Finally, Discussion and Conclusion, the fifth and last chapter in this dissertation, will 
summarize all the collected evidence for the intended uses of the CAT-PAV in view of its 
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interpretive argument and analyze the extent to which the uses and interpretations of test 
scores from the CAT-PAV are supported through a validity argument. The limitations of the 
present study and ideas for future research will also be discussed at the end of the chapter. 
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CHAPTER 2. LITERATURE REVIEW 
 
 As Bachman & Palmer (2010) note in the introduction to their book Language 
Assessment in Practice, “all language test developers and users need to know how to go 
about justifying assessment development and use” (p. 13).  In order to be able to justify the 
development and use of the CAT-PAV, or at a simpler level, simply discuss the test, it is 
crucial that the theories, concepts, and frameworks which form the foundation for the 
development and validation of the test score interpretations and uses be clarified. The next 
sections of this chapter aim to lay such foundation. I will start by introducing readers to an 
overview of different ways to conceptualize word knowledge for the purposes of assessing 
vocabulary knowledge, to how academic vocabulary will be defined for the purposes of the 
present study and to the various word lists that have been employed in the literature for 
selection of academic words to be assessed. Next, three common test analysis frameworks 
will be presented, two of which (Classical Test Theory and Item Response Theory) have been 
employed in a complementary fashion for the analysis of CAT-PAV test items. In the 
subsequent section, the key components of computer-adaptive testing, a methodology that 
can significantly leverage the benefits of the Rasch and IRT analysis frameworks, which have 
a primary focus at the level of individual test items and not at the test level (as in common in 
Classical Test Theory) will be explained. After that, the few currently available assessments 
of academic vocabulary knowledge discussed in the language assessment literature will be 
analyzed in detail, as will some of their limitations. In the subsequent section, readers will be 
introduced to the development and research frameworks employed in the context of the CAT-
PAV. Finally, the section Research Questions will introduce the five research questions that 
will guide the process of collecting evidence to support the interpretations and uses of the 
CAT-PAV. 
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2.1. Assessing Vocabulary Knowledge: An Overview 
 To those outside the field of vocabulary research, vocabulary knowledge may appear 
to be a simple and unitary concept; someone either knows or does not know a word, and it 
should not be so hard to assess that (Read, 2000).  For example, we could provide test-takers 
with a word in their first language (L1) and ask for the equivalent word in the target language 
(TL). If they succeed in providing the correct target language word, that would imply that 
they have knowledge of that specific L2 word, otherwise it will be considered that they do 
not. Appealing as such thinking may be, word knowledge is in fact multilayered and not so 
simple to assess (Schmitt, 2014). 
 Four sets of dichotomies are important when discussing word knowledge: (a) passive 
vs. active knowledge, (b) recall vs. recognition, (c) breadth vs. depth, and (d) developmental 
vs. dimensional development of word knowledge. Unfortunately, researchers have defined 
these terms in somewhat loose ways over the decades, resulting in a lack of consensus 
regarding their exact meaning and utilization. For the purposes of this dissertation, Laufer et 
al.’s (2004) definition will be employed. For these authors, active knowledge involves being 
able to produce the TL word form (the actual word in its spoken or written version), whereas 
passive knowledge involves producing only the TL word meaning. For instance, if non-native 
speakers of English were given the definition “when solid becomes liquid” and were able to 
produce the word “melt”, this would indicate active knowledge of this word, whereas if they 
were given the word “melt” and indicated its meaning to be “when something turns into 
water/liquid” that would be evidence of only passive knowledge of the TL word “melt”. The 
dichotomy between recall and recognition, in turn, is based on the idea that recall involves 
producing an answer without being provided with a limited set of possible options, whereas 
recognition involves the presentation of a limited set of possible choices. According to 
research conducted by Laufer et al. (2004), an implicational hierarchy has been empirically 
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shown to exist among these modalities of word knowledge: for any word, active recall 
presupposes passive recall, which in turn presupposes active and passive recognition (Figure 
1). As such, if a test-taker is able to actively recall a word in the L2, they should also be able 
to recognize it and to passively recall it. The reverse, however, is not true.  As will shortly 
become clear, the CAT-PAV is a test of active recall. 
 
Figure 1. Hierarchy among different modalities of word knowledge.  
 
 Another common dichotomy in vocabulary studies is that between size (or breadth) 
and strength (or depth) of vocabulary (Read, 2000; Schmitt, 2014). Vocabulary size/breadth 
refers to how many words one knows and has been shown to provide a significant indication 
of overall language ability (Milton, 2009). Vocabulary strength/depth, on the other hand, 
refers to how well one knows a word (or a set of words). In the applied linguistics literature, 
the term depth of word knowledge carries different interpretations. Some authors (Paribakht 
& Weshe, 1997; Schmitt & Zimmerman, 2002) have posited a developmental approach to 
depth of word knowledge. For these authors, depth of word knowledge ranges from mere 
recognition that the word has been encountered before, to a more incipient, passive, and 
decontextualized knowledge of the word (such as being able to provide its meaning in their 
native language), to finally being able to use the word productively and in a context-
appropriate way. One of the best-known assessments of depth of word knowledge within this 
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developmental approach is Paribakht and Welshe’s (1997) Vocabulary Knowledge Scale 
(VKS), seen in Figure 2.  
 
Figure 2. The Vocabulary Knowledge Scale (VKS) 
 
 Other linguists (Nation, 2001; Schmitt, 2010) have conceptualized depth of 
vocabulary knowledge not in a developmental approach, but instead in a dimensional 
approach whereby learners/speakers can be said to know a word to the extent that they have 
mastered several different components related to it. Nation (2001), for instance, defined a 
framework for assessing vocabulary depth consisting of three major aspects, each containing 
three minor aspects: (a) word form (minor aspects: spoken, written, and word parts), (b) word 
meaning (minor aspects: form and meaning, concept and referents, and associations), and (c) 
word use (minor aspects: grammatical functions, collocations, and constraints on use). 
 The concomitant assessment of breadth (how many words one knows) and depth of 
vocabulary (how well each of the words is known) is a hard task to achieve and one that 
usually requires a trade-off. Given the limited nature of most assessments (such as time and 
logistic constraints) and the need to measure test-takers’ targeted abilities in a way that is 
within acceptable levels of mental effort and fatigue, a need for a trade-off between breadth 
and depth is often observed. Meara (1996) clarifies the difficulty involved in assessing both 
breadth and depth of vocabulary knowledge in the same instrument when he notes: “it might 
be possible in theory to construct measures of each of these types of knowledge of particular 
words; in practice, it would be very difficult to do this for more than a handful of items” 
(p.46). Given that the goal of this dissertation is the development of a computer-adaptive test, 
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which requires a significant number of banked test items in order to perform well, the CAT-
PAV has been designed to only assess breadth of academic vocabulary. However, the test can 
be said to tap into and require knowledge of several components related to depth of word 
knowledge, such as knowledge of context-appropriate usage, collocations, associations, 
meaning and constraints on use for the target words employed in the test. 
The dichotomies outlined above pertain to knowledge of vocabulary overall, which 
includes academic vocabulary. In the next section, I establish what is meant by academic 
vocabulary, the focus of the present study. 
 
2.2. Defining Academic Vocabulary 
Nation (2001) classifies vocabulary, overall, into three groups: 
1) High-frequency words, usually covering about 80% of most texts. Such words are usually 
the focus of general frequency lists such as the General Service List (GSL) (West, 1953) 
and the British National Corpus Word Frequency List (Kilgarriff, 1995). 
2) Academic vocabulary, comprising 8%-10% of the most frequently found words in 
academic texts 
3) Technical vocabulary, showing large differences among different fields and covering up 
to 5% of texts 
 
 The term academic vocabulary is often employed in discussions about English for 
Academic Purposes (EAP), a subfield of the larger field of English for Specific Purposes 
(ESP). Coxhead and Nation (2001), as well as Nation (2001) above, employ the term to refer 
to lexical items that are relatively frequent in academic texts across various genres, while at 
the same time being relatively infrequent in non-academic texts. Technical vocabulary, which 
refers to terms used predominantly in a given academic field of study (for instance, 
mathematics, physics, biology, economy, and so on) are normally not considered part of 
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academic vocabulary. Some authors (Anderson, 1980; Yang, 1986) also refer to academic 
vocabulary as subtechnical vocabulary, in the sense that despite being more typical of the 
academic field, it is not so technical as to be present only in a certain discipline or area. The 
focus of the current dissertation proposal is on the assessment, for placement and diagnostic 
purposes, of productive and contextualized knowledge of precisely words that fit the second 
aforementioned group: words that are highly frequent in academic texts, can be found across 
various academic subfields, and are relatively less common in non-academic texts. 
Various applied linguists have highlighted the importance of general academic vocabulary 
knowledge for successful academic communication, as well as for successful comprehension 
of academic lectures and course materials (Biemiller, 2010; Dang & Webb, 2014; Donley & 
Reppen, 2001; Nagy & Townsend, 2012). Townsend, Filippini, Collins, and Biancarosa 
(2012) showed that knowledge of general academic words, based on Coxhead’s (2000) 
Academic Word List contributed unique variance (r2 between .19 and .34) to achievement 
across standardized measurements in four disciplines for a diverse sample of 339 middle 
school students which included both native and non-native speakers of English: mathematics, 
social studies, science, and English language and arts (ELA). A common view is that 
knowledge of academic vocabulary is subsumed by knowledge of vocabulary in general. If 
that were the case, it would simply be knowledge of vocabulary in general that would explain 
such results, and not necessarily knowledge of academic vocabulary per se. Townsend et al. 
(2012), aware of this, were careful to also run their analysis while controlling for overall 
breadth of vocabulary. Although the unique variance explained was smaller after such 
control, it was still significant, with r2 values between .02 and .07 for the variance due solely 
to knowledge of academic vocabulary. These results offer evidence that, despite being 
correlated with overall vocabulary breadth, knowledge of academic vocabulary can be treated 
as a separate, significant and relevant construct in explaining academic achievement.  
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 Laufer and Nation’s (1999) Vocabulary Levels Test Academic, one of the few discrete 
assessments currently available that assess knowledge of productive academic vocabulary 
have also been shown to be significant indicators of general academic language proficiency. 
As reported by Beglar and Hunt (1999), scores on the two forms of the Vocabulary Levels 
Test Academic (A and B) have been shown to significantly and positively correlate with the 
paper-based TOEFL overall and section scores. The correlations between scores on form A 
and TOEFL Overall, TOEFL Listening, TOEFL Structure, and TOEFL Reading are 0.64, 
0.39, 0.59, and 0.67, respectively, whereas those for Form B are 0.68, 0.40, 0.64, and 0.71, 
respectively. The analysis by Beglar and Hunt (1999) provide strong evidence that scores on 
a well-developed and researched test of productive academic vocabulary knowledge can 
significantly and positively correlate with higher-level language abilities. 
 Now that the importance of academic vocabulary knowledge has been established, 
one question must be asked: what are the specific words that might be included in an 
assessment of productive knowledge of academic vocabulary? 
 
2.3. Selecting Academic Words to Assess: The Use of Academic  
Vocabulary Lists 
 A commonly employed procedure when developing academic vocabulary tests (and 
vocabulary tests in general) is to make use of word frequency lists to guide word selection for 
the assessment (Nation & Webb, 2011). The assumption is that words that are more frequent 
in the language are usually learned first, whereas less frequent words are most commonly 
learned at a later point in time (Ellis, 2002). Although the relationship between word 
frequency and word difficulty does not increase monotonically, a consistent relationship is 
indeed observed if a wordlist such as the Academic Word List (AWL) is split into large sets 
of words, grouped according to their frequency in a corpus. It has been shown, for instance, 
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that the less frequent the words in the group are, the more difficulty that word group presents 
as a whole (Laufer et al., 2004). The Applied Linguistics literature also offers support for the 
idea that production of less frequent words in a language correlates with vocabulary 
proficiency in that language (Crossley, Salsbury, & McNamara, 2012; Grant & Ginther, 
2000). Therefore, employing word frequency as a rough proxy for expected word difficulty in 
item selection during test development seems warranted. 
 For a long time now, the University Word List, or UWL, (Xue & Nation, 1984) and 
the AWL (Coxhead, 2000) have been employed as the primary lists from which words are 
selected for the development of assessments of academic vocabulary in English. The former 
list has been criticized by Coxhead (2000) on the grounds that the corpora upon which word 
selection was based “were small and did not contain a wide and balanced range of topics” (p. 
214). The AWL itself, in turn, has been criticized by Gardner and Davies (2014) on the 
grounds that its frequency rankings are organized in terms of words families instead of word 
lemmas, that many of the words contained in the AWL can also be found among high-
frequency words of general English frequency lists, and that a substantial number of 
academic words have been left out of the AWL (Gardner & Davies, 2014). 
 As a response to the shortcomings mentioned above with regard to the UWL and the 
AWL, Gardner and Davies (2014) recently published their list of academic words, calling it 
the academic vocabulary list (AVL). Contrary to the UWL and the AWL (whose corpus size 
was 3.5 million words), the AVL is based on a much larger, more recent, and more 
representative corpus of academic English. The list was compiled based on the analysis of the 
academic sub-corpus of the Corpus of Contemporary American English (COCA) and this 
sub-corpus contained approximately 120 million words, covering texts published between the 
years 1990 – 2012. This academic sub-corpus included academic texts from nine major 
disciplines:  History, Education, Geog/SocsC, Law/PolSci, Humanities, Phil/Rel, Sci/Tech, 
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Medicine, and Misc. In addition, the AVL was organized in terms of word lemmas, not word 
families. Since lemmatization only considers inflection (and not derivation) for word entries, 
this process renders the entries more fine-grained than collapsing all derived and inflected 
forms of a base word into a single entry, as is done in the AWL. As Gardner and Davies 
(2014) note, all words in their AVL, which consists of the top 3,000 word lemmas in the 
academic subset of COCA, show substantial dispersion across all nine domains (thus 
reducing selection bias), are marked for part of speech (POS), and only contain entries that 
are at least 50% more common in the academic sub-corpus of COCA than in the full set of 
texts in COCA (approximately 520 million words at the time of this writing). For all the 
reasons outlined above, the AVL has been the academic word list of choice from which target 
academic words will be selected for the development of the CAT-PAV. 
 Once an academic word list such as the AVL has been chosen from which words will 
be selected, it must be decided how knowledge of these words will be assessed (in other 
words, the task format that will be employed in the assessment). In the case of the CAT-PAV, 
as will be shortly discussed, a polytomous gap-filling task has been employed throughout the 
test, in which test takers receive either full, partial, or no credit for each item. In view of the 
item type present in the CAT-PAV, it is important to establish which test analysis 
framework(s) can be suitably employed during development and analysis of items and for test 
score analysis. In the next section, I introduce the three frameworks most commonly used in 
language assessment for analysis of tests, and which are potentially suitable for the analysis 
of the CAT-PAV: Classical Test Theory, Rasch Theory, and Item Response Theory. 
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2.4. Test Analysis Frameworks 
 Test developers should take enough care to ensure that the final assessment product 
conforms to certain statistical requirements that are appropriate for the testing scenario in 
question. Test analysis frameworks are very useful in this regard and allow us to examine the 
statistical properties of individual test tasks and of the test as a whole during test 
development. Figure 3 displays a simplified test development process: 
 
Figure 3.  A simplified test development process, partially adapted from Downing (2006) 
 
 As can be seen in Figure 3, once test developers have established what the 
construct(s) of the assessment will be and what to include in the test (construct and content 
definitions, respectively), clear test specifications can be written with guidelines for item 
developers on how to develop individual items for the test. Once items have been developed, 
they must be reviewed so that it can be established that they have indeed been developed to 
specifications and may additionally be piloted on a small number of potential test takers 
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(and/or native speakers, if applicable in the context). The purpose of item piloting is to 
establish that items seem to be working as expected, mostly from a qualitative perspective, 
and do not have any inherent flaws, prior to their being administered to a substantially larger 
sample of test takers. Once items have been trialed and deemed acceptable, a field test can be 
designed that will be administered to a larger, representative sample of the target population 
of test takers, and specific test forms (in the case of fixed-form assessments) can be 
assembled for such administration. Once items have been administered, a test analysis 
framework (or a combination of test analysis frameworks) can be employed for a 
psychometric evaluation of item and test characteristics. Items that have been shown to be 
performing well given the specific target test population and intended test uses can then be 
added to an item bank along with their statistical properties (these are referred to as calibrated 
items) that will later be employed in operational, larger-scale (fixed-form or adaptive) 
versions of the test through which decisions will be made regarding test takers’ knowledge of 
the construct the test aims to measure.   
 In this section, I will focus on the three most commonly used test analysis frameworks 
in the field of language testing: Classical Test Theory, Rasch Measurement, and Item 
Response Theory. Classical Test Theory and either of the two other frameworks can and have 
often been employed either in place of each other or in conjunction, as will be the case in the 
development and analysis of the CAT-PAV.  Rasch and IRT, however, are not commonly 
used together. Hopefully, after being introduced to these three frameworks, readers will be in 
a position to better understand the measurement underpinnings in the development of the 
CAT-PAV and in analysis of the test items, as well as of the test as a whole. 
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2.4.1. Classical Test Theory (CTT) 
Classical Test Theory (CTT) is a framework for test analysis developed in the early 
twentieth century (Kohli, Koran, & Henn, 2015) and still commonly used around the world, 
despite having lost some ground to newer developments in testing theory such as item 
response theory. CTT can be defined as a framework with a strong focus at the level of the 
test, not at the level of the item (items in a CTT framework tend to be worth the same number 
of points), given that “CTT does not involve a complex theoretical model to relate an 
examinee’s ability to success on a particular item” (Fan, 1998, p. 357).  For this reason, the 
framework is quite commonly used in fixed-form assessments, in which test users are mostly 
interested in test takers’ final score.  A statistic which is at the core of CTT is reliability, 
defined by Jones (2012) as “the proportion of variation in tests scores caused by the ability 
measured, and not by other factors” (p. 353). Reliability is inversely proportionate to the 
amount of measurement error associated with the scores of a particular assessment instrument 
and has a minimum possible value of 0 and a maximum possible value of 1. If test analysis 
indicates that reliability of an instrument to be 0.75, this can be interpreted to mean that 75% 
of the variability in test scores is caused by the ability or construct that the test measures. In 
CTT, a commonly-employed measure of reliability is that of internal consistency, many 
times referred to as coefficient alpha, despite the fact that coefficient alpha is just one of the 
methods for calculating the internal consistency of an assessment. Despite its focus at the test 
level, two other statistics that are at the core of CTT provide important information at the 
item level: item-facility (IF), also called item difficulty, and item-discrimination (ID). The 
former refers to the percentage of test-takers who got an item correct, whereas the latter 
refers to the correlation between scores on a specific item and total test scores (Brown, 2012).  
Some of the advantages of CTT include the fact that its concepts and statistics are relatively 
easy to interpret and the fact that parameters can be calculated in this framework without a 
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need for a large number of test-takers. However, CTT presents several limitations which the 
next framework (IRT) will address. 
Bachman (2004) discusses some of the limitations of CTT. These include: 
a) Item difficulty is very much dependent on the sample of test-takers to whom the items are 
administered. If administered to a group of test takers with strong ability in the target 
construct, an item will seem quite easy, whereas the opposite would be the case were the item 
administered to a weaker group of test takers.  The item, however, is exactly the same. An 
item’s difficulty should therefore be an inherent property of the item and not be dependent on 
the test-taking sample. 
b) Conversely, a test taker’s ability estimate (or their final score) is also dependent on the 
specific items he or she comes across during the test. If a test taker only comes across easy 
items during a test administration, he or she will seem to have high ability in the target 
construct, whereas the same test taker may seem to have poor ability if faced with harder 
items. Naturally, a test-taker’s ability, from a psychological trait perspective, is an inherent 
property of theirs, and should not be dependent on what items they meet, just as a person’s 
height should not be dependent on what measuring tape should be employed to measure their 
height. 
c) The item statistics derived from CTT (for instance, item facility and item discrimination) 
are based on a certain group’s performance over that item, and do not provide any a priori 
indication of how a specific test taker may perform on that item.  In other words, since there 
is no way to directly compare the difficulty of an item with the ability of a test taker in CTT, 
one cannot estimate the probability of a certain test taker getting a given item correct based 
on the test taker’s ability level (whether such ability is known or not). 
 The facts above make it difficult to directly compare the scores of test takers who 
answered different items, just as it is hard to compare the difficulty of items answered by 
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different test takers. This poses a substantial problem, since for many tests, developers may 
have a large item bank they have been maintaining for years and may want to compile several 
different test forms based on those items (in a mix-and-match manner). If the items’ statistics 
come from different batches of test takers, there would not be a way to hand pick individual 
items for new forms unless test equating takes place prior to test use and the whole form is 
used for equating. Given the limitations of CTT for the development of the CAT-PAV, 
whose final and adaptive version will not consist of fixed forms and which will require that 
hundreds of test takers answer each item for calibration purposes, the use of another, 
complementary test analysis framework becomes necessary. One of the ways of addressing 
the limitations of CTT is by also employing either a Rasch or item-response-theory model for 
test development and item analysis. 
 
2.4.2. Rasch Modeling and Item-Response Theory (IRT) 
Contrary to CTT, which was developed in the early twentieth century, Rasch and IRT 
(also called latent trait theory) are a much more recent development, and one that started 
receiving more attention in the language assessment field in the 1980s (Ockey, 2012). It is 
important to note at this point that the Rasch model for dichotomous items (items that have 
only two possible response categories) is mathematically equivalent to the 1-parameter IRT 
model (1PL).  
 The Rasch and item-response theory frameworks are measurement theories that 
intend to address several of the limitations associated with classical test theory (CTT), 
although in various cases (such as in the development of the CAT-PAV), CTT may be 
successfully used concomitantly and in a complementary fashion with either a Rasch or IRT 
approach in order to ensure the psychometrical soundness of an assessment.  
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2.4.2.1. Rasch Modeling 
 Rasch models of measurement are “a set of models that provide an opportunity to 
meet the five requirements of invariant measurement” (Engelhard, 2013, p. 34), or, in other 
words, measurement that is carried out through a priori rules that are rigorous and 
independent of the dataset employed for the measurement (Engelhard, 2013). In other words, 
data must fit the Rasch model, and not the other way around, as is so often the case in test 
development, and as we will shortly see when we look at item response theory. The five 
requirements of invariant measurement, present in Rasch models, according to Engelhard 
(2013), are: 
Person measurement: 
1. The measurement of persons must be independent of the particular items that happen to 
be used for the measuring: item-invariant measurement of persons. 
2. A more able person must always have a better chance of success on an item than a less 
able person: non-crossing person response functions. This is what is meant by monotonicity. 
Item calibration: 
3. The calibration of the items must be independent of the particular persons used for 
calibration: person-invariant calibration of test items (please note this is not possible within a 
CTT framework). 
4. Any person must have a better chance of success on an easy item than on a more 
difficult item: non-crossing item response functions. 
Variable map: 
5. Items and persons must be simultaneously located on a single underlying latent variable: 
variable map. (p. 14) 
 Through Rasch measurement (and item-response-theory models in general), it is 
possible to calculate the probability that a given test taker of a given ability level will answer 
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a certain item correctly (whether such ability is known a priori or not). For that, all that is 
required is that items be calibrated in advance by being administered to a large sample 
representative of the target population for a given assessment. Once an item has been 
calibrated, the Rasch family of models (as well as the IRT family of models) is able to 
statistically predict the chance that test-takers of different ability levels in the construct of 
interest have of getting the item correct (Engelhard, 2013).  
We can see in Figure 4 two calibrated items and their respective item-characteristic curves 
(ICCs): 
 
Figure 4. Item-response curves for two different items (Templin, 2014). 
 
 The range of possible test-taker abilities in the latent trait, indicated by θ can be seen 
on the X axis in Figure 4 and the probability of answering each of the items correctly, 
dependent on a test taker’s ability, can be observed on the Y axis. The higher their ability on 
the scale, the higher test takers’ odds of getting those items correct. If we look at point 1.0 on 
the X axis (ability), we will notice that a person of that ability has a higher chance of getting 
the item in blue correct (85% chance) than getting the item in magenta correct (50% chance), 
which shows that the blue item is easier than the magenta item. In the Rasch model, as well 
as in the 1-parameter IRT model, every single item has only one parameter (called the 
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difficulty parameter), which express the ability in the latent trait needed to have a 50% chance 
of getting that specific item correct. This differs from the majority of IRT-based models, in 
which different items are allowed to have different discrimination parameters. The 
probability of a correct response for any item calibrated through the Rasch or 1PL IRT 
models is presented in Figure 5: 
 
 
Probability of correct answer =  exp (test taker ability – item difficulty) 
---------------------------------------------------- 
(1 + exp (test taker ability – item difficulty)) 
 
 
Figure 5. Non-technical equation describing the Rasch and 1PL models for dichotomous 
items (Ockey, 2012). 
 
    Next, we look at the ways in which the 2PL model differs from the Rasch model. 
 
2.4.2.2. Item Response Theory 
The IRT family of models adhere to almost all the same characteristics of invariant 
measurement presented in the section above for Rasch modeling and, just as with Rasch 
measurement, “the theory assumes that a person can be placed on an ability continuum based 
on a score assigned to an observable performance” (Ockey & Choi, 2015, p. 1). The only 
exception concerns requirement #4, namely that any person must have a better chance of 
success on an easy item than on a more difficult item. Three of the most common IRT models 
are the 1PL (mathematically equivalent to the Rasch model for dichotomous items), the 2PL, 
and the 3PL models. At the core of the philosophical and measurement differences between 
Rasch and IRT is the idea that data must fit the Rasch model (the model comes first), whereas 
in IRT, data come first, with the model having to provide a decent and acceptable fit to the 
data (Linacre, 2005). 
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 The reason why requirement #4 of invariant measurement does not apply to the 2PL 
and 3PL IRT models is because these models introduce other item-specific parameters, going 
beyond using simply the difficulty parameter. In the 2PL model, a discrimination parameter is 
introduced in addition to the previous difficulty parameter. The discrimination parameter 
indicates how quickly the probability of getting a certain item correct changes as a test taker’s 
ability level in the latent trait changes (Morizot et al., 2009). In the Rasch and 1PL models 
(Figure 4 above), we can notice that the ICC for both the blue and magenta items have the 
same steepness/inflection at the point where probably of getting the item correct is 50% (the 
item’s difficulty parameter). In fact, all items modeled through the Rasch/1PL models have 
the same discrimination. In the 2PL model, this is often not the case (Figure 6) and the fact 
that two different items may have different discriminations (not to be confused with the 
meaning of discrimination in Classical Test Theory) may lead to requirement #4 of invariant 
measurement not applying to non-1PL IRT models. 
 
Figure 6. Two items modeled through a 2PL dichotomous IRT model, with different 
discrimination parameters (Morizot et al., 2009). 
 
 
The formula for calculating the probability of a correct response in the 2PL model is given 
below (Figure 7): 
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Probability of correct answer = 
 
exp [item discrimination (test taker ability – item difficulty)] 
------------------------------------------------------------------------------- 
(1 + exp [item discrimination (test taker ability – item difficulty)] 
 
 
Figure 7. Non-technical equation describing the 2PL IRT model for dichotomous items 
(Ockey, 2012). 
 
 The 3PL model introduces yet another parameter: a guessing parameter. The guessing 
parameter represents the chance that a test taker may have of simply guessing the item 
correctly, as is typical of multiple-choice tests. Given the open-ended item format employed 
in the CAT-PAV (gap-filling), to be discussed in the Methodology chapter, the chance of test 
takers simply ‘guessing’ an item correct is quite unlikely, which is why further discussion of 
3PL IRT models will not be pursued in the scope of this dissertation.  
2.4.2.3. Polytomous Models 
 Rasch models and IRT models can be dichotomous, only modeling two possible 
scores per item (correct or incorrect) or polytomous, in which more than two possible scores 
per item are modeled, such as when partial credit is awarded. Given the nature of the CAT-
PAV, in which test takers are awarded partial points if they initially get an item incorrect but 
then get it correct after seeing two context-appropriate synonyms for the target word, only 
polytomous models will be considered during test development. We will, however, return to 
dichotomous models during the Discussion and Conclusion section of this dissertation. 
 2.4.2.3.1. Partial Credit Model (PCM). The first polytomous model that is important 
to understand in the scope of the development of the CAT-PAV is the Partial Credit Model 
(Masters, 1982). In the partial credit model (PCM), each test item is modeled in terms of 
adjacent response categories. In the item in Figure 8, with three possible scoring options (as 
will be the case for items in the CAT-PAV), two threshold values (δ1 and δ2), also called step 
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parameters, will be calculated by the model, each one indicating the point in the latent trait 
scale at which the higher of two adjacent scoring categories becomes more likely than the 
other (Engelhard, 2013). In Figure 8, δ1 is the value on the latent trait at which the probability 
of being awarded a score of 1 for the hypothetical item (such probability is modeled by the 
red curve) is higher than the probability of being awarded a 0 (such probability is modeled by 
the black curve). As we can also observe in Figure 8, the threshold δ2 indicates the point at 
which a test taker is more likely to receive a score of 2 (blue curve) than a score of 1 (red 
curve). 
 
 
Figure 8. An item calibrated with the PCM, showing no threshold reversal. 
 
Given that the PCM only considers adjacent categories when calculating the threshold 
values, there is no guarantee that the scoring categories will be ordered in the end, and 
threshold reversals may occur. This can be observed in Figure 9, where δ1 is located at a 
higher location in the latent trait (- 0.8) than δ2 is (- 1.4).  In other words, it is possible, and 
perfectly acceptable in the  PCM, that the threshold for a set of higher adjacent categories 
may have a lower value than for a set of lower adjacent categories. The PCM therefore allows 
one to test the assumption that there is indeed an ordered underlying continuum for the 
scoring categories and the extent to which that is the case for the items in a given test. All 
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items in the PCM model have the same exact discrimination parameters (commonly referred 
to as the item’s slope) and all the five requirements for invariant measurement continue to 
hold in the PCM, making it the only one of the four polytomous models considered for the 
development of the CAT-PAV that is considered an extended Rasch model. 
 
Figure 9. An item calibrated with the PCM, showing reversal of thresholds. 
 
The other three polytomous models that have been considered during the development of 
the CAT-PAV are item-response-theory (IRT) models that cannot technically be called 
extended Rasch models, since not all of the five requirements for invariant measurement can 
be met. More specifically, since some of the polytomous models to be discussed allow for 
different items to have different discrimination parameters/slopes, requirement #4 may not be 
met. I would like to draw the readers’ attention, however, to the fact that even with a 
polytomous model as the PCM (and the other polytomous models discussed next), 
monotonicity (requirement #2 of invariant measurement) continues to hold as an assumption 
of the models, as can be seen by the fact that in both Figure 8 and Figure 9 depicting the 
PCM above, the chance to get the item correct (score a 2) increases in conjunction with an 
increase in the latent trait (theta). 
35 
 
 
 
 2.4.2.3.2. Generalized Partial Credit Model (GPCM). The second polytomous model 
to be considered is the Generalized Partial Credit Model (Muraki, 1992). The only difference 
between the PCM and the Generalized Partial Credit Model (GPCM) is that the GPCM 
allows for each item to have its own discrimination parameter/slope, instead of assuming that 
all items have the same discrimination power. As with the PCM, the GPCM does not 
guarantee that thresholds will be ordered and thresholds reversals may often occur. 
 2.4.2.3.3. Graded Response Model (GRM). The third polytomous model that could 
possibly model test takers’ item responses for the CAT-PAV is the Graded Response Model 
(Samejima, 1969). In the Graded Response Model (GRM), instead of item thresholds 
indicating the point in the latent trait at which the probably of one response category is higher 
than the lower response category directly adjacent to it, the thresholds indicate the point in 
the latent scale at which a test taker has a 50% chance of receiving a score in that specific 
category or in a higher category. Therefore, the GRM is referred to as a cumulative model 
(DeMars, 2010) and, for that reason, the model forces the thresholds to be ordered during 
their estimation (Figure 10). 
 
Figure 10. An item with five response categories modeled with the GRM (Templin, 2014). 
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As can be seen in Figure 10, the thresholds (represented by the letter b) for the five-
category item, represented with response categories 0 – 4, are ordered, with b1 representing 
the point in the latent trait at which test takers have a 50% chance of being awarded a score in 
category 1 or higher, b2 representing the point in the latent trait at which test takers have a 
50% chance of being awarded a score in category 2 or higher, and so on. In the GRM, the 
distance on the latent trait (theta) between different thresholds, for example between b1 and 
b2, is allowed to differ for different items. In other words, for a different item also estimated 
with the GRM, the theta distance between b1 and b2 could be much wider or much shorter. 
 2.4.2.3.4. Modified Graded Response Model (MGRM). The fourth and last 
polytomous model relevant to the development of the CAT-PAV is the Modified Graded 
Response Model (Embretson & Reise, 2000). The most relevant difference between the GRM 
and the Modified Graded Response Model (MGRM) for the purposes of this dissertation 
project is that the MGRM forces the distance (width) on the latent trait between different 
thresholds to be identical for different items estimated through the model, even if their 
absolute values for each threshold may differ. Just as the GRM, the MGRM also forces the 
thresholds to be ordered. 
Without delving into much technical detail, another important difference among these four 
candidate models concerns the number of parameters that must be estimated for a set of items 
during calibration. Some of the models are more parsimonious than others (namely, the 
Partial Credit Model and the Modified Graded Response Model), whereas others are less so 
(namely, the Generalized Partial Credit Model and the Graded Response Model). The higher 
the number of parameters to be estimated, the higher the number of test takers that must be 
used in calibrating the items for the parameters to be estimated with high accuracy, and the 
more strict the model can said to be, from a psychometric perspective. 
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     Whereas CTT has been the usual framework of choice for the development and analysis of 
fixed-form tests, Rasch modeling and IRT have been the frameworks of choice for the 
development of computer-adaptive items (DeAyala, 2009), since in the majority of computer-
adaptive tests items are selected one by one, in real time, for administration to test takers 
based on the system’s current estimate of the test taker’s ability in the latent trait of interest. 
In this next section, the advantages of CATs over fixed-form assessments (also referred to as 
pen-and-pencil assessments) will be made clear, and an overview of the various components 
of computer-adaptive tests will be provided. 
 
2.5. Beyond Fixed-Form Assessments: Computer-Adaptive Testing 
Naturally, a test that claims to measure knowledge of productive academic vocabulary 
would be expected not only to assess test-takers’ knowledge in a statistically sound way, but 
it would also be highly desirable if such an assessment could be conducted in a secure, 
effective, motivating, and also efficient manner. A potentially promising way of meeting 
these goals (provided that enough care is taken during test development and validation to 
ensure that such a route is viable and appropriate) is by implementing the test as a computer-
adaptive test (CAT). CATs “consist basically of an item pool and a program which selects the 
items and offers them to students according to the response pattern of the individual test 
taker” (Molina, 2009, p. 128). As such, instead of administering the same items to all test 
takers, as is the case with fixed-form tests, items in a CAT are selected in an adaptive fashion 
and test difficulty progressively adapts to the estimated level of ability of a test taker. This 
allows test developers to build a test that, when compared to pen and pencil (P&P) or fixed-
form tests “can be both more effective and more efficient” (Schultz, Whitney, & Zickar, 
2014, p. 326). The effectiveness of CATs comes from the fact that these tests, if developed in 
conjunction with a large enough item bank with optimal properties, tend to lead to much 
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smaller errors of measurement, or higher precision of measurement, for all test-takers (Figure 
11) when compared to rectangular conventional (i.e., non-adaptive) tests, which contain items 
whose difficulty are equally represented along all levels of the trait being measured, or to 
peaked conventional (i.e., non-adaptive) tests, which have the majority of their item 
difficulties around a small range of the trait.  The efficiency aspect relates to the fact that, 
since items are chosen that provide the most information about a certain test taker at a 
specific point in time, these tests also tend to be much shorter. 
 
 
Figure 11. How computer-adaptive tests can lead to higher measurement precision when 
compared to non-adaptive tests (Weiss, 1985).  
 
 
 This naturally differs from commonly employed paper-and-pencil tests (and in fact, 
many computer-based tests), in which test takers’ response patterns do not affect which items 
they will be exposed to during the test. For this reason, error of measurement tends to be 
much higher for some test-takers than for others in paper-and-pencil tests (Brown, 2012). As 
previously noted, the Rasch or item-response theory frameworks are the usual frameworks of 
choice for computer-adaptive tests, given the fact that the probability of a specific test taker 
getting a specific item correct can be easily calculated in these frameworks. 
The advantages of CATs over fixed-form tests are therefore several: (a) computer-
adaptive tests tend to be shorter, (b) test-taking motivation is increased, and (c) test security 
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tends to be increased, among others (Linacre, 2000; Thompson, 2011). Since each item 
administered to a test taker is selected in a way so as to maximize the accuracy with which 
their ability is estimated, CATs tend to be considerably shorter than their paper-and-pencil 
counterparts. This happens due to the fact that the closer the difficulty of an item is to 
someone’s ability level, the more precisely it is possible to zoom in on (or estimate) that 
person’s ability level. Test motivation is increased due to the fact that item selection adapts to 
the currently estimated level of ability of a given test taker and occurs in real time, with the 
result that the majority of items will be neither too easy nor too hard.  This is only possible 
because no a priori set of items has already been decided upon before the beginning of the 
test. Lastly, given the adaptive nature of the test, it is unlikely that two test takers will be 
presented with exactly the same items during the test, making it less likely that two test takers 
will be motivated to simply memorize a linear order or responses before the test commences, 
which contributes towards prevention of cheating.  Naturally, all of these characteristics are 
dependent on there being an item bank with a well calibrated, sufficiently large, and 
psychometrically appropriate set of items. 
Nation and Webb (2011) point out that test takers would need to be tested on 
approximately 300 randomly selected items from a larger list for a 5% confidence interval to 
be made as to what extent test takers can be said master all the items on a list. For example, if 
300 words were sampled form the AWL and administered to a test-taker, who subsequently 
got 60% of these 300 words correct, one could be 90% certain that their real knowledge of 
the entire UWL was between 55% and 65% (a 5% confidence interval). For a 2% confidence 
interval, this number increases to 1,200 words, rendering such testing clearly unfeasible. The 
CAT-PAV aims to partially address such limitation through the use of an adaptive algorithm. 
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2.5.1. Components of a Computer Adaptive Test  
 Once a calibrated item bank has been developed with a sufficient number of items 
whose psychometric properties have been examined and deemed appropriate for the test’s 
intended uses (see Figure 3 above), a CAT can be implemented. Thompson and Weiss (2001) 
present five components necessary for the administration of a CAT: 
 
1. Calibrated Item Bank 
2. Starting Point 
3. Item selection algorithm 
4. Scoring algorithm 
5. Termination Criterion 
The authors also provide a flowchart of the aforementioned components of a CAT (Figure 
12), which makes it easier to visualize how they interact with one another: 
 
Figure 12. General flowchart of a CAT algorithm (Thompson & Weiss, 2001). 
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2.5.1.1. Calibrated Item Bank                                                                                                  
     Component 1 (Calibrated Item Bank) is certainly the most time-consuming component, 
involving the administration of test items to possibly hundreds of test takers (sometimes even 
thousands in the case of high-stakes commercial tests), as well as analyzing whether those 
items conform to the requirements of the measurement model being used (typically either in 
the Rasch or IRT family of models, as noted previously). After the analysis, and possibly 
further administration of items to replace previous malfunctioning items, an item bank starts 
to be established. In case more than one administration of items is required and a different 
group of test takers is employed for calibrating the items on the second administration (as 
will be the case for the CAT-PAV), items from the two administrations must somehow be 
linked and placed on the same measurement scale, which is usually achieved through the use 
of linking (or anchor) items. Linking or anchor items are items that are common to both tests 
and serve the purpose of adjusting for differences in ability among test-takers in different 
groups in order to ensure that parameter values can be directly compared for items 
administered to different groups of test takers. Once all items have been calibrated and placed 
on a common scale through linking, an item bank can be established, containing all items as 
well as information about their psychometric properties. 
2.5.1.2. Starting Point   
     In component 2 (Starting Point), an initial estimate must be made as to a given examinee’s 
ability level so that the very first item in the test can be administered. There are several ways 
to approach this, such as selecting a theta value of 0 (representing a test taker of average 
ability), using prior information about the examinee’s ability level in a related construct such 
as previous test scores, or randomly choosing a starting value from a small range around a 
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limited range of theta (De Ayala, 2009).   Based on the system’s estimate of the examinee’s 
initial ability, the first test item must be administered.  
 2.5.1.3. Item Selection Algorithm   
     It is common practice either to first administer an item of medium difficulty from the item 
bank or to administer an item whose parameters are the most statistically informative for an 
examinee of the ability level estimated at the beginning of the test (De Ayala, 2009). Once a 
test-taker responds to this first test item, an adaptive algorithm must be able to select the next 
item to be administered, based on the system’s now updated estimate of the test-taker’s 
ability level (to be discussed next). According to Thompson and Weiss (2001), item selection 
is quite dependent on the purpose of the test. If the test purpose is to accurately estimate 
examinees’ ability, the most informative item from the pool for the current estimated ability 
should be chosen next, but if the purpose is to separate test takers into groups around cut-
scores, items with a location on the trait scale around the cut-score(s) should be preferred.       
 Both strategies can be used and can lead to the same precision of measurement, as 
long as there is a large and varied-enough pool of items to enable continuous item selection 
according to that specific strategy. Based on the examinee’s response to the first item in the 
test and subsequent items, a scoring algorithm must update the examinee’s estimated ability 
(Component 4, Scoring Algorithm). 
 2.5.1.4. Scoring Algorithm 
      Some commonly employed scoring algorithms are maximum likelihood estimation 
(MLE), expected a posteriori (EAP) and maximum a priori (MAP). Once an updated ability 
has been estimated for the examinee through the scoring algorithm based on their response to 
the previous item in the test, the system must now evaluate whether it should continue to 
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administer items (return to Component 3) or terminate the test. Such decision is based on a 
pre-established termination criterion (Component 5, Termination Criterion). 
2.5.1.5. Termination Criteria.   
     Two commonly used criteria for stopping a CAT are when the error associated with a test 
taker’s ability estimate falls below a certain threshold (0.3 logits is a frequently employed 
value) or when the maximum number of test items allowed have been administered. Other 
criteria are also possible, including imposing limits on testing time, or having a fixed-length 
CAT, in which all tests are of the same length (same number of items are delivered). In some 
cases, two or more of these stopping criteria may operate concomitantly. If the CAT is not 
terminated, components 3 through 5 are iterated, until the CAT is terminated. The actual 
stopping criterion to be used in an operational CAT will depend on the results of the 
simulations run before the test is made operational, as well as on results from real test 
administrations. Depending on the results, the stopping rule may be tweaked, along with 
other components of the test. 
 The above scheme is a general framework for CATs and the one that has been 
employed for the development of the CAT-PAV. Several other algorithms exist, however, 
and are employed for different types of CATs, such as those used in multistage adaptive 
testing (Luecht, Brumfield, & Breithaupt, 2006) or constrained CATs (Weiss, 2011). To date, 
only one CAT has been developed that involves (partial) assessment of academic vocabulary 
size (Tseng, 2016), and the test assesses recognition, not recall/production of vocabulary in 
English. To the best of my knowledge, the CAT-PAV is the first CAT to be developed that 
assesses breadth of productive knowledge of academic vocabulary in English and in fact the 
first that assesses knowledge of solely academic vocabulary.  
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 Now that I have hopefully clarified to readers the multifaceted nature of (academic) 
vocabulary knowledge, presented the usefulness of academic vocabulary lists such as the 
AVL in the selection of academic words to be assessed, discussed the most common test 
analysis frameworks employed in the field of language assessment, and identified the key 
advantages and components of computer-adaptive tests, we can employ all this knowledge 
from the previous sections to analyze in more detail the tests of academic English vocabulary 
discussed in the literature. After closely analyzing the characteristics and limitations of these 
tests, we will be in a much better position to understand how the CAT-PAV differs from 
these and, to a large extent, aims to address their limitations. 
 
2.6. The Few Assessments of Academic Vocabulary Knowledge Available  
      Despite the fact that various assessments of general vocabulary have been described 
in the applied linguistics and language assessment literature (Keuleers, Stevens, Mandera, & 
Brysbaert, 2015; Meara & Fitzpatrick, 2000; Meara & Jones, 1990), including computer-
adaptive ones (Molina, 2009), assessments that focus on (either partially or fully) academic 
vocabulary knowledge are substantially fewer. In this section, I will introduce readers to the 
main assessments of academic vocabulary knowledge currently available: (a) Vocabulary 
Levels Test (Academic) (Laufer & Nation, 1999); (b) Listening Vocabulary Levels Test 
(LVLT) (McLean, Kramer, & Beglar, 2015); (c) the Words Associates Test (Read, 1993), and 
(d) Computer Adaptive Test of Size and Strength (CATTS ) (Laufer et al., 2004) and finally, 
(e) CAT of Vocabulary Size for University Admission (Tseng, 2016). The Computer Adaptive 
Test of Size and Strength (CATTS ), despite its name, will not be treated as a computer-
adaptive test in the strict sense, since its items have not been calibrated within the Rasch or 
IRT frameworks and the test does not provide to test-takers an assessment of where they 
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currently stand with regard to a certain latent construct. In other words, no ability estimate, or 
a transformed version thereof, is provided at the end of the test.  
      As readers will shortly see, the assessments discussed below vary substantially with 
regard to how they assess academic vocabulary and to the extent they do so. Some of these 
are tests of active knowledge, whereas most are tests of passive knowledge. Some among 
them are tests of recall, with the majority being tests of recognition only. Only one of these is 
a computer-adaptive test in the strict sense. Some place a heavier focus on depth of 
vocabulary, whereas other place such focus on breadth of vocabulary. Most of these do not 
make use of context to assess knowledge of the target words, and for those that do, they differ 
substantially in the authenticity of such context. Finally, as will become clear, some are tests 
of primarily academic vocabulary, whereas others assess academic vocabulary as one of the 
components of the assessment of vocabulary. Despite their differences, what does unite all of 
these tests is that they all differ from the approach taken in the CAT-PAV, to be discussed in 
the Methodology section of this dissertation.  
2.6.1. Vocabulary Levels Test (Academic) 
 Laufer and Nation (1999) have developed a series of vocabulary tests, called 
Vocabulary Levels Test (available online). The tests are available in either a receptive or 
productive mode and, despite being targeted primarily at different frequency levels of general 
English vocabulary, two of its versions (named Version A and Version B) are aimed at 
estimating the size/breadth of learners’ productive academic vocabulary in English. The 
academic version of the Vocabulary Levels Test is arguably the most cited assessment of 
breadth of productive academic vocabulary in the field of language assessment. According to 
the authors, the percentage-correct score from each version of the test may be interpreted as a 
“very rough” (p. 41) percentage of words from the UWL (Xue & Nation, 1984) that learners 
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have productive knowledge of. These academic versions of the test are based on the UWL 
and include 18 fill-in-the-gap sentences, for which test-takers must provide the missing word. 
In Figure 13, we can see two items taken from version B of the test: 
 
1) I have had my eyes tested and the optician says my vi_____ is good. 
2) The airport is far away. If you want to en________ that you catch a plane, you’ll have to leave 
early. 
 
 
Figure 13.  Two sample items from the Vocabulary Levels Test Academic (Laufer & Nation, 
1999). 
 
 
      Several potential issues can be identified with this test, all of which have been 
avoided during the development of the CAT-PAV.  Firstly, the test only contains 18 items. 
As Carr (2011) points out, tests with a larger number of items will show higher reliability 
than their counterparts with fewer items, all things equal. Secondly, only one sentence is 
presented for each target word, meaning that the items do not require test takers to 
demonstrate active knowledge of more than one sense or context of usage of the words. 
Thirdly, the eighteen items are all worth exactly the same amount of points, meaning that no 
distinction is made between item difficulty for scoring purposes; all that is taken into account 
for score reporting is the percentage of correctly answered items.  Fourthly, and related to the 
previous point, students are required to type their answers, with the result that if a small 
spelling mistake is made, the system will count that answer as incorrect. This consequently 
introduces a strong, possibly construct-irrelevant component into the test (namely spelling 
ability), given the authors’ definition of the test construct as controlled productive ability 
with regard to vocabulary size, but their definition of controlled productive ability as: 
 
the ability to use a word when compelled to do so by a teacher or researcher, whether 
in an unconstrained context such as a sentence writing task, or in a constrained 
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context such as a fill-in task where a sentence context is provided and the missing 
target word has to be supplied. (p. 37).  
 
 The authors (Laufer & Nation, 1999) mention that spelling mistakes are not penalized only if 
they are minor, despite not including spelling ability (or word form) in their definition of the 
test construct. My personal experience taking the test online shows that even minor spelling 
mistakes seem to be penalized.  Given that their test measures controlled productive ability, 
this could certainly affect the validity of test score interpretation, since test takers may indeed 
know and be able to use a given word orally even if they may have problems spelling it. A 
fifth issue is the fact that the sentences provided in the test do not seem to have been drawn 
from an academic corpus, even if the targeted words themselves were. As the authors state, 
“for each item, a meaningful sentence context is presented […]” (p. 37). Despite being 
meaningful, the sentences do not offer much authenticity regarding the target language use 
domain or, in other words, the real world context in which academic words are employed. 
Lastly, the first letter(s) of each of the removed target words is provided to test takers, 
significantly reducing the amount of cognitive engagement test takers must experience and 
rendering the task less authentic and less representative of similar tasks in the academic 
environment (lower ecological validity). Not only is providing such a clue atypical of real-
life scenarios of word usage, but it also provides users with information that reduces the 
usefulness of test scores, since getting a word right in the test does not imply test takers are 
able to produce the given word on their own.   
 
2.6.2.  Listening Vocabulary Levels Test (LVLT) 
 A second test (not available online) that measures knowledge of academic words has 
been termed the Listening Vocabulary Levels Test (LVLT) (McLean, Kramer & Beglar, 
2015).  According to the authors, the test (also available in written format) has been designed 
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“as a diagnostic tool to measure knowledge of the first five 1000-word frequency levels and 
the Academic Word List (AWL)” (p. 741). The test employs 24 items for each of the first 
five 1000-word frequency levels, based on Nation’s (2012) British National Corpus and 
COCA word lists, and 30 items from the AWL. Currently, there are no parallel versions of 
the test and the test has only one form, a situation which certainly poses a potential security 
problem if the test were to be used in larger scale and/or again with the same test takers. ESL 
learners who might be interested in continuous assessment or diagnosis of their knowledge of 
academic vocabulary would also not be able to benefit highly from a test that only has one 
available form. 
The test consists of six different sections (one for each of the first five 1000-word 
frequency levels and a sixth section for the AWL items) that can be taken separately, and 
makes use of multiple-choice items (four options). For each item, test takers are shown the 
target word in a non-defining context and must then pick the option that contains the best 
paraphrase/definition for the target word. One of the potential issues with the section of the 
test targeting academic words (30 items) is that the context sentences for the target items are 
not sampled from a corpus of academic English and the fact that multiple-choice items can 
lead to test takers achieving scores that do not reflect their actual ability in the construct at 
hand, simply due to guess/chance (Wesche & Paribakht, 1996). Other limitations of the test 
are the fact that all items are worth the exact number of points, and their authors indicate 
there are currently no plans for further development of parallel forms or maintenance of the 
test (B. Krammer, personal communication, February 3, 2016). 
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2.6.3. Words Associates Test 
 A third test of academic vocabulary (available online) commonly referenced in the 
vocabulary assessment literature, is the Words Associates Test (Read, 1993). Read (1993) 
does not indicate a single construct the test aims to measure, but cites different, albeit related 
constructs at different points in the paper. One of these is “a measure of knowledge of the 
UWL vocabulary” (p. 360). The test development involved the selection of 50 adjectives 
sampled from Xue and Nations’ (1984) UWL and requires test takers to indicate some 
common meanings and collocations for the target items, making it a test of both size and, to 
some extent, depth of vocabulary knowledge.  Laufer and Nation’s (1999) Vocabulary Levels 
Test and Read’s (1993) Words Associates Test both have evidence (especially statistical 
evidence concerning correlations with other tests of academic English) to support their use as 
a measure of academic vocabulary knowledge, despite their quite different formats and 
lengths (Beglar & Hunt, 1999; Schmitt, Ng & Garras, 2011). One of the limitations of Read’s 
test is that the target words are tested devoid of context of use. Read (1993) himself 
acknowledged this fact and noted that “the desirability of context has to be weighed against 
the need to cover a large sample of words” (p.397). Another potential issue with the test is the 
fact that only adjectives are tested, which may pose a problem to the generalizability of the 
test scores.  
2.6.4. Computer-Adaptive Test of Size and Strength (CATTS) 
A fourth, non-adaptive test (despite its name) that assesses knowledge of academic 
vocabulary is the Computer Adaptive Test of Size and Strength (CATTS ), developed by 
Laufer et al. (2004) and currently available online. The test was not developed with a specific 
use in mind, but the authors note that “possible applications for the test include determining 
the status of a learner’s vocabulary development as well as screening and placement” (p. 
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202). CATTS does not take depth of knowledge into account, although it does assess how 
strong knowledge of each decontextualized word is.   
CATTS was based on the initial assumption that there is an implicational hierarchy among 
different strengths of word knowledge: active recall > passive recall > active recognition > 
passive recognition. As such, if a learner has active knowledge of a word, they will also have 
the other three levels of knowledge to the right, rendering testing of the other three strengths 
unnecessary and, in fact, redundant. The authors employed Laufer and Nation’s (1999) 
Vocabulary Levels Test in order to randomly sample 30 items from the frequency bands 
determined in the Levels Test: 1000 level, 2000 level, 3000 level, 5000 level, and 10,000 
level, for a total of 120 words. An additional 30 words were randomly selected from the 
AWL to represent academic words. All 30 words from each frequency band (plus the AWL) 
are assessed in blocks and are always administered first through active recall. If the examinee 
answers the item correctly, there is no further need to test for that item, otherwise it will 
iteratively be tested at a lower level/strength of knowledge in the hierarchy until the 
examinee gets it right (or until there are no more levels left to test). Such scheme is 
represented in Figure 14. 
 
 
Figure 14. The adaptive component in the CATTS assessment tool  
(Laufer et al., 2004). 
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 At the end of the test, examinees get a report with the number of items they correctly 
responded to in each band and at what level of knowledge or strength (Figure 15): 
 
 
Figure 15. Report provided to users at the end of the CATTS test 
(Laufer et al., 2004). 
 
 
 The CATTS test cannot be said to be computer adaptive in the sense of trying to 
estimate a latent trait, since the items are not calibrated within the framework of either Rasch 
or IRT. In CATTS, all of the items carry the same weight towards an examinee’s final score, 
making it difficult for scores from different forms of the test (if these existed) to be compared 
to each other. The final score is simply the number of items the examinee got correct, 
although the results and report do indeed provide a more detailed picture of vocabulary 
knowledge, given the adaptivity of the system in terms of strength of knowledge. One of the 
advantages of computer-adaptive testing is precisely that different test-takers could be 
presented with quite different test items, but a precise measurement of their ability in the 
construct of interest for a given test could still be achieved due to the use of a psychometric 
model based on item-response theory or Rasch. This is, however, not possible with the 
CATTS test. 
 Despite the fact that one fifth of the test has an academic component to it based on the 
AWL list, the test cannot be said to be a test of academic English; due to the nature of its 
content, it can rather be said to be mostly a test of general English vocabulary assessed in 
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sample contexts that are oversimplified linguistically. Regarding test length, the test could 
potentially administer 600 questions (5 bands x 30 words each x 4 strength modes), which 
could lead to rather unfeasible testing times. Moreover, the test seems to contain some 
significant shortcomings. Firstly, during the active recall stage of the test, examinees are 
required to type their responses. By taking the test, one can easily notice that small spelling 
mistakes (as well as using an inflected form of a verb or noun that otherwise fits perfectly as 
a correct response) will lead to the system scoring an answer as incorrect. Secondly, the first 
letters of each target word are provided during the test, which acts as an important cue to the 
examinees and renders the task less authentic than real world tasks, for which you are quite 
unlikely to be given first word letters in order to help you to recall a certain word. Lastly, 
words are tested virtually outside of context (the contexts employed are general and 
oversimplified) and little, if any, knowledge of collocations or pragmatics is assessed, with 
the result that little information is known about whether examinees are able to use (or 
recognize) those words in authentic scenarios of language usage.  The CAT-PAV developed 
in this dissertation tries to address these problems from inception. 
2.6.5. Tseng’s (2016) CAT of Vocabulary Size for University Admission 
      Despite the already discussed advantages of computer-adaptive tests (especially those 
based on item response theory) and the importance of assessing ESL learners’ academic 
vocabulary knowledge, after an extensive review of the language assessment literature only 
one computer-adaptive test that involved knowledge of academic vocabulary could be 
identified. Tseng’s (2016) CAT aims to assess whether test takers have mastered the 
minimum vocabulary size threshold required according to national, pre-university entry 
requirements in Taiwan. 
 The test, which assesses active recognition of the target words, not recall thereof, is 
likely to be the very first CAT of vocabulary size mastery developed and implemented within 
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the framework of Rasch measurement, with adaptivity at the item level and different items 
having different impact on final ability estimate. Strictly speaking, the test may not be said to 
be a test of academic vocabulary proper, given that despite containing approximately 90% of 
the words present in the Academic Word List (AWL), the large wordlist that formed the basis 
for item selection in the test also contained over 96% of the words in the General Service List 
(Wang, 2015). The result is that there are substantially more non-academic words in the list 
than there are academic words. In spite of this fact, Tseng’s (2016) test will be reviewed here 
because of its importance as the first study showing that a CAT of vocabulary size can be 
successfully employed for university admission purposes and also given the fact that it can be 
considered a partial assessment of academic vocabulary, just as the CATTS test described 
above.  Moreover, the methodology employed by the author for deciding on the cut-score for 
the CAT may also be successfully employed in the future for the CAT-PAV, in case the test 
comes to be used in ESL placement at different institutions. 
In Taiwan, for learners to be considered able enough in terms of their English vocabulary 
knowledge, they must demonstrate knowledge of at least 3640 words out of the 6480 words 
in the CEEC (College Entrance Examination Center), a nationally prescribed, curriculum-
based word list divided into six frequency bands. The author aimed to investigate (a) how a 
CAT would fare in relation to a 180-item, paper-and-pencil (P&P) vocabulary test designed 
to estimate the number of words test-takers would know from the CEEC list and (b) whether 
a CAT version of the same test could be validated for its intended uses and interpretations 
(mastery decisions for university admission). All 180 items employed (selected through 
stratified random sampling) were calibrated through Rasch modeling, based on the responses 
of 1536 test-takers, with fit statistics supporting unidimensionality of the test, reliability over 
0.80, and a person-separation index (an indicator of reliability) of 0.9 (maximum value is 
1.0).   After calibration of the items, 211 senior high-school students were employed to 
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investigate what the best termination criteria for the CAT would be. Two different 
termination criteria were considered: the number of items administered (30, 60, or 90) or the 
standard error (0.4, 0.3, or 0.2 logits) associated with test takers’ ability estimate. Results 
indicated that test takers who took versions of the test in which the standard error (S.E.) was 
the termination criteria finished the test, on average, within 5-10 minutes (12 – 6 times faster 
than the full P&P test), whereas those who took a version based on the number of items 
administered, required, on average, up to 30 minutes to finish the test (still half as long as the 
full P&P test). All test takers also took the full, 180-item P&P version of the test, taking an 
average of one hour to complete it. Results of the study showed that the estimated theta in all 
three fixed-length conditions (30, 60, or 90 items) correlated strongly with the theta estimate 
from the full, non-adaptive, 180-item P&P version of the vocabulary test, with values of 0.96 
for the 30-item test, 0.98 for the 60-item test, and 0.99 for the 90-item test (naturally, the 
more items, the more reliable the test and the lower the standard error). For the variable-
length CAT, theta correlations with the full-version test were 0.91 (SE=0.4, average # of 
items = 10), 0.94 (SE=0.3, average # of items = 18), and 0.97 (SE= 0.2, average # of items = 
43), with p<0.001. Given that correlation does not really indicate how accurately aligned the 
theta estimates from the CAT and P&P versions are, the author also ran t-tests between the 
six CAT-based theta estimates and the P&P estimates. Tseng (2016) found a statistically 
significant difference in the final theta estimate between the two tests for one of the 
conditions dealing with number of items (30-item condition) and two of the conditions 
related to precision of measurement (SE at .30 and SE at .40), concluding that a fixed-length 
CAT of 60 items would lead to the best trade-off between parsimony and accuracy of 
measurement in relation to the full, 180-item P&P test. Further analysis showed that using a 
logit of 0.21 as the cut-off score in the CAT led to a 100% classification agreement for 
masters (those who passed the cut-off score of 100 in the P&P version of the test) and an 
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agreement of 96.18% for non-masters (those scoring below 100 in the P&P test). The reason 
for selecting a score of 100 as the cut-off score comes from the fact that a score of 100 out of 
180 in the P&P test was shown to be roughly equivalent to a score of 3640 required by 
Taiwan’s government, based on the CEEC list. 
Such results led the author to conclude that “using computerized adaptive tests to replace 
traditional P&P tests to estimate EFL learners' English vocabulary size is indeed viable” (p. 
82), reducing test length, the level of fatigue experienced by test takers, item exposure, and 
leading to a considerably smaller error of measurement precisely around the cut-score for the 
test, in comparison to the P&P test. The author further defended that “the results of the study 
constitute a prima facie rationale for implementing CAT in both assessing and diagnosing 
EFL learners' English vocabulary size” (p. 83). 
     All tests reviewed in this section directly assess knowledge of academic vocabulary in 
some way or another and a summary of their characteristics can be found in Table 1.  
 
 
 
 
 
 
 
 
 
 
 
 
56 
 
 
 
Table 1 
Summary of the Characteristics of the Few Assessments of Academic Vocabulary Knowledge 
Available (including the CAT-PAV, to be soon discussed) 
Test / 
Characteristic 
Vocabulary 
Levels Test 
(Academic) 
Listening 
Vocabulary 
Levels Test 
(LVLT) 
Words 
Associates 
Test 
 
CATTS 
 
Tseng’s 
(2016) test 
 
CAT-PAV 
Productive Yes No No Yes Yes Yes 
Recall? Yes No No Yes No Yes 
Breadth or 
Depth Breadth Breadth 
Breadth 
and Depth Breadth Breadth Breadth 
 
Corpus-Based 
Sample 
Sentences Used 
No No No No No Yes 
 
More than 1 
Form Available 
Yes No No No Yes Yes 
 
Chance of 
Correctly 
Guessing  
No Yes Yes No Yes No 
 
All Items Worth 
the Same 
Yes Yes Yes Yes No No 
 
Small Spelling 
Mistakes May 
Alter Score 
Interpretation 
Yes No No Yes No No 
 
Adaptive No No No Yes Yes Yes 
 
Contextualized Yes No No Yes No Yes 
 
Whereas some of them claim to measure knowledge of solely academic vocabulary, such as 
Laufer and Nation’s (1999) Vocabulary Levels Test Academic and Read’s (1993) Words 
Associates Test, others measure knowledge of academic vocabulary while also measuring 
knowledge of vocabulary which is not academic in nature, per the definition of academic 
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vocabulary we established earlier on in Defining Academic Vocabulary. Despite the many 
differences among these tests, what they all have in common is that they serve as a point of 
comparison for how productive and contextualized knowledge of academic vocabulary will 
be assessed in the CAT-PAV. Before delving into the Methodology employed in the 
development of the CAT-PAV and the validation of the interpretation and intended uses of its 
scores, however, it is crucial that readers be first introduced to the frameworks that will form 
the basis for the development of and research into the test. 
 
 2.7.  Evidence-Centered Design: An Assessment Development  
Framework 
    The stakes associated with language tests can range from low to high. The higher the 
stakes associated with a language test (or any test for that matter), the more care and rigor 
must be employed to ensure the appropriateness and quality of the test during test 
development. The CAT-PAV, meant to be used for diagnostic (low stakes) and placement 
(medium stakes) purposes at English-medium higher-education institutions, must therefore be 
developed and implemented in a way that supports the validity of the interpretation and uses 
from its scores. The use of a test development framework such as the one discussed next is an 
essential step towards this goal. 
Evidence-Centered Design (ECD, Mislevy & Riconscente, 2006), is “a conceptual 
framework for the design and delivery of educational assessments, organized around the idea 
of assessment as evidentiary argument” (Mislevy & Yin, 2012, p. 208) and developed “to 
clarify what is being measured by a test and to support inferences made on the basis of 
evidence derived from the test” (Pearlman, 2008, p. 228). Pearlman (2008) notes that the 
principles of ECD have guided the development of the TOEFL iBT test, and such influence 
can be clearly seen in the designs of the test’s tasks and in the interpretive argument 
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developed for the TOEFL iBT (Chapelle et al., 2008). Although a full-fledged ECD will not 
be developed for the present test, aspects of ECD will, similarly to Pearlman’s (2008) 
discussion of the development of the TOEFL iBT test, “help test designers to attend to 
competencies, tasks, and the relationship between them during test design” (p. 228). This 
important role of ECD is also noted by Riconscente, Mislevy, & Corrigan (2015), when they 
note that “through a system of process layers, structures, and representations, ECD facilitates 
communication, coherence and efficiency in assessment design and test creation” (p.40). 
Evidence-Centered Design can be represented as basically consisting of five test 
design layers (Table 2): 
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Table 2 
The Five Layers of ECD (adapted from Mislevy & Yin, 2012 and Pearlman, 2008) 
            Layer Role 
 
Key Entities (and knowledge 
representations) 
Domain Analysis Gather information about construct. Analysis of language use in specific context 
or content area (language curriculum, 
proficiency guidelines, literature in the field, 
syllabi, etc) 
 
Domain Modeling Express argument in narrative form. Knowledge, skills, and abilities (KSAs); 
task features; potential observations (claims, 
evidence, Toulmin diagram, etc) 
 
Conceptual assessment framework Express argument in specifications for tasks, 
measurement models, scoring procedures. 
Student (proficiency), evidence, and task 
model; task variables; rubrics; measurement 
models; test specs (task shells and others) 
 
Assessment Implementation 
 
 
Pre-delivery implementation 
of the assessment instrument, fitting of 
measurement models, assurance 
of satisfactory psychometric quality, 
analysis of optimal computer-adaptive test 
(CAT) parameters through simulations 
 
 
Design and implementation of specific 
items and/or tasks to be deployed, design 
and implementation of test instructions and 
of any score reports test-takers will receive, 
data files containing calibrated items’ IRT 
parameters 
Deployment of Operational Assessment Test administration, item- and test-level 
scoring and reporting 
Task materials are made operational and 
presented to test-takers, computer-adaptive 
algorithm is deployed in real time for item 
selection, ability estimate, and test 
termination, and reports are prepared 
 
     The Domain Analysis layer represents the information collection process that is vital to 
any test development in order to ensure that the assessment in question reflects the domain of 
60 
 
 
 
language use that is relevant to test score interpretation.  In the case of the CAT-PAV, the 
domain is ESL classes at an English -medium academic setting.  The Domain Modeling 
layer, based on the previous layer, makes explicit the characteristics of the tasks to be 
employed in the assessment as well as the characteristics of test-taker performance that will 
constitute evidence about their knowledge, skills, and abilities (KSAs). It is employed “to 
articulate the assessment argument” (Mislevy & Yin, 2012, p. 211) in a non-technical, 
narrative form. The Conceptual Assessment framework (CAF) can be thought of as the 
technical implementation of the Domain Modeling layer. In the CAF layer, it is defined how 
different elements of the task(s) will be considered and combined through statistical models 
(or perhaps simpler scoring models) in order to arrive at a score that representative of a 
student’s KSA, as well the possible variations of test tasks (defined in the test specifications). 
The fourth layer in ECD, Assessment Implementation, concerns the practical elements that 
must be defined  and in place before the test is made operational and delivered to the target 
test-taking population, ranging from assurance of the psychometric soundness of the test 
items/tasks, how items/tasks will be selected during the test (for instance, in the case of a 
computer adaptive test), how items will be displayed to test-takers, and how to report scores 
to test-takers, among other practical decisions. Finally, the fifth and last layer, Assessment 
Delivery, concerns the operational presentation of the test and the actual interactions between 
test takers and the items/tasks. In the case of computer-adaptive test, it also involves how the 
specific software used for test delivery will handle test-taker responses in real time, and 
present items that are well-targeted to their proficiency estimate. It is also in this layer that all 
test-taker data and scores are recorded. 
ECD is a very useful and complementary framework for the development of 
interpretive arguments for specific tests (to be discussed in the next section). In the next 
subsection, I lay out the evidence-centered design that guided the development of the CAT-
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PAV, from initial item development and piloting with graduate-level native speakers to item 
calibration and field testing of the resulting computer-adaptive test. Several of the layers, 
roles, and entities of ECD can be directly mapped to and help provide backing for specific 
assumptions and inferences in the interpretive argument that has been employed for guiding 
the research plan for the CAT-PAV and which will be discussed after the ECD for the CAT-
PAV is presented. 
 
2.8.  Evidence-Centered Design for the CAT-PAV 
The evidence-centered design that has been employed for the development of the 
CAT-PAV can be found below in Table 3. 
 
Table 3. 
Development of the CAT-PAV within an evidence-centered design framework 
Layer                        CAT-PAV Development 
Domain Analysis 1- 1 - Analysis of the applied linguistics 
literature on academic vocabulary 
assessment 
2-  
3- 2- Analysis of language use, materials, 
and syllabi in ESL courses at ISU 
 
3- Introspection based on my own 
experience teaching academic English at ISU 
for over 5 years 
 
4 - Analysis of ESL instructors’ responses to 
the questionnaire in Appendix H 
Domain Modeling 1- 1 -Drawing of test items from an 
authentic corpus of academic English 
(COCA) 
 
2- 2 - Use of a wide range of word 
frequencies in test items (including 
target words) and assessment of these 
words in context. 
3-  
4- 3- In order to successfully answer test 
items, test takers must tap into their 
breadth of productive and 
contextualized knowledge of academic 
vocabulary in English. 
5-  
4- In terms of KSAs, test takers must 
demonstrate the capacity to use the 
correct academic words in appropriate 
contexts and in a manner that sounds 
natural (collocates) with other words in 
the sentence. 
 
5 - As in the target language use domain, no 
short list of possible answers is provided to 
test takers.  
 
6 - Given the restrictions on sentence 
readability levels, scores are not affected by 
reading ability and are a strong indication of 
productive and contextualized breadth of 
academic vocabulary knowledge in English. 
 
7 – Definition of an interpretive argument 
with specific warrants, assumptions, and 
backings related to each inference. 
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Table 3. (Continued) 
Development of the CAT-PAV within an evidence-centered design framework  
Layer                        CAT-PAV Development 
 
Conceptual assessment  
framework 
1  1 – Employment of an item-response 
theory polytomous model to model 
student ability (theta) in the construct 
of productive and contextualized 
breadth of knowledge of academic 
English vocabulary (student model) 
 
2  2 - Use of an IRT-based computer-
adaptive algorithm in order to update 
estimates of student proficiency and 
select items for the test (evidence 
model) 
3  3-  Easy and automatic scoring of item 
responses within a polytomous (three 
possible scores) IRT-model 
implemented in the Concerto platform 
(evidence model) 
 
4 – Use of the same task format across all 
items in the test. Students must simply 
choose the correct target word from a very 
large number of options and may request a 
hint for synonyms for either of the two 
sample sentences (task model). 
 
5 – Development of test items according to 
clear and rigid specifications. 
Assessment Implementation 1- 1 – Pre-testing of all items in the CAT-
PAV with a representative sample of 
the target population, calibrated with 
the best-fitting polytomous IRT-model, 
and analyzed for their psychometric 
quality. 
 
 
 
2- 2 – Running of computer simulations 
for the items in the bank in order to 
define the best parameters for the 
operational computer-adaptive test. 
3-  
 
3 – Compilation of data files with the 
parameters of the polytomous items and the 
parameters of the CAT-PAV for 
implementation of the adaptive version of 
the test.  
Deployment of Operational 
Assessment 
1- Implementation of non-adaptive 
version of the test on the Qualtrics 
platform (item-calibration phrase) for 
successful administration of items, 
collections of test-takers’ response 
data, and reporting of scores.  
2 - Implementation on the Concerto platform 
of adaptive version of the test for easy access 
to item parameters, item presentation, full 
deployment of assessment and test 
score/feedback reports. 
 
      
Now that the framework for the development of the CAT-PAV has been presented, 
we will look next at the framework that has been employed for the research into the CAT-
PAV. In the next section, interpretive arguments will be introduced in more detail, as will the 
specific interpretive argument that will guide the research into the CAT-PAV in the present 
study. 
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 2.9. Interpretive and Validity Arguments 
The interpretation and use of test scores should be validated before they can be employed 
in real world scenarios. Naturally, the higher the stakes a certain assessment instrument is 
associated with, the more evidence must be provided to warrant its implementation and the 
utilization of the scores it provides (Kane, 2012). Contrary to a view common until the late 
80s in the educational field that validity could be divided into several types (e.g., content 
validity, concurrent validity, face validity, and others), the prevalent view nowadays is that 
validity is a unitary concept (Chapelle, 2012; Kane, 2006; Messick, 1989), requiring various 
types of support in order for test score uses and interpretations to be warranted.  
Interpretive arguments can be viewed as the first step towards validation of test score use 
and interpretation. According to Chapelle et al. (2008), “an interpretive argument outlines the 
inferences and assumptions that underlie score interpretation and use” (p. 5). In other words, 
interpretive arguments make explicit a roadmap that will be employed for subsequent test 
research and validation. Once test developers have enough empirical data for their assessment 
instrument, such data can be combined with an analysis of the assessment’s theoretical 
underpinnings in order to build a validity argument that will ultimately support (or not) test 
score use and interpretation (Chapelle et al., 2008, Kane, 2013). A major task of validation is 
to show that the results of assessments are indeed a measure of the construct the test targets, 
and that such a construct is neither under- or over-represented.  In the former case, only part 
of the construct is measured through the assessment tool, whereas in the latter, additional and 
extraneous sources of construct-irrelevant variance affect the test scores, posing a threat to 
validity. 
The interpretive argument is a key component of what has been termed an argument-
based approach to validation. Kane (2012) clearly and succinctly defines such an approach: 
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An argument-based approach to validation imposes two basic requirements: 
state the claims that are being made and evaluate the credibility of these 
claims. One way to specify the proposed interpretation and uses in some detail 
is to lay out a chain of network inferences and supporting assumptions that 
would get us from the test scores to the proposed interpretation and uses of the 
scores, if the inferences and assumptions could be shown to be plausible. 
Given an explicit statement of the proposed interpretation and use, along with 
strong evidence supporting the underlying assumptions, it would be 
reasonable to accept the accuracy of the inferences and appropriateness of the 
uses (p. 34). 
 
 As Kane (2012) makes clear, it is through the interpretive argument that the intended 
network of claims and assumptions for a given assessment instrument in specified scenario(s) 
of use is laid out, along with the grounds upon which such assumptions are based. Through 
the subsequent validity argument, the plausibility of the interpretive argument is scrutinized, 
in view of both theoretical and empirical data. Through an interpretive argument, the chain of 
inferences should be linked one by one, so as to end up with an assessment tool that is 
supported at all levels, from assessment development to score utilization. An example of the 
basic structure of an interpretive argument can be seen in Figure 16.  
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Figure 16. A possible structure for an interpretive argument (adapted from Chapelle, 
Chung, Hegelheimer, Pendar, & Xu, 2010) 
 
 Figure 16 shows how users of the scores of a certain assessment can come to know, 
based on a series of connected inferences, that the intended uses and interpretations of the 
scores are appropriate and validated. Starting from the bottom of the interpretive argument, it 
must be first established that the test content and/or the skills it taps into are reflective of 
those encountered in the specific target domain the assessment aims to model (this is the 
warrant). This warrant has a certain number of assumptions associated with it, all of which 
must be supported through appropriate evidence (called backing) in order for the Domain 
Definition inference to be warranted. Once a lower-level inference has been warranted, it is 
possible to move on to the next inference in the interpretive argument and analyze, following 
the same methodology as before, whether that specific inference is also warranted, given the 
specific assumptions and related backings associated with it. By following this upward, 
conditional trajectory in the argument, it is possible to establish the validity of the 
interpretation and uses of the scores associated with a certain assessment. 
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 The specific number of inferences to be included in a given interpretive argument will 
depend on the specific characteristics of the assessment. Kane, Crooks, and Cohen (1999), for 
instance, make use of three inferences to illustrate an argument for a performance assessment 
(evaluation, generalization, and extrapolation), whereas Chapelle et al. (2008), in their 
interpretative argument for the TOEFL test, make use of six (domain description, evaluation, 
generalization, explanation, extrapolation, and utilization). The example in Figure 15 makes 
use of five inferences: domain description, evaluation, generalization, explanation, and 
utilization. These are precisely the five inferences that will be used in the interpretive 
argument for the CAT-PAV as well. 
 As Kane (2012) explains, one can think of an inference as an “if-then” rule that 
allows one to move from one foundation of an assessment to another, with each higher 
inference being dependent on the inferences before it. In order for inferences to be considered 
reasonable, they must be warranted, that is, the assumptions (either theoretical or 
observational) upon which each inference lies must be supported. Such support for 
assumptions are called backings. In the example in Figure 16, the Domain Description 
inference allows us to move from the target domain of an assessment (the real-life domain in 
which the construct is observed) to an observation (performance on the assessment), and 
concerns the extent to which the observation on the assessment can be said to involve tasks or 
abilities also present in the target domain. The Evaluation inference is based on the warrant 
that observations on the assessment have been evaluated in such a way that observed scores 
are indicative of test takers’ abilities in the construct the test measures. The Generalization 
inference, in turn, is based on the warrant that scores on the assessment are representative of 
the score test takers would be expected to receive over a large number of similar test 
occasions, test forms, and other variations of elements pertinent to that specific testing 
context (referred to as the universe of generalization). Next, the Explanation inference is 
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what allows us to move from expected scores in the test to the construct the test aims to 
measure, and to claim (given the backings we have collected for our assumptions) that the 
expected test scores (of which the observed test score is representative) are an indication of 
test takers’ ability in the specific construct the test aims to assess. Finally, the Utilization 
inference concerns the extent to which the intended uses of the test scores (for instance, for 
diagnostic and placement aid purposes in the case of the CAT-PAV) are warranted. 
The interpretive argument for the CAT-PAV, which will guide the research and validation 
phases of the test, will be introduced in the next section. After that, in the last section of this 
chapter, the five research questions in the present study will be presented, in conjunction with 
the specific inference in the interpretive argument they aim to address. 
 
2.10. Interpretive Argument for the CAT-PAV 
 In Table 4 below, the interpretive argument that will guide the research into the 
CAT-PAV is presented. For ease of reference, assumptions and their respective 
backings have been cross-referenced. 
 
 
 
 
 
Table 4. Interpretive Argument for the CAT-PAV 
 
Inference Warrant Assumptions Backing 
Utilization W5: CAT-PAV scores are 
useful and beneficial as a 
complementary, targeted 
source of information for 
making placement 
decisions regarding current 
or upcoming students’ level 
of academic English or if 
used as an ongoing 
diagnostic tool in ESL 
classrooms at the university 
level. 
a) CAT-PAV test scores are indicative of placement 
decisions from Iowa State University’s English 
Placement Test. 
b) Instructors and/or students welcome the test and see 
value in taking it on a frequent basis or as a 
component of the EPT.  
c) The test shows acceptable face-value with test-takers 
in terms of the extent to which test-takers believe the 
test scores represent their current ability to use English 
academic vocabulary in context. 
d) Implementation of the test at the university level, 
either as a placement aid or as an ongoing diagnostic 
assessment, should lead to positive washback, as 
shown by ESL students’ positive views towards the 
test. 
e) The test format and feedback are helpful for students. 
 
a) Analysis of statistical significance between scores on the 
CAT-PAV for ESL learners at ISU who: (a) were placed into 
101B, vs 101C/D ESL, vs. tested out, (b) were placed in 99L 
vs. tested out, and (c) were placed in 99R vs. tested out 
(analyses are based on responses to the Appendix D 
questionnaire). 
b) Analysis of ESL learners’ responses to related Q6 in the post-
test questionnaire shown in Appendix E and ESL instructors’ 
responses to related Q3 and Q4 in the post-test questionnaire 
shown in Appendix H. 
c) Based on test-takers indication on a 5-point Likert scale (very 
weakly, weakly, to some extent, strongly, very strongly) of 
how well they believe the test scores represent their current 
ability to use English academic vocabulary in context, the 
majority of test takers indicate that the test scores represent 
such ability to at least some extent (Q4, Appendix E) 
d) Analysis of ESL learners’ responses to related Q1 and Q3 in 
the post-test questionnaire shown in Appendix E. 
e) Analysis of ESL learners’ responses to related Q2 and Q5 in 
the post-test questionnaire shown in Appendix E. 
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Table 4. Interpretive Argument for the CAT-PAV (Continued) 
 
Inference Warrant Assumptions Backing 
Explanation W4: Expected scores in the 
CAT-PAV are attributed 
mainly to productive and 
contextualized knowledge of 
academic English words, but 
also to passive knowledge of 
academic words, given Laufer 
et al.’s (2004) implicational 
hierarchy of word knowledge. 
a) Performance on the CAT-PAV relates to 
performance on other test-based measures of 
productive academic vocabulary proficiency, as 
expected theoretically. 
b) Performance on the CAT-PAV relates to test-takers’ 
assessment of their own productive, as well as 
passive, knowledge of contextualized academic 
words in English. 
c) Performance on the CAT-PAV relates to 
performance on other test-based measures requiring 
substantial knowledge of academic vocabulary. 
d) Reading ability and sentence difficulty do not 
significantly affect CAT-PAV scores. 
e) Native speakers (as a group) outperform ESL 
learners (as a group) on the CAT-PAV, while also 
showing considerably less variation in their ability 
estimates.  
 
 
a) Correlations of scores on the CAT-PAV and scores on Laufer 
and Nation’s (1999) Vocabulary Levels Test (University 
Word List only) are significant and positive. 
b) Correlation of scores on the CAT-PAV and test-takers’ self-
assessment of their productive knowledge of contextualized 
academic vocabulary, as well as their general knowledge of 
academic vocabulary, are significant and positive. 
c) Correlations of scores on the CAT-PAV and section scores 
on TOEFL iBT and IELTS Academic are significant and 
positive, although these are expected to be less strong than the 
correlations above in (a) and (b) given the nature of the latter 
tests’ broader academic constructs. 
d) CAT-PAV scores are not affected by sentence reading 
difficulty, since at least 50% of the words in COCA sentences 
employed in the test are among the 500 most common general 
English words. The higher the percentage of these words, the 
higher their ease of readability (Flesh-Kincaid Reading Ease) 
score. 
e) Native speakers of English score statistically significantly 
better on the adaptive version of the CAT-PAV than do non-
native speakers and their scores have a considerably smaller 
standard deviation (SD).   
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Table 4. Interpretive Argument for the CAT-PAV (Continued) 
Inference Warrant Assumptions Backing  
Generalization W3: Observed scores are 
stable estimates of expected 
scores over a different set of 
CAT-PAV test items, test 
forms, and test occasions and 
can be generalized to indicate 
knowledge of productive and 
contextualized academic 
vocabulary in English that 
goes beyond merely those 
academic words tested on the 
CAT-PAV. 
a) The specific set of items administered to examinees’ 
does not have a significant impact on their test scores 
on the CAT-PAV. 
b) Reliability between different test forms is high for 
both the non-adaptive versions of the test and the 
adaptive versions. 
c) For every test item, comprehension of other 
academic words is required to correctly answer the 
item. 
a) Items in the item bank are unidimensional, increasingly 
monotonic, and calibrated onto the same measurement scale. 
The stopping algorithm for the CAT-PAV is based on 
precision of measurement, even if conjoint constraints may be 
imposed on the number of items delivered. 
b) Reliability between two different forms of both the non-
adaptive and the adaptive test (both forms containing different 
items) is high. 
c) All sentences employed in the CAT-PAV have been drawn 
from the academic subset of COCA. Sentence analysis 
through the Word and Phrase tool shows that at least 20% of 
the words in all selected sentences are part of the 3,000 most 
frequent academic English words (core academic vocabulary 
list). 
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Table 4. Interpretive Argument for the CAT-PAV (Continued) 
 
Inference Warrant Assumptions Backing 
Evaluation  W2: Observation of 
performance on the CAT-
PAV is evaluated to provide 
observed scores reflective of 
test-takers’ productive and 
contextualized knowledge of 
frequent academic English 
vocabulary. 
a) There is only one correct answer per item on the 
CAT-PAV (no double-keys). 
b) The scoring is reliable and not prone to error. 
c) The psychometric qualities of the test are 
appropriate for its use as a computer-adaptive test. 
d) The adaptive algorithm used for the CAT-PAV is 
appropriate, allowing for a test score that is 
indicative of test-takers’ ability in the target 
construct. 
a) Trialing of all items on three native speakers and acceptance 
for inclusion in a batch for calibration of only those items for 
which at least two out of the three native speakers entered the 
correct answer without need for a synonym cue. Additionally, 
for an item to be considered for inclusion in the test, if one of 
the three native speakers did not get the item right at first, 
he/she must have done so after being presented with the 
synonym cue, otherwise the item has been discarded in its 
entirety. 
b) The test is automatically scored and questions are close-ended, 
allowing for efficient and accurate scoring of test-takers’ 
responses. No technical issues affect item scoring during test 
development and during administration of the final CAT-PAV.  
c) Results from item and test analysis are satisfactory: spread of 
item difficulties, item discrimination, item and model fit, 
unidimensionality analysis, and monotonicity. Anchor items 
for scale linking with subsequent batches are chosen to 
optimize the accuracy of such linking.  
d) Results from CAT-simulation studies are considered for fine-
tuning the computer-adaptive parameters for the administration 
of the CAT-PAV to real test-takers, and ability estimates from 
the CAT-PAV have low measurement error. CAT-PAV scores 
are precise enough (low S.E.) to allow their use for either 
diagnostic or placement aid purposes. 
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Table 4. Interpretive Argument for the CAT-PAV (Continued) 
 
Inference Warrant Assumptions Backing 
Domain 
Description 
W1: Observation of 
performance on the CAT-
PAV reveals knowledge of 
frequently used academic 
vocabulary and requires, 
through a task 
representative of ESL 
classes in an English-
medium institution of 
higher education, 
knowledge and abilities 
also necessary in these 
classes.  
 
a) The task that test-takers are required to complete in 
the CAT-PAV is also present in course materials 
employed in ESL classes in an English-medium 
institution of higher education. 
b) Abilities and knowledge required to complete the task 
in the CAT-PAV are also necessary when employing 
academic vocabulary in ESL classes in an English-
medium institution of higher education. 
c) Target academic words in the CAT-PAV are 
representative of frequent academic words prospective 
students will encounter in ESL classes in an English-
medium institution of higher education and are 
presented in authentic contexts of usage. 
a) Domain Analysis based on the analysis of course 
materials employed in undergraduate and graduate-level 
ESL classes at Iowa State University and on instructors’ 
responses to Questionnaire H (Q2). 
b) Analysis of instructors’ responses to Questionnaire H 
(Q1), asking them whether they believe the CAT-PAV 
taps into abilities necessary for successful completion of 
tasks in the ESL classes they teach at Iowa State 
University (Appendix H). 
c) Careful selection of target academic words for the test 
which cover a wide range of frequencies and which are 
representative of those frequently studied and employed in 
ESL classes at English-medium institutions of higher 
education (words will be based on Gardner and Davies’ 
academic vocabulary list). Context of usage for each 
target word will be drawn from an authentic corpus of 
academic English, namely the academic subset of the 
Contemporary Corpus of American English (COCA). 
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 In the next section, the specific research questions whose answers will provide the 
backings for assumptions in the interpretive argument of the CAT-PAV will be presented. 
 
2.11. Research Questions 
     Five are the research questions that will guide the research into the CAT-PAV, each of 
them connected to a specific warrant in the interpretive argument for the CAT-PAV: 
 
Research Question 1 (Warrant 1): Are the CAT-PAV task, as well as the knowledge and 
abilities required to correctly complete its items typical of those encountered in ESL classes 
in an English-medium institution of higher education? 
 
Research Question 2 (Warrant 2): Is the CAT-PAV a psychometrically robust assessment 
tool? 
 
Research Question 3 (Warrant 3): Can the CAT-PAV scores be shown to generalize to 
different test conditions (different test forms, items, and occasions) and to indicate 
knowledge of productive and contextualized academic vocabulary in English that goes 
beyond merely those academic words tested on the CAT-PAV? 
 
Research Question 4 (Warrant 4): Can CAT-PAV scores be shown to significantly and 
positively correlate with other theoretically related measures and to be attributed primarily to 
breadth of contextualized knowledge of frequent academic words in English? 
 
Research Question 5 (Warrant 5): Are CAT-PAV scores indicative of ESL placement for 
ISU students and do these students, as well as ESL instructors at ISU, express positive views 
regarding the test, its format, its impact, and its intended uses? 
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     The evidence collected for each of the research questions above will hopefully provide the 
support (be it partial or complete) necessary to warrant each of the inferences in the 
interpretive argument for the present study. 
 
2.12. Chapter Summary 
 This chapter started by introducing readers to the multifaceted nature of vocabulary 
knowledge in general. Next, it was clearly defined what is meant by academic vocabulary in 
the context of the present study, and a common strategy for assessing knowledge of academic 
vocabulary was presented: the use of academic word lists. Next, three test analysis 
frameworks relevant to the development of the CAT-PAV were introduced (Classical Test 
Theory, Rasch Measurement, and Item Response Theory), the last two of which are at the 
core of computer-adaptive testing. Next, some of the potential advantages of computer-
adaptive tests (CATs) over pen-and-pencil tests were highlighted, and the various 
components involved in the creation of such tests were discussed. Once the theoretical 
grounds for assessing academic vocabulary, as well as the theoretical and statistical grounds 
for developing CATs were established, the chapter focused on a review of the tests discussed 
in the language assessment literature that assess knowledge of academic vocabulary in one 
way or another. Finally, in view of the fact that tests must be clearly developed and 
researched, the frameworks of choice for the development of the CAT-PAV (evidence-
centered design) and for research into the test (interpretive argument) were introduced, along 
with the specific details of how these frameworks were applied for the development and 
research into the CAT-PAV. 
    In the next chapter, the methodology employed for the development of and research into 
the CAT-PAV will be discussed.  
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CHAPTER 3. METHODOLOGY 
 In the present study, test development and test research worked hand in hand and 
could not be separated from each other, with a considerable amount of support for the 
inferences in the CAT-PAV’s interpretive argument being collected both during as well as 
after test development. The decisions made and the analyses conducted allowed research 
questions 1-5 in the current study to be answered.  In this chapter, detailed information will 
be provided about the test materials employed in the development and administration of the 
CAT-PAV in both its non-adaptive and adaptive versions, the participants and data collection 
procedures involved in both the non-adaptive and adaptive versions of the test and, finally, 
the specific data analysis methods employed during and after test development for answering 
each of the five research questions for the CAT-PAV. Before analyzing each of these aspects 
in detail, a very brief overview of the methodology employed in the present study will be 
presented in the next section.   
 
3.1. Methodology Overview 
An overview of the various components that allowed research questions 1-5 to be 
answered can be seen in the flowchart in Figure 17:  
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Figure 17. Simplified CAT-PAV flowchart (theoretical and evidential support collected at all 
points).  
 
 Once the test construct (productive and contextualized breadth of academic 
vocabulary knowledge in English) and the test item format and content (gap-filling items 
based on target academic words of various frequencies drawn from the academic vocabulary 
list) were defined, test items were developed according to specifications, score report 
templates for both the non-adaptive and the adaptive versions of the CAT-PAV were 
designed, and pre-test as well as post-test questionnaires were developed.  The items 
developed for the CAT-PAV were piloted with three graduate students who were native 
speakers of English and, based on piloting results, items were either accepted for inclusion in 
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a fixed, non-adaptive test form for calibration (Batch 1, Batch 2, or Batch 3) or abandoned. 
Each of the three batches of items (containing 39 items each) was administered to a different 
group of participants comprised of ESL learners who were representative of the target 
population of ESL learners at either the pre- or post-admission stage to an English-medium 
post-secondary institution of education and these ESL leaners were also asked to respond to 
pre- and post-test questionnaires. While item-level and test-level psychometric analysis 
concerning each individual version of the test (whether non-adaptive or adaptive) was 
conducted immediately after data was collected for that specific version and before another 
version was implemented, analyses that depended on test takers’ responses to the pre- and 
post-test questionnaires, as well as correlational analyses between two different versions of 
the test or between scores on the CAT-PAV and scores on other related tests, were only 
performed once all versions of the test had been administered.    
First, the 39 items selected for inclusion in Batch 1 were administered to 140 ESL 
learners and test takers’ response data were analyzed in view of both Classical Test theory 
(reliability analysis, item difficulty, and item discrimination analysis) and Item Response 
theory (model fit, item fit, unidimensionality and monotonicity assumptions). At this stage, 
anchor items (a set of items with desirable psychometric properties) were selected for 
inclusion in Batch 2 for the purpose of linking Batch 2 items to the same scale of Batch 1 
items. Second, the 39 items  in Batch 2 (which included 9 anchor items from Batch 1 plus 30 
unique items) were administered to 153 ESL learners and the same CCT- and IRT-based 
analyses were conducted, with well-performing items from Batch 2 being selected as anchor 
items for subsequent linking of Batch 3 items to the same scale of Batch 2. Third, the 39 
items in Batch 3 (which included 11 anchor items from Batch 2 plus 28 unique items) were 
administered to 110 ESL learners and analyzed in the CTT and IRT frameworks. Once all 
three batches of items had been administered and analyzed, an item bank was finally 
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compiled through the catR package (Magis, Raiche, & Barrada, 2017), containing all 
psychometrically acceptable items (96 in all) from field-tested batches 1, 2, and 3, placed on 
the same scale. 
The 96-item bank for the CAT-PAV was then employed in three computer-adaptive 
simulations with the goal of determining the most optimal parameters for the operational  
adaptive version of the CAT-PAV. Once the parameters for the adaptive CAT-PAV were 
determined through the aforementioned simulations, the test was made operational and 
administered to another presentative sample of the target population (388 ESL learners), as 
well as to a group of native English speakers (112 test takers in all), for operational data 
analysis. These 500 test takers of the adaptive version of the CAT-PAV were also asked to 
respond to the pre-test questionnaire.  
Once data from the operational administration of the adaptive CAT-PAV were 
collected, psychometric analysis of the adaptive algorithm employed in the CAT-PAV was 
performed. After that, given that test takers’ responses had been collected for all versions of 
the CAT-PAV, analysis of questionnaire data was conducted and correlational analyses were 
performed based on data from test takers who happened to take the test more than once, or on 
data from test takers who also reported their scores on other tests requiring significant 
knowledge of academic vocabulary in English.  
In the next sections of this Methodology chapter, a detailed discussion will be 
provided of the test materials employed in the development and administration of the CAT-
PAV in both its non-adaptive and adaptive versions, the participants and data collection 
procedures involved in both the non-adaptive and adaptive versions of the test and, finally, 
the specific data analysis methods employed for answering each of the five research 
questions for the CAT-PAV, both during as well as after test development. The answers to 
these five research questions (each of which is aligned to a specific warrant in the interpretive 
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argument for the CAT-PAV) formed the basis for the development of the validity argument 
for the CAT-PAV. 
 
3.2. Test Materials 
 In this section, the test materials employed in the non-adaptive and the adaptive 
versions of the CAT-PAV will be described, ranging from the academic corpus based on 
which academic words were selected during item development, item piloting, pre-test and 
post-test questionnaires, to the feedback strategy to test takers employed during the test and 
the score reporting after the test.  
 
3.2.1.  Gardner and Davies’ Academic Vocabulary List  
 As noted in section 2.3, Gardner and Davies’ (2014) Academic Vocabulary List 
(AVL) was the academic list of choice from which target words to be assessed in the CAT-
PAV were selected. The AVL, which is based on over 120 million words in the academic 
subset of the COCA corpus, contains the 3,000 most frequently employed lemmas in 
academic English, ranked by their frequency. Given the several advantages of the AVL over 
other commonly used academic word lists (discussed in section 2.3), the AVL was the list of 
choice for the development of CAT-PAV items. The 22 most frequent lemmas in the list can 
be seen in Appendix A. The lemma’s ranking is identified in column A (Rank in AVL). 
 
 3.2.2.  Word and Phrase website 
 The Word and Phrase website (Davies, 2017) is a companion resource to Gardner and 
Davies’ (2014) AVL.  The two functions offered to users of the website are: (a) the academic 
frequency list tool (Appendix B), and (b) the analyze text tool (Appendix C).  
 Through the academic Frequency List tool (Appendix B) users are able to click on 
any of the lemmas present in the AVL and see detailed information about that specific lemma 
based on its occurrence in the academic subset of COCA, such as its rank, absolute 
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frequency, common definitions, most frequent collocates ordered by decreasing frequency of 
occurrence with the lemma, frequent synonyms for each of its possible meanings, how the 
word behaves syntactically, and most importantly, all the sentences in which that specific 
lemma appears in the academic subset of COCA. A partial view of the information offered 
for the lemma ‘provide’ can be found in Appendix B, reproduced in Figure 18.  
 
 
Figure 18. Partial view of the Frequency Tool in the Word and Phrase website (Davies, 2017) 
for the lemma provide.  
 
We can see from the results for the word ‘provide’ in Figure 18 that information and service 
are the two most frequently occurring collocates for that lemma. In the box on the left of 
Figure 18, information is provided that the word offer is the most common synonym for 
‘provide’ when the latter is used with the meaning of ‘give’.  As we will shortly see, the 
information provided for each word in the AVL by the frequency tool was essential for 
sentence selection during the development of items for the CAT-PAV.  
Through the Analyze tool (Appendix C), users are able to input a text or sentence and 
get an X-ray of its words, so to speak. Once users enter a sentence or text into the tool, they 
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are able to perform an analysis of the frequency range of its words, based either on the 
academic subset of COCA corpus or on the entire COCA corpus (which includes the 
academic subset). As can be seen from the upper image in Appendix C, reproduced below in 
Figure 19, 8% of the words in the input sentence are among the top 500 academic words in 
the AVL, whereas 17% of them have an academic frequency rank between 501-3000 in the 
AVL. The analysis of the same sentence, based in turn on the entire COCA corpus (lower 
image in Figure 19), shows that 56% of its words are among the 500 most frequent words in 
English overall, 16% of the words have an overall frequency ranking in English between 501-
3000, and 28% of the words have an overall frequency ranking above 3,000.  
 
 
 
Figure 19. The Analyze tool in the Word and Phrase website (Davies, 2017). Analysis based 
on the academic subset of COCA is shown in the upper image, and analysis based on the 
entire COCA corpus is shown in the lower image.  
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 As will become clear in the next section, the information provided by the Analyze tool 
has also been essential during the development of test items for the CAT-PAV in order to 
ensure that the sentence readability level and proportion of AVL words in CAT-PAV 
sentences support the interpretation of test scores once the full validity argument for the test 
is presented.  
 
3.2.3.  CAT-PAV Test Items 
 In this subsection, the specific format and scoring of the item type employed in the 
CAT-PAV will be discussed, as will the item-level feedback provided to test-takers and the 
methodology employed in the development of the CAT-PAV items.  
 
3.2.3.1. Item Design 
 The item type employed in the CAT-PAV is a discrete, open-ended gap-filling 
format.  For each target word assessed in the test (drawn from the AVL), two sample 
sentences in which the word appears with a frequent collocate were selected from the 
academic subset of COCA. Given that the CAT-PAV is a test of productive recall, test takers 
were required to think about which word they believed best fit the gap in the two sentences 
and enter that word. In order to ensure that simple spelling errors did not affect test scores 
(which would introduce a construct-irrelevant factor into the CAT-PAV given that students 
nowadays tend to type their assignments on computer and have easy access to spelling auto-
correction when doing so), all test-takers were provided with a pdf file containing a list of all 
3,000 words in the AVL, from which they could copy/paste their response into the test. For 
each test item, test takers had a maximum of two chances to respond to the item. If the 
response they entered was correct on the first attempt (Figure 20), a score of 2 was awarded 
for that specific item, otherwise a second opportunity would be provided (Figure 21). If a 
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correct response was recorded on this second attempt, a partial score of 1 was awarded for 
that item, otherwise a score of 0 was recorded for that item.  
 
Figure 20. Test screen from Qualtrics depicting a first attempt at a test item assessing 
productive and contextualized knowledge of the academic word policy.  
 
 
Figure 21. Test screen from Qualtrics depicting a second attempt at a test item assessing 
productive and contextualized knowledge of the academic word policy.  
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Regardless of whether a test taker got the item correct (either first or second attempt) 
or incorrect, a feedback screen for that item was shown next, with the correct response for 
that item and two other highly frequent collocates for that target word (Figure 22). It must be 
noted at this point that this feedback screen was not provided during the administration of the 
computer-adaptive version of the CAT-PAV (Post-Calibration stag), both for test security 
purposes and also to reduce the chance that test takers could get this item right next time they 
took the adaptive CAT-PAV simply because they saw the answer in a previous 
administration.   
  
 Figure 22. Test screen from Qualtrics with feedback to test takers for the item assessing 
productive and contextualized knowledge of the academic word policy. Such feedback was 
only implemented for the non-adaptive Batches 1, 2, and 3 and was not implemented in the 
computer-adaptive CAT-PAV. 
 
In the next two sections, I discuss the process employed in writing the specific items for the 
CAT-PAV, as well as the item piloting process that involved three native speakers of 
English.  
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3.2.3.2. Item Development 
 An overview of the item development cycle, which was informed by the conceptual 
assessment framework layer in the evidence-centered design for the CAT-PAV and which 
involved the development of items (discussed in this section) and the piloting of such items 
with three native speakers of English (discussed in the next section) can be seen in Figure 23.   
 
 
Figure 23. CAT-PAV item development cycle, involving item development and item piloting 
with three native speakers of English.  
 
 As discussed in the previous section and noted in Figure 23 above, the AVL served as 
the academic word list from which words were selected for inclusion in the CAT-PAV. Two 
people participated in the writing of items for the test, namely the present author (an 
experienced instructor of academic English, proficient in English) and a graduate research 
assistant (native speaker of English) hired and trained by the present author for this specific 
purpose. The actual process of writing a CAT-PAV item consisted of a mixture of intuition, 
art, and science. For each lemma in the AVL, the following steps were followed, in this given 
order: 
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a) Start at the top of the AVL (rank #1) and check what are the most common collocates 
for that target word on the Frequency tool on the Word and Phrase website (Appendix 
B).  
b) Select two of the collocates (preferably among the top 5 collocates) and use the 
Frequency tool to find two sentences (one for each collocate) from the academic 
subset of the COCA corpus in which both the current target word and the collocate 
appear close to each other.  Collocates must appear with the target word in a way such 
that the specific use of the collocate in the sentence substantially limits the number of 
other words that could also appear in the same spot as (in place of) the target word. 
Together, the two sentences collected (one for each collocate of the word) should be a 
strong trigger for the target word, to the extent that (hopefully) no other word could fit 
in the same gap when the target word is removed from the sentence.  
c) Enter each of the two sentences collected in step B above into the Analyze tool on the 
Words and Phrase website. In order for each of the sentences collected in step B to be 
deemed acceptable for subsequent pilot testing with native speakers of English, the 
following requirements must hold: (#1) at least 20% of the words in the sentence must 
be part of the AVL (shown in yellow or green in the upper image of Appendix C) 
AND, (#2) at least 50% of the words in the sentence must be among the 500 most 
frequent words in English overall (shown in light blue in the lower image of Appendix 
C). Next, choose a context-appropriate synonym for the target word in each sentence 
to serve as a clue for partial credit for that item (Figure 21) and two other high-
frequency collocates for the target words to be used in the feedback for that test item 
(Figure 22).  
 Requirement #1 serves to ensure that what makes the CAT-PAV a test of productive 
and contextualized knowledge of academic vocabulary is not simply the fact that a few 
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academic words from the AVL are being assessed during the test, but also partially due to the 
fact that a significant number of academic words from the AVL are present in every single 
test item (this will serve as partial support for the generalization inference in the interpretive 
argument for the test). Requirement #2, in turn, serves to ensure that the readability level of 
each sentence (in others words, sentence difficulty), is not too high, which could potentially 
introduce a construct-irrelevant factor into the CAT-PAV, namely reading ability. 
Requirement #2 will serve as partial support for the explanation inference in the CAT-PAV’s 
interpretive argument.  
d) If any of the sentences from step C above fails to meet requirements #1 OR #2, look 
for another sentence with the same collocate that will meet such requirements. If 
requirements are still not met, choose another collocate and try again. If a large 
number of attempts has failed with different collocates and sentences, developing an 
item for that word may be abandoned.  
e) Move on to the next word in the AVL. You may choose this word and repeat steps B-
D, or you may ignore it if your linguistic intuition tells you it is quite hard to think of 
two sentences in which this specific word would be the only word from the AVL that 
would fit in the gap/black in each sentence.  
 
 In total, 116 items were developed according to these guidelines for subsequent 
piloting with three graduate students at Iowa State University who were native speakers of 
English. 
 
3.2.3.3. Item Piloting with Three Native Speakers  
 Each of the 116 items developed according to specifications for the CAT-PAV was 
piloted with three native speakers of English, all of which were graduate students in the 
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English Department at Iowa State University.  A pool of six native speakers was employed 
for item piloting purposes.  
 In order for each of the 116 items developed to be accepted for field testing and 
calibration with ESL learners at either the pre- or post-admission stage to an English-medium 
post-secondary institution of education, the following rule applied: at least two of the three 
native speakers had to get the item correct on the first attempt (before seeing the synonyms 
for partial credit) AND none of the three native speakers could get the item wrong on a 
second attempt. If either of these two rules did not apply to a certain item, the item was fully 
abandoned, and it was deemed that the two sentences and associated collocates chosen for 
that target word were simply not strong enough to trigger the target word in the mind of the 
native speakers. The assumption behind this decision is that if the context was not strong 
enough to trigger the word in the mind of a graduate-level native speaker, it would be 
unlikely that it would be strong enough to trigger the word in the mind of ESL learners 
during field testing.   
 At the end of the pilot testing with native speakers, 97 of the 116 test items developed 
were deemed acceptable for field testing and calibration with ESL learners (shown in black in 
Appendix I). These 97 items were field-tested with ESL learners in three separate batches 
(forms), each one containing precisely 39 items, with some of the items being anchor items 
also present in another batch for scale linking purposes. The number of common (anchor) 
items among forms will be provided shortly. Details about each item and their final 
distribution on the three test forms will be provided in the Results section. 
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3.2.4. Score Reports  
 Test takers received one of two score reports at the end of the test, depending on 
whether they took a non-adaptive (fixed form) of the CAT-PAV used for item calibration 
(Batches 1, 2, or 3) or the computer-adaptive version of the test. 
 Test takers who took one of the three non-adaptive, fixed forms of the test received a 
very simple score report, informing them of the following: (a) how many points they scored 
in the test and (b) their percentage-correct score (Figure 24).  The number of points they 
scored on the test was simply the sum of the scores they received for each of the 39 items in 
the test, where 2 points were awarded for full credit, 1 point for partial credit and 0 points for 
an incorrect answer after both attempts. Therefore, the maximum number of points a test 
taker could achieved in the test was 78 points. Their percentage-correct score was simply the 
number of points they scored in the test divided by 78, so a test taker who achieved a score of 
56 in the test, for example, received a percentage score of 71.8%.  
 
 
Figure 24. Simple score report provided to test takers at the end of all three fixed, non-
adaptive forms of the CAT-PAV.   
 
Test takers who took the computer-adaptive version of the test however, received a 
different score report at the end. In this report (Figure 25), test takers’ final ability estimates 
(theta) are assumed to follow the same distribution as z-scores based on a normal distribution, 
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and the location of a given test taker’s estimated theta at the end of the test is plotted with a 
red dot onto a standard normal probability density chart. Their reported final score is simply 
their transformed theta /z-score (M= 80, SD = 20).  
 
Figure 25. Score report provided to a test taker with an estimated theta of 0.003 at the end of 
the computer-adaptive version of the CAT-PAV.  
 
 
As we will see shortly in the Results section, there is sufficient evidence to assume that theta 
scores are normally distributed.  
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3.2.5. Pre-Test and Post-Test Questionnaires  
 Test takers who took a non-adaptive form of the test (Batches 1, 2, or 3) responded to 
two questionnaires during test administration: a pre-test questionnaire and a post-test 
questionnaire. The pre-test questionnaire (Appendix D) contained nine questions pertaining 
mostly to test takers’ demographic information, their placement on Iowa State’s English 
Placement Test (EPT) if applicable, their most recent TOEFL scores, and their views of their 
own productive and receptive knowledge of academic vocabulary. The post-test 
questionnaire (Appendix E), which test takers answered after receiving their score report, 
contained six questions pertaining mostly to test takers’ views of the test, including whether 
they felt their knowledge of academic vocabulary had improved after taking the test, whether 
they believed taking the test had a positive impact on their academic English, the extent to 
which their tests scores could be said to present their ability to use academic vocabulary in 
context, and whether they would like to take another, similar test containing different items. 
In addition to the aforementioned post-test questionnaire (Appendix E), test takers who also 
happened to be ESL instructors at ISU completed an additional post-test questionnaire 
(Appendix H) containing four questions pertaining to the potential use of a computer-
adaptive version of the test on Iowa State’s EPT or ESL classes, as well as to which extent 
they believed the test tapped into skills and knowledge required for appropriate use of 
academic vocabulary in ESL classes at ISU.    
 Test takers who took the computer-adaptive version of the test, on the other hand, 
only answered the pre-test questionnaire in Appendix D (demographic data), given the 
substantial amount of post-questionnaire data that had already been collected from test takers 
of the three non-adaptive versions of the test (Batches 1,2, and 3). 
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 3.3. Data Collection 
 In this section, the ESL learners who took the CAT-PAV in both its non-adaptive 
form (batches 1, 2, and 3) and its computer-adaptive form will be discussed, as will the 
associated procedures employed for data collection. As discussed in the previous section, test 
forms containing batches 1, 2, and 3 of items for calibration also contained the pre- and post-
test questionnaires in Appendix D and E, and in case participants were ESL instructors, the 
additional post-test questionnaire found in Appendix H. The participants and procedures will 
be discussed first for the three fixed, non-adaptive versions of the CAT-PAV. Next, the 
participants and procedures pertaining to the computer-adaptive version of the CAT-PAV 
will be discussed.   
 
3.3.1. Non-Adaptive Versions of the CAT-PAV (Batches 1, 2, and 3) 
3.3.1.1. Participants 
All participants who took and fully completed one of the three fixed, non-adaptive 
batches of the CAT-PAV were non-native speakers of English at either the pre- or post-
admission stage to an English-medium institution of higher education, with the great majority 
of them being students at Iowa State University.  A small number of these participants were 
also ESL instructors at Iowa State University. An overview of the number of participants who 
took each non-adaptive batch of the CAT-PAV, self-reported their TOEFL iBT or IELTS 
Academic section scores, and/or took Laufer and Nation’s (1999) Vocabulary Levels Test 
Academic (for future correlational analysis during the research process into the CAT-PAV) 
can be seen in Figure 26. 
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Figure 26. Number of participants who completed each of the three non-adaptive batches of 
the CAT-PAV, self-reported TOEFL iBT or IELTS Academic scores, and took the 
Vocabulary Levels Test Academic.  
 
 
For Batch 1, 140 participants completed the test and answered the associated pre- and 
post-test questionnaires. Of these, 134 were ISU students currently enrolled at the university, 
with 8 of them also being ESL instructors. For the 134 test takers who were ISU students, 
their aggregate, self-reported English Placement Test results can be found in Figure 27 (note 
that since students can be placed into more than one course at the same time, the sum of the 
students in all categories does not add up to 134): 
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Figure 27. Aggregate, self-reported result on ISU’s English Placement Test (EPT) for the 134 
ISU students who completed the test containing Batch 1 of items (the number above each bar 
indicates the number of students who were placed into that specific course). 
 
 
A subset of these 134 ISU students who took Batch 1also self-reported their TOEFL iBT or 
IELTS Academic scores, which are summarized in Table 5. 
 
Table 5 
Descriptive Statistics for the TOEFL iBT and IELTS Academic Self-Reported Scores for the 
ISU Students Who Completed Batch 1 (N = 86 and N = 17, respectively) 
Test Section Minimum Maximum Mean SD 
TOEFL iBT Reading 0.00 30.00 24.07 5.50 
TOEFL iBT Listening 0.00 30.00 23.88 5.25 
TOEFL iBT Speaking 0.00 30.00 21.79 5.05 
TOEFL iBT Writing 0.00 30.00 22.87 5.65 
IELTS Ac. Reading  6.00 9.00 7.26 0.98 
IELTS Ac. Listening  5.50 9.00 7.58 0.95 
IELTS Ac. Speaking  5.50 8.50 6.70 1.00 
IELTS Ac. Writing  5.50 8.00 6.52 0.83 
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For Batch 2, 153 participants completed the test. Of these, 133 were ISU students 
currently enrolled at the university, 6 of which were ESL instructors. For the 133 test takers 
who were ISU students, their aggregate, self-reported English Placement Test results can be 
found in Figure 28: 
 
 
Figure 28. Aggregate, self-reported result on ISU’s English Placement Test (EPT) for the 133 
ISU students who completed the test containing Batch 2 of items. 
 
 
A subset of these 133 ISU students who took Batch 2 also self-reported their TOEFL iBT or 
IELTS Academic scores, which are summarized in Table 6. 
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Table 6 
Descriptive Statistics for the TOEFL iBT and IELTS Academic Self-Reported Scores for the 
ISU Students Who Completed Batch 2 (N = 82 and N = 17, respectively) 
TOEFL iBT Section Minimum Maximum Mean SD 
Reading 0.00 30.00 23.77 5.46 
Listening 0.00 30.00 23.63 5.14 
iBT Speaking 0.00 30.00 21.84 5.00 
iBT Writing 0.00 30.00 23.09 5.59 
IELTS Ac. Reading  6.50 8.50 7.38 0.66 
IELTS Ac. Listening  6.50 8.50 7.70 0.68 
IELTS Ac. Speaking  5.00 8.50 6.60 0.81 
IELTS Ac. Writing  5.50 7.50 6.40 0.62 
 
For Batch 3, 110 participants completed the test. Of these, 101 were ISU students who 
currently enrolled at the university, 6 of which were ESL instructors. For the 101 test takers 
who were ISU students, their aggregate, self-reported English Placement Test results are 
shown in Figure 29.   
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Figure 29. Aggregate, self-reported result on ISU’s English Placement Test (EPT) for the 101 
ISU students who completed the test containing Batch 3 of items, many of whom took the 
test based on suggestion from their ESL instructors at ISU.  
 
 
A subset of these 101 ISU students who took Batch 3 also self-reported their TOEFL iBT or 
IELTS Academic scores, which are summarized in Table 7. 
 
Table 7 
Descriptive Statistics for the TOEFL iBT and IELTS Academic Self-Reported Scores for the 
ISU Students Who Completed Batch 3 (N = 72 and N = 23, respectively) 
TOEFL iBT Section Minimum Maximum Mean SD 
Reading 10.00 30.00 22.85 4.34 
Listening 0.00 30.00 21.82 4.89 
Speaking 0.00 28.00 20.95 3.91 
Writing 0.00 30.00 22.26 4.31 
IELTS Ac. Reading  5.50 8.50 6.57 0.76 
IELTS Ac. Listening  5.50 8.50 6.75 0.90 
IELTS Ac. Speaking  5.50 8.00 6.41 0.76 
IELTS Ac. Writing  5.50 7.50 6.11 0.61 
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Next, I will discuss the procedures employed for data collection in the administration of the 
three non-adaptive forms of the test.  
 
3.3.1.2. Procedures 
 The three batches of the CAT-PAV containing test items to be calibrated and 
associated pre- and post-test questionnaires were implemented in the online research survey 
tool Qualtrics. Before a call for participants was sent out, various tests were conducted by the 
researcher to ensure that the flow logic, scoring procedures, score report, test instructions 
(which included how to use the pdf file with the 3,000 AVL words) and item presentation 
during the test had been correctly implemented.  
 A call for participants (one for each of the three batches) was sent out on the 
following respective dates: 10 November, 2016 (Batch 1), December 10, 2016 (Batch 2), and 
January, 11, 2017 (Batch 3). Two venues were employed in all three batches for distributing 
the call for participants: (a) Iowa State’s Mass Mail and (b) paid Facebook advertising in 
groups connected to TOEFL iBT preparation. ISU’s Mass Mail system allows researchers, 
affiliated with ISU, to distribute emails to any desired subset of the student body at ISU. 
Therefore, all non-native speakers of English at Iowa State University received a direct email 
from me with a call for participants, containing a link to the test and the informed consent 
form. Facebook advertising, in turn, allows researchers to target very specific groups of users 
according to predefined demographics. Users who were members of a group named TOEFL 
iBT Study Group, containing over 61,000 members, were also invited to take the test.  
During the period that the call for Batch 3 of items was distributed, ESL instructors at ISU 
also encouraged their students to take the test, which explains the larger proportion of ISU 
students enrolled in those classes in batch 3, compared to batches 1 and 2. Finally, in order to 
provide additional motivation for students to take the test (besides learning and diagnosis of 
their productive and contextualized knowledge of academic vocabulary), three draws for 
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$100 each were conducted at the end of data collection for each of the batches of items with 
all test takers who completed the test. Out of the ISU students who took Batch 2 (N=133), 43 
of them had also taken Batch 1 of items. A subset of the ISU students who completed each 
batch of items and were enrolled at the time in a graduate-level course I taught that focused 
significantly on academic vocabulary (101D), were also requested to take both versions of 
Laufer and Nation’s (1999) Vocabulary Levels Test (Academic) as a class assignment and 
provide me with their percentage-correct score for versions A and B of the test.  
3.3.2. Computer-Adaptive Version of the CAT-PAV 
3.3.2.1. Participants 
 In the post-simulation, computer-adaptive version of the CAT-PAV, both non-native 
and native speakers were invited to take the test. The reason for also inviting native speaker 
of English for taking this version of the CAT-PAV was twofold: (a) the number of non-native 
speakers of English at ISU who were willing to respond to yet another (fourth) call for 
participants for the research was diminishing and a substantial number of participants was 
required for this computer-adaptive CAT, and (b) it was important to examine whether native 
speakers of English would do statistically significantly better than non-native speakers in the 
adaptive CAT-PAV, since such analysis would serve as backing for one of the assumptions in 
related to the Explanation inference in the interpretive argument for the CAT-PAV. Research 
has shown that although native speakers are far from being a homogenous group in terms of 
their L1 language proficiency, they tend to score statistically significantly higher than non-
native speakers in language proficiency test as the TOEFL (Clark, 1977; Stricker, 2004), 
especially with regard to their academic writing ability, also showing substantially smaller 
variances in their scores than non-native speakers do (Stephenson, Jiao, & Wall, 2004; 
Stricker, 2004).  
100 
 
 
 
In total, 500 participants took the computer-adaptive version of the CAT-PAV, with 
388 of them being native speakers of English. Of the 112 non-native speakers who took the 
test (97 of which were ISU students), 25 participants took the adaptive CAT-PAV twice for 
subsequent investigation of the correlation between their scores in both administrations 
(Figure 30) and 28 took versions A and B of Laufer and Nation’s (1999) Vocabulary Levels 
Test Academic. These participants who took the test twice came across a different set of 
items during each administration, given the specific implementation of the CAT parameters 
employed, which will be discussed shortly.  
 
 
Figure 30. Participants in the computer-adaptive version of the CAT-PAV. 
 
 A subset of the non-native speakers of English at ISU also indicated their self-
reported TOEFL iBT and IELTS Academic scores, which are summarized in Table 8. 
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Table 8 
Descriptive Statistics for the TOEFL iBT and IELTS Academic Self-Reported Scores for the  
ISU Students Who Completed the Computer-Adaptive CAT-PAV (n = 69 and n = 11, 
respectively) 
Test Section Minimum Maximum Mean SD 
TOEFL iBT Reading 3.00 30.00 24.17 4.67 
TOEFL iBT Listening 4.00 30.00 22.96 4.50 
TOEFL iBT Speaking 2.00 28.00 20.86 3.79 
TOEFL iBT Writing 2.00 30.00 22.46 3.88 
IELTS Ac. Reading  5.00 8.00 6.63 0.80 
IELTS Ac. Listening  5.00 9.00 7.00 1.26 
IELTS Ac. Speaking  5.00 7.00 6.00 0.89 
IELTS Ac. Writing  5.00 7.00 6.00 0.63 
 
3.3.2.2. Procedures 
The computer-adaptive form of the CAT-PAV containing the full item bank, the 
definition of all CAT parameters, the associated pre-test questionnaire (Appendix D) and  
score report (Figure 25 above) was implemented in the Concerto platform, an open-source 
platform for the development of online adaptive tests, created by researchers at the 
Psychometrics Center at the University of Cambridge (UK). Before the call for participants 
was sent out, I conducted various tests to ensure that the flow logic, ability estimation, 
standard error calculations, item selection, and other components of the test were correctly 
implemented.  A call for participants for the operational, computer-adaptive version of the 
CAT-PAV was sent out on February 5, 2017 to all ISU students enrolled at Iowa State for 
Spring 2017 (over 31,000 students). In order to increase students’ motivation for taking the 
test, a draw for $100 was conducted at the end of data collection with all test takers who 
completed the computer-adaptive version of the test.  
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 3.4. Data Analysis 
 In this section, the methodology employed in the analysis of CAT-PAV test data 
(from both the non-adaptive and the adaptive versions of the test) and for the collection of 
evidence pertaining to the warrants in the interpretive argument for the CAT-PAV will be 
discussed.   Since each of the five warrants in the interpretive argument for the CAT-PAV is 
aligned with one of the five research questions in section 2.11, the methodology employed 
for data analysis will be discussed in terms of the five research questions.  
 
3.4.1. Analysis for Research Question 1 (Domain Description Inference) 
Research Question 1 (Warrant 1): Are the CAT-PAV task, as well as the knowledge and 
abilities required to correctly complete its items typical of those encountered in ESL classes 
in an English-medium institution of higher education? 
 
Three main data sources were analyzed with connection to RQ1: course materials 
employed in ESL courses at ISU, the responses of the 20 ESL instructors who took one of the 
three fixed, non-adaptive forms (batches 1,2, and 3) of the CAT-PAV to questions 1 and 2 in 
the post-test questionnaire in Appendix H, and sampling of target words employed in the 
CAT-PAV items.   
 
3.4.1.1. Course Materials Employed in ESL courses at ISU 
  A selection of ESL materials employed in previous and current semesters in ESL 
courses at ISU (99L, 99R, and 101D) was analyzed regarding the extent to which the task 
type employed in the CAT-PAV is also found in these materials and, in case a perfect match 
is not found, the extent to which the knowledge and skills required to correctly answer the 
items in the CAT-PAV are also required in tasks and exercises present in these materials.  
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3.4.1.2. ESL Instructors’ Responses to Appendix H Questionnaire 
The responses of the 20 ESL instructors who took one of the three fixed forms of the 
CAT-PAV to questions 1 and 2 in the post-test questionnaire in Appendix H have been 
quantitatively analyzed with regard to two factors: (a) the percentage of these ESL instructors 
who believe that in order to achieve a good score in the CAT-PAV test, students must make 
use of abilities and knowledge that are also necessary when using academic vocabulary in 
ESL classes at Iowa State University (question 1 in Appendix H) and (b) how typical of the 
ESL classes they have taught at ISU they believe the task in the CAT-PAV can be said to be 
(question 2 in Appendix H).  The actual ESL instructors’ explanations for their opinions have 
also been analyzed.  
 
3.4.1.3. Representativeness and Authenticity of Usage of CAT-PAV Target Words 
The methodology employed during item development, which specified that all target 
words that served as the correct answer to an item should be drawn from among the 3,000 
most frequent academic words in English, served as the basis for the representativeness of 
target words employed in the test. In turn, the specification that all sample sentences should 
be drawn from the academic subset of COCA was employed to provide support for the 
authenticity of the contexts of usage of such words.  
 
3.4.2. Analysis for Research Question 2 (Evaluation Inference) 
Research Question 2 (Warrant 2): Is the CAT-PAV a psychometrically robust assessment 
tool? 
 Analysis of the data that has provided evidence for Warrant 2 in the interpretive 
argument constitutes the bulk of the psychometric analysis conducted for the CAT-PAV. A 
large number of item-level and test-level analyses within the paradigms of both Classical Test 
Theory and Item Response Theory, as well as standard statistical and test-development 
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analyses were employed in a complementary manner to ensure the psychometric soundness 
of the CAT-PAV. A few of the analyses employed, from the early stage of deployment of 
non-adaptive test forms (Batches 1, 2, and 3) on the Qualtrics platform to the final stage of 
implementation and field testing of the online and operational, post-simulation, computer-
adaptive version of the test were: quality assurance of the scoring algorithm through several 
pre-deployment simulations, CTT and IRT-based analysis of all 97 items during the 
calibration stage of the CAT-PAV, analysis of which of four possible polytomous IRT 
models best fitted Batch 1 data for model determination, correlation between ability estimates 
of test takers who responded to more than one version of either the pre-adaptive or adaptive 
versions of the CAT-PAV, unidimensionality analysis and monotonicity check, choice of 
anchor items between the three batches of the non-adaptive forms of the CAT for scale 
linking, computer-adaptive simulations of the item bank performance for definition of 
optimal parameters for the operational and adaptive version of the CAT-PAV, and several 
other analyses. Figure 31 introduces the analyses that were conducted based on test takers’ 
responses to the three non-adaptive versions of the CAT-AV (batches 1, 2, and 3). 
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Figure 31. Analyses that were performed on the test takers’ response data from the non-
adaptive versions of the CAT-PAV (Batches 1, 2, and 3). 
 
 
 The analyses conducted for the computer-adaptive simulations, based on the full, 
calibrated item bank, and subsequently for the operational and online fully adaptive version 
of the CAT-PAV are shown in Figure 32.  
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Figure 32. Analyses that were performed for the simulated and operational adaptive versions 
of the CAT-PAV. 
 
 
 Each of the analyses in Figure 31 and Figure 32 above, employed to guarantee that 
CAT-PAV performance was evaluated to provide scores reflective of test takers’ productive 
and contextualized knowledge of frequent academic English vocabulary will be discussed in 
detail next. 
3.4.2.1.  Quality Assurance of Test Logic and Scoring for Batches 1, 2, and 3  
 Implementing the test logic in Qualtrics (done through the Survey Flow component) 
involved the following: establishing which pre-test questionnaire (Appendix D) questions 
would be displayed to test takers based on their previous responses; implementing the partial 
credit opportunity (sentence with synonym shown in place of target academic word) only for 
those test takers who did not get a test item correct the first time; deciding on the dependence 
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among the responses in the post-test questionnaire in Appendix E; and ensuring that only 
ESL instructors saw the questionnaire in Appendix H, based on their responses to the pre-test 
questionnaire in Appendix D. Additionally, during test implementation, it was necessary to 
ensure that every single test item was being scored correctly in real time in the system, and 
that the score was being stored correctly for subsequent score reporting to test takers. In order 
to ensure that all these requirements were working well for each of the three non-adaptive 
batches implemented in Qualtrics, I took the tests myself several times, each time using a 
different pattern of responses throughout.  
3.4.2.2.  Test Internal Consistency Reliability   
 Once item-level responses were collected for each of the three non-adaptive forms of 
the CAT-PAV, the Jmetrik software (Meyer, 2015) was employed to calculate several CTT 
and IRT item- and test-level statistics, including Cronbach’s measure of internal consistency 
reliability (namely, coefficient alpha), with its associated 95% two-tailed confidence interval. 
Item-deleted reliability statistics were also analyzed for items in each of the three batches. 
Reliability of an assessment is tightly linked to the number of statistically defensible cutoff 
scores could be implemented based on test scores, as in the case of placement testing. Fulcher 
(2013) notes that the maximum number of cutoff scores (also referred to as index of 
separation, or simply G) allowed by an assessment is directly dependent and proportion to 
the reliability (R) of its scores: 
! = #1 − # 
Therefore, for an assessment with a score reliability of 0.7, the maximum number of 
statistically justifiable cutoff scores is 1.53, that is, test takers can only be reliably classified 
into two performance groups without significant misclassification error. If reliability was 0.9, 
on the other hand, 3 cutoff scores (or 4 placement levels) would be statistically (albeit not 
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necessarily practically) justifiable. Fulcher (2013) also notes that the minimum number of 
levels possible be employed in practice in order to reduce the chances of misclassification 
due to error of measurement.  
3.4.2.3.  Item Category Facility (IF) and Discrimination (ID) 
 Item facility (IF), defined by the percentage of test takers whose score was in a given 
category (usually the correct one for dichotomous items) over the total number of test takers, 
and item discrimination (ID), defined by the Pearson correlation between scores on an item 
(category) and total test scores, have been calculated for each of the three categories in each 
of the 39 polytomous items in each batch, as well as for the item as a whole. Although 
polyserial correlations could have been employed for calculating overall item discrimination, 
I did not see the need for doing so, especially given the approximately normal distribution of 
test scores for all three batches, and given the fact that “polyserial correlations will always be 
a little larger than the Pearson correlation” (Meyer, 2015, p. 42), possibly artificially inflating 
the quality of CAT-PAV items during item analysis.  
For the three-category polytomous items employed in the CAT-PAV, one would like 
to see each of the three categories being endorsed by at least 10% of test takers, since 
insufficient endorsement of a category reduces the statistical information associated with that 
category when test taker abilities are estimated. Additionally, one would expect to see a high 
and negative discrimination for category 0, a somewhat lower (whether negative or positive) 
discrimination for the partial credit category 1, and a positive and high discrimination for 
correct category 2.  
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3.4.2.4.  Analysis of Best-Fitting Polytomous Model (Batch 1 only) and Item Calibration 
(all batches) 
 Test takers’ responses to the 39 items in Batch 1 were fit through the R package mirt 
(Multidimensional Item Response Theory) to all four candidate polytomous models for the 
development of the CAT-PAV: the PCM, the GPCM, and GRM, and the MGRM. Next, an 
ANOVA was employed to compare (based on information criterion) fitted models two at a 
time, with the model with the smallest values of Alkaike Information Criterion (AIC) and 
Bayesian Information Criterion (BIC) being considered the better-fitting of the two, in the 
following steps: 
 
STEP 1. ANOVA (fitted PCM vs fitted GPCM) 
STEP 2. ANOVA (winning model from step 1 vs fitted GRM) 
STEP 3. ANOVA (winning model from step 2 vs fitted MGRM) 
 
The better-fitting model from Step 3 was then selected as the best-fitting model for the 
purposes of the CAT-PAV and employed in fitting Batch 1 response data. Once Batch 1 data 
had been fitted (that is, items had been calibrated), the same model was employed to fit 
subsequent (and scale linked) Batch 2 and Batch 3 data.  
 
3.4.2.5. Scale Linking (Batches 2 and 3 only) 
 The groups of test takers who took each of the three batches were different from each 
other, since the great majority of participants who responded to each of the three calls for 
participants (one per batch) were not the same. In order for item parameters and test takers’ 
ability estimates in Batch 2 and 3 to be on the same scale as those from Batch 1, the scale of 
all items in Batch 2 had to be linked to that in Batch 1, and that of all items in Batch 3 linked 
to that of Batch 2 (and indirectly, to that of Batch 1), so that item parameters and person 
abilities estimates from all three batches could be directly compared. The design employed 
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for scale linking of the three batches of items was a common-item, non-equivalent group 
design implemented in Jmetrik.  
Such linking was made possible through the inclusion in the 39 items in Batch 2 (30 
of which were unique) of nine psychometrically sound items from Batch 1 (common/anchor 
items) and the inclusion in the 39 items in Batch 3 (28 of which were unique) of eleven 
psychometrically sound items from Batch 2, in order to control for differences in ability 
among the three respective groups of test takers, evidenced by their scores on common items. 
The statistical procedure employed for scale linking was the Stocking -Lord procedure 
(Stocking & Lord, 1983), a non-linear form of linking that aims to find the transformation 
coefficients (from the base to the new form) that minimizes the sum of squared differences 
between the test characteristic curves of the two batches of items (Meyer, 2014), calibrated 
separately. The Stocking-Lord linking procedure has been shown to work better than 
competing approaches (such a mean/mean, mean/sigma, and Haebara) when items are all of 
the same type (Baker & Al-Karni, 1991), as is the case in the CAT-PAV.  
 
3.4.2.6.  ICC Inspection and Goodness-of-Fit Analysis  
 The quality of all 39 items in each of the three batches, after calibration with the best-
fitting model out of the PCM, GPCM, GRM, and MGRM, was analyzed in Jmetrik both 
qualitatively/visually and statistically. Qualitative inspection was performed by visual 
inspection of the ICC (item characteristic curve) for each item in the batch and the 
information associated with it for different ability levels (see Figure 33 for an example of an 
ICC containing category-level probabilities and item-level information across the theta 
range).  
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Figure 33. Display of the ICC and associated information for a sample test item.  
 
 As can be seen in Figure 33, the sample item shows that score category 2 (blue curve, 
full credit) is an increasingly monotonic function, that no threshold reversals exist for this 
item and that the item is most informative (green curve) for ability ranges from roughly +0.5 
to +3, reaching its maximum information for a test taker at an ability level of approximately 
+1.7. Another important aspect that can be inferred from the visual inspection of the ICC for 
the sample item in Figure 33 is the fact that category 1 (red curve, partial credit) is able to 
provide significant statistical information with regard to a test taker’s estimated ability level, 
since it is peaked (not flattened) at its probability for ranges + 0.8 to +2.5 is higher than the 
probability for either of the other two categories (0 and 2).  
Goodness-of-fit for each item, within the best-fitting model for calibration, was 
performed either through analysis of weighted and unweighted mean squares (WMS and 
UMS, respectively) in case the winning, best-fitting model was a Rasch model (PCM, in 
which all items have the same discrimination parameter) or through a chi-square test in case 
the winning, best-fitting model was a non-Rasch IRT model such as the GPCM, GRM, or 
MGRM, in which different items are allowed to have different discrimination parameters 
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(slopes); WMS and UMS measures do not apply to assessment of goodness-of-fit of items 
calibrated through such models.  The chi-square test output also provided a p-value for 
analysis of statistical significance of the chi-square value. 
 
3.4.2.7.  Item Deletion and Recalibration (if necessary) 
 Once all items in a certain batch were assessed both in the paradigms of CTT and IRT 
(discussed above), any items whose statistical properties were deemed suboptimal for 
inclusion in the item bank for the future computer-adaptive version of the CAT-PAV were 
deleted from their given batch and the batch was re-calibrated without the specific item. At 
this point, all items for a given batch that were not deleted were considered appropriate for 
inclusion in the item bank.  
 
3.4.2.8.  Estimation of Test Takers’ Ability and Associated Standard Errors 
 Estimation of test takers’ ability (theta) in the construct measured by the test was 
performed in Jmetrik and in R with the best-fitting of the models (see section 3.4.2.4 above) 
and was based on the calibrated items within each the test takers’ respective batch, after such 
items were transformed to a common scale (in case of items from batches 2 and 3). The 
standard error (S.E.) associated with each theta level was also calculated.  
 
3.4.2.9.  Selection of Anchor Items for Scale Linking Purposes   
 As previously mentioned, in order for item parameters and test taker ability estimates 
to be comparable across different batches of the non-adaptive CAT-PAV, items from batches 
2 and 3 had to be placed on the original metric/scale of Batch 1. For scale linking purposes, 
nine anchor items were selected from Batch 1 and included in Batch 2, and eleven anchor 
items from selected from the pool of already linked items in Batch 2 to be included in Batch 
3 for linking purposes. The anchor items selected were those with the best available 
psychometric properties, including high CTT discrimination, good item-model fit, no 
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threshold reversal if possible, and statistical information over a relatively wide range of 
ability levels. A visual representation of the linking design employed can be seen in Figure 
34.  
 
 
Figure 34. Linking design employed in the development of the CAT-PAV for linking batches 
1,2, and 3 to the same scale. 
 
 
 Lastly, not only the psychometric qualities of individual items were taken into 
account, but it was also important that the set of anchor items decided upon covered a 
relatively wide range of the ability spectrum, since this leads to better precision of linking 
(Kolen & Brennan, 2014). 
 
 3.4.2.10.  Monotonicity Analysis   
 The assumption of monotonicity, which is at the core of the IRT measurement 
framework holds that “the item responses and the latent trait are related by a monotonic 
logistic function” (Morizot, Ainsworth, & Reise, 2009, p. 412). In less technical terms, this 
means that as ability in the latent trait increases, so does the probability of getting an item 
correct. Two approaches were employed to assess the extent to which the monotonicity 
assumption in IRT was met for CAT-PAV items, which were utilized in conjunction when 
deciding if the correct response for an item in a given batch could be deemed increasingly 
monotonic or not.  
 The first approach employed was to investigate the monotonity assumption of each 
item through the check.monotonicity function in the mokken R. The mokken package is an 
implementation of Mokken’s (1971) non-parametric model for assessing the monotonicity of 
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the item-total regression function, namely the Monotone-Homogeneity (MH) model, in 
which “the probability of a positive item response increases monotonically with the person 
parameters” (Engelhard, 2013, p. 124). In the case of CAT-PAV items, the positive response 
is category 2 (full credit). Through the mokken package, it is possible to see the number of  
 violations of such assumption for each item. Mokken (1971) also introduced a Double-
Homogeneity (DM) Model, which in addition to the assumption present in the previous MH 
model, also requires that items curves not cross. While this assumption of the double-
monotonicity model is considered essential in Rasch-based models, it is not a requirement of 
non-Rasch based models such as the GPCM, in which different items have different 
discriminations. If different items have different discriminations, their curves will be quite 
likely to cross. In Figure 35, a large number of items are plotted, all of which meet the 
monotone-homogeneity assumption.  
 
 
Figure 35. A plot of several items that follow the monotone-homogeneity assumption (red 
line simply shows the probably of scoring in the correct response for a test taker of ability + 
1.2 (Smart, 2012).  
 
 
 A second, indirect, parametric approach employed to analyze the monotonicity 
assumption for each item in a given batch was through analysis visual of the ICCs for each 
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item calibrated with the best-fitting IRT model. The expectation is that the curve for category 
2 (full credit) is increasingly monotonic for an item if monotonicity is to hold.    
3.4.2.11.  Unidimensionality Analysis   
 The idea behind the unidimensionality of a scale is that “a single latent trait accounts 
for all the common variance among item responses” (Morizot, Ainsworth, & Reise, 2009, p. 
413). As these authors note, however, for complex constructs such as the one we will be 
dealing with in the present study, perfect unidimensionality is not realistic. What matters for 
the interpretation of test scores and analysis of the test construct is whether essential 
dimensionality holds, that is, whether there is one major factor that explains the variance in 
test scores. Two of the analysis already discussed are indicators of the unidimensionality of a 
set of items, namely item-model fit (see Gessaroli & Champlain, 1996) and internal reliability 
based on item variances (see Jones, 2012). Two additional analyses were conducted to assess 
the extent to which the items in a given batch of the non-adaptive CAT-PAV (and as a direct 
result, in the item bank for the adaptive CAT-PAV) could be said to be measuring the same 
trait: (a) scree plotting and examination of eigenvalues associated with each factor, performed 
in R with the psych package, and (b) Stout’s (1987) test of essential dimensionality (also 
called DIMTEST in the case of dichotomous items and POLY-DIMTEST in the case of 
polytomous ones, after the software programs that first implemented such test). POLY-
DIMTEST was performed in R through with the sirt package.  
 Plotting the eigenvalues of the factors identified in a correlation matrix based on test 
takers’ responses is a commonly employed method to examine the unidimensionality of a set 
of items (DeMars, 2010, Morizot, Ainsworth, & Reise, 2009). As mentioned above, since in 
practice there usually tends to be some violation of the unidimensionality assumption 
(DeAyala, 2009), what one aims to identify through unidimensionality analysis is essential 
unidimensionality. In the case of a scree plot, the factor with the largest eingenvalue should 
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be significantly larger than all others, accounting for more than 20% of the summed variance 
accounted for by the factors identified (Reckase, 1979).    
 Stout’s (1987) test is a non-parametric test of essential dimensionality designed to test 
the hypothesis that a set of items is essentially unidimensional (Froelich & Habing, 2008). 
The procedure divides test items into two subtests that are as distinct as possible from each 
other: an assessment subtest and a partitioning subtest. The former subset of items contains 
items that could potentially form a second dimension in the test, whereas the latter is 
employed to control for test takers’ ability on the primary trait assessed in the test and 
partition test takers into several groups according to their scores on this subset of items (the 
partitioning subtest). The idea behind (POLY-)DIMTEST is that if essential 
unidimensionality can be said to hold for the overall test, the mean value of the pairwise 
covariance of the items in the assessment subtest, after controlling for test takers’ score on 
the portioning subtest, should be 0 (DeMars, 2010).   
 Therefore, four are the indicators that contributed to the assessment of the assumption 
of unidimensionality for the CAT-PAV items: item-model fit, test internal reliability, analysis 
of the scree plot for each of the three batches of items, and POLY-DIMTEST.  
 
3.4.2.12.  Computer Simulations of the Adaptive CAT-PAV   
 Before the adaptive version of the CAT-PAV could be field tested with real test 
takers, it was necessary to determine the best parameters before implementation. The first 
step was to determine the least measurement error theoretically possible given the 
characteristics of the items in the item bank (that is, those that were deemed acceptable from 
Batch 1, Batch 2, and Batch 3 administration). Towards this goal, the statistical information 
available in the item bank was summed for all items across all ability levels in the range -4 to 
+4. Based on the statistical information available at each level of the ability spectrum, it was 
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possible to calculate the theoretical minimum for the error of measurement for any test taker 
by using the formula below, where I stands for information: 
 
SE = 1 / sqrt (I) 
 
The smallest standard error observed at any level was defined as the theoretical minimum for 
the SE given the current items in the CAT-PAV bank. For the computer-adaptive simulations, 
it would not make sense to establish a termination criterion based solely on a standard error 
lower than this number, since this would imply that all test takers would need to take all 
items in the bank, which would not be practical or desirable.   
 In view of this result, three simulation scenarios were decided upon: two based on a 
conjoint termination criteria of length (max = 39 items) and precision of measurement (two 
values above the theoretical minimum for the SE) and one of them based solely on test length 
(max = 39 items), for direct comparison of the performance of the adaptive version of the 
CAT-PAV against that of the three non-adaptive batches. These three scenarios were 
simulated for a hypothetical group of 510 test takers uniformly covering the ability range of -
2.5 to +2.5.   
 
3.4.2.13.  Operational Field Testing of the Online Adaptive CAT-PAV   
 Once the most suitable termination criteria for the adaptive CAT-PAV was decided 
upon based on the simulations discussed above, the adaptive version of the test was field 
tested with 500 real participants, with 388 of them being native speakers of English and 112 
being ESL learners at a pre- or post-admission stage to an English-medium university of 
higher education.  The number of items administered and the final standard error estimates 
were calculated for both ESL learners and for native speakers in order to assess the 
practicality and psychometric basis for a possible implementation of the adaptive CAT-PAV 
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as a diagnostic or placement aid tool. Results of the adaptive field test were also compared 
against those of the three non-adaptive batches of the test.  
 
3.4.3. Analysis for Research Question 3 (Generalization Inference) 
Research Question 3 (Warrant 3): Can the CAT-PAV scores be shown to generalize to 
different test conditions (different test forms, items, and occasions) and to indicate knowledge 
of productive and contextualized academic vocabulary in English that goes beyond merely 
those academic words tested on the CAT-PAV? 
 
 Some of the analyses previously discussed were also employed to provide indirect 
support regarding the extent to which the scores in the CAT-PAV (both its non-adaptive and 
adaptive forms) can be claimed to generalize to different test conditions, namely 
unidimensionality analysis, monotonicity analysis, item-model fit analysis, and linking of 
item parameters to the same metric (or scale). Further, direct support for the generalizability 
of test scores has come from analysis of the correlation between scores on two different 
administrations of the CAT-PAV based on a common group of test takers (Figure 36). Each 
of the forms directly compared represent a different sets of test occasions and test forms.    
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Figure 36. Correlational measures for ability scores on two different sets of CAT-PAV 
forms, for a common group of test takers.  
 
3.4.3.1.  Correlation Between Batch 1 and Batch 2 Ability Estimates   
For the 43 test takers who took both Batch 1 and Batch 2 forms of the non-adaptive 
CAT-PAV, the Pearson correlation between their scores on both forms was analyzed. Since 
measurement error, which is inherent to any test (Bachman, 2004), can negatively affect and 
thus attenuate the true (hypothetically error-free) correlation coefficient between two test 
forms, a correction for attenuation was employed, based on the reliability of each of the two 
test forms for only those 43 common test takers.  
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3.4.3.2.  Correlation Between Ability Estimates from Two Different Administrations of the 
Computer-Adaptive CAT-PAV   
For the 25 test takers who took two different versions of the adaptive form of the 
CAT-PAV, disattenuation of the correlation coefficient was not performed, since each test 
taker in the adaptive CAT had a different amount of measurement error associated with their 
test scores depending on their ability level, despite the fact that the termination criteria in the 
adaptive CAT-PAV is the same for all test-takers. In addition to a Pearson correlation, test-
retest reliability was calculated based on the two ability estimates for each of the 25 test 
takers who took the test twice. Given the precision of estimate employed in the termination 
criteria of the CAT, it was possible to examine the extent to which the paired scores from 
both administrations were within acceptable range of each other. As an example, if the 
computer-adaptive CAT had a standard error (S.E.). of 0.3 as a termination criterion, the 
scores on both administrations should be within ±2 S.E.s (or 0.6 logits) of each other (95% 
two-tailed confidence interval), as suggested by Babcock and Weiss (2009).  
 
3.4.3.3.  Percentage of Academic Words from the AVL in Each CAT-PAV Sentence   
The strict specification during item development that at least 20% of the words in any 
CAT-PAV example sentence had to be among the 3,000 most frequent academic English 
words was employed to support the assumption that for every test item, comprehension of 
other academic words is required to correctly answer the item.  
 
3.4.4. Analysis for Research Question 4 (Explanation Inference) 
Research Question 4 (Warrant 4): Can CAT-PAV scores be shown to significantly and 
positively correlate with other theoretically related measures and to be attributed primarily 
to breadth of contextualized knowledge (both active and passive) of frequent academic words 
in English? 
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3.4.4.1. Correlation Between CAT-PAV Ability Estimates and Scores on Laufer and 
Nation’s (1999) Vocabulary Levels Test Academic 
 The first analysis conducted to assess the extent to which scores on the CAT-PAV are 
indicative of test takers’ knowledge of productive and contextualized academic vocabulary 
was a Pearson correlation between ability scores on the four forms of the CAT-PAV (the 
three non-adaptive batches plus the adaptive version) and percent-correct scores on Laufer 
and Nation’s (1999) Vocabulary Levels Test Academic (versions A and B), depicted in 
Figure 37. Since data collected from test takers of the VLT consisted simply of their percent 
score in each version of the test, disattenuation of the correlation coefficient was not 
performed. Theoretically, one could use the reliability published by Laufer and Nation (1999) 
for versions A and B of their tests (0.72 and 0.63, respectively), although such methodology 
would pose the problem that the reliabilities reported for their tests by the aforementioned 
authors could take very different values for the group of test takers employed in the present 
study. For this reason, disattenuation was not performed.   
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Figure 37. Correlational measures between ability estimates on the four CAT-PAV versions 
(three non-adaptive and one adaptive) and scores on the Vocabulary Levels Test (Academic), 
for groups of test takers who took both tests.  
 
 
3.4.4.2. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self-
Assessment of Their Productive and Receptive Knowledge of Academic Vocabulary 
  
In order to investigate the extent to which ability estimates from different versions of 
the CAT-PAV correlate with test takers’ self-assessment of their own productive and 
receptive knowledge of academic vocabulary in English, Pearson correlations were run 
between CAT-PAV ability estimates and test takers’ responses to questions 6-9 in the pre-test 
questionnaire in Appendix D.  
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3.4.4.3. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self-Reported 
TOEFL iBT and IELTS Academic Scores 
In order to investigate the extent to which performance on the CAT-PAV relates to 
performance on other test-based measures requiring substantial knowledge of academic 
vocabulary in English, Pearson correlation coefficients were calculated between test takers’ 
results on Batch 1, Batch 2, Batch 3, and CAT-PAV 1 (adaptive), and their self-reported 
section scores on the TOEFL iBT and IELTS Academic tests.  
 
3.4.4.4. Control for Sentence Difficulty Level 
In order to reduce the chance that test takers’ reading ability influenced the estimation 
of their abilities on the CAT-PAV, sentence difficulty was controlled during item 
development through strict specifications determining that at least 50% of the words 
employed in any example sentence in the CAT-PAV were among the 500 most common 
general English words, based on the overall COCA corpus.  
 
3.4.4.5. Comparison Between the Ability Estimates of Native Speakers of English vs. ESL 
Learners 
In order to assess whether native speakers of English (as a group) significantly 
outperformed ESL learners (as a group) on the adaptive version of the CAT-PAV, a Welch 
 t-test was performed. Additionally, the variation in ability estimates for the two groups was 
also investigated, since native speakers were hypothesized to show considerably less 
variation in their estimates than ESL learners.  
 
3.4.5. Analysis for Research Question 5 (Utilization Inference) 
Research Question 5 (Warrant 5): Are CAT-PAV scores indicative of ESL placement for ISU 
students and do these students, as well as ESL instructors at ISU, express positive views 
regarding the test, its format, its impact, and its intended uses? 
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3.4.5.1. CAT-PAV Ability Estimates as an Indication of Placement Results from Iowa 
State’s English Placement Test (EPT) 
The first analysis performed, conducted for Batch 3 and for the adaptive version of 
the CAT-PAV, was an analysis of variance (ANOVA) and a subsequent Tukey HSD post-
hoc test to investigate whether the variances in the estimated abilities for ISU students with 
three different and hierarchical ESL writing placement results showed a statistically 
significant difference: those who were placed into 101B (lower level), those who were placed 
into 101C/D (higher level), and those who tested out or were exempt from taking an ESL 
writing class. A Welch t-test was also performed for ISU students in Batch 3, who indicated 
their listening and reading results on the English Placement Test (EPT) at ISU (Figure 38). 
Such a statistically significant difference would provide support to the warrant that CAT-
PAV scores can be useful as a complimentary placement aid.  
 
  
Figure 38. Group-level comparisons performed according to ISU students’ self-reported 
results on the English Placement Test (EPT).  
 
 
 Unfortunately, due to the small number of test takers placed into some of these classes 
in Batches 1 and 2, and due to the small number of test takers from the computer-adaptive 
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version of the CAT-PAV who were placed into 99R and 99L classes, further comparisons 
involving these students were not performed.  
 
3.4.5.2. Test Takers’ Views on Taking the CAT-PAV on a Frequent Basis or as a 
Component of the EPT  
 An analysis of responses of test takers in the three non-adaptive batches of the CAT-
PAV (Batch 1, 2, and 3) to question 6 in the post-test questionnaire in Appendix E was 
conducted to investigate the extent to which they would be willing to be tested on more than 
one version of the CAT-PAV. The percentage of ESL instructors who took one of the non-
adaptive batches of the CAT-PAV and indicated that use of the CAT-PAV as an ongoing 
diagnostic tool or as a component of the EPT (questions 3 and 4 on the post-test 
questionnaire in Appendix H, respectively) could have positive effects for ESL learners was 
also analyzed.  
 
3.4.5.3. The CAT-PAV’s Face Value with Test Takers 
The extent to which test takers of one of the three non-adaptive batches of the CAT-
PAV believed that CAT-PAV raw scores represented their ability to use academic vocabulary 
in context was investigated by analyzing the percentage of these test takers who indicated 
that raw CAT-PAV scores represented, at least to some extent, their ability to use academic 
vocabulary in context, based these test takers’ responses to question 4 in the post-test 
questionnaire in Appendix E. Since CAT-PAV items in those three non-adaptive batches 
were still being calibrated, it was not possible to refer to test takers’ IRT-based ability 
estimates, and their raw scores had to be employed instead.   
 
3.4.5.4. Implementation of the CAT-PAV and Positive Washback 
 The responses of the 398 test takers to question 3 in the post-test questionnaire in 
Appendix E were analyzed with a means to assessing what percentage of these test takers 
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believed that taking the CAT-PAV positively impacted their academic English knowledge, in 
general. Their responses to question 1 in the post-test questionnaire in Appendix E, in turn, 
allowed for a closer look at what percentage of these same test takers believed that taking the 
CAT-PAV helped them learn something new in terms of academic vocabulary, specifically.   
 
3.4.5.5. Usefulness of the CAT-PAV Format and Feedback 
Finally, the percentage of test takers who believed that the CAT-PAV test format (in 
which test takers saw synonyms of the correct target word for the item during a second 
attempt) was useful in helping them arrive at the correct answer was examined based on 
responses to question 2 in the post-test questionnaire in Appendix E, while the percentage of 
test takers who believed that the feedback they received during the test was helpful was 
examined based on responses to question 5 in the same post-test questionnaire.  
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CHAPTER 4. RESULTS 
 
 In the previous chapter (Methodology), the exact data analysis methods employed in 
investigating each one of the backings in the interpretative argument for the CAT-PAV were 
presented, with each of the backings supporting a specific assumption and thus contributing 
to warranting one of the five inferences in the interpretive argument. Each of the five 
inferences (and their associated warrant), in turn, was aligned with one of the five research 
questions that the present study aimed to answer. In this chapter, the results of all the data 
analyses conducted for addressing research questions 1-5, and which will therefore provide 
either supporting or contradicting evidence for the five warrants in the interpretive argument, 
will be presented. Following the organization employed for the Data Analysis section (3.4) in 
the Methodology chapter, results will be discussed in terms of the five research questions that 
have guided the present study and the section and subsection numberings in the present 
chapter will be aligned with that of the previous chapter, with upcoming section 4.1 
describing the results of the analyses discussed in section 3.4.1 in the Methodology chapter, 
section 4.2 discussing the results of the analyses discussed in section 3.4.2 in the 
Methodology chapter, and so on.  
 
4.1. Results for Research Question 1 (Domain Description Inference) 
Research Question 1 (Warrant 1): Are the CAT-PAV task, as well as the knowledge and 
abilities required to correctly complete its items typical of those encountered in ESL classes 
in an English-medium institution of higher education? 
 
 In order to answer RQ1 above and provide evidence for warranting the Domain 
Description Inference in the interpretive argument for the CAT-PAV, the following backings 
needed to be provided: (a) the task present in the CAT-PAV is typical of ESL classes at ISU 
and can be found in ESL textbooks employed in these classes; (b) ESL instructors believe 
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that the abilities and knowledge required to achieve a good score on the CAT-PAV are also 
necessary when using academic vocabulary in ESL classes at ISU, and; (c) target academic 
words assessed in the CAT-PAV are representative of academic English, cover a wide range 
of frequencies, and are assessed in authentic contexts of usage.  
 
4.1.1. Course Materials Employed in ESL Courses at ISU 
 In order to collect partial evidence supporting the Domain Description inference in 
the interpretive argument of the CAT-PAV, the textbooks currently employed in the 99R, 
99L, 101B, 101C, and 101D classes at Iowa State were examined. The books analyzed were: 
 
99R textbook: Inside Reading 4: The Academic Word List in Context (2nd ed.), by Kent 
Richmond 
99L textbook:  Learn to Listen, Listen to Learn 1 (3rd ed.), by Roni S. Lebauer 
101B textbook:  Engaging Writing 1: Essential Skills for Academic Writing (2nd ed.), by  
Mary Fitzpatrick 
101C textbooks: Final Draft 4, by Wendy Asplin, Monica F. Jacobe, and Alan S. Kennedy  
(Fall semester); Engaging Writing 2, by Mary Fitzpatrick (Spring semester) 
101D textbook: Academic Writing for Graduate Students (3rd ed.), by J.M Swales and C.B.  
Feak 
 
 The textbook currently employed in the 99R course makes it clear on its first inside 
page that one of the goals of the series is to help ESL learners acquire the words in the 
Academic Word List, or AWL (Coxhead, 2000). In each chapter, different target AWL words 
are presented in context through longer reading passages, and knowledge of these words is 
also assessed through a gap-filling exercise similar to the one employed in the CAT-PAV (for 
example, p. 30 in the book, shown in Appendix J). The difference between the assessment of 
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these academic words in the 99R textbook and in the CAT-PAV is that only one sample 
sentence is employed in the former and that a limited number of options are provided to help 
students in a form of guided practice. In the CAT-PAV, on the other hand, a limited number 
of options is not provided, since it is a test of active recall. Synonyms of each target word are 
also studied in each chapter through a contextualized exercise in which students must select 
the best of two possible meanings for each target word in a sentence (for example, exercise B 
on page 7 in the book, shown in Appendix J). Lastly, the study of collocations for the target 
academic words is also emphasized through a Collocations Chart, followed by a gap-filling 
activity (for example, p. 15 in the book, shown in Appendix J).  
 The current textbook employed in the 99L course at Iowa State University focuses on 
helping ESL learners develop listening strategies for helping them better cope with academic 
lectures, talks, and discussions at the university level. As with the 99R textbook, knowledge 
of words in the AWL is emphasized in the course, albeit less so than in the 99R course. These 
academic words from the AWL are marked with an asterisk throughout the book (for 
example, p. 109 in the book, shown in Appendix J) in order to draw ESL learners’ attention 
to these words. At the end of the book (p. 186, shown in Appendix J), a list is provided to 
students of the academic words form the AWL that were used in the audio lectures, with a 
reference to which lecture(s) the word was employed on for further study.  
 In Engaging Writing 1, the textbook employed in the 101B course at ISU, academic 
words from the AWL are also identified with an asterisk in the vocabulary exercises (p. 5, 
shown in Appendix J) and in the glossing of the readings (p. 3, shown in Appendix J). 
Students are also encouraged to use those academic words productively when writing their 
own paragraphs (the organizational unit the book focuses on).  
 In Engaging Writing 2, the textbook employed in the 101C course in Spring, just as 
with Engaging Writing 1, words from the AWL are identified both in vocabulary exercises 
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and in readings and students are encouraged to use those words in their own writing of essays 
(the organizational unit the book focuses on) at the end of each chapter. Interestingly, the 
book also employs an exercise that is very similar to the item type found in the CAT-PAV in 
order to provide students with guided productive practice of how to use those words in a 
context appropriate manner (p. 10, as shown in Appendix J).  In the other textbook employed 
in the 101C course at Iowa State University (Fall semester), namely Final Draft 4, the 
learning and assessment of specific academic words drawn primarily from the AWL is a 
central focus of the “Academic Vocabulary” section, a section present in every chapter in the 
book (for example, p. 82, shown in Appendix J), while the “Academic Collocations” section 
introduces ESL learners to frequent, corpus-based collocations for the academic words in 
“Academic Vocabulary” (p. 83, as shown in Appendix J). The aim of these two sections, 
which introduce ESL learners to specific academic vocabulary in a passive, guided form 
through multiple-choice exercises, is to help lay the lexical foundation for the end-of-chapter 
activity, in which students are require to employ those words actively when writing an essay 
related to the chapter’s topic. At the end of the book, learners are also provided with a list of 
the academic words in the book and those drawn from the AWL are prominently marked.  
 With regard to the attention given to academic vocabulary in 101D, the course 
coordinator (Professor Tammy Slater) has always encouraged instructors to make use of the 
online COCA tool during the semester, precisely the same tool employed in the development 
of the CAT-PAV. The goal of introducing students to COCA and its search capabilities 
during the course is to enable students to be more independent in their discovery of what 
expressions and words are more appropriate when writing academically in English. With 
regard to the textbook by Swales and Feak (2012) currently employed for in the 101D course, 
despite the book not making overt use of an academic word list such as the AWL, both active 
and passive knowledge of academic vocabulary are practiced by means of a gap-filling 
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exercises (for example, p. 46, shown in Appendix J), as is collocational knowledge of 
important academic words (for example, p. 21), shown in Appendix J).  
 The analyses above provide partial support that the task employed in the CAT-PAV is 
representative of ESL classes at Iowa State University.  
 
4.1.2. ESL Instructors’ Responses to Appendix H Questionnaire 
 The responses by the 20 ESL instructors at ISU who took one of the three non-
adaptive batches of the CAT-PAV to question 1 in the post-test questionnaire in Appendix H 
can be found in Table 9.  
 
Table 9 
ISU ESL Instructors’ Responses to Question 1 (Appendix H): ‘Do you believe that in order to 
achieve a good score in the test students must make use of abilities and knowledge that are 
also necessary when using academic vocabulary in ESL classes at Iowa State University?’ 
 Batch 1 (N = 8) Batch 2 (N = 6) Batch 3 (N = 6) 
Yes 7 (87.50%) 5 (83.33%) 5 (83.33%) 
No 1 (12.50%) 1 (16.67%) 1 (16.67%) 
   
 
 Of the 20 ESL instructors, 85% of them believed that the knowledge and abilities 
required to achieve a good score on the CAT-PAV are also necessary when using vocabulary 
in ESL classes at ISU. The 17 ESL teachers who answered ‘Yes’ to question 1 were asked to 
elaborate on their answers, and some of their views (those that were expressed in a clear 
manner and identified specific reasons) are shown below: 
 
• ‘Using collocations appropriately is not easy for nonnative English learners. 
Therefore, I think this type of activity might be helpful to raise students’ awareness of 
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the use of correct collocation in English. This might help improve their writing as 
well.’ (Batch 3) 
•  ‘It makes us to memorize many words.’ (Batch 3) 
• ‘Reading skills and vocabulary knowledge.’ (Batch 1) 
• ‘When a grad student needs to write an academic paper, he/she needs to use these 
vocabulary anyway.’ (Batch 2) 
• ‘We need formal words to use in academic writing.’ (Batch 2) 
• ‘Use of synonym to enrich the writing process.’ (Batch 1) 
• ‘Several online vocabulary websites mentioned in the ESL classes are the necessary 
tools for achieving good score in the CAT-PAV test.’ (Batch 1) 
• ‘Knowledge of words and ability to use them in the right position.’ (Batch 1) 
 
The 3 ESL teachers who answered ‘No’ to question 1 were asked to elaborate on their 
answers, and provided the following comments: 
 
• ‘ESL classes that I took focus on the writing essays and did not emphasize on broaden 
my vocabulary. One of the factors is because teachers allow students to use the 
synonym of the words in order to complete the sentence. While in this test, in order to 
score high, we need to know the exact answers that had been programmed.’ (Batch 3) 
• ‘Cause ESL classes present more if we can say more advanced and/or unfamiliar 
words than those in this test.’ (Batch 1) 
• ‘What is a CAT-PAV?’ (Batch 3) 
 
 The responses by the same 20 ESL instructors to question 2 in the post-test 
questionnaire in Appendix H is shown in Table 10. 
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Table 10 
ISU ESL Instructors’ Responses to Question 2 (Appendix H): ‘Is the task you completed 
during the test (fill-in-the-gap exercise) typical of/common in the ESL classes you have 
taught at Iowa State University?’ 
 Batch 1 (N = 8) Batch 2 (N = 6) Batch 3 (N = 6) 
Yes 4 (50%) 3 (50%) 5 (83.33%) 
No 4 (50%) 3 (50%) 1 (16.67%) 
 
As can be gathered from the results in table 10, 60% of the ESL instructors (12 who said 
“yes” divided by 20 instructors in total) believed that the task in the CAT-PAV is typical 
of/common to the ESL classes they have taught at Iowa State.  
 
4.1.3. Representativeness and Authenticity of Usage of CAT-PAV Target Words 
 The two people involved in the development of items for the CAT-PAV (a trained 
research assistant and I) closely followed the specifications, during item development, that 
only words from the AVL could be chosen as target words for CAT-PAV items, and that all 
sample sentences had to be drawn from the academic subset of the COCA corpus.   
The responses of ESL instructors to questions 1 and 2 in Appendix H, combined with 
the analysis of course materials employed in ESL classes at ISU and the close attention paid 
to item development specifications, indicate support for the Domain Description inference.  
 
4.2. Results for Research Question 2 (Evaluation Inference) 
 
Research Question 2 (Warrant 2): Is the CAT-PAV a psychometrically robust assessment 
tool? 
 In order to answer RQ2 above and provide evidence for warranting the Evaluation 
Inference in the interpretive argument for the CAT-PAV, the following backings needed to 
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be provided: (a) the process employed for the trialing of all test items ensured that there is 
only one correct answer per item (no double keys); (b) the test was reliably scored and no 
technical issues affected the scoring of the CAT-PAV; (c) results from item and test analyses 
were satisfactory, and anchor items for scale linking with subsequent batches were chosen to 
optimize the accuracy of such linking, and; (d) results from simulations informed the 
parameters of the operational adaptive CAT-PAV, leading to an adaptive assessment with 
low measurement error and sufficient precision of measurement.  
  
4.2.1. Quality Assurance of Test Logic and Scoring for Batches 1, 2, and 3 
 No issues were encountered with the implementation of each of the three non-
adaptive forms of the CAT-PAV on Qualtrics. The results of several trials in which I took the 
test myself, employing different response patterns each time, showed that both the test logic 
algorithm, as well as the scoring algorithm were successfully implemented and performed as 
expected.   
 
4.2.2. Test Internal Consistency Reliability 
The internal reliability for Batches 1, 2, and 3 of the non-adaptive CAT-PAV, as well 
as a summary of participants’ scores in each batch is presented in Table 11. Given the 
polytomous nature of the CAT-PAV items, Cronbach’s alpha (a.k.a. coefficient alpha, a 
generalized version of KR-20) was employed as the measure of internal consistency 
reliability.  
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Table 11 
Summary of Participants’ Scores in Each of the Three Batches of the CAT-PAV and 
Associated Internal Reliability Measures  
 Min/Max 
Score 
Mean/Median 
Score 
SD Reliability 
(Coef. Alpha) 
95% C.I. S.E.M 
Batch 1  11.5 / 75.0 52.06 / 54.50 14.75 0.910 (0.887, 0.930) 4.41 
  (N = 140)       
Batch 2 3.0 / 77.0 40.66 / 41.00 17.33 0.934 (0.918, 0.948) 4.45 
  (N = 153)       
Batch 3 0.0 / 78.0 26.96 / 26.00 18.18 0.946 (0.930, 0.959) 4.22 
  (N = 110)       
 
As can be observed in Table 11, the value of coefficient alpha for all three non-adaptive 
batches of the CAT-PAV was above 0.91. Fulcher (2013) and Linacre (2017) note that 
reliabilities above 0.90 are required to justify three cutoff scores in a test, that is, in order for 
test takers to be reliably placed into four statistically distinct levels of performance (called 
strata). The higher the reliability of an assessment, the smaller tends to be the standard error 
of measurement (SEM) associated with test scores, which in turn allows for smaller 
confidence intervals around cut scores. This becomes clearer when the SEM of Batch 1 
scores (4.41) vs. Batch 3 scores (4.22), and that of Batch 2 scores (4.45) vs. Batch 3 scores 
(4.22) are compared, since Batch 3 has the highest reliability of all three batches. The reason 
why the SEM for Batch 2 scores is slightly higher than that for Batch 1 scores, despite the 
former’s higher reliability, is the higher standard deviation observed for scores in Batch 2 
(SD = 17.33) when compared to Batch 1 (SD = 14.75), which tends to increase the SEM.  
 Table 11 also clearly shows that the overall difficulty of Batches 1, 2, and 3 was not 
the same. By comparing the mean and median scores on Batch 1 ( x = 52.06, ~x =54.50), 
Batch 2 ( x = 40.66, ~x =41.00), and Batch 3 ( x = 26.96, ~x =26.00), we note that Batch 3 was 
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considerably harder than Batch 2, which, in turn, was considerably harder than Batch 1. As 
will become clear in section 4.2.5 below (Scale Linking), Batch 1, in general, assessed 
productive and contextualized knowledge of academic words with a lower frequency rank 
(therefore, words that are more frequent) than Batch 2. The academic words assessed in 
Batch 2, in turn, were more frequent, overall, than those in Batch 3.  
 
4.2.3. Item Category Facility (IF) and Discrimination (ID) 
 As discussed in section 3.4.2.3., one would expect to see a high and negative 
discrimination for category 0 (no credit), a somewhat lower (whether negative or positive) 
discrimination for category 1 (partial credit), and a positive and high discrimination for 
correct category 2 (full credit). The CTT item-level statistics for difficulty and discrimination 
for each item in Batches 1, 2, and 3, as well as for each of the three score categories 
associated with each polytomous item, can be found in Appendix K (Batch 1), Appendix L 
(Batch 2), and Appendix M ((Batch 3), respectively.  
 For polytomous items, the difficulty of each category is simply the percentage of test 
takers who received that category score for the item, with the difficulties of all three 
categories summing up to 1.0 (i.e., 100%). The overall item difficulty is simply the rounded 
overall score on the item, across all three categories (namely, 0, 1, and 2), which is 
mathematically equal to the item’s mean score over the maximum number of possible points 
(2 in our case). The overall difficulty for the item “study” in Batch 1 (Appendix J), for 
instance, is 1.4857, calculated in the following way, based on the weighted difficulty 
statistics of its categories: 
 
Overall Difficulty (Study) = (0 x 0.1929) + (1 x 0.1286) + (2 x 0.6786) = 1.4857 
 
137 
 
 
 
The discrimination of an item category, in turn, is simply the Pearson correlation between the 
score in that category and the total-test score (a point-biserial correlation in this case). The 
overall discrimination for an item is the Pearson correlation between scores on that item (0,1 
or 2) and total-test scores.  
 Any items in the CAT-PAV that, to some extent, violated the expectation discussed 
above to see a high and negative discrimination for category 0 (no credit), a somewhat lower 
(whether negative or positive) discrimination for category 1 (partial credit), and a positive 
and high discrimination for correct category 2 (full credit), have been marked in red in 
appendices K-M for ease of reference. Suboptimal results for any item regarding item 
category discrimination were considered when assessing whether an item should be discarded 
and/or not included as an anchor item in subsequent batches. Given the suboptimal 
discrimination statistics for the item targeting the academic word “data” (Appendix J), as 
well as the very low statistical information associated with this word, the item was discarded 
from Batch 1 data and all subsequent analysis (more on this shortly).  
 
4.2.4. Analysis of Best-Fitting Polytomous Model (Batch 1 only) and Item Calibration 
(all batches) 
 Analysis of which of the four polytomous models considered (PCM, GPCM, GRM, 
MGRM) best fitted the response data of Batch 1 was performed in the following sequence: 
 
STEP 1. ANOVA (fitted PCM vs fitted GPCM) 
STEP 2. ANOVA (winning model from step 1 vs fitted GRM) 
STEP 3. ANOVA (winning model from step 2 vs fitted MGRM) 
 
Results from Step 1 are displayed in Table 12.  
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Table 12 
Comparison of Model-Fit Between PCM and GPCM (Step 1) 
 
Model AIC BIC logLik X2 df p 
PCM 8829.339 9061.729 - 4335.669 NaN NaN NaN 
GPCM 8764.224 9108.396 - 4265.112 141.115 38 <0.0001 
AIC = Alkaline Information Criterion; BIC = Bayesian Information Criterion; logLik = log likelihood; X2= chi-square;  
df = degrees of freedom; p = probability.  
 
Results of the comparison in Table 12 indicated that the GPCM model provided a better fit to 
the Batch 1 data than did the PCM, for the following reasons. Smaller values are preferred for 
both AIC and BIC, and for nested models (as is the case in Table 12, in which the PCM is a 
nested version of the GPCM), lower likelihood ratios are preferred (DeAyala, 2009). The 
degrees of freedom in the comparison indicate the difference in the number of additional 
parameters that must be estimated for the more complex of the two models being compared 
(Embretson & Reise, 2000). Since the GPCM includes a discrimination parameter for each 
item, it is the more complex of the two. AIC (Alkaine Information Criterion) and BIC 
(Bayesian Information Criterion) are two additional information-based criteria for analyzing 
model fit that tend to penalize models with a larger number of parameters to be estimated, 
with smaller values being preferred (DeAyala, 2009). The results in Table 12 indicate that the 
GPCM provides lower values of both AIC and log-likelihood (despite providing a higher 
value of BIC), having therefore been chosen as the better-fitting of the two models. Results 
from Step 2 are displayed in Table 13.  
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Table 13 
Comparison of model-fit between GRM and GPCM (Step 2) 
 
Model AIC BIC logLik X2 df p 
GRM 8781.001 9125.173 - 4273.501 NaN NaN NaN 
GPCM 8764.224 9108.396 - 4265.112 16.778 0 <0.0001 
AIC = Alkaline Information Criterion; BIC = Bayesian Information Criterion; logLik = log likelihood; X2= chi-square;  
df = degrees of freedom; p = probability.  
 
Results of the comparison of fit in Table 13 indicated that the GPCM model provided a better 
fit to the Batch 1 data than did the GRM; the values of both AIC and BIC were smaller for 
the GPCM than for the GRM. Results from Step 3 are displayed in Table 14.  
 
Table 14 
Comparison of model-fit between MGRM and GPCM (Step 3) 
 
Model AIC BIC logLik X2 df p 
MGRM 8956.934 9189.323 - 4399.467 NaN NaN NaN 
GPCM 8764.224 9108.396 - 4265.112 268.71 38 <0.0001 
AIC = Alkaline Information Criterion; BIC = Bayesian Information Criterion; logLik = log likelihood; X2= chi-square;  
df = degrees of freedom; p = probability.  
 
 Results of the comparison of fit in Table 14 indicated that the GPCM model provided 
a better fit to the Batch 1 data than did the MGRM; the values of both AIC and BIC were 
smaller for the GPCM than for the MGRM.  
Give the results above from Step 1-3 showing that the GPCM was the best-fitting of 
the four models considered for calibration of CAT-PAV items, the GPCM was then 
employed to fit Batch 1 data, as well as subsequent and scale-linked batches 2 and 3. It 
should be noted that, if we compare the fit of the GPCM model to the data to that of the GRM 
140 
 
 
 
model to the data (shown in Table 13), the GPCM model provides only slightly better fit to 
Batch 1 data than the GRM (since the AIC and BIC values for the former are smaller than for 
the latter). Although such a small difference in fit (which indicates that the discrepancy 
between model predictions and actual response data is higher in the GRM model) could have 
little impact in practice, there is no good reason to accept a measurement model that provides 
a statistically significant lesser fit to actual data, since any gains in measurement precision are 
important.  Additionally, it is important to note that the fit of the PCM, GRM, and MGRM to 
Batch 2 and Batch 3 data was not analyzed, since the GPCM had already been employed as 
the calibration model based on which anchor items from Batch 1 were selected for inclusion 
in Batch 2.  
The exact anchor items employed in Batches 2 and 3 for linking the scale of their 
items to that of Batch 1’s will be discussed in detail in the next section. The parameters for 
each of the (already linked) items in each of the three non-adaptive batches can be found in 
Appendix N, O, and P, respectively. Although the specific anchor items employed in Batches 
2 and 3 for scale linking and why those specific items were chosen will be discussed in detail 
shortly, these have been marked in yellow in Appendix O (Batch 2) and Appendix P (Batch 
3) for readers’ ease of reference.  Any items whose significance value for the chi-square 
statistic (a measure of item-model fit) is below 0.05 are marked in red.  
It is important to note at this point that item-model fit statistics such as the chi-square 
statistic for the analysis of the fit of polytomous items can be influenced by several factors, 
including the number of test items and the number of participants employed in estimating 
item parameters (sample size). The more items in the test and the more participants have been 
employed for item parameter estimation, the smaller the chance of Type 1 error rates 
(Linacre, 1994; Orlando & Thissen, 2003), that is, the smaller the chance of a false positive 
(identifying an item as misfitting when in fact it is not). The number of participants becomes 
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increasingly important for fitting polytomous models such as the GPCM, in which more 
parameters need to be estimated (given the existence of a discrimination parameter for every 
item) than in a model such as the PCM or the MGRM. Therefore, item fit statistics should be 
employed in conjunction with other item-level CTT and IRT statistics and/or visualizations 
before a decision is made to discard or keep an item identified as misfitting. As such, an item 
that is highly discriminating in a CCT approach and which is informative over a relatively 
broad range of ability estimates might be kept and deemed acceptable even if a chi-square 
based statistic identified the item as potentially misfitting, especially if deleting the item will 
decrease the internal consistency reliability of the test.    
4.2.5. Scale Linking (Batches 2 and 3 Only) 
 In order for all CAT-APV items to be directly comparable to each other, it was 
necessary to place items in Batches 2 and 3 on the same scale of items in Batch 1. Once 
Batch 2 items were placed on the same scale as Batch 1 items, it was possible to analyze their 
ICCs and goodness-of-fit statistics. Such analysis helped in deciding, as will shortly become 
clear, whether any items should be discarded and which among the items could potentially 
serve as anchor items for future linking with Batch 3 items. Once Batch 3 items had been 
placed on the original scale of Batch 1 items through linking with (already linked) Batch 2 
items, these Batch 3 items could, in turn, be assessed with regard to the qualities of their 
ICCs and their goodness-of-fit statistics. 
 The Stocking-Lord procedure employed for linking items in Batch 2 to the original 
scale of items in Batch 1 (and subsequently those in Batch 3 to the original scale of Batch 1) 
works by finding the optimal values for two linking coefficients (A or slope, and B or 
intercept) that will be employed in the non-linear transformation of the new form item 
parameters to the scale of the base form items, in a way “that minimizes a function of the 
sum of squared differences in the test characteristic curves [of the common items in the two 
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batches]” (Meyer, 2015, p. 127).  The precise values of the A and B linking coefficients are 
therefore calculated based on the sum score of test takers of the two forms (the new form and 
the base form) on the common items.  
 As shown in yellow in Appendix N, the nine items that were common between Batch 
1 and 2 were the following: study, include, policy, require, control, base, performance, 
present, and concern. Table 15 shows the scores on the nine common items for Batch 1 and 
Batch 2 participants.   
 
Table 15. 
Sum Score of Batch 1 and Batch 2 Participants on the 9 Items Common to Both Forms  
 
 Mean SD Median IQ range 
 Batch 1 (N=140) 10.45 4.23 11.00 5.00 
 Batch 2 (N=153) 10.82 4.17 11.00 6.00 
 
As shown in Table 15, the mean score on the nine common items for participants in Batch 1 
and Batch 2 was 10.45 and 10.82, respectively, while the median score on the nine common 
items was the same for both groups ( ~x = 11). The detailed score distribution on the nine 
common items for participants in both batches can be seen in Figure 39.  
 
   
 
Figure 39. Sum scores of participants in Batch 1 and Batch 2 on the 9 items common to both 
batches (max possible score is 18) 
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Analysis of the distribution of sum scores on the nine items common to Batch 1 and Batch 2 
shows that the differences in ability between the two groups of test takers were rather small, 
with participants in Batch 2 being only slightly more able and both groups showing  
practically normally distributed scores. The effect of this small difference in ability between 
the two groups is that after the values for the slope (A) and intercept (B) variables were 
determined, Batch 2 original (i.e., non-linked) items’ discrimination and thresholds had to be 
transformed to reflect the fact that participants in Batch 2 were slightly more able than those 
in Batch 1. The values for the slope (A) and intercept (B) parameters determined by the 
Stocking-Lord during the linking of Batch 1 and Batch 2 items were 0.91 and 0.08, 
respectively. After Batch 2 item parameters were linked to the original scale of Batch 1 
items, the (transformed) unique items in Batch 2 could then be analyzed for item fit and have 
their ICCs plotted for further investigation of item quality (see next section). The original test 
characteristic curves (TCCs) for Batch 1 and Batch 2 participants based on the nine items 
common to Batch 1 and Batch 2 can be seen in Figure 40, with the image on the left 
displaying the two TCCs before linking and the image on the right displaying the 
minimization of the function of the sum of squared differences in the two test characteristic 
curves after Batch 2 items were transformed and thus linked to the scale of Batch 1 items.  
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Figure 40. GPCM-based test characteristic curve for Batch 1 and Batch 2 participants on the 
9 items common to both batches (left image shows the TCCs before linking and right image 
shows the TCCs after linking was performed) 
 
After Batch 2 item parameters were transformed to the scale of Batch 1, the thirty 
(transformed) unique items in Batch 2, as well as the nine common items between the two 
batches (keeping their transformed Batch 2 parameters for linking purposes) could then 
become possible anchor items for linking Batch 2 and Batch 3 items to the same scale (that 
of Batch 1). The transformed values for Batch 2 items can be seen in Appendix O. Readers 
should note that despite the fact that the nine common items with Batch 1 (highlighted in 
yellow in Appendix N) show their transformed values in Appendix O, the parameter values 
for those items used for item banking are naturally those from Batch 1 calibration. Their 
transformed values from Batch 2 are only used if these items are employed in linking Batch 3 
to Batch 2.  
 The eleven items that were common between Batch 2 and Batch 3, as highlighted in 
Appendix O were: stagnation, labor, policy, scope, require, control, function, performance, 
eradication, origin and concern. Table 16 shows the scores on these eleven common items 
for Batch 2 and Batch 3 participants.  
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Table 16. 
Sum Score of Batch 2 and Batch 3 Participants on the 11 Items Common to Both Forms  
 
 Mean SD Median IQ range 
Batch 2 (N=153) 11.18 5.06 11.00 7.00 
Batch 3 (N=110) 8.51 5.65 8.50 11.00 
 
 
 As shown in Table 16, the mean score on the eleven common items for participants in 
Batch 2 and Batch 3 was 11.18 and 8.51, respectively, while the median score on the eleven 
common items was 11.00 and 8.50, respectively. The detailed score distribution for 
participants in both batches can be seen in Figure 41.  
 
   
 
 
Figure 41. Sum scores of participants in Batch 2 and Batch 3 on the 11 items common to 
both batches (max possible score is 22).  Y axis values are based on a probability density 
function for score distribution.  
 
 Analysis of the distribution of sum scores of for the eleven items common to Batch 2 
and Batch 3 shows that the difference in ability between the two groups of test takers was 
quite noticeable, with participants in Batch 3 being considerably less able than those in Batch 
2. The values for the slope (A) and intercept (B) parameters determined by the Stocking-Lord 
procedure during the linking of Batch 3 and Batch 2 items were 1.32 and - 0.56, respectively. 
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After Batch 3 item parameters were linked to the scale of those of Batch 2 and therefore 
placed on the original scale of Batch 1, the (transformed) unique items in Batch 3 could then 
be analyzed for item fit and have their ICCs plotted for further investigation of item quality.  
The original test characteristic curves (TCCs) for Batch 2 and Batch 3 participants based on 
the eleven items common to Batch 2 and Batch 3 can be seen in Figure 42, with the image on 
the left showing the two TCCs before linking and the image on the right showing the 
minimization of the function of the sum of squared differences in the two test characteristic 
curves after Batch 3 items were transformed to the original scale of Batch 1 items through 
linking with Batch 2 items (already placed on the scale of Batch 1 items after the previous 
linking procedure).  
 
   
 
Figure 42. GPCM-based test characteristic curve for Batch 2 and Batch 3 participants on the 
11 items common to both batches (left image shows the TCCs before linking and right image 
shows the TCCs after linking was performed). 
 
 
 The transformed values for Batch 3 items can be seen in Appendix P. Despite the fact 
that the eleven common items with Batch 2 (highlighted in yellow in Appendix O) show 
their transformed values in Appendix P, the parameter values for those items used for item 
banking are naturally those from Batch 1 calibration in case they were present in Batch 1, or 
those from Batch 2 in case they were not present in Batch 1. It was only after Batch 2 and 
Batch 3 parameters had been transformed to the original scale of Batch 1 items that their 
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ICCs, as well as the extent to which each item showed acceptable item-model fit, could be 
investigated.  
 
4.2.6. ICC Inspection and Goodness-of-Fit-Analysis 
 
 The item characteristic curve (ICC) for each of the 39 items in Batch 1, Batch 2, and 
Batch 3, as well as their associated information curve, can be found in Appendices Q, R and 
S, respectively. Readers should note that although anchor items which were common to more 
than one batch for the purposes of scale linking (see previous section) are shown for each of 
the batches in which they appeared, their parameters values used for subsequent item 
banking were those from the batch in which they originally appeared (marked in yellow in 
the aforementioned appendices). However, for the purposes of scale linking, as discussed 
above, the parameters employed are those from the base form (Batch 1 in the case of Batch 
1-2 linking, and Batch 2 in the case of Batch 2-3 linking). In Appendix Q, the item data has 
been marked in red due to the almost complete lack of information associated with this 
specific item, which led, also due to its poor CTT and fit statistics, to its removal from the 
item pool, as will be discussed in the next section. 
 From the ICCs displayed in Appendix Q through S, we notice that items showed 
substantially diverse characteristics. We can observe substantial variation in the information 
associated with each item (depicted by the green curve) for different levels of the ability 
range, the extent to which participants were awarded a category 1 score (partial credit, 
displayed in red) for a given item, and whether threshold reversals occurred (threshold 
reversals are not uncommon in items calibrated with the GPCM, since there is no guarantee 
of threshold ordering given the local estimation of parameters). For example, some of the 
characteristic of a few selected items are noted below: 
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 Item require (Batch 1, Appendix Q): moderate amount of information across ability 
(theta) ranges -2 and 0; no threshold reversals (categories 0 and 1 cross at a lower ability 
level than do categories 1 and 2); a substantial percentage of test takers received partial credit 
for the item (37.14%) to the extent that category 1 is the most likely category for test takers 
with an estimated ability between -1.659 and -0.219;  
 
 Item practice (Batch 1, Appendix Q): high amount of information across ability range 
-1.5 and + 0.6, reaching a very high amount of information across ability range  -0.5 to +0.5, 
making this a very discriminating item for test takers in this ability range, as supported by 
it’s a parameter value (1.12, Appendix N), as well as by its CTT overall discrimination value 
of 0.598 (Appendix K); threshold reversal occurred (categories 0 and 1 cross at ability level 
+ 1.306, whereas categories 1 and 2 cross at – 2.014); a very small percentage of test takers 
received partial credit for the item (5%), to the extent that category 1 is never the most likely 
category for test takers of any ability level.  
 
 Item researcher (Batch 2, Appendix R): quite low amount of information across the 
entire ability range, making this a poorly discriminating item for test takers in general, as 
supported by its a parameter value (0.376, Appendix O), as well as by its CTT overall 
discrimination value of 0.238 (Appendix L); no threshold reversals occurred; a substantial 
percentage of test takers received partial credit for the item (37.91%) to the extent that 
category 1 is the most likely category for test takers with an estimated ability between -1.625 
and -0.006; 
 
 The chi-square goodness-of-fit statistics for the items in Batch 1, 2, and 3 can be 
found in Appendix T. As can be observed, no items in Batch 1 showed statistically 
significant item-model misfit, only two items in Batch 2 showed statistically significant 
underfit to the model (namely lack and require, marked in red), and 5 items in Batch 3 
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showed statistically significant underfit to the model (namely, policy, performance, 
eradication, origin, and insecurity, marked in red). Readers should note that the item require, 
which showed underfit in Batch 2 was an anchor item that showed acceptable item-model fit 
in Batch 1, and that the items policy, performance, eradication, and origin, despite showing 
underfit in Batch 3, were anchor items that showed acceptable item-model fit in Batch 1, 
Batch 1, Batch 2, and Batch 2, respectively. Linacre (2002) notes that underfit is usually 
unproductive, but not degrading, to the construction of measurement, while Wright and 
Linacre (1994) note that item misfit is a spectrum and there are no hard and fast rules exist, 
despite published guidelines, for deciding whether an item is indeed misfitting, given the 
significant variation in acceptable levels in practice depending on the assessment format 
(multiple choice items or rating scale), as well as the contexts in which the assessment will 
be employed.  
 
4.2.7. Item Deletion and Recalibration (if necessary) 
 
 In order to assess whether an item in any of the three non-computer adaptive batches 
of the CAT-PAV should be deleted from its batch (requiring subsequent batch recalibration) 
and not used as a possible anchor item in subsequent batches, both CTT (Appendices K – M) 
and IRT (Appendices N – P) item-level information were considered.  
Upon inspection of item-level information, the following items were considered for potential 
deletion: provide (Batch 1), data (Batch 1), lack (Batch 2), require (Batch 2), policy (Batch 
3), performance (Batch 3), eradication (Batch 3), origin (Batch 3), and finally, insecurity 
(Batch 3). The reasons why an item was considered for deletion, the reasons why the item 
perhaps should not be deleted, and the final decision regarding whether to delete the item are 
shown in Table 17. Items that also appeared in a previous batch are shown in yellow.  
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Table 17. 
Batch 1, 2, and 3 Items Considered for Possible Deletion (and Final Decision) 
    
Item Considered 
for Deletion (Batch) 
For Deletion Against Deletion Decision 
    
 
provide (1) . low overall discrimination  
. low information  
. deletion of the item increases 
Batch 1 internal reliability from 
0.9119 (after removal of the item 
data) to 0.9136. 
. acceptable item-model fit 
. negative discrimination 
for category 0 and positive 
for category 2 
. one fewer banked item for 
the adaptive CAT  
. Useful for diagnostic 
purposes, albeit less so for 
placement purposes 
 
Kept 
data (1) . very low overall CTT and IRT 
discrimination  
. very low information  
. higher discrimination for category 
1 (partial credit) than category 2 
(full credit) 
. deletion of the item increases 
Batch 1 original internal reliability 
from 0.9104 to 0.9119. 
 
. one fewer banked item for 
the adaptive CAT  
. acceptable item-model fit 
based on chi-square p-
value. 
Deleted  
lack (2) . item underfitted the model, based 
on chi-square p-value in Batch 2. 
 
 
. deletion of the item 
decreases Batch 2 internal 
reliability from 0.9340 to 
0.9318. 
. high overall CTT and IRT 
discrimination 
. one fewer banked item for 
the adaptive CAT  
 
 
Kept 
require (2) . item underfitted the model, based 
on chi-square p-value in Batch 2. 
 
. no threshold reversals in 
either Bach 1 or Batch 2 
calibration 
. deletion of the item 
decreases Batch 2 internal 
reliability from 0.9340 to 
0.9332. 
. moderate overall CTT and 
IRT discrimination in 
Batch 1 and 2.  
. acceptable item-model fit 
in Batch 1 based on chi-
square p-value. 
. one fewer banked item for 
the adaptive CAT  
 
Kept 
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Table 17. (Continued) 
Batch 1, 2, and 3 Items Considered for Possible Deletion (and Final Decision)  
Item Considered 
for Deletion (Batch) 
For Deletion Against Deletion Decision 
    
policy (3) . item underfitted the model, based 
on chi-square p-value in Batch 3. 
 
. moderate overall CTT and 
IRT discrimination in 
Batch 1, Batch 2, and 
Batch 3.  
. item deletion decreases 
internal test reliability in 
Batch 1 (0.9119 to 0.9093), 
Batch 2 (0.9340 to 0.9331), 
and Batch 3 (0.9461 to 
0.9445) 
. acceptable item-model in 
Batch 1 and Batch 2, based 
on chi-square p-values.  
. one fewer banked item for 
the adaptive CAT  
 
Kept 
performance (3) . item underfitted the model, based 
on chi-square p-value in Batch 1, 
Batch 2, and Batch 3 calibration. 
 
. moderate to high overall 
CTT and IRT 
discrimination in Batch 1, 
Batch 2, and Batch 3.  
. item deletion decreases 
internal test reliability in 
Batch 1 (0.9119 to 0.9083), 
Batch 2 (0.9340 to 0.9333), 
and Batch 3 (0.9461 to 
0.9442) 
. acceptable item-model in 
Batch 1 and Batch 2, based 
on chi-square p-values. 
. no threshold reversals in 
Batch 1 and Batch 2 
calibration 
. one fewer banked item for 
the adaptive CAT  
 
Kept 
eradication (3)  . item underfitted the model, based 
on chi-square p-value in Batch 3. 
 
. very high discrimination 
for ability range -0.5 to 
+1.5 in Batch 2 and Bach 3  
. item deletion decreases 
internal test reliability in 
Batch 2 (0.9340 to 0.9313), 
and Batch 3 (0.9461 to 
0.9440) 
. acceptable item-model in 
Batch 2, based on chi-
square p-value. 
. one fewer banked item for 
the adaptive CAT  
 
Kept 
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Table 17. (Continued) 
Batch 1, 2, and 3 Items Considered for Possible Deletion (and Final Decision)  
Item Considered 
for Deletion (Batch) 
For Deletion Against Deletion Decision 
    
    
origin (3) . item underfitted the model, based 
on chi-square p-value in Batch 3. 
 
. moderate overall CTT and 
IRT discrimination   
. no threshold reversals in 
Batch 2 and Batch 3 
calibration 
. acceptable item-model fit 
in Batch 2, based on chi-
square p-value.  
. item deletion decreases 
internal test reliability in 
Batch 2 (0.9340 to 0.9321), 
and Batch 3 (0.9461 to 
0.9451) 
. one fewer banked item for 
the adaptive CAT  
 
Kept  
insecurity (3) . item underfitted the model, based 
on chi-square p-value in Batch 3. 
 
. moderate CTT 
discrimination and very 
IRT discrimination in 
Batch 3 for ability range 0 
to + 1.5 
. no threshold reversal 
. item deletion decreases 
internal test reliability in 
Batch 3 (0.9461 to 0.9446) 
. one fewer banked item for 
the adaptive CAT  
 
Kept 
 
  As can be seen in Table 17, out of the nine items considered for deletion (resulting in 
batch recalibration), the only item excluded was the item data, in Batch 1. This item showed 
a large number of undesirable psychometric qualities, including very low item discrimination 
and a higher positive discrimination for category 1 than for category 2. After the item data 
was excluded from Batch 1, the remaining 38 items were recalibrated and their recalibrated 
values used for item banking and or/anchor item selection. With regard to the eight other 
items considered for exclusion, the reasons for keeping them outweighed the reasons for 
excluding them, especially given their usefulness in a computer-adaptive version of the CAT-
PAV. Items that were kept in the test were considered as possible linking anchor items for 
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linking with subsequent batches and used in estimating test takers’ ability levels and their 
associated standard errors.  
 
4.2.8. Estimation of Test Takers’ Ability and Associated Standard Errors 
 Once all items in each of the three batches had been calibrated with the GPCM 
model, and in the case of Batch 2 and Batch 3 transformed and linked to the original scale of 
Batch 1, the ability of each of the test takers in each batch could be estimated, alongside with 
their associated error of measurement.  Figure 43 displays a histogram of the estimated 
ability of test takers in Batch 1.  
 
 
Figure 43.  Estimated abilities of test takers in Batch 1. 
 
 In Figure 43, we can see that all of the 140 participants in Batch 1 had an estimated 
ability in the range of -2.5 and + 2. The mean estimated theta for Batch 1 participants was 
0.005, with a median of - 0.043. Estimated abilities were normally distributed, with a 
skewness of – 0.055 and a kurtosis of – 0.458. Bachman (2004) indicates that values for 
skewness and kurtosis between - 2 and +2 indicate reasonably normally distributed scores. 
Figure 44 displays a histogram of the estimated ability of test takers in Batch 2.  
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Figure 44.  (Linked) Estimated abilities of test takers in Batch 2.  
 From Figure 44, we can see that all of the 153 participants in Batch 2 had an (already 
linked) estimated ability in the range of -2.5 and + 3. The mean estimated theta for Batch 2 
participants was 0.074, with a median of 0.081. Estimated abilities were normally 
distributed, with a skewness of - 0.001 and a kurtosis of – 0.043. Figure 45 displays a 
histogram of the estimated ability of test takers in Batch 3. 
 
 
Figure 45.  (Linked) Estimated abilities of test takers in Batch 3.  
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 From Figure 45, we can see that all of the 110 participants in Batch 3 had an 
estimated ability in the range of - 3 and + 3.5. The mean estimated theta for Batch 3 
participants was - 0.501, with a median of - 0.374. Estimated abilities were reasonably 
normally distributed, with a skewness of 0.0561 and a kurtosis of 0.209. Figure 46 presents a 
scatterplot of the estimated ability of participants in each of the three batches, as well as the 
error of measurement associated with such estimation.   
 
 
Figure 46. (Linked) ability estimation for test takers in batches 1, 2, and 3, along with their 
associated error of measurement.  
 
 
 Various facts can be gathered from an analysis of Figure 46. First, each of the three 
non-adaptive batches of the CAT-PAV employed for item calibration presents the most 
information (and therefore the least error of measurement) at a different point in the ability 
range. This is due to the fact that Batch 1 (least amount of measurement error at roughly  
- 0.8) contains easier items than Batch 2 (least amount of measurement error at roughly 
0.15), which in turn contains easier items than Batch 3 (least amount of measurement error at 
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roughly 0.25), as evidenced by the items’ GPCM parameters shown in appendices N-P.  In 
other words, Batch 1 is an easier form than Batch 2, which is an easier form than Batch 3. 
The farther the distance between a test taker’s ability level and the point at which an item is 
the most informative, the less information that item contains for that specific test taker, 
which brings us to the second main fact gathered from Figure 46 above. The amount of error 
present in the estimation of abilities for any of the three batches varies substantially (from 
approximately 0.19 for test takers of ability 0.15 in Batch 2, to 0.58 for a test taker of ability 
below - 2.7 in Batch 3). Based on the results seen in Figure 46, it is clear that the items 
written for the CAT-PAV, as a whole, seem to be most informative for test takers whose 
ability lie between roughly -1 and + 1, although there are certainly several items targeting 
much lower and higher ability levels, as can be gathered from a visual analysis of items’ 
ICCs in appendices Q - S. The importance of presenting test takers with items that are near 
their ability level (since these offer the most information and the least associated error of 
measurement), is not only at the foundation of computer-adaptive testing, but also an 
important point to keep in mind when selecting anchor items for scale linking.  
 
4.2.9. Selection of Anchor Items for Scale Linking Purposes 
 Once the item data had been excluded from Batch 1 and the remaining 38 items in 
the batch were recalibrated (see section 4.2.7. above regarding item deletion), Batch 1 items’ 
CTT and IRT characteristics were examined so that 9 items could be chosen as anchor items 
and included in Batch 2 for the purposes of scale linking (i.e., so that item parameters in 
Batch 2 could be linked to the original scale of Batch 1). The same applied when linking 
Batch 3 items to the scale of Batch 2 items (which had already been placed in the scale of 
Batch 1 items) through 11 anchor items. When choosing anchor items, two main criteria 
guided the process: (a) each anchor item should be as discriminating and informative as 
possible, and (b) the set of anchor items chosen for inclusion in the next batch should offer as 
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high discrimination power as possible and be as informative as possible across a wide range 
of the ability range, with especial attention to ability ranges -1.5 to + 1.5, which seemed to 
represent the bulk of the ability level of the target test-taking population based on person 
ability estimates from Batch 1 test takers, shown in Figure 43 above. Kolen and Brennan 
(2004) note that the psychometric and content characteristics of the set of anchor items 
employed for linking should be as close as possible to those of the test being linked and that 
the group of anchor items should have, to the extent possible, the same statistical 
specifications as the total test they came from, so as to accurately reflect ability differences 
between the two groups of test takers. Given the two aforementioned criteria for anchor item 
selection, and Kolen and Brennan’s (2004) suggestion, the anchor items selected for linking 
Batch 1 and Batch 2, and later Batch 2 and Batch 3 (thus placing all items onto the original 
scale/metric of Batch 1) can be seen in Table 18: 
 
Table 18.  
Anchor Items Selected for Linking All Three Non-Adaptive Versions of the CAT-PAV onto 
the Same Metric/Scale 
  
Nine Anchor Items from Batch 1  
Employed in Batch 2 – Batch 1 Linking 
Eleven Anchor Items from Batch 2 
Employed in Batch 3 – Batch 2 Linking 
  
study, include, policy, require, control, base, 
performance, present, concern 
policy, require, control, performance, 
concern, stagnation, labor, scope, function, 
eradication, origin 
 
 Items from Batch 1 selected as anchor items for subsequent inclusion in Batch 2 were 
the following: study, include, policy, require, control, base, performance, present and 
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concern. Once the 39 items in Batch 2 (including the anchors from Batch 1) were 
transformed and linked to the original scale of Batch 1, the following eleven items from 
Batch 2 were chosen as anchor items for subsequent inclusion in Batch 3 for linking 
purposes: policy, require, control, performance, concern, stagnation, labor, scope, function, 
eradication, and origin. It must be made clear at this point that although the items policy, 
require, control, performance and concern appeared in all batches, when Batch 3 items were 
linked with the already-linked Batch 2 items (and therefore placed on the original scale of 
Batch 1), it was the transformed Batch 2 parameters for those items that were used for 
linking purposes, even although it was their Batch 1 original parameters that were employed 
for item banking purposes for the subsequent computer-adaptive version of the CAT-PAV.  
 
4.2.10. Monotonicity Analysis 
 The monotonicity of all 39 items in each of the three batches was first examined 
through the function check.monotonicty in the mokken R package. Results of this non-
parametric method for investigating the monotone-homogeneity assumption (Mokken, 1971) 
indicated that none of the items in either of the three batches violated the assumption. Visual 
inspection of the ICCs for all items in batches 1 – 3 (Appendices Q – S) also show that in 
every case, the curve for category 2 (in blue) follows an increasingly monotonic function. 
Additionally, the CTT discrimination for category 2 of every item in all three batches was 
positive (Appendices K – M), which provided  additional support for the monotone-
homogeneity (increasing monotonicity) of all items in the three non-adaptive batches of the 
CAT-PAV.  
 
4.2.11. Unidimensionality Analysis 
 The essential unidimensionality assumption, namely that only one main ability is 
being measured by the test and other factors affecting item responses are treated as random 
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error, was assessed for each of the three test forms in batches 1, 2, and 3. Essential 
unidimensionality was assessed first indirectly through GPCM item-model fit statistics and 
through CTT test internal reliability coefficients. As can be seen in Appendix T, only a small 
fraction of items in the three batches showed statistically significant item-model underfit. 
The items in each batch with statistically significant item-model misfit (shown in red in 
Appendix T) were: 
 
 Batch 1: all 38 items (after removal of the item data) showed adequate fit 
 Batch 2: only items lack and require showed misfit 
 Batch 3: only items policy, performance, eradication, origin, and insecurity 
 
 With regard to item-model fit, only 7 of the 96 unique items kept in the CAT-PAV 
had a statistically significant level of misfit. Five of these were anchor items, however, that 
had shown an adequate level of item-model fit on a previous batch (namely, require, policy, 
performance, eradication, and origin), bringing the number of underfitting items to only 2 
out of 96 items kept for item banking. Another support for the essential unidimensionality of 
Batch 1, 2 and 3 comes from the internal consistency reliability coefficients for each of the 
batches, with values of 0.915, 0.934, and 0.944 respectively. Jones (2012) notes that 
reliability should be interpreted as “the proportion of variation in tests scores caused by the 
ability measured, and not by other factors” (p. 353). Therefore, the high reliability estimates 
for each of the three batches corroborates the assumption that items in the three batches are 
essentially unidimensional.  
 Two additional analyses were conducted to assess the extent to which the items in 
each of the three batches of the non-adaptive CAT-PAV (and as a direct result, in the 
subsequent adaptive version of the CAT-PAV) could be said to be measuring the same trait: 
(a) scree plotting and examination of eigenvalues associated with each factor, performed in R 
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with the psych package, and (b) Stout’s (1987) test of essential dimensionality for 
polytomous items (POLY-DIMTEST). A screeplot for Batch 1 data (after deletion of the 
item data) is shown in Figure 47, with a horizontal line marking an eigenvalue of 1 on the y 
axis:  
 
Figure 47. Screeplot for Batch 1 item data. 
 
 Figure 47 shows a clear elbow (or bend) between the first factor (eigenvalue = 8.70) 
and the second value (eigenvalue = 1.05), indicating that an essentially unidimensional 
interpretation can be supported. A commonly employed ratio of the eigenvalue of the first 
factor to the second factor in the support of essential dimensionality of the data is a ratio of 3 
(Embretson & Reise, 2000).  The ratio between the eigenvalues for the first and second 
factors for Batch 1 data is 8.29, thus supporting the assumption of essential 
unidimensionality. A screeplot for Batch 2 data is shown in Figure 48.  
161 
 
 
 
 
Figure 48. Screeplot for Batch 2 item data. 
 
 Figure 48 also shows a clear elbow between the first factor (eigenvalue = 10.70) and 
the second value (eigenvalue = 1.09) for Batch 2 data, indicating that an essentially 
unidimensional interpretation can be supported. The ratio between the eigenvalues for the 
first and second factors for Batch 2 data is 9.82. A screeplot for Batch 3 data is shown in 
Figure 49.  
 
Figure 49. Screeplot for Batch 3 item data. 
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 Figure 49 also shows an elbow, albeit slightly less prominent than for batches 1 and 
2, between the first factor (eigenvalue = 12.38) and the second value (eigenvalue = 1.53) for 
Batch 3 data, indicating that an essentially unidimensional interpretation can be supported. 
The ratio between the eigenvalues for the first and second factors for Batch 3 data is 8.19, 
slightly lower than for Batches 1 and 2.  
 The POLYDIMTEST, implemented in the sirt package in R was also employed to 
assess the unidimensionality of the test items in each batch. Results of POLYDIMTEST for 
items in Batch 1, Batch 2, and Batch 3 are displayed in Table 19.  
  
Table 19. 
POLYDIMTEST Analysis of Batch 1, Batch 2, and Batch 3 items 
      
Batch # # of Items Optimal # of 
Clusters 
Cluster Sizes DETECT statistic ASSI statistic 
Batch 1 38 5 4-11-10-8-5       0.26557158 0.01849218 
Batch 2  39 5 5-4-14-4-12 0.7047241 0.09656327 
Batch 3 39 3 23-10-6 0.10882123 0.023516522 
 
 
 Guidelines for the interpretation of results from POLYDIMTEST have been proposed 
by Jang and Roussos (2007) and Zhang (2007), with maximum accepted values of for the 
DETECT and the ASSI statistics of 0.20 and 0.25, respectively, for essential 
unidimensionality to be supported. The DETECT and ASSI statistics lead to the same 
conclusion of essential unidimensionality for Batch 3 items, but offer contradicting 
interpretations with regard to Batch 1 and Batch 2 data, with DETECT values showing a lack 
of essential unidimensionality but ASSI values showing that essential dimensionality has 
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been met. Jang and Roussos (2007) note that DETECT values between 0.2 and 0.4, as is the 
case for Batch 1, are an indication of weak multidimensionality.  
 
4.2.12. Computer Simulations of the Adaptive CAT-PAV 
 CTT and IRT-based results, as well as analysis of the monotonicity and 
unidimensionality of CAT-PAV items in all three batches provided support to the idea that a 
computer-adaptive version of the test could have several potential benefits to participants, 
including better estimation of their ability levels (due to a smaller error of measurement) and 
possibly a reduction in test length when compared to the three, 39-item non-adaptive batches 
of the test.  
 Before running the computer-adaptive simulations based on the 96 banked items 
currently available in the CAT-PAV’s item bank, it was important to establish what the “best 
case scenario” could be from a merely psychometric perspective. With regard to the 
precision of estimation of test takers ability level, the best case scenario (albeit a highly 
impractical one given the current intended uses of the test as a diagnostic or placement aid 
tool) would be if every test taker took all 96 items present in the bank. Since every single 
item in the bank adds some level of statistical information in the GPCM model as to what a 
given test taker’s ability is, the theoretically smallest possible error of measurement would 
occur if all 96 items would be administered. The amount of measurement error associated 
with a specific item for a given test taker is indirectly proportionate to the amount of 
information the item possesses at the level of the test taker. Therefore, by summing the 
statistical information available in each of the 96 items for ability levels - 4 to + 4, we are 
able to both define a theoretical maximum for the information based on all 96 items for any 
test taker, while at the same time defining a theoretical minimum for the error of 
measurement for any test taker. The formula below displays the relationship between item 
information () and error of measurement (SE): 
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SE = 1 / sqrt (I) 
 
The amount of error associated with a given item for a given test taker is simply 1 divided by 
the square root of the amount of information in that item at the estimated ability level of the 
test taker. In view of this relationship, Figure 50 displays the theoretical maximum of 
information available for test takers at different ability levels, based on all 96 items.  
 
 
Figure 50. Theoretical maximum for information at different ability levels (based on all 96 
items in the CAT-PAV item bank) 
 
 
The maximum theoretical information allowed by the current item bank is 50.16, for a test 
taker with a theta estimate of precisely 0.0. Figure 51 displays the theoretical minimum of the 
measurement error achievable for test takers at different ability levels, based on all 96 items. 
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Figure 51. Theoretical minimum for error of measurement at different ability levels (based 
on all 96 items in the CAT-PAV item ban) 
 
 
The minimum theoretical error of measurement allowed by the current item bank is 0.14, for 
a test taker with a theta estimate of 0.0. These theoretical results served to inform me, as a 
test developer, that it did not make theoretical sense to use a precision of less than 0.2 logits 
as a possible stopping criterion in the simulations for the adaptive CAT-PAV, since only test 
takers with an ability level between – 1.6 and + 1.3 could be measured with such precision, 
(see figure 51 above), but only after taking all 96 items, which would be quite impractical 
and require hours of test administration time.  
 Given the large number of possible variations in the parameters of a computer-
adaptive test (starting point, item selection algorithm, scoring algorithm, and termination 
criteria), some of these parameters had to be fixed beforehand, while others were 
implemented with different values during the simulations performed through the catR 
package in R (Magis et al., 2017). Given the intended use of the test as a possible diagnostic 
or placement tool, it was important to ensure, for security reasons, that item exposure was 
controlled to some extent and that not all test takers saw the same items at the beginning of 
the test. Thus, the following parameters were fixed for all the simulations: 
166 
 
 
 
 Starting point. Given that the bulk of the targeted population of test takers of the 
CAT-PAV had an estimated ability range based on Batch 1, 2, and 3 results between – 1 and 
+ 1 (see figures 43 – 45 above), and in order to ensure that not all test takers saw the same 
initial item, a randomesque algorithm was employed for selection of the first three items in 
the simulations for the adaptive CAT-PAV. The first item was a randomly drawn item 
among the three items in the item bank with the most information at an ability level of – 1, 
the second item a randomly drawn item among the three items in the item bank with the most 
information at an ability level of 0, and the third item a randomly drawn item among the 
three items in the item bank with the most information at an ability level of +1.  
 Item selection algorithm. The item selection algorithm chosen for the simulations was 
a randomesque algorithm based on Maximum Fisher Information (MFI) , a commonly used 
item selection algorithm that selects the most informative item in the bank given the current 
theta estimate of the test taker. By using a randomesque value of 5, the item selection 
algorithm always randomly chose one among the five most informative items in the bank 
given the current estimate of ability. Such randomization was crucial both for security 
reasons (decrease the chance that the same item is always selected in different 
administrations) and also adds to the diagnostic potential of the CAT-PAV, since test takers 
who take the test again will likely meet different item each time, even if their ability level has 
not changed in between administrations. While using a randomesque criterion alongside 
Fisher Maximum Information certainly reduces the psychometric power of the adaptive test, 
it is a more realistic case given the low and medium stakes associated with the intended uses 
of the adaptive CAT-PAV as a diagnostic or placement aid tool, respectively.  
 Scoring algorithm. The scoring algorithm employed in the computer-simulations for 
the CAT-PAV was based on Maximum Likelihood, or ML (Lord, 1980). In order to 
circumvent a statistical detail of ML, namely that if responses are all incorrect (category 0 in 
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the CAT-PAV) or all correct (category 2 in the CAT-PAV), the estimated ability is negative 
infinity and positive infinity, respectively, a truncated estimate of -4 was assigned in the 
former case and +4 in the latter. For participants at these extreme ability levels, the adaptive 
algorithm is simply not able to precisely estimate just how weak or strong they are in the test 
construct. It was also due to this ‘limitation’ of ML and to consequently decrease the chance 
that a test taker would get all items incorrect or correct that three items optimized for levels -
1, 0, and +1 were used for the first three items (see starting point discussion above).   
 The only CAT parameter experimented with during the simulations for the CAT-
PAV was the termination criterion, which in itself offers various different combinations 
based on test length, precision of estimation, classification rules (a mixture of estimated theta 
and estimated error of measurement employed when set cutoff scores are available), or 
minimum information still associated with items in the bank for a certain estimated ability 
level (Magis et al., 2017).  Based on the termination criteria, three simulations were 
performed, with ten test takers being simulated at intervals of 0.1 logits within the range of  
– 2.5 to 2.5, which is the range of interest observed during the item calibration in the three 
non-adaptive test batches (see Figures 43 – 45 above). Therefore, for each simulation, the 
responses of a total of 510 test takers were simulated, in a form of non-stratified sampling. 
Test takers’ response probabilities were simulated as modeled by the GPCM model. The 
stopping criteria employed in each of the three simulations can be seen in Table 20.  
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Table 20.  
The Three Simulations Performed on the 96-Item Bank for the CAT-PAV (conjoint rules 
follow the OR logic and are not mutually exclusive) 
   
Simulation Number Length Criterion Precision Criterion 
(based on SEM) 
Simulation 1 39 items 0.2 logits 
Simulation 2 39 items 0.3 logits 
Simulation 3 39 items None 
  
Since the non-adaptive batches of the CAT-PAV contained 39 items, it was decided to also 
employ 39 items in the case of a conjoint stopping criterion (Simulations 1-2) or as a sole 
stopping criteria (Simulation 3). Because of this choice, the responses to the post-test 
questionnaire in Appendix E could be expected to also apply to the adaptive CAT-PAV as 
long as the number of items in the adaptive CAT-PAV did not exceed 39 items. Therefore, 
simulations 1-2 served to investigate which of the two stopping parameters based on both test 
length and precision of estimate would be the most appropriate for the subsequent field test 
of the adaptive CAT-PAV with real test takers. Simulation 3 served to assess the extent to 
which an adaptive version of the test showed an improvement (psychometric, practical, or 
both) over the previous three, non-adaptive batches of the CAT-PAV. Results of Simulation 
1 can be seen in Figure 52.  
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Figure 52. Results of Simulation 1 for 510 simulated respondents (stopping criterion based 
on SE = 0.2, length = 39 items max). 
 
 By employing a conjoint criterion for termination, namely length (39 items max) or 
precision of measurement (min SE = 0.2 logits) in Simulation #1, we notice in Figure 52 that 
the majority (67%) of the 510 test takers across the range – 2.5 and +2.5 were not measured 
with a minimum precision of 0.2 and ended up being shown all 39 items, except for 
simulated test takers in the ability ranges -0.5 and + 0.5 (33%). These simulated respondents 
with true ability in the range – 0.5 and +0.5 did, however, see at least 24 items before the 
termination criterion of precision was met. Based on this conjoint criterion of length (39 
items max) or precision of measurement (0.2 logits), we also notice substantial variation in 
the estimated errors of measurement for test takers in the same true ability level, outside of 
this narrow range of - 0.5 and + 0.5 (y axis in Figure 52).  Test takers with true ability +2, for 
instance, had an SE range between 0.27 and 0.59.  The results of Simulation #1 are, however, 
significantly better than those observed for Batch 1 participants in the non-adaptive version 
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of the CAT-PAV (red curve in Figure 46 above), moderately better than for results based on 
Batch 3 (blue curve in Figure 46 above), but only slightly better than results based on the 39 
fixed items in Batch 2 (green curve in Figure 46 above).  Results of Simulation 2 can be seen 
in Figure 53: 
 
Figure 53. Results of Simulation 2 for 510 simulated respondents (stopping criterion based 
on SE = 0.3, length = 39 items max). 
 
 By employing a conjoint criterion for termination, namely length (39 items max) or 
precision of measurement (min SE = 0.3 logits) in Simulation 2, we notice in Figure 53 that 
basically all simulated test takers across the range – 1.7 and + 1.4 (the bulk of real test takers 
in the target population, based on results from the non-adaptive batches 1, 2, and 3, and 
constituting over 75% of the 510 simulated participants) were measured with a minimum 
precision of 0.3 and did not have to be shown 39 items. In fact, 38% of these 510 test takers 
had to take fewer than 15 items and 54% had to take less than 20 items. Those that saw all 39 
items constituted only 24% of the 510 simulated test takers, and belonged to ability levels 
much less frequently observed in the target population of test takers, based on results of the 
non-adaptive batches 1, 2, and 3 (Figure 46 above). This termination criterion in Simulation 
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2 brings substantial advantage over the fixed forms, since no simulated test taker with an 
ability level between - 1 .7 and + 1.4 had an SEM above 0.3, which did not happen in any of 
the three batches (Figure 46 above). The stopping criterion employed in Simulation 2 brings 
substantial improvement in measurement of precision for Batch 1 test takers of ability higher 
than + 0 .5, and significantly increases the precision of measurement for test takers from 
Batch 2 and Batch 3 of ability less than – 1.5. In addition to this improvement in precision of 
measurement, test takers in Simulation #2 had to take considerably fewer items than those in 
the non-adaptive, fixed-form batches of the CAT-PAV, thus considerably reduced testing 
time for the great majority of test takes in the real target population of the CAT-PAV. In 
Simulation 2, 54% of the uniformly sampled 510 simulated test takers saw less than 20 items. 
Since the majority of target CAT-PAV test takers have abilities between -1 and +1, this 
percentage will be substantially larger in a real administration of the CAT-PAV, as will 
become clear in the next section.  
 Since it is less straightforward to interpret the results of final standard errors of 
measurement from tests using different precisions as a stopping criterion, Simulation 3 
served to show whether a computer-adaptive CAT-PAV based on exactly the same 
termination criterion as the three non-adaptive batches of the CAT-PAV (length = 39 items) 
would bring an advantage over the fixed-form versions. Results of Simulation 3 are shown in 
Figure 54 below (the horizontal lines indicate precisions of measurement of 0.2 and 0.3, 
respectively).  
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Figure 54. Results of Simulation 3 for 510 simulated respondents (stopping criterion based 
on length = 39 items max). 
 
The adaptive version in Simulation #3, based on the sole criterion of test length (39 items) 
brings some slight advantage over fixed-form Batches 1, 2, and 3, for some range of test 
takers. All test takers in Simulation 3 with true ability level between - 0.4 and + 0.5 had an 
estimated measurement error (S.E.) below 0.2 logits, while none of the test takers in Batch 1 
or Batch 3 had an S.E. below 0.2, and only those between – 0.2 and + 0.2 did in Batch 2. 
Along the same lines, all test takers in Simulation 3 with true ability level between – 1 and + 
1.4 had an estimated measurement error (S.E.) below 0.3 logits, while for Batch 1 this only 
happened for test takers of ability -2 to 0. 4, for Batch 2 between - 1.4 to +1.4, and for Batch 
3, only those test takers of ability level between – 1.7 and + 1.1.  Readers should keep in 
mind that Simulation 3 used 10 simulated participants per 0.1 logit bin between – 2.5 and + 
2. 5 and there was significant variation in the estimated S.E. of test takers of the same ability 
level, with the result that at least one of the 10 simulated test takers in the bins from – 1. 2 
and + 1. 2 had an S.E. below 0.2 and at least one of the 10 simulated test takers in the bins 
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from – 2.5 and + 2.3  had an estimated S.E. below 0.3. A summary of the results of 
Simulation 3 compared to the non-adaptive batches 1, and 2, and 3 can be seen in Table 21.  
 
Table 21. 
Summary of Batch 1, Batch 2, Batch 3, and Simulation 3 Results  
      
Test Respondents Ability Range for 
All S.Es Below 0.2 
 
Ability Range for 
All S.Es Below 
0.3 
 
Ability Range 
for at Least one 
S.Es Below 0.2 
 
Ability Range 
for at Least one 
S.Es Below 0.3 
 
Batch 1 (39 items) 140 
(normal 
distribution) 
 
None ( - 2.0 to + 0.4 ) None ( - 2.0 to + 0.4 ) 
Batch 2 (39 items) 153 
(normal 
distribution) 
 
( - 0.2 to + 0.2 ) ( - 1.4 to + 1.4 ) ( - 0.2 to + 0.2 ) ( - 1.4 to + 1.4 ) 
Batch 3 (39 items) 110 
(normal 
distribution) 
 
None ( - 1.7 to + 1.1 ) None ( - 1.7 to + 1.1 ) 
Adaptive Simulation 
#3 
(39 items) 
510 
(uniform 
distribution) 
( - 0.4 to + 0.5 ) ( - 1.0 to + 1.4 ) ( - 1.2 to + 1.2 ) ( - 2.5 to + 2.3 ) 
 
 Based on the results of simulations 1, 2 and 3 above, it was decided that using a 
precision of 0.2 logits in the operational adaptive CAT-PAV would lead to the majority of 
test takers having to take at least 39 items, which would be highly impractical in case of use 
in a placement assessment, especially one that already takes over 3 hours such as the EPT at 
Iowa State University. The same applies to employing 39 items as a termination criterion as 
in Simulation 3. Therefore, the conjoint termination criteria from Simulation 3 (precision = 
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0.3 logits OR length = 39) was selected for use in field testing of the adaptive CAT-PAV 
with 500 real test takers, given the positive trade-off between final precision of measurement 
and test length observed in the simulated results. Although maintaining the randomesque 
nature of the item selection algorithm (based on Fisher Information Function) reduces the 
potential efficiency of the test in estimating test takers’ abilities, this approach offers the 
advantage of higher test security (reduced item exposure rates) in the scenario of a placement 
test, while also increasing its diagnostic benefit to test-takers of the adaptive CAT-PAV 
taking the test several times during the course of an ESL semester, since most of the test 
items ESL learners will come across in each administration will differ.  
 
4.2.13. Operational Field Testing of the Online Adaptive CAT-PAV 
 Once the conjoint termination criterion of using a measurement precision of 0.3 logits 
or a maximum test length of 39 was decided upon, it was necessary to assess how the 
adaptive CAT-PAV would fare with real test takers. Towards this goal, 500 real test takers 
field-tested the online version of the adaptive CAT-PAV, implemented in the Concerto 
platform.  Of these, 388 were native speakers of English and 112 were ESL learners either at 
the pre- or post-admission stage at an English-medium institution of higher education, with 
most of the ESL learners being comprised of ISU students (N = 99). 
 The operational results of the adaptive CAT-PAV for the 112 ESL learners are 
displayed in Figure 55.  
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Figure 55. Results of the 112 ESL learners in the field testing of the online and adaptive 
CAT-PAV. 
 
As we can see in Figure 55 above, none of the 112 ESL had an estimated ability higher than 
+1.43 (the only ESL test taker who did was assessed on 23 items during the test). Over 77% 
of these 112 ESL test takers had estimated thetas in the range -1 to +1, and 92.8% of them 
had a final estimated error of measurement actually below 0.3. The mean number of items 
administered for this group of non-native speakers was 14.35. More details on the 
distribution of scores for these ESL learners will be provided during analysis of results for 
Research Question 4 (Explanation Inference). Results for the 388 native speakers of English 
are presented in Figure 56.  
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Figure 56. Results of the 388 native speakers of English in the field testing of the online and 
adaptive CAT-PAV.  
 
 As we can be observed in Figure 56, native speakers are not a homogenous group in 
terms of their knowledge of productive and contextualized academic vocabulary in English, 
although their distribution is considerably more negatively skewed than that of non-native 
speakers (Figure 55), which is to be expected. The maximum score obtained by a native 
speaker was + 2.35. Of the 388 native speakers, 98.4% had a final estimated error of 
measurement below 0.3. Figure 57 shows the combined results on the field test of the 
adaptive CAT-PAV for all 500 test takers.  
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Figure 57. Combined results of all 500 participants in the field testing of the online and 
adaptive CAT-PAV (native and non-native speakers).  
  
 The mean number of items that test takers in the field test of the adaptive CAT-PAV 
had to take was 13.53, with a median number of 12 items. Of the 500 participants, 97.2% of 
them had a final estimated error of measurement below 0.3. Descriptive statistics for the 
number of items administered for the 500 participants can be seen in Table 22.  
 
Table 22 
Descriptive Statistics for the Number of Items Administered During the Field-Test of the 
Adaptive CAT-PAV (Across all Ability Levels) 
     
 Mean  SD  Median  IQ range 
Error of Measurement 0.300 0.040 0.290 0.008 
Number of Items Administered 13.540 5.880 12.000 4.000 
 
 A mean of 13.54 and a median of 12 items were administered to the 500 test takers in 
the field test of the adaptive CAT-PAV, with 75% of them seeing fewer than 14 items during 
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the entire test for a precision of at least 0.3 logits to be achieved. These results indicate that 
the field-tested adaptive version of the of the CAT-PAV, based on an item bank with the 
current 96 items, offers substantial psychometric as well as practical advantage over the fixed 
forms in Batch 1, Batch 2, and Batch 3. Figure 48 above, showing the results of Batch 1, 2 
and 3 is reproduced below, for ease of comparison, as Figure 58. 
 
 
Figure 58. Ability estimation for test takers in batches 1, 2, and 3, along with their associated 
error of measurement (reproduction of Figure 46). 
 
 A comparison of Figure 57 and Figure 58 clearly shows that, even when compared 
with Batch 2 (the most psychometrically-balanced of the three non-adaptive batches, 
containing items of various levels of difficulty), the adaptive CAT-PAV can lead to at least 
the same and often times better precision of measurement with a considerably shorter test. 
While only test takers in the range -1.4 to +1.4 were measured with a precision of 0.3 or less 
(Figure 58), this range widened to at least -2 to +1.8 for the adaptive version of the CAT-
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PAV (Figure 57), with the practical advantage that the mean number of items administered in 
the adaptive version was 12.74 for test takers measured with an error below 0.3, whereas this 
number was precisely 39 for Batch 2, as well as for the other two batches of the non-adaptive 
CAT-PAV.  
 
4.3. Results for Research Question 3 (Generalization Inference) 
Research Question 3 (Warrant 3): Can the CAT-PAV scores be shown to generalize to 
different test conditions (different test forms, items, and occasions) and to indicate 
knowledge of productive and contextualized academic vocabulary in English that goes 
beyond merely those academic words tested on the CAT-PAV?  
 
 In order to answer RQ3 above and provide evidence for warranting the Generalization 
Inference in the interpretive argument for the CAT-PAV, the following backings needed to 
be provided: (a) CAT-PAV items are unidimensional, increasingly monotonic, and calibrated 
onto the same measurement scale, while the adaptive stopping algorithm is based on 
precision of measurement (such backing was already provided when answering RQ2); (b) 
reliability between two different forms of both the non-adaptive and the adaptive versions of 
the test is high, and; (c) all sentences employed in the CAT-PAV were drawn from the 
academic subset of COCA and at least 20% of the words in all sentences are among the 3,000 
most frequent academic words in English.   
 
4.3.1. Correlation Between Batch 1 and Batch 2 Ability Estimates 
 Among the 153 participants who took Batch 2, 43 participants had also taken Batch 1. 
The Pearson correlation for these 43 test takers between their Batch 1 ability estimates 
(thetas) in their Batch 2 transformed ability estimates was 0.695. The reliability for Batch 1 
and Batch 2, based both on all test takers as well as on the data of the 43 test takers who took 
both batches can be seen in Table 23.  
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Table 23 
Reliability of Batches 1 and 2 (for all batch participants and for participants in common 
based on the 39 items present in each batch) 
      
Test Mean/Median 
Score 
SD Reliability 
(Coef. Alpha) 
95% C.I. S.E.M 
Batch 1 (N=140)  52.06 / 54.50 14.81 0.910 (0.887, 0.930) 4.41 
Batch 1 (N=43)  52.97 / 56.00 12.13 0.864 (0.799, 0.916) 4.41 
Batch 2 (N=153)  40.66 / 41 17.39 0.934 (0.918, 0.948)    4.45 
Batch 2 (N=43)  38.06 / 35 19.30 0.949 (0.924, 0.968)    4.30 
 
Interestingly, reliability of Batch 2 was higher for these 43 test takers than for the complete 
group of 153 test takers. This is because the standard deviation of raw scores for the common 
group (43) was 19.30 points, whereas for the entire group it was 17.39. The higher the 
heterogeneity of the group, the higher the estimated reliability.  
As Bachman (2004) notes, an attenuated correlation between scores on two tests can 
be corrected for attenuation through the following formula: 
 
Rxy = rxy / sqrt (rxx ryy), where 
  
Rxy = estimated correlation between the ‘true scores’ for Batch 1 and Batch 2 
rxy = the correlation coefficient calculated directly from the data of the 43 test takers 
rxx = the reliability of Batch 1 based on response data of the 43 test takers  
ryy = the reliability of Batch 2 based on response data of the 43 test takers  
 
Therefore, the previously uncorrected Pearson correlation of 0.695 between the ability 
estimates of the 43 common participants in Batch 1 and Batch 2 becomes: 0.695 / sqrt (0.864 
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x 0.949) = 0.752. Although there are no hard and fast rules for interpreting the strength of a 
correlation, Cohen (1988) suggests that a correlation (r, thus not a coefficient of 
determination) above 0.5 should be interpreted as a strong relationship between two 
variables. As in split-half reliability, by which test items are split into two random groups and 
scores based on each group are correlated for an indication of the internal consistency of 
measurement of an instrument, the correlation between ability estimates based on Batch 1 
and Batch 2 items is an indication of the consistency of measurement across different test 
forms that purport to measure the same construct (in this case, productive and contextualized 
breadth of academic vocabulary in English).   
 
4.3.2. Correlation Between Ability Estimates from Two Different Administrations of the 
Computer-Adaptive CAT-PAV 
 
 The Pearson correlation between ability estimates for the 25 test takers who took the 
adaptive CAT-PAV twice during field testing was also calculated, albeit it was not possible 
in this case to correct for attenuation. The means and standard deviations of their ability 
estimates in both administrations of the adaptive CAT-PAV can be seen in Table 24. 
 
Table 24. 
Means and Standard Deviations of Estimated Abilities for the 25 Test Takers Who Took the 
Adaptive CAT-PAV Twice. 
 
  
Mean (SD) 
Administration # 1 of Adaptive 
CAT-PAV (N = 25) 
- 0.070 (1.031) 
Administration # 2 of Adaptive 
CAT-PAV (N = 25) 
-0.005 (1.106) 
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The Pearson correlation between the ability estimates in the two administrations of the 
adaptive CAT-PAV for these 25 test takers was 0.930. Their precise ability estimates in the 
first and second administrations of the adaptive CAT-PAV can be seen in Appendix U. A 
scatterplot of the estimated abilities of the 25 test takers who took the adaptive CAT-PAV 
twice is shown in Figure 59. 
 
Figure 59. Ability Estimates of the 25 Test Takers Who Took the Adaptive CAT-PAV twice.  
 
As becomes clear from an analysis of Figure 59 above, as well as of the test-retest (or 
in this case, alternate-form) results in Appendix U, the scores on both administrations were 
strongly correlated (r = 0.930), thus supporting the high alternate-form reliability of the 
current version of the adaptive CAT-PAV, based on only 96 current items in the bank. As 
Liao and Qu (2010) note, the Pearson correlation between scores on two alternate forms of 
the same test is a measure of consistency of scoring. The ability estimates of 92% of these 25 
test takers fell within 2 SEs of each other (0.6 logits), which can be treated as an indication of 
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potential decision consistency (e.g.., an agreement coefficient) for a criterion-based 
assessment as in the case of a placement test with fixed cutoff scores1.  
 
4.3.3. Percentage of Academic Words from the AVL in Each CAT-PAV Sentence 
 Every single sentence employed as a sample sentence in the CAT-PAV has met the 
strict specification, established for item development, that at least 20% of its words are 
among the 3,000 most frequent academic words in English. Due to the large number of 
sentences employed in the CAT-PAV (2 x 96 = 192), it is impractical to indicate, in the 
context of this dissertation, the exact percentage of words from every sentence that is among 
the 3,000 most common academic words in English. This can be established by entering each 
sentence into the Analyze Text tool (shown in Appendix C), which is precisely what was 
done during item development.  
 
4.4. Results for Research Question 4 (Explanation Inference) 
Research Question 4 (Warrant 4): Can CAT-PAV scores be shown to significantly and 
positively correlate with other theoretically related measures and to be attributed primarily to 
breadth of contextualized knowledge of frequent academic words in English? 
 
 In order to answer RQ4 above and provide evidence for warranting the Explanation 
Inference in the interpretive argument for the CAT-PAV, the following backings needed to 
be provided: (a) ESL learners’ ability estimates on the CAT-PAV (both in its non-adaptive 
and adaptive versions) positively correlate with the scores of these same learners on Laufer 
and Nation’s (1999) Vocabulary Levels Test Academic; (b) ESL learners’ ability estimates 
on the CAT-PAV (both in its non-adaptive and adaptive versions) positively correlate with 
                                                
1 It is worthwhile note that the EPT placement test at ISU is not a criterion-based placement test with clear, 
sample-independent cutoff scores. Placement into ESL listening and reading courses is based on a constantly 
shifting (and therefore sample-dependent) score distribution in those EPT sections, in which the mean of the 
scores of a given administration is employed as the cutoff score for placement decisions as indicated to me by 
Phuong Nguyen, the current EPT coordinator (personal communication, February 26, 2017).  
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their self-assessment of their productive and receptive knowledge of academic vocabulary in 
English; (c) ESL learners’ ability estimates on the CAT-PAV (both in its non-adaptive and 
adaptive versions) positively correlate with the scores of these same learners on other test-
based measures requiring substantial knowledge of academic vocabulary, i.e., on the TOEFL 
iBT and on the IELTS Academic; (d) the difficulty of sample sentences has been controlled 
for so as to minimize the change that reading ability unduly affects CAT-PAV scores, and; 
(e) native speakers of English (as a group) score statistically significantly higher than ESL 
leaners (as a group) on the CAT-PAV.  
 
4.4.1. Correlation Between CAT-PAV Ability Estimates and Scores on Laufer and 
Nation’s (1999) Vocabulary Levels Test Academic 
 
The means and standard deviations of scores for test takers in Batch 1, Batch 2, Batch 
3, and in the adaptive CAT-PAV who also took Laufer and Nation’s (1999) Vocabulary 
Levels Test Academic are shown in Table 25.  
 
Table 25. 
Means and Standard Deviations of Scores for Test Takers Who Took a Version of the CAT-
PAV and Laufer and Nation’s Vocabulary Levels Test Academic (VLTA).   
     
 VLTA (A) 
Percent-Correct 
 
VLTA (B) 
Percent-Correct 
 
CAT-PAV  
IRT Abilities 
CAT-PAV 
Raw Scores 
     
Batch 1  
(N = 31) 
 
72.54 (15.34) 
 
72.39 (12.65) -0.25 (0.68) 24.30 (5.75) 
Batch 2 
(N = 22) 
 
72.69 (16.53) 70.33 (12.86) -0.23 (1.02) 16.63 (9.68) 
Batch 3 
(N = 24) 
65.90 (18.01) 65.88 (16.12) -0.59 (1.15) 11.89 (9.21) 
Adaptive CAT-
PAV (N=28) 
64.30 (18.57) 61.63 (16.53) -0.31(0.82) X 
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Correlations between CAT-PAV scores and scores on Laufer and Nation’s (1999) 
Vocabulary Levels Test Academic, or VLTA, (versions A and B) are provided in Table 26.   
 
Table 26. 
Pearson Correlations Between Raw (in parenthesis) and IRT-scores on the CAT-PAV and 
scores on Laufer and Nation’s (1999) Vocabulary Levels Test Academic. 
   
 VLTA (A) 
(IRT / Raw) 
VLTA (B) 
(IRT / Raw) 
   
Batch 1  
(N = 31) 
 
0.614 (0.656) 
 
0.453 (0.458) 
Batch 2 
(N = 22) 
 
0.284 (0309) 0.089 (0.164) 
Batch 3 
(N = 24) 
0.319 (0.375) 0.262 (0.304) 
Adaptive CAT-
PAV (N=28) 
0. 402 0.507 
 
 The results in Table 26 show that the non-adaptive forms of the CAT-PAV show a 
higher positive correlation with version A than version B of Laufer and Nation’s (1999) 
Vocabulary Levels Test Academic (VLTA), whereas the opposite holds for the computer 
adaptive version of the CAT-PAV. The strength of the correlations between the three non-
adaptive batches of the CAT-PAV and the VLTA range from weak (0.08) to strong (0.614), 
whereas those for the computer- adaptive version of the CAT-PAV range from medium 
(0.402) to strong (0.507), per Cohen’s (1988) guidelines. Once again, despite the medium to 
high correlations observed between the CAT-PAV and the VLTA, these results should be 
interpreted with some caution, given the somewhat small number of test takers who 
volunteered to take both tests.  
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4.4.2. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self-
Assessment of Their Productive and Receptive Knowledge of Academic Vocabulary 
 
The Pearson correlation between CAT-PAV ability estimates and test takers’ self-
assessment of their productive and receptive knowledge of academic vocabulary can be 
found in Table 27.  
 
Table 27 
Pearson Correlation Between CAT-PAV Scores and Test Takers’ Self-Reported, Skill-Based 
Knowledge of Academic Vocabulary in English (1-5 scale) 
     
 English Academic 
Vocabulary 
(Reading) 
(IRT / Raw) 
English Academic 
Vocabulary 
(Listening) 
(IRT / Raw) 
English Academic 
Vocabulary 
(Writing) 
(IRT / Raw) 
English 
Academic 
Vocabulary 
(Speaking) 
(IRT / Raw) 
     
Batch 1  
(N = 140) 
 
0.413 (0.422) 0.438 (0.433) 0.479 (0.421) 0.379 (0.315) 
Batch 2 
(N = 153) 
 
0.391 (0.404) 0.380 (0.407) 0.449 (0.470) 0.468 (0.466) 
Batch 3 
(N = 110) 
0.433 (0.421) 0.218 (0.321) 0.524 (0.434) 0.433 (0.367) 
Adaptive CAT-
PAV (N=112) 
0.354  0.344 0.264 0.266 
 
 The results in Table 27 show that CAT-PAV scores vary in the extent to which they 
agree with test takers’ opinion of their knowledge of academic vocabulary in English in the 
four main skills of reading, listening, writing, and speaking. Correlations range from 0.218 
(Batch 3 IRT ability estimates and self-assessment of ease of understanding English 
academic vocabulary when listening to academic lectures) to 0.524 (Batch 3 IRT ability 
estimates and self-assessment of ease of employing English academic vocabulary when 
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writing). We can also observe that, in some cases, raw scores from the CAT-PAV present 
higher correlation coefficients, whereas in other cases, IRT scores are higher.  
 
4.4.3. Correlation Between CAT-PAV Ability Estimates and Test Takers’ Self-Reported 
TOEFL iBT and IELTS Academic Scores 
The means and standard deviations of scores for test takers in Batch 1, Batch 2, Batch 
3, and in the adaptive CAT-PAV who also self-reported their TOEFL iBT scores are shown 
in Table 28.  
 
Table 28. 
Means and Standard Deviations of Scores for Test Takers Who Took a Version of the CAT-
PAV and Self-Reported Their TOEFL iBT Scores.    
       
 TOEFL 
 Reading 
 
TOEFL 
 Listening 
 
TOEFL  
Writing 
TOEFL 
Speaking 
CAT-PAV  
IRT Abilities 
CAT-PAV 
Raw Scores 
       
Batch 1  
(N = 86) 
 
24.06 (5.50) 
 
23.88 (5.23) 22.87 (5.62) 21.79 (5.04) -0.16 (0.95) 24.91 (7.36) 
Batch 2 
(N = 82) 
 
23.82 (6.47) 23.67 (6.41) 23.13 (6.59) 21.86 (6.37) -0.02 (0.88) 18.98 (10.84) 
Batch 3 
(N = 72) 
22.81 (4.39) 21.84 (4.95) 22.23 (4.36) 20.97 (3.96) -0.48 (1.13) 13.26 (9.07) 
Adaptive 
CAT-PAV 
(N=69) 
24.17 (4.67) 23.23 (4.50) 22.46 (3.88) 21.11 (3.79) -0.17(0.81) X 
 
 
The Pearson correlation between test takers’ self-reported scores on the TOEFL iBT 
and their IRT ability estimates, as well as raw scores on the three non-adaptive batches of the 
CAT-PAV, and the first adaptive CAT-PAV are found in Table 29. Since item-level scores 
were only available for the three non-adaptive batches of the CAT-PAV and not for the other 
tests, these correlations could not be disattenuated.  
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Table 29 
Pearson Correlations Between Raw (in parenthesis) and IRT-scores on the CAT-PAV and 
TOEFL iBT section scores. 
 
     
 TOEFL Reading 
(IRT / Raw) 
TOEFL Listening 
 (IRT / Raw) 
TOEFL Writing 
(IRT / Raw) 
TOEFL Speaking 
(IRT / Raw) 
     
Batch 1  
(N = 86) 
 
0.155 (0.189) 
 
0.250 (0.266) 0.153 (0.148) 0.283 (0.257) 
Batch 2 
(N = 82) 
 
0.212 (0.283) 0.377 (0.402) 0.273 (0.276) 0.452 (0.485) 
Batch 3 
(N = 72) 
0.280 (0.300) 0.344 (0.347) 0.287 (0.289) 0.286 (0.300) 
Adaptive CAT-
PAV (N=69) 
0.557  0.553 0.522 0.478 
 
 
 The results in Table 29 above show that correlations between GPCM-based ability 
estimates on the CAT-PAV (in its non-adaptive and adaptive forms) and on the TOEFL iBT 
were all positive, ranging from 0.155 (Batch 1 – TOEFL Reading) to 0.557 (Adaptive 
CATPAV – TOEFL Reading). The highest correlations between the CATPAV and the 
TOEFL iBT were found for the adaptive version of the CAT-PAV, with all correlations with 
the TOEFL iBT section scores being above 0.477, with a minimum of 0.478 (Adaptive 
CATPAV – TOEFL Speaking) and a maximum of 0.557 (Adaptive CATPAV – TOEFL 
Reading). Correlations between the TOEFL iBT section scores and the three non-adaptive 
batches of the CAT-PAV were considerably lower (ranging from low to moderate) than those 
observed for the adaptive version of the test. The lower observed correlations for the non-
adaptive batches are likely due to the fact that while items were presented according to test 
takers’ ability estimates in the adaptive CAT-PAV, this was not possible with the non-
adaptive forms (Figure 60).  
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Figure 60. Item Difficulties in the Three Non-Adaptive Batches of the CAT-PAV.  
 
 The fact that it is not possible to target each test taker’s specific level of ability in the 
non-adaptive versions of the CAT-PAV significantly and negatively impacts the accuracy 
with which test takers’ true ability levels can be accurately estimated in the three non-
adaptive batches shown in Figure 60, especially for those test takers near the extremes of the 
ability scale.  From Figure 60, it can also be seen that items in Batch 3 had higher difficulty 
than items in Batch 2, which in turn had higher difficulty than items in Batch 1 (this is 
because Batch 3 assessed less frequent academic words than Batch 2, which in turn assessed 
less frequent words than Batch 1). These differences in item difficulty among the three 
batches also contribute to the lower precision of measurement in these non-adaptive versions 
of the CAT-PAV.  
The means and standard deviations of scores for test takers in Batch 1, Batch 2, Batch 
3, and in the adaptive CAT-PAV who also self-reported their IELTS Academic scores are 
shown in Table 30.  
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Table 30 
Means and Standard Deviations of Scores for Test Takers Who Took a Version of the CAT-
PAV and Self-Reported Their IELTS Academic Scores.    
       
 IELTS 
 Reading 
 
IELTS 
 Listening 
 
IELTS 
Writing 
IELTS 
Speaking 
CAT-PAV  
IRT Abilities 
CAT-PAV 
Raw Scores 
       
Batch 1  
(n = 17) 
 
7.26 (0.97) 
 
7.21 (0.93) 6.21 (0.82) 6.38 (0.98) 0.03 (0.98) 24.26 (7.59) 
Batch 2 
(n = 17) 
 
6.94 (1.90) 7.24 (1.98) 6.03 (1.66) 6.22 (1.78) -0.31 (0.90) 16.35 (8.79) 
Batch 3 
(n = 23) 
6.28 (1.56) 6.46 (1.66) 6.10 (0.60) 6.37 (0.77) -1.04 (1.13) 9.23 (9.10) 
Adaptive 
CAT-PAV 
(n=11) 
6.63 (0.80) 7.00 (1.26) 6.00 (0.63) 6.00 (0.89) -0.70 (0.79) X 
 
Correlations between the CAT-PAV and IELTS Academic test scores are provided in Table 
31.  
 
Table 31 
Pearson Correlations Between Raw (in parenthesis) and IRT-scores on the CAT-PAV and 
IELTS Academic section scores. 
     
 IELTS Reading 
(IRT / Raw) 
IELTS Listening 
 (IRT / Raw) 
IELTS Writing 
(IRT / Raw) 
IELTS Speaking 
(IRT / Raw) 
     
Batch 1  
(n = 17) 
 
0.754 (0.742) 
 
0.771 (0.707) 0.722 (0.631) 0.911 (0.808) 
Batch 2 
(n = 17) 
 
0.121 (0.158) 0.220 (0.217) -0.003 (0.031) 0.145 (0.031) 
Batch 3 
(n = 23) 
0.172 (0.203) 0.128 (0.200) 0.483 (0.512) 0.286 (0.363) 
Adaptive CAT-
PAV (n=11) 
0.021  0.365 0.499 0.269 
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 The correlations between the CAT-PAV and IELTS Academic Scores show 
significantly more variability than the correlations between the CAT-PAV and TOEFL iBT 
scores, with Batches 1, 2, and 3 offering considerably differing views of the relationship 
between the CAT-PAV and IELTS section scores. These correlational measures must be 
treated with much more care (and therefore not be interpreted at face value) than those 
observed for the TOEFL iBT for the following two reasons: (a) the number of data points 
upon which the correlations are based are significantly lower for the IELTS Academic than 
for the TOEFL iBT given the widespread use of the latter in admissions to American 
universities, and (b) the score band of the TOEFL goes from 1 to 9 (half points allowed), with 
none of the participants in any of the three non-adaptive batches having self-reported a score 
below 5.5 (see Tables 5 - 7) and none of the participants who took the adaptive CAT-PAV 
reporting an IELTS Academic score below 5.0 or above 7.0 for Speaking and Writing (Table 
8). The end result is that the IELTS Academic Scores upon which these correlations are 
based are highly truncated, which negatively affects correlation coefficients.  
 
4.4.4. Control for Sentence Difficulty Level 
Every single sentence employed as a sample sentence in the CAT-PAV has met the 
strict specification, established for item development, that at least 50% of its words are 
among the 500 most common general English words. Due to the large number of sentences 
employed in the CAT-PAV (2 x 96 = 192), it is impractical to indicate, in the context of this 
dissertation, the exact percentage of words from every sentence that are among the 500 most 
common general English words. This can be established by entering each sentence into the 
Analyze Text tool (shown in Appendix C), which is precisely what was done during item 
development.  
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4.4.5. Comparison Between the Ability Estimates of Native Speakers of English vs. ESL 
Learners 
 Lastly, IRT-based ability estimates of the 112 ESL learners who took the adaptive 
form of the CAT-PAV where compared, by means of a one-tailed, independent samples 
Welch t-test, against the ability estimates of the 388 native English speakers who also took 
the test. Figure 61 shows the distribution of the ability estimates of test takers in each group, 
in addition to all the descriptive statistics normally included in a boxplot (max, Q3, median, 
Q1, and min). This kind of rich representation is referred to as a violin plot.  
 
 
 
Figure 61. Ability distribution for ESL learners and native English speakers on the adaptive 
version of the CAT-PAV.   
 
 As we can see in Figure 61, native speakers are a substantially more homogenous 
group than are ESL learners in terms of their productive and contextualized knowledge of 
academic English vocabulary. The results of the independent-samples one-tailed Welch t-test 
showed a statistically significant difference in the ability scores of the native speakers (M 
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=0.61, SD = 0.54) and those of ESL learners (M = - 0.26, SD =1.19); t(124.51)= -7.503, p < 
0.001. These results provide support to the explanation inference that the test does indeed 
measure knowledge of a construct that native speakers, as a group, seem to have statistically 
better command of than ESL learners do.  
 
4.5. Results for Research Question 5 (Utilization Inference) 
Research Question 5 (Warrant 5): Do CAT-PAV scores show a positive correlation with ESL 
placement for ISU students and do these students, as well as ESL instructors at ISU, express 
positive views regarding the test, its format, its impact, and its intended uses? 
 
 In order to answer RQ5 above and provide evidence for warranting the Utilization 
Inference in the interpretive argument for the CAT-PAV, the following backings needed to 
be provided: (a) statistically significant differences could be detected in the CAT-PAV scores 
of ESL learners at ISU with different ESL placement results; (b) ESL learners would be 
willing to take another version of the test, while ESL instructors believe that introduction of 
the CAT-PAV as either a diagnostic tool or as a placement-aid tool could have positive 
consequences; (c) the majority of ESL learners polled believe that their scores on the CAT-
PAV represents, at least to some extent, their ability to use academic vocabulary in context; 
(d) the majority of ESL learners polled believe that taking the CAT-PAV positively impacted 
their academic English knowledge and helped them acquire new academic vocabulary 
knowledge and; (e) the majority of test takers polled believe that the test format (use of 
synonyms for partial credit and feedback received) was helpful.  
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4.5.1. CAT-PAV Ability Estimates as an Indication of Placement Results from Iowa 
State’s English Placement Test (EPT) 
The first step in answering question 5 was to compare ESL learners’ ability estimates 
in terms of the following EPT placement results at Iowa State University: (a) those who were 
placed into 99L with those who were exempt from ESL listening requirements; (b) those who 
were placed into 99R with those who were exempt from ESL reading requirements and; (c) 
those who were placed into 101B, those placed into 101C/D, and those who were exempt 
from any ESL writing courses. Given the fact than in some of the versions of the CAT-PAV 
the number of test takers who were placed into a certain ESL courses was too small to allow 
for comparisons (see Figures 27 - 30 above), comparisons were only conducted for cases in 
which at least 10 test takers had been placed in a given category. The means and standard 
deviations of ability estimates with regard to ENGL 99L can be found in Table 32.  
 
Table 32  
Descriptive Statistics Regarding ENGL 99L Placement of Batch 3 Participants.  
 Batch 3 
Mean (SD) 
Placed into 99L (n = 10) -1.789 (1.132) 
Exempt from 99L (n = 89) -0.428 (1.143) 
 
 
The results of the independent-samples Welch t-test, with a Bonferroni correction for 
familywise error rate (a=0.025), showed that ESL learners who were exempt from taking 
ENGL 99L (M = - 0.428, SD =1.143) had significantly higher ability estimates on Batch 3 of 
the CAT-PAV than ESL learners who were placed into ENGL 99L (M = - 1.789, SD = 
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1.132); t(10.7)= -3.601, p < 0.01. The means and standard deviations of ability estimates with 
regard to ENGL 99R can be found in Table 33.  
 
Table 33  
Descriptive Statistics Regarding ENGL 99R Placement of Batch 3 Participants.  
 
 Batch 3 
Mean (SD) 
Placed into 99R (n = 20) -1.645 (1.137) 
Exempt from 99R (n = 79) -0.293 (1.138) 
 
The results of the independent-samples Welch t-test, with a Bonferroni correction for 
familywise error rate (a=0.025), showed that ESL learners who were exempt from taking 
ENGL 99R (M = - 0.293, SD =1.138) had significantly higher ability estimates on Batch 3 of 
the CAT-PAV than ESL learners who were placed into 99R (M =-1.645, SD = 1.137); 
t(28.9)= - 4.75, p < 0.001. The means and standard deviations of ability estimates with regard 
to ESL Writing Placement of test takers in both Batch 3 and in the adaptive form of the CAT-
PAV can be found in Table 34. 
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Table 34 
Descriptive Statistics Regarding ENGL 101 Placement of Batch 3 and Adaptive CAT-PAV 
Participants.  
 Batch 3 
(N) Mean (SD) 
Adaptive CAT-PAV 
(N) Mean (SD) 
 Placed into 101B (n = 31) -1.264 (1.138) (n = 16) -0.801 (0.814) 
Placed into 101C/D (n = 63) -0.581 (1.137) (n = 46) -0.408 (0.824) 
Exempt from 101  (n = 28) 0.048 (1.157) (n = 34) 0.314 (0.816) 
 
 A one-way analysis of variance (ANOVA) was employed to investigate whether the 
means showed a statistically significant difference, followed by Tukey HSD post-hoc tests in 
case such a difference was detected. For Batch 3, the results of the one-way between subjects 
ANOVA showed a significant difference at the p<0.01 (for the three ESL conditions 
[F(2,119) = 9.754, p <0.0001] . Post-hoc comparisons using the Tukey HSD test indicated 
that the mean ability estimate for the 101C/D condition (M = - 0.581, SD = 1.137) was 
statistically significantly higher than for the 101B condition (M = - 1.264, SD = 1.138) with a 
p value of 0.02, and that the mean ability estimate for the Exempt condition (M = 0.048, SD 
= 1.157) was (barely) statistically significantly higher than for the 101C/D condition (M = -
0.581, SD = 1.137) with a p value of 0.04. Despite being very close to the significance 
criterion established (alpha=0.05), the difference is still statistically significant given the  
Type I error rate we are willing to accept (5% chance) .  For the adaptive CAT-PAV, the 
results of the one-way between subjects ANOVA showed a significant difference at the 
p<0.01 for the three ESL conditions [F(2,93) = 12.447, p <0.0001] . Post-hoc comparisons 
using the Tukey HSD test indicated that the mean ability estimate for the 101C/D condition 
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(M = - 0.408, SD = 0.824) was not statistically significantly higher those for the 101B 
condition (M = - 0.801, SD = 0.814) with a p value of 0.22, but that the mean ability estimate 
for the Exempt condition (M = 0.314, SD = 0.816) was statistically significantly higher than 
for the 101C/D condition (M = -0.408, SD = 0.824) with a p value of 0.0005. Although the 
mean ability score for 101C/D students was not statistically significantly higher than that for 
101B students, the mean ability score of the group of Exempt students was statistically 
significantly higher than that for the 101B students, with a p value below 0.0001.   
 
4.5.2. Test Takers’ Views on Taking the CAT-PAV on a Frequent Basis or as a 
Component of the EPT  
  In order to investigate test takers’ (both ESL learners and ESL instructors) views on 
taking the CAT-PAV on a frequent basis or as a component of the EPT, test takers’ responses 
in Batch 1, Batch 2, and Batch 3 to question 6 in Appendix E, as well as ESL instructors’ 
responses to questions 3 and 4 in Appendix H, were analyzed. Due to a technical issue, the 
post-test questionnaire data of 3 participants in Batch 1 and of 2 participants in Batch 3 were 
lost and could not be recovered for the analysis of questions 1-6 in the post-test questionnaire 
shown in Appendix E. Therefore, of the 140 participants in Batch 1, 137 responses were 
recorded, while responses of all of the 153 participants in Batch 2 were recorded, and the 
responses of 108 of the 110 participants in Batch 3 were recorded, for a total of 398 
participants/responses across all three batches. These 398 participants (Batch 1 = 137, Batch 
2 = 153, and Batch 3 = 108) formed the basis for the analyses found in the rest of this section, 
regarding questions 1-6 in the post-test questionnaire in Appendix E. Lastly, although 
detailed numbers are shown for each question and for each batch in the tables that follow, 
aggregated results over the three batches will be noted here. The numbers and percentages 
indicated in each column denote the number of test takers in that respective batch that 
endorsed a given response and their relative frequency in the batch, respectively.  
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Question 6 (Appendix E): If you could be tested on different vocabulary items from the ones 
you just saw, would you take the test again? 
 
Table 35 
Test Takers’ Responses to Question 6 (Appendix E) 
 Batch 1 (n = 137) Batch 2 (n = 153) Batch 3 (n = 108) 
No n = 35 (25.55%) n = 44 (28.29%) n = 41 (37.96%) 
Yes n = 102 (74.45%) n = 109 (71.71%) n = 67 (62.04%) 
 
It can be gathered from the results in Table 35 that 70% of the 398 test takers who took a 
non-adaptive version of the CAT-PAV indicated that they would take another version of the 
test containing different items, which provides partial support to the uses of the CAT-PAV as 
an ongoing diagnostic tool. Such percentage was calculated by simply adding the number of 
test takers who said “yes” (n = 278) and diving this number by the total number of 
respondents (N = 398).  
 
Question 3 (Appendix H, ESL Instructors Only): If different forms of this test were to be 
introduced in ESL classes at Iowa State (99L, 99R, 101B, 101C, 101D, 180A, 180B/C, 180D) 
as an activity that students would have to complete a few times during the semester, do you 
believe this could have positive effects for the students and their learning? 
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Table 36 
ESL Instructors’ Responses to Question 3 (Appendix H) 
    
 Batch 1 (n = 8)  Batch 2 (n = 6) Batch 3 (n = 6) 
No 0 (%) 1 (16.6%) 0 (0%) 
Yes 8 (100%) 5 (83.4%) 6 (100%) 
 
Results in Table 36 show that 95% of the 20 ESL instructors (19 out of 20) who took a non-
adaptive form of the  CAT-PAV believe that use of the test as an ongoing diagnostic tool 
during the semester in ESL courses at Iowa State University could have positive effects for 
students and positively benefit their learning, which provides substantial support to the use of 
the test as a diagnostic tool for ESL learners.  
Question 4 (Appendix H, ESL Instructors Only): If different versions of the test were to be 
introduced as part of the English Placement Test at Iowa State, do you believe this could 
have positive effects for the students taking the test? Please assume that technology and 
logistics will not be a problem. 
 
Table 37 
ESL Instructors’ Responses to Question 4 (Appendix H) 
 Batch 1 (n = 8)  Batch 2 (n = 6) Batch 3 (n = 6) 
No 3 (37.5%) 1 (16.6%) 2 (33.33%) 
Yes 5 (62.5%) 5 (83.4%) 4 (66.67%) 
 
Results in Table 37 show that 70% of the 20 ESL instructors who took a non-adaptive form 
of the CAT-PAV believe that introduction of the test as a component in the English 
Placement Test (EPT) at Iowa State University could benefit ESL learners, which provides 
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partial support to its use as a placement aid tool. It must be noted at this point that the opinion 
of the ESL instructors was based on the non-adaptive, 39-item long version of the test, and 
could possibly be even more positive based on the substantially shorter adaptive version of 
the test.  
 
4.5.3. The CAT-PAV’s Face Value with Test Takers 
Question 4 (Appendix E): In your opinion, how strongly does the total score you received in 
the test represent your ability to use academic vocabulary in context? 
 
Table 38 
Test Takers’ Responses to Question 4 (Appendix E) 
 
 Batch 1 (N=137) Batch 2 (N=153) Batch 3 (N=108) 
Very weakly 8 (5.84%) 14 (9.21%) 11 (10.19%) 
Weakly 16 (11.68%) 32 (21.05%) 29 (26.85%) 
To some extent 67 (48.91%) 70 (46.05%) 42 (38.89%) 
Strongly 39 (28.47%) 31 (20.39%) 22 (20.37%) 
Very strongly 7 (5.11%) 5 (3.29%) 4 (3.70%) 
 
Results in Table 38 show that over 72% of the test takers in the three batches (the sum of 
those who responded to some extent, strongly, or very strongly divided by 398) believed that 
the percent-correct score they received at the end of the test represented, at least to some 
extent, their ability to use academic vocabulary in context, providing partial support for the 
face value of test. It must be noted, however, that the category that received the most 
endorsement in all three batches was the “to some extent” category, with the category 
endorsement being however less than 50% in all three batches (48.91% in Batch 1, 46.05% in 
Batch 2, and 38.89% in Batch 3). It is worthwhile noting that the harder the test form (Batch 
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3 is harder than Batch 2, which is harder than Batch 1), the higher the likelihood was that test 
takers indicated that scores weakly represented their ability to use academic vocabulary in 
context (11.68% for Batch 1, 21.05% for Batch 2, and 26.85% for Batch 3).    
4.5.4. Implementation of the CAT-PAV and Positive Washback 
Question 3 (Appendix E): Do you believe that taking this test had a positive 
impact/consequence on your academic English? 
 
Table 39 
Test Takers’ Responses to Question 3 (Appendix E) 
 Batch 1 (N=137) Batch 2 (N=153) Batch 3 (N=108) 
No 18 (13.14%) 23 (15.13%) 15 (13.89%) 
Yes 119 (86.86%) 130 (84.87%) 93 (86.11%) 
 
 Results in Table 39 show that the CAT-PAV positively impacted the academic 
English knowledge of over 85% of the 398 test takers who took a non-adaptive version of the 
CAT-PAV (batches 1, 2, or 3). These results provide significant support for the intended use 
of the test as a diagnostic tool and possibly as a placement aid tool that also leads to learning.      
 
Question 1 (Appendix E): How much do you think the test helped you learn something new in 
terms of academic vocabulary?  
Table 40 
Test Takers’ Responses to Question 1 (Appendix E) 
 Batch 1 (N=137) Batch 2 (N=153) Batch 3 (N=108) 
Did not help at all 16 (11.68%) 14 (9.15%) 14 (12.96%) 
Helped a little  77 (56.20%) 95 (62.09%) 56 (51.85%) 
Helped a lot 44 (32.12%) 44 (28.76%) 38 (35.19%) 
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 Table 40 shows that of the 398 test takers who responded to question 1 in Appendix 
E, over 88% of them (those who responded helped a little or helped a lot) indicated that the 
CAT-PAV helped them acquire new academic vocabulary knowledge.  
 
4.5.5. Usefulness of the CAT-PAV Format and Feedback 
Question 2 (Appendix E): How useful were the two synonyms for each correct word in 
helping you arrive at the correct answer? 
 
Table 41 
Test Takers’ Responses to Question 2 (Appendix E) 
 Batch 1 (N=137) Batch 2 (N=153) Batch 3 (N=108) 
Did not help at all 7 (5.11%) 10 (6.58%) 7 (6.48%) 
Helped a little  69 (50.36%) 72 (47.37%) 65 (60.19%) 
Helped a lot 61 (44.53%) 70 (46.05%) 36 (33.33%) 
 
 Table 41 shows that of the 398 test takers who responded to question 2 in Appendix 
E, over 93% of them (those who responded helped a little or helped a lot) indicated that the 
synonyms employed for awarding partial credit in the test were useful, providing some 
support to the fact that employing a model that awards partial credit benefits learning.     
Question 5 (Appendix E): How helpful was the feedback you received during the test 
(synonyms of the correct word when needed, common collocations, and the correct answer 
for each question)? 
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Table 42 
Test Takers’ Responses to Question 5 (Appendix E) 
 Batch 1 (N=137) Batch 2 (N=153) Batch 3 (N=108) 
Did not help at all 6 (4.38%) 9 (5.92%) 7 (6.48%) 
Helped a little  68 (49.64%) 68 (44.74%) 59 (54.63%) 
Helped a lot 63 (45.99%) 75 (49.34%) 42 (38.89%) 
 
Table 42 shows that of the 398 test takers who responded to question 5 in Appendix E, over 
94% of them indicated that the feedback they received during the test was helpful, providing 
partial support to the use of the test as a diagnostic tool.  
 In the next section (Discussion and Conclusion), the results presented here will be 
discussed in view of how they can be said to support the various assumptions in the 
interpretive argument for the interpretation and uses of CAT-PAV scores.  
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CHAPTER 5. DISCUSSION AND CONCLUSION 
 
 In the previous chapter, the results pertaining to the five research questions that this 
study has proposed to answer (each of which is aligned with a specific warrant in the 
interpretive argument for the CAT-PAV) were presented. The present chapter contains four 
sections, each of which will build upon the findings discussed in the previous chapter. In 
section 5.1, an analysis of the backing for the assumptions associated with each warrant in the 
validity argument for the interpretation and use of CAT-PAV scores will be summarized. 
Then, in section 5.2, a validity argument for the intended interpretation and uses of CAT-
PAV scores will be presented, in view of the backing found in this project for the 
assumptions. In section 5.3, three validation issues that require further research will be 
discussed. Finally, in Conclusion, (section 5.4), a summary of the present study, as well as its 
limitations will be presented, followed by suggestions for future research into the CAT-PAV.  
 
5.1 Analysis of the Backing for the Assumptions in the Validity Argument  
for CAT-PAV Score Interpretation and Use 
 
  In order for each of the inferences to be warranted in a validity argument for the 
interpretation and uses of scores from an assessment instrument, it is necessary to show that 
sufficient backing can be provided for each of the inference-specific assumptions outlined in 
the interpretive argument for the assessment. In the case of the CAT-PAV, such backing 
comes from the findings discussed above for the five research questions that guided research 
into the CAT-PAV, each of which is aligned with a specific inference in the interpretive 
argument for CAT-PAV score interpretation and use. If backing is satisfactorily provided for 
the Domain Inference, the inference might be deemed warranted and the next inference in the 
validity argument can be subsequently scrutinized. Once the available evidence has been 
presented for all inferences, the validity argument for the CAT-PAV can be presented and 
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deemed ready for further scrutiny and critical evaluation. A summary of the evidence found 
in this project for each of the inferences in the interpretative-argument of the CAT-PAV will 
be presented next, followed by a presentation of the validity argument for the CAT-PAV, 
given its intended uses (namely, as either an ESL diagnostic or placement aid tool) and the 
intended interpretation of its scores (namely, productive and contextualized academic 
vocabulary breadth in English).  
 
5.1.1. Domain Description Inference (RQ1) 
Warrant 1: Observation of performance on the CAT-PAV reveals knowledge of frequently 
used academic vocabulary and requires, through a task representative of ESL classes in an 
English-medium institution of higher education, knowledge and abilities also necessary in 
these classes. 
 
 The first assumption underlying Warrant 1 is that the task that test takers are required 
to complete in the CAT-PAV is also present in course materials employed in ESL classes in 
an English-medium institution of higher education (represented in this case by Iowa State 
University). An analysis of the textbooks currently employed in ESL courses at ISU seems to 
support this assumption, although this item type is not present in all of the currently-
employed textbooks.  The book currently employed in 99R for both undergraduate and 
graduate students (The Academic Word List in Context, 2nd ed.) makes use of the same type 
of gap-filling exercise present in the CAT-PAV (Appendix J) in order to assess productive 
and contextualized knowledge of academic words in the AWL, with the only differences 
being that two sample sentences are employed in the CAT-PAV and that the test assesses 
word recall (which subsumes word recognition). Engaging Writing 2, the book currently 
employed in the 101C course (undergraduate students only, Spring semester) also employs, 
in chapter 1, a limited-practice task similar to the one in the CAT-PAV (Appendix J), with 
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the same small differences previously noted. Given Laufer et al.’s (2004) implicational 
hierarchy of word knowledge modality, the task in the 99R and 101C books can be said to be 
subsumed by the task in the CAT-PAV. The Academic Writing for Graduate Students (3rd 
ed.) book, employed in the 101D course (graduate students only) contains yet another gap-
filling task that is similar to the one employed in the CAT-PAV, with the added feature that, 
as in the CAT-PAV, recall of academic vocabulary is assessed, instead of simply recognition 
as in the 99R and 101C textbooks. Lastly, of the 20 ESL instructors who responded to 
question 2 in the post-test questionnaire in Appendix H, the majority of them (60%) indicated 
that the task in the CAT-PAV is typical of ESL classes they have taught at ISU. Interestingly, 
this percentage agrees with the percentage of the ESL courses examined (3 in 5) that also 
contained this type of gap-filling task.  
 The second assumption underlying Warrant 1 is that the abilities and knowledge 
required to complete the task in the CAT-PAV are also necessary when ESL learners need to 
productively employ academic vocabulary in ESL classes in an English-medium institution 
of higher education (represented here by Iowa State University). Of the 20 ESL instructors 
who responded to the related question (Q1) in the post-test questionnaire in Appendix H, 
85% of them indicated that the knowledge and abilities required to achieve a good score on 
the CAT-PAV are also necessary when using academic vocabulary in ESL classes at ISU. 
The ability to use vocabulary productively and in a context-appropriate manner is also 
necessary when completing the tasks in the 99R, 101C, and 101D textbooks mentioned 
above. Lastly, the knowledge of mere meaning of academic words (assessed in the CAT-
PAV both in the first response attempt and also through synonyms during partial credit in the 
second response attempt) is necessary to complete essentially all the ESL tasks in Appendix 
J, while knowledge of common collocations of each target word (required for successful 
completion of all CAT-PAV items and at the core of item development) is especially 
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important for successfully completing the tasks in Appendix J figures J3 (ENGL 99R) and 
J10 (ENGL 101C).  
 The third and last assumption underlying Warrant 1 is that the target academic words 
assessed in the CAT-PAV are representative of frequent academic words prospective students 
will encounter in ESL classes in an English-medium institution of higher education, and are 
presented in authentic contexts of usage. Primary support for this assumption comes from the 
fact that all academic words targeted in the CAT-PAV items were drawn from Gardner and 
Davies’ (2014) academic vocabulary list, containing the 3,000 most frequent words in written 
academic English based on a corpus of over 120,000 words. These target words ranged in 
their frequency rank from #1 (the word ‘study’) to # 2525 (the word “offence’). The sample 
sentences employed to assess productive and contextualized knowledge of these target words 
were drawn from the academic subset of COCA, an authentic corpus of written academic 
English. Additionally, the textbooks employed in the 99R, 99L, 101B and 101C courses also 
offer a special focus on academic words sampled from a corpus-derived academic word list 
(AWL, Coxhead, 2000), while instructors in the 101D course make active use of the 
academic subset of the COCA corpus in their presentation of academic vocabulary in context, 
precisely the same subset upon which sentence selection of CAT-PAV items was based. The 
support provided herein for the three assumptions underlying Warrant 1 suggest that the 
Domain Description inference in the CAT-PAV’s interpretive argument is warranted. 
Therefore, an analysis of the Evaluation inference follows.  
 
5.1.2. Evaluation Inference (RQ2) 
Warrant 2: Observation of performance on the CAT-PAV is evaluated to provide observed 
scores reflective of test-takers’ productive and contextualized knowledge of frequent 
academic English vocabulary. 
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 The first assumption underlying Warrant 2 is that there is only one correct answer per 
item on the CAT-PAV (no double-keys). Support for this assumption comes from the fact 
that during trial of every item present in the CAT-PAV with native speakers prior to inclusion 
in a batch for calibration, at least two of the three native speakers received full score for the 
item, and a maximum of one native speaker received partial credit. In other words, none of 
the native speakers received a score of 0 for any items during item trialing. This shows that, 
even if an alternative answer could be deemed acceptable for a specific item in which the 
context of the two gapped sample sentences is not strong enough to trigger only the official 
answer, the majority of native speakers (at least 66%) converged on the official (and sole) 
answer key.  
The second assumption underlying Warrant 2, namely that the scoring is reliable and 
not prone to error, is also supported. Scoring of both the non-adaptive versions of the test 
(batches 1, 2, and 3) and of the adaptive version of the CAT-PAV was performed 
automatically (in Qualtrics and Concerto, respectively) and no issues with the accuracy of the 
scoring were encountered during any of the several trials that I personally ran of both scoring 
engines. Test takers were instructed to make use of a PDF containing all 3,000 words in the 
academic vocabulary list and copy/paste from there into the test so as to avoid that spelling 
mistakes negatively and unduly impacted test takers’ test scores in the CAT-PAV. The 
automatic system converted any responses in capital letters to small letters and stripped any 
white space prior to scoring, which also ensured that a correct answer (provided no spelling 
mistakes were made) was correctly scored by the systems. Originally, an HTML drop-down 
menu with the 3,000 words had been implemented to avoid any possibility of misspellings, 
but doing so all for 39 items overloaded the system and was not technically supported. For 
that reason, a PDF with all 3,000 words was presented to test takers, from which they could 
copy/paste their answers into the test.  
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The third assumption underlying Warrant 2 is that the psychometric qualities of the 
CAT-PAV are appropriate for its use as a computer-adaptive test. Essential unidimensionality 
was shown to hold for all three non-adaptive batches of the CAT-PAV (and consequently, for 
the adaptive version of the test), as evidenced by batch internal reliabilities above 0.91, a 
ratio of first-to-second eigenvalues considerably above the ratio of 3 suggested by Embretson 
and Reise (2000) for evidence of essential unidimensionality, and the presence of only 2 
items, out of the 96 in the bank, showing misfit (underfit) without having shown acceptable 
fit previously. POLYDIMTEST results converged on the unidimensionality of Batch 1 data, 
but showed conflicting results regarding the unidimensionality of Batch 2 and Batch 3 data, 
with the DETECT statistic rejecting essential unidimensionality and the ASSI statistic 
supporting it. Since most of the aforementioned evidence supports an interpretation of 
essential unidimensionality of the items in each batch, it is considered here for the purposes 
of the upcoming validity argument that unidimensionality has been shown to hold, especially 
since there is no reason to believe that the clusters identified in POLY-DIMTEST have 
something in common and which is not shared by other items in other clusters detected.  
Further support for the psychometric soundness of the adaptive version of the CAT-PAV 
comes from the fact that items in the bank all showed acceptable CTT statistics (difficulty 
and discrimination), as well as GPCM-based IRT statistics, evidenced by a visual inspection 
of items’ ICCs and chi-square statistics for item-model fit (only 2 items showed underfit, as 
previously noted). IRT-based item difficulties (crossing of categories 0 and 2 on ICCs) also 
covered a wide spread over the ability range (roughly -2.3 to +2.3). Monotonicity (monotone 
homogeneity) was also shown to hold for all 96 items, both by means of an analysis with the 
mokken package in R and by means of a visual inspection of the ICC for each item. Lastly, 
one psychometric characteristic of the CAT-PAV deserves special attention. For some of the 
items, category 1 (partial credit, represented by the red curve in the ICCs) contains very little 
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statistical information for test takers of any ability range (for example, for the item labor in 
Appendix S; while not hurting the psychometric soundness of the test, it does show that such 
items behave more as a dichotomous item than they do as a polytomous item.  
 The fourth and last assumption underlying Warrant 2 is that the adaptive algorithm 
employed in the CAT-PAV is appropriate, thus allowing for a test score that is indicative of 
test takers’ ability in the target construct. Results have shown that, by employing a conjoint 
stopping criterion based on test length (max 39 items) and precision (S.E.=0.3), 97.2% of the 
500 participants who field-tested the adaptive CAT-PAV were measured with an S.E. of 0.3 
logits or less. Moreover, of the 25 participants who took the adaptive version of the CAT-
PAV twice, 92% of them had an ability estimate from an alternate form within 2 S.E.s (0.6 
logits) of their first estimate, which is close to the predicted 95% (plus or minus 2 S.E.s), with 
the Pearson correlation between their scores in both administrations (alternate-form 
reliability) being 0.93. Therefore, ability estimates from the adaptive CAT-PAV, based on the 
current stopping criterion, can be said to be precise to plus or minus 0.6 logits (2 S.E.s), for 
95% of test takers. As we will discuss shortly, results can be improved by employing a 
precision of 0.2 instead of 0.3, but this would likely require one or more of the following: (a) 
substantially longer test administration times (more items would need to be administered to 
each test taker); (b) a decrease in the value of randomesque so that more informative items 
are selected next, resulting however in increased item exposure rates; (c) an increase in the 
number of items in the bank that are informative at points in the ability range that currently 
have only a small number of items with high associated information (namely, mostly below -
1 and above +1); (d) an increase the number of items with no threshold reversals, thus 
increasing the statistical information associated with partial credit category 1.  The support 
provided herein for the four assumptions underlying Warrant 2 suggests that the Evaluation 
inference in the CAT-PAV’s interpretive argument is warranted, with the caveat that the true 
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ability of 95% of the test takers currently lies within 0.6 logits (2 S.E.s) of their estimated 
ability in the adaptive CAT. Therefore, an analysis of the Generalization inference follows.  
 
5.1.3. Generalization Inference (RQ3) 
Warrant 3: Observed scores are stable estimates of expected scores over a different set of 
CAT-PAV test items, test forms, and test occasions and can be generalized to indicate 
knowledge of productive and contextualized academic vocabulary in English that goes 
beyond merely those academic words tested on the CAT-PAV. 
  
The first assumption underlying Warrant 3 is that the specific items administered to 
examinees’ does not have a significant impact on their test scores on the CAT-PAV. Primary 
support for this assumption of item-independent measuring comes from the fact that all items 
have been calibrated with the GPCM IRT-model and calibrated onto the same measurement 
scale through linking. Although raw scores were employed in the score reports of the non-
adaptive batches (a CTT approach in which the group of items administered does 
significantly impact test scores given the different errors of measurement associated with test 
takers of different ability levels), only an IRT approach based on the GPCM model should be 
employed for score reporting.  The IRT assumptions of monotone homogeneity and 
unidimensionality have also been shown to hold for the items in the CAT-PAV, supporting 
this assumption that the set of IRT-calibrated items administered does not significantly 
impact their test scores.  
The second assumption underlying Warrant 3 is that reliability between different test 
forms is high for both the non-adaptive versions of the test and the adaptive versions. For the 
43 test takers who took both Batch 1 and Batch 2 of the CAT-PAV, the disattenuated Pearson 
correlation was 0.752. For the 25 test takers who took two different forms of the adaptive 
CAT-PAV, the Pearson correlation (r) between their ability estimates was 0.930. While the 
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alternate-form reliability of both the non-adaptive and the adaptive versions of the CAT-PAV 
are high, alternate-form reliability is higher for the adaptive version of the CAT-PAV, as 
expected, given that test takers of the adaptive version are measured with very similar 
precision, which does not happen with the non-adaptive versions of the test.  
The third and last assumption underlying Warrant 3 is that for every test item, 
comprehension of other academic words is required to correctly answer the item. Support for 
this assumption comes from the fact that all sample sentences employed in the CAT-PAV are 
authentic sentences drawn from an authentic sub-corpus of academic English and from the 
strict requirement during item development that at least 20% of the words in any sample 
sentence be among the 3,000 most frequent academic words in English, based on Gardner 
and Davies’ (2014) academic vocabulary list. The support provided herein for the three 
assumptions underlying Warrant 3 suggests that the Generalization inference in the CAT-
PAV’s interpretive argument is warranted, but it must be noted that the generalizability of 
ability estimates from the adaptive version of the test is higher than that for estimates from 
the non-adaptive versions (batches) of the test.  
 
5.1.4. Explanation Inference (RQ4) 
Warrant 4: Expected scores in the CAT-PAV are attributed mainly to productive and 
contextualized knowledge of academic English words, but also to passive knowledge of 
academic words, given Laufer et al.’s (2004) implicational hierarchy of word knowledge. 
 
 The first assumption underlying Warrant 4 is that performance on the CAT-PAV 
relates to performance on other test-based measures of productive academic vocabulary 
proficiency, as expected theoretically. The Pearson correlation coefficients between scores on 
version A and B of Laufer and Nation’s (1999) Vocabulary Levels Test Academic (VLTA) 
and ability estimates from the CAT-PAV were the following: Batch 1 (0.614 and 0.453, 
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respectively), Batch 2 (0.284 and 0.089 respectively), Batch 3 (0.319 and 0.262, respectively) 
and adaptive CAT-PAV (0.402 and 0.507, respectively). As we can see, all eight Pearson 
correlational coefficients were positive, with two of them being considered weak, three being 
considered moderate, and two being considered strong, per Cohen’s strength interpretation 
suggestions of weak (between 0.1 and 0.3), medium (0.3 to 0.5), and strong  
(higher than 0.5). Although the number of data points employed in the correlations is 
relatively small (N=31 for Batch 1, N=22 for Batch 2, N=24 for Batch 3, and N= 28 for the 
adaptive CAT-PAV), results seem to indicate that the two tests are measuring somewhat 
related constructs. In the case of the adaptive version of the CAT-PAV and the VLTA, 
between 16.1% and 25.7% of the variance in the CAT-PAV ability estimates and in the 
VLTA scores can be said to be attributed to the same factor.  
 The second assumption underlying Warrant 4 is that performance on the CAT-PAV 
relates to test takers’ assessment of their own productive, as well as passive, knowledge of 
contextualized academic vocabulary in English. The Pearson correlations between tests 
takers’ ability estimates and their self-assessment of their receptive and productive abilities 
with academic English vocabulary ranged from 0.218 (Batch 3 ability estimates and self-
reported ability to understand spoken academic vocabulary) to 0.524 (Batch 3 and self-
reported ability to use academic vocabulary when writing in English), with most of the 
correlation coefficients showing moderate strength (between 0.3 and 0.5).  
The third assumption underlying Warrant 4 is that performance on the CAT-PAV 
relates to performance on other test-based measures requiring substantial knowledge of 
academic vocabulary. Pearson correlations between ability estimates on the CAT-PAV and 
TOEFL iBT scores ranged from 0.153 (Batch 1 and TOEFL iBT Writing) to 0.557 (adaptive 
CAT-PAV and TOEFL iBT Reading). It is worth noting that most Pearson correlations 
between the non-adaptive batches of the CAT-PAV and TOEFL iBT section scores were 
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moderate-strength correlations, while correlations between ability estimates from the 
adaptive version of the CAT-PAV and TOEFL iBT Reading, Listening, and Writing section 
scores showed strong correlations (above 0.5), with a medium-strength correlation being 
observed with TOEFL iBT Speaking scores. It is also worth noting that these correlations 
between different versions of the CAT-PAV and TOEFL iBT section scores could not be 
disattenuated (which would lead to higher true correlations between scores on the two tests), 
due to lack of item-level score information for the TOEFL iBT test for the test takers who 
reported TOEFL iBT results. It was further decided that employing published reliabilities for 
the TOEFL iBT section scores in disattenuating correlation coefficients, despite being a 
common practice, would not be appropriate in the present study, since these published 
reliabilities may not apply to the specific group of test takers employed in the correlational 
analysis between the CAT-PAV scores and TOEFL iBT scores reported here. The  
correlational values reported here support the assumption that performance on the CAT-PAV 
is related to performance on the TOEFL iBT, although such correlations are not expected 
(even after disattenuation) to correlate much above the maximum observed value of 0.557, 
given the broader constructs measured in the TOEFL iBT sections than in the CAT-PAV. For 
comparison, correlations between scores on ISU’s EPT and TOEFL iBT section scores have 
been reported to be as low as 0.458 for listening and as high as 0.519 for reading (Li, 2015). 
Interestingly, correlation coefficients between the adaptive CAT-PAV estimates and these 
same TOEFL iBT sections were higher than those reported by Li (2015). Correlation 
coefficients between CAT-PAV ability estimates and IELTS Academic section scores 
showed considerably more variation than was observed for TOEFL iBT scores, and ranged 
from -0.003 (virtually, no correlation), to 0.911 (a very strong correlation). The correlation 
between ability estimates in the adaptive version of the CAT-PAV and IELTS Writing scores 
was 0.499. Given the small number of test takers who reported section scores on the IELTS 
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Academic test (N=17 in Batch 1 and Batch 2, N=23 in Batch 3, and N=11 in the adaptive 
version of the test), the fact that these scores were highly truncated (all minimum section 
scores were 5 or above, and some maximum section scores were as low as 7.5), and the fact 
that these correlations could also not be disattenuated, correlations between CAT-PAV ability 
estimates and IELTS academic scores should not factor into the validity argument for the 
CAT-PAV until further investigation is conducted with at least a higher sample size and less 
truncated IELTS scores.  
The fourth assumption underlying Warrant 4 is that reading ability and sentence 
difficulty do not significantly affect CAT-PAV scores. Support for this assumption comes 
from the item development specifications that at least 50% of the words in any sample 
sentence employed for a test item be among the 500 most common general words in English, 
thus reducing the possibility that the construct-irrelevant factor of reading ability affected 
ability estimates from the CAT-PAV.  Stronger backing for this assumption could come from 
empirical studies that assess the exact impact of reading ability and sentence difficulty on 
scores, both at the item-level and at the test-level. 
Finally, the fifth and last assumption underlying Warrant 4 is that native speakers (as 
a group) outperform ESL learners (as a group) on the CAT-PAV, while also showing 
considerably less variation in their ability estimates.   Results of a Welch t-test showed a 
statistically significant difference (p < 0.001) in the scores of native speakers and ESL 
learners, with the former group scoring significantly higher and showing considerably less 
variation in their scores (SD = 0.59 vs. SD = 1.19, respectively). The backings discussed 
above for the five assumptions in Warrant 4 seem to warrant the Explanation Inference in the 
interpretative argument for the CAT-PAV. Therefore, an analysis of the Utilization inference 
follows.  
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5.1.5. Utilization Inference (RQ5) 
Warrant 5: CAT-PAV scores are useful and beneficial as a complementary, targeted source 
of information for making placement decisions regarding current or upcoming students’ level 
of academic English or if used as a diagnostic tool in ESL classrooms at the university level. 
  
The first assumption underlying Warrant 5 in the interpretive argument for the CAT-
PAV is that test scores are indicative of placement decisions from ISU’s English Placement 
Test (EPT). Welch t-test results showed that students who were exempt from ESL listening 
requirements (99L) or had this requirement waived based on their EPT scores had 
significantly higher Batch 3 ability estimates than students placed into 99L (p < 0.01). Welch 
t-test results also showed that students who were exempt from ESL reading requirements 
(99R) or had these requirements waved based on their EPT scores had significantly higher 
Batch 3 ability estimates than students who were placed into 99R (p < 0.001).  Results of 
Tukey HSD tests also indicated, for Batch 3, that ESL learners placed into 101C/D had 
estimated abilities in the construct of the CAT-PAV significantly higher than those placed 
into 101B (p = 0.02), and that ESL learners who were exempt from ESL writing requirements 
(101B,101C/D) or had those requirements waived based on their EPT writing scores also had 
significantly higher ability estimates in the construct of the CAT-PAV (p = 0.04) compared 
to those who had to take 101C/D.  Ability estimates from the adaptive version of the CAT-
PAV were also significantly higher for the exempt group than for the 101C/D group (p < 
0.001), although a statistically significant difference was not detected between the 101C/D 
group and the 101B group of test takers (p = 0.22), despite the former having a mean score 
0.393 logits above the latter, which might be deemed a practically significant difference.  
The second assumption underlying Warrant 5 is that instructors and students welcome 
the test and see value in taking it on a frequent basis or as a component of the EPT. This 
assumption seems supported based on the fact that the majority (70%) of the 398 test takers 
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who responded to the post-test questionnaire in Appendix E indicated that they would take 
another, 39-item version of the test containing different items. It is expected that a higher 
percentage would be willing to take another version of a substantially shorter test, such as the 
adaptive version of the CAT-PAV. Further support for this assumption comes from ESL 
instructors’ responses, indicating that 95% of them believe that use of different versions of 
the test as an ongoing diagnostic tool during the semester in ESL courses at Iowa State 
University could have positive effects for students and positively benefit their learning. Of 
the 20 ESL instructors polled, 70% of them also indicated that different forms of the test, if 
introduced as a component of the EPT at ISU, could have positive effects for students taking 
the EPT. Once again, it must be noted that these 20 ESL instructors took the non-adaptive 
version of the CAT-PAV, and that the percentage indicated is expected to be higher if based 
on a substantially shorter, adaptive version of the test.  
The third assumption underlying Warrant 5 is that the test shows acceptable face-
value with test takers in terms of the extent to which test takers believe that the test scores 
represent their current ability to use English academic vocabulary in context. Of the 398 
participants who responded to Appendix E, 72% of them believe that the percent-correct 
(raw) scores they received at the end of the three non-adaptive batches of the CAT-PAV 
represented, at least to some extent, their ability to use academic vocabulary in context. It 
must be emphasized here that these responses were based on raw test scores, not on IRT-
based scores as employed in the adaptive version of the CAT-PAV. It was not possible to 
report IRT-based scores to participants who took one of the three non-adaptive batches of the 
CAT-PAV, since items were still being calibrated at that point.  
The fourth assumption underlying Warrant 5 is that implementation of the test at the 
university level, either as a placement aid or as an ongoing diagnostic assessment, should 
lead to positive washback, as shown by ESL students’ positive views towards the test. 
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Support for this assumption comes from the fact that most respondents (70%) indicated that 
they would take another version of the test containing different items, 85% said that taking 
the CAT-PAV positively impacted their academic English knowledge, and over 88% 
indicated that the CAT-PAV helped them acquire new academic vocabulary knowledge, 
specifically. These opinions were based on the 39-item, non-adaptive versions of the test.  
The fifth and last assumption underlying Warrant 5 is that the test format and 
feedback are helpful for students.  Of the 398 respondents, over 93% indicated that the 
synonyms employed in partial credit helped them arrive at the correct answer, and over 94% 
of them indicated that the feedback they received during the test was helpful (which included 
synonyms of the correct word, common collocations, and seeing the correct answer after each 
item). These results support the fifth assumption. Naturally, when the CAT-PAV is employed 
as a placement-aid tool, test takers will not be able to see the correct answer for each item, for 
reasons of test security. This will only be possible in diagnostic uses of the test.  
Given the initial support for the five assumptions presented above, the Utilization 
inference in the interpretive argument for the CAT-PAV seems partially warranted. The 
extent to which the Utilization can be fully warranted will depend on the precise ways in 
which certain versions of the CAT-PAV may be implemented as a diagnostic or placement-
aid tool.  
 
5.2 The Validity Argument for the CAT-PAV 
In view of the discussions and evidence presented with regard to the intended uses 
and interpretations of the CAT-PAV scores, a summary of the validity argument of the CAT-
PAV is summarized in Table 43, in which the empirical backing for each of the listed 
assumptions underlying a specific warrant in the validity argument for the interpretation and 
use of CAT-PAV scores are presented.  
 
 
 
Table 43. Validity Argument for the CAT-PAV 
 
Inference Warrant Assumptions Backing 
Utilization 
(warranted for 
diagnostic use 
but only partially 
warranted for 
use as a 
placement-aid) 
W5: CAT-PAV scores are 
useful and beneficial as a 
complementary, targeted 
source of information for 
making placement decisions 
regarding current or upcoming 
students’ level of academic 
English or if used as an 
ongoing diagnostic tool in ESL 
classrooms at the university 
level. 
a) CAT-PAV test scores are indicative of placement decisions 
from Iowa State University’s English Placement Test. 
b) Instructors and/or students welcome the test and see value in 
taking it on a frequent basis or as a component of the EPT.  
c) The test shows acceptable face-value with test-takers in 
terms of the extent to which test-takers believe the test scores 
represent their current ability to use English academic 
vocabulary in context. 
d) Implementation of the test at the university level, either as a 
placement aid or as an ongoing diagnostic assessment, 
should lead to positive washback, as shown by ESL students’ 
positive views towards the test. 
e) The test format and feedback are helpful for students. 
 
a) Based on Batch 3 ability estimates, ESL learners who were placed 
into 99L scored significantly lower (p<0.01) than those who did not 
have to take 99L, and ESL learners who were placed into 99R scored 
significantly lower (p<0.001) than those who did not have to take 
99R. Those who had to take 101B scored significantly lower (p=0.02) 
than those placed in 101C/D, who in turn scored significantly lower 
(p=0.04) than those who did not have to take any ESL writing 
courses. Based on ability estimates from the adaptive version of the 
CAT-PAV, ESL learners placed into 101C/D scored significantly 
lower (p<0.001) than those who did not have to take any ESL writing 
course, although only a practical (but not statistically significant) 
difference was observed between ESL learners placed into 101B and 
those placed into 101C/D (p=0.22).  
b)  Of 398 test takers polled for Batches 1,2, and 3, 70% indicated that 
they would take another, 39-item version of the CAT-PAV.  Of 20 
ESL instructors polled, 95% believed that use of different versions of 
the test as an ongoing diagnostic tool during the semester in ESL 
courses at Iowa State University could have positive effects for 
students and positively benefit their learning, while 70% indicated 
that introduction of different forms of the test, if introduced as a 
component of the EPT at ISU, could have positive effects for students 
taking the EPT.   
c) Of 398 test takers polled for Batches 1,2, and 3, 72% believed that 
the percent-correct (raw) scores they received at the end of the three 
non-adaptive batches of the CAT-PAV represented, at least to some 
extent, their ability to use academic vocabulary in context. 
d) Of 398 test takers polled for Batches 1,2, and 3, 70% indicated that 
they would take another version of the test containing different items, 
85% said that taking the CAT-PAV positively impacted their 
academic English knowledge, and over 88% indicated that the CAT-
PAV helped them acquire new academic vocabulary knowledge, 
specifically.  
e) Of 398 test takers polled for Batches 1,2, and 3, over 93% of them 
indicated that the synonyms employed in partial credit helped them 
arrive at the correct answer, and over 94% indicated that the feedback 
they received during the test was helpful. 
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Table 43. (Continued) Validity Argument for the CAT-PAV  
 
Inference Warrant Assumptions Backing 
Explanation 
(warranted) 
W4: Expected scores in the 
CAT-PAV are attributed 
mainly to productive and 
contextualized knowledge of 
academic English words, but 
also to passive knowledge of 
academic words, given 
Laufer et al.’s (2004) 
implicational hierarchy of 
word knowledge. 
a) Performance on the CAT-PAV relates to 
performance on other test-based measures of 
productive academic vocabulary proficiency, as 
expected theoretically. 
b) Performance on the CAT-PAV relates to test-
takers’ assessment of their own productive, as well 
as passive, knowledge of contextualized academic 
words in English. 
c) Performance on the CAT-PAV relates to 
performance on other test-based measures 
requiring substantial knowledge of academic 
vocabulary. 
d) Reading ability and sentence difficulty do not 
significantly affect CAT-PAV scores. 
e)  Native speakers (as a group) outperform ESL 
learners (as a group) on the CAT-PAV, while also 
showing considerably less variation in their ability 
estimates.  
 
 
a) Correlational coefficients between ability estimates from the non-
adaptive versions of the CAT-PAV and scores on version A and B 
of Laufer and Nation’s (1999) Vocabulary Levels Test Academic 
are 0.614 and 0.453 (Batch 1), 0.284 and 0.089 (Batch 2), and 
0.319 and 0.262 (Batch 3). Correlations for the adaptive version are 
0.402 and 0.507.  
b) Pearson correlations between tests takers’ ability estimates and 
their self-assessment of their receptive or productive abilities with 
academic English vocabulary ranged from 0.218 (Batch 3 ability 
estimates and self-reported ability to understand spoken academic 
vocabulary) to 0.524 (Batch 3 and self-reported ability to use 
academic vocabulary when writing in English), with most of the 
correlation coefficients showing a moderate strength (between 0.3 
and 0.5) 
c) Pearson correlations between ability estimates on the CAT-PAV 
and TOEFL iBT scores ranged from 0.153 (Batch 1 and TOEFL 
iBT Writing) to 0.557 (adaptive CAT-PAV and TOEFL iBT 
Reading). Ability estimates from the non-adaptive batches of the 
CAT-PAV showed mostly medium-strength correlations with 
TOEFL iBT section scores, while correlations between ability 
estimates from the adaptive version of the CAT-PAV and TOEFL 
iBT Reading, Listening, and Writing section scores were strong 
(above 0.5), with a medium-strength correlation being observed 
with TOEFL iBT Speaking scores. 
d) CAT-PAV ability estimates are not affected by sentence difficulty, 
since at least 50% of the words employed for a test item are among 
the 500 most common general English words. The higher the 
percentage of these words, the higher their ease of readability 
(Flesh-Kincaid Reading Ease) score. 
e) Native speakers of English score statistically significantly 
    higher on the adaptive version of the CAT-PAV than do ESL  
learners, while showing less than half the score variation (SD = 
0.59 vs SD = 1.19) observed with ESL learners. 
 
220 
  
 
Table 43. (Continued) Validity Argument for the CAT-PAV  
 
Inference Warrant Assumptions Backing 
Generalization 
(warranted) 
W3: Observed scores are 
stable estimates of expected 
scores over a different set of 
CAT-PAV test items, test 
forms, and test occasions and 
can be generalized to indicate 
knowledge of productive and 
contextualized academic 
vocabulary in English that 
goes beyond merely those 
academic words tested on the 
CAT-PAV. 
a) The specific set of items administered to examinees’ 
does not have a significant impact on their test scores 
on the CAT-PAV. 
b) Reliability between different test forms is high for 
both the non-adaptive versions of the test and the 
adaptive versions. 
c) For every test item, comprehension of other 
academic words is required to correctly answer the 
item. 
a) All CAT-PAV items have been calibrated with the GPCM 
model and linked to the same metric. Unidimensionality and 
monotone-homogeneity have also been shown to hold for the 
CAT-PAV items.  
b) Disattenuated alternate-form reliability for the non-adaptive 
version of the CAT-PAV (based on Batch 1-2 scores) is 0.752, 
while the alternate-form reliability of the adaptive version of 
the CAT-PAV is 0.930. In the adaptive CAT-PAV, the same 
precision criterion (S.E = 0.3) is employed for all test takers. 
Given these results, scores from the adaptive CAT-PAV are 
more generalizable than scores from a non-adaptive version, 
which is to be expected given the smaller S.E.s associated 
with the latter.   
c) All sentences employed in the CAT-PAV have been drawn 
from an authentic academic corpus (the academic subset of 
COCA). Additionally, at least 20% of the words in all selected 
sentences are part of the 3,000 most frequent academic 
English words (core academic vocabulary list). 
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Table 43. (Continued) Validity Argument for the CAT-PAV  
 
Inference Warrant Assumptions Backing 
Evaluation 
(warranted)  
W2: Observation of 
performance on the CAT-
PAV is evaluated to provide 
observed scores reflective of 
test-takers’ productive and 
contextualized knowledge of 
frequent academic English 
vocabulary. 
a) There is only one correct answer per item on the 
CAT-PAV (no double-keys). 
b) The scoring is reliable and not prone to error. 
c) The psychometric qualities of the test are 
appropriate for its use as a computer-adaptive test. 
d) The adaptive algorithm used for the CAT-PAV is 
appropriate, allowing for a test score that is 
indicative of test-takers’ ability in the target 
construct. 
a) All 96 test items have been trialed on three graduate native 
speakers and only those items for which at least two out of the 
three native speakers entered the correct answer without need 
for a synonym cue were accepted for inclusion in pre-testing 
stage (item calibration). None of the native speakers got a 
CAT-PAV item wrong after seeing a synonym.  
b) The test is automatically scored and questions are close-ended, 
allowing for efficient and accurate scoring of test-takers’ 
responses. No technical issues affect item scoring during test 
administration. No spelling mistakes interfere with the scoring, 
since test takers make use of a PDF with correct word spelling 
from which they paste their answers into the test platform. 
c) All non-adaptive and adaptive versions of the test show 
reliabilities above 0.91. Monotone homogeneity holds for all 
items and scree plots and item-fit statistics support the 
assumption of essential unidimensionality. Items show 
acceptable CTT-based and IRT-based statistics and show 
acceptable coverage of the ability range (roughly -2.3 to +2.3), 
although more items should be developed for abilities below 
  -1 and above + 1.5. Lastly, all items have been placed on the 
same metric/scale through linking.     
d) By employing the current conjoint termination criterion of 
length (max 39 items) and precision (maximum SE of 0.3), 
over 97.2% of test takers are measured with a precision of at 
least 0.3 logits. Alternative-form reliability is high (r = 0.93) 
and 92% of estimates from the second administration are 
within 2 SEs of the ability estimate from the first 
administration, based on 25 pairwise observations. With more 
observations, this percentage is expected to converge around 
the 95% predicted.  
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Table 43. (Continued) Validity Argument for the CAT-PAV  
 
Inference Warrant Assumptions Backing 
Domain 
Description  
 
(warranted) 
W1: Observation of 
performance on the CAT-
PAV reveals knowledge of 
frequently used academic 
vocabulary and requires, 
through a task 
representative of ESL 
classes in an English-
medium institution of 
higher education, 
knowledge and abilities 
also necessary in these 
classes.  
 
a) The task that test-takers are required to complete in 
the CAT-PAV is also present in course materials 
employed in ESL classes in an English-medium 
institution of higher education. 
b) Abilities and knowledge required to complete the task 
in the CAT-PAV are also necessary when employing 
academic vocabulary in ESL classes in an English-
medium institution of higher education. 
c) Target academic words in the CAT-PAV are 
representative of frequent academic words prospective 
students will encounter in ESL classes in an English-
medium institution of higher education and are 
presented in authentic contexts of usage. 
a) Three of the six textbooks currently employed in ESL 
courses at ISU make direct use of a similar gap-filling 
exercise to assess ESL learners’ productive and 
contextualized knowledge of academic vocabulary. In 
addition, the majority (60%) of the 20 ESL instructors 
polled indicated that the task in the CAT-PAV is typical 
of ESL classes they have taught at ISU.  
b) 85% of the 20 ESL instructors polled indicated that the 
knowledge and abilities required to achieve a good score 
in the CAT-PAV are also necessary when using academic 
vocabulary in ESL classes at ISU. Furthermore, mere 
knowledge of the meaning of frequent academic words is 
necessary to complete all tasks in Appendix J, while 
knowledge of common collocates for these words is 
especially important for completing the tasks in Appendix 
J, Figures J3 and J10.  
c) All target academic words employed in the CAT-PAV are 
among the 3,000 most frequent academic words in 
English, based on Gardner and Davies’ (2014) academic 
word list. In addition, all sample sentences used for a 
given test item were drawn from an authentic sub-corpus 
of academic English (academic subset of COCA).  
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5.3 Further Validation Issues 
 The aim of this section is to highlight three issues related to the validity of the 
interpretation and uses of CAT-PAV scores that deserve further investigation, one of which 
pertains to the Generalization inference, and two of which belong to the Utilization inference.  
 
5.3.1. Use of Raw Scores from the CAT-PAV (Utilization Inference) 
Further evidence must be presented in case raw CAT-PAV scores or equally-weighted 
item scores, instead of IRT-based scores, are employed in a real assessment scenario. 
Although in classical test theory a standard error of measurement (S.E.M) is calculated and 
assumed to apply equally to all test takers, scores from test takers of different abilities are in 
fact not estimated to the same level of precision (Bachman, 2004; Brown, 2012; Carr, 2008; 
Hambleton, Swaminathan, & Roger, 1991). Through IRT, as results from batches 1-3 have 
shown, each ability estimate has its own associated error of measurement, which is dependent 
on the summed amount of statistical information provided by the items that a test taker has 
answered in a given administration. Therefore, IRT-based estimates of ability offer a more 
precise picture of one’s ability in the construct than abilities based simply on raw test scores 
and the use of the same standardized error of measurement for all test takers, although as we 
have seen with the three non-adaptive batches of the CAT-PAV, a test taker of the same 
ability will still have different errors of measurement associated with their IRT-based ability 
estimate depending on whether they took Batch 1, Batch 2, or Batch 3. The reason for this is 
that these fixed (non-adaptive) batches are not optimized for a specific test taker, which only 
happens in adaptive tests. Therefore, the use of the adaptive version of the CAT-PAV, as 
shown by the results presented in this dissertation, allows for the most precise measurement 
of individual test takers and such precision is indeed comparable for the great majority of the 
225 
 
 
 
target population of CAT-PAV test takers (97.2% were measured with an S.E. at or below 
0.3).  
 The implication of the fact discussed above is that the evidence provided in the 
validity argument for the uses of the CAT-PAV are not meant to apply to scenarios where 
raw CAT-PAV scores will be employed or items will be equally weighted, as will likely be 
the case if CAT-PAV items are added to the EPT at Iowa State, despite the fact that 
correlation coefficients presented in this dissertation between IRT-based ability estimates or 
raw scores on the one hand, and scores on other tests such as the TOEFL iBT or the VLTA, 
on the other hand, tend to be close to each other.  
 
5.3.2. Correlations Between Non-Adaptive Forms of the CAT-PAV (Generalization 
Inference) 
 The correlation between ability estimates from Batch 2 and 3, and those between 
Batch 1 and Batch 3 ability estimates could not be examined in the present study, and 
therefore, require further investigation. The disattenuated correlations observed between 
Batch 1 and Batch 2 scores for the 43 participants who took both test forms was 0.752, 
whereas the non-disattenuated Pearson coefficient between two different forms of the 
adaptive version of the CAT-PAV was considerably higher, at 0.930. Although the 
correlation coefficients between Batch 1-3 and Batch 2-3 were not investigated, the latter is 
hypothesized to be higher than the former, given the more similar distribution of item 
difficulties in Batch 2 and 3, and the more similar errors of measurements associated with test 
takers at the same ability level in these two batches. Yet, correlations between scores on two 
non-adaptive forms of the test will likely always be lower than that observed between ability 
scores from two different administrations of the adaptive CAT-PAV, given the essentially 
equiprecise measurement in the latter case, but not in the former.  
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5.3.3. Potential Uses of the Current CAT-PAV  (Utilization Inference) 
 A more detailed discussion of precisely how the CAT-PAV may be utilized either as a 
diagnostic tool or as a placement tool is fundamental, given the current psychometric 
properties of the 96-item item bank, the evidence presented above for the five inferences in 
the validity argument for the interpretation and uses of scores from the test, and the feasibility 
of any potential uses. Each of these two potential uses will require additional evidence that 
should be incorporated into the current validity argument for the CAT-PAV in order for these 
specific uses to be validated.  The two intended uses of the CAT-PAV (or different versions 
thereof) should be discussed separately. In this section, its potential use as a diagnostic tool 
and as a placement-aid tool will be discussed in detail and potential caveats will be noted.  
 
5.3.3.1. Use as a Diagnostic Tool 
 The use of the CAT-PAV as an ongoing diagnostic tool in ESL courses at English-
medium institutions of higher education is partially warranted, given the psychometric 
properties of the current item bank (96 items) and the views of ESL learners’ and ESL 
instructors’ discussed above, but such use must be implemented by considering the current 
error of measurement associated with ability estimates.  Results have shown that the current 
adaptive version of the CAT-PAV, which uses a stopping criterion based on precision of 
measurement (0.3 logits) or a maximum number of 39 items, and uses a randomesque value 
of 5 for next item selection, was able to estimate the ability of approximately 95.5% of the 
112 targeted ESL learners (and 98.4% of the 500 test takers, which included native speakers) 
with a precision of at least 0.3 logits. For 75% of test takers, 14 items or fewer were needed 
for an ability estimation to be made with a maximum error of measurement of 0.3 logits.  
Given the current adaptive algorithm and the current item bank, if the adaptive 
version of the test is employed as an ongoing diagnostic assessment in ESL courses, results 
from each administration should be interpreted by keeping in mind the current S.E. of 0.3 
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logits. The implication is that a certain test-taker can only be shown to be improving with 
regard to their breadth of productive and contextualized academic vocabulary in English if 
(and only if) the 95% confidence intervals (plus of minus 2 S.E.s) around estimates from two 
consecutive administrations do not overlap. For example, if the ability estimate from 
administration at time point one was – 0.4 (95% C.I. = - 1 to + 0.2) and that from time point 2 
was - 0.1 (95% C.I. = - 0.7 to + 0.5), the 95% confidence intervals overlap and, despite the 
benefit to academic vocabulary development in simply taking the assessment, it is not 
possible to be highly confident that the student’s productive and contextualized breadth of 
academic vocabulary in English has improved. If the ability estimate on the second 
administration was + 0.85, however, we could be highly confident that the student’s breadth 
of productive and contextualized academic vocabulary in English has statistically 
significantly improved. If use of the CAT-PAV as an ongoing diagnostic tool is accompanied 
by direct use of Gardner and Davies’ (2014) AVL by ESL instructors in their classes, this 
could create a positive feedback loop in which CAT-PAV results inform targeted vocabulary 
study and/or instruction. Along the same lines, if a non-adaptive version of the test (such as 
those seen in Batch 1, 2, and 3) is employed as a diagnostic tool in which raw scores will be 
reported, “teaching to the test” could take on a positive meaning, with instructors focusing on 
teaching academic words that will later be assessed in a non-adaptive version of the CAT-
PAV. This is expected to have positive washback, with ESL learners constantly expanding 
their productive and contextualized knowledge of academic vocabulary in order to perform 
well on the CAT-PAV.  Use of these non-adaptive versions with raw scores, however, would 
not allow for ongoing and directly comparable diagnostic assessments of improvement to be 
made.  
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With regard to the adaptive version of the CAT-PAV, these results should be seen as 
a lower bound on the extent to which the use of the CAT-PAV items for diagnostic use is 
supported, and results can be substantially improved upon through the following:    
 
(a) an increase in the mere number of banked items, especially at ability points not 
well covered by the current 96 items (namely, below -1.0 and above +1.5). This will 
increase the number of available items in the bank with high statistical information for 
test takers with temporary ability estimates (during the adaptive test) in that ability 
range, while likely also substantially reducing the number of items required to achieve 
a desired level of precision.  
(b) a reduction in the value of randomesque for next-item selection. The implication 
of using the current value of 5 for a random selection of the next most informative 
item among the 5 most informative items in the bank is that the most informative 
item, given a test taker’s current ability estimate, will only be selected roughly 20% of 
the time. While selection of the second to fifth best item may not have a substantial 
impact in test length and precision of measurement for a CAT with hundreds of 
banked items with good spread in item difficulties, it certainly does have a 
detrimental effect for a test that only has 96 items and that lacks enough items that are 
informative in the ability ranges below -1.0 and above +1.5. Therefore, using a 
randomized value of 3, for instance, could allow for substantially shorter tests, while 
keeping the same or better precision of estimation.  
 
The former assistant coordinator of the EPT at Iowa State noted in his dissertation 
research (Li, 2015) that no significant increase was observed in the lexical density or lexical 
sophistication of 101B and 101C students at Iowa State University over the course of a 
semester, based on a comparison of the essay these students wrote on the first day of class 
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and on the last day of class. A potential explanation for Li’s (2015) finding is that not enough 
attention is given to the development of academic vocabulary in ESL classes at ISU, despite 
4 out of the 6 books examined for the Domain Analysis in the interpretive argument for the 
CAT-PAV containing exercises that focus on the development of academic vocabulary from 
the AWL (Coxhead, 2000). Such explanation finds support in Li’s (2015) own words, when 
he notes that in 101B, an ESL writing course focusing on the development of writing at ISU, 
“only limited attention is paid to explicit teaching of vocabulary in writing” (p.131). 
Therefore, the use of the CAT-PAV as an ongoing diagnostic tool in ESL classes is expected 
to benefit students and instructors, especially given the large standard deviations reported 
here in 99L, 99R, 101B and 101C/D classes with regard to students’ productive and 
contextualized breadth of academic vocabulary in English, but requires further validation.  
 
5.3.3.2. Use as a Placement-Aid Tool 
Use of the CAT-PAV as a placement-aid tool in the EPT at Iowa State University 
seems partially warranted, given the psychometric properties of the current item bank (96 
items) and the views of ESL learners’ and ESL instructors’ discussed above, but such use 
requires further validation. Li (2015) recently reported what he called “somewhat low 
reliabilities in the current version of the EPT” (p. 182), with the reading, listening, and 
writing sections of the EPT in Fall 2014 having reported reliabilities coefficients of 0.67, 
0.67, and 0.79, respectively. Li (2015) suggests that two possible ways (out of several) to 
increase the reliability of the EPT are by adding more tasks to the EPT and/or by adding new 
task formats that might increase test reliability. The addition of CAT-PAV items to the 
listening, reading, and writing sections of the EPT has the potential to meet both of these at 
the same time and contribute towards increasing the section reliability of the EPT, especially 
given the correlations observed between CAT-PAV ability estimates and self-reported 
TOEFL iBT listening, reading, and writing scores (0.250 to 0.377, 0.155 to 0.280, and 0.153 
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to 0.287 respectively for the non-adaptive batches and 0.553, 0.557, and 0.522 respectively 
for the adaptive version). Use of CAT-PAV items on the EPT, in addition to potentially 
increasing section score reliability of the EPT, may also help narrow, to some extent, the 
practically significant differences in breadth of productive and contextualized academic 
vocabulary in English among students placed in exactly the same ESL course at Iowa State, 
as evidenced by the large standard deviations observed for students placed into 99L, 99R, and 
101-level courses discussed previously. It is also my experience as a 3-year long instructor of 
101D at Iowa State that this large variation in productive and contextualized breadth of 
academic vocabulary among students makes it substantially harder to develop a syllabus that 
will benefit students equally. The implementation of the CAT-PAV as a placement aid tool 
for the three sections of the EPT (reading, listening, and writing) might be done in the 
following ways, each of which will require further research in order to be fully warranted: 
(a) every single student at Iowa State who has to take the EPT would also be required 
to take an adaptive version of the CAT-PAV (based on the current or an expanded item 
bank). Their transformed standardized ability estimates (treated as z-scores given the 
approximately normal distribution observed of ESL learners’ ability estimates) would be 
treated as a subscore of each EPT section score. EPT section scores would be combined with 
transformed ability estimates into a composite score that would be employed for EPT 
reading, listening and writing placement. Such implementation would require further research 
into the exact weight alloted to the CAT-PAV scores when calculating composite scores for 
each EPT section, and an analysis of the logistic feasibility of having potentially hundreds of 
students take the adaptive CAT-PAV in addition to the already-long EPT. Once the number 
of items in the CAT-PAV’s item bank is expanded and current lack of items covering the 
very low or very high ranges of the observed ability range for ESL learners, it might be 
possible for students to be tested with the same or better level of precision in a substantially 
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shorter amount of time, especially since the larger number of items in the bank would allow 
for lower values of randomesque to be employed in the adaptive algorithm, thus increasing 
the amount of information associated with each subsequent item in the adaptive CAT-PAV.  
(b) a logistically simpler approach to employing CAT-PAV items on the EPT, but one 
with its own caveats, is to simply add a small number of CAT-PAT items (initially 3-5 items) 
to the listening, reading, and/or writing section of the paper-based or computer-based version 
of the test. In case of a paper-based implementation, CAT-PAV items would by necessity 
need to be scored dichotomously (right or wrong, without partial credit) and test takers 
should be allowed to use a dictionary to look the spelling of words. If all CAT-PAV items are 
placed right at the beginning of the test and on a separate page, a limited amount of time 
could be given for completing those items and those items only. After that, no further 
dictionary use would be allowed. CAT-PAT items would simply be considered as ordinary 
items in the section, would be automatically scored through response entry on a bubble sheet 
as with all other items in case of listening and reading sections, and would contribute to the 
final section score to the same extent as other items (although research could be carried out to 
investigate different weighting). Before such an approach is implemented, however, it is 
important to ensure that the addition of these items would in fact increase test section 
reliability through a pilot test with a limited number of students (perhaps those taking the 
computer-based version of the EPT, in which case logistic issues during implementation 
would be substantially fewer). Additionally, if this approach were to be implemented, in 
which a small number of items are added to the EPT sections, the EPT office should ensure 
that these items are highly discriminating. Both of these specific uses of the CAT-PAV as a 
placement-aid on the EPT require further validation.  
The use of the CAT-PAV (or CAT-PAV items) for placement-aid or diagnostic 
purposes is expected to bring positive washback. By having students and test takers focus on 
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the study of the 3,000 most common academic words in conjunction with frequently 
occurring collocations of these words, students and test takers are expected to increase their 
productive knowledge of such words, while increasing the breadth of their academic 
vocabulary.  
 
 5.4 Conclusion  
 
5.4.1. Summary of the Dissertation Study 
 The study reported in this dissertation started as a desire to contribute to the language 
assessment field by hopefully providing evidence that vocabulary knowledge can, for 
assessment purposes, be treated as an essentially unidimensional construct and measured in 
an efficient, precise, and computer-adaptive manner, as has been done for other constructs in 
the field. By specifically measuring ESL learners’ productive and contextualized breadth of 
academic vocabulary in English for diagnostic or placement purposes, a second aim of the 
study was to facilitate the diagnosis or assessment of such an ability at English-medium 
institutions of higher education (focusing at Iowa State University as a case study), especially 
given the importance of such construct to the successful communication of ESL learners in 
these institutions and given the lack of attention sometimes paid to the development of 
productive academic vocabulary, to the detriment of these ESL learners. Lastly, it was also an 
aim of the present study to create an assessment tool that could be used completely free of 
charge by any interested parties and that can hopefully be constantly updated, maintained, 
and grown by other applied linguists who are willing to calibrate new items and increase the 
item bank, thus contributing to increasing the measuring power of the present CAT-PAV. 
The more items are added to the currently available 96 items in the bank, and the wider the 
ability spectrum covered by these items, the more precise and efficient can be the estimation 
of test takers’ abilities. These same applied linguists (and other researchers or stake-holders) 
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may have their own ideas for how to use the test in their own scenarios and although the 
evidence provided herein can be used as partial evidence for the validity of the interpretations 
of the scores, further research will be required if the test is used for different purposes and 
with different groups than those reported in this dissertation.  
 Employing evidence-centered design (ECD) as a test development framework 
allowed me, as a test developer, to have a clear view of precisely what is measured through 
the CAT-PAV task and what knowledge and abilities are required for successfully answering 
a CAT-PAV item (defined in the Domain Modeling layer). ECD additionally provided the 
foundation for deciding on the specific characteristics of the task (employed in writing item 
specifications), which ensured that the knowledge and abilities targeted through the test could 
indeed be assessed through the specific task employed in the CAT-PAV. All five layers in the 
ECD for the CAT-PAV served the purpose of clarifying the exact way in which such 
knowledge and abilities should be assessed, including the measurement model employed for 
item calibration and ability estimation, as well as the precise steps that should be employed 
before making the adaptive version of the test operational. In summary, the ECD for the 
CAT-PAV (Table 3) ensured that test development occurred in a manner that was aligned 
with the construct assessed in the CAT-PAV and assisted in the definition of some of the 
backings that would support the assumptions in the interpretive argument for the test.  
 By employing an argument-based approach to validity for supporting the interpretation and 
uses of CAT-PAV scores, the present study sought to collect enough evidence for warranting 
five inferences in the tentative interpretive argument for the test: domain description, 
evaluation, generalization, explanation, and utilization. Based on an analysis of the results of 
903 participants who took at least one form of the CAT-PAV (either one of the three non-
adaptive batches, or the computer-adaptive version of the test) over the course of 3 months, 
enough support has been provided to warrant the first four inferences, while only partial 
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support can be provided, at this point, for the Utilization inference, dealing with the intended 
uses of the CAT-PAV as an ongoing diagnostic tool or as a placement-aid tool for the EPT at 
Iowa State University. In order for these two uses of CAT-PAV scores to be fully warranted, 
further validation must be provided.  
 
5.4.2. Limitations of the Present Study 
 The first limitation of the present study is the somewhat small number of participants 
(data points) employed in some of the calculations performed in this dissertation, due to the 
difficulty in recruiting the large number of participants required for the calibration of 
polytomous items, even when monetary incentives were offered. Walker-Barnick (1990) 
states that a 2:1 ratio of test-takers to estimated item parameters is sufficient to lead to stable 
item and person estimates in a polytomous Rasch model, whereas De Ayala (2009) notes that 
hard-and-fast guidelines are difficult to provide, given the peculiarities of each different 
testing situation and scenario. De Ayala (2009) advises that it is preferable to have a larger 
sample size than the 2:1 ratio suggested by Walker-Barnick (1990) in order to offset the 
possibility that not all response categories may be chosen by test takers. Although each of the 
three categories (0,1 and 2) were endorsed by at least 10% of the participants for the majority 
of the 96 items in the CAT-PAV’s item bank, category 1 (partial credit) was endorsed by less 
than 10% of participants in a given batch for some items, resulting in less precise and less 
informative calibration for category 1, at times, when compared to categories 0 and 2. If the 
recommendation is followed that the number of test takers should be at least twice the 
number of parameters to be estimated, 234 participants would have been required for stable 
calibration of the 39 items in batches 1, 2, and 3, and for stable person measurements (3 
parameters per item in the GPCM model * 39 items * 2 = 234). The number of participants in 
all batches (maximum was 153 in Batch 1) was, however, below this recommendation. With 
regard to factor analysis (employed in the examination of the unidimensionality assumption 
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for items in each batch), suggested minimum sample sizes for exploratory factor analysis 
range from 100 (Kline, 1979) to 500 (Comrey & Lee, 1992). Other researchers prefer not to 
suggest absolute values of sample size, but to focus instead on the subjects to variables (STV) 
ratio, such as Hair, Anderson, Tatham, and Black (2005), who advise a ratio of 20:1. The 
maximum sample size employed in this study was 153 (Batch 1), which despite meeting the 
100-minimum sample size, is a ratio of roughly 4:1.   
  A second limitation of the study is related to the procedure employed in assessing 
whether items trialed with three native speakers were ready for calibration with ESL learners. 
It was established that for an item to pass the pilot phase, at least two of the three native 
speakers should get a score of 2 for the item and a maximum of one native speaker should 
receive a score of 1 (partial credit). The result is that for a few items, although native 
speakers also had access to the PDF with all 3,000 words in the academic vocabulary list, it is 
possible that more than one word from the list could fit into the gap, although only one 
official answer (the one derived from the COCA corpus) was accepted by the scoring engine. 
If a stricter system in which all three (or more) native speakers had to agree on the answer 
had been used, some of the CAT-PAV items may have been more discriminating, while other 
may have been discarded and not calibrated. 
 A third limitation of the study is that self-reported TOEFL iBT scores were employed 
for purposes of correlation with CAT-PAV ability estimates. Although all participants were 
requested to enter either their real scores (if they had access to those) or a close 
approximation of the scores (if they could remember), it is possible that some students 
indicated scores that were quite far from their actual TOEFL scores. Self-reported scores 
were employed due to the IRB-related difficulties in getting permission to have access to 
students’ university records. Therefore, it is possible that correlations with the TOEFL would 
be different if test takers’ actual scores had been used instead.  
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 A fourth limitation of the study that should be noted is the fact that test takers were 
allowed to take the CAT-PAV from a non-secure environment (such as their homes or 
classrooms). Since some ESL teachers were kind enough to provide extra credit to their 
students who took the test, there is a chance that some test takers could have had a motivation 
to check some of the answers online before entering them.  
 A fifth limitation that should be pointed out here is that 43 of the participants who 
took Batch 2 had also taken Batch 1. Therefore, they had seen the answer, one month before, 
to the 9 anchor items employed for linking Batch 2 items to the scale of Batch 1 items. While 
it is likely that the gap of a month was enough to erase any recollection of these items from 
their minds, there is still a chance that some students could have remembered the answer, 
which could slightly affect the quality of the linking between Batch 2 and Batch 1.  
 A sixth limitation of the study is the possibility that the two specific sample sentences 
employed for assessing knowledge of each target academic word could have impacted the 
difficulty of each of the items. Despite the care taken to ensure that at least 50% of the words 
in every sample sentence were among the 500 most common words in English overall, the 
possibility remains that if other sample sentences had been employed, the estimated difficulty 
of the items would have been different.   
  The seventh and last limitation of the study is that no DIF analysis were performed to 
assess whether any subgroup of students had a higher chance (after controlling for ability in 
the construct) of performing well on an item than another subgroup. Although there is no 
reason to believe that any items would show DIF for a subset of participants, the possibility 
always exists.   
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5.4.3. Suggestions for Future Research 
 While all the topics discussed in Further Validation Issues and Limitations of the 
Present Study sections deserve further investigation, two aspects that have not been analyzed 
in the context of this dissertation hold the most promise for the future of the CAT-PAV as 
free, community-curated, psychometrically sound diagnostic or placement tool. The first of 
these aspects concerns the extent to which the CAT-PAV’s item bank can be quickly 
expanded to hundreds of items, covering the whole spectrum of ability from -4 to +4 
(although different scenarios of usage may only require narrow ranges to be covered). One 
promising approach is to make use of NLP (Natural Language Processing) techniques for the 
automatic extraction of two sample sentences for a given word from the academic subset of 
COCA that will not only contain a very strong collocate for the target word, but also not 
allow other words to fill the gap occupied by the target word (use of mutual information for 
such selection might prove to be an interesting venue). Once a large number of such 
automatically extracted items are available, they can be inserted into live administrations of 
the adaptive CAT-PAV for calibration, thus quickly expanding the item bank.  
 A second area of special interest for future research, in my view, concerns the extent 
to which the calibrated parameters of an item based on the same target word, but employed 
with two different sample sentences, will vary.  If the variation in the value of the parameters 
is small enough, this might open the doors to potentially employing item shells for the 
development of CAT-PAV items. If this comes to pass, the use of this strategy, combined 
with the use of Natural Language Processing (NLP) for automatic item creation, might 
reduce the need to calibrate items based on the same target word. Naturally, such approach 
will require further validation.   
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APPENDIX A. GARDNER AND DAVIES’ (2014) ACADEMIC VOCABULARY LIST  
(PARTIAL VIEW) 
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APPENDIX B. THE ACADEMIC FREQUENCY LIST TOOL ON THE WORD 
AND PHRASE WEBSITE 
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APPENDIX C. THE ANALYZE TEXT TOOL ON THE WORD AND PHRASE 
WEBSITE 
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APPENDIX D. PRE-TEST QUESTIONNAIRE (CAT-PAV) 
 
1. Are you a native speaker of English? 
      YES          NO 
 
2. Are you an Iowa State University student? 
YES      NO 
 
3. Do you currently teach or have you ever taught any ESL classes at Iowa State University? 
YES      NO 
 
4. Please check all courses you are currently taking or had to take at ISU from the list below: 
99L 
99R 
101B 
101C 
101D 
180A 
180 B/C 
180D 
I don’t/didn’t have to take any of these courses 
 
5. Have you taken the TOEFL iBT or the IELTS Academic tests in the past 2 years? 
YES      NO 
If Yes, please indicate your score: 
 
TOEFL iBT        IELTS Academic    
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I can’t find my scores       I can’t find my scores   
Reading:        Reading:     
Writing:                  Writing:     
Speaking:                         Speaking:    
Listening:                   Listening:     
Total score:                 Overall Band Score:    
Vocabulary: 
 
6. On a scale from very weak to very strong, how would you rate your ability to USE 
appropriate English academic vocabulary when you are writing? By appropriate, we mean 
“in a clear and natural” way. 
very weak  weak    it varies a lot    good     very strong 
7. On a scale from very weak to very strong, how would you rate your ability to USE 
appropriate English academic vocabulary when you are speaking? By appropriate, we mean 
“in a clear and natural” way. 
very weak  weak    it varies a lot    good     very strong 
 
8. On a scale from very weak to very strong, how would you rate your ability to 
UNDERSTAND English academic vocabulary when you are reading academic texts? 
very weak  weak    it varies a lot    good     very strong 
 
9. On a scale from very weak to very strong, how would you rate your ability to 
UNDERSTAND English academic vocabulary when you are listening to academic talks? 
very weak  weak    it varies a lot    good     very strong 
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APPENDIX E. POST-TEST QUESTIONNAIRE (CAT-PAV) 
  
1. How much do you think the test helped you learn something new in terms of academic 
vocabulary? 
did not help at all  helped a little    helped a lot 
 
If you answered “did not help at all”, why do you believe you did not learn anything new? 
Alternatively, if you answered “helped a little” or “helped a lot”, how do you think the test 
helped you learn something new about academic vocabulary? 
 
2. How useful were the two synonyms for each correct word in helping you arrive at the 
correct answer? 
did not help at all  helped a little    helped a lot 
 
3. Do you believe that taking this test had a positive impact/consequence on your academic 
English? 
YES      NO 
 
If you answered YES, how do you believe this positively impacts your academic English? If 
you answered NO, why do you believe this test does not have a positive impact on your 
academic English? 
 
4. In your opinion, how strongly does the total score you received in the test represent your 
ability to use academic vocabulary in context? 
very weakly  weakly    to some extent    strongly     very strongly 
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Please explain your choice above. 
 
5. How helpful was the feedback you received during the test (synonyms of the correct word 
when needed, common collocations, and the correct answer for each question)? 
did not help at all  helped a little    helped a lot 
 
Please explain your choice above. 
 
6. If you could be tested on different vocabulary items from the ones you just saw, would you 
take the test again? 
YES      NO 
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APPENDIX F. FEEDBACK TO STUDENTS DURING THE NON-ADAPTIVE  
CAT-PAV FOR A SAMPLE ITEM 
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APPENDIX G.   FEEDBACK TO STUDENTS AT THE END OF THE ADAPTIVE 
CAT-PAV 
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APPENDIX H. QUESTIONNAIRE FOR ESL INSTRUCTORS AT IOWA STATE 
WHO TOOK THE CAT-PAV 
 
1) Do you believe that, in order to achieve a good score in the test, students must make use of 
abilities and knowledge that are also necessary when using academic vocabulary in ESL 
classes at Iowa State University? 
 
YES      NO 
 
Please explain your choice. If you answered yes, what exactly are those skills and 
knowledge? If you answered no, why do you believe they are different? 
 
2) Is the task you completed during the test (fill-in-the-gap exercise) typical of/common in the 
ESL classes you have taught at Iowa State University? 
 
3) If different forms of this test were to be introduced in ESL classes at Iowa State (99L, 99R, 
101B, 101C, 101D, 180A, 180B/C, 180D) as an activity that students would have to complete 
a few times during the semester, do you believe this could have positive effects for the 
students and their learning? 
 
YES      NO 
 
Please explain your choice. If you answered yes, how do you believe this activity could lead 
to positive effects throughout the semester? If you answered no, why do you believe this 
activity would not lead to positive effects? 
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4) If different versions of the test were to be introduced as part of the English Placement Test 
at Iowa State, do you believe this could have positive effects for the students taking the test? 
Please assume that technology and logistics will not be a problem. 
 
YES      NO 
 
Please explain your choice. If you answered yes, how do you believe this part test could 
contribute to Iowa State’s English Placement Test? If you answered no, why do you believe 
this activity would not be welcome as part of Iowa State’s English Placement Test? 
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APPENDIX I. THE 116 ITEMS PILOT TESTED WITH THREE NATIVE 
SPEAKERS 
 
(Number in Parenthesis Indicates Word’s Ranking in the AVL and Those in Red indicate 
Words That Did Not Pass Piloting and Were Therefore Not Included In Field Testing With 
ESL Learners) 
 
Word (AVL ranking) Sentence 1 (+ synonym) Sentence 2 (+ synonym) 
 
study (1) 
 
A recent (SURVEY) by 
Carlson (1995a) examined a 
cross section of students and 
their attitudes towards physical 
education. 
 
The findings of this 
(INVESTIGATION) are to 
be interpreted with caution 
because of a number of 
limitations. 
 
social (4) 
 
His approach to initial 
instruction has shown that 
preschoolers and school-aged 
children with autism can learn 
(SOCIETAL) and language 
skills with impressive levels of 
independence. 
 
 
Active learners are more 
likely than passive learners 
to heed advice from teachers 
to begin forming and 
nurturing a (COMMUNAL) 
and professional network. 
provide (5) These preliminary results 
(PRESENT) compelling 
evidence that eggs can be a 
more bioavailable source of 
lutein than more conventional 
sources 
 
The results do not (OFFER) 
enough information to allow 
an evaluation of effects on 
each person in the 
intervention. 
research (7) Active involvement of learners 
is better than being passive 
recipients, according to 
(ACADEMIC 
INVESTIGATION) findings. 
To provide child protection 
consistent with public law, 
community service providers 
must conduct (INQUIRY) to 
answer questions about 
foster care. 
 
 
include (10) It is important to 
(INTEGRATE) students with 
disabilities in the process of 
identifying which 
accommodations/ 
modifications may work best 
for them. 
 
 
A design scenario provides a 
context for the student to 
reference in building a 
concept map and enables the 
student to determine which 
concepts are important to 
(INCORPORATE) in a map. 
 
 
effect (17) 
 
 
This negative situation in their 
social relationships will have a 
negative (CONSEQUENCE) 
also on their social skills and 
social development. 
 
 
Although this is not listed as 
a symptom, weight gain or 
loss can be a side (IMPACT) 
of emotional trauma. 
 
 
policy (20) 
 
 
The collapse of the Soviet 
 
 
It first must address its 
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Union has changed the basis 
for European foreign 
(STRATEGY) and military 
collaboration. 
immigration (RULE) and 
then, similar to the economic 
and political assistance it 
provided to the European 
Union, offer support for an 
economic union in Central 
and South America. 
 
 
develop (27) And in this learning process, 
teachers can often help 
students (ACQUIRE) better 
study habits. 
They also may include 
companies that (CREATE) 
software and information 
systems that record, catalog, 
and analyze environmental 
health data. 
 
 
relationship (31) Currently being in a sexual 
(PARTNERSHIP) and having 
fewer living children also 
remained independently 
associated with childbearing 
intentions. 
As a result, it was found that 
there was a negative, 
significant 
(CORRESPONDENCE) 
between discourse markers 
and the poor readers' level of 
reading comprehension. 
 
 
require (34) To be fully implemented, the 
changes will (NEED) approval 
by PSA's Board of Directors 
and revision of the Bylaws 
which will be undertaken in 
coming months. 
These best practices do not 
(NECESSITATE) an 
investment in expensive 
technology or resources. 
 
 
 
 
analysis (37) However, the statistical 
(EVALUATION) showed that 
this difference was not 
statistically significant. 
We could then conduct a 
detailed 
(INVESTIGATION) to 
determine the readiness of 
the organization to 
collaborate. 
 
practice (38) In Australian music education, 
it is common (PROCEDURE) 
to use traditional Aboriginal 
music as a teaching resource. 
Regardless, it is considered 
best (ROUTINE) to collect 
and evaluate data from a 
variety of sources when 
deciding if a student is 
gifted. 
 
control (41) Among the most prominent 
factors that are likely to 
contribute to the amount of 
parental (SUPERVISION) of 
their children's electronic 
media use are parents' 
perceptions of the media's 
impact on their children. 
 
More rarely, revolutionary 
movements seek to gain 
(DOMINANCE) of the 
state's apparatus, and to 
transform or eliminate 
capitalism. 
rate (44) From 1860 to 2006, damaging 
forest insect and pathogen 
species were detected at an 
A recent study for the Bank 
of England reported that a 10 
percentage point increase in 
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average (SPEED) of between 
0.47 and 0.51 species per year. 
average inflation reduces the 
growth (LEVEL) of real per 
capita income by about one 
quarter of a percentage point. 
 
figure (46) Hindley, for example, an 
apparently minor character, 
emerges as an important father 
(ROLE). 
The (PICTURE) above 
shows the results of careful 
measurements made by 
Heller with this apparatus. 
 
factor (47) It is important for college 
students to identify obesity as a 
risk (COMPONENT) for 
cardio-vascular disease and to 
learn what they can do to 
achieve a healthier weight. 
Past studies found that social 
support was a significant 
(VARIABLE) for cross-
cultural adjustment among 
international students. 
 
interest (48) U.S. officials believe that it is 
in the national (CONCERN) to 
keep the European allies 
happy, lest they change to an 
independent European policy 
toward the Middle East. 
 
They say more people are 
seeking loans, which are 
repaid with an (FEE) rate of 
no more than 2% a month on 
a reducing balance. 
base (51) Obviously, pathologists have 
an advantage in determining 
whether a sample is adequate, 
while clinicians simply 
(GROUND) their decision on a 
visual assessment of the 
specimen. 
Major and other legal 
experts at the government's 
disposal were able to 
(ESTABLISH) their case on 
provincial ownership of 
resources and the 
constitutional ban on one 
level of government taxing 
another. 
 
individual (55) If an apparently healthy 
(PERSON) contracts a 
mysterious illness and dies 
suddenly, it can sometimes be 
attributed by some to the 
victim having been witched. 
 
Connecting (PERSONAL) 
and collective effort are two 
bridges: ethics and empathy. 
indicate (58) Results (SHOW) that students 
believed they benefited from 
the structure of the writing 
assignment. 
Respondents (SELECT) on a 
Likert scale, ranging from 1 
(strongly disagree) to 6 
(strongly agree), the degree 
to which they endorse 
general statements about 
their life. 
 
subject (60) One 30-year-old male 
(PARTICIPANT) was used for 
the bulk of the tests. 
Engineering is my favorite 
(TOPIC) in school because it 
allows me to be spontaneous 
and think like I have never 
thought before. 
 
condition (64) While peace is desirable, it is 
not a necessary (PRE-
REQUISITE) for survival. 
The recruitment materials 
stated that the study was 
intended for individuals who 
felt that their ability to 
communicate had been 
affected by their medical 
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(SITUATION). 
 
knowledge (66) Second, it holds that 
generalizations constitute the 
essence of scientific 
(UNDERSTANDING) and 
provide us with " neutral " and 
universal laws applicable to all 
time periods and all places. 
 
Students must have the 
technical (EXPERTISE) and 
skills that enable them to 
either enter the work force. 
performance (68) What is the most important 
factor that contributes to 
successful academic 
(ACCOMPLISHMENT)? 
Although there are numerous 
different characteristics of a 
musical (ACT) that can be 
evaluated, two of the most 
fundamental aspects are 
rhythm and pitch accuracy. 
 
response (70) Only after we interpret them 
does our intellectual 
understanding of their message 
evoke an emotional 
(REACTION) from us. 
Using a stimulus manual, we 
asked the children to point to 
one of five possible pictures 
to identify the correct 
(ANSWER). 
 
support (72) Therefore, the findings did not 
(CONFIRM) Hypothesis 3a 
concerning the relation 
between acceptance and social 
creativity. 
Some workers at the low end 
of the productivity, and thus 
the wage, distribution earn 
incomes too low to 
comfortably (MAINTAIN) a 
family. 
 
organization (74) The model used in New York 
City of partnering between a 
nonprofit (ENTITY) and 
public schools could increase 
feasibility if schools' budgets 
are limited. 
 
Mother-Child Education 
Foundation (ACEV) is a 
non-governmental 
(INSTITUTION) known 
with literacy projects. 
increase (75) The results suggests that an 
early intervention can (RAISE) 
the chance that a conflict will 
end quickly, but the effect of 
an intervention changes quite 
dramatically the later in the 
conflict it is initiated. 
 
With a five- to eight-year lag 
in housing supply response, 
housing prices will (GO UP) 
rapidly with a growing 
demand. 
source (77) Poor water quality leads to 
lower health of people in rural 
villages, and low fish 
populations lead to 
malnutrition in these villages 
because fish is a major 
(SUPPLY) of protein. 
Benazir, it was hoped, would 
provide the needed leverage 
to assure that Pakistan's 
nuclear program would not 
move beyond its publicized 
purpose of producing an 
alternative (ORIGIN) of 
needed energy. 
 
resource (80) Given the current low prices of 
oil, consumer tendencies to 
buy large vehicles, and a lack 
of promising commercially 
feasible alternatives, oil 
appears to be a key natural 
Though water is indeed a 
renewable (ELEMENT), to a 
certain extent it is also a 
finite one. 
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(RESERVE) for the 
foreseeable future. 
 
goal (86) The long-term (AIM) of this 
study is to provide the 
appropriate education and 
support to prevent negative 
public health outcomes such as 
diabetes, obesity, and health 
risks. 
 
Expecting all students to 
perform above the fiftieth 
percentile is not a realistic 
(OBJECTIVE). 
represent (89) For this participation and 
debate to be effective, many 
different social actors must be 
mobilized, especially activists 
who can (DEFEND) the 
interests of peasants, the urban 
poor, women, and other 
previously excluded groups. 
Shavers et al. (2005) 
reported that only 3.2 
percent of principal 
investigators on NIH 
research grants are African 
American, Hispanic, or 
Native American, whereas 
those groups 
(CONSTITUTE) 25 percent 
of the U. S. population. 
 
present (102) Participants included 
policymakers from both 
government and major health 
care providers, some of whom 
invited the researchers to 
(SHOW) the findings to their 
organizations. 
We (OFFER) evidence to 
support our belief that our 
survival as the original 
people of this hemisphere is 
one of the most 
extraordinary stories in 
human history. 
 
term (103) It should be kept in mind that " 
myth " is being used here as a 
technical (WORD) from the 
academic study of religion. 
Creating a safe environment 
so an employee feels both at 
ease and comfortable will 
only improve productivity 
and benefit organisations in 
the long (PERIOD). 
 
measure (105) Efficiency rate was used as an 
objective 
(QUANTIFICATION) of the 
participants' ability to locate 
the target. 
In our study all the 
individuals assumed that flu 
vaccine is the most effective 
preventive (ACTION). 
 
movement (107) Whether it be John F. Kennedy 
inspiring a nation or Martin 
Luther King Jr. leading a 
social (REVOLUTION) that 
revolutionized society, certain 
individuals have the innate 
ability to motivate people. 
 
It appears that inefficient 
word recognition processes 
underlie differences in eye 
(MOTION) control (Rayner, 
1986, 1998). 
concern (128) The results visually display 
approaches to dealing with the 
ethical (MATTER) of 
balancing the needs of the 
client and the needs of the 
military combat mission. 
 
Teacher-librarians often 
express (WORRY) about the 
use of the electronic 
resources related to the cost. 
pattern (132) When predicting spring 
reading comprehension, we 
observed a similar 
Such procedures also tend to 
interrupt the normal 
(ARRANGEMENT) of 
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(REPETITION) for this 
interaction effect. 
 
blood flow to the area being 
repaired. 
researcher (133) We found only one study by an 
independent 
(INVESTIGATOR) that 
examined placement accuracy 
rates. 
During this period, he has 
come to be internationally 
recognized as a leading 
(SCIENTIST) in control 
theory and its applications to 
advanced aerospace systems. 
 
context (143) Rosenblatt (1938,1978) 
suggested that meaning is 
created in the transaction that 
occurs between the text and the 
reader, within a sociocultural 
(SETTING) and at a particular 
time and place. 
Our eighth-grade students, 
who study American history 
and travel to visit the 
nation's capital, are primed 
to consider privacy rights 
within some historical 
(FRAMEWORK). 
 
survey (157) The results of this nationwide 
(PROBE) contribute to the 
developing research base on 
the prevalence of violence 
associated with disability, 
especially in people with low 
vision. 
 
The NHIS is an annual 
(INQUIRY) of the 
noninstitutionalized 
population within the United 
States across ages, races, and 
sexes. 
element (192) The authors noted that 
standardization is a key 
(CONSTITUENT) in catalog 
effectiveness. 
A non-degradation approach 
does not permit an increase 
in trace (INGREDIENT) 
levels in the soil above 
background concentration 
levels as a result of land 
applications of sewage 
sludge. 
 
application (214) Scientists can't predict how 
important time crystals may 
turn out to be, or whether they 
have any practical (USE). 
As part of a recent project, 
engineers at the company 
used a software 
(PROGRAM) designed to 
simplify a computer-aided 
design file for thermal 
analysis. 
 
basis (217) In contrast to these strictly 
applied issues, some students 
appreciated select courses in 
providing a foundation and 
theoretical (FOUNDATION) 
of math applications. 
Decisions are made on a 
case-by-case (BASE), and 
are based on a local 
authority's knowledge of a 
particular child and their 
patterns of behaviour. 
 
characteristic (223) Willingness to learn was the 
highest required personal 
(TRAIT) needed for success 
by the employer opinion 
survey but was ranked low in 
the job description screening. 
The number of students 
obtaining some level of 
success may be grouped by a 
defining (FEATURE) that 
does not include institutional 
affiliation. 
 
lack (225) I found an almost total 
(NONEXISTENCE) of 
attention paid to administrative 
However, whether because 
of a (DEFICIT) of support 
systems or other issues, they 
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bosses and foremen in general, 
especially those at 
Mochulsky's relatively low 
level. 
relapsed in their substance 
use, or were involved in new 
criminal activity and were 
subsequently expelled from 
the program. 
 
express (234) These items were used in order 
to allow the respondent to 
(UTTER) an opinion or a 
perspective without being 
influenced by the researcher. 
While most of these articles 
(VOICE) concern over the 
issue of loudness and 
changing user behavior, in 
some cases there are outright 
objections to the new social 
atmosphere. 
 
labor (238) I do not include here organized 
(PERSONNEL) unions or 
organizations of unions, nor do 
I include organizations of 
professionals. 
As a result, they have 
acquired the support of the 
villagers who are willing to 
provide manual (WORK) 
and help with chores. 
 
focus (274) At this point, patriotism 
became a central 
(CONCENTRATION POINT) 
of American culture. 
The process of reviewing 
profiles was time-consuming 
and detail-oriented, thus 
requiring intense 
(ATTENTION) on accuracy 
and unbiased recording. 
 
contrast (275) This arrangement permits a 
high degree of color 
(DIFFERENTIATION) 
without resorting to the hard 
juxtaposition of 
complementary (opposing) 
hues that Technicolor design 
tended to avoid. 
 
Although the similar 
conclusions from studies 
using different instruments 
are comforting, more direct 
comparison and 
(DISTINCTION) of results 
would be better. 
journal (278) However, when the medical 
(PERIODICAL) The Lancet 
began to require authors to 
self-identify their 
contributions, it was 
discovered that authorship lists 
frequently included authors 
whose primary contribution 
was providing data. 
 
Each student completed a 
simple learning style 
inventory and kept a daily 
(DIARY), activities designed 
to create the foundation for 
the children to transition into 
a less structured 
environment. 
consequence (288) A simple design characteristic 
of many systems has the 
unintended (RESULT) of 
building parity rather than 
isolated dominance. 
Both participants and 
primary caretakers were 
assured of their right to 
refuse participation in the 
program without negative 
(EFFECT). 
 
device (291) Armour provided a good 
review of PDA hardware and 
software, including an 
explanation of terms relating to 
this electronic (TOOL). 
The survey was self-
administered on a computer 
or handheld (GADGET) and 
required approximately 30 
minutes to complete. 
trend (351) The rash of reports may 
represent an upward 
Though the general 
(TENDENCY) line for 
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(INCLINATION) in 
misconduct. 
males with behavioral 
disorders was roughly 
curvilinear in nature, Figure 
2 shows that the same line 
for females with behavioral 
disorders was vastly 
different. 
 
origin (398) It can include, but is not 
limited to, ethnicity and race, 
national (PROVENANCE), 
and native language. 
It is necessary to distinguish 
the various residential units 
according to their historical 
(BEGINNINGS) and the 
genealogical role of their 
founder. 
 
alternative (457) Telework is a viable 
(OPTION) to the traditional 
office environment for most 
accountants and auditors. 
Third World literature can 
offer a healthy 
(SUBSTITUTE) to the self-
absorption of contemporary 
European and American 
authors. 
 
domain (510) Thibeault makes such a point, 
suggesting that music 
educators invert the ratio of 
copyrighted and Creative 
Commons-licensed or public 
(REALM) works addressed in 
music programs with a focus 
on students' creative rights. 
The Ohio Senate in October 
unanimously approved a 
one-year moratorium on use 
of eminent (TERRITORY) 
as a tool for developers 
while a legislative task force 
studies whether the Buckeye 
State needs to change its 
approach to condemnation. 
 
consumption (535) This view, in turn influences 
the programming content of 
Dominican television as a 
whole, which limits diversity 
and pluralism and tends to 
promote as cultural values 
conspicuous (SPENDING), 
cupidity, and individualist 
ambition. 
 
Rates of alcohol 
(DRINKING) among college 
students have increased, and 
over a quarter report driving 
while under the influence. 
shape (543) Second, my investigation 
provides a fine example of 
how shifting power relations in 
post-Soviet society (AFFECT) 
ethnic identity. 
Media coverage of the 
HIV/AIDS epidemic has, at 
times, helped (MOLD) the 
policy agenda, while also 
reflecting current policy 
discussions, debates and 
important events. 
 
efficiency (550) This will tend to increase 
passenger travel and slow 
down improvements in fuel 
(ECONOMY), resulting in 
growing fuel use. 
In response to increased 
pressure on public 
accounting firms to reduce 
costs while maintaining high 
quality audits, firms have 
made large investments in 
decision aids to improve the 
(COMPETENCE) and 
effectiveness of audits. 
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scope (560) Future research should broaden 
the (REACH) by inviting all 
teachers in a school, to 
participate in a tiered 
professional development 
approach. 
An engineer must be able to 
define and clearly articulate 
the nature and (BREADTH) 
of current and future project 
assignments, as opposed to 
individual jobs. 
 
distinguish (567) They also shed some light on 
how caregivers (SEPARATE) 
themselves from mental health 
professionals and specifically 
from social workers. 
However, because fiction 
books are most consistently 
associated with literacy 
benefit, it is important to 
(DIFFERENTIATE) 
between the benefits offered 
by text types. 
 
adapt (579) It does not (ADJUST) or 
change in response to changing 
circumstances. 
On the basis of our 
understanding of how anole 
species (EVOLVE) to using 
different parts of the 
environment, we can predict 
the changes that would occur 
at a smaller scale as 
populations adjust their 
habitat use. 
 
function (589) The model considers physical, 
mental or sensory differences 
as variations that can limit an 
individual's ability to 
(PERFORM) but not disable 
them. 
 
The university supervisor 
may or may not (SERVE) in 
the role of mentor to the 
student teacher. 
instance (600) As we have noted, 
discrimination against one set 
of views or ideas is but a 
subset or particular 
(ILLUSTRATION) of the 
more general phenomenon of 
content discrimination. 
 
And this was not an isolated 
(OCURRANCE) of de 
Gaulle's lack of politeness 
and judgment. 
stress (609) Universities can also 
(UNDERSCORE) the 
importance of and strategies 
for responsible financial 
management to students. 
 
We also (HIGHLIGHT) the 
need to incorporate into and 
study the use of cultural 
values in prevention efforts 
for Latino youths. 
stable (610) Several studies ... have 
reported that successful 
economic performance leads to 
a (CALM) government and 
political order. 
Although the two sides 
managed to maintain a 
relatively (UNCHANGING) 
relationship over the past 
two years, new concerns had 
arisen. 
 
dynamics (630) Moreover, the movement has 
focused on what is known as 
group (BEHAVIORS) and its 
impact on individual 
productivity. 
Although those Euler 
equations were an 
intellectual breakthrough in 
theoretical fluid (MOTION), 
obtaining general solutions 
of them was quite another 
matter. 
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scheme (645) The medieval Christian world 
picture assigned to man 
humans a highly significant, 
indeed the central part in the 
grand (ORDER) of things. 
 
Therefore, the Kinney three-
way classification (MODEL) 
was used in this research. 
maintenance (669) Patterns may indicate the need 
for preventive (UPKEEP) or 
they may warn that a key piece 
of equipment is on the verge of 
failure. 
Good housekeeping, 
building 
(PRESERVATION), and 
sanitation may not be 
glamorous, but they form the 
" backbone " of sustainable 
pest control. 
 
migration (700) This is partly due to 
differences in seasonal 
(RELOCATION) patterns of 
the fishes around each island 
platform group and partly 
because of movements of a 
few large purse seiners. 
As Jim Crowism continued 
its spread of terror 
throughout the South, and as 
the mass (EXODUS) of 
Blacks to the North and 
West resulted in increased 
racial tensions and hostilities 
throughout the nation, race 
came to be seen in this 
country largely in terms of 
Black and White. 
 
uncertainty (722) Quantum theory, and 
specifically Heisenberg's 
(DOUBT) principle, provide a 
natural explanation for how 
that energy may have come out 
of nothing. 
 
The potential effects of 
climate change also create 
(INSECURITY) about future 
water availability and use. 
civilization (724) Finally, the change in the 
means of speculating has been 
deeply affected by the 
technological revolution that is 
sweeping through all aspects 
of modern (SOCIETY), thanks 
to the microprocessor. 
 
Which ancient (EMPIRE) 
made the greatest 
contribution to our society? 
underlying (737) An (FUNDAMENTAL) 
assumption of this model is 
that an information system can 
recognize only a limited 
portion of what users think, 
labeled as the Represented 
Zone (RZ) on the left side of 
the figure. 
 
At the same time, 
researchers outlined a model 
of the interaction of social 
and environmental factors as 
an (PRIMARY) cause of the 
poor health of Black 
Americans. 
sensitivity (749) Unsurprisingly, early European 
scribes struggled to describe 
such traditions and rituals with 
any degree of cultural 
(THOUGHTFULNESS) in 
their records. 
 
Early experience may also 
affect (RESPONSIVENESS) 
to environmental 
contaminants. 
compliance (752) The prescriptive framework of 
laws and regulations 
We used more recent data to 
estimate immediate health 
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traditionally used to ensure 
(OBEDIENCE) with 
environmental policy is no 
longer adequate because of the 
increasingly contentious nature 
of environmental disputes. 
 
effects that would result 
from achieving standards, 
without assuming changes 
according to a regulatory 
(OBSERVANCE) timeline. 
integrity (769) In conclusion, the findings in 
this study suggest that one's 
responses to injustices can be 
modified to a large degree by 
one's implicit belief about 
personal gain and moral 
(HONESTY). 
It is ready to establish 
diplomatic relations with all 
foreign governments that are 
willing to abide by the 
principles of equality, 
mutual benefit and mutual 
respect for each other's 
territorial 
(INDEPENDENCE) and 
sovereignty. 
 
stimulus (776) Although the processes are 
similar in nature, modeling 
requires an external 
(PROVOCATION) that is 
often visual in nature, whereas, 
with imagery an external 
visual image is not provided. 
Given that the historical 
experiences might be 
overwhelmingly negative, at 
the point of intervening with 
an adolescent, a large 
"(MOTIVATION) package" 
of positive experiences may 
need to be infused, making 
the intensity of the initial 
intervention considerable. 
 
hierarchy (789) Traditionally, older men 
maintained control over 
mythological and magical 
information in a religious 
(SYSTEM) based on gender 
and age. 
A social (LADDER) of 
power existed in jail similar 
to the social order on the 
street, and, similar to the 
street, in this setting respect 
was the most highly valued 
form of social capital. 
 
obstacle (790) An important (CHALLENGE) 
to be overcome in deriving 
such working hypotheses is the 
prevailing imprecision and 
confusion produced by a 
simple local-nonlocal 
dichotomy that overstates the 
correlations between place, 
culture, and environment. 
 
The (BARRIER) course 
could be comprised of 
various strength and 
conditioning tasks that 
challenge all students 
physically, mentally, and 
socially. 
conversion (796) The currency 
(TRANSFORMATION) rate 
of NT$33 = US$1 means the 
approximate income range was 
$6,000 to $30,000. 
On many occasions, ancient 
and medieval hagiographers 
from the Caucasus have 
chosen to convey their 
message of the need for 
religious change and 
(ALTERATION) from 
indigenous religions or later 
on from Islam to Christianity 
by employing examples that 
involve children. 
 
imagery (829) There was a trend for subjects Based on satellite 
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who experience vivid 
(VISUALIZATION) and 
subjects who habitually think 
in a visual versus verbal way 
to produce more false 
memories. 
 
(PHOTOS), the facility is 
above ground although some 
reports have suggested 
tunneling near the complex. 
modification (849) Thus, such technologies have 
the potential to enhance and to 
accelerate the genetic 
(ALTERATION) of both crops 
and livestock, improving 
productivity, the development 
of new food and fiber crops, 
and pest control. 
 
Prizes or rewards can be 
used to encourage and 
inspire group goal setting 
and goal accomplishments, 
that is, encouraging 
attendance and behavior 
(CHANGE). 
artifact (850) Again, native American 
culture influenced American 
and European culture, while, at 
the same time, European ideas 
of the value of fine art and the 
handmade cultural (OBJECT) 
influenced native Americans. 
 
In this light, the pragmatist-
progressive tradition is more 
than a historical (RELIC); it 
is a promising mode of 
contemporary political 
analysis. 
expenditure (865) We used to think of military 
(SPENDING) and 
development assistance as 
being poles apart. 
In planning this major 
capital (INVESTMENT), 
city personnel conducted a 
comprehensive evaluation of 
systems offered by three 
major meter manufacturers. 
 
geographic (902) Purposeful selection was used 
to choose sites based on 
distinguishing characteristics, 
including socio-economic 
status and (PHYSICAL) 
location of the high schools. 
These data led us to conduct 
the second survey, a 
retrospective study on the 
whole island to define the 
(TERRESTRIAL) 
distribution of the infection 
and to trace back the period 
of introduction. 
 
axis (929) Results for both the pressure-
volume and pressure-thickness 
tests are plotted with an 
unconventional practice, the 
dependent variable (volume, 
thickness) on the horizontal 
(DIMENSION). 
The knee unit has two 
independent joints (the 
dominant, that provides 
flexion, and the additional, 
that provides the spring-
loaded bending) with a 
common rotation 
(ALIGNMENT) located in 
front of the gravity line. 
 
erosion (984) This assumption has precedent 
in recent modeling studies that 
have addressed precipitation 
controls on soil (ATTRITION) 
and ecosystem degradation. 
The information will be used 
to derive mathematical 
relationships between wind 
(DESINTEGRATION) and 
fine dust. 
 
analogy (1001) There is an historical 
(PARALLEL) which may be 
helpful in understanding the 
present situation. 
In the long history of 
education, the use of 
metaphor and 
(COMPARISON) has been a 
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primary tool. 
 
coordination (1021) As children become older, 
their hand-eye (DEXTERITY) 
improves, they are able to 
isolate muscle groups, and 
their lung capacity can support 
wind instruments. 
The G-20 has become the 
principal forum for 
international economic 
(ORGANIZATION), the 
first major adaptation in 
multilateral cooperation to 
reflect dramatic shifts in 
global power. 
 
endeavor (1052) In most countries, however, 
biological inventories are seen 
as a strictly scientific 
(ENTERPRISE) rather than an 
investment in a fundamentally 
important resource. 
This process of self -
discovery is an intellectual 
(EFFORT) and often a 
painful process that requires 
introspection and 
experimentation. 
 
preservation (1064) Or, you could take on a 
historic (PROTECTION) goal, 
using your images to help gain 
protection status for a 
significant site. 
A subsequent focus is on the 
potential economic benefits 
of environmental 
(CONSERVATION) and 
renewal, such as the long-run 
benefits of sustainability and 
the more immediate virtues 
of new investment, increased 
efficiency, and new 
industries. 
 
proliferation (1120) First, the tests demonstrated 
that Japan's economic aid has 
not prevented nuclear 
(SPREAD) in Asia. 
Oestrogens are 
mammotropic, as well as 
being established growth 
factors, and, as such, they 
induce cell 
(PROPAGATION). 
 
interference (1129) The rotating magnets in the 
turbine electrical generator 
produce a low level of 
electromagnetic 
(INTRUSION) that can affect 
television and radio signals 
within 2 to 3 km of large 
installations 
 
Reducing political 
(OBSTRUCTION) in the 
day-to-day operations of 
water and sanitation agencies 
often requires broad policy 
and institutional reform. 
appropriation (1191) Racialization facilitated 
colonialism by consolidating 
arguments for the (SEIZURE) 
of land and the criminalization 
of Indigenous religious 
practices. 
The protection strategy has 
been largely applied to urban 
shorelines, and such projects 
proceed according to the 
whims of the congressional 
(ANNEXATION) process or 
nonfederal funding. 
 
mediation (1215) The school counselor is 
usually involved in counseling 
the student or providing other 
services -- such as conflict 
(CONCILIATION) or 
resolution of bullying. 
 
Yet these conflicts too can 
be de-escalated or be made 
less violent by third-party 
(NEGOTIATION). 
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petroleum (1234) 
There would be no need for 
additional charges on refined 
(GASOLINE) products or on 
other goods derived from fossil 
fuels. 
Many sectors experience 
increases in the use of crude 
(OIL), but overall, total use 
by the non-energy sectors is 
limited. 
 
utilization (1269) When we consider human 
Mars missions, the case for 
local resource 
(EMPLOYMENT) becomes 
still stronger, as the costs and 
difficulty involved in 
transporting necessary 
materials from Earth are 
enormous. 
 
A third implication is related 
to the lack of service (USE) 
as a result of the stigma of 
mental illnesses. 
superiority (1273) No real change in nuclear 
doctrine occurred, despite huge 
increases in America's overall 
military (ADVANTAGE) over 
every other nation. 
His success, according to 
this traditional explanation, 
proved his moral 
(SUPREMACY) over other 
individuals who had, indeed, 
the same chances of a similar 
success. 
 
resonance (1313) Most of these findings have 
been described on computed 
tomography (CT), although 
magnetic (ECHO) imaging is 
also performed. 
Not all intellectual freedom 
issues have such major 
financial implications, but 
few have more ethical and 
emotional 
(SIGNIFICANCE) for 
librarians than censorship 
and book banning. 
 
terminology (1359) The next decade of addiction 
research will continue to focus 
on developing common 
(LEXICON) and then make 
those terms operational. 
Adolescents often report 
difficulties in seeking 
Internet health information 
because it may be difficult to 
spell medical (JARGON) or 
describe symptoms 
accurately. 
 
 
decay (1443) Radioactive 
(DETERIORATION) of some 
of these elements provides a 
signature which allows 
astronomers to study these 
processes. 
Using evidence-based 
methodology to detect and 
treat dental (ROT), how 
should delivery systems be 
structured to achieve the best 
outcomes? 
 
deprivation (1486) By the final quarter of the 
twentieth century, economic 
(POVERTY) and its typically 
associated social ills continued 
to afflict these groups. 
Let sleep problems go on too 
long, and you may 
experience the effects of 
sleep (LACK), such as 
changes in mood, thinking 
skills, and judgment. 
 
insecurity (1560) Thus, a deficiency in language 
skills, loss of support systems, 
loss of status , financial 
(INSTABILITY), and 
The third challenge has to do 
with the state of anxiety 
resulting from conflicts and 
the state of 
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uncertainty about the future 
create significant stress for the 
immigrant. 
 
(UNCERTAINTY) and fear 
from being harmed. 
dichotomy (1574) The distinction between 
traditional and modern 
nationalism is a false 
(OPPOSITION) in the PRC 
context, however. 
Thus, rather than focusing on 
a simplistic left-right 
(DISTINCTION), it may be 
more accurate to think of 
musical processing as 
involving widely diffuse 
areas of the brain. 
 
innate (1714) If so, are these characteristics 
(INTRINSIC) or acquired 
through experience? 
If Hume was correct that 
humans have some 
(NATURAL) sense of 
compassion, then emotional 
responses of different 
individuals should be 
similar. 
 
bias (1906) Furthermore, this type of 
narration is one that produces a 
personal relationship with the 
reader as well as sympathy, 
both of which inevitably 
(INFLUENCE) the reader in 
favor of the character. 
It has large state-owned 
enterprises dominating key 
industries and is less open in 
terms of trade and 
convertibility than the other 
countries; including China in 
a small sample might 
(SKEW) the results. 
 
overestimate (1993) For example, instruments that 
are based upon small and 
restrictive standardization 
samples and that emphasize 
either vocabulary or rote 
memory, or both, often 
(OVERVALUE) the ability of 
students with visual 
impairments. 
Omitting these conventional 
life-course influences could 
reduce the power of models 
and could (MISJUDGE) the 
importance of individual 
problems (e.g., externalizing 
behavior) and environmental 
problems (e.g., family 
difficulties). 
 
stagnation (2124) Although there is relatively 
high employment, there is a 
continued trend towards wage 
(IMMOBILITY) in some 
sectors with an increasing gap 
between good jobs (i.e., those 
that provide secure, high 
wages and benefits) and part-
time jobs (providing no 
security, low wage and poor 
benefits). 
 
This was compounded by 
economic (STANDSTILL), 
reductions in government 
expenditure, and increased 
taxes announced in 1969. 
eradication (2212) Thus, the complete 
(EXTERMINATION) of 
wolves may not have been the 
result of efforts directed at 
wolves, specifically, but rather 
the result of general hostility 
exhibited toward predators at 
that time. 
It is also important to 
understand how disease 
(OBLITERATION) 
campaigns relate to the 
emerging notion of One 
Health and its understanding 
of the interplay between 
human and animal health. 
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* Of the 116 test items pilot tested with native speakers, only 97 (those in black) passed piloting requirements and 
were field tested and calibrated with ESL learners through one of the three non-adaptive batches of the CAT-PAV.   
  
incompatibility (2418) In a recent study, these service 
barriers were found to have 
loaded significantly on to four 
factors: administrative 
problems in service delivery, 
cultural (UNSUITABILITY), 
personal attitude, and 
circumstantial challenges. 
 
There is a fundamental 
(MISMATCH) between such 
concepts as independent 
thought and creativity and 
evaluation based on national 
norms. 
offence (2525) It is a criminal (VIOLATION) 
to make, offer or receive any 
payment for adoption of a 
child except to a licensed 
adoption agency for " expenses 
reasonably incurred. 
It has been estimated that 20-
25% of detainees were 
charged and only 2-4% 
eventually convicted of an 
(CRIME) in the period 1981-
1989. 
 
unpredictability (2640) Throughout most of the 
postwar period, the need to 
contain and defeat Soviet 
communism went far to 
overcome political 
opportunism, the pressures of 
interest groups and the 
inherent (VOLATILITY) of 
capitalist economic systems. 
 
In the heat of such a crisis, 
however, their reactions and 
responses would retain an 
irreducible element of 
(RANDOMNESS). 
 
 
 
 
 
exclusivity (2716) Closed practices of flamenco 
in intimate contexts align the 
meaning of tradition within 
boundaries of familiarity, 
locality, and social 
(SEGREGATION), which " 
naturally " contrast public and 
commercial performances of 
flamenco that support open 
accessibility, social anonymity, 
and the spectacular in their 
settings. 
 
This focus should include 
determining with greater 
confidence that there is a 
limited set of such patterns, 
and the distinctive 
characteristics and mutual 
(SEPARATENESS) of the 
patterns. 
enquiry (2785) This procedure illustrates how 
a metaphysical position can be 
gradually developed into a 
whole complex of answers to 
the questions posed by theory 
and science and touched upon 
while scientific 
(INVESTIGATION) of any 
sort is under way. 
During the first decade of the 
20th century, the Carnegie 
Foundation for the 
Advancement of Teaching 
(CFAT) came to believe in 
"the desirability of 
conducting a systematic 
(EXAMINATION) into the 
present status of the training 
of teachers". 
 
soundness (2890) States can positively influence 
local economic development 
initiatives by giving preference 
to projects -- such as efforts to 
convert waste into marketable 
products -- that satisfy criteria 
for environmental (SAFETY). 
Finally, more research is 
needed on the relatively new 
FTB scale in order to 
determine its psychometric 
(RELIABILITY) (e.g., 
reliability, validity). 
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APPENDIX J. TEXTBOOK MATERIALS FROM ESL ENGL 99R, ENGL 99L AND 
ENGL 101B/C/D COURSES AT ISU 
 
Figure J1. Page 30 on the Inside Reading 4 Textbook (99R) 
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Figure J2. Page 7 on the Inside Reading 4 Textbook (99R) 
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Figure J3. Page 15 on the Inside Reading 4 Textbook (99R) 
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Figure J4. Page 109 on the Learn to Listen, Listen to Learn 1 Textbook (99L) 
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Figure J5. Page 186 on the Learn to Listen, Listen to Learn 1 Textbook  (99L) 
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Figure J6. Page 5 on the Engaging Writing 1 book (101B) 
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Figure J7. Page 3 on the Engaging Writing 1 book (101B) 
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Figure J8. Page 10 on the Engaging Writing 2 book (101C) 
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Figure J9. Page 82 on the Final Draft 4 book (101C) 
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Figure J10. Page 83 on the Final Draft 4 book (101C) 
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Figure J11. Page 46 on the Academic Writing for Graduate Students (101D) 
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Figure J12. Page 21 on the Academic Writing for Graduate Students (101D) 
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APPENDIX K. CTT ITEM-LEVEL ANALYSIS FOR THE 39 ITEMS IN BATCH 1 
(NON-ADAPTIVE) 
 
   Item              Score      Difficulty  Std. Dev.    Discrimin. 
  
   study            Overall       1.4857      0.8001      0.4738   
                           0      0.1929      0.3960     -0.4480   
                           1      0.1286      0.3359     -0.2428   
                           2      0.6786      0.4687      0.4954   
  
 
   social           Overall       1.1071      0.8371      0.4775   
                           0      0.3000      0.4599     -0.4512   
                           1      0.2929      0.4567     -0.1257   
                           2      0.4071      0.4931      0.4599   
  
 
   provide          Overall       1.1857      0.8781      0.1748   
                    0             0.3071      0.4630     -0.2464   
                    1.0(1.0)      0.2000      0.4014     -0.0341   
                    2.0(2.0)      0.4929      0.5017      0.1730   
  
 
   develop          Overall       1.0429      0.9511      0.3020   
                    0             0.4286      0.4966     -0.3827   
                    1.0(1.0)      0.1000      0.3011      0.0105   
                    2.0(2.0)      0.4714      0.5010      0.3017   
  
 
   research         Overall       1.4214      0.7963      0.2439   
                    0             0.1929      0.3960     -0.2638   
                    1.0(1.0)      0.1929      0.3960     -0.1400   
                    2.0(2.0)      0.6143      0.4885      0.2551   
  
 
   include          Overall       0.8000      0.8328      0.4030   
                    0             0.4643      0.5005     -0.4833   
                    1.0(1.0)      0.2714      0.4463      0.1574   
                    2.0(2.0)      0.2643      0.4425      0.3018   
  
 
   data             Overall       1.4643      0.7530      0.1241   
                    0             0.1571      0.3652     -0.2603   
                    1.0(1.0)      0.2214      0.4167      0.0735   
                    2.0(2.0)      0.6214      0.4868      0.0585   
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   effect           Overall       1.5357      0.7337      0.2717   
                    0             0.1429      0.3512     -0.3327   
                    1.0(1.0)      0.1786      0.3844     -0.0620   
                    2.0(2.0)      0.6786      0.4687      0.2333   
  
 
   policy           Overall       1.5214      0.7724      0.4766   
                    0             0.1714      0.3782     -0.4789   
                    1.0(1.0)      0.1357      0.3437     -0.1727   
                    2.0(2.0)      0.6929      0.4630      0.4621   
  
 
   relationship     Overall       1.4500      0.7986      0.3762   
                    0             0.1929      0.3960     -0.4337   
                    1.0(1.0)      0.1643      0.3719     -0.0544   
                    2.0(2.0)      0.6429      0.4809      0.3331   
  
 
   require          Overall       1.3286      0.7241      0.4357   
                    0             0.1500      0.3584     -0.3871   
                    1.0(1.0)      0.3714      0.4849     -0.1992   
                    2.0(2.0)      0.4786      0.5013      0.3957   
  
 
   analysis         Overall       1.0357      0.9552      0.3029   
                    0             0.4357      0.4976     -0.3973   
                    1.0(1.0)      0.0929      0.2913      0.0574   
                    2.0(2.0)      0.4714      0.5010      0.2908   
  
 
   practice         Overall       1.2071      0.9558      0.5987   
                    0             0.3714      0.4849     -0.6504   
                    1.0(1.0)      0.0500      0.2187     -0.0091   
                    2.0(2.0)      0.5786      0.4956      0.5939   
  
 
   control          Overall       1.0714      0.8452      0.5605   
                    0             0.3214      0.4687     -0.6176   
                    1.0(1.0)      0.2857      0.4534      0.0890   
                    2.0(2.0)      0.3929      0.4901      0.4346   
  
 
   rate             Overall       1.5214      0.7536      0.4492   
                    0             0.1571      0.3652     -0.5627   
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                    1.0(1.0)      0.1643      0.3719      0.0553   
                    2.0(2.0)      0.6786      0.4687      0.3336   
  
 
   factor           Overall       1.5786      0.7687      0.5459   
                    0             0.1714      0.3782     -0.5727   
                    1.0(1.0)      0.0786      0.2700     -0.1182   
                    2.0(2.0)      0.7500      0.4346      0.5246   
  
 
   figure           Overall       1.3429      0.8877      0.5181   
                    0             0.2786      0.4499     -0.5101   
                    1.0(1.0)      0.1000      0.3011     -0.2177   
                    2.0(2.0)      0.6214      0.4868      0.5504   
  
 
   interest         Overall       1.5929      0.7764      0.5293   
                    0             0.1786      0.3844     -0.5510   
                    1.0(1.0)      0.0500      0.2187     -0.1531   
                    2.0(2.0)      0.7714      0.4214      0.5378   
  
 
   base             Overall       0.9786      0.9328      0.6440   
                    0             0.4429      0.4985     -0.6910   
                    1.0(1.0)      0.1357      0.3437      0.0841   
                    2.0(2.0)      0.4214      0.4956      0.5810   
  
 
   individual       Overall       1.3571      0.7687      0.6036   
                    0             0.1786      0.3844     -0.4808   
                    1.0(1.0)      0.2857      0.4534     -0.3249   
                    2.0(2.0)      0.5357      0.5005      0.6018   
  
 
   indicate         Overall       0.5786      0.8488      0.2788   
                    0             0.6571      0.4764     -0.3664   
                    1.0(1.0)      0.1071      0.3104      0.1124   
                    2.0(2.0)      0.2357      0.4260      0.2547   
  
 
   subject          Overall       1.7929      0.5296      0.3117   
                    0             0.0571      0.2329     -0.2328   
                    1.0(1.0)      0.0929      0.2913     -0.2945   
                    2.0(2.0)      0.8500      0.3584      0.3452   
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   condition        Overall       1.1714      0.8891      0.4901   
                    0             0.3214      0.4687     -0.5226   
                    1.0(1.0)      0.1857      0.3903     -0.0458   
                    2.0(2.0)      0.4929      0.5017      0.4550   
  
 
   knowledge        Overall       1.3500      0.8217      0.4187   
                    0             0.2214      0.4167     -0.4503   
                    1.0(1.0)      0.2071      0.4067     -0.0880   
                    2.0(2.0)      0.5714      0.4966      0.3801   
  
 
   performance      Overall       1.1000      0.7984      0.5559   
                    0             0.2714      0.4463     -0.5979   
                    1.0(1.0)      0.3571      0.4809      0.0573   
                    2.0(2.0)      0.3714      0.4849      0.4165   
  
 
   response         Overall       1.3643      0.7793      0.6305   
                    0             0.1857      0.3903     -0.5459   
                    1.0(1.0)      0.2643      0.4425     -0.2632   
                    2.0(2.0)      0.5500      0.4993      0.5993   
  
 
   support          Overall       1.5571      0.7799      0.5419   
                    0             0.1786      0.3844     -0.5816   
                    1.0(1.0)      0.0857      0.2809     -0.0807   
                    2.0(2.0)      0.7357      0.4425      0.5074   
  
 
   organization     Overall       1.7429      0.6042      0.5115   
                    0             0.0857      0.2809     -0.4674   
                    1.0(1.0)      0.0857      0.2809     -0.2765   
                    2.0(2.0)      0.8286      0.3782      0.5097   
  
 
   increase         Overall       1.6929      0.5985      0.3568   
                    0             0.0714      0.2585     -0.4604   
                    1.0(1.0)      0.1643      0.3719     -0.0349   
                    2.0(2.0)      0.7643      0.4260      0.2527   
  
 
   source           Overall       1.7643      0.5576      0.4386   
                    0             0.0643      0.2461     -0.4291   
                    1.0(1.0)      0.1071      0.3104     -0.2032   
                    2.0(2.0)      0.8286      0.3782      0.3992   
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   resource         Overall       1.7286      0.6329      0.3816   
                    0             0.1000      0.3011     -0.4675   
                    1.0(1.0)      0.0714      0.2585      0.0114   
                    2.0(2.0)      0.8286      0.3782      0.3168   
  
 
   goal             Overall       1.4643      0.7530      0.4486   
                    0             0.1571      0.3652     -0.4668   
                    1.0(1.0)      0.2214      0.4167     -0.1268   
                    2.0(2.0)      0.6214      0.4868      0.3929   
  
 
   represent        Overall       1.0071      0.9928      0.4347   
                    0             0.4857      0.5016     -0.4995   
                    1.0(1.0)      0.0214      0.1453     -0.0739   
                    2.0(2.0)      0.4929      0.5017      0.4660   
  
 
   present          Overall       0.8429      0.8755      0.3651   
                    0             0.4714      0.5010     -0.4313   
                    1.0(1.0)      0.2143      0.4118      0.0703   
                    2.0(2.0)      0.3143      0.4659      0.3192   
  
 
  term             Overall       1.7929      0.5814      0.2916   
                    0             0.0857      0.2809     -0.3107   
                    1.0(1.0)      0.0357      0.1862     -0.1488   
                    2.0(2.0)      0.8786      0.3278      0.3091   
  
 
  measure           Overall       1.1786      0.8998      0.6042   
                    0             0.3286      0.4714     -0.6442   
                    1.0(1.0)      0.1643      0.3719      0.0069   
                    2.0(2.0)      0.5071      0.5017      0.5400   
  
 
   movement         Overall       1.5143      0.7246      0.5045   
                    0             0.1357      0.3437     -0.3972   
                    1.0(1.0)      0.2143      0.4118     -0.3453   
                    2.0(2.0)      0.6500      0.4787      0.5238   
  
 
   concern          Overall       1.3286      0.7241      0.4484   
                    0             0.1500      0.3584     -0.4217   
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                    1.0(1.0)      0.3714      0.4849     -0.1655   
                    2.0(2.0)      0.4786      0.5013      0.3877   
  
 
   basis            Overall       1.0643      0.8667      0.4744   
                    0             0.3429      0.4764     -0.4669   
                    1.0(1.0)      0.2500      0.4346     -0.0964   
                    2.0(2.0)      0.4071      0.4931      0.4599 
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APPENDIX L. CTT ITEM-LEVEL ANALYSIS FOR THE 39 ITEMS IN BATCH 2 
(NON-ADAPTIVE) 
 
   Item              Score      Difficulty  Std. Dev.    Discrimin. 
   
  study              Overall      1.5359      0.7436      0.3488   
                    0.0(0.0)      0.1503      0.3586     -0.2506   
                    0.5(1.0)      0.1634      0.3709     -0.3457   
                    1.0(2.0)      0.6863      0.4655      0.4166   
  
 
  stagnation         Overall      0.3922      0.5762      0.4534   
                    0.0(0.0)      0.6536      0.4774     -0.4894   
                    0.5(1.0)      0.3007      0.4600      0.3482   
                    1.0(2.0)      0.0458      0.2096      0.2402   
  
 
  application        Overall      1.0261      0.9101      0.4625   
                    0.0(0.0)      0.3987      0.4912     -0.4900   
                    0.5(1.0)      0.1765      0.3825     -0.0159   
                    1.0(2.0)      0.4248      0.4959      0.4363   
  
 
  lack               Overall      1.3203      0.8785      0.5672   
                    0.0(0.0)      0.2745      0.4477     -0.5321   
                    0.5(1.0)      0.1307      0.3382     -0.2201   
                    1.0(2.0)      0.5948      0.4925      0.5867   
  
 
  express            Overall      1.0458      0.9201      0.3891   
                    0.0(0.0)      0.3987      0.4912     -0.4473   
                    0.5(1.0)      0.1569      0.3649      0.0290   
                    1.0(2.0)      0.4444      0.4985      0.3569   
  
 
  include            Overall      0.8170      0.8147      0.4417   
                    0.0(0.0)      0.4379      0.4978     -0.4458   
                    0.5(1.0)      0.3072      0.4628      0.0396   
                    1.0(2.0)      0.2549      0.4372      0.3900   
  
 
  labor              Overall      0.9346      0.9153      0.5950   
                    0.0(0.0)      0.4510      0.4992     -0.5965   
                    0.5(1.0)      0.1634      0.3709     -0.0167   
                    1.0(2.0)      0.3856      0.4883      0.5684   
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  consumption        Overall      1.5686      0.7233      0.3878   
                    0.0(0.0)      0.1373      0.3452     -0.3483   
                    0.5(1.0)      0.1569      0.3649     -0.2323   
                    1.0(2.0)      0.7059      0.4571      0.3973   
  
 
  policy             Overall      1.4837      0.8200      0.4197   
                    0.0(0.0)      0.2092      0.4080     -0.4018   
                    0.5(1.0)      0.0980      0.2983     -0.2304   
                    1.0(2.0)      0.6928      0.4628      0.4539   
  
 
  scope              Overall      1.0000      0.9528      0.5377   
                    0.0(0.0)      0.4510      0.4992     -0.5906   
                    0.5(1.0)      0.0980      0.2983      0.0566   
                    1.0(2.0)      0.4510      0.4992      0.5066   
  
 
  require            Overall      1.4314      0.6763      0.4083   
                    0.0(0.0)      0.1046      0.3070     -0.2978   
                    0.5(1.0)      0.3595      0.4814     -0.2851   
                    1.0(2.0)      0.5359      0.5003      0.3985   
  
 
  distinguish        Overall      0.9281      0.8515      0.4400   
                    0.0(0.0)      0.3987      0.4912     -0.4773   
                    0.5(1.0)      0.2745      0.4477      0.0625   
                    1.0(2.0)      0.3268      0.4706      0.3682   
  
 
  adapt              Overall      1.1503      0.8643      0.5288   
                    0.0(0.0)      0.3072      0.4628     -0.5102   
                    0.5(1.0)      0.2353      0.4256     -0.1031   
                    1.0(2.0)      0.4575      0.4998      0.4999   
  
 
  control            Overall      1.3072      0.8294      0.5959   
                    0.0(0.0)      0.2353      0.4256     -0.5823   
                    0.5(1.0)      0.2222      0.4171     -0.1139   
                    1.0(2.0)      0.5425      0.4998      0.5369   
  
 
  function           Overall      0.4641      0.7257      0.4373   
                    0.0(0.0)      0.6732      0.4706     -0.4682   
294 
 
 
 
                    0.5(1.0)      0.1895      0.3932      0.1791   
                    1.0(2.0)      0.1373      0.3452      0.3632   
  
 
  stable             Overall      1.1176      0.8425      0.5353   
                    0.0(0.0)      0.3007      0.4600     -0.4844   
                    0.5(1.0)      0.2810      0.4510     -0.1424   
                    1.0(2.0)      0.4183      0.4949      0.5172   
  
 
  scheme             Overall      0.7124      0.9366      0.6158   
                    0.0(0.0)      0.6209      0.4868     -0.6840   
                    0.5(1.0)      0.0458      0.2096      0.1966   
                    1.0(2.0)      0.3333      0.4730      0.5782   
  
 
  innate             Overall      0.6993      0.8817      0.4957   
                    0.0(0.0)      0.5817      0.4949     -0.5236   
                    0.5(1.0)      0.1373      0.3452      0.0593   
                    1.0(2.0)      0.2810      0.4510      0.4712   
  
 
  base               Overall      1.0458      0.9413      0.6136   
                    0.0(0.0)      0.4183      0.4949     -0.6180   
                    0.5(1.0)      0.1176      0.3232     -0.0640   
                    1.0(2.0)      0.4641      0.5003      0.6050   
  
 
  overestimate       Overall      0.4967      0.5516      0.3052   
                    0.0(0.0)      0.5294      0.5008     -0.3395   
                    0.5(1.0)      0.4444      0.4985      0.2341   
                    1.0(2.0)      0.0261      0.1601      0.1597   
  
 
    bias             Overall      0.6144      0.8670      0.5754   
                    0.0(0.0)      0.6405      0.4814     -0.5953   
                    0.5(1.0)      0.1046      0.3070      0.0754   
                    1.0(2.0)      0.2549      0.4372      0.5531   
  
 
  offence            Overall      1.0980      0.8868      0.6283   
                    0.0(0.0)      0.3464      0.4774     -0.6270   
                    0.5(1.0)      0.2092      0.4080     -0.0273   
                    1.0(2.0)      0.4444      0.4985      0.5681   
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  researcher         Overall      1.1895      0.7674      0.2380   
                    0.0(0.0)      0.2157      0.4126     -0.1678   
                    0.5(1.0)      0.3791      0.4868     -0.2220   
                    1.0(2.0)      0.4052      0.4925      0.2883   
  
 
    survey           Overall      1.0261      0.9386      0.4155   
                    0.0(0.0)      0.4248      0.4959     -0.4953   
                    0.5(1.0)      0.1242      0.3309      0.0972   
                    1.0(2.0)      0.4510      0.4992      0.3690   
  
 
  performance        Overall      1.1111      0.8236      0.3977   
                    0.0(0.0)      0.2876      0.4541     -0.4141   
                    0.5(1.0)      0.3137      0.4655     -0.0346   
                    1.0(2.0)      0.3987      0.4912      0.3455   
  
 
  eradication        Overall      0.6340      0.8331      0.6169   
                    0.0(0.0)      0.5882      0.4938     -0.6260   
                    0.5(1.0)      0.1765      0.3825      0.1757   
                    1.0(2.0)      0.2288      0.4214      0.5320   
  
 
  focus              Overall      1.2680      0.8351      0.6026   
                    0.0(0.0)      0.2484      0.4335     -0.5550   
                    0.5(1.0)      0.2353      0.4256     -0.1703   
                    1.0(2.0)      0.5163      0.5014      0.5699   
  
 
  contrast           Overall      0.8497      0.8942      0.3615   
                    0.0(0.0)      0.4837      0.5014     -0.4552   
                    0.5(1.0)      0.1830      0.3879      0.1602   
                    1.0(2.0)      0.3333      0.4730      0.2841   
  
 
  journal            Overall      1.2092      0.8557      0.6251   
                    0.0(0.0)      0.2810      0.4510     -0.5780   
                    0.5(1.0)      0.2288      0.4214     -0.1531   
                    1.0(2.0)      0.4902      0.5015      0.5943   
  
 
  consequence        Overall      0.7974      0.8611      0.5087   
                    0.0(0.0)      0.4902      0.5015     -0.4607   
                    0.5(1.0)      0.2222      0.4171     -0.0958   
                    1.0(2.0)      0.2876      0.4541      0.5311   
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  device             Overall      1.5425      0.7946      0.4367   
                    0.0(0.0)      0.1895      0.3932     -0.4634   
                    0.5(1.0)      0.0784      0.2697     -0.1106   
                    1.0(2.0)      0.7320      0.4444      0.4314   
  
 
  trend              Overall      1.1830      0.8769      0.5570   
                    0.0(0.0)      0.3072      0.4628     -0.5365   
                    0.5(1.0)      0.2026      0.4033     -0.1209   
                    1.0(2.0)      0.4902      0.5015      0.5359   
  
 
  origin             Overall      1.0850      0.7429      0.5364   
                    0.0(0.0)      0.2353      0.4256     -0.5321   
                    0.5(1.0)      0.4444      0.4985      0.0056   
                    1.0(2.0)      0.3203      0.4681      0.4090   
  
 
  present            Overall      0.7451      0.8314      0.4177   
                    0.0(0.0)      0.5033      0.5016     -0.4359   
                    0.5(1.0)      0.2484      0.4335      0.0536   
                    1.0(2.0)      0.2484      0.4335      0.3775   
  
 
  alternative        Overall      1.0719      0.8359      0.6077   
                    0.0(0.0)      0.3137      0.4655     -0.5168   
                    0.5(1.0)      0.3007      0.4600     -0.1781   
                    1.0(2.0)      0.3856      0.4883      0.5996   
  
 
  Domain             Overall      0.9412      0.8976      0.6270   
                    0.0(0.0)      0.4314      0.4969     -0.6395   
                    0.5(1.0)      0.1961      0.3983      0.0476   
                    1.0(2.0)      0.3725      0.4851      0.5608   
  
 
  migration          Overall      1.1111      0.8852      0.6482   
                    0.0(0.0)      0.3399      0.4752     -0.6221   
                    0.5(1.0)      0.2092      0.4080     -0.0828   
                    1.0(2.0)      0.4510      0.4992      0.6068   
  
 
  concern            Overall      1.3464      0.7637      0.4581   
                    0.0(0.0)      0.1765      0.3825     -0.3427   
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                    0.5(1.0)      0.3007      0.4600     -0.3040   
                    1.0(2.0)      0.5229      0.5011      0.4817   
  
 
  uncertainty        Overall      1.3595      0.8320      0.5330   
                    0.0(0.0)      0.2288      0.4214     -0.4697   
                    0.5(1.0)      0.1830      0.3879     -0.2573   
                    1.0(2.0)      0.5882      0.4938      0.5508   
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APPENDIX M. CTT ITEM-LEVEL ANALYSIS FOR THE 39 ITEMS IN BATCH 3 
(NON-ADAPTIVE) 
 
   Item              Score      Difficulty  Std. Dev.    Discrimin. 
   
  efficiency         Overall      0.9364      0.9013      0.3169   
                    0.0(0.0)      0.4364      0.4982     -0.3014   
                    0.5(1.0)      0.1909      0.3948     -0.1474   
                    1.0(2.0)      0.3727      0.4857      0.3632   
  
 
  stagnation         Overall      0.2818      0.5092      0.4151   
                    0.0(0.0)      0.7455      0.4376     -0.4283   
                    0.5(1.0)      0.2273      0.4210      0.2987   
                    1.0(2.0)      0.0273      0.1636      0.2621   
  
 
  dynamics           Overall      0.5364      0.8424      0.5760   
                    0.0(0.0)      0.6909      0.4642     -0.6071   
                    0.5(1.0)      0.0818      0.2753      0.1226   
                    1.0(2.0)      0.2273      0.4210      0.5457   
  
 
  maintenance        Overall      0.9000      0.8668      0.5555   
                    0.0(0.0)      0.4273      0.4969     -0.5265   
                    0.5(1.0)      0.2455      0.4323     -0.0376   
                    1.0(2.0)      0.3273      0.4714      0.5285   
  
 
  compliance         Overall      0.6545      0.7949      0.5405   
                    0.0(0.0)      0.5455      0.5002     -0.5336   
                    0.5(1.0)      0.2545      0.4376      0.1141   
                    1.0(2.0)      0.2000      0.4018      0.4727   
  
 
  integrity          Overall      0.7364      0.8091      0.5865   
                    0.0(0.0)      0.4909      0.5022     -0.5843   
                    0.5(1.0)      0.2818      0.4519      0.1326   
                    1.0(2.0)      0.2273      0.4210      0.4895   
  
 
  labor              Overall      0.8909      0.9611      0.5267   
                    0.0(0.0)      0.5182      0.5020     -0.5758   
                    0.5(1.0)      0.0727      0.2609      0.0518   
                    1.0(2.0)      0.4091      0.4939      0.5116   
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  hierarchy          Overall      0.5545      0.7966      0.5966   
                    0.0(0.0)      0.6364      0.4832     -0.6429   
                    0.5(1.0)      0.1727      0.3797      0.2674   
                    1.0(2.0)      0.1909      0.3948      0.4754   
  
 
   policy            Overall      1.1727      0.8764      0.5799   
                    0.0(0.0)      0.3091      0.4642     -0.5141   
                    0.5(1.0)      0.2091      0.4085     -0.2073   
                    1.0(2.0)      0.4818      0.5020      0.5916   
  
 
   scope             Overall      0.7182      0.8999      0.6979   
                    0.0(0.0)      0.5818      0.4955     -0.7379   
                    0.5(1.0)      0.1182      0.3243      0.1943   
                    1.0(2.0)      0.3000      0.4604      0.6164   
  
 
   require           Overall      1.0727      0.7980      0.4831   
                    0.0(0.0)      0.2818      0.4519     -0.3528   
                    0.5(1.0)      0.3636      0.4832     -0.2582   
                    1.0(2.0)      0.3545      0.4806      0.5271   
  
 
  conversion         Overall      0.6182      0.7896      0.5560   
                    0.0(0.0)      0.5727      0.4969     -0.6170   
                    0.5(1.0)      0.2364      0.4268      0.2929   
                    1.0(2.0)      0.1909      0.3948      0.3976   
  
 
   imagery           Overall      0.6182      0.8348      0.6614   
                    0.0(0.0)      0.6091      0.4902     -0.6781   
                    0.5(1.0)      0.1636      0.3716      0.1881   
                    1.0(2.0)      0.2273      0.4210      0.5739   
  
 
   control           Overall      0.9364      0.9215      0.5772   
                    0.0(0.0)      0.4545      0.5002     -0.5749   
                    0.5(1.0)      0.1545      0.3631     -0.0356   
                    1.0(2.0)      0.3909      0.4902      0.5612   
  
 
   function          Overall      0.2545      0.6124      0.4814   
                    0.0(0.0)      0.8364      0.3716     -0.5000   
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                    0.5(1.0)      0.0727      0.2609      0.1773   
                    1.0(2.0)      0.0909      0.2888      0.4383   
  
 
   artifact          Overall      0.5455      0.7738      0.5390   
                    0.0(0.0)      0.6273      0.4857     -0.5978   
                    0.5(1.0)      0.2000      0.4018      0.2884   
                    1.0(2.0)      0.1727      0.3797      0.3988   
  
 
  geographic         Overall      0.5545      0.8414      0.4721   
                    0.0(0.0)      0.6727      0.4714     -0.5056   
                    0.5(1.0)      0.1000      0.3014      0.0876   
                    1.0(2.0)      0.2273      0.4210      0.4517   
  
 
  erosion            Overall      0.9455      0.9369      0.5597   
                    0.0(0.0)      0.4636      0.5010     -0.5984   
                    0.5(1.0)      0.1273      0.3348      0.0560   
                    1.0(2.0)      0.4091      0.4939      0.5190   
  
 
  analogy            Overall      0.4273      0.7352      0.4972   
                    0.0(0.0)      0.7182      0.4519     -0.5553   
                    0.5(1.0)      0.1364      0.3447      0.2689   
                    1.0(2.0)      0.1455      0.3542      0.3915   
  
 
  endeavor           Overall      0.4182      0.7088      0.4789   
                    0.0(0.0)      0.7091      0.4563     -0.5205   
                    0.5(1.0)      0.1636      0.3716      0.2440   
                    1.0(2.0)      0.1273      0.3348      0.3766   
  
 
  obstacle           Overall      0.6636      0.7576      0.5806   
                    0.0(0.0)      0.5091      0.5022     -0.5231   
                    0.5(1.0)      0.3182      0.4679      0.0704   
                    1.0(2.0)      0.1727      0.3797      0.5323   
  
 
  modification       Overall      0.4545      0.6723      0.3541   
                    0.0(0.0)      0.6455      0.4806     -0.4163   
                    0.5(1.0)      0.2545      0.4376      0.2508   
                    1.0(2.0)      0.1000      0.3014      0.2166   
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    axis             Overall      1.1636      0.9723      0.5808   
                    0.0(0.0)      0.4000      0.4921     -0.6183   
                    0.5(1.0)      0.0364      0.1880     -0.0446   
                    1.0(2.0)      0.5636      0.4982      0.5895   
  
 
  coordination       Overall      0.8727      0.9589      0.5932   
                    0.0(0.0)      0.5273      0.5015     -0.6411   
                    0.5(1.0)      0.0727      0.2609      0.0846   
                    1.0(2.0)      0.4000      0.4921      0.5662   
  
 
  performance         Overall      0.8909      0.9020      0.6095   
                    0.0(0.0)      0.4636      0.5010     -0.6013   
                    0.5(1.0)      0.1818      0.3875     -0.0021   
                    1.0(2.0)      0.3545      0.4806      0.5756   
  
 
  eradication        Overall      0.5909      0.8272      0.6380   
                    0.0(0.0)      0.6273      0.4857     -0.6688   
                    0.5(1.0)      0.1545      0.3631      0.2171   
                    1.0(2.0)      0.2182      0.4149      0.5432   
  
 
  preservation       Overall      0.7182      0.7436      0.4297   
                    0.0(0.0)      0.4545      0.5002     -0.4077   
                    0.5(1.0)      0.3727      0.4857      0.0578   
                    1.0(2.0)      0.1727      0.3797      0.3813   
  
 
  proliferation      Overall      0.3545      0.6984      0.5199   
                    0.0(0.0)      0.7727      0.4210     -0.5179   
                    0.5(1.0)      0.1000      0.3014      0.1144   
                    1.0(2.0)      0.1273      0.3348      0.4986   
  
 
  interference       Overall      0.6818      0.8560      0.5212   
                    0.0(0.0)      0.5727      0.4969     -0.5602   
                    0.5(1.0)      0.1727      0.3797      0.1459   
                    1.0(2.0)      0.2545      0.4376      0.4516   
  
 
  mediation          Overall      0.4000      0.7193      0.4453   
                    0.0(0.0)      0.7364      0.4426     -0.5117   
                    0.5(1.0)      0.1273      0.3348      0.2643   
                    1.0(2.0)      0.1364      0.3447      0.3441   
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  petroleum          Overall      1.1000      0.8454      0.6279   
                    0.0(0.0)      0.3091      0.4642     -0.5709   
                    0.5(1.0)      0.2818      0.4519     -0.1132   
                    1.0(2.0)      0.4091      0.4939      0.5840   
  
 
  superiority        Overall      0.5091      0.7632      0.5814   
                    0.0(0.0)      0.6545      0.4777     -0.6089   
                    0.5(1.0)      0.1818      0.3875      0.2416   
                    1.0(2.0)      0.1636      0.3716      0.4730   
  
 
  origin             Overall      0.8000      0.7395      0.4864   
                    0.0(0.0)      0.3909      0.4902     -0.5172   
                    0.5(1.0)      0.4182      0.4955      0.1864   
                    1.0(2.0)      0.1909      0.3948      0.3316   
  
 
  resonance          Overall      0.8545      0.9846      0.6173   
                    0.0(0.0)      0.5636      0.4982     -0.6741   
                    0.5(1.0)      0.0182      0.1342      0.1165   
                    1.0(2.0)      0.4182      0.4955      0.6123   
  
 
  decay              Overall      0.8091      0.8620      0.5436   
                    0.0(0.0)      0.4818      0.5020     -0.5555   
                    0.5(1.0)      0.2273      0.4210      0.0760   
                    1.0(2.0)      0.2909      0.4563      0.4797   
  
 
  deprivation        Overall      0.8273      0.9565      0.6308   
                    0.0(0.0)      0.5545      0.4993     -0.6524   
                    0.5(1.0)      0.0636      0.2452     -0.0027   
                    1.0(2.0)      0.3818      0.4881      0.6298   
  
 
  insecurity         Overall      0.3182      0.6197      0.5885   
                    0.0(0.0)      0.7636      0.4268     -0.6090   
                    0.5(1.0)      0.1545      0.3631      0.3374   
                    1.0(2.0)      0.0818      0.2753      0.4409   
  
 
  concern            Overall      0.9091      0.8518      0.5913   
                    0.0(0.0)      0.4091      0.4939     -0.5482   
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                    0.5(1.0)      0.2727      0.4474     -0.0390   
                    1.0(2.0)      0.3182      0.4679      0.5548   
  
 
  dichotomy          Overall      0.2727      0.6761      0.5024   
                    0.0(0.0)      0.8545      0.3542     -0.5505   
                    0.5(1.0)      0.0182      0.1342      0.1578   
                    1.0(2.0)      0.1273      0.3348      0.4879  
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APPENDIX N. GPCM CALIBRATION OF 38 ITEMS IN BATCH 1 AFTER ITEM 
“DATA” WAS REMOVED 
 
     
Item a param Step1 Step2 sx2_pvalue 
     
study2 0.838620011 -0.120234504 -1.992632699 0.723439378 
social 0.778437024 -0.327546202 -0.195207585 0.277318065 
provide 0.194961327 2.075321141 -4.561863609 0.240725008 
develop 0.368676896 3.769206347 -4.051210152 0.068238282 
research 0.395833392 -0.327775838 -2.896785697 0.161043887 
include 0.582434325 0.776380043 0.39280534 0.437866832 
effect 0.397068507 -0.934201265 -3.373457197 0.140469748 
policy 0.901020023 -0.397903218 -1.844389251 0.754740786 
relationship 0.604566286 -0.206771281 -2.236606122 0.356111229 
require 0.788097606 -1.659997014 -0.219492879 0.202388324 
analysis 0.35843963 4.141495376 -4.379198523 0.674241174 
practice 1.125465217 1.306436339 -2.014220341 0.781833588 
control 1.041318326 -0.282523763 -0.019901838 0.714971534 
rate 0.81223109 -0.67862868 -1.773898164 0.854364644 
factor 1.074820688 -0.030334809 -2.192162337 0.748192191 
figure 0.939016554 0.556477527 -1.86997298 0.659538288 
interest 1.014165103 0.514026468 -2.796686975 0.718888637 
base 1.42620891 0.476109729 -0.4333989 0.966309237 
individual 1.256169979 -1.034735127 -0.416697879 0.612381166 
indicate 0.459401235 3.919392448 -1.334753087 0.71183069 
subject 0.766716122 -1.44706739 -3.085902759 0.534336936 
condition 0.7896694 0.303640185 -1.054245951 0.832013991 
knowledge 0.623902266 -0.324063015 -1.554379068 0.561441574 
performance 1.034650873 -0.689084857 0.237588234 0.275616259 
response 1.544972047 -0.942680952 -0.40488331 0.862324982 
support 1.023783104 -0.004863785 -2.172261369 0.913557476 
organization 1.275939102 -1.010980256 -2.030342949 0.670448862 
increase 0.67773309 -1.904856664 -2.384983168 0.902358597 
source 1.061045214 -1.445964051 -2.162595052 0.630793766 
resource 0.714529122 -0.240611023 -3.575288523 0.28456364 
goal 0.824798421 -1.0131878 -1.241115048 0.693407067 
represent 0.62602392 4.737507377 -4.772984224 0.452367138 
present 0.533135015 1.325021973 -0.417347618 0.408753212 
term 0.605436049 0.774426652 -5.449745455 0.956730932 
measure 1.229094285 0.07665953 -0.717124932 0.885819727 
movement 1.077369436 -1.158195594 -1.066150389 0.42907781 
concern 0.826809547 -1.622065688 -0.202123042 0.105011838 
basis 0.768467922 0.083651625 -0.386363011 0.494952524 
 
  
                                                
2 The nine Items in yellow were employed as anchor items in subsequent Batch 2. 
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APPENDIX O. GPCM CALIBRATION OF 39 ITEMS IN BATCH 2 (ALREADY 
LINKED) 
 
     
Item a param Step1 Step2 sx2_pvalue 
     
study 0.625821469 -0.524347519 -2.233117415 0.055515267 
stagnation3 1.183047054 0.824908625 2.496642884 0.86945577 
application 0.691230792 1.016715389 -0.975260964 0.05553441 
lack 1.01879653 0.330029728 -1.314649912 0.00675471 
express 0.608862792 1.38151913 -1.441250673 0.69401358 
include 0.788655208 0.365706203 0.670384025 0.660161926 
labor 1.188596536 0.674994703 -0.301216428 0.296438773 
consumption 0.733519075 -0.649988733 -2.011342196 0.380026924 
policy 0.689733227 0.711305028 -2.752803059 0.991045384 
scope 0.859987403 1.59930025 -1.441158481 0.404941025 
require 0.814367112 -1.962610622 -0.375412191 0.019035401 
distinguish 0.706738786 0.40364773 0.104605741 0.241692527 
adapt 0.910942504 0.011937348 -0.461284079 0.789242976 
control 1.334402962 -0.424405944 -0.475702927 0.951194182 
function 0.923232717 1.481874874 1.040919273 0.304721079 
stable 0.977267061 -0.210851427 -0.109059745 0.632194892 
scheme 1.454143786 1.764718664 -0.777026034 0.307753906 
innate 0.885687165 1.609413976 -0.298671521 0.800580597 
base 1.167457939 0.844327303 -0.832254062 0.649788924 
overestimate 0.749526308 0.31426529 4.422401656 0.667151363 
bias 1.257154011 1.470355501 -0.061014019 0.960994599 
offence 1.473982314 0.021644006 -0.172781702 0.202323521 
researcher 0.376232144 -1.625481712 -0.006299699 0.125262702 
survey 0.594313051 1.932342493 -1.896955872 0.957585845 
performance 0.664175315 -0.334755981 -0.103131719 0.462844325 
eradication 1.570846792 0.784081861 0.533375856 0.589004105 
focus 1.320091059 -0.395775008 -0.374684969 0.783113371 
contrast 0.551776149 1.702570682 -0.750860606 0.617840417 
journal 1.413480781 -0.256733783 -0.277004417 0.115259502 
consequence 0.950222313 0.748646623 0.205487897 0.611333753 
device 0.852291667 0.543729556 -2.574704748 0.862005744 
trend 1.091614847 0.049220582 -0.547144839 0.30995037 
origin 1.103071017 -0.88265226 0.647249186 0.497105542 
present 0.719538982 0.94358411 0.445661151 0.667711234 
alternative 1.439746042 -0.286374687 0.196749059 0.23795417 
domain 1.417845244 0.35337376 -0.009118437 0.959248809 
migration 1.525218811 -0.016341925 -0.172333521 0.097446694 
concern 0.883288784 -1.007751687 -0.464291604 0.211065476 
uncertainty 1.092325166 -0.247690143 -0.915380582 0.740722925 
 
                                                
3 The eleven items in yellow were employed as anchor items in subsequent Batch 3.  
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APPENDIX P. GPCM CALIBRATION OF 39 ITEMS IN BATCH 3 (ALREADY 
LINKED) 
 
     
Item a param Step1 Step2 sx2_pvalue 
     
efficiency 0.365575008 1.46545396 -2.108907398 0.47215105 
stagnation 0.841498095 1.076579195 3.183756049 0.705996482 
dynamics 0.969190281 1.685128674 -0.801719255 0.867476998 
maintenance 0.833693587 -0.195398401 -0.395179111 0.225156236 
compliance 0.816878321 0.277925636 0.434174284 0.401780521 
integrity 0.98278273 -0.160272633 0.347337592 0.373570839 
labor 0.641487461 2.256883204 -2.813368725 0.756642964 
hierarchy 1.143783946 0.613632043 0.22121451 0.528167756 
policy 0.866215959 -0.674849283 -1.218118836 0.039301241 
scope 1.593890698 0.377614958 -0.381144818 0.711417814 
require 0.655974822 -1.40756706 -0.18168445 0.546435988 
conversion 0.909369607 0.356994152 0.434992585 0.540521367 
imagery 1.367171077 0.402215522 0.044244269 0.821455938 
control 0.864913081 0.376154179 -1.151469514 0.247239532 
function 0.935669353 2.323598135 0.329798048 0.559983546 
artifact 0.899603559 0.71953745 0.417315214 0.480715445 
geographic 0.654817775 2.338698444 -1.139614773 0.18625869 
erosion 0.776121912 0.798294764 -1.614522699 0.698460948 
analogy 0.793111167 1.630238977 0.224154711 0.387559567 
endeavor 0.858681425 1.258475398 0.650827362 0.480440541 
obstacle 1.028381837 -0.209727971 0.812699094 0.66904896 
modification 0.553474996 1.151651859 1.854400661 0.105962406 
axis 0.788369141 1.996506711 -3.744384083 0.151432045 
coordination 0.854455823 1.522728713 -2.037635627 0.50175046 
performance 1.045249121 0.055370337 -0.64164467 0.013025366 
eradication 1.388785097 0.479586864 0.06375889 0.020364645 
preservation 0.648121269 -0.418769528 1.221269633 0.294596601 
proliferation 0.954151047 1.770281981 0.192628761 0.855994416 
interference 0.804913965 0.826535023 -0.385785283 0.063662624 
mediation 0.681753821 2.111596303 0.167182798 0.728136614 
petroleum 1.222189055 -1.045889907 -0.445825813 0.950045777 
superiority 1.230642195 0.563229129 0.466801213 0.597665332 
origin 0.794226274 -0.897171419 1.029921409 0.007386284 
resonance 0.964689257 2.794553296 -3.259996995 0.80310639 
decay 0.792648109 0.17228021 -0.30823849 0.497932431 
deprivation 1.023607978 1.365571002 -1.722915562 0.958730193 
insecurity 1.415653376 0.866523023 1.140915999 0.00000000 
concern 0.925488919 -0.444022711 -0.196665125 0.569689174 
dichotomy 1.112657802 3.200601231 -1.180025748 0.321403284 
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APPENDIX Q. GPCM ITEM CHARACTERISTIC CURVES (ICCS) AND 
INFORMATION CURVE FOR BATCH 1 ITEMS 
 
 
4 
  
   
5 
  
                                                
4 Yellow marking represents anchor items’ original parameters, kept and used in item banking for the computer-
adaptive version of the CAT-PAV. Parameters displayed for these yellow items in subsequent batches were only 
employed for linking purposes, not for banking purposes.  
5 The item “data” is shown here with the parameters of the original GPCM-calibration of Batch 1 items. Given 
the poor performance of this item, it was removed from Batch 1 and the remaining 38 items were recalibrated 
with the GPCM model. All other 38 items are shown here with their parameters from the second and final 
calibration.  
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APPENDIX R. GPCM ITEM CHARACTERISTIC CURVES (ICCS) AND 
INFORMATION CURVE FOR LINKED BATCH 2 ITEMS 
 
  
6 
 
   
   
                                                
6 Yellow marking represents anchor items’ original parameters, kept and used in item banking for the computer-
adaptive version of the CAT-PAV. Parameters displayed for these yellow items in subsequent batches were only 
employed for linking purposes, not for banking purposes. 
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APPENDIX S. GPCM ITEM CHARACTERISTIC CURVES (ICCS) AND 
INFORMATION CURVE FOR LINKED BATCH 3 ITEMS 
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APPENDIX T. CHI-SQUARE ITEM FIT STATISTICS FOR ITEMS IN BATCHES 1, 
2, AND 3 (SEPARATE TABLES) 
 
Table T1. Chi-Square Fit Statistics for Batch 1 Items7 
 
    
Item sx2_fit sx2_df sx2_pvalue 
    
study 50.27762845 57 0.723439378 
social 64.94493734 59 0.277318065 
provide 64.13339672 57 0.240725008 
develop 71.35203862 55 0.068238282 
research 69.6825453 59 0.161043887 
include 60.03851787 59 0.437866832 
effect 66.3503534 55 0.140469748 
policy 51.20763763 59 0.754740786 
relationship 62.40635543 59 0.356111229 
require 65.637463 57 0.202388324 
analysis 53.5957751 59 0.674241174 
practice 50.33355409 59 0.781833588 
control 52.4186762 59 0.714971534 
rate 47.67588071 59 0.854364644 
factor 51.4123174 59 0.748192191 
figure 54.00927674 59 0.659538288 
interest 50.4108445 57 0.718888637 
base 40.75903219 59 0.966309237 
individual 51.41538615 55 0.612381166 
indicate 50.61587939 57 0.71183069 
subject 55.42585404 57 0.534336936 
condition 46.7389817 57 0.832013991 
knowledge 56.68200956 59 0.561441574 
performance 65.00390588 59 0.275616259 
response 43.75342657 55 0.862324982 
support 43.09131018 57 0.913557476 
organization 53.70292206 59 0.670448862 
increase 43.69491601 57 0.902358597 
source 50.93092013 55 0.630793766 
resource 64.69621136 59 0.28456364 
goal 53.048355 59 0.693407067 
represent 59.63575174 59 0.452367138 
present 60.86035055 59 0.408753212 
term 38.38644141 55 0.956730932 
measure 46.28380966 59 0.885819727 
movement 58.25126045 57 0.42907781 
concern 68.4553492 55 0.105011838 
basis 58.47132927 59 0.494952524 
 
  
                                                
7 Since the item targeting the academic word data showed quite poor performance and was deleted from Batch 
1, it does not show here and all shown values are for the recalibrated batch 1 once the item data was removed. 
The original chi-square p-value for the item data was 0.445 (therefore, not considered to be misfitting from the 
perspective of item-model fit). 
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Table T2. Chi-Square Fit Statistics for (Linked) Batch 2 Items 
 
    
Item sx2_fit sx2_df sx2_pvalue 
    
study 79.55487366 61 0.055515267 
stagnation 47.03366168 59 0.86945577 
application 77.26044471 59 0.05553441 
lack 94.09513735 63 0.00675471 
express 56.84592141 63 0.69401358 
include 57.841272 63 0.660161926 
labor 64.29631067 59 0.296438773 
consumption 61.69280159 59 0.380026924 
policy 39.51750174 63 0.991045384 
scope 63.01363709 61 0.404941025 
require 88.42245557 63 0.019035401 
distinguish 72.60833651 65 0.241692527 
adapt 51.93810491 61 0.789242976 
control 43.93425748 61 0.951194182 
function 64.02270179 59 0.304721079 
stable 58.64324475 63 0.632194892 
scheme 63.9235369 59 0.307753906 
innate 53.39073453 63 0.800580597 
base 62.00466542 67 0.649788924 
overestimate 55.71637553 61 0.667151363 
bias 44.68656663 63 0.960994599 
offence 74.24745204 65 0.202323521 
researcher 71.62906517 59 0.125262702 
survey 43.34549978 61 0.957585845 
performance 61.36407348 61 0.462844325 
eradication 59.85838397 63 0.589004105 
focus 54.00582818 63 0.783113371 
contrast 60.99625736 65 0.617840417 
journal 78.89770591 65 0.115259502 
consequence 57.28403969 61 0.611333753 
device 49.15597423 61 0.862005744 
trend 70.12089253 65 0.30995037 
origin 64.41682608 65 0.497105542 
present 57.62194504 63 0.667711234 
alternative 70.62947172 63 0.23795417 
domain 43.18161615 61 0.959248809 
migration 75.70120351 61 0.097446694 
concern 71.72378469 63 0.211065476 
uncertainty 53.5244055 61 0.740722925 
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Table T3. Chi-Square Fit Statistics for (Linked) Batch 3 Items 
 
    
Item sx2_fit sx2_df sx2_pvalue 
    
efficiency 44.99541546 45 0.47215105 
stagnation 43.20841852 49 0.705996482 
dynamics 32.902867 43 0.867476998 
maintenance 56.13287004 49 0.225156236 
compliance 50.81916983 49 0.401780521 
integrity 45.3676185 43 0.373570839 
labor 39.9656048 47 0.756642964 
hierarchy 45.65892314 47 0.528167756 
policy 62.99773228 45 0.039301241 
scope 35.53942398 41 0.711417814 
require 47.19830912 49 0.546435988 
conversion 47.34261798 49 0.540521367 
imagery 38.03586403 47 0.821455938 
control 53.2184406 47 0.247239532 
function 44.89901016 47 0.559983546 
artifact 46.80155916 47 0.480715445 
geographic 55.44691774 47 0.18625869 
erosion 37.73514006 43 0.698460948 
analogy 47.07650618 45 0.387559567 
endeavor 44.79799944 45 0.480440541 
obstacle 40.3489041 45 0.66904896 
modification 57.13466003 45 0.105962406 
axis 52.52295338 43 0.151432045 
coordination 48.29189162 49 0.50175046 
performance 68.68512743 45 0.013025366 
eradication 66.46354332 45 0.020364645 
preservation 51.72314461 47 0.294596601 
proliferation 36.8566625 47 0.855994416 
interference 62.58275695 47 0.063662624 
mediation 36.99816052 43 0.728136614 
petroleum 32.26428087 47 0.950045777 
superiority 43.99773353 47 0.597665332 
origin 71.38047693 45 0.007386284 
resonance 38.61262401 47 0.80310639 
decay 46.38488943 47 0.497932431 
deprivation 31.58581729 47 0.958730193 
insecurity 143.0708341 45 0.000000380 
concern 44.6672878 47 0.569689174 
dichotomy 50.93861537 47 0.321403284 
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APPENDIX U. ABILITY ESTIMATES FOR THE 25 TEST TAKERS WHO TOOK 
THE ADAPTIVE CAT-PAV TWICE 
 
Admin 1 (theta) Admin 2 (theta) Admin 2 - 
Admin 1 
Admin 2 Within 
2 SEs of Admin 
1? 
 
-0.6225944	
 
-0.3665101	
 
0.2560843	
 
Yes 
-0.4781528	
 
-0.2410273	
 
0.2371255	
 
Yes 
0.20251751	
 
-0.06853371	
 
-0.27105122	
 
Yes 
0.5135458	
 
0.1966365	
 
-0.3169093	
 
Yes 
0.8726816	
 
1.0717262	
 
0.1990446	
 
Yes 
0.7480235	
 
1.1263121	
 
0.3782886	
 
Yes 
0.6635288	
 
-0.4922772	
 
-1.155806	
 
No 
-0.177951	 -0.3387346	
 
-0.1607836	
 
Yes 
0.6262576	
 
0.9142037	
 
0.2879461	
 
Yes 
0.3443443	
 
0.03475885	
 
-0.30958545	
 
Yes 
-0.22035383	
 
-0.09811767	
 
0.12223616	
 
Yes 
0.6579129	
 
0.6040581	
 
-0.0538548	
 
Yes 
0.1738321	
 
0.3186933	
 
0.1448612	
 
Yes 
-0.5411871	
 
-0.101209	
 
0.4399781	
 
Yes 
-0.6754205	
 
-0.6317941	
 
0.0436264	
 
Yes 
0.6273566	
 
0.8374413	
 
0.2100847	
 
Yes 
0.530743	
 
1.636858	
 
1.106115	
 
No 
0.2260903	
 
0.3748008	
 
0.1487105	
 
Yes 
-4 -4 0 Yes 
 
0.6176663	
 
0.6519647	
 
0.0342984	
 
Yes 
0.4328981	 0.8589093	 0.4260112	 Yes 
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-1.1940599	
 
-0.8783826	
 
0.3156773	
 
Yes 
0.7596359	
 
0.6886984	
 
-0.0709375	
 
Yes 
-0.9602194	
 
-1.43405	
 
-0.4738306	
 
Yes 
-0.97719	
 
-0.8089888	
 
0.1682012	
 
Yes 
 
