We propose local segmentation of multiple sequences sharing a common time-or location-index, building upon the single sequence local segmentation methods of Niu and Zhang (2012) and Fang, Li and Siegmund (2016) . We also propose reverse segmentation of multiple sequences that is new even in the single sequence context. We show that local segmentation estimates change-points consistently for both single and multiple sequences, and that both methods proposed here detect signals well, with the reverse segmentation method outperforming a large number of known segmentation methods on a commonly used single sequence test scenario. We show that on a recent allele-specific copy number study involving multiple cancer patients, the simultaneous segmentations of the DNA sequences of all the patients provide information beyond that obtained by segmentation of the sequences one at a time.
Introduction
The segmentation of a single sequence of length T using hidden Markov models dates back to the seminal papers of Barnard (1959) and Chernoff and Zacks (1964) . Yao (1984) and Lai and Xing (2011) revisited the hidden Markov model, but making important changes that improve, for example, the computational time required from 2 T to T 3 and T 2 respectively. More generally a Bayesian approach can be adopted, the resulting computational complexity handled either via dynamic programming with the use of conjugate priors, see for example Du, Kao and Kou (2016), or by using sampling algorithms such as Markov chain Monte Carlo (see Chib, 1998 ) and particle filtering (see Koop and Potter, 2007) .
Another type of algorithms are the so-called top-down approaches in which the change-points are added one at a time using global test statistics. Well-known examples of this approach include the circular binary segmentation (CBS) method of Olshen, Venkatraman, Lucito and Wigler (2004) and the modified BIC method of Zhang and Siegmund (2007) .
More recently that have been keen interest in the use of local test statistics in a bottom-up approach in which a large number of small segments are tested for the presence of change-points within the segments. Notable examples include Fryzlewicz (2014) and Baranowski, Chen and Fryzlewicz (2016) , where the segments are generated randomly, as well as Niu and Zhang (2012) and Fang, Li and Siegmund (2016) , where the segments are generated systematically. Fang et al. (2016) improves upon Niu and Zhang (2012) by considering a wider-class of local test statistics, albeit with increase of the computational complexity, from T to T 3 .
We propose here two algorithms for multi-sequence segmentation that use the bottoms-up approach. The first is similar to that in Fang et al. (2016) but with a more selective choice of segments for testing, and with an additional post-segmentation adjustment that improves upon the accuracy of the change-point estimation. The second is a total reverse of binary segmentation. Starting with the hypothesis that every location is a changepoiny, the putative change-points are deleted one at a time.
An important application of these algorithms is the simultaneous segmentation of multiple DNA sequences. A popular dataset, provided by Bredel et al. (2005) , contains the comparative genome hybridization (CGH) observations of 26 patients with a malignant type of brain tumor. Lai, Johnson, Kucherlapati and Park (2005) analyze 13 approaches, all applying sequence segmentation one at a time, not taking into account the possibility of change-point locations common among the 26 patients. This study has motivated a literature on the estimation of change-point based on a multisequence approach, see for example Siegmund, Yakir and Zhang (2011), Cai, Jeng and Li (2011) and Chan and Walther (2015) . These approaches are however built-upon a restricted model in which there are potentially one or more segments for which a subset of the sequences have distributions deviating from a baseline. Our multi-sequence approach admits a more complex change-point model in line with the model used in sequence segmentation. In addition to analysis on this classical dataset, we also apply our methods on a recent multi-patient allele-specific copy number aberration dataset.
The outline of this paper is as follows. In Section 2 we introduce the local approach for sequence segmentation using a representative set of windowsizes, and show that it provides consistent estimation of change-points. In Section 3 we introduce the reverse segmentation approach for the estimation of change-points. In Section 4 we extend these methods to multi-sequence segmentation. In Sections 5 and 6 we apply these methods on simulation studies and CGH array datasets. In Sections 7 and 8 we prove the theorems of Sections 2 and 4 respectively.
Local segmentation
We consider here the simplest case of detecting mean shifts in a sequence of normal observations with known variance. The method can be similarly applied to the detection of parameter changes in exponential families using, for example, likelihood ratio test statistics. In Section 4 we extend the methodology to the detection of simultaneous mean shifts in multiple sequences.
Consider observations Y = (Y 1 , . . . , Y T ), with ∼ N(0, 1). Let µ t be constant within each segment defined by the change-points τ 1 < · · · < τ J . That is τ := {τ j : 1 ≤ j ≤ J} is the set of all t such that µ t = µ t+1 . LetȲ t,k = k −1 (S t+k − S t ), where S t = t 1 Y u , and let
Let λ k,ℓ be the threshold for concluding that t is a change-point. Because it is likely that the thresholds are exceeded not just at τ j , but also at multiple t near τ j , the question arises as to how to select the best τ j . There is also a computational issue as the total computational cost can go up to T 3 if all (t, k, ℓ) are considered. Niu and Zhang (2012) considers the ranking and selection of change-points based on the values of X(t, k, k) for a select number of k-values, and applies BIC to obtain J. Fang, Li and Siegmund (2016) consider all possible (t, k, ℓ), giving priority to those X(t, k, ℓ) for which k + ℓ is minimized (hence local).
We strike a compromise by selecting a representative set K T of (k, ℓ)-values so that computational cost is of a manageable T log T . More specifically, let r > 1 and h ≥ 1 be user-specified. For a ≥ 0, let f a = ⌊r a ⌋, where ⌊·⌋ denotes the greatest integer function, and let
Arrange the members of A, denoted by (t i , k i , ℓ i ), in increasing order of max(k i , ℓ i ), followed by increasing order of min(k i , ℓ i ), followed by decreasing order of X(t i , k i , ℓ i ).
2. Initializing with τ 0 = ∅, for i = 1, . . . , |A|:
3. Initializing with τ * 0 = 0, for j = 1, . . . , J : Let τ * j = arg max
Step 3 is a post-segmentation adjustment that we find can improve the accuracy of the change-point location estimation by a few percentage points. This is because while the use of local test statistics is good for the identification of change-points, the estimation of τ j is better when more information is utilized.
In Theorems 1 and 2 below, we show the consistency of τ for the two cases λ k,ℓ = 2 log( eT min(k,ℓ) + c and λ k,ℓ = √ 2 log T + c, as c → ∞ and T → ∞. From the asymptotic point of view as given in Theorems 1 and 2, the first choice of λ k,ℓ can detect change-points lying far apart better, without loss of performance for the detection of change-points lying close together. However in practice for finite T , the second choice of λ k,ℓ is substantially more sensitive in the detection of change-points lying close together, can be be seen from the simulation study in Section 5.
Let d = min 1≤j≤J+1 (τ j − τ j−1 ), ∆ j = µ τ j+1 − µ τ j (with convention τ 0 = 0 and τ J+1 = T ) and ∆ = min 1≤j≤J |∆ j |. Theorem 1. Consider local segmentation of a sequence following (2.1) using the local test statistics as given in (2.2), with window-sizes (2.3) and thresholds
The detection lower bound in (2.5) is smaller than in Theorem 2.6 of Frick, Munk and Sieling (2014), for their (multiscale) SMUCE algorithm. It was shown there that consistency of their change-points can be achieved if lim inf
By choosing r close to 1 and c → ∞ slowly, we reduce the constant in the right-hand side of (2.7) from 4 to effectively 2.
Theorem 2. Consider local segmentation of a sequence as in Theorem 1, but with thresholds
For this case the results of Theorem 1 still hold.
Reverse segmentation
The idea of pruning in the search of the optimal set of change-points has been considered recently in Killick, Fernheard and Eckley (2012), where it was shown that the computational time of a class of cost-minimizing algorithms can be reduced from quadratic or cubic to linear. What we suggest here has similar time-savings, however our motivations come chiefly from the ideas embedded within local segmentation, that significance of local test statistics take priority over global ones in the estimation of change-points. The proposed algorithm, which we call reverse segmentation, is totally opposite of binary segmentation, with putative change-points being deleted one at a time instead of being added. Hence like in local segmentation, local test statistics are considered first before global ones. An advantage of working in this way is that a ranking of the change-points arises independently of any stipulated threshold. The threshold only serves to identify the number of change-points to be considered significant.
As before, let us illustrate on (2.1), letting X(t, k, ℓ) be given as in (2.2). Let c > 0 be a user-specified threshold.
Reverse segmentation 1. Initializing with τ T −1 = {0, . . . , T }, for j = (T − 1), . . . , 1: Express
where i is the minimizer of (3.1).
(b) Otherwise let J = j, τ = τ j \ {0, T }, and end the algorithm.
2. Initializing with τ * 0 = 0 (and τĴ = { τ 0 , . . . , τĴ +1 }), for j = 1, . . . , J : Let τ * j = arg max
Multi-sequence detection
We consider here the situation of N observed sequences,
∼ N(0, 1). Let τ = {t : µ n t = µ n t+1 for some n}. In this section we shall show the extend to which detection power is increased when we pool information across sequence to estimate τ directly, instead of estimating each τ n := {n : µ n t = µ n t+1 } separately. The following test statistics are considered, in conjunction with either local or reverse segmentation.
1. The higher-criticism test statistic, see Donoho and Jin (2004) ,
2. The Berk-Jones test statistics, see Berk and Jones (1979) ,
where
3. The score test statistic, see Siegmund, Yakir and Zhang (2011) and Chan (2016),
The higher-criticism and Berk-Jones test statistics are well-known to be optimal in the identification of sparse normal mixtures, and when applied here they have the effect of providing good detection capabilities when only a small fraction of the sequences exhibit changes at a particular location. The score test, which was proposed more recently for sequential change-point detection, has similar capabilities.
Let ∆ n j = µ n τ j − µ n τ j−1 and let N j = |{n : |∆ n j | ≥ ∆}| for some positive ∆. Let d = min 1≤j≤J+1 (τ j − τ j−1 ). In Theorem 3 below, we show to what extend changes can be detected when
with 0 < ǫ ≤ 1 − β. For the range 0 < ζ < 1 and 1−ζ 2 < β < 1 − ζ, there is an asymptotic constant for the detection boundary given by
This is a two-dimensional extension of the constants ρ(β, 0), associated with the detection of sparse normal mixtures, see Donoho and Jin (2004) and Chan and Walther (2015) . In Theorem 3 below, under case i, we show that the minimum required (2.5) , to order log N in multiple sequence segmentation. To avoid complications in the proof of Theorem 3, we replace step 2 with the following more stringent rule for admitting a change-point. i. If
4)
then P { J = J} → 1 and
ii. If β < 1−ζ 2 and lim inf
5 Numerical studies
We compare here the performance of the local and reverse segmentation algorithms, on a simulation study and on a CGH array dataset. The thresholds for these algorithms are chosen to satisfy a 0.05 global false detection probability. We add onto the study of Du et al. (2016) by segmenting the simulated datasets using both local and reverse segmentation, checking whether { I i = I i } has occurred with τ * . For local segmentation, we select window-sizes (2.3) with parameters r = 1.2 and h = 10. Both the multiscale threshold (2.4) and constant threshold (2.8) are applied.
The simulation outcomes, in Table 1 , show that local segmentation compares well against the competition, with the constant threshold version doing substantially better in the detection of I 1 . The reverse segmentation algorithm has the best performance among all algorithms considered, achieving an 80% accuracy in the estimation of I 1 , and unlike version A of the marginal likelihood algorithm, it does not over-estimate J. We first apply the local and reverse segmentation algorithms on the highlighted cases. For chromosome 7 of GBM29, both the local (using constant threshold) and reverse segmentation algorithms estimate the change-points by τ = {81, 85, 89, 96, 123, 133}. For chromosome 13 of GBM31, the reverse segmentation algorithm gives τ = {317, 318, 538, 727, 728} whereas the local segmentation algorithm does not give 317 as a change-point. These results are largely consistent with what has been found earlier.
We next apply multi-sequence segmentation (ignoring locations with missing observations) for chromosome 7 of the N = 26 individuals, using the score, Berk-Jones and higher-criticism test statistics, with reverse segmentation. For the score test, there are a total of 26 estimated change-points when the threshold is simulated using (4.1), and 17 change-points when the threshold is simulated by permuting the observations within each sequence.
In Figure 1 we compare the top 5 and top 10 multi-sequence changepoints using the score test statistic against the total number of change-points when the 26 sequences are segmented individually using reverse segmentation. We see that multi-sequence segmentation provide us with a useful guide on what to investigate, summarizing and adding onto the information given by the total number of estimated change-points of the sequences when segmented separately.
When we repeat the exercise using the Berk-Jones test, we found that the only difference is the relocation of the change-point from 147 to 149. When applying Tukey's higher-criticism test, there are more substantial differences, with the top 5 change-points being {82, 119, 125, 132, 147}, and the next 5 being {30, 31, 85, 89, 96}. Closer examination of the z-scores reveal the differences in this example to be mainly due to the score and Berk-Jones tests tending to favor change-points with many large z-values among the N sequences, and the higher-criticism test tending to favor change-points with one large z-value.
6 Multi-sample allele-specific copy number variation detection
Everyone inherits two copies of the genome, one each from his or her father and mother. Tumor cells often undergo somatic structural mutations that delete or amplify certain chromosomal segments in one or both copies. These somatic copy number aberrations (CNAs) play critical roles in cancer progression, and their accurate detection and characterization is important for disease prognosis and treatment. A challenging problem in the analysis of tumor genome is to accurately estimate the number of copies of each inherited allele, sometimes called the allele-specific copy number or the parent-specific copy number. Methods for quantifying CNAs have evolved with the advance of technology, from traditional spectral karyotyping to array-based CGH, to single nucleotide polymorphism (SNP) genotyping arrays, and more recently to high throughput sequencing-based methods. As one of the earliest high throughput methods, CGH allows the genome-wide assessment of the sum of the copy numbers of the two inherited chromosomes. In contrast genotyping microarrays, which have probes that target the different alleles separately at single nucleotide polymorphic sites, allow the estimation of allele-specific copy numbers. High throughput sequencing is a natural platform for allelespecific copy number estimation, since at heterozygous loci both alleles will be sequenced and observed in the data. High throughput sequencing can provide much finer resolution than genotyping microarrays, especially for allele-specific analysis. This is because most polymorphic loci have low minor allele frequency and are not targeted by the probes on standard genotyping microarrays.
Allele-specific copy number estimation is especially important for the detection of copy-neutral loss-of-heterozygosity, where a region on one chromosome is replaced by the same region duplicated from the other homologous copy, resulting in an unchanged total copy number. For CNAs that do involve changes in total copy number, it is often important to know whether one or both of the inherited alleles are affected. Thus in addition to methods for total copy number estimation, methods for allele-specific copy number estimation have received increasing attention.
Current procedures advocate the processing of samples one at a time in the detection of allele-specific copy number variation. For the study of cancer prognosis, detecting changes that are shared by a certain number of patients is of scientific importance since the changes can be due to driver mutations that play critical roles in the prognosis. In this work we pool data across individuals to boost detection power of simultaneous changes occurring in a fraction of the sequences.
The problem can be formulated as follows. After proper data transformation [cite], each individual n ∈ {1, . . . , N } has two sequences,
where µ n t and b n t are piecewise constant functions of t, possibly sharing the same change-points. In addition when t is a homogeneous site in individual n or when the copy numbers of the two alleles are the same, b n t = 0. We apply either local or reverse segmentation, on the Berk-Jones test statistic
where p (1)kℓ ≤ · · · ≤ p (N )kℓ are the ordered two-sides p-values of
where U n t,k,ℓ is the generalized likelihood ratio test statistic for testing
there is a change-point at t.
We use the χ 2 2 -distribution to convert V n t,k,ℓ to its p-value. We estimate α n by the sample average of Z n t . We suggest the following recursive procedure for the estimation of σ 2 1 and σ 2 2 . First estimate σ 2 1 by half the sample variance of {Y n t+1 − Y n t : 1 ≤ t ≤ (T − 1), 1 ≤ n ≤ N }, and σ 2 2 by the sample variance of {Z n t − α n : 1 ≤ t ≤ T, 1 ≤ n ≤ N }. After the segmentation has been completed, re-estimate σ 2 1 and σ 2 2 (together with µ n t and b n t ) using maximum likelihood, and repeat.
7 Proofs of Theorems 1 and 2
is the standard normal density function. Let
In the case of J = 0, X(t, k, ℓ) = |Z t,k,ℓ |. We preface the proof of Theorem 1 with the following lemma.
Proof. Let
We note that {W v : v = 0, . . . , k} are the discrete-time realizations of a Brownian random walk, with
We conclude (7.1) from (7.3) and the reflection principle. To show (7.2), simply divide into the cases |Z t,k,ℓ | ≥ y and |Z t,k,ℓ | < y, applying (7.1) in the second case. ⊓ ⊔ Proof of Theorem 1(a). Consider firstly k ≤ ℓ. By (7.2) and Bonferroni's inequality, 
uniformly over k. For k = ⌊r a ⌋, log( eT k ) = 1 + log T − a log r + O(1), and since that there are bounded many ℓ ≥ k such that λ k,ℓ = 2 log( eT k ) + c, and p k,ℓ = p ℓ,k , it follows from (7.5) and
We can then conclude Theorem 1(a) using Bonferroni's inequality. ⊓ ⊔ Proof of Theorem 1(b). Let S j = (τ j−1 , τ j ], 1 ≤ j ≤ J + 1, and let M t,k,ℓ = {j, . . . , j + m} if (t − ℓ, t + k] has non-empty intersection with S j , . . . , S j+m . By the arguments in the proof of Theorem 1(a),
We shall next show that for 1 ≤ j ≤ J,
By (2.5), there exists ǫ > 0 small such that for all large T , there exists k = ⌊r a ⌋ with k ≤ d such that
It follows from (7.6), (7.7) and Lemma 2 below that P { J = J} → 1 and that with probability approaching 1,
where k = ⌊r a ⌋ is the smallest k for which (7.8) holds. In particular by (7.8), ∆ 2 k → ∞, and hence
Therefore by (7.9), with probability approaching 1,
and (2.6) follows from the smallest k satisfying (7.8) having a bounded (∆ 2 k/λ 2 k,k ). ⊓ ⊔ The next lemma rules out (asymptotically) the cases of two estimated change-points for one true change-point, and one estimated change-point for two true change-points.
10) uniformly over 1 ≤ j ≤ J and (k, ℓ) ∈ K T with max(k, ℓ) ≤ (1 − ǫ)d for some ǫ > 0. In addition, (7.10) holds if δ 1 ℓ ≤ dǫ, without requiring that
, noting that X(t, k, ℓ) = |U t,k,ℓ |. We divide into the following cases.
We shall show that in this case, P { max
We shall show that in this case there exists b → ∞ such that P { max
We first observe that uniformly over the range of t considered in (7.10),
For case 1, apply (7.1) (with x = y = c 2 ) to show (7.11). For case 2 again apply (7.1), letting x = y = b = 
Proof of Theorem 3(a).
We check that g(Z) is a log-likelihood ratio statistic for testing
Hence by the independence of {Z n t,k,ℓ : 1 ≤ n ≤ N } for each (t, k, ℓ), X(t, k, ℓ) is also a log-likelihood ratio test statistic. Thus in view that c ∼ a log T for a > 1,
The number of X(t, k, ℓ) considered is of order T log T and therefore Theorem 3(a) follows from Bonferroni's inequality. ⊓ ⊔
The proof of Theorem 3(b) requires the following lemma.
Proof. Let w N = 2(1 − ζ) log N − log log N , and note that p 0 ∼
→ 0 and log(1 + w) ∼ w for w → 0,
By (8.2), (8.3) and Chebyshev's inequality,
and Lemma 3 follows from g ≥ g. ⊓ ⊔
Proof of Theorem 3(b). By (8.1), P { J > J} → 0. To show that P { J < J} → 0, it suffices to show that for each j, there exists k = ⌊r a ⌋ such that k ≤ where U n t,k,ℓ = (Ȳ n t,k −Ȳ n t−ℓ,ℓ )/ √ k −1 + ℓ −1 .
(a) 
