Abstract-Object recognition and pose estimation are of significant importance for robotic visual servoing, manipulation and grasping tasks. Traditionally, contour and shape based methods have been considered as most adequate for estimating stable and feasible grasps, [1] . More recently, a new research direction has been advocated in visual servoing where image moments are used to define a suitable error function to be minimized. Compared to appearance based methods, contour and shape based approaches are also suitable for use with range sensors such as, for example, lasers.
I. INTRODUCTION
Robotic systems are becoming widely used in domestic, industrial and manufacturing settings. For service robot applications commonly operating in highly dynamic environments, robust perception is one of the key system components. Our interest in terms of robotics applications is twofold: i) development of a Programming by Demonstration system (PbD), [4] , [5] , [6] , and ii) object manipulation and grasping for service robot applications in domestic settings, [7] .
Programming by Demonstration is a promising approach to automatic robot programming since it allows the robot to learn tasks without end user programming. The end user demonstrates the task to be programmed, and a PbD system interprets the demonstration and determines the set of elementary skills that have to be evoked by the robot in order to perform the task. This is an appealing approach both in terms of service robot applications as well as industrial and manufacturing settings where the end user is not an experienced programmer. One part of our current research deals with learning of motor tasks associated with object grasping using a magnetic measurement device, [6] . Related to this, one of the complex tasks we are currently evaluating is to teach the robot how to set up a dinner table, Fig. 1 . In this example, the user is picking up the objects on the table and placing them in the right order with respect to to each other. The system builds the necessary motor primitives by measuring user arm and hand motions (grasps) and relating them to the object considered, Fig. 1 .
In this paper, we consider one of the important building blocks of the PbD system: object recognition and pose estimation. In the above setting, the object manipulated by the end user first has to be recognized in order to make it possible to successfully build the task plan. After the robot has learned the task, object recognition is still required to detect and manipulate objects in future settings. Object recognition methods commonly rely on appearance or shape models. In robotic settings, contour and shape based methods have been considered as most adequate for estimating stable and feasible grasps, [1] . More recently, a new research direction has also been advocated in visual servoing where image moments are used to define a suitable error function to be minimized, [8] . Compared to appearance based methods, contour and shape based approaches are also suitable for use with range sensors such as, for example, lasers, [9] .
The object recognition part of our present PbD system uses appearance properties, [10] . However, many of the objects the robot is supposed to manipulate in a general setting have weak texture. Therefore we would like to combine our appearance based object recognition algorithm with a contour based shape recognition algorithm. We believe that such a combination would result in a general and flexible object recognition system.
In this paper we have chosen to take a closer look at the contour based object recognition algorithm by Nelson and Selinger [11] . Our intention is to evaluate this method to see if we in the future can modify it or get inspiration from it to develop a new algorithm that meets our needs. This paper is organized as follows. In Section II, the algorithm by Nelson and Selinger, as well as some other related work in contour based object recognition is reviewed. The contour extraction algorithm is presented in Section III, followed by a discussion of related issues and problems in Section IV. Extraction and representation of training data are presented in Section V. Experimental evaluation is presented in Section VI and short summary and future work in Section VII.
II. RELATED WORK
Although generic object recognition and classification have been one of the goals of computer vision scientists since its beginnings, there are still a number of major obstacles for achieving this goal. However, in terms of the identification of known objects in different poses considering novel viewing conditions, significant progress has been made recently, [12] . The two main approaches to the problem are appearance and shape/model based methods.
Appearance based approaches represent an object in terms of several object views, commonly raw brightness images. By acquiring a set of object images or reference views, an appearance based object model is constructed. Compared to shape (model) based approaches, no explicit user provided model is necessary. In addition, such a model can also account for non-geometric object properties such as reflectance. Unfortunately, many of the objects that humans and robots have to manipulate in everyday settings, have limited appearance properties since they are uniform in color. In addition, most of the visual servoing and grasping techniques used in robotic object manipulation, rely on geometric properties of the object in order to define a suitable error function (visual servoing) or estimate stable and feasible grasps. We believe that both appearance and shape based approaches are necessary to be able to perform stable object recognition of arbitrary objects in a general setting. Since our previous work considered appearance based approaches, [10] , [3] , we will in this paper, consider the latter approach.
One large group of the existing methods using contour information for object recognition, assume that the object is described by one closed or sometimes possibly open contour. Among these methods are the ones that use Fourier descriptors to recognize closed contours. The basic idea is that closed 2D curves can be represented by a periodic function, and hence by Fourier descriptors. One such method is for example described in [13] . In this work, closed 2D curves are parameterized, and Fourier descriptors are used to produce a set of normalized coefficients which are invariant under affine transformations. The method is demonstrated on silhouettes of aircraft. Since the shape of airplanes are more or less planar when seen from large distances, they give rise to affine transformations when rotated in 3D. Hence, the method is ideal for this specific task.
Another method for 2D shape recognition is [14] . In this work, shape is described by a possibly open contour. Templates are stored in a database, and an unknown shape is recognized by morphing its contour to the stored templates. A quantification of the morph, invariant to similarity transformations, is used as similarity measure. A clever segmentation of the contours is used to obtain key points that are used to guide the morph. The method is successfully demonstrated on recognition of rigid objects such as tools lying on a uniform background and to cursive handwriting.
Syntactic matching of curves has also been used, for example in [15] . Here, the curve is represented by an ordered list of shape primitives, and syntactic matching between two curves is performed by dynamic programming. In this particular paper the syntactic matching is only used to align the curves. Proximity matching is then used to measure the similarity between the shapes. The method can deal with partial occlusion, and substantial deformations. Experiments matching the occluding contours of real 3D objects have been carried out, and the method has also been used to classify a large set of 2D silhouettes into classes of similar shapes. Like in [14] , this method can be applied to open curves.
All three methods described above assume that the shape which is to be recognized is described by one single contour. This means that for these methods to work for object recognition, the occluding contour of the objects have to be obtained. This is in general not possible if we have nonuniform background, and clutter. Since we are looking for a method able to recognize an object lying on a table among other objects, the methods described above are of limited interest to us. For an algorithm to work in cluttered scenes, it cannot rely on the whole occluding contour to be found in one piece. Instead it must use edge fragments or unordered edge points for matching.
Template matching methods, for example [16] or matching using the Hausdorff distance [17] , are able to deal with both noise and clutter. In [16] , recognition during translation, rotation and scaling of the object is achieved by optimizing the alignment between the template and image by repeatedly translating, rotating and scaling the template relative to the image. The pose of the template is refined in this way until no motion can make the distance between the image and the template smaller. Because of the large risk of getting stuck in a local minimum, the procedure has to be initialized with several different translation, rotation and scaling parameters. The algorithm is difficult to make efficient if we want to allow general motion of the objects, and recognition of 3D objects is difficult since perspective transformations of these shapes are hard to model.
An interesting method which also represents the object as a collection of edge points, and which allows the templates to be deformed, is shape context [18] . In this method sampled edge points in the template and the image are described by the vectors going from the point to all other sampled edge points.
A one-to-one matching between points in the image and the template is found, and the template is then deformed to align the shapes. Although this is a very interesting approach, the method has been shown not to work well in cluttered scenes.
Carmichael and Herbert has developed a method, using local features inspired by shape context, for recognition of wiry objects in cluttered scenes [19] . The method requires many example images of typical scenes with or without the object to be recognized, and it is not invariant to scale. Furthermore, this method is designed for wiry objects made up of mainly stick-like components. Since the objects we are interested in recognizing are in general not of this kind, the method is not suitable for us. A similar method, also using local features, and also specialized in recognizing objects with long thin parts such as bikes and rackets is the method by Mikolajzcyk et al. [20] . In this work, the SIFT feature [21] has been generalized to represent the edges in a neighborhood.
The algorithm we have chosen to investigate further is a method by Nelson and Selinger [2] , [11] . The method uses automatically extracted edge segments, and good results have been reported in their papers. The method can deal with moderate occlusion and cluttered backgrounds.
The first step of the algorithm is to extract edge segments from the image. The segments that are long enough are chosen as key curves. For each key curve, a fixed-size image patch is constructed. The key curve is placed at the center of the patch, and all other segments intersecting the patch are mapped into it. At each edge point, the gradient direction at that point is recorded.
When training the system, images of the object are taken from all around the object in such a way that no segments are generated by the background. For each view, patches from approximately the 30 longest edge segments are saved in the memory. In the recognition stage, patches are constructed for all segments that are longer than a certain threshold. These patches are then matched against the ones in the memory.
Matching between a model patch stored in the memory, and a candidate patch from an image is performed as follows. For each edge pixel in the model patch, one looks for an edge pixel with similar gradient direction in the corresponding neighborhood in the candidate patch. If a high enough proportion of the edge points in the model patch has a corresponding point in the candidate patch, we have a match. Patches matched to the same object and view, and whose relative positions, orientations and scales are consistent, are collected in groups. In each group, only one-to-one matching is allowed, and all matched patches in a group provide evidence for a certain object and pose. If there is one object in the image, and we want to decide what it is, the hypothesis with the highest evidence is chosen.
III. CONTOUR EXTRACTION
The method used for extracting the edge segments is the same as the one used by Nelson and Selinger. This is a modified version of a stick-growing algorithm presented by Nelson in [22] . The modified version of this algorithm is able to follow curved boundaries, but break segments at points with high curvature. This edge-extraction algorithm is better suited for object recognition applications than, for example the Canny edge-detector, since the curves extracted this way are less sensitive to view-point changes and changes in illumination [23] .
The basic idea behind the edge-extraction algorithm is to grow edges from small seed segments by maximizing a matching score.
Gray scale images are used. First, the gradient magnitude and direction are computed, and a thinned version of the gradient image is obtained by non-maximum suppression in the direction of the gradient. The point with the largest gradient value is chosen from the thinned gradient image, and a short template stick is placed at that point, orthogonal to the gradient direction. The template stick is made up of a straight segment and two end-stop patterns. The straight segment is a Gaussian with the central point extended in one direction, and an endstop is modeled by the difference of two Gaussians separated by two standard deviations.
The stick is grown by maximizing the correlation between the stick and the gradient image by repeatedly adjusting its position and orientation and by increasing its length. In the gradient image, only pixels where the gradient direction agrees with the direction of the model stick are considered. If the length of the stick grows beyond a certain threshold, the tips of the stick are grown independently. When the tip is grown, the orientation of the tip relative to the rest of the segment is allowed to change. By allowing this, it possible to follow curved edges, but the growth is terminated if the curvature of the edge is too high. When the growth has stopped, i.e. when a maximum correlation is reached, the edge is saved if it is longer than a certain threshold, and all pixels in the gradient image and in the thinned edge map within a certain distance of the segment are marked as used.
To get more curves in one image, the image is split into blocks of about 30 × 30 pixels, and at the most six curves are started in each block. A curve is allowed to grow out of its starting block and thus cover possible starting points on other blocks.
IV. ISSUES AND PROBLEMS
The object recognition algorithm by Nelson and Selinger has proved to work well [2] , [11] , but it has some problems. The main problem is that the repeatability of the edge features is rather low. The edge segments extracted on an object depend not only on the viewpoint, but also very much on illumination, scale, noise and on the background. When edges are extracted from two images where an object is seen from slightly different viewpoints, some edge segments in the two images will differ a little due to the viewpoint change. Other curves, on the other hand, will have changed completely. These changes can for example be the result of merging or splitting of curves, and a curve can also have disappeared completely in one image or the other. The idea is that a high enough proportion of the curves should only undergo the first type of change and that these curves should still be possible to match.
Curves that change completely are not possible to use. Since recognition only works if enough of the segments extracted from an unidentified object are matched to corresponding segments detected in a training image, curves that change completely are a significant problem.
As mentioned above, the illumination can influence the extracted curves. Inadequate lighting commonly affects the contrast in an image and can make edges on an object invisible or hard to detect. Shadows on, or next to an object will give rise to edge segments, as well as shining parts on glossy objects. These segments do not describe the object well, since they are only the result of a certain illumination. Shadows and reflections on an object can also cause segments following the boundary of an object to break if the shadow or reflection causes the gradient induced by the boundary to change direction.
Also changes in scale will affect the curves. Although the fixed size of the patches is supposed to make them independent of scale, changes in scale will still affect the extracted edge segments that are used to construct the patches.
Another problem, which is a problem in all recognition algorithms, is incorrect matches. Although the extracted edges on an object change slightly between different images, the curves and feature patches still have to be distinct enough to not give rise to too many erroneous matches. The patches used in the method described here are meant to reduce the number of incorrect curve matches, by verifying the match in the local neighborhood. Erroneous matches will however still be present, especially for the cases when no other curves than the key curve intersect the patch.
V. TRAINING DATA
For the algorithm to work well, good training data is essential. One way to obtain good training data is by acquiring training images under ideal conditions regarding illumination and background. Another way, that we have chosen, is to do this manually. By extracting the the edge segments from the training images by hand, many of the problems mentioned above can be reduced. First of all, we make sure that only segments that belong only to the object are extracted. This way, noise due to the shadows, reflections and background is avoided. Furthermore, extracting the segments by hand gives us the possibility to make several different combinations of segments on an object. This is good, since we can then make alternative segments that are likely to be detected in different situations. For example, if there is a point with relatively high curvature on an edge, we can make one long segment going through that point, and also split that segment into two shorter ones, meeting at the point with high curvature. By doing this, it is more likely that we can match the segments we get from an object in an image although the illumination, scale and view point is different from in the training image. Consequently, by extracting training segments by hand, there is a larger probability for finding the object in an unknown image. 
VI. EXPERIMENTAL EVALUATION
Since the object recognition algorithm of Nelson and Selinger seems suitable for the kinds of situations we are interested in, we have chosen to test it on a set of objects we would like our robot to be able to manipulate. The main difference between our implementation and their implementation of the algorithm is that when all matches are voting for the winning hypothesis, every patch has the same importance regardless of how common the patch is. This is of course sub-optimal, but as will be shown below, the algorithm works rather well anyway.
For experimental evaluation, we have chosen seven objects: a toy car, a plastic bottle, two different cups, a teapot, a spoon and a toy animal, see Fig. 3 . The objects were put on a black background and images were taken from a small tilt angle slightly above the object. Between 12 and 16 images were acquired of each object.
About eight images of every object were chosen as training images. Since the spoon and the bottle looked very similar from some directions only three images of the spoon and six images of the bottle were chosen. From the training images, edge segments were gathered manually. When choosing the segments, we tried to mimic the behavior of the automatic edge-extraction algorithm but avoiding segments from shad- ows or reflections. In some places, different segments overlapping each other were chosen. This was done in places where it was not quite clear how the edge-extraction algorithm would have behaved, or where just a slight viewpoint change, or a change in illumination would alter the extracted segments. After this, patches were formed from the segments and stored.
In the recognition stage, automatically extracted edge segments were used in all experiments. The first experiment was to match all images of an object to only the training images of the same object. When doing this, every image should be matched to the most similar view in the training set. The results from this experiment were decent, see In the experiment with the toy car, all images were matched correctly, except for one view from the front, that was confused with a view from the back, see Fig. 4 . The results for the bottle are the worst ones. Only nine out of 15 times is the bottle matched to the correct view. The main reason for this is that when the matched patches with consistent positions are voting for a view, we do not care about the size of the patch or how often the patch is observed. This is of course not ideal. Common features provide less evidence for a certain view, and larger patches should also be considered more important than smaller ones. In most of the examples with the bottle, the body of the bottle is captured as one single patch, and some smaller details in the image generate further patches. When a view is matched incorrectly, the large patch representing the whole bottle is most of the times not in the winning hypothesis. If matches to the larger patch representing the whole shape of the bottle would be considered more important, the correct match would probably be found more often. Cup 1 is matched correctly 11 out of 12 times. The incorrect match occurred when the ear is pointing directly towards the camera. Because of insufficient contrast, the edges on the ear have not been found correctly, and the view has therefore been confused with a view where the ear is hidden behind the cup. The same has happened with Cup 2, which is correctly matched 12 out of 15 times. The teapot is matched correctly in 10 out of 14 cases. The incorrect matches has occurred when the handle and the spout are either on front of or behind the pot. The spoon is matched correctly 12 out of 15 times. The incorrect matches are due to reflections on the object, and shadows beneath it. The toy animal is always matched correctly.
In the next experiment the patches from the training images of all objects were collected in one memory. The recognition algorithm was applied to all images of all objects, and the system was forced to make a choice of what was in the image. The results from this experiment are shown in Table II . The total recognition rate in this experiment was about 87%. The most difficult object was the bottle. The algorithm only managed to recognize the bottle in three of the 15 images of the bottle. If the bottle is removed, there is just one incorrectly classified object, and the recognition rate would be close to 99%. A reason why the bottle is such a difficult object is that it has a rather simple shape, and therefore gives rise to few edge segments. The whole body of the bottle is always present on one singe patch only. Since in our implementation, every match provides the same amount of evidence, it is possible, Fig. 6 . Examples of partly occluded objects that were successfully recognized.
that two short straight segments provide more evidence for a random object than one single large patch with a bottle shape does for a bottle. This problem could be reduced by assigning different weights to different patches. The spoon also has a simple shape but the recognition rate for the spoon is much higher than for the bottle. This is because most of the edge segments automatically extracted on the spoon come from its boundary, and are not the result of shadows or highlights, as is the case for many edge segments detected on the bottle. The algorithm's robustness to occlusion was also tested. Black rectangles representing occluded parts of the object, were inserted in a number of images and the recognition algorithm was applied. Obviously, the success of the recognition algorithm depends on if a large enough number of the segments extracted from a training image can also be found on the object in the new image. For example, it is often possible to recognize the teapot as long as the handle and the spout is visible. Some successful examples of recognition of partly occluded objects are shown in Fig. 6 .
If none or too few of the segments that are extracted from a partly occluded object can be found in the memory, the recognition will fail. This can happen although a large part of the object is still visible. In Fig. 7 , two unsuccessful examples are shown. In the example with the cup, the occluding rectangle is placed in such a way that it either occludes the Fig. 7 . Examples of partly occluded objects that were not recognized. whole edge segment, or breaks it in the wrong place (a point with low curvature). None of the extracted segments looks anything like the segments from the cup in the memory. It is therefore impossible to recognize it. In the teapot image only one edge segment from the spout is the same as a segment in the memory, and this is of course not enough for recognition.
Robustness to noise was tested by generating salt-andpepper noise in the training images. The results from this experiment were diverse for the different objects. The noise affected the extracted boundaries less if the difference in brightness between the object and the background was large. Consequently, the results are better for the bright objects than for the darker ones.
First, the color of 5000 randomly selected pixels (one pixel can be chosen more than once) were changed to black and 5000 pixels changed to white. Since the image size used was 240 × 320 pixels, this means that the probability that the color of a pixel is changed is just over 12%. In this experiment, the animal was always recognized, and the correct view was always found. The results were also good for Cup 2. The correct cup and view was found nine times, while the correct cup but incorrect view was chosen three times. In the remaining three examples, the top hypothesis was some view of the other cup and the correct cup was the second best hypothesis. The teapot was recognized with the correct view in about half of the examples. The results for the toy car were just a little bit better. For Cup 1, where the contrast between the object and background is relatively poor, very few useful edge segments could be found in the 12 images, and consequently, recognition always failed.
If 2500 randomly selected pixels are changed to black, and 2500 changed to white (the probability that the color of a pixel is changed is 6.3%), satisfying results are obtained for all objects but Cup 1 and the bottle. The results are summarized in Table III and Table IV. In Table IV it might seem surprising that the bottle is recognized five times although it was only recognized three times in the experiment with images without noise. The simple explanation to this is that in two of the cases, the matches are random, and it is just sheer luck that the image is matched to a bottle. Examples of the images used are shown in Fig. 8 .
VII. SUMMARY AND FUTURE WORK
Object recognition and pose estimation are some of the most important building blocks of a service robot system. In this paper, an object recognition algorithm, using automatically extracted edge segments has been evaluated. The algorithm relies on manually extracted training data which gives the possibility of making various alternative segments on some parts of the objects. Since the automatically extracted edge segments depend on the illumination and other factors that are not related to the object, this procedure is advantageous. Providing the training data by hand, make it depend only on the shape of the object and the view point, which is desirable. Moreover, providing various alternative segments, increases the possibility of successful matching, since different segments are likely to show up depending on the illumination etc. According to the experiments carried out, the algorithm works well and the performance is fairly good in the presence of noise or occlusion. The resistance to occlusion depends heavily on the complexity of the shape of the object. For Fig. 8 . Examples of images used to test the algorithm's robustness to noise. In the first image 2500 randomly selected pixels have been changed to black and 2500 randomly selected pixels have been changed to white. In the second image, twice as many pixels, i.e. 5000, have been changed. very simple objects, like for example the bottle only giving rise to one or two long edge segments covering the whole or most of the object, occlusion causes severe problems. For more complex objects, e.g. the teapot, that generate more features that cover only smaller parts of the object, recognition can still be possible even though a large part of the object is occluded. In general, it can be concluded that for recognition to be possible, one or more parts of the object leading to segments not broken by the occluding entity, have to be visible.
An obvious improvement to the algorithm is to apply weighted voting when the evidence gained from the different matched patches is combined. For example, a patch with a bottle shaped edge on it should provide substantially more evidence for a bottle in the image, then a patch with just a straight line on it provides for any object. The amount of evidence for an object provided by different patches should be investigated by extracting edge segments from a large set of images containing both objects and background. The resulting edge segments, should be analyzed to see which edge segments are most often found on the object, and how often these segments are found on background objects.
Another possible change, that could improve the performance of the algorithm, would be to use color instead of gray-level edges. Color edge operators have been shown to give better results with more detected edges than gray-level edge operators [24] . This would increase the probability of detecting the objects, and hopefully also prevent curves from leaving the object boundary and connecting to highlights or shadows on or behind the object.
The main advantage of the method of Nelson and Selinger is that it uses local features based on edge fragments extracted on the object. These features should be possible to detect also in cluttered scenes, where in general the whole occluding contour is not possible to obtain in one piece. Furthermore, when matching these edge fragments, we get a hypothesis about the translation, rotation and scale of the object in the image. Since the patches used are local they are also insensitive to small view-point changes, which means that with a limited number of training images taken from all around the object, it is possible to recognize 3D objects during general 3D motion.
Even though the edge segments used are easier to obtain in real images than the occluding contours of objects, the repeatability of the curves can be a problem. The points where the edge segments are broken depend not only on the shape of the object, but also on the illumination and background etc. One way to get around the need for simultaneous matching of several curves on one object, would be to try to verify or reject the hypothesis induced by each single curve match. A curve match gives an hypothesis about translation, rotation and scaling of the object and, if the match is correct, we know where in the image we would find its the other parts. One idea would be to verify the identity and position of the object with a template, but since the shape can be distorted due to a perspective transformation, different templates for different parts of the objects would have to be used. Another idea would be to verify the object by matching straight edge lines.
Straight lines can be fit to edges. The points where these lines break are more stable than for the curves, and the probability of obtaining the same lines in two images of an object is greater than the probability of obtaining the same curves. The problem using lines as features for matching is that they are not at all invariant to any transformations. However, if we have a hypothesis about the position of the object, and know where to look for the lines, matching lines could be possible. Since the shape could be distorted due to a view point change, the matching should loosely preserve the global shape of the object, but be more restrictive for lines close to each other. It would be a challenge to make such a method fast enough, but if the procedure is preceded by an attention module, which tells us in what parts of the image to look for the object, it could be achievable.
Another problem with the method, already mentioned above, arises when applying the method to objects with a simple shape, giving rise to very few and long edge segments. As described earlier, these objects are generally not possible to recognize during partial occlusion, and moreover the risk that such a long segment is not correctly detected in a scene with a cluttered background is significant. We can conclude that the method in its present form requires that the object to be detected does not to have a too simple shape.
Further future work will include combination of information from more than one view. Such information can be obtained as the robot approaches a table, or moves around it, since it will then generate images of the same scene from several viewpoints. The intention is also to build a larger system which combines two or more recognition algorithms using both shape and texture.
