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Word Sense Disambiguation (WSD), the automatic identiﬁcation of the meanings of ambiguous terms in
a document, is an important stage in text processing. We describe a WSD system that has been developed
speciﬁcally for the types of ambiguities found in biomedical documents. This system uses a range of
knowledge sources. It employs both linguistic features, such as local collocations, and features derived
from domain-speciﬁc knowledge sources, the Uniﬁed Medical Language System (UMLS) and Medical Sub-
ject Headings (MeSH). This system is applied to three types of ambiguities found in Medline abstracts:
ambiguous terms, abbreviations with multiple expansions and names that are ambiguous between genes.
The WSD system is applied to the standard NLM-WSD data set, which consists of ambiguous terms from
Medline abstracts, and was found to perform well in comparison with previously reported results. The
system’s performance and the contribution of each knowledge source depends upon the type of lexical
ambiguity. 87.9% of the ambiguous terms are correctly disambiguated using a combination of linguistic
features and MeSH terms, 99% of abbreviations are disambiguated by combining all knowledge sources,
while 97.2% of ambiguous gene names are disambiguated using the MeSH terms alone. Analysis reveals
that these differences are caused by the nature of each ambiguity type. These results should be taken into
account when deciding which information to use for WSD and the level of performance that can be
expected.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Vast amounts of information are available within the biomedi-
cal literature and much is accessible in electronic format. Access to
this information has been shown to improve clinical decisions
made by health professionals [1] and consumer knowledge of
health related issues [2]. There has also been a surge in interest
in mining biomedical documents for knowledge discovery [3,4].
The amount of data now available is so great that it can only be ac-
cessed effectively using information retrieval tools [5,6].
Automatic processing of biomedical documents is, however,
made difﬁcult by the fact that they contain terms that are ambig-
uous. For example, ‘‘culture” can mean ‘‘laboratory procedure” (e.g.
‘‘In peripheral blood mononuclear cell culture”) or ‘‘anthropological
culture” (e.g. ‘‘main accomplishments of introducing a quality
management culture”). These lexical ambiguities are problematic
for language understanding and text processing systems. The
NLM Indexing Initiative [7] attempted to automatically index bio-
medical journals with concepts from the UMLS Metathesaurus and
came to the conclusion that lexical ambiguity was a real challenge
in the automation of the indexing process. Resolving lexical ambi-ll rights reserved.
Stevenson), g.yikun@dcs.shef.guities has been shown to improve performance of language pro-
cessing systems [8–10].
The process of resolving lexical ambiguities is known as ‘‘Word
Sense Disambiguation” (WSD) and has been widely studied within
the ﬁeld of Natural Language Processing [11,12]. Work in this area,
however, has generally focused on the domain-independent set-
ting. One of the reasons for this is that it is often claimed that spe-
ciﬁc domains, such as life sciences and biomedicine, do not contain
lexical ambiguities [13,14]. But this is not always the case and it
has been shown that ambiguities are prevalent within the biomed-
ical domain [15,16]. The various types of lexical ambiguity found in
biomedical text form a challenge for text processing. The most
obvious lexical ambiguity found in these documents are words
and phrases with more than one possible meaning. For example,
the word ‘‘cold” has several meanings in this domain including
‘‘common cold”, ‘‘cold sensation” and ‘‘Chronic Obstructive Airway
Disease (COLD)” [15].
Abbreviations1 occur frequently within biomedical documents
[20,18] and these may also be lexical ambiguities since they can have
more than one possible expansion. For example ‘‘CAT” can mean
‘chloramphenicol acetyl transferase’, ‘computer-aided testing’,1 For simplicity we include acronyms as a type of abbreviation, although we
acknowledge that some authors have distinguished between them, for example [17–
19].
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‘computed axial tomography’ [17]. Chang et al. [21] analysed abbre-
viations in Medline abstracts and found that those consisting of up to
six characters have an average of 4.61 possible expansions. In an-
other study, Liu et al. [18] examined three letter abbreviations in
which the expansion was listed in parentheses. They found that
81.2% were ambiguous and that they had an average of 16.6 expan-
sions. In some cases the abbreviation’s correct expansion will be de-
ﬁned in the document in which it is used but there are also many
cases in which an abbreviation is used without being explicitly de-
ﬁned [18,22]. Correct interpretation of abbreviations is often neces-
sary to identify documents of interest from text collections, such as
Medline [23,24].
The names of genes may also contain lexical ambiguities. There
are standardised gene names for various organisms that assign a
unique symbol to each gene but these standard naming conven-
tions are not always followed. Weeber et al. [25] point out that
one symbol may refer to more than one gene, for example ‘‘NAP1”
relates to at least ﬁve genes. Gene terms may refer to different
genes within the same species or genes in different species. The
same term may also denote a gene, the RNA it is transcribed to
or the protein that RNA is translated as [26]. It has also been re-
ported that 81.5% of mouse genes were ambiguous with the names
of genes from another species [27]. Most of the names used for
genes are also used for the associated transcript (RNA) and protein
[28]. Conversely, the same gene may be referred to by a variety of
alternative names [29].
This paper describes the application of an existing WSD system
[30] to three types of ambiguities found in Medline abstracts:
ambiguous terms, abbreviations with multiple expansions and
names that are ambiguous between genes. This system is based
on approaches that were developed for general text that are aug-
mented with information sources speciﬁc to the biomedical do-
main. It has previously been applied to ambiguous terms from
Medline abstracts and found to perform well in comparison with
alternative approaches.
The WSD system is described in Section 3. Experiments are car-
ried out using both a publicly available standard data set and oth-
ers that have been developed speciﬁcally to evaluate the system
(see Section 4). Results from these experiments, reported in Section
5, show that the type of ambiguity inﬂuences the level of perfor-
mance that can be expected and the information that is most use-
ful for their disambiguation. Analysis of the ambiguities are carried
out using a range of approaches, including ones previously been
used to compare ambiguous words in biomedical and non-biomed-
ical documents [31]. We ﬁnd that the differences in performance
are not caused by properties of the data sets used in these experi-
ments and that the types of ambiguity play a key role.2. Previous work
A range of approaches toWSD have been applied to the biomed-
ical domain. Many of these approaches have made use of the same
types of linguistic features that are employed for WSD in other do-
mains. There have also been attempts to make use of knowledge
bases that are speciﬁc to the biomedical domain.
The most widely explored approach has been disambiguation
using linguistic features alone. Examples of this approach include
Liu et al. [32] who used supervised learning algorithms trained
using a set of basic linguistic features including the words in a
window around the ambiguous item together with their distance
from the ambiguous term and a bag of words containing all
words within a set distance from the ambiguous item. This sys-
tem was tested both on a set of ambiguous terms and a set of
abbreviations with more than one expansion. A similar approach[33], also based on supervised learning algorithms, used different
types of linguistic features: frequent words and bigrams found in
the same document as the ambiguous item. This approach was
evaluated using a set of ambiguous terms. Several studies have
also applied similar approaches to the disambiguation of abbrevi-
ations with multiple expansions. Pakhomov [34] applied a maxi-
mum entropy model to identify the meanings of ambiguous
abbreviations in 10,000 rheumatology notes using features that
represent both local and wide context. Joshi et al. [35] disambig-
uated abbreviations in clinical notes using features that included
part of speech tags, unigrams and bigrams. They found that the
best performance was obtained when these were combined. Bag
of word models for the disambiguation of abbreviations have also
been explored by Gaudan et al. [36] and Wang et al. [37]. Similar
approaches have also been applied to other ambiguities in the
biomedical domain. For example, the names of genes, proteins
and mRNA have been distinguished using features that include
collocations and also information about capitalization and part
of speech [28]. Wang and Matthews [38] explored the problem
of disambiguating the species of items mentioned in text. Their
features included a bag of words around the ambiguous item,
the ﬁrst letter of the item itself (since this sometimes indicates
species) and any species mentioned in the same document. This
approach was also extended to include information generated
by parsing the text [39].
Researchers have also made use of knowledge sources speciﬁc
to the biomedical domain, particularly the Uniﬁed Medical Lan-
guage System (UMLS) Metathesaurus [40]. For example Leroy
and Rindﬂesch [41] used MetaMap [42] to identify the relevant
UMLS concepts for a piece of text. Information generated by Meta-
Map was used by a Naive Bayes learning algorithm and the ap-
proach evaluated against a set of ambiguous terms. The UMLS
was also used by Humphreys et al. [43]. Semantic types, coarse
grained semantic distinctions, were used to create models for the
various possible meanings of ambiguous terms. However, the ap-
proach could only be applied to some ambiguous terms due to
the nature of the distinctions between the semantic types. McInnes
[44] avoided this problem by using the UMLS Concept Unique
Identiﬁers (CUIs) which use ﬁner-gained distinctions than the
semantic types. Disambiguation is carried out by comparing a
bag of words created from the document containing the ambigu-
ous item with the deﬁnitions of CUIs and/or semantic types. This
approach was also evaluated on a set of ambiguous terms. McInnes
et al. [45] describe an alternative approach that also uses CUIs.
Each instance of an ambiguous word is represented by the set of
CUIs that occur at least twice in its context. A supervised learning
algorithm, the Naive Bayes classiﬁer, is then used to perform
disambiguation.
Liu et al. [46,47] and Stevenson and Guo [48] used the UMLS
Metathesaurus to assist with WSD in a different way. Information
in the Metathesaurus was used to automatically generate exam-
ples that could be used to train a supervised WSD system. The
WSD systems they used, however, did not make use of any do-
main-speciﬁc knowledge sources.
Researchers have also found that the MeSH terms associated
with abstracts in Medline are a useful knowledge source for disam-
biguation. Linguistic features (unigrams and bigrams) have been
combined with MeSH terms [24] using two supervised learning
algorithms. Evaluation was carried out against a corpus of 60
abbreviations from a set of biomedical journal articles. A similar
approach was applied to two different data sets containing exam-
ples of ambiguous terms [49].
Xu et al. [26] combined a range of features including linguistic
features (they used a bag of words) and a number of domain-spe-
ciﬁc knowledge sources including CUIs, MeSH terms and GO codes
for any gene found in the document. These features were combined
2 The log-likelihood value of 6.635, which is associated with a p-value of 0.01, has
been used in previous applications of salient bigrams as WSD features [50,53].
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to the disambiguation of gene symbols.
Unfortunately direct comparison of the various approaches that
have been proposed for WSD in the biomedical domain is ham-
pered by the limited number of standard evaluation data sets.
There is such a resource for ambiguous terms (the NLM-WSD data
set, see Section 4.1) but researchers have often chosen to evaluate
their system against only some of the ambiguous terms it contains
which can hamper direct comparison. For other ambiguities there
are no standard evaluation resources and approaches are normally
tested against data sets created speciﬁcally for particular studies.
The vast majority of WSD systems that have been developed for
the biomedical domain have been applied to a single type of ambi-
guity. There have not been any studies that explore the perfor-
mance of different approaches to WSD on the various types of
ambiguities that are found in biomedical text. In particular it is
not known which knowledge sources, such as linguistic features,
the UMLS Metathesaurus and MeSH terms, are most useful for
the various types of biomedical ambiguities. The work described
by Liu et al. [32] is an exception since their system was evaluated
against data sets containing examples of ambiguous terms and
abbreviations with multiple expansions, although they used a rel-
atively straightforward approach that only used linguistic features
and did not exploit any domain-speciﬁc knowledge sources. We
address these limitations by applying a WSD system that uses sev-
eral sources of knowledge to a range of lexical ambiguities found in
the biomedical domain.
3. Word Sense Disambiguation System
We developed a WSD system that combines various types of
information including linguistic features and knowledge sources
speciﬁc to the biomedical domain. This approach is based on a
state-of-the-art WSD system [50] that participated in the Sens-
eval-3 evaluation [51] with a performance close to the best system
for lexical sample tasks in both English and Basque.
3.1. Features
3.1.1. Linguistic features
The system uses a wide range of domain-independent features
commonly used by WSD systems.
 Local collocations: A total of 41 features which extensively
describe the context of the ambiguous word and fall into two
main types:
(1) bigrams and trigrams containing the ambiguous word con-
structed from lemmas, word forms or part of speech (PoS) tags
(assigned using a maximum-entropy-based part of speech tag-
ger [52]).
For example, consider the phrase, containing the target word
culture, which is taken from the abstract with PubMed ID
9330849. ‘‘the pattern of expression of these molecules was
not modiﬁed by culture.”
For this example the bigram features consist of ‘‘by culture”
(bigram consisting of word forms), ‘‘by culture” (bigram con-
sisting of lemmas, identical to the word form bigram in this
case), ‘‘IN NN” (bigram consisting of PoS tags). The trigram
features are ‘‘modiﬁed by culture” (trigram consisting of
word forms), ‘‘modify by culture” (trigram consisting of lem-
mas) and ‘‘VBN IN NN” (PoS trigram). In most cases addi-
tional bigram and trigram features would be generated
from the words following the target but that does not hap-
pen in this case since the target word is the last one in the
sentence.(2) preceding/following lemma/word-form of the content
words (adjective, adverb, noun and verb) in the same sen-
tence with the target word.
Using the above example, other local collocations include
‘‘molecules” (word form of preceding noun), ‘‘molecule”
(lemma of preceding noun), ‘‘modiﬁed” (word form of pre-
ceding verb) and ‘‘modify” (lemma of preceding verb).
 Salient bigrams: Salient bigrams within the abstract with high
log-likelihood scores computed from the NLM-WSD corpus, as
described by Pedersen [53]. Bigrams that occur more than once
and have a log-likelihood higher than 6.635 are stemmed and
included as features.2 Salient bigrams in the abstract containing
the ambiguous use of culture include ‘‘cell express”, ‘‘cell marker”,
‘‘hematopoietic cell”, ‘‘retinal pigment” and ‘‘pathological process”.
 Unigrams: Lemmas of all content words (nouns, verbs, adjec-
tives, adverbs) in the target word’s sentence and, as a separate
feature, lemmas of all content words within a ±4-word window
around the target word. In addition, the lemmas of any unigrams
which appear at least twice in the entire corpus that are found in
the abstract are also included as features. A list of corpus-speciﬁc
stopwords (e.g. ‘‘ABSTRACT”, ‘‘CONCLUSION”) was created and
any unigrams found in this list are not included as features.
For the above example the lemmas of the words in the ±4-word
window around the around the target are ‘‘be”, ‘‘modify”, ‘‘mol-
ecule” and ‘‘not” (‘‘by” is not included since it is a preposition
and therefore not a content word). There are also 52 unigrams
in this abstract that appear twice in the corpus including
‘‘absence”, ‘‘adhesion”, ‘‘alpha” and ‘‘antibody”.
3.1.2. Concept Unique Identiﬁers (CUIs)
We follow the approach presented by McInnes et al. [45] to gen-
erate features based on UMLS Concept Unique Identiﬁers (CUIs).
The MetaMap program [42] identiﬁes all words and terms in a text
which could be mapped onto a UMLS CUI.
MetaMap segments the example phrase in to several chunks:
‘‘the pattern”, ‘‘of expression”, ‘‘of these molecules”, ‘‘was”, ‘‘not”,
‘‘modiﬁed” and ‘‘by culture”. Most chunks are mapped onto at least
one CUI, although ‘‘was” is not mapped onto any. For example, ‘‘the
pattern” is mapped to ‘‘C0449774: Pattern (Spatial Concept)”
and ‘‘by culture” onto ‘‘C0010453: Anthropological Culture” ,
‘‘C0220814: Cultural aspects” and ‘‘C0430400: Laboratory culture”.
CUIs which occur more than three times in the abstract containing
the ambiguous word are included as features.
3.1.3. MeSH terms
The ﬁnal feature is also speciﬁc to the biomedical domain. Med-
ical Subject Headings (MeSH) [54] is a controlled vocabulary for
indexing biomedical and health-related information. MeSH terms
are manually assigned to abstracts by human indexers.
The terms assigned to the abstract in which each ambiguous
word occurs are used as features. For example, MeSH terms as-
signed to the abstract containing the ambiguous phrase include
‘‘Antigens, CD”, ‘‘Antigens, CD45”, ‘‘Biological Markers” and ‘‘Cells,
cultured”.
3.2. Learning algorithms
Three machine learning algorithms were used to combine the
features and select the most likely sense. Each of these algorithms
have been previously shown to be effective for WSD [12,50].
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The Vector Space Model is a simple memory-based learning
algorithm [50]. Each occurrence of an ambiguous word is repre-
sented as a binary vector where each position indicates the occur-
rence/absence of a feature. A single centroid vector, ~Csj , is
generated for each sense, sj, during training using Eq. (1) where T
is the set of training examples for a particular term and senseð~tÞ
is the sense associated with the vector~t.
~Csj ¼
P
~ti2T:senseð~tiÞ¼sj
~ti
j~ti 2 T : senseð~tiÞ ¼ sjj
ð1Þ
These centroids are compared with vectors that represent a new
example, ~a, using the cosine metric to compute similarity. See Eq.
(2) where Senses is the set of possible senses for the term. The sense
with the highest score is chosen.
senseð~aÞ ¼ arg max
sj2Senses
cosð ~Csj ;~aÞ ¼ arg max
sj2Senses
~Csj :~a
j ~Csj jj~aj
ð2Þ3 A database of publications in biomedical and life sciences that contains over 19
million citations (http://www.nlm.nih.gov/bsd/revup/revup_pub.html) and indexes
over 5000 academic journals (http://www.nlm.nih.gov/bsd/num_titles.html).
4 http://www.ncbi.nlm.nih.gov/sites/gquery3.2.2. Naive Bayes
The Naive Bayes classiﬁer [55] is a probabilistic algorithm that
uses Bayes Theorem to predict the most likely sense based upon
the conditional probability of each of the possible senses. Condi-
tional probability is estimated using the set of features found in
the context. The most likely sense, S, is estimated using Eq. (3)
where the m features are denoted by fi.
S ¼ arg max
s2Senses
Pðsjf1; . . . ; fmÞ
¼ arg max
s2Senses
Pðf1; . . . fmjsÞPðsÞ
Pðf1; . . . fmÞ
¼ arg max
s2Senses
PðsÞ
Ym
j¼1
PðfjjsÞ
ð3Þ
Naive Bayes assumes that the features are independent given the
target classiﬁcation; and, although this is rarely true in practice,
the algorithm has proved to be an effective one. The independence
assumption is convenient since it allows the conditional probabili-
ties for each feature, PðfijsÞ, to be estimated and combined easily.
3.2.3. Support Vector Machines
The ﬁnal classiﬁer, Support Vector Machines [56], have been
widely used for WSD and other classiﬁcation tasks. SVMs map fea-
ture vectors onto a high dimensional space and search for a hyper-
plane within it that maximises the distance between the closest
positive and negative examples. SVMs classify new instances based
on the side of the hyperplane they fall. Unlike the other two clas-
siﬁers used in this study, SVMs are binary classiﬁers and need to
be adapted for multi-class classiﬁcation to be used for WSD. We
achieve this using a one-versus-one approach in which binary clas-
siﬁers are trained for each possible pair of senses. To decide on the
sense of a new example each of these classiﬁers are applied and the
class with the highest votes chosen.
We used our own implementation of the Vector Space Model,
Weka implementations [57] of the other two algorithms and a lin-
ear kernel for the SVM.
4. Data sets
This section describes three data sets used to evaluate the WSD
system. They represent three different types of ambiguity that oc-
cur within Medline abstracts: ambiguous terms, abbreviations
with multiple expansions and ambiguous gene symbols. One of
these data sets is an existing resource while the other two were
created speciﬁcally to evaluate our system.4.1. Ambiguous terms
The NLM-WSD data set [15] is a collection of 50 terms that are
ambiguous in the Uniﬁed Medical Language System (UMLS) Meta-
thesaurus [54] and occur frequently in Medline.3 In the UMLS,
strings are mapped onto concepts that indicate their meaning
and strings which map onto more than one concept are considered
to be ambiguous. For example, ‘‘culture” maps onto the concepts
‘Anthropological Culture’ (e.g. ‘‘a quality management culture with-
in the healthcare system”) and ‘Laboratory Culture’ (e.g. ‘‘peripheral
blood mononuclear cell culture streptococcal erythrogenic toxins”).
One hundred instances of each of the 50 terms were selected from
citations added to the Medline database in 1998 and manually dis-
ambiguated by 11 annotators. There are an average of 2.64 possible
meanings per ambiguous term and the most ambiguous term,
‘‘cold”, has ﬁve possible meanings. Concepts which were judged
to be very similar in meaning were merged. For example, two con-
cepts for ‘‘depression” (‘Depressive episode, unspeciﬁed’ and ‘Men-
tal Depression’) were merged. In addition to the meanings deﬁned
in UMLS, annotators had the option of assigning a special tag
(‘‘none”) when none of the meanings in UMLS were judged to be
appropriate.
4.2. Abbreviations
Liu et al. [46] described a technique for automatically creating a
corpus of ambiguous abbreviations labeled with the relevant
expansion. They made use of the fact that abbreviations are often
introduced in text together with their expansion, for example
‘‘BSA (bovine serum albumin)”. This phenomenon was exploited
by replacing the abbreviation and expansion with the abbreviation
alone. For example, the sentence ‘‘The adsorption behavior of bovine
serum albumin (BSA) on a Sepharose based hydrophobic interaction
support has been studied.” becomes ‘‘The adsorption behavior of
BSA on a Sepharose based hydrophobic interaction support has been
studied.”
We used this approach to create a corpus of sense tagged abbre-
viations in biomedical documents using a set of 21 three letter
abbreviations used in previous research on abbreviation disambig-
uation [46,47,32]. Possible expansions for the majority of these
abbreviations were listed in these papers; expansions from the
Medstract database [58] were used for those not listed. Medline
was queried, via the Entrez interface,4 to identify instances of each
abbreviation within documents that contained one of the possible
expansions. For example the abbreviation ‘‘BSA” has two possible
expansions: ‘‘body surface area” and ‘‘bovine serum alumin”. Med-
line is searched to identify documents that contain each possible
expansion of the abbreviation using the queries shown in Fig. 1.
Each query matches documents containing the abbreviation and
the relevant expansion that do not contain any mentions of the
other possible expansion(s). The retrieved documents are then pro-
cessed to identify and remove the expansions of each abbreviation
[59]. The expansion is stored separately from the document, effec-
tively creating a disambiguated corpus.
This process returned a total of 55,655 Medline abstracts. There
was a wide variation between the number of abstracts retrieved for
each abbreviation: ranging from just 71 for ASP to 14,871 for CSF.
The set of downloaded abstracts were processed to generate cor-
pora that are suitable for WSD experiments, via the following
two steps. First, expansions that represent less than 1% of the ab-
stracts retrieved for the abbreviations were excluded. For example,
Fig. 1. Example queries for abbreviation ‘‘BSA”.
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lonic enema”, which represent 0.87% and 0.42% of the total respec-
tively, and neither were included in the corpora. For some
abbreviations only one expansion remained after the infrequent
ones have been discarded. For example, three possible expansions
for ACE were used to retrieve abstracts and after the two infre-
quent ones had been discarded only examples of the third possible
expansion (‘‘angiotensin converting enzyme”) remained. Second,
three corpora containing 100, 200 and 300 randomly selected
examples of each abbreviation were generated. We refer to these
as Abbrev.100, Abbrev.200 and Abbrev.300 respectively. For some
abbreviations we were unable to retrieve enough abstracts to form
the corpus. For example, since only 71 examples had been identi-
ﬁed for ASP this abbreviation was not included in any of the cor-
pora. Similarity, 209 abstracts were identiﬁed for DIP so this
abbreviation was included in Abbrev.100 and Abbrev.200 but not
Abbrev.300. Where an abbreviation is included in more than one
corpus, all the examples in the smaller corpus are included in the
larger one(s). For example, the 100 examples of ‘‘APC” in Cor-
pus.100 are also included in Corpus.200 and Corpus.300. Finally,
Abbrev.100 contains 18 abbreviations (‘‘ACE”, ‘‘ASP” and ‘‘CSF”
are excluded), Abbrev.200 contains 16 (‘‘ANA” and ‘‘FDP” are also
excluded) and Abbrev.300 contains 14 (‘‘DIP” and ‘‘PVC” also
excluded).
Infrequent expansions, those that represent less than 1% of the
abstracts, were not included because previous work on abbrevia-
tion disambiguation also excluded these expansions [32]. We also
wanted to create corpora that reﬂected the distribution of abbrevi-
ation expansions that are found in Medline. Including the infre-
quent abbreviations in the Abbrev.100 corpus would have caused
them to be over represented. It would have been possible to in-
clude these abbreviations in the larger corpora, Abbrev.200 and
Abbrev.300, but this would have led to a situation in which the var-
ious corpora contain different numbers of expansions. That would
have been problematic since we wanted to explore the effect of the
amount of training data on WSD performance.Table 1
Summary of data sets containing three types of ambiguity used for experiments.
Ambiguity Corpus Items Instances per item
Terms NLM-WSD 50 100
Abbreviations Abbrev.100 18 100
Abbrev.200 16 200
Abbrev.300 14 300
Gene symbols Gene.100 140 100
Gene.200 50 200
Gene.300 25 3004.3. Gene symbols
The ﬁnal data set consists of ambiguous gene symbols and is
created automatically using a process similar to one previously de-
scribed [26]. The approach makes use of information from the Na-
tional Center for Biotechnology Information (NCBI) Entrez Gene
database, in particular the gene2pubmed and gene_info tables.
The ﬁrst of these contains a list of genes and details of the Medline
abstracts in which they appear. The gene_info table lists a range
of information about each gene including the GeneID (a unique
identiﬁer), its ofﬁcial gene symbol (canonical name) and list of ali-
ases that can be used to refer to that gene. The May 2009 version of
these ﬁles was downloaded from the NCBI and the gene_info ta-
ble analysed to identify symbols that are ambiguous across genes.
For example, the human and mouse complement component 3
gene share the same ofﬁcial name, C3, although they have different
GeneID’s in the table (12266 for the mouse gene and 718 for the
human one). The gene2pubmed table was used to identify Medline
documents containing each ambiguous gene. These documents
may refer to the gene using the ofﬁcial symbol or one of its aliases.
Documents where the alias is used are modiﬁed by substituting it
with the ofﬁcial symbol. For example, the gene2pubmed ﬁle liststhe document with PubMed Identiﬁer 18798021 as an instance
of the gene with GeneID 12266 and the gene_info ﬁle lists
‘‘C3d” as an alias of that gene. This document contains the sentence
‘‘Cloning of a gene fragment encoding chicken complement component
C3d with expression and immunogenicity of Newcastle disease virus F
gene-C3d fusion protein” which is altered to ‘‘Cloning of a gene frag-
ment encoding chicken complement component C3 with expression
and immunogenicity of Newcastle disease virus F gene-C3d fusion
protein”. These substitutions allow more data to be created for
experiments.
We identiﬁed genes that met two criteria: ﬁrstly, they occur in
at least 100 Medline abstracts and, secondly, the most frequent
GeneID accounts for fewer than 95% of the abstracts. The ﬁrst cri-
terion allows us to create data sets that have the same number of
examples as the corpora containing ambiguous terms and abbrevi-
ations (see Sections 4.1 and 4.2). The second criterion ensured that
the abstracts are not dominated by a single meaning and follows
common practise in WSD research, for example [32,35,41]. A total
of 140 genes meeting both criteria were identiﬁed. Abstracts con-
taining these genes were automatically retrieved from Medline
using Entrez. The number of abstracts retrieved for each gene ran-
ged widely. The most examples were downloaded for ‘‘Tnf” (1410),
almost double the number of abstracts for the next gene, ‘‘Nos2”
(767). Versions of this data set containing ﬁxed numbers of exam-
ples for each gene symbol were created to allow more direct com-
parison with the other two lexical ambiguities. Gene.100 contains
100 examples for each symbol and includes all 140. Gene.200 con-
tains gene symbols for which 200 abstracts had been identiﬁed and
Gene.300 those for which 300 had been identiﬁed. There are,
respectively, 50 and 25 gene symbols in these corpora.
4.4. Summary of data sets
Summary statistics for the data sets used in this paper are
shown in Table 1. This lists the number of ambiguous items and
number of instances of each item contained within each data set.
The corpora of ambiguous abbreviations and gene names do not
include infrequent meanings. Excluding these meanings is unlikely
to signiﬁcantly affect the WSD system’s performance. Although the
lack of training data may make it difﬁcult for the WSD system to
identify infrequent meanings, they account for a very small portion
of the instances. A comprehensive system, that could identify all
possible meanings for ambiguous items, could be created by
including the infrequent meanings in the corpora.
5. Disambiguation performance
TheWSD system (Section 3) was applied to the various data sets
described in Section 4. Experiments were carried out using each of
the three types of features (linguistic, UMLS CUI and MeSH), both
alone and in combination. Ten-fold cross validation was applied.
Reported ﬁgures are the average across all 10 runs.
Results for the various data sets are shown in Table 2, which
lists the performance using combinations of learning algorithm
Table 2
Results when WSD system is applied to a range of ambiguities. Figures in the main body of the table indicate the percentage of instances that are correctly disambiguated.
Features
Algorithm Linguistic CUI MeSH CUI+MeSH Linguistic+MeSH Linguistic+CUI Linguistic+MeSH+CUI
Ambiguous terms
SVM 85.9 83.5 85.3 84.5 86.2 85.3 86.0
NB 86.4 81.2 85.7 81.1 86.4 81.7 81.8
VSM 87.0 85.8 81.9 86.9 87.9 87.3 87.5
Abbreviations
Abbrev.100
SVM 93.4 90.0 94.9 94.7 94.6 93.8 95.4
NB 94.0 91.7 94.9 95.1 94.7 94.4 95.8
VSM 96.8 93.7 88.8 97.0 97.1 93.9 97.4
Abbrev.200
SVM 95.7 91.1 96.4 96.4 96.4 94.7 96.5
NB 96.6 92.6 96.2 96.9 97.1 95.5 97.2
VSM 97.9 93.0 89.4 98.2 98.1 94.7 98.4
Abbrev.300
SVM 96.6 91.4 97.0 96.8 97.4 95.4 97.5
NB 97.1 93.3 96.0 97.1 97.6 96.0 97.8
VSM 98.1 93.8 89.4 98.7 98.5 95.7 99.0
Gene symbols
Gene.100
SVM 88.0 85.4 95.5 87.4 91.3 90.3 89.7
NB 87.2 83.5 93.2 83.9 89.2 83.7 84.0
VSM 88.5 90.3 95.7 90.4 92.2 92.8 92.3
Gene.200
SVM 89.3 85.1 96.5 88.5 94.0 93.2 92.5
NB 86.9 83.4 95.0 83.8 90.8 83.7 84.1
VSM 89.3 90.9 96.1 91.3 94.2 94.0 93.6
Gene.300
SVM 90.6 85.7 97.2 89.7 95.5 95.4 94.5
NB 87.7 83.6 96.1 83.9 91.6 84.0 84.2
VSM 89.9 90.9 97.0 91.4 95.1 94.3 94.1
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the percentage of correctly disambiguated instances. The best re-
sult for each data set is highlighted in bold font.
The best result for the ambiguous terms, 87.9%, is obtained
using a combination of the linguistic features and MeSH terms
combined with the VSM learning algorithm. Performance using
the combination of linguistic and MeSH features is signiﬁcantly
better than using only the MeSH features (Wilcoxon Signed Ranks
Test, p < 0:01) and also better than only the linguistic features, al-
beit with lower conﬁdence (p < 0:05). Performance using the VSM
learning algorithm is signiﬁcantly better than Naive Bayes and
SVM algorithms (p < 0:01).
The best performance for ambiguous terms is higher than other
results that have been reported for this data set [33,45]. In addi-
tion, various researchers have evaluated WSD systems against
some of the terms in the NLM-WSD corpus [32,41] and the system
described here outperforms those approaches when evaluated
against the relevant data set (see [30] for details).
Disambiguation results for abbreviations are higher than
ambiguous terms. The best performance, 99%, is obtained on the
Abbrev.300 corpus using a combination of all features and the
VSM algorithm. This is signiﬁcantly better than using either the
MeSH or CUI features individually (p < 0:01) although the
improvement compared to using only linguistic features is not sig-
niﬁcant. The VSM algorithm is signiﬁcantly better than Naive Bayes
and SVM (p < 0:01) for the Abbrev.100 corpus but not for Ab-
brev.200 or Abbrev.300.
The best performance for the gene symbol ambiguities, 97.2%, is
obtained on the Gene.300 corpus using the SVM algorithm and the
MeSH features used alone. The results obtained using the SVM and
VSM algorithms are signiﬁcantly better than those obtained usingNaive Bayes (p < 0:01), although they are not signiﬁcantly differ-
ent from each other. Performance using the MeSH features alone
is signiﬁcantly better than all features used in combination and
either the CUI or linguistic features used alone (p < 0:01).
Direct comparison with previous results is not possible for the
abbreviation or gene data sets. However, Liu et al. [32] use a similar
methodology for corpus creation to the one employed here. They
report a best performance of 98.6% while the system described
here achieves 99%.
Results for the abbreviation and gene ambiguities show that
disambiguation performance increases with the addition of extra
examples, as would be expected. The best results for the ambigu-
ous terms and abbreviations are generated using the VSM learning
algorithm. This algorithm also produces the best results for the
Gene.100 corpus while it is outperformed by the SVM for Gene.200
and Gene.300. The VSM algorithm is a simple instance-based learn-
ing algorithm that does not attempt to generalise from the training
data, as the other two algorithms do. Therefore its performance is
not overly hampered when only small amounts of training data are
available, as is the case for the NLM-WSD, Abbrev.100 and
Gene.100 data sets. The situation is slightly different for the gene
name ambiguity where the MeSH terms alone form the best fea-
ture. (Reasons for this are discussed in Section 6.3.) Fewer MeSH
terms are associated with each example than the other types of
features (linguistic and CUIs) and each MeSH term applies to more
examples than the other feature types. The SVM is able to outper-
form the VSM for the Gene.200 and Gene.300 data sets since there
are enough examples of appropriate features for the algorithm to
generalise.
The features that provide the best performance vary according
to the ambiguity and the combination is consistent within the
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ous terms the best disambiguation performance is achieved using a
combination of the linguistic features and MeSH terms, while for
abbreviations the combination of all features produces is most suc-
cessful and for gene symbols the best results are generated using
MeSH terms alone. Reasons for these differences are explored in
detail in Section 6.3.Fig. 2. Three possible senses for ‘‘adjustment” in NLM-WSD data set. For each sense
the deﬁnition from the relevant UMLS Metathesaurus source vocabulary is listed
along with an example usage from the NLM-WSD data set.6. Factors affecting disambiguation performance
6.1. Effect of corpus properties
Accuracy of the WSD system on the abbreviation and gene sym-
bol data sets is higher than would normally be expected for WSD
[11,12]. To put these results in context, the SemEval competition
and its predecessors are considered to be the best benchmark of
WSD system performance. In the most recent of these exercises,
SemEval-2007 [60], the best reported performance on the English
lexical sample task was 88.7%.
It is possible that the data sets used to represent the abbrevia-
tion and gene symbol ambiguities represent less of a challenge for
the learning algorithms used by ourWSD system than the data sets
for ambiguous terms. This situation will occur if it is straightfor-
ward for the algorithm to predict the correct sense, for example
if the majority of instances belong to one sense. To check this we
analysed the data sets using measures designed to characterise
their difﬁculty that are based on the distribution of possible senses
[31]. The ﬁrst is the widely applied most frequent sense (MFS)
baseline [61], i.e. the proportion of examples for an ambiguous
term that are labeled with the most common sense. If we assume
the possible senses for some ambiguous term, w, are sensesðwÞ ¼
fs1; s2; . . . ; sng and that the probabilities for each sense, pðsiÞ, can
be estimated from labeled examples, then the MFS of w is given
by arg maxsensesðwÞpðsiÞ. The second measure, average ambiguity, is
the number of senses per ambiguous term. This is computed sim-
ply as jsensesðwÞj. The ﬁnal measure is the entropy of the sense dis-
tribution and has been shown to be a good indication of
disambiguation difﬁculty [62,63]. This is computed as follows:
HðsensesðwÞÞ ¼ 
X
si2sensesðwÞ
pðsiÞlogðpðsiÞÞ:
For two of these measures (number of senses and entropy) a higher
ﬁgure indicates greater ambiguity and therefore a more difﬁcult
data set while the opposite is true for the MFS measure.
Table 3 shows the values for each of these measures for each of
the ambiguities used in our experiments. The column labeled ‘Best
score’ lists the WSD system’s best performance on the relevant
data set. To provide the most direct comparison we used the data
set containing 100 examples for each ambiguity (i.e. NLM-WSD,
Abbrev.100 and Gene.100). The values for the various metrics were
roughly similar for the data sets containing more examples of
abbreviations and gene symbols (i.e. Abbrev.200, Abbrev.300,
Gene.200 and Gene.300). These ﬁgures suggest that abbreviationsTable 3
Descriptive statistics for data sets representing three ambiguities. Figures in the ‘Best
Score’ and ‘MFS’ columns indicate the percentage of instances that are correctly
disambiguated by the highest performing WSD system and the MFS baseline
respectively. The ‘Average Ambiguity’ and ‘Entropy’ columns indicate, respectively,
the number of senses and entropy of the sense distribution averaged across all
examples of a particular ambiguity.
Ambiguity Best score MFS Average ambiguity Entropy
Terms 87.9 78.0 2.63 0.73
Abbreviations 97.4 69.0 2.67 0.95
Gene Symbols 95.7 80.9 2.03 0.63would be the most difﬁcult ambiguity to disambiguate since the
MFS is lower than the NLM-WSD corpus and the various gene cor-
pora, the average ambiguity is comparable to the NLM-WSD corpus
and higher than the gene corpora while the average entropy is
higher than the other corpora. The ﬁgures would also suggest that
the corpora containing gene names is the most straightforward to
disambiguate. However, this is not consistent with theWSD results
shown in the ‘Best score’ column. These three measures are based
on information about the distribution of the possible meanings for
each ambiguity type and the results here show that differences be-
tween these are not the cause of the variation in performance be-
tween the ambiguity types. However, these measures do not take
account of the nature of the ambiguities themselves and these
are now explored.
6.2. Nature of ambiguities
Table 3 shows that the least improvement over the MFS is ob-
served for the NLM-WSD data set which consists of examples of
ambiguous terms. Distinctions between possible meanings of
words in natural language are commonly vague [64] and it can
be difﬁcult to distinguish between them [65]. For example, one
of the ambiguous terms in the NLM-WSD data set is adjustment
which has three possible meanings: M1 Individual Adjustment,
M2 Adjustment Action and M3 Psychological adjustment. Deﬁnitions
of these meanings are shown in Fig. 2 where it can be seen that the
ﬁrst and third meanings are extremely similar and would be difﬁ-
cult to distinguish.5 The creators of the NLM-WSD corpus also com-
mented that for some terms ‘‘there was substantial disagreement
among raters” [15]. The vagueness between the ambiguities in the
NLM-WSD corpus is also apparent from the low levels of agreement
between the annotators. The Inter-annotator Agreement, computed
using the kappa statistic [66], is 0.48 [49], a relatively low ﬁgure
for WSD data sets [65,67] and indicates that the human annotators
struggled to distinguish between the various possible meanings.
Distinctions between the other two types of lexical ambiguity
explored in this study are more clear cut, particularly between
the possible expansions of abbreviations. For example, the three
possible expansions for ‘‘ANA” all refer to entities that are clearly
distinct: a professional body (‘‘American Nurses Association”), a
type of medical test (‘‘antinuclear”) and a neurotransmitter
(‘‘Anandamide”). The distinctions between the meanings of the
lexical ambiguities in the gene symbol corpus are also distinct in
the sense that the possible meanings refer to different entities
(genes). However, these genes may also be closely related and have5 Although the UMLS was used to provide the set of possible meanings during the
nstruction of the NLM-WSD corpus, the relevant UMLS CUIs for each sense is not
sted. These were obtained using a mapping generated by Bridget McInnes available
om http://wsd.nlm.nih.gov/. Deﬁnitions were extracted from the UMLS by searching
r the closest CUI to each concept for which there is a textual deﬁnition.co
li
fr
fo
Table 4
WSD results using various portions of the MeSH hierarchy as features. Performance is
measured as the percentage of instances that are correctly disambiguated.
MeSH hierarchy
All terms B01 terms Non-B01 terms
Gene.100
SVM 95.5 96.0 84.0
NB 93.2 95.9 83.3
VSM 95.7 96.0 81.6
Gene.200
SVM 96.5 96.2 83.2
NB 95.0 96.2 81.5
VSM 96.1 96.2 82.3
Gene.300
SVM 97.2 97.2 83.3
NB 96.1 96.9 80.8
VSM 97.0 97.0 81.5
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have different GeneIDs but are both involved with the immune
system within the relevant organism. This type of lexical ambigu-
ity is a form of regular polysemy [68] which occurs when there are
a set of lexical items that share a set of predictable alternative
meanings.6 This regular nature of the distinctions between the pos-
sible meanings forms a challenge for WSD systems since the context
in which the alternative meanings appear may be very similar, mak-
ing it difﬁcult to discriminate between them. For example, the gene
symbol ‘‘C3” often appears within the phrase ‘‘complement compo-
nent C3” for both the human and mouse genes.
Comparison of the highest score achieved by the WSD system
and the MFS baselines in Table 3 is consistent with this analysis
of the three types of ambiguity. The least improvement over the
baseline is observed for the NLM-WSD corpus, which consists of
ambiguous terms with senses that are often vaguely distinguished.
The greatest improvement is observed for the abbreviations where
the alternative expansions are often very clearly distinguished.
Performance of the gene symbol ambiguity lies somewhere be-
tween the two with the regular nature of the distinctions between
the possible meanings making disambiguation more difﬁcult.
6.3. Knowledge sources and ambiguity type
Results in Section 5 show that the knowledge sources that are
most effective for disambiguation differ according to the ambiguity
type; for ambiguous terms the best results are obtained using the
combination of the linguistic features and MeSH terms, for the
abbreviations including the CUIs improves results and for the gene
symbol ambiguity a single knowledge source (MeSH terms) pro-
duces the best performance. These differences are also due to the
nature of the various lexical ambiguities. The linguistic features
provide information about the local context around ambiguous
items supplemented with details of the broader context (in the
form of salient bigrams and unigrams). This information has been
shown to be useful for WSD and is employed by the majority of
supervised WSD systems [12]. Including the linguistic features im-
proves performance of the WSD system for the ambiguous terms
and abbreviations but not for the gene symbols. The regular nature
of the distinctions between the possible meanings of the gene sym-
bols means that the linguistic features are less effective for this
ambiguity.
Both the ambiguous terms and abbreviations beneﬁt from the
combination of linguistic features with MeSH terms. This feature
provides information about the topic and content of the abstract
in which the ambiguity appears. This knowledge source provides
additional information to that which is contained in the linguistic
features and which leads to an improvement in disambiguation
performance when they are combined. MeSH terms are particu-
larly effective for the gene symbol ambiguity and we discuss the
reasons for this below.
Including the CUIs produces an improvement in results for the
abbreviations but not the ambiguous terms or gene symbols. In
the WSD system CUIs are assigned automatically by MetaMap
[42] but this assignment is noisy. The various expansions of abbre-
viations are distinct enough for this noise to be tolerated by the
learning algorithms while it causes problems when the meanings
are closer together, such as in the case of ambiguous terms and
gene names. The other two knowledge sources do not suffer from
this noise since the linguistic features are extracted directly from
the text and the MeSH terms assigned manually.6 Other, more familiar, examples of regular polysemy occur in the names o
domestic fowl, e.g. ‘‘duck”, ‘‘turkey” and ‘‘chicken”, which can refer to animals or food
Similarly ‘‘bank”, ‘‘school”, ‘‘college” and ‘‘hospital” can refer to a building or an
organisation.f
.The gene symbol ambiguity warrants discussion since it is the
only one in which a single knowledge source (MeSH terms) pro-
duces the best performance. The reason for this difference is, again,
due to the nature of the ambiguity. The linguistic features and CUIs
are less effective on this ambiguity for the reasons already men-
tioned. However, MeSH terms are particularly useful since resolv-
ing this ambiguity often equates to determining which organism is
being discussed in the document and this information is provided
by the MeSH terms.
To demonstrate this we carried out an experiment using differ-
ent portions of the MeSH hierarchy (2009 version). One branch of
the hierarchy, located immediately below the top level category
Organisms, contains terms that relate to animals. MeSH terms
in this branch begin with B01, for example B01.500 ‘‘Inverte-
brates” and B01.050.116 ‘‘Animals, Domestic”. The WSD system
was applied to the three corpora containing examples of the gene
symbol ambiguity using only the terms found in this branch of the
hierarchy as features (referred to as ‘‘B01 terms”) and using only
terms not found there (‘‘non-B01 terms”). Table 4 shows the per-
formance using these sets of features along with results using all
MeSH terms (in the column ‘‘All terms”) for comparison. Results
using the B01 terms are much better than when the non-B01 terms
are used. Results when the non-B01 terms are used are actually
lower than using any other feature for this data set (see Table 2).
These results show that the information the MeSH terms provide
about the organism being discussed in the document is the most
relevant to the disambiguation of the gene symbol ambiguity.
This analysis shows that the types of information that are most
useful varies depending on the type of ambiguity. When possible
meanings are clearly distinguished, for example with abbrevia-
tions, the noisy information provided by CUIs can be beneﬁcial. It
is also possible to ﬁnd ambiguities for which a particular source
of knowledge provides extremely valuable information that im-
proves performance, such as MeSH terms for the gene symbol
ambiguity. For any WSD task in the biomedical domain it is there-
fore important to analyse the types of ambiguities involved in or-
der to determine the types of information that provide the most
accurate results and the performance that can be expected.7. Conclusion
This paper has explored the problem of lexical ambiguity in bio-
medical documents through the exploration of three different
types that occur in Medline abstracts (ambiguous terms, abbrevia-
tions and gene symbols). A WSD system was developed for Med-
line abstracts that makes use of a range of types of information.
This system was applied to a range of data sets that provide exam-
ples of the three types of ambiguity. One of these data sets contains
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WSD systems for biomedical documents. Evaluation against this
data set shows that our system performs well in comparison to
previous approaches. The other two data sets were generated auto-
matically and results on these demonstrate different levels of per-
formance. Analysis on the three types of ambiguity was carried out
and showed that the type of ambiguity is an important factor in the
performance of the WSD system.
This paper highlights the importance of considering the type of
ambiguity when attempting automatic disambiguation. More
accurate disambiguation is possible for ambiguities where the
meanings are more clearly distinguished (e.g. abbreviations) than
those where they are not (e.g. ambiguous terms and gene sym-
bols). This analysis suggests that system developers should be
selective in deciding which ambiguities to attempt to resolve using
WSD, particularly since accuracy of WSD systems has been shown
to be an important factor in whether they are beneﬁcial to other
applications [69].
Experiments described here also show that the type of ambigu-
ity is an important factor in determining which types of informa-
tion are best suited to their disambiguation. The linguistic
context provides useful information but, for most ambiguities,
performance could be improved by including additional informa-
tion such as MeSH terms and CUIs. It was also found that MeSH
terms were particularly effective for disambiguating ambiguous
gene symbols due to the nature of the distinctions found in this
ambiguity.
The analysis in this paper suggests some general strategies for
those interested in creating WSD systems for ambiguities found
in the biomedical domain. MeSH terms associated with Medline
abstracts are generally useful, if they are available, and can be used
as the sole source of information when disambiguating gene sym-
bols. Abbreviations beneﬁt from combining several sources of
information. However, it is difﬁcult to predict the level of disam-
biguation performance that can be achieved or the knowledge
sources that are most useful for a particular ambiguity. The analy-
sis in Section 6.1 shows that WSD performance cannot be predicted
just by analysing labeled training data. When a new ambiguity is
being considered the best approach is to experiment with several
types of knowledge source to identify the best combination and
determine the disambiguation performance that can be achieved.
The WSD performance ﬁgures reported here should be under-
stood in terms of the experimental methodologies used in this pa-
per. The evaluation focused on identifying the common meanings
of ambiguous terms and rare meanings were excluded. This ap-
proach has been used in previous research on WSD in the biomed-
ical domain and helps to improve performance by reducing the
number of meanings being considered. However, there may be sit-
uations in which it is useful to identify rare meanings, for example
when the aim is to retrieve documents containing instances of an
unusual meaning of an abbreviation from a large corpus. Further
work is required to determine whether the approaches used in this
paper can achieve the same levels of performance for these rare
meanings, particularly when only limited training data is available.8. Data
The data sets described in Sections 4.2 and 4.3 can be obtained
from http://nlp.shef.ac.uk/BioWSD/downloads/corpora/index.html.Acknowledgments
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