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COMPUTING DELAY LYAPUNOV MATRICES AND H2 NORMS
FOR LARGE-SCALE PROBLEMS
WIM MICHIELS∗ AND BIN ZHOU†
Abstract. A delay Lyapunov matrix corresponding to an exponentially stable system of linear
time-invariant delay differential equations can be characterized as the solution of a boundary value
problem involving a matrix valued delay differential equation. This boundary value problem can be
seen as a natural generalization of the classical Lyapunov matrix equation. Lyapunov matrices play
an important role in constructing Lyapunov functionals and in H2 optimal control. In this paper
we present a general approach for computing delay Lyapunov matrices and H2 norms for systems
with multiple discrete delays, whose applicability extends towards problems where the matrices are
large and sparse, and the associated positive semidefinite matrix (the “right-hand side” for the
standard Lyapunov equation), has a low rank. The problems addressed are challenging, because
besides that the boundary value problem is matrix valued with a structure that much harder to
exploit than in the delay-free case, its solution is in the generic situation non-smooth. In contract
to existing methods that are based on solving the boundary value problem directly, our method
is grounded in solving standard Lyapunov equations of increased dimensions. It combines several
ingredients: i) a spectral discretization of the system of delay equations, ii) a targeted similarity
transformation which induces a desired structure and sparsity pattern and, at the same time, favors
accurate low rank solutions of the corresponding Lyapunov equation, and iii) a Krylov method for
large-scale matrix Lyapunov equations. The structure of the problem is exploited in such a way that
the final algorithm does not involve a preliminary discretization step, and provides a fully dynamic
construction of approximations of increasing rank. Interpretations in terms of a projection method
directly applied to a standard linear infinite-dimensional system equivalent to the original time-
delay system are also given. Throughout the paper two didactic examples are used to illustrate the
properties of the problem, the challenges and methodological choices, while numerical experiments
are presented at the end to illustrate the effectiveness of the algorithm.
Key words. delay system, Lyapunov matrix equations, Krylov method
1. Introduction. We consider a linear system with multiple discrete delays,
x˙(t) = A0x(t) +
m∑
i=1
Aix(t− τi), (1.1)
where x(t) ∈ Rn is the state variable at time t, Ai ∈ Rn×narethesystemmatrices and
τi, i = 1, . . . ,m, represent time-delays, ordered such that
0 < τ1 < · · · < τm.
Throughout the paper we assume that the zero solution of (1.1) is exponentially stable,
or equivalently, that all its characteristic roots, i.e., the solutions of equation
det
(
λI −A0 −
m∑
i=1
Aie
−λτi
)
= 0,
are confined to the open left half plane [18, 19]. The fundamental solution of (1.1),
which we denote by K : R→ Rn×n, is defined as the function satisfying K˙(t) = A0K(t) +
∑m
i=1AiK(t− τi), for almost all t ≥ 0,
K(0) = I,
K(t) = 0, for t < 0.
(1.2)
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The delay Lyapunov matrix for (1.1), associated with a positive semidefinite matrix,
whose rank revealing decomposition reads as BBT , where B ∈ Rn×r is of full rank r,
is defined as a function P : R→ Rn×n such that
P (t) =
∫ ∞
0
K(s)BBTKT (s+ t)ds. (1.3)
Following from the exponential stability condition of (1.1), the delay Lyapunov matrix
can be characterized as the unique solution of the matrix valued “boundary” value
problem P˙ (t) = P (t)A
T
0 +
∑m
k=1 P (t− τk)ATk , t ≥ 0,
P (−t) = PT (t),
−BBT = P (0)AT0 +A0P (0) +
∑m
k=1
(
P (−τk)ATk +AkP (τk)
)
,
(1.4)
see [13]. There is also a dual formulation: with a positive semi-definite (n×n)-matrix
CTC we can associate Lyapunov matrix
Q(t) =
∫ ∞
0
KT (s)CTCK(s+ t)ds,
which corresponds to the unique solution of Q˙(t) = Q(t)A0 +
∑m
k=1Q(t− τk)Ak, t ≥ 0,
Q(−t) = QT (t),
−CTC = Q(0)A0 +AT0Q(0) +
∑m
k=1
(
Q(−τk)Ak +ATkQ(τk)
)
.
(1.5)
Note that in the delay-free case the third equation in (1.4) and the third one in (1.5)
reduce to a standard pair of primal and dual Lyapunov matrix equations.
The delay Lyapunov matrix is a building block for the construction of Lyapunov
functionals of complete type, which are associated with necessary and sufficient sta-
bility conditions, see [13] for an excellent review. It should be remarked that in the
literature on complete type Lyapunov functionals, the Lyapunov matrix is usually
denoted by U(t), which corresponds to Q(t) in our adopted notation. Another com-
ment is that in several works the Lyapunov matrix is alternatively defined directly
as the solution of boundary value problem (1.4) or (1.5). In this way it can also be
defined for an exponentially unstable system (provided the delay systems has no pair
of eigenvalues (λ1, λ2) such that λ1 +λ2 = 0, see [14, 13]), at the price that the afore-
mentioned connection with the fundamental solution is lost. The Lyapunov matrix
also plays a major role in the characterization of the H2 norm for system{
x˙(t) = A0x(t) +
∑m
i=1Aix(t− τi) +Bu(t),
y(t) = Cx(t),
(1.6)
where u ∈ Cr is the input, y ∈ Cs is the output and B ∈ Rn×r, respectively C ∈ Rs×n
are the input, respectively and out matrix of the model. The transfer function of the
system (1.6) is given by
Υ(s) = C
(
sI −A0 −
m∑
i=1
Aie
−sτi
)−1
B. (1.7)
The H2 norm of Υ is defined in the frequency domain as
‖Υ‖2 = 1
2pi
(∫ ∞
−∞
Tr (Υ∗(ıω)Υ(ıω)) dω
) 1
2
,
2
while an equivalent definition in the time-domain is given by
‖Υ‖2 =
(∫ ∞
0
Tr
(
hT (t)h(t)
)
dt
) 1
2
,
with h the impulse response. The following proposition expresses the H2 norm in
terms of the delay Lyapunov matrix, whose proof trivially follows from the identity
h(t) = CK(t)B. (1.8)
Proposition 1.1. [12, Theorem 1] The H2 norm of (1.7) satisfies
‖Υ‖22 = Tr
(
CP (0)CT
)
, (1.9)
where P (t) is the delay Lyapunov matrix associated with matrix BBT .
The aim of this paper is to present a novel method for computing delay Lyapunov
matrices and H2 norms with the following properties:
• it is generally applicable, in the sense that there are no restrictions on the
number and values of the delays, and the delay Lyapunov matrix can be easily
computed or extended a posteriori beyond the interval [−τm, τm];
• the number of operations scales favorably with respect to the dimension n of
the system matrices, particularly if the matrices are sparse, targeting (dis-
cretizations of) partial differential equations (PDEs) with delay, provided that
the rank r of B is small compared to n
In the description of the results we restrict ourselves to the computation of Lyapunov
matrix P (t), since Q(t) can be obtained from Lyapunov matrix P (t) associated with
a “transposed” system, inferred from the substitutions Ak ← ATk , k = 0, . . . ,m and
B ← CT . The latter directly follows from a comparison between (1.4) and (1.5).
The characterization (1.4) provides a natural way to compute the Lyapunov ma-
trix, and the H2 norm via formula (1.9). However, there are major challenges. First,
when making the leap from ordinary to delay differential equations, the algebraic
Lyapunov matrix equation is replaced by a matrix-valued boundary value problem
with delay. Second, bringing the equation in triangular form using a Schur decom-
position, which forms the basis of the celebrated Bartels-Stewart algorithm for the
matrix Lyapunov equation, is no longer possible. Third, it has been shown in [12]
that function R 3 t 7→ P (t) may be non-smooth. The function is continuous, but it
may be not be differentiable at t = 0. On the interval [0, ∞), to which we restrict in
this paper because of the second condition in (1.4), it is continuously differentiable,
yet the second derivative might be discontinuous at t = τi, i = 1, . . . ,m, as we shall
illustrate in the next section.
In the present literature two approaches for solving (1.4) can be identified. The
first one, the so-called direct approach, is based on approximating the solution on an
interval by a matrix polynomial or a piecewise matrix polynomial and, besides impos-
ing the boundary conditions and continuity requirements, determining the coefficients
by collocation conditions for the differential equation, see, e.g., [8, 12]. With N the
number of collocation points, this results in a linear system of equations in O(n2N)
variables. The convergence of the obtained approximations to the solution as a func-
tion of N might be slowed down by the lack of smoothness of the solution discussed
above, see [12] for a detailed analysis. The second approach can be interpreted as
a shooting method. It is applicable only if the time-delays are commensurate, i.e.,
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τi = nih for some h > 0 and ni ∈ N, i = 1, . . . ,m, and it exploits that, in this case,
the solution of (1.4) is piecewise smooth (more precisely, smooth on intervals of form
(ih, (i+ 1)h), i ∈ Z). Then (1.4) can be reformulated as a standard boundary value
problem for an ordinary differential equation of dimensions 2n2nm on the interval
[0, h]. For the latter boundary value problem, the transition between starting and
end time can be determined explicitly in the form of the action of a matrix exponen-
tial (the so-called semi-analytic approach [13, 6]) or by a numerical time-integration
scheme [11].
The common factor that leads to a poor scalability of the above vectorization
based approaches with respect to the dimension n is that they rely on solving a sys-
tem of equations in n2 variables, possibly multiplied with a large factor, hence when
using a direct solver the number of elementary operations amounts to O(n6) opera-
tions. To the best of the authors’ knowledge the only available method that allows
to address large-scale problems is the one presented in [11] for the single delay case,
which falls under the umbrella of shooting methods, with the transition map deter-
mined by time-integration. The key idea behind this approach, which has been shown
to be effective for problems with n up to ≈ 1000, is to solve the linear system of equa-
tions arising from the shooting method using a preconditioned Krylov method, where
the preconditioner is determined from the corresponding problem without delay. The
latter allows an application of the preconditioner using O(n3) operations. This ap-
proach is complementary to the presented approach, which has the distinctive feature
that it grounded in solving standard Lypunov matrix equations.
In Section 2 we present a spectral discretization of equation (1.6) into an or-
dinary equation of dimensions (N + 1)n, where N determines the resolution of the
discretization. This allows us to obtain approximations of delay Lyapunov matrices
and H2 norms from solving standard Lyapunov matrix equations. We also show how
using a transformation a favorable structure can be imposed. The main results are
obtained in Section 3, where among others projections on Krylov spaces are used
to approximate the solutions of these Lyapunov equations, resulting in a dynamic
construction of Lyapunov matrix approximations. Note that Krylov methods consti-
tute an established approach for solving large scale matrix Lyapunov equations, see,
e.g., [22, 21, 5] and the references therein. We will show that several methodologi-
cal choices can be made in such a way that the overall algorithm does not depend
any more on parameter N (the only condition is that it is sufficiently large with re-
spect to the number of iterations for building the Krylov space). This property is
at the basis of an interpretation of in terms of a projection method applied directly
to a linear infinite-dimensional system equivalent to the original delay system. In
this sense the algorithm complements the set of “discretizaton free” algorithms for
solving nonlinear eigenvalue problems and associated problems in [9, 10]. Numerical
experiments are reported in Section 4 and some concluding remark are formulated
in Section 5. Preliminary results regarding the computation of H2 norms have been
presented in [20].
2. Finite-dimensional approximation. In Section 2.1 we outline how to dis-
cretize (1.6) (and as a consequence (1.1)) using a spectral method [24], resulting in
a system described by ordinary differential equations. For sake of conciseness, the
derivation is slightly different from [2], in the sense that the connection of (1.6) with
an abstract infinite-dimensional linear system is not explicitly made. Subsequently,
we outline how an approximation of the delay Lyapunov matrix can be obtained from
this discretization. In Section 2.2 we discuss and illustrate properties of the obtained
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approximations. In Section 2.3 we refermulate the expressions for the delay Lyapunov
approximations in a form that is more suitable for the application of a Krylov method.
2.1. A spectral discretization. Given a positive integer N , we consider a mesh
ΩN of N + 1 distinct points in the interval [−τm, 0]:
ΩN = {θN,i, i = 1, . . . , N + 1} , (2.1)
where
−τm ≤ θN,1 < . . . < θN,N < θN,N+1 = 0.
Throughout the paper we choose the nonzero mesh points as scaled and shifted zeros
of the Chebyshev polynomial of the second kind and order N , i.e. the mesh points
are specified as
θN,i =
τm
2
(αN,i − 1), αN,i = − cos pii
N + 1
, i = 1, . . . , N + 1. (2.2)
Denoting with lN,k the Lagrange polynomials corresponding to ΩN , i.e., real
valued polynomials of degree N satisfying
lN,k(θN,i) =
{
1 i = k,
0 i 6= k,
and letting xk, k = 1, . . . , N + 1 functions from R to Rn, we approximate the “piece
of trajectory” x(t+ θ), θ ∈ [−τm, 0] as follows,
x(t+ θ) ≈
N+1∑
k=1
lN,k(θ)xk(t), θ ∈ [−τm, 0], (2.3)
which induces on its term the approximation
x1(t) ≈ x(t+ θN,1),
...
xN (t) ≈ x(t+ θN,N ),
xN+1(t) ≈ x(t).
(2.4)
Along a solution of (1.1), x is differentiable almost everywhere, hence for almost all
t ≥ 0, θ ∈ [−τm, 0] we can express
∂x(t+ θ)
∂t
=
∂x(t+ θ)
∂θ
.
Requiring that the right-hand side of (2.3) satisfies this identity for (collocation points)
θN,1, . . . , θN,N brings us to the equations
x˙i(t) =
N+1∑
k=1
l˙N,k(θi)xk(t), i = 1, . . . , N. (2.5)
Next, substituting the right-hand side of (2.3) into (1.6) yields{
x˙N+1(t) = A0xN+1(t) +
(∑m
i=1
∑N+1
k=1 AilN,k(−τi)
)
xk(t) +Bu(t),
y(t) = CxN+1(t).
(2.6)
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Letting z(t) = [xT1 (t) · · · xTN+1(t)]T ∈ R(N+1)n×1, Equations (2.5) and (2.6) can
be written as {
z˙(t) = ANz(t) +BNu(t),
y(t) = CNz(t),
(2.7)
where
AN =

d1,1 . . . d1,N+1
...
...
dN,1 . . . dN,N+1
a1 . . . aN+1
 , BN =

0
...
0
1
⊗B,
CN = [0 · · · 0 1]⊗ C
(2.8)
and{
di,k = l˙N,k(θN,i)In, i ∈ {1, . . . , N}, k ∈ {1, . . . , N + 1},
ak = A0lN,k(0) +
∑m
i=1AilN,k(−τi), k ∈ {1, . . . , N + 1}.
The advantage of approximation (2.7) is that it is in the form of a standard state
space representation, for which many analysis and control design techniques exist.
We refer to [26] where (2.7) is at the basis of a design method for fixed-order H2
optimal controller.
According to (2.4), it is natural to relate the initial condition in the definition
of the fundamental solution K, see (1.2), with initial condition z(0) = EN of (2.7),
where
EN = [0 · · · 0 1]T ⊗ In.
This allows us to approximate the fundamental matrix K(t) by KN (t), defined as
KN (t) = E
T
Ne
AN tEN , (2.9)
which by (1.3) leads us on its turn to an approximation PN of P ,
PN (t) =
∫∞
0
KN (s)BB
TK(s+ t)ds
=
∫∞
0
ETNe
ANsBNBTNe
ATN (s+t)ENds.
(2.10)
Similarly, we can approximate Υ in (1.7) by the transfer function of (2.7), given by
ΥN (s) = CN (sI −AN )−1BN . (2.11)
The following proposition provides a computational expression for PN in terms of a
Lyapunov matrix equation. The arguments in the proof are well known but we include
them to make the paper self contained.
Proposition 2.1. If matrix AN is Hurwitz, we can express
PN (t) = ETNPNeA
T
N tEN , (2.12)
where PN satisfies the Lyapunov equation
ANPN + PNATN +BNBTN = 0. (2.13)
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Proof. We can write (2.10) as PN (t) = ETN P˜NeA
T
N tEN , where
P˜N =
∫ ∞
0
eANsBNBTNe
ATNsds.
We have
AN P˜N + P˜NATN =
∫∞
0
d
ds
(
eANsBNBTNe
ATNs
)
ds
= −BNBTN ,
the latter following from the Hurwitz property of AN . Since for the same reason the
solution to Lyapunov equation (2.13) uniquely exists, we conclude P˜N = PN .
The next proposition expresses that the approximation (2.10) of the delay Lya-
punov matrix, and the approximation of the transfer function, are consistent with
respect to property (2.2).
Proposition 2.2. Function (2.10) and transfer function (2.11) satisfy
‖ΥN‖22 = tr
(
CPN (0)CT
)
. (2.14)
2.2. Properties. We discuss properties of approximations (2.7) and (2.10) which
are instrumental to the developments in the next sections, and which further shed a
light on the difficulty of the problem of computing the delay Lyapunov matrix. They
are illustrated by means of the didactic example
x˙(t) =
1
2
x(t)− x(t− 1) + u(t), y(t) = x(t). (2.15)
Time domain. The function t 7→ K(t) is in general not analytic on (0, ∞), due
to the propagation of the discontinuity at t = 0. If function K has a discontinuity in
its k-th derivative (k = 0 for a discontinuity in the function) at some time tˆ ≥ 0, then
the function has, in the generic case, a discontinuity in its (k + 1)-th derivative at
time instants tˆ+ τi, i = 1, . . . ,m. The increase of regularity is called the smoothing
property of solutions [7].
Via definition (1.3) the non-smoothness of K propagates to the function t ≥
0 7→ P (t) (we restrict to non-negative t because of the so-called symmetry property
P (−t) = P (t)T ). In Section 4 of [12] it has been shown that the function P is in
general not infinitely many times differentiable for t ∈ S, where
S = {~τ · ~z : ~z ∈ Zm, ~τ · ~z > 0} ,
where ~τ = (τ1, . . . , τm) and ~z = (z1, . . . , zm). In the commensurate delay case, where
~τ = h~n with n ∈ Nm and gcd(~n) = 1, we have S = {kh : k = 0, 1, 2, . . .}. In case
of non-commensurate delays, set S is dense in [0,∞). In both cases, function P is
continuous, P˙ are continuous on (0,∞), while P¨ is continuous for all t ∈ (0,∞) except
for t = τi, i ∈ {1, . . . ,m}, but still of bounded variation. For more details we refer
to [12]. As an illustration we plot the functions K and P , corresponding to (2.15), in
Figure 2.1.
In Figure 2.2 we plot for system (2.15) the normalized errors
maxt∈[0, tmax] |P (t)− PN (t)|
maxt∈[0, tmax] |P (t)|
(2.16)
7
0 2 4 6 8 10
t
-2
-1
0
1
2
K(
t)
0 2 4 6 8 10
t
-4
-2
0
2
4
6
P(
t)
Fig. 2.1. Plot of functions K and P for system (2.15). The circles correspond to time-instants
where the function is not infinitely many times differentiable. Function K (function P ) exhibits a
discontinuity in its k-th derivative ((k + 1)-th derivative) at t = k, for all k ∈ N.
for tmax = 2 and
|P (0)− PN (0)|
|P (0)| , (2.17)
as a function of N . Note that, as B = C = 1 for system (2.15), expression (2.17)
corresponds to the normalized error on the squared H2 norm if the latter is approxi-
mated by ‖ΥN‖22, see (2.14). We observe the following rates of convergence: O
(
N−2
)
for (2.16), and O (N−3) for (2.17). In all other experiments we observed the same
rates of convergence.
The seemingly slow convergence, O (N−2) for the maximum error of P on a
compact interval, is expected in view of the smoothness properties of function P . As
we have seen, P has discontinuities in its second derivative at t = τi, i = 1, . . . ,m
(with P¨ of bounded variation), while function PN , defined by (2.10), is analytic on R.
Thus, we are approximating a non-smooth function by a series of smooth functions.
Note that we would obtain the same rate of convergence when approximating P
on an interval by a series of polynomials interpolating in a Chebyshev mesh [23,
Theorem 7.2]. As P is analytic in the interval (0, τ1) and we only consider nonnegative
t, the convergence rate is better at t = 0. We refer to [26], where an extensive
argumentation for the rateO(N−3) for theH2 norm approximation induced by ‖ΥN‖2
is given. We recall that the lack of smoothness of P also affects solution schemes based
on solving the boundary value problem (1.4) directly [12].
Frequency domain. With the choice of the Chebyshev mesh (2.2) the asymptotic
convergence of the individual eigenvalues of AN to corresponding characteristic roots
is fast. More specifically, in [2] it is proven that spectral accuracy (approximation error
O(N−N )) is obtained. An additional property of using mesh (2.2) for discretizing
(1.6), observed in extensive numerical experiments, is that the eigenvalues of AN ,
which have not yet converged to corresponding characteristic roots of (1.1), are very
often located to the left of the eigenvalues that have already converged, which is
important with respect to preservation of stability. These properties are illustrated for
system (2.15) in Figure 2.3. Finally, since the effect of the spectral discretization can
be interpreted in terms of a rational approximation of functions λ→ exp(−λτi), i =
1, . . . ,m around zero, see [28], convergence is almost invariably reached first for the
smallest characteristic roots in modulus if N is gradually increased. Due to the
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Fig. 2.2. Normalized error (2.16) (blue curve) and (2.17) (green curve) as a function of N
for system (2.15). The dashed lines indicate the rates O (N−2) and O (N−3).
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Fig. 2.3. (left) all eigenvalues of AN , corresponding to system (2.15), for N = 30 (black
circles). (right) Zoom of the right-part of the spectrum of AN , supplemented with the characteristic
roots of the delay equation (blue stars). Its null solution is exponentially stable, with rightmost
characteristic roots −0.1629± 0.9725j.
characteristic shape on the spectrum of delay equation (exhibiting infinite root chains
extending in the left half plane, along which the imaginary part grows exponentially as
a function of the real part, see [27] for a detailed description), the rightmost, stability
determining roots, are typically among the smallest characteristic roots.
With respect to the approximation of the transfer function, the following moment
matching property is proven in [17], which is in fact independent of the choice of the
mesh points in (2.1).
Proposition 2.3. The transfer functions (1.7) and (2.11) satisfy,
diΥN (s)
dsi
∣∣∣∣
s=0
=
diΥ(s)
dsi
∣∣∣∣
s=0
, i = 0, . . . , N, (2.18)
and
diΥN (s
−1)
dsi
∣∣∣∣
s=0
=
diΥ(s−1)
dsi
∣∣∣∣
s=0
, i = 0, 1, (2.19)
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Fig. 2.4. (left) Modulus of the transfer function of (2.15) (blue curve) and the corresponding
approximation (2.11) for N = 5 (red curve), evaluated on the imaginary axis, i.e. for s = ıω, ω ≥ 0.
(right) Approximation error on the imaginary axis for N = 5 (red curve), N = 30 (blue curve) and
N = 100 (black curve).
that is, the moments of Υ(s) and ΥN (s) at zero match up to the N th moment, and
the moments at infinity match up to the first moment.
By Property (2.18), which corresponds to Hermite interpolation at s = 0, the
region in the complex plane where the approximation is accurate extends from the
origin as N is increased, consistently with the convergence behavior of characteristic
root approximations sketched in the right pane of Figure 2.3 . At the same time,
the asymptotic delay rate of the transfer function for ω → ∞, which is described by
CB/ω, is captured by property (2.19). Note that higher-order moments of (1.7) at
infinity are not well defined, which is related to the property that s =∞ is an essential
singularity of Υ. As a consequence, the overall approximation error is mainly due to
a mismatch in the mid-frequency range. This is illustrated in Figure 2.4, where we
compare the transfer function of (2.15) and its approximation of form (2.11).
The right pane in Figure 2.4 gives a complementary explanation, besides the
smoothness properties of the function t 7→ P (t), why the convergence of PN (0) to P (0)
has exhibits a low rate of convergence O(N−3), compared to the spectral convergence
of the eigenvalues ofAN : unlike an individual pole and theH∞ norm, theH2 norm is a
global characteristic of the transfer function, in the sense that an accurate computation
involves approximating the transfer function well over whole the imaginary axis.
2.3. A reformulation of the discretized problem. The following main the-
orem reformulates expressions (2.12)-(2.13) in terms of a matrix GN similar to A−1N ,
giving the Lyapunov equation a favorable structure that will be exploited by the
algorithms presented in Section 3.
Theorem 2.4. Assume that AN is Hurwitz and let
GN = Σ
−1
N ΠN , (2.20)
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where
ΠN =
τm
4

4
τm
4
τm
4
τm
· · · · · · 4
τm
2 0 −1
1
2
0 − 1
2
1
3
0 − 1
3
. . .
. . .
. . .
1
N−1 0 − 1N−1
1
N
0

⊗ I (2.21)
and
ΣN =

R0 R1 · · · RN
In
. . .
In
 , (2.22)
with
Ri = A0Ti(1) +
m∑
k=1
AkTi
(
−2 τk
τm
+ 1
)
, i = 0, . . . , N
and Ti the Chebyshev polynomial of the first kind and order i, i = 0, 1, 2, . . .. More-
over, let
HN =

R−10
(
I − τm2 R1
)
R−10 B
τm
2 R
−1
0 B
0
...
0
 (2.23)
and
FN = [R0 R1 · · · RN ]. (2.24)
Then we can express PN in (2.12) as
PN (t) = FNQNeG
−T
N tFTN (2.25)
where QN satisfies the Lyapunov equation
GNQN +QNG
T
N +HNH
T
N = 0. (2.26)
Moreover, system (2.7) is equivalent to{
GN η˙(t) = η(t) +HNu(t),
y(t) = CFNη(t),
(2.27)
and we can express
ΥN (s) = CFN (sGN − I)−1HN . (2.28)
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Proof. In [17, Section 3.1] it has been shown that
AN = (SN ⊗ I)G−1N (S−1N ⊗ I), (2.29)
where matrix SN ∈ R(N+1)×(N+1) maps coefficients of a polynomial of degree N in
the Chebyshev basis {
Ti
(
2
t
τm
+ 1
)
: i = 0, . . . , N
}
(2.30)
onto the corresponding coefficients in the Lagrange basis,
{lN,i(t) : i = 1, . . . , N + 1},
defined on the mesh (2.2).
Substituting (2.29) into (2.10) yields
PN (t) =
∫ ∞
0
ETN (SN ⊗ I)eG
−1
N s(S−1N ⊗ I)BN
BTN (S
−T
N ⊗ I)eG
−T
N (s+t)(STN ⊗ I)ENds. (2.31)
In the proof of Theorem 3.2 of [17] it has been shown that
(S−1N ⊗ I)BN = cN ⊗B, ETN (SN ⊗ I) = 1TN ⊗ I, (2.32)
with
cN =
{ 2
N+1 [0 1 0 1 · · · 0 1]T ⊗B, N odd,
2
N+1 [
1
2 0 1 0 1 · · · 0 1]T ⊗B, N even,
and 1N = [1 1 · · · 1]T . Using these expressions, as well as the identity eG−1N t =
G−1N e
G−1N tGN , we can write (2.31) as
PN (t) =
∫ ∞
0
(1TN ⊗ I)G−1N eG
−1
N sGN (cN ⊗B)
(cTN ⊗BT )GTNeG
−T
N (s+t)G−TN (1N ⊗ I)ds. (2.33)
A straightforward computation shows that
(1TN ⊗ I)G−1N = FN , GN (cN ⊗B) = HˆN ,
with
HˆN =

R−10 B
0
...
0
 .
As a consequence, we can write
PN (t) = FN
(∫ ∞
0
eG
−1
N sHˆN Hˆ
T
Ne
G−TN s ds
)
eG
−T
N tFTN . (2.34)
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Denoting the integral in (2.34) by QˆN , we can express the latter, relying on the
assumption that AN and G−1N are Hurwitz, as the solution of the Lyapunov equation
G−1N QˆN + QˆNG
−T
N + HˆN Hˆ
T
N = 0.
Pre-multiplying this equations with GN and post-multiplying with G
T
N yields
QˆNG
T
N +GN QˆN +GN HˆN Hˆ
T
NG
T
N = 0.
Since we have GN HˆN = HN , it follows that QˆN = QN , where QN uniquely solves
(2.26). Hence, (2.34) corresponds to (2.25) and (2.26).
Finally,expression (2.28) constitutes the assertion of Theorem 3.2 of [17].
Matrices ΣN and ΠN have a sparse structure that can be exploited. In what
follows a key role will be played by the following property.
Proposition 2.5. Assume that N1, N2 ∈ N with N1 < N2. Then the matrices
ΣN1 ,ΠN1 , FN1 , HN1 in Theorem 2.4 are submatrices of ΣN2 ,ΠN2 , FN2 , HN2 .
3. A dynamic subspace method. The price to pay for the discretization of
the delay equation and the standard state space representation (2.7), which on their
turn led us to delay Lyapunov matrix approximations in explicit form, namely (2.12)-
(2.13) and (2.25)-(2.26), is an increase of dimension from n to (N + 1)n. At the same
time relatively of high value of N are expected for an accurate approximation, as
motivated in Section 2.2.
If Nn is large and matrix BNB
T
N , respectively HNH
T
N , has low rank (in the sense
of r << Nn), computing a low-rank approximation of PN , respectively QN , may be
beneficial. In this section we construct an approximation inferred from the projection
of the Lyapunov equation on a Krylov space of dimension kr. Before we present
the construction in Sections 3.2-3.4, we use another didactic example to motivate
important methodological choices regarding i) the relation between parameters N and
k, ii) the choice of the Krylov space, and iii) the system matrix / Lyapunov equation
to be projected on this space. We discuss some implementation aspects in Section
3.5 and conclude with an interpretation in terms of projecting an infinite-dimension
system linear in Section 3.6.
The main contributions are contained in Sections 3.4-3.6. The Arnoldi process of
Section 3.2 and the construction of the reduced model in Sections 3.3 extend results
presented in [9, 17] to the multiple-input setting.
Since the technical derivations involve many steps, we included Figure 3.3 at the
end of the section in order to keep an overview of the main steps and corresponding
notations.
3.1. Motivation of methodological choices. We consider system
x˙(t) =
 −0.08 −0.03 0.20.2 −0.04 −0.005
−0.06 0.2 −0.07
x(t) +
 −0.0471 −0.0504 −0.0602−0.0942 −0.1008 −0.1204
0.0471 0.0504 0.0602
x(t− 5)
+
 11
1
u(t), y(t) = [ 1 0 0 ]x(t).
(3.1)
For N = 50, 100, 150 and 200 we computed matrices PN and QN , solving Lyapunov
equations (2.13) and (2.26). We display in Figure 3.1 (above) their ordered singular
values, normalized such that the leading singular value equals to one. We also show,
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Fig. 3.1. (above) Normalized eigenvalues (λi(·) denoting the i-th, eigenvalue in decreasing
order) of matrix PN and QN , computed for system (3.1). (below) Spectral norm of PN (red) and
QN (blue) as a function of N .
in the lower figure, the leading singular value of both matrices as a function of N . This
experiment indicates that the solution of Lyapunov equation (2.26), inferred from the
representation (2.27), is more amendable for a low-rank approximation.
Concerning the input-output behavior, Proposition 2.3 expresses that functions
Υ and ΥN match N + 1 moments at zero and two at infinity. To have these matching
moments carried over by a projection of (2.7) on a right Krylov space, one needs in
general a subspace of dimension N+2. At the same time, if more than N+1 moments
at zero are preserved by the projection, or more than two at infinity, the highest order
moments won’t match anymore with those of the original transfer function (1.7). This
can be interpreted as an instance of “over-fitting” in the sense that particularities of
the discretization (2.7) are captured by the projection, which are not present in the
original delay equation and related to the discretization error. Similar conclusions
can be made from the experiment related to the upper right pane of Figure 3.1. On
a compact interval for index i, the eigenvalue functions of QN uniformly converge for
N →∞ to the limit function indicated in black color, which is related to the original
(non-discretized) delay equation (we come back to this in Section 3.6). Important
to observe is that, for a given value of N , less than N singular values are related to
the limit behavior. This indicates that, at least for a best rank-k approximation of
QN , the choice k > N could lead to a similar instance of over-fitting. All the above
elments motivate us to assure N being sufficiently large, such that the dimension of
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Fig. 3.2. Absolute error on the smallest characteristic roots of (3.1), obtained from (3.3)
(blue) and (3.4) (red). In the left pane we consider N = k = 30, in the right pane N = k = 60.
the subspace k satisfies
k ≤ N (3.2)
and, preferably k << N .
The typical spectrum distribution of delay equations, with rightmost character-
istic roots close to the origin, the properties of the spectral discretization, illustrated
in Figure 2.3, and the above reasoning with respect to matching moments, suggest to
build a Krylov space using matrix A−1N ,
Kk(A−1N , BN ) = span
{
BN ,A−1N BN , . . . , A−(k−1)N BN
}
.
Letting the columns of VN,k be an orthogonal basis for this Krylov space, we depict
in Figure 3.2 the approximation error on the smallest characteristic roots for (3.1),
obtained as the reciprocal of the eigenvalues of
V TN,kA−1N VN,k, (3.3)
and as the eigenvalues of
V TN,kANVN,k, (3.4)
for N = 30, N = 60 and in both cases k = N (such that (3.2) is taken into account).
The plots illustrates a property observed in many experiments, that it is beneficial to
project matrix A−1N on the Krylov space, compared to projecting AN . This observa-
tion can be explained by a better separation of the targeted characteristic roots after
an inversion of the spectrum.
The preference for building a Krylov space for A−1N and for projecting this matrix,
the property that GN is similar to A−1N , and, last but not least, the typically faster
decay of singular values of QN than those of PN naturally lead us to the representation
(2.25)-(2.28) of the discretized system and associated approximation of the delay
Lyapunov matrix. In addition, matrices ΣN and ΠN have a sparse structure that
can be exploited. In particular, the property expressed in Proposition 2.5 along with
condition (3.2) will allow us to ultimately arrive at a method that does not rely on
an a-priori choice of critical parameter N , similar to the infinite-Arnoldi method for
eigenvalue computations [9].
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3.2. Dynamic construction of a Krylov space. We fix integer k and as-
sume N large enough such that (3.2) holds. We consider the block Krylov space
Kk(GN , b) = span{b,GNb, . . . , Gk−1N b}, (3.5)
where b is a block vector of size (N + 1)n× r, having the structure
b = [xT0 0 · · · 0]T , (3.6)
with x0 ∈ Rn×r to be specified in Section 3.3. The block Arnoldi algorithm builds the
Krylov sequence, block vector by block vector, where these vectors are orthogonalized.
Due to the special structure of b and the fact that GN is a block Hessenberg matrix,
whose blocks have size n×n, the block vectors GNb, . . . , Gk−1N b only have their first 2n,
3n, . . . , kn block rows different from zero. Moreover, in computing the matrix vector
products with (3.6), only sub-matrices of GN are needed. Hence, in the computation
of the Krylov space, we can restrict to storing only the nonzero part of the block
vectors and using the relevant part of GN . This leads us to the following procedure.
1. Apply Algorithm 1 for computing a basis ofKk(Gk−1, [xT0 0 · · · 0]T ). There we
use notation common for Arnoldi iterations: we let Hi ∈ R(i+1)r×ri denote
the constructed rectangular block Hessenberg matrix and Hi ∈ Rri×ri the
corresponding i× i upper blocks.
2. A basis for
Kk(GN , [xT0 0 · · · 0]T ) (3.7)
is spanned by the columns of
VN,k =
[
VTk 0 · · · 0
]T ∈ R(N+1)n×kr, (3.8)
while, due to the structure of GN , expression
Hk = V TN,k GN VN,k,
holds, i.e., Hk can be considered as an orthogonal projection of GN on a
k-dimensional Krylov subspace, for any N satisfying (3.2).
3.3. Dynamic approximation of the transfer function. We now arrive at
the derivation of an approximation of ΥN (s), defined by (2.11) or, equivalently, (2.28),
having a prescribed order kr, once again under the condition that (3.2) is satisfied. For
this we construct the Krylov space (3.7) and project matrices FN , GN , HN , defined
in Theorem 2.4, on this Krylov space. An orthogonal projection yields the following
approximation of ΥN (s):
Υk(s) = Fk (sGk − I)−1 Hk, (3.9)
where
Fk = CFN VN,k = CFk−1Vk,
Gk = V
T
N,k GN VN,k = Hk,
Hk = V
T
N,k HN = V
T
kHk−1,
(3.10)
matrix Vk and Hk refer to the output of Algorithm 1 and VN,k is given by (3.8). The
matrices of the reduced model (3.9) do not depend on N . Furthermore, matrices Fk
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Algorithm 1 A structure exploiting block Arnoldi algorithm
Require: x0 ∈ Rn×r of full column rank, number of iterations k
1: Let x0 = Q0R˜0 be the reduced QR factorization of x0. Set V1 = Q0 and let H0
be the empty matrix
2: for i = 1, 2, . . . , k do
3: Let Wi = Gi
[
Qi−1
0
]
4: Compute Hi = [V
T
i 0] Wi and then Wˆi = Wi −
[
Vi
0
]
Hi (orthogonalization)
5: Compute Wˆi = QiR˜i as the reduced QR factorization of Wˆi (normalization)
6: Let Hi =
[ Hi−1 Hi
0 R˜i
]
∈ R(i+1)r×ir
7: Expand Vi into Vi+1 =
[
Vi
0
Qi
]
8: end for
Output: matrix Vk, whose columns are an orthogonal basis for
Kk(Gk−1, [xT0 0 · · · 0]T ), Hk, Hk, satisfying Hk = VTkGk−1Vk.
and Hk are submatrices of Fk+1 and Hk+1. Therefore, they can be constructed in a
dynamic way when doing iterations of Algorithm 1, as is the case with the Hessenberg
matrix Gk = Hk.
With a particular choice of the vector x0 in (3.7), the transfer function (3.9)
satisfies the following moment matching property with the (original) transfer function
(1.7) of the time-delay system (1.6).
Proposition 3.1. [17, Theorem 11] Let N, k ∈ N with N ≥ k ≥ 2 and let the
Krylov space (3.7) be constructed from
x0 = R
−1
0 B.
Then transfer function (3.9) satisfies
diΥk(s)
dsi
∣∣∣∣
s=0
=
diΥ(s)
dsi
∣∣∣∣
s=0
, i = 0, . . . , k − 2 (3.11)
and
diΥk(s
−1)
dsi
∣∣∣∣
s=0
=
diΥ(s−1)
dsi
∣∣∣∣
s=0
, i = 0, 1. (3.12)
Note that Proposition 3.1 concerns the matching of moments with the transfer
function of the original delay system (1.6). This is due to to the property that the
moments, preserved by projection of the discretized system, are precisely matching
moments between the discretized system and the delay system, by Proposition 2.3.
3.4. Dynamic approximation of the delay Lyapunov matrix. The eval-
uation of PN (t), defined by (2.25), relies on solving Lyapunov equation (2.26). An
established way to solve large-scale Lyapunov equations consists of computing a low-
rank approximation obtained from the projection of the Lyapunov equation on a
Krylov space, see, e.g., [21] and the references therein.
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To determine an appropriate Krylov space, it is useful to express QN in terms of
matrix exponentials,
QN =
∫ ∞
0
eG
−1
N s
(
G−1N HN
) (
HTNG
−T
N
)
eG
−T
N sds. (3.13)
Hence, a low rank approximation of QN can be induced by approximating the action
of eG
−1
N t on vector(s) (G−1N HN ) in a low-dimensional space. This motivates us to
include
G−1N HN =

R−10 B
0
...
0

in the Krylov space. Furthermore, since the rightmost characteristic roots of a delay
equation are typically very well approximated by the dominant eigenvalues of GN
(equivalently, the smallest eigenvalues of AN in modulus), while the largest eigen-
values of AN have no correspondence with characteristic roots (see the arguments in
Section 2.2 and the illustration in Figure 2.3), approximating the dominant eigenspace
of GN should be favored, which brings us once again to Krylov space (3.7) with start-
ing vector x0 = R
−1
0 B.
ReplacingQN in (2.26) by VN,kQkV
T
N,k and requiring the residual to be orthogonal
with respect to the Krylov space, we arrive at the projected Lyapunov equation
GkQk + QkG
T
k + HkH
T
k = 0. (3.14)
Hence, under assumption that Gk is invertible we can approximate
QN ≈ VN,kQkV TN,k
=
∫∞
0
VN,ke
sG−1k (G−1k Hk) (H
T
kG
−T
k )e
sG−Tk V TN,k ds.
(3.15)
Let us now compare approximation (3.15) with expression (3.13). By construction of
the Krylov space we have
G−1N HN = VN,kβ
for some matrix β of appropriate dimensions. As a consequence,
HN = GNVN,kβ ⇒ Hk = Gkβ.
Thus, the approximation of QN as in (3.15) can be interpreted in terms of the ap-
proximation
etG
−1
N (G−1N HN ) = e
tG−1N (VN,k)β ≈ VN,ketG
−1
k β. (3.16)
Substituting the right-hand side of (3.15) into (2.25) we get
PN (t) ≈ FNVN,kQkV TN,keG
−T
N tFTN
= FNVN,kQk
(
etG
−1
N VN,k
)T
FTN .
(3.17)
To approximate etG
−1
N VN,k we use the same principle underlying (3.16). More pre-
cisely, we build a Krylov space, span
{
VN,k, GNVN,k, . . . , G
k
NVN,k
}
. Since the columns
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of VN,k already span a Krylov space, this can be done by doing k more iterations of
Algorithm 1, provided condition (3.2) on N is strengthened to
2k ≤ N. (3.18)
It results in a basis VN,2k such that VN,k = VN,2k
[
I
0
]
, hence, we can approximate
(
etG
−1
N VN,k
)
≈ VN,2ketG
−1
2k
[
I
0
]
. (3.19)
Finally, combining (3.17) and (3.19) we arrive at the following approximation of
PN (t) and thus of the Lyapunov matrix P (t),
Pk(t) = [R0 R1 · · ·Rk−1]VkQk [I 0] etG
−T
2k VT2k

RT0
RT1
...
RT2k−1
 , (3.20)
where Qk satisfies (3.14). This brings us to Algorithm 2.
Algorithm 2 Construction of a (uniformly) low-rank approximation of the the delay
Lyapunov matrix
Require: B ∈ Rn×r of full column rank, parameter k determining number of Arnoldi
iterations
1: Set x0 = R
−1
0 B and perform 2k iterations of Algorithm 1, resulting
in V2k and G2k = H2k; set
Gk =
[
Ikr 0
]
G2k
[
Ikr
0
]
.
2: Construct matrices Hk = V
T
kHk−1 and Lk = [R0 R1 · · ·R2k−1]V2k.
3: Solve Lyapunov equation (3.14) for Qk.
Output: matrices Lk, Qk, G2k from which Pk can be constructed
according to (3.20).
Finally we note that the low-order approximation (3.9) of transfer function Υ and
the approximation (3.20) of Lyapunov matrix P (t) of rank smaller or equal to kr are
still consistent, in view of Proposition 1.9 and Proposition 2.2.
Proposition 3.2. We can express ‖Υk‖22 = Tr
(
CPk(0)C
T
)
Proof. From (3.20) we directly have
Tr
(
CPk(0)C
T
)
= Tr
(
CFNVN,kQkV
T
N,kF
T
NC
T
)
= Tr
(
FkQkF
T
k
)
The latter expression, combined with (3.14), characterize the H2 norm of Υk.
3.5. Implementation aspects and computational complexity. Algorithm 2
is fully dynamic, in the sense that by increasing iteration count k, matrices Vk, Gk,
Lk, etc., only need to be extended or updated, hence, the iteration can be resumed
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if the accuracy is deemed insufficient. If k is not chosen a-priori, this brings us to
discuss stopping criteria. The most reliable approach consists of testing the residual
for boundary value problem (1.4) at a set of time-instants in the interval under consid-
eration. Substituting (3.20) in (1.4) and letting the columns of Wk be on orthogonal
basis for the column space of [Lk A0Lk · · · AmLk] , every term in the equations has
its column, respectively row range contained in those of Wk, respectively WTk . As a
consequence the Euclidean norm of the residual at a given time-instant can be ex-
pressed in terms of the residual for a boundary value problem where the size of the
matrices is determined by the rank of Wk.
The construction of matrix Wk however introduces a significant additional com-
putational cost. To our experience a good indicator of convergence consists of deter-
mining the residual for Lyapunov equation (2.26). Recall that GNQN is approximated
by
GNVN,kQkV
T
N,k = VN,k+1Hk [Qk 0]V TN,k+1.
At the same time we have
HN = VN,kV
T
N,kHN = VN,kHk = VN,k+1
[
Hk
0
]
.
Since the columns of VN,k+1 are orthogonal, the residual of (2.26), RN,k satisfies
‖RN,k‖2 =
∥∥∥∥Hk [Qk 0] + [ QTk0
]
HTk +
[
Hk
0
] [
HTk 0
]∥∥∥∥
2
. (3.21)
Note that the residual norm can be expressed in terms of projected matrices and is
independent of N .
What concerns the computational complexity, the core of Algorithm 2 consists of
doing 2k iterations of Algorithm 1. Expressed in terms of operations on vectors of
length n, the computational complexity is as follows:
number of backward solves: 2rk,
number of matrix vector products: O(rk2),
number of scalar products (orthogonalization): O(r2k3).
It is important to point out that all backwards solves are with the same matrix (R0),
inherent to an Arnoldi type algorithm. Hence, the first step in our implementation
consists of computing a (sparse) LU factorization of matrix R0 =
∑m
i=0Ai. For the
remaining steps of Algoirthm 2 the dominant cost in most cases consists of solving
Lyapunov equation (3.14) for Qk, whose complexity is described by O(r3k3) oper-
ations for the adopted Bartels-Stewart algorithm. In addition, our implementation
fully exploits the property that, due to the special structure of Gk and the starting
vector of the Arnoldi iteration, Vk can be represented in the form
Vk = (Ik ⊗Wk)

v1,1 v1,2 · · · v1,k
0 v2,2 . . . v2,k
...
. . .
. . .
...
0 · · · 0 vk,k
 , (3.22)
where both factors are orthogonal matrices, matrix Wk has dimensions n × s with
s ≤ kr and vi,j ∈ Rs×r, i, j = 1, . . . , k. Furthermore, both factors can be dynamically
constructed. These properties are fundamental in the so-called tensor infinite Arnoldi
method and CORK framework (COmpact Rational Krylov algorithms) for nonlinear
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eigenvalue problems [25, 10], on their turn generalizing [1] for quadratic eigenvalue
problems. We refer to these references for more details on representation (3.22). Ob-
viously, for large n its use leads to a significant reduction in the memory requirements,
but it is also beneficial in terms of computational complexity, as argued in [10].
3.6. Interpretation in terms of projections of an infinite-dimensional
system. The spectral discretization in Section 2, resulting in a finite-dimensional
approximation of dimension (N + 1)n, played a major role in the technical derivation
of Algorithm 2. However, eventually the role of parameter N is marginal:
• the execution of Algorithm 2 (and Algorithm 1 on which it relies), as well as
the discussed stopping criteria, do not rely on a choice of N ;
• the algorithms are dynamic in the sense that the iterative processes can always
be resumed;
• Proposition 3.1 connects moments of transfer functions Υk and Υ directly.
As a matter of fact it is only implicitly assumed that N is sufficiently large (such
that (3.18) holds). A limit argument, for N → ∞, provides some intuition for the
existence of an interpretation of Algorithm 2 as an algorithm acting on an infinite-
dimensional linear system equivalent to (1.6). This is also suggested by Figure 3.1,
where the singular value functions of QN uniformly converge on compact intervals
to the limit function displayed in black color. In what follows we make a connection
with an infinite-dimensional linear system concrete.
We reconsider system (1.6) and define
v(θ, t) = x(t+ θ), θ ∈ [−τm, 0], t ≥ 0.
Solutions of (1.6), starting at t = 0, are continuous for t ≥ 0, and they satisfy the
advection PDE{
∂v
∂t (θ, t)− ∂v∂θ (θ, t) = 0, θ ∈ [−τm, 0), t ≥ τm,
∂v
∂t (0, t) = A0v(0, t) +
∑m
i=1Aiv(−τi, t) +Bu(t), t ≥ τm,
(3.23)
see [15]. Let us represent v(θ, t) in a Chebyshev series in variable θ on the interval
[−τm, 0],
v(θ, t) =
∑∞
j=0 cj(t)Tj
(
2θ
τm
+ 1
)
, θ ∈ [−τm, 0].
The second equation in (3.23) then becomes∑∞
j=0 c˙j(t) = A0
(∑∞
j=0 cj(t)
)
+
∑m
i=1Ai
(∑∞
j=0 cj(t)Tj
(
− 2τiτm + 1
))
=
∑∞
j=0 cj(t)
(
A0 +
∑m
i=1AiTj
(
− 2τiτm + 1
))
.
(3.24)
In the same way the first equation in (3.23) becomes
∞∑
j=0
c˙j(t)Tj
(
2θ
τm
+ 1
)
=
∞∑
j=1
cj(t)
2j
τm
Uj−1
(
2θ
τm
+ 1
)
, (3.25)
where we employed the property
T˙j+1(θ) = (j + 1)Uj(θ),
with Uj the Chebyshev polynomial of the second kind and order j, for j ≥ 0.
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For j ≥ 2 we can substitute expression
Tj
(
2θ
τm
+ 1
)
=
1
2
(
Uj
(
2θ
τm
+ 1
)
− Uj−2
(
2θ
τm
+ 1
))
in (3.25), as well as
T1
(
2θ
τm
+ 1
)
=
1
2
U1
(
2θ
τm
+ 1
)
, T0
(
2θ
τm
+ 1
)
= U0
(
2θ
τm
+ 1
)
.
Multiplying subsequently left and right hand side of (3.25) with
Ui−1
(
2θ
τm
+ 1
)√
1−
(
2θ
τm
+ 1
)2
,
taking the integral in θ from −τm to zero, and considering the orthogonality properties
of Chebyshev polynomials of the second kind, we arrive at
c˙0(t)− 12 c˙2(t) = 2τm c1,
1
2 (c˙i−1(t)− c˙i+1(t)) = 2iτm ci, i ≥ 2.
(3.26)
Letting c =
[
cT0 c
T
1 · · ·
]T
, e1 = [1 0 · · · ]T and 1 = [1 1 · · · ]T , differential equations
(3.25) and (3.26) can be written as{
Π∞c˙(t) = Σ∞c(t) + (e1 ⊗B)u(t),
y(t) =
(
1T ⊗ C) c(t), (3.27)
with
Π∞ =
τm
4

4
τm
4
τm
4
τm
· · · · · · · · ·
2 0 −1
1
2
0 − 1
2
1
3
0 − 1
3
. . .
. . .
. . .
⊗ I (3.28)
and
Σ∞ =
 R0 R1 · · ·In
. . .
 . (3.29)
System (3.27)-(3.29) can be interpreted as alternative representation of (3.23),
and of the original delay equation (1.6). At the same time, system (2.27), obtained
after a spectral discretization and at the basis of the approach spelled out in the
previous sections, is equivalent to{
ΠN c˙N (t) = ΣNcN (t) + (1N ⊗B)u(t),
y(t) = (1TN ⊗ C)x(t) (3.30)
since
GNΣ
−1
N (1N ⊗B) = HN , (1TN ⊗ C)G−1N = FN .
System (3.30) can be obtained from (3.27) by truncating the state to the first
N+1 block components (or, equivalently applying a Galerkin projection on the range
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System
Delay Lyapunov matrix
(approximation)
Variable of standard
Lyapunov matrix
equation
A0,. . .,Am,B,C
τ1,. . .,τm
P (t)
AN ,BN ,CN
∼CFN ,GN ,HN
dim = (N + 1)n
PN (t) PNQN
Fk,Gk,Hk
dim = kr
Pk(t)
rank ≤ 2kr
Qk
dim = kr
Spectral Discretization
Projection on Krylov Space (2k ≤ N)
∼ Π∞,Σ∞,
(e1 ⊗B), (1T ⊗ C)
Projection
Fig. 3.3. Overview of different steps in the derivations and corresponding notations. If only
the H2 norm needs to be approximated, a Kyrlov space of dimension k such that k ≤ N is sufficient.
With the relation between k and N satisfied, the delay Lyapunov matrix and H2 norm approxima-
tions, obtained after projection of the discretized system, do not depend on the value of N , only on
k. This leads to the interpretation spelled out in Section 3.6 and illustrated with the curves arrows.
of
(
[In(N+1) 0 · · · 0]T
)
. Algorithms 1-2 only rely on the use of submatrices of ΣN ,ΠN ,
at top-left position (recall definition (2.20) of GN ), which are on their turn “subma-
trices” of Π∞ and Σ∞. Therefore, these algorithms can be interpreted as applied to
infinite-dimensional system (3.27) directly. We note that, for case of approximating
characteristic roots by the reciprocal of eigenvalues of Gk, a related interpretation of
Algorithm 1 is given in [9], in terms of an operator eigenvalue problem.
Finally, an overview of the developments throughout the Sections 2-3 is given by
Figure 3.3
4. Experiments. We first consider the model for a heat exchanger described
in [27], for which the controller (based on a combination of static state feedback and
proportional integral (PI) control) has been determined by optimizing the spectral
abscissa using the method of [16]. The closed-loop system is described by a delay
equation of form (1.6) with n = 5 state variables and m = 7 delays. The non-zero
elements of matrices Ai, i = 0, . . . , 7, are specified as in the following table,
A0 (2, 1) :
1
3
, (2, 2) : − 2
3
, (3, 3) : − 1
3
(5, 4) : −1
A1 (4, 3) : 0.0324
A2 (1, 1) : −0.07142857143
A3 (4, 4) : −0.04
A4 (2, 4) :
1
3
A5 (1, 1) : −0.01219364644, (1, 2) : −0.05460277319, (1, 3) : −0.1005215423
(1, 4) : −0.1290047174, (1, 5) : 0.005063395489
A6 (3, 2) : 0.3133333333
A7 (1, 2) : 0.01714285714,
(4.1)
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while input matrix B, output matrix C and the delay values are given by
B =

0.0278571429
0
0
0
0
 , C = I,

τ1
τ2
τ3
τ4
τ5
τ6
τ7
 =

2.8
6.5
9.2
13
13.2
18
40
 . (4.2)
In Figure 4.1 we plot the normalized error on the Lyapunov matrix,
maxt∈[0, tmax] |P (t)−Pk(t)|
maxt∈[0, tmax] |P (t)|
, (4.3)
for tmax = 50 as a function of k, computed using Algorithm 2. We also show the
normalized error on the H2 norm,
|‖Υ‖2 − ‖Υk‖2|
‖Υ‖2 . (4.4)
Finally, the evolution of selected elements of the Lyapunov matrix P (t) is shown in
Figure 4.2.
Even though the dimension n is small, the advantage of using a projection method
is significant. To illustrate this, when choosing k = 100 the application of Algorithm 2
involves the solution of a matrix Lyapunov equation of dimension 100× 100, leading
to an error on the H2 norm approximation smaller than 2 10−8, see Figure 4.1. At
the same time, when discritizing the delay equation into an ordinary equation as in
Section 2, with N = 19, and computing an H2 norm approximation via (2.14), one
also has to solve a Lyapunov equation of size 100× 100, but the error is then around
10−6. The underlying reason is that the former approach can be interpreted in terms
of a much more accurate discretization with N > 99 points, followed by 100 steps of
an Arnoldi iteration (see Figure 3.3).
For the second and third example we consider models described by partial differ-
ential equations (PDE)
∂v(x, t)
∂t
=
∂2v(x, t)
∂x2
− 1
4
x v(x, t− 1) (4.5)
and
∂v(x, t)
∂t
=
∂2v(x, t)
∂x2
− 2 sin(x)v(x, t) + 2 sin(x)v(pi − x, t− 1), (4.6)
with in both cases v(0, t) = v(pi, t) = 0. The equations, which are variants of examples
in [3], can be interpreted as heat equations describing in the temperature in a rod,
controlled with distributed delayed feedback. In (4.5) the feedback is proportional
and localized, in (4.6) it of Pyragas type and non-localized. We discretize differential
equations (4.5)-(4.6) in space using central differences. For (4.6), for instance, this
resulting a systems of the form (1.1) with matrices
A0 =
(
n− 1
pi
)2

−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2
− 2∆0
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Fig. 4.1. Normalized errors (4.3) with tmax = 50 (blue curve) and (4.4) (green curve) as a
function of k for system (1.6) with matrices and delays (4.1)-(4.2). The dashed lines indicate the
rates O (k−2) and O (k−3).
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P35
Fig. 4.2. Some elements of P (t) as a function of t for system (1.6) with matrices and delays
(4.1)-(4.2).
and A1 = 2∆−1. Here A0, A1 ∈ Rn×n, and ∆0 is a diagonal matrix containing the
elements of the vector
(
0, sin
(
1
n−1pi
)
, · · · , sin
(
n−2
n−1pi
)
, 0
)
on its diagonal, while ∆−1
is the anti-diagonal vector based on the same vector. For both (4.5) and (4.6) we we
take n = 10000 and output matrix C = (1, 1, . . . , 1)/‖(1, 1 . . . , 1)‖2, i.e., the output is
the average temperature of the rod. We further assume B = CT .
In Figure 4.3 we display the normalized error (4.3) on the Lyapunov matrix for
the interval [0, tmax] = [0, 3], as well as the normalized error on the associated H2
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Fig. 4.3. Normalized errors (4.3), with tmax = 3, and (4.4) as a function of k, with matrices
obtained form the spatial discretization of (4.5) (blue curves) and (4.6) (green curves), such that
n = 10000.
norm approximation, as a function of k. To shed a light on the computation time,
for system (4.6) and k = 100 the computation time for the delay Lyapunov matrix,
respectively H2 norm1, was 42 seconds, respectively 4.8 seconds, using MATLAB
R2017b on a laptop with Intel Core i7 2.80 GHz processor and 16GB RAM.
Let us now comment on the convergence behavior shown in Figures 4.1 and 4.3.
The experiments carried out for
kr >> n,
which is natural if n is small as for the first presented example, indicate an asymptotic
rate of O(k3), respectively O(k2) for the H2 norm, respectively the delay Lyapunov
matrix approximation. These rates are similar to those obtained by the spectral
discretization in Section 2 (as a function on N), hence, the projection step does not
result in a slowing down of the asymptotic convergence rate (recall the arguments in
Section 2.2 where the rates are, among others, related to the lack of smoothness of
P (·)), even though it is highly advantageous from the point of view of computational
complexity. Some intuition behind this observation is given by Theorems 2.3 and
3.1: by construction precisely the matching moment between Υ and ΥN carry over
to the projected transfer function Υk. In experiments with very large n, we have
kr << n for a realistic range for k values as in the second and third example, and the
observed decay rate is slower, which is illustrated by a comparison between Figure 4.3
and Figure 4.1. A possible explanation is that unlike the previous case a low-rank
approximation of Lyapunov matrix P (t) ∈ Rn×n is enforced by construction.
1As can be seen from (3.20) only Vk needs to be available to evaluate Pk(t) at t = 0.
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Inherent to the projection approach, the efficiency of the computational approach
depends on whether or not accurate low rank approximations exist, whose determining
factors are not well understood, and the projected system matrix G2k must be stability
preserving (this is the case for most problems and it was an important consideration
in the methodological choices, but not always - a counter example is the 2nd example
in [11] for n = 1023, where spurious roots are observed in the right half plane). The
latter is not necessarily a strong limitation for the H2 norm computation, since the
L2 norm of the low-order, projected transfer function Γk can still be computed using
other techniques different from solving the Lyapunov equation directly. All these
issues, and related fixes are subject for further investigation.
5. Concluding remarks. A novel algorithm for computing delay Lyaopunov
matrices and H2 norms has been presented, which is the first algorithm generally
applicable to linear time-delay systems with multiple delays and at the same time
having favorable scaling properties with respect to dimension n (the examples with
n = 10000 in Section 4 indicates the potential of the approach). Furthermore, the
algorithm is dynamic in nature, in the sense that the computations can be resumed
if the accuracy is judged insufficient. The algorithm results in approximations of the
delay Lyapunov matrix in an explicit form given by (3.20).
Computing delay Lyapunov matrices induces a lot of challenges and complication
compared to solving classical Lyapunov matrix equations (making the leap from an
algebraic equation to matrix valued boundary problem (1.4) with a non-smooth solu-
tion). At the same time the research is in still an initial phase, with to the best of our
knowledge, for the moment only two methods available applicable to large problems,
the presented one and the one of [11], which are fundamentally different. Therefore
we hope that the methodology, results and observations trigger further research on
the topic.
Finally we come back to the assumption of exponential stability of (1.6). It implies
that computing the Lyapunov matrix (when alternatively defined as the solution of
(1.4) and not via the fundamental solution), with the presented method is not useful
in the context of verifying recent stability conditions, precisely expressed precisely in
terms of the delay Lyapunov matrix (see, e.g., [4] and the references therein). Yet,
the overall algorithm starts with iterations of Algorithm 1, which corresponds to the
Infinite-Arnoldi algorithm [9] for eigenvalue computations and which does require an
exponentially stable system. Consequently, from the output of the first step, more
precisely from the spectrum of G2k, we directly obtain a certificate whether or not
the system is exponentially stable.
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