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Abstract. Allowing the input auxiliary random variables to be correlated and using the binning scheme, the Han-
Kobayashi (HK) rate region for general interference channel is improved. The obtained new achievable rate region 
(i) is shown to encompass the HK region and its simplified description, i.e., Chong-Motani-Garg (CMG) region, 
considering a detailed and favorable comparison between different versions of the regions, and (ii) has an interesting 
and easy interpretation: as expected, any rate in our region has generally two additional terms in comparison with 
the HK region (one due to the input correlation and the other as a result of the binning scheme). 
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I.INTRODUCTION 
 
Interference channel (IC) has been the most important and complicated channel for information theory 
researchers since its initiation by Shannon [1]; and is recently being studied in great detail due to its wide range of 
potential applications. Here we consider only the two user IC, where each sender communicates with its respective 
receiver interfering with communication of the other sender-receiver. 
The study of the IC was furthered by Ahlswede [2]. Sato [3] obtained various inner and outer bounds by 
considering the associated multiple access sub-channel in the IC. Carleial [4] established an improved achievable 
rate region (with one auxiliary random variable for each sender ) by using sequential decoding and convex hull 
operation based on the superposition coding of Cover [5]. 
Han and Kobayashi (KH) [6],[7], generalized Cover’s superposition coding to the many variable case; applied 
jointly or simultaneous decoding strategy instead of sequential decoding in [4] and the time-sharing formulation  
instead of convex hull operation in [4] for the general IC, thereby establishing the most popular achievable strategy 
and the best achievable rate region known to date. Chong, Motani and Garg [8], by slightly modifying the decoding 
error definition and reducing the number of auxiliary random variables by superposition coding, derived a simplified 
description for the HK rate region, which we will refer to as the CMG region. In [8],[7], the equivalence of the 
regions is proved. 
With the exception of a few special cases, the capacity region of the IC is not known. The problem of 
determining the capacity region and even some rate regions has been studied dominantly from the viewpoint of 
previously investigated special cases of multiple and broadcast sub-channels in the IC: [6],[9],and [10]-[20]. 
The Gaussian IC has been intensively studied in [6],[10],[21]-[27]. 
In this paper, first, we improve the HK region, allowing the input auxiliary random variables at each transmitter 
to be correlated and using the Gelfand-Pinsker binning scheme [28] as in Marton coding for broadcast channel [29], 
and the HK celebrated jointly decoding strategy [6]. Then, we show that the HK region and hence its simplified 
description, i.e.,the CMG region are special cases of our region, providing a detailed comparison between different 
versions of the regions. 
The remainder of the paper is as follows. In section II, we define the IC and the modified IC. In section III, the 
HK and the CMG regions are recalled and their different versions are derived, explained and compared to each 
other. Then, in section IV, we obtain our new region for the IC, derive its different descriptions and compre it to the 
HK and the CMG regions. Finally, a conclusion is prepared in section V. 
 
II.DEFINITIONS 
 
We denote random variables by ଵܺ, ܺଶ, ଵܻ, ڮ with values ݔଵ, ݔଶ, ݕଵ, ڮ in finite sets ଵࣲ, ଶࣲ, ଵࣳ, ڮ respectively; n-
tuple vectors of ଵܺ, ܺଶ, ଵܻ, ڮ are denoted with ࢞૚, ࢞૛, ࢟૚, ڮ. We use the symbol ܣఌ௡ሺ ଵܺ, ܺଶ, ڮ , ௟ܺሻ to indicate the set 
of ߝ-typical n-sequences ሺ࢞૚, ࢞૛, ڮ , ࢞࢒ሻ [30]. 
Interference Channel (IC) 
A discrete and memoryless IC ( ଵࣲ ൈ ଶࣲ, ݌ሺݕଵݕଶ|ݔଵݔଶሻ, ଵࣳ ൈ ࣳଶ) consists of two sender-receiver pairs ( ଵܺ ื ଵܻ 
and ܺଶ ื ଶܻ) in Fig.1, where ଵࣲ, ଶࣲ are two finite input alphabet sets; ଵࣳ, ࣳଶ are two finite output alphabet sets, 
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and ݌ሺݕଵݕଶ|ݔଵݔଶሻ is a conditional channel probability of ሺݕଵ, ݕଶሻ א ଵࣳ ൈ ࣳଶ given ሺݔଵ, ݔଶሻ א ଵࣲ ൈ ଶࣲ. The nth 
extension of the channel is: 
݌ሺ࢟૚࢟૛|࢞૚࢞૛ሻ ൌ ∏ ݌ሺݕଵ௜ݕଶ௜|ݔଵ௜ݔଶ௜ሻ௡௜ୀଵ   
 
A code (݊, ܯଵ ൌ ہ2௡ோభۂ, ܯଶ ൌ ہ2௡ோమۂ, ߝ) is a collection of ܯଵ codewords ࢞૚࢏ א ଵࣲ௡, ݅ א ଵࣧ; ܯଶ codewords 
࢞૛࢐ א ଶࣲ௡, ݆ א ଶࣧ; two decoding functions ଵ݃: ࢟૚ ื ଵࣧ, ݃ଶ: ࢟૛ ื ଶࣧ; and the average error probabilities at the 
receivers ( ௘ܲభ
௡ , ௘ܲమ
௡ ) are defined conveniently [6],[8]. 
 
 
 
 
 
 
 
                    
                        Fig.1 Interference channel                                                  Fig.2 Modified interference channel 
 
A pair ሺܴଵ, ܴଶሻ of non-negative real values is called an achievable rate if there exists a sequence of codes such 
that under some decoding scheme, max൫ ௘ܲభ
௡ , ௘ܲమ
௡ ൯ ൏ ߝ. 
The capacity region of the IC is the set of all achievable rates. 
Modified interference channel 
As in [6], a modified IC (Fig.2), models two senders communicating both private and common message to two 
receivers; where the information conveying role of the channel inputs ଵܺ, ܺଶ is transferred to some fictitious inputs 
ଵܷ, ଵܹ, ܷଶ, ଶܹ, so that the channel behaves like a channel ଵܷ, ଵܹ, ܷଶ, ଶܹ ื ଵܻ ଶܻ. 
Auxiliary random variables ଵܹ and ଶܹ represent the public message to be sent from ܶ ଵܺ to (ܴ ଵܺ, ܴܺଶ) with the 
rate ଵܶ and from ܶܺଶ to (ܴ ଵܺ, ܴܺଶ) with the rate ଶܶ, respectively. Similarly, ଵܷ and ܷଶ are the private message to be 
sent from ܶ ଵܺ to ܴ ଵܺ with the rate ଵܵ and from ܶܺଶ to ܴܺଶ with the rate ܵଶ, respectively. Also, as in [6], ܳ א ࣫ is a 
time sharing random variable whose n-sequences ࢗ ൌ ሺݍଵ, ݍଶ, ڮ , ݍ௡ሻ are generated independently of the messages. 
The n-sequences ࢗ are given to both senders and receivers. 
An (݊, ہ2௡ భ்ۂ, ہ2௡ௌభۂ, ہ2௡ మ்ۂ, ہ2௡ௌమۂ, ߝ) code for the modified IC (Fig.2) consists of ہ2௡ భ்ۂ codewords ࢝૚ሺ݆ሻ, 
ہ2௡ௌభۂ codewords ࢛૚ሺ݈ሻ for ܶ ଵܺ; and ہ2௡ మ்ۂ codewords ࢝૛ሺ݉ሻ, ہ2௡ௌమۂ codewords ࢛૛ሺ݇ሻ for ܶܺଶ ; ݆ א ሼ1, ڮ , 2௡ భ்ሽ, 
݈ א ሼ1, ڮ , 2௡ௌభሽ, ݉ א ሼ1, ڮ , 2௡ మ்ሽ, ݇ א ሼ1, ڮ , 2௡ௌమሽ, such that the maximum of the conveniently defined average 
probabilities of decoding error ( ௘ܲభ
௡ , ௘ܲమ
௡ ) is less than ߝ. 
A quadruple ( ଵܶ, ଵܵ, ଶܶ, ܵଶ) of non-negative real numbers is achievable for the modified IC (and hence, ሺܴଵ ൌ
ଵܵ ൅ ଵܶ, ܴଶ ൌ ܵଶ ൅ ଶܶሻ is achievable rate for the IC) if there exists a sequence of codes such that the maximum of 
average error probabilities under some decoding scheme is less than ߝ. An achievable region for the modified IC is 
the closure of a subset of the positive region ܴସ of achievable rate quadruples ( ଵܶ, ଵܵ, ଶܶ, ܵଶ). 
Therefore, we can consider auxiliary random variables ܳ, ଵܷ, ଵܹ, ܷଶ, ଶܹ, defined on arbitrary finite sets 
࣫, ࣯ଵ, ଵࣱ, ࣯ଶ, ଶࣱ, respectively; ଵܺ and ܺଶ defined on the input alphabet sets ଵࣲ, ଶࣲ, and ଵܻ, ଶܻ,  defined on the 
output alphabet sets ଵࣳ and ࣳଶ. Let ܼ ൌ ሺܳ ଵܷ ଵܹܷଶ ଶܹ ଵܺܺଶ ଵܻ ଶܻሻ and let ூ࣪஼ be the set of all distributions of the 
form (for Fig.2): (hereafter, for brevity, let ݌ሺݍݑଵݓଵݑଶݓଶݔଵݔଶݕଵݕଶሻ ൌ ݌ሺ ሻ) 
݌ሺ ሻ ൌ ݌ሺݍሻ݌ሺݑଵݓଵ|ݍሻ݌ሺݑଶݓଶ|ݍሻ݌ሺݔଵݔଶ|ݍݑଵݑଶݓଵݓଶሻ݌ሺݕଵݕଶ|ݔଵݔଶሻ                                        (1). 
 
III.THE HK AND THE CMG REGIONS 
 
A. The HK rate region 
Han and Kobayashi [6] considered the general distribution (1) in a special case of the form: 
݌ሺ ሻ ൌ ݌ሺݍሻ݌ሺݓଵ|ݍሻ݌ሺݑଵ|ݍሻ݌ሺݓଶ|ݍሻ݌ሺݑଶ|ݍሻ݌ሺݔଵݔଶ|ݍݑଵݑଶݓଵݓଶሻ݌ሺݕଵݕଶ|ݔଵݔଶሻ                                        (2), 
and by using superposition coding of ݓଵ , ݑଵ , ݓଶ , ݑଶ over ݍ and jointly decoding strategy, derived the best 
achievable rate region known to date as follows. 
Theorem 1 ([6], theorem 3.1): For the modified IC (Fig.2), let ܼ ൌ ሺܳ ଵܷ ଵܹܷଶ ଶܹ ଵܺܺଶ ଵܻ ଶܻሻ and let ூ࣪஼ு௄ be the 
set of all distributions of the special form (2). For any ܼ א ூ࣪஼ு௄ let ூܵ஼ு௄ሺܼሻ be the set of all quadruples ( ଵܶ, ଵܵ, ଶܶ, ܵଶ) 
of non-negative real numbers such that  
ଵܵ ൑ ܫሺ ଵܻ; ଵܷ| ଵܹ ଶܹܳሻ ൌ ܽଵ                                                                  ሺ3‐1ሻ,
ଵܶ ൑ ܫሺ ଵܻ; ଵܹ| ଵܷ ଶܹܳሻ ൌ ܾଵ                                                                    ሺ3‐2ሻ,
ଶܶ ൑ ܫሺ ଵܻ; ଶܹ| ଵܷ ଵܹܳሻ ൌ ܿଵ                                                                      ሺ3‐3ሻ, 
ଵܵ ൅ ଵܶ ൑ ܫሺ ଵܻ; ଵܷ ଵܹ| ଶܹܳሻ ൌ ݀ଵ                                                          ሺ3‐4ሻ,
ଵܵ ൅ ଶܶ ൑ ܫሺ ଵܻ; ଵܷ ଶܹ| ଵܹܳሻ ൌ ݁ଵ                                                           ሺ3‐5ሻ,  
 
ሺܵ݁݊݀݁ݎ ܶ ଵܺሻ ଵܺ 
ሺܵ݁݊݀݁ݎ ܶܺଶሻ ܺଶ 
ଵܻ ሺܴ݁ܿ݁݅ݒ݁ݎ ܴ ଵܺሻ
ଶܻ ሺܴ݁ܿ݁݅ݒ݁ݎ ܴܺଶሻ
ଵܻ ሺܴ݁ܿ݁݅ݒ݁ݎ ܴ ଵܺሻ
ଶܻ ሺܴ݁ܿ݁݅ݒ݁ݎ ܴܺଶሻ
ଵܺ 
ଵܷ 
ଵܹ
ܺଶ 
ܷଶ 
ଶܹ
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ଵܶ ൅ ଶܶ ൑ ܫሺ ଵܻ; ଵܹ ଶܹ| ଵܷܳሻ ൌ ଵ݂                                                 ሺ3‐6ሻ, 
ଵܵ ൅ ଵܶ ൅ ଶܶ ൑ ܫሺ ଵܻ; ଵܷ ଵܹ ଶܹ|ܳሻ ൌ ଵ݃                                        ሺ3‐7ሻ,    
ܵଶ ൑ ܫሺ ଶܻ; ܷଶ| ଵܹ ଶܹܳሻ ൌ ܽଶ                                                            ሺ3‐8ሻ, 
ଶܶ ൑ ܫሺ ଶܻ; ଶܹ|ܷଶ ଵܹܳሻ ൌ ܾଶ                                                           ሺ3‐9ሻ,  
ଵܶ ൑ ܫሺ ଶܻ; ଵܹ|ܷଶ ଶܹܳሻ ൌ ܿଶ                                                        ሺ3‐10ሻ,
ܵଶ ൅ ଶܶ ൑ ܫሺ ଶܻ; ܷଶ ଶܹ| ଵܹܳሻ ൌ ݀ଶ                                             ሺ3‐11ሻ,
ܵଶ ൅ ଵܶ ൑ ܫሺ ଶܻ; ܷଶ ଵܹ| ଶܹܳሻ ൌ ݁ଶ                                           ሺ3‐12ሻ,
ଵܶ ൅ ଶܶ ൑ ܫሺ ଶܻ; ଵܹ ଶܹ|ܷଶܳሻ ൌ ଶ݂                                            ሺ3‐13ሻ, 
ܵଶ ൅ ଵܶ ൅ ଶܶ ൑ ܫሺ ଶܻ; ܷଶ ଵܹ ଶܹ|ܳሻ ൌ ݃ଶ                                   ሺ3‐14ሻ,   
 
 
then any element of the closure of ڂ ூܵ஼ு௄ሺܼሻ௓א ಺࣪಴ಹ಼  is achievable. 
Proof. Refer to [6]. 
Note. Hereafter, ܽ௜ , ܾ௜ , ܿ௜ , ݀௜ , ݁௜ , ௜݂   and ௜݃  , ݅ ൌ 1, 2 are the same as in theorem 1, unless otherwise stated. 
       Now, we transform the above region into the rate pair (ܴଵ ൌ ଵܵ ൅ ଵܶ , ܴଶ ൌ ܵଶ ൅ ଶܶ) using the Fourier-Motzkin 
elimination technique and apply the independence of ௜ܷ and ௜ܹ given ܳ, ݅ ൌ 1,2 in the distribution (2) to the results 
and hence amend theorem B in [7]. 
Theorem 2 [amended version of theorem B in [7] ]: The region in theorem 1 can be described as ࣬ு௄ being the set 
of (ܴଵ , ܴଶ) satisfying: 
ܴଵ ൑ ݀ଵ                                                                        (4-1), 
ࡾ૚ ൑ ࢇ૚ ൅ ࢉ૛                                                         (4-2), 
ܴଶ ൑ ݀ଶ                                                               (4-3),      
ࡾ૛ ൑ ࢇ૛ ൅ ࢉ૚                                                          (4-4),   
ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ݃ଶ                                            (4-5), 
ܴଵ ൅ ܴଶ ൑ ܽଶ ൅ ଵ݃                                           (4-6), 
ܴଵ ൅ ܴଶ ൑ ݁ଵ ൅ ݁ଶ                                          (4-7), 
2ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ଵ݃ ൅ ݁ଶ                                          (4-8), 
2ܴଶ ൅ ܴଵ ൑ ܽଶ ൅ ݃ଶ ൅ ݁ଵ                                          (4-9), 
where ܽ௜ , ܾ௜ , ܿ௜ , ݀௜ , ݁௜ , ௜݂   and ௜݃  , ݅ ൌ 1, 2  are the same as in theorem 1. 
Proof. Refer to the proof of theorem B in [7]. However, in theorem B [7] there are two additional inequalities: 
2ܴଵ ൅ ܴଶ ൑ 2ܽଵ ൅ ݁ଶ ൅ ଶ݂                         (4-10) 
2ܴଶ ൅ ܴଵ ൑ 2ܽଶ ൅ ݁ଵ ൅ ଵ݂                         (4-11). 
The inequalities (4-10,11) are obtained from (4-2,5) and (4-4,6), respectively, as follows and hence are 
redundant, merely as a result of the independence of ௜ܷ and ௜ܹ given ܳ, ݅ ൌ 1,2 in (2):  
൫4-2൯ ൅ ൫4-5൯ ฺ 2ܴଵ ൅ ܴଶ ൑ 2ܽଵ ൅ ܿଶ ൅ ݃ଶ                                                      (5), 
and the independence of ܷଶ and ଶܹ given ܳ results in IሺYଶ; Uଶ|Qሻ ൑ IሺYଶ; Uଶ|QWଶሻ  (6), from where we have: 
cଶ ൅ gଶ ൌ IሺYଶ; Wଵ|WଶUଶQሻ ൅ IሺYଶ; UଶWଵWଶ|Qሻ ൑ eଶ ൅ fଶ ൌ IሺYଶ; UଶWଵ|WଶQሻ ൅ IሺYଶ; WଵWଶ|QUଶሻ      (7). 
 
Therefore, in accordance with (7), the relation (5) yields (4-10), i.e. ,(4-10) is redundant. Similarly, (4-4,6) 
results in the redundancy of (4-11). 
Remark 1. The fact that we have considered in theorem 2 is the intrinsic independence of ௜ܷ and ௜ܹ given ܳ, 
݅ ൌ 1,2  in the HK region. 
Theorem 3 (theorem C in [7]). Assuming that the incorrect decoding of ଵܹሺ ଶܹሻ by the receiver ܴܺ2ሺܴܺ1ሻ is 
not considered as an error, the region in theorem1 for the modified IC in Fig.2, is changed as follows. 
ܴଵ ൑ ݀ଵ                                       (8-1) 
ܴଵ ൑ ܽଵ ൅ ݁ଶ  (8-2) 
ܴଵ ൑ ܽଵ ൅ ଶ݂   (8-3) 
ܴଶ ൑ ݀ଶ        (8-4)       
ܴଶ ൑ ܽଶ ൅ ݁ଵ   (8-5)   
ܴଶ ൑ ܽଶ ൅ ଵ݂     (8-6) 
ܴଵ ൅ ܴଶ ൑ ܽଶ ൅ ଵ݃    (8-7) 
ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ݃ଶ      (8-8) 
ܴଵ ൅ ܴଶ ൑ ݁ଵ ൅ ݁ଶ     (8-9) 
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2ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ଵ݃ ൅ ݁ଶ       (8-10) 
2ܴଵ ൅ ܴଶ ൑ 2ܽଵ ൅ ݁ଶ ൅ ଶ݂         (8-11) 
2ܴଶ ൅ ܴଵ ൑ ܽଶ ൅ ݃ଶ ൅ ݁ଵ          (8-12) 
2ܴଶ ൅ ܴଵ ൑ 2ܽଶ ൅ ݁ଵ ൅ ଵ݂         (8-13) 
Proof. We apply the Fourier-Motzkin algorithm to the region in theorem 1 without the inequalities (3-3,10) in 
the same manner as in theorem 2. For brevity the details are omitted. 
B. The CMG rate region 
Chong, Motani and Garg [8]: 
1.Modified the error definition slightly, hence considered the relations (3-3,10) unnecessary in evaluating the 
error probabilities. 
2.Reduced the number of auxiliary random variables and used ܳ , ଵܹ , ଶܹ instead of ܳ , ଵܷ , ଵܹ , ܷଶ , ଶܹ, while 
superimposing the message conveyed by ଵܷ ሺܷଶሻ over ܳ , ଵܹሺܳ , ଶܹሻ by ଵܺሺܺଶሻ. In other words, they 
considered a kind of correlation between the inputs through the following distribution:   
݌ሺݍݓଵݔଵݓଶݔଶሻ ൌ ݌ሺݍሻ ݌ሺݓଵ|ݍሻ ݌ሺݔଵ|ݍݓଵሻ ݌ሺݓଶ|ݍሻ ݌ሺݔଶ|ݍݓଶሻ                   (9). 
3. Using superposition coding and jointly decoding strategy, thereby imposing the additional Markov chain 
constraints:     
ଵܹ ื ܳ ଶܹ ଵܺ ื ଵܻ                                            (10) 
ଶܹ ื ܳ ଵܹܺଶ ื ଶܻ                                            (11), 
they removed the inequalities related to the rates ଵܶ , ଶܶ and ଵܶ ൅ ଶܶ in the region of theorem 1 and derived the 
equivalent region as follows. 
Theorem 4 ( lemma 3, [8] ). For the modified IC in Fig. 2, let ܼଵ ൌ ሺܳ ଵܹ ଶܹ ଵܺܺଶ ଵܻ ଶܻሻ and let ࣪ܫܥܥܯܩ be the set 
of all distributions of the form (9). For any ܼଵ א ூ࣪஼஼ெீ let ܵܫܥܥܯܩሺܼ1ሻ be the set of all quadruples ሺܶ1, ܵ1, ܶ2, ܵ2ሻ  
of non-negative real numbers such that 
ଵܵ ൑ ܽଵ                 (12-1) 
ଵܵ ൅ ଵܶ ൑ ݀ଵ                     (12-2) 
ଵܵ ൅ ଶܶ ൑ ݁ଵ                           (12-3) 
ଵܵ ൅ ଵܶ ൅ ଶܶ ൑ ଵ݃                            (12-4), 
and the inequalities (12-5)-(12-8), similarly to (12-1)-(12-4), with the indices 1 and 2 swapped. Then, any 
element of the closure of ڂ ூܵ஼஼ெீሺܼଵሻ௓భא ಺࣪಴಴ಾಸ  is achievable; where in (12-1)-(12-8) we have: 
ܽଵ ൌ ܫሺ ଵܻ; ଵܷ| ଵܹ ଶܹܳሻ ൌ ܫሺ ଵܻ;  ଵܺ| ଵܹ ଶܹܳሻ          (13-1) 
݀ଵ ൌ ܫሺ ଵܻ;  ଵܷ ଵܹ| ଶܹܳሻ ൌ ܫሺ ଵܻ; ଵܺ| ଶܹܳሻ          (13-2) 
݁ଵ ൌ ܫሺ ଵܻ; ଵܷ ଶܹ| ଵܹܳሻ ൌ ܫሺ ଵܻ;  ଵܺ ଶܹ| ଵܹܳሻ               (13-3) 
ଵ݃ ൌ ܫሺ ଵܻ;  ଵܷ ଵܹ ଶܹ|ܳሻ ൌ ܫሺ ଵܻ;  ଵܺ ଶܹ|ܳሻ            (13-4) 
ܽଶ ൌ ܫሺ ଶܻ;  ܷଶ| ଶܹ ଵܹܳሻ ൌ ܫሺ ଶܻ;  ܺଶ| ଶܹ ଵܹܳሻ                (13-5) 
݀ଶ ൌ ܫሺ ଶܻ;  ܷଶ ଶܹ| ଵܹܳሻ ൌ ܫሺ ଶܻ;  ܺଶ| ଵܹܳሻ                 (13-6) 
݁ଶ ൌ ܫሺ ଶܻ;  ܷଶ ଵܹ| ଶܹܳሻ ൌ ܫሺ ଶܻ; ܺଶ ଵܹ| ଶܹܳሻ                (13-7) 
݃ଶ ൌ ܫሺ ଶܻ; ܷଶ ଶܹ ଵܹ|ܳሻ ൌ ܫሺ ଶܻ;  ܺଶ ଵܹ|ܳሻ            (13-8). 
Proof. Refer to [8]. 
Theorem 5 ( lemma 4,[8] and theorem D,[7] ). By using the Fourier-Motzkin algorithm, the CMG region in 
theorem 4 can be described as ࣬஼ெீ being the set of ሺܴଵ , ܴଶሻ satisfying: 
ܴଵ ൑ ݀ଵ                                          (14-1) 
ࡾ૚ ൑ ࢇ૚ ൅ ࢋ૛                  (14-2) 
ܴଶ ൑ ݀ଶ                     (14-3)       
ࡾ૛ ൑ ࢇ૛ ൅ ࢋ૚                  (14-4)   
ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ݃ଶ                    (14-5) 
ܴଵ ൅ ܴଶ ൑ ܽଶ ൅ ଵ݃                   (14-6) 
ܴଵ ൅ ܴଶ ൑ ݁ଵ ൅ ݁ଶ                   (14-7) 
2ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ଵ݃ ൅ ݁ଶ                   (14-8) 
2ܴଶ ൅ ܴଵ ൑ ܽଶ ൅ ݃ଶ ൅ ݁ଵ                     (14-9), 
where ܽ௜ ,   ݀௜ , ݁௜ , and ௜݃  , ݅ ൌ 1, 2  are the same as in theorem 4 or theorem 1. 
Proof. Refer to [7]. 
C. Comparing the HK and the CMG regions 
The HK and the CMG (ܴ1 , ܴ2) regions satisfying (4-1)-(4-9) and (14-1)-(14-9), respectively, are different 
only in the relations (4-2,4) and (14-2,4). It can be proved that the two regions are equivalent. 
Theorem 6. The HK and the CMG (ܴଵ , ܴଶ) regions are equivalent to the following relations: 
ܴଵ ൑ ݀ଵ                                       (15-1) 
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ܴଶ ൑ ݀ଶ              (15-2)       
ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ݃ଶ             (15-3) 
ܴଵ ൅ ܴଶ ൑ ܽଶ ൅ ଵ݃               (15-4) 
ܴଵ ൅ ܴଶ ൑ ݁ଵ ൅ ݁ଶ                 (15-5) 
2ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ଵ݃ ൅ ݁ଶ            (15-6) 
2ܴଶ ൅ ܴଵ ൑ ܽଶ ൅ ݃ଶ ൅ ݁ଵ                (15-7). 
Proof. Refer to [8] ( theorem 2 for (15-1)-(15-7) ); lemma 1 for (4-1)(4-9); lemma 4 for (14-1)-(14-9); lemma 2 
for proving the equivalency of the two regions. 
Remark 2. The equivalency of the two regions is seen intuitively: 
a.Not satisfying of both 4-2,4 (14-2,4) is contrary to 4-7 (14-7). And, when either 4-2 (14-2) or 4-4 (14-4) is not 
satisfied, it does not result in any contradiction to other inequalities. 
b. In the CMG region, we don’t have the terms ௜݂  , ݅ ൌ 1,2. Therefore, removing the inequalities including 
௜݂  , ݅ ൌ 1,2 in the modified HK region (8-1)-(8-13), leads to the CMG region (14-1)-(14-9). 
 
VI. NEW RATE REGION FOR GENERAL INTERFERENCE CHANNEL 
 
The best rate region for broadcast channels has been achieved by binning scheme and with general input 
distribution [29]. Multiple access channels have been studied for independent [31],[32], specially correlated [33] and 
arbitrarily correlated [34] inputs. Taking into account these considerations, we study the IC in Fig.2 with a general 
input distribution and obtain a new achievable rate region by using binning scheme [28] and the HK jointly 
decoding strategy [6]. 
We, first, describe our region as the quadruple ሺܶ1, ܵ1, ܶ2, ܵ2ሻ and then as ሺܴଵ , ܴଶሻ rates. Finally, we compare 
our region with the HK and the CMG regions. 
Hodtani rate region for the IC 
Now, considering the general distribution (1) for the IC or allowing the auxiliary variables in the HK distribution 
(2) to be correlated in the following form: 
݌ሺݍݓଵݑଵݓଶݑଶሻ ൌ ݌ሺݍሻ ݌ሺݓଵ|ݍሻ ݌ሺݑଵ|ݍݓଵሻ ݌ሺݓଶ|ݍሻ ݌ሺݑଶ|ݍݓଶሻ                        (16), 
we obtain a partially improved rate region as follows. 
Theorem 7. For the modified IC (Fig.2), let ܼ ൌ ሺܳ ଵܷ ଵܹܷଶ ଶܹ ଵܺܺଶ ଵܻ ଶܻሻ and let ூ࣪஼ு௢ௗ be the set of all 
distributions of the form (16). For any ܼ א ூ࣪஼ு௢ௗ le ூܵ஼ு௢ௗሺܼሻt  be the set of all quadruples ( ଵܶ, ଵܵ, ଶܶ, ܵଶ) such that  
ଵܵ ൑ ܫሺ ଵܻ; ଵܷ| ଵܹ ଶܹܳሻ ൌ ܽଵ                                             (17-1), 
ଵܶ ൑ ܫሺ ଵܻ; ଵܹ| ଵܷ ଶܹܳሻ ൅ ࡵሺࢁ૚; ࢃ૚|ࡽሻ ൌ ܤଵ                                      (17-2), 
ଶܶ ൑ ܫሺ ଵܻ; ଶܹ| ଵܷ ଵܹܳሻ ൅ ࡵሺࢁ૚; ࢃ૚|ࡽሻ ൌ ܥଵ                                            (17-3), 
ܵ1 ൅ ܶ1 ൑ ܫሺܻ1; ܷ1ܹ1|ܹ2ܳሻ ൌ ݀1                                 (17-4), 
ܵ1 ൅ ܶ2 ൑ ܫሺܻ1; ܷ1ܹ2|ܹ1ܳሻ ൌ ݁1                                 (17-5), 
ܶ1 ൅ ܶ2 ൑ ܫሺܻ1; ܹ1ܹ2|ܷ1ܳሻ ൅ ࡵሺࢁ૚; ࢃ૚|ࡽሻ ൌ ܨ1      (17-6), 
ܵ1 ൅ ܶ1 ൅ ܶ2 ൑ ܫሺܻ1; ܷ1ܹ1ܹ2|ܳሻ ൌ ݃1      (17-7), 
ܵ2 ൑ ܫሺܻ2; ܷ2|ܹ1ܹ2ܳሻ ൌ ܽ2        (17-8), 
ܶ2 ൑ ܫሺܻ2; ܹ2|ܷ2ܹ1ܳሻ ൅ ࡵሺࢁ૛; ࢃ૛|ࡽሻ ൌ ܤ2                     (17-9), 
ܶ1 ൑ ܫሺܻ2; ܹ1|ܷ2ܹ2ܳሻ ൅ ࡵሺࢁ૛; ࢃ૛|ࡽሻ ൌ ܥ2                              (17-10), 
ܵ2 ൅ ܶ2 ൑ ܫሺܻ2; ܷ2ܹ2|ܹ1ܳሻ ൌ ݀2                              (17-11), 
ܵ2 ൅ ܶ1 ൑ ܫሺܻ2; ܷ2ܹ1|ܹ2ܳሻ ൌ ݁2                         (17-12), 
ܶ1 ൅ ܶ2 ൑ ܫሺܻ2; ܹ1ܹ2|ܷ2ܳሻ ൅ ࡵሺࢁ૛; ࢃ૛|ࡽሻ ൌ ܨ2                  (17-13), 
ܵ2 ൅ ܶ1 ൅ ܶ2 ൑ ܫሺܻ2; ܷ2ܹ1ܹ2|ܳሻ ൌ ݃2                    (17-14), 
then, any element of the closure of ڂ ூܵ஼ு௢ௗሺܼሻ௓א ಺࣪಴ಹ೚೏  is achievable, where as seen, ܽ௜ , ݀௜ , ݁௜ , ݃௜ , ݅ ൌ 1,2 are the 
same as in theorem 1 and ܤ௜ , ܥ௜ , ܨ௜ , ݅ ൌ 1,2 are new terms which are not equal to the corresponding terms 
ܾ௜ , ܿ௜ , ௜݂  , ݅ ൌ 1,2 in theorem1. 
Proof: Refer to Appendix. 
Now the above region is described as ሺܴଵ , ܴଶሻ rates. 
Theorem 8. The ூܵ஼ு௢ௗሺܼሻ region in theorem 7 can be described, using the Fourier-Motzkin algorithm, as ࣬ு௢ௗ 
being the set of ሺܴଵ , ܴଶሻ satisfying: 
ܴଵ ൑ ݀ଵ                                          (18-1) 
ܴଵ ൑ ܽଵ ൅ ܥଶ     (18-2) 
ࡾ૚ ൑ ࢇ૚ ൅ ࢋ૛           (18-3) 
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ܴଶ ൑ ݀ଶ                  (18-4)       
ܴଶ ൑ ܽଶ ൅ ܥଵ                (18-5)   
ࡾ૛ ൑ ࢇ૛ ൅ ࢋ૚         (18-6) 
ܴଵ ൅ ܴଶ ൑ ܽଶ ൅ ଵ݃               (18-7) 
ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ݃ଶ                 (18-8) 
ܴଵ ൅ ܴଶ ൑ ݁ଵ ൅ ݁ଶ                    (18-9) 
2ܴଵ ൅ ܴଶ ൑ ܽଵ ൅ ଵ݃ ൅ ݁ଶ               (18-10) 
૛ࡾ૚ ൅ ࡾ૛ ൑ ૛ࢇ૚ ൅ ࢋ૛ ൅ ࡲ૛                    (18-11) 
2ܴଶ ൅ ܴଵ ൑ ܽଶ ൅ ݃ଶ ൅ ݁ଵ                  (18-12) 
૛ࡾ૛ ൅ ࡾ૚ ൑ ૛ࢇ૛ ൅ ࢋ૚ ൅ ࡲ૚                     (18-13) 
Proof. This theorem is proved by virtue of the Fourier-Motzkin elimination technique the same as in theorem 2 
(the details are omitted), but with two differences: 
First, here, the inequalities ܥ௜ ൑ ݁௜  , ݅ ൌ 1,2 are not satisfied, and hence there remain ܴଵ ൑ ܽଵ ൅ ݁ଶ  , ܴଶ ൑
ܽଶ ൅ ݁ଵ, in addition to the inequalities in theorem 2. 
Second, in our general distribution (16), ௜ܷ  , ௜ܹ   , ݅ ൌ 1,2 are not independent given ܳ, the result of which is 
violating (7). Therefore, the inequalities (18-11) and (18-13) remain and are not redundant due to (18-2,7) and     
(18-5,8), respectively, despite the case in theorem 2 for the HK region. 
Remark 3. Also, we can derive our ሺܴଵ , ܴଶሻ region with modified error definition, analogously as in theorem 3 
for the HK region. The result is 13 inequalities similar to (8-1)-(8-13) with the difference that the terms ௜݂  , ݅ ൌ 1,2  
in theorem 3 are replaced by ܨ௜ , ݅ ൌ 1,2. 
Comparing the HK and the Hodtani rate regions 
To compare the HK and the Hodtani rate regions, it is sufficient to review ூܵ஼ு௄ in theorem 1 and ூܵ஼ு௢ௗ in theorem 
7, and also, ࣬ܪܭ in theorem 2 and ࣬ܪ݋݀ in theorem 8, thereby showing that the HK region is a special case of the 
Hodtani region : 
1. Obviously, in theorems 1 and 7, ܤ௜ ് ܾ௜  , ܥ௜ ് ܿ௜ and ܨ௜ ് ௜݂  , ݅ ൌ 1,2. 
2. If we consider the distribution (2) instead of (16), random variables, ௜ܷ  , ௜ܹ   , ݅ ൌ 1,2 become independent 
given ܳ and result in ܫሺܷଶ; ଶܹ|ܳሻ ൌ ܫሺ ଵܷ; ଵܹ|ܳሻ ൌ 0 or ܤ௜ ൌ ܾ௜  , ܥ௜ ൌ ܿ௜ and ܨ௜ ൌ ௜݂  , ݅ ൌ 1,2, hence theorem 7 
is reduced to theorem 1,i.e.,  the Hodtani region is reduced to the HK region. 
3. Assuming the independence of ௜ܷ  , ௜ܹ   , ݅ ൌ 1,2 given ܳ, as in the HK region, first, we have ܥ௜ ൌ ݁௜  ,   ݅ ൌ
1,2, resulting in the redundancy of (18-3) and (18-6) due to (18-2) and (18-4), respectively. And second ܨ௜ ൌ ௜݂  ,
݅ ൌ 1,2, as explained in the proof of theorem 2, the relations (6) and (7) are satisfied and hence (18-11), (18-13) 
become redundant due to (18-2,7),(18-5,8) respectively. Therefore, the thirteen relations in theorem 8 are reduced to 
the nine relations (4-1)-(4-9) in theorem 2, i.e., the HK region is a special case of the Hodtani region. 
4. The HK region ூܵ஼ு௄ is an intersection of two polymatroids while in the Hodtani region, we don’t have 
generally two polymatroids; but depending on the relations between ܫሺ ௜ܷ; ௜ܹ|ܳሻ and ܫሺ ௜ܷ; ௜ܻ|ܳሻ, ܫሺ ௜ܷ; ௜ܻ|ܳ ௜ܹሻ, 
݅ ൌ 1,2 we can have the polymatroids. 
5. An interesting interpretation of the Hodtani region: 
In accordance with the distribution (16), we have allowed ݑଵݓଵ (and also ݑଶݓଶ) to be correlated and used a 
binning scheme (see the proof of theorem 7 in Appendix). Therefore, we have added two additional terms to every 
rate in the HK region: One positive term ܫሺ ଵܷ; ଵܹ|ܳሻ or ܫሺܷଶ; ଶܹ|ܳሻ indicating the input correlation, and one 
negative term െܫሺ ଵܷ; ଵܹ|ܳሻ or െܫሺܷଶ; ଶܹ|ܳሻ illustrating the binning scheme. In the rates including ଵܵ or ܵଶ, we 
have both positive and negative terms cancelling each other and there is not any difference between these rates in (3) 
and (17). In the rates including ଵܶ and or ଶܶ, we have only the correlation resulting in additional positive term and 
observe a partial difference between the two regions ( compare the rates ଵܶ, ଶܶ, ଵܶ ൅ ଶܶ in (3) and (17) ). 
Comparing the CMG and the Hodtani rate regions 
The CMG region has been obtained based on the distribution (9), indicating a kind of correlation between inputs, 
and hence superposition of private messages by ݔ௜ , ݅ ൌ 1,2 over ݍ and common messages ݓ௜ , ݅ ൌ 1,2, and jointly 
decoding. In other words, in the CMG coding and decoding, the correlation has been applied by superposition and 
not by binning scheme, and jointly decoding, thereby imposing the additional constraints (10) and (11), while we 
don’t have these constraints in our coding and decoding strategy. So, 
1. It is easily seen that the ܵܫܥ
ܥܯܩ region in theorem 4 ( i.e., the inequalities (12-1,2,…8) with noting to             
(13-1,2,…8) ) is a subset of ܵܫܥܪ݋݀ in theorem 7. 
2. We have proved that the HK region is a special case of the Hodtani region. On the other hand, theorem 6 
shows the equivalence of the CMG and the HK regions. Consequently, the CMG region is a special case of the 
Hodtani region. 
3. Intuitively, from a simple viewpoint, we can say that there are not the terms ܤ௜ , ܥ௜ , ܨ௜ , ݅ ൌ 1,2 of ܵܫܥܪ݋݀ 
(theorem 7) in ܵܫܥ
ܥܯܩ (theorem 4), and hence by removing ܥଵ , ܥଶ , ܨଵ and ܨଶ from ࣬ு௢ௗ (theorem 8), the relations 
(18-1,2,…13) are reduced to (14-1,2,..9) in theorem 5 for the CMG region. 
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V.CONCLUSION 
 
By allowing the input auxiliary random variables to be correlated as in Marton coding for broadcast channels, we 
have obtained an improved version of the HK region for the general IC, using binning scheme and jointly decoding. 
Then, we have shown that the HK and the CMG regions are special cases of our region. In our region, every rate for 
the IC, has generally three terms: the first is a general HK term, the second is due to the input correlation and the 
third is a result of binning scheme. In another paper, we extended this generalization of input distribution to the 
cognitive radio channel and obtained more general theorems and results. 
 
APPENDIX   
The proof of theorem 7 
It is sufficient to show that any element of ூܵ஼ு௢ௗሺܼሻ for each ܼ א ூ࣪஼ு௢ௗ is achievable. So, fix 
ܼ ൌ ሺܳ ଵܷ ଵܹܷଶ ଶܹ ଵܺܺଶ ଵܻ ଶܻሻ and take any ( ଵܶ, ଵܵ, ଶܶ, ܵଶ) satisfying the constraints of the theorem. 
Codebook generation: Consider ݊ ൐ 0 , some distribution of the form (16) and  
݌ሺݑଵ|ݍሻ ൌ ∑ ݌ሺݓଵ|ݍሻ ݌ሺݑଵ|ݍݓଵሻ௪భ    
݌ሺݑଶ|ݍሻ ൌ ∑ ݌ሺݓଶ|ݍሻ ݌ሺݑଶ|ݍݓଶሻ௪మ .    
Therefore, by using binning scheme we can generate sequences of ࢛૚ and ࢛૛ independently of ࢝૚ and ࢝૛. So, 
1. generate a n-sequence ࢗ, i.i.d. according to ∏ ݌ሺݍ௜ሻ௡௜ୀଵ , and for the codeword ࢗ: 
2. Generate ہ2௡ భ்ۂ conditionally independent codewords ࢝૚ሺ݆ሻ, ݆ א ሼ1,2, ڮ , ہ2௡ భ்ۂሽ according to 
∏ ݌ሺݓଵ௜|ݍ௜ሻ௡௜ୀଵ . 
3. Generate ہ2௡௦భۂ n-sequence ࢛૚ሺ݈ሻ, ݈ א ሼ1, ڮ , ہ2௡௦భۂሽ, i.i.d. according to ∏ ݌ሺݑଵ௜|ݍ௜ሻ௡௜ୀଵ  and throw them 
randomly into ہ2௡ௌభۂ bins such that the sequence ࢛૚ሺ݈ሻ in bin ܾଵ is denoted as ࢛૚ሺܾଵ, ݈ሻ, ܾଵ א
ሼ1, ڮ , ہ2௡ௌభۂሽ. 
4. Generate ہ2௡ మ்ۂ n-sequence ࢝૛ሺ݉ሻ, ݉ א ሼ1, ڮ , ہ2௡ మ்ۂሽ, i.i.d. according to ∏ ݌ሺݓଶ௜|ݍ௜ሻ௡௜ୀଵ . 
5. Generate ہ2௡௦మۂ n-sequence ࢛૛ሺ݇ሻ, ݇ א ሼ1, ڮ , ہ2௡௦మۂሽ, i.i.d. according to ∏ ݌ሺݑଶ௜|ݍ௜ሻ௡௜ୀଵ  and throw them 
randomly into ہ2௡ௌమۂ bins such that the sequence ࢛૛ሺ݇ሻ in bin ܾଶ is denoted as ࢛૛ሺܾଶ, ݇ሻ, ܾଶ א
ሼ1, ڮ , ہ2௡ௌమۂሽ. 
Encoding: The aim is to send a two dimensional message at each sender. The messages are mapped into ࢞૚ and 
࢞૛ through deterministic (as in [6]) or random encoding functions. The sender ܶ ଵܺ to send (݆, ܾଵ), knowing ࢗ looks 
for ࢝૚ሺ݆ሻ and finds a sequence ࢛૚ሺܾଵ, ݈ሻ in bin ܾଵ such that (ࢗ, ࢝૚ሺ݆ሻ, ࢛૚ሺܾଵ, ݈ሻ) א ܣఌ௡ ; then generates ࢞૚ i.i.d. 
according to ∏ ݌ሺݔଵ௜|ݍ௜, ݓଵ௜, ݑଵ௜ሻ௡௜ୀଵ  and sends it. The sender ܶܺଶ to send (݉, ܾଶ), knowing ࢗ looks for ࢝૛ሺ݉ሻ and 
finds a sequence ࢛૛ሺ݇ሻ in bin ܾଶ such that (ࢗ, ࢝૛ሺ݉ሻ, ࢛૛ሺܾଶ, ݇ሻ) א ܣఌ௡ ; then generates ࢞૛ i.i.d. according to 
∏ ݌ሺݔଶ௜|ݍ௜, ݓଶ௜, ݑଶ௜ሻ௡௜ୀଵ  and sends it.  
Decoding and analysis of error probability: The receivers ܴ ଵܺ and ܴܺଶ decode the corresponding messages, 
based on strong joint typicality [6]. It is assumed that all messages are equiprobable. Without loss of generality, we 
may confine ourselves to the situation where (݆ ൌ 1, ܾଵ ൌ 1; ݉ ൌ 1, ܾଶ ൌ 1) was sent. 
The receiver ܴ ଵܺ, by receiving ࢟૚ and knowing ࢗ, decodes ݆ ൌ 1, ܾଵ ൌ 1, ݉ ൌ 1 or ݆ሺܾଵ, ݈ሻ ݉ ൌ 1ሺ1, ݈ሻ1 
simultaneously [6]. We define the event ܧ௝ሺ௕భ,௟ሻ ௠ and ௘ܲభ
௡  as follows.  
ܧ௝ሺ௕భ,௟ሻ௠ ൌ ሼሺࢗ, ࢝૚ሺ݆ሻ, ࢛૚ሺܾଵ, ݈ሻ, ࢝૛ሺ݉ሻ, ࢟૚ሻ א ܣఌ
௡ሽ    
௘ܲభ
ሺ௡ሻ ൌ ܲ൛ܧଵሺଵ,௟ሻଵ
஼ ׫ ܧ௝ሺ௕భ,௟ሻ௠ஷଵሺଵ,௟ሻଵൟ ൑ ܲ൫ܧଵሺଵ,௟ሻଵ
஼ ൯ ൅ ∑ ܲ൫ܧ௝ሺ௕భ,௟ሻ௠൯௝ሺ௕భ,௟ሻ௠ஷଵሺଵ,௟ሻଵ ൑ ߝ ൅ ∑ ڮ
ଵ
௝ஷଵ,௕భୀ௠ୀଵ
൅
∑ ڮଶ௕భஷଵ,௝ୀ௠ୀଵ ൅ ∑ ڮ
ଷ
௠ஷଵ,௝ୀ௕భୀଵ
൅ ∑ ڮସ௝ஷଵ,௠ஷଵ,௕భୀଵ ൅ ∑ ڮ
ହ
௝ஷଵ,௕భஷଵ,௠ୀଵ
൅ ∑ ڮ଺௠ஷଵ,௕భஷଵ,௝ୀଵ ൅ ∑ ڮ
଻
௝ஷଵ,௠ஷଵ,௕భஷଵ
   
Let us choose 1 , 2 , 7  for evaluation; in accordance with the codebook generation and the original distribution 
(16) we have:  
• ∑ ڮଵ௝ஷଵ,௕భୀ௠ୀଵ ൑ 2௡ భ் ሺ݌ሺࢗ, ࢝૚ሺ݆ሻ, ࢛૚ሺ1, ݈ሻ, ࢝૛ሺ1ሻ, ࢟૚ሻ א ܣఌ௡ሻ ൑
2௡ భ் ∑ ݌ሺࢗ, ࢝૚ሺ݆ሻ, ࢛૚ሺ1, ݈ሻ, ࢝૛ሺ1ሻ, ࢟૚ሻሺࢗ,࢝૚ሺ௝ሻ,࢛૚ሺଵ,௟ሻ,࢝૛ሺଵሻ,࢟૚ሻא஺ഄ೙ ൑
2௡ భ் ԡܣఌ௡ԡ ݌ሺࢗሻ݌ሺ࢝૚|ࢗሻ݌ሺ࢛૚|ࢗሻ݌ሺ࢝૛|ࢗሻ݌ሺ࢟૚|࢛ࢗ૚࢝૛ሻ ൑ 2௡ భ் ڄ 2௡ுሺொௐభ௎భௐమ௒భሻ ڄ 2ି௡ுሺொሻ ڄ 2ି௡ுሺௐభ|ொሻ ڄ
2ି௡ுሺ௎భ|ொሻ ڄ 2ି௡ுሺௐమ|ொሻ ڄ 2ି௡ுሺ௒భ|ொ௎భௐమሻ ൌ 2ି௡ሺூሺ௎భ;ௐభ|ொሻାூሺ௒భ;ௐభ|ொௐమ௎భሻି భ்ሻ   
• ∑ ڮଶ௕భஷଵ,௝ୀ௠ୀଵ ൑ 2௡௦భ ሺ݌ሺࢗ, ࢝૚ሺ1ሻ, ࢛૚ሺܾଵ, ݈ሻ, ࢝૛ሺ1ሻ, ࢟૚ሻ א ܣఌ௡ሻ ൑
2௡௦భ ԡܣఌ௡ԡ ݌ሺࢗሻ݌ሺ࢝૚|ࢗሻ݌ሺ࢛૚|ࢗሻ݌ሺ࢝૛|ࢗሻ݌ሺ࢟૚|ࢗ࢝૚࢝૛ሻ ൑ ڮ ൌ 2ି௡ሺூሺ௎భ;ௐభ|ொሻାூሺ௒భ;௎భ|ொௐభௐమሻି௦భሻ   
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• ∑ ڮ଻௝ஷଵ,௠ஷଵ,௕భஷଵ ൑ 2௡ሺ௦భା భ்ା మ்ሻ ሺ݌ሺࢗ, ࢝૚ሺ݆ሻ, ࢛૚ሺܾଵ, ݈ሻ, ࢝૛ሺ݉ሻ, ࢟૚ሻ א ܣఌ௡ሻ ൑
2௡ሺ௦భା భ்ା మ்ሻ ԡܣఌ௡ԡ ݌ሺࢗሻ݌ሺ࢝૚|ࢗሻ݌ሺ࢛૚|ࢗሻ݌ሺ࢝૛|ࢗሻ݌ሺ࢟૚|ࢗሻ ൑ ڮ ൌ 2ି௡ሺூሺ௎భ;ௐభ|ொሻାூሺ௒భ;ௐభௐమ௎భ|ொሻି௦భି భ்ି మ்ሻ.   
Similarly, the other terms can be evaluated. In order to ( ௘ܲభ
ሺ௡ሻ ื 0 as the block length ݊ ื ∞), it is necessary 
and sufficient that:  
ە
ۖ
ۖ
ۖ
۔
ۖ
ۖ
ۖ
ۓ
 
ݏଵ ൑ ܫሺ ଵܷ; ଵܹ|ܳሻ ൅ ܫሺ ଵܻ; ଵܷ|ܳ ଵܹ ଶܹሻ                   
ଵܶ ൑ ܫሺ ଵܻ; ଵܹ| ଶܹ ଵܷܳሻ ൅ ܫሺ ଵܷ; ଵܹ|ܳሻ                   
ଶܶ ൑ ܫሺ ଵܷ; ଵܹ|ܳሻ ൅ ܫሺ ଵܻ; ଶܹ|ܳ ଵܹ ଵܷሻ                   
ݏଵ ൅ ଵܶ ൑ ܫሺ ଵܻ; ଵܷ ଵܹ|ܳ ଶܹሻ ൅ ܫሺ ଵܷ; ଵܹ|ܳሻ         
ݏଵ ൅ ଶܶ ൑ ܫሺ ଵܻ; ଵܷ ଶܹ|ܳ ଵܹሻ ൅ ܫሺ ଵܷ; ଵܹ|ܳሻ         
ଵܶ ൅ ଶܶ ൑ ܫሺ ଵܻ; ଵܹ ଶܹ|ܳ ଵܷሻ ൅ ܫሺ ଵܷ; ଵܹ|ܳሻ         
ݏଵ ൅ ଵܶ ൅ ଶܶ ൑ ܫሺ ଵܻ; ଵܷ ଵܹ ଶܹ|ܳሻ ൅ ܫሺ ଵܷ; ଵܹ|ܳሻ
                           (A1), 
from where, considering the binning condition:  
ܫሺ ଵܷ; ଵܹ|ܳሻ ൑ ݏଵ െ ଵܵ             or                ଵܵ െ ݏଵ ൑ െܫሺ ଵܷ; ଵܹ|ܳሻ,   
the relations (A1) yield to the constraints (17-1)-(17-7) in theorem 7.  
Error probability analysis for the receiver ܴܺଶ can be done similarly and the inequalities (17-8)-(17-14) can be 
proved (for brevity, the details are omitted).  
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