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Suppose X is a set, and D, , D, are division rings given with maps X + D, , 
X - D, whose images generate D, and D, as division rings. Let D, A D, 
denote the subring of D, x D, generated by the image of X under rational 
operations: the ring operations, and the operation of inverting invertible 
elements (i.e., if (a, b) ED, A D, , and a # 0, b # 0, then we also take 
(a-l, b-l) to belong to D, A D, .) 
Then we shall find that there are four possibilities: 
(a) If D, g D, as division-rings-generated-by-X, then D, A D, is 
again a division ring, the graph of the isomorphism. 
(b) Another possibility is that D, A D, may be a local ring (but not a 
sfield) which embeds in D, and has residue ring isomorphic to D, . This will 
happen if all rational relations holding in D, among the X-tuple of generators 
also hold among the corresponding elements of D, , but not vice versa, 
D, A D, is then, in fact, the graph of a specialization from D, to D, . 
(c) Similarly, D, A D, may be the graph of a specialization from D, to 
D 0’ 
(d) If neither inclusion holds between the sets of rational relations 
satisfied by the images of X in Do and D, , then Do A D, will be the full 
direct product, Do x D, . 
Thus the possible behaviors of Do A D, are classified in terms of the 
concepts of Part I of this paper. 
But when we consider families of more than two division rings, unexpected 
cases arise. Suppose we have maps of X into three division rings Do, D, , 
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and D, . Then D, A D, , D, A D, , and D, A D, may each be a full direct 
product ring, yet D, A D, A D, (defined analogously) may be a semilocal 
ring, embedding in D, and having D, and D, as residue rings at its two 
maximal ideals. 
This is the case, for instance, when we take for the Di the three generic 
matrix sfields k<X>, , k<X+, , and k<X>, (1 X 1 > 1). We shall see 
that this means that although (as the results of Part I tell us) the set of rational 
identities satisfied in k-division algebras of p.i. degree 5 is not contained in 
either the identities for p.i. degree 2 or those for p.i. degree 3, it is contained 
in the union of those two sets! 
The above behavior is only one of many possible. 
We shall develop below a general theory of rational relations and the 
construction “A” on finite families of division rings. In particular we com- 
pletely characterize the behavior of finite families of the generic matrix 
sfields k +X>, (i = 1,. ., r) in terms of the additive arithmetic of the integers 
mi , thus extending the results obtained for Y = 2 in Part I. 
The “unexpected” behavior described above does not occur for commuta- 
tive fields-the behavior of rational relations in a finite family of such X-fields 
is determined by the partial ordering of this family under the relation “is 
specializable to.” 
In the general (noncommutative) case, the structure on {Di} that charac- 
terizes the behavior of A Di is a generalization of a partial ordering, which we 
name a structure of “support system,” and examine axiomatically in 
Section Il. 
In this part, we shall assume the concepts and notation introduced in 
Sections 1-4 of Part I. 
7. RATIONAL CLOSURE 
We shall say that a subring R, of a ring R is rationally closed in R if for 
every x E R, which is invertible in R, we have x-l E R, . If X is a subset of R, 
the least rationally closed subring of R containing X will be called the rational 
closure of X in R. If the rational closure of X in R is R, R will be said to be 
rationally generated by X. Thus if R is a sfield, a rational generating set for R 
means a generating set for R as a sjield. An X-sfield (LY, D) will be called 
strict if D is rationally generated by a(X). More generally, if R is a ring and 
Al: X-t R a set-map, and a(X) rationally generates R, we shall call (a, R) a 
rationally strict X-ring. 
Note that an X-subring of a rationally strict X-ring R need not be rationally 
strict. For instance, let R be the commutative rational function field Q(x, y) 
in two indeterminates x and y over the rational numbers Q. Then R is a 
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rationally strict {x, y)-ring; and so, for instance, is the subring Z[x, y, y-l]; 
but a subring which is not is Z[x, y, xy-r], since xy-l cannot be obtained from 
x and y by ring operations and the taking of inverses within this subring. 
The definition of a specialization from a sfield D to a sfield D’ can be 
restated in terms of the above definitions: it is a homomorphism o from a 
subring of D into D’, whose graph is rationally closed as a subring of D x D’. 
Since o is a function, its graph is isomorphic to its domain, D, . 
If D and D’ are X-sfields, D x D’ becomes an X-ring, and an X-specializa- 
tion is one whose graph contains the image of X. Clearly, if there exists any 
X-specialization from D to D’, then the rational closure of the image of X in 
D x D’ will be the graph of the unique X-specialization minimal with respect 
to extension. So let us call an X-specialization u strict if its domain D, 
(equivalently, its graph) is a rationally strict X-ring; then there exists at most 
one strict specialization between any two X-sfields. In Proposition 2.1 
(Part I) we found necessary and sufficient conditions for such a specialization 
to exist, in terms of rational relations holding in D and D’. We shall here study 
similarly the rational closure of the image of a set X in an arbitrary finite 
direct product of X-sfields (without loss of generality, strict X-sfields.) 
For any set X, the category of rationally strict X-rings, with homomor- 
phisms respecting X, will be a preorder; that is, each horn-set Hom(A, B) has 
cardinality at most one; this follows from the uniqueness of inverses. Hence 
if we identify isomorphic objects (under the unique isomorphisms between 
them) the category becomes a partially ordered set. The order relation on it, 
“A can be mapped to B,” is clearly equivalent to the two inclusions d(A) L 
b(B) and 3(A) C Z(B). (The latter actually entails the former, since 
e E Q(A) if and only if e - e E %(A).) The strict X-sfields are certain maximal 
nontrivial elements in this partially ordered set. (They are not the only 
maximal nontrivial elements in general. For instance, any simple X-ring in 
which all non-zero-divisors are invertible is maximal.) 
Given any family of rationally strict X-rings (R,),,s , let us define their 
rational meet A, R2, (“with respect to X” being understood) to be the rational 
closure of the image of X in their ring-theoretic direct product, n, R, . 
This will be their direct product in the category of rationally strict X-rings, 
or their meet in the equivalent partially ordered set, which is thus a complete 
lattice. In particular, this operation will be associative (up to natural isomor- 
phism) and idempotent: R A R g R. If T is a subset of the index set S, there 
will exist a natural map p,,,: As R, 4 /\r R, . When T is a singleton {t}, 
ps,ct) is the projection of As RS into R, . 
Though we shall use the symbol A, we shall not pursue the lattice-theoretic 
viewpoint further. (Notice that if D, and D, are nonisomorphic strict X-fields, 
the question of whether D, A D, is the graph of a specialization from D, to D, , 
or the graph of a specialization the other way, or neither, is not lattice- 
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theoretic. It is based on the ring-theoretic distinction of whether the maps 
p(s,rl,t,,): D, A D, + D, and pts,,},(rl: D, A D, -+ D, are injective and/or 
surjective.) 
The following results are obvious: 
LEMMA 7.1. If(R,),,s is a family of X-rings, then 
= n b(R,) and 
s 
Thus, the ring A R, can be described abstractly as the set of rational expressions 
in 92(X) evaluable in all the R, , module the relation of having equal values in all 
R,: ewfCrVs, e-,fE%(Rs). 
If T is a subset of S, and we write R = As R, , R’ = AT R, , then for 
e E b(R) C 6(R) we havep,,,(e,) = eR’ . 1 
Throughout this paper, homomorphisms of X-rings will be understood 
to respect the X-structure. 
8. BASIC RESULTS ON RATIONAL MEETS OF X-SFIELDS 
Note that in the next Proposition, conditions (a) and (a’) are two versions 
of the statement, “each D, satisfies a rational relation not satisfied in any of 
the others.” 
PROPOSITION 8.1. Let X be a set, and (DJs a finite family of strict X-s-fields. 
Then the following conditions are equivalent: 
(a) None of the sets d”(DJ (s E S) contains the intersection of the others. 
(a’) For each t E S there exists an element e(t) E (Is e?(D,) which lies in 
%“(DJ, but not in any of the other B(D,)‘s. 
(a”) For each t E S there exists an element d(t) E fis b(D,) such that 
d(t),t = 1, while d(t)bs = 0 for all s # t. 
(b) AsDs =I-IsDs. 
Proof. (a) * (a’). Given t E S, choose by (a) an element f E n,-ft, eY(D,), 
but not in b(D,). By Lemma 1 .l, f will have some subexpression e-l with 
e E ZY(D,). Take this element for e(t) in (a’). 
(a’) * (a”). For each t, define f (t) to be the product (in any order) of the 
e(s), for all s # t. This will be an element of & F(D,), which has value zero 
in every D, except D, . Defining d(t) = f (t)(& f (s))-l, we clearly have (a”). 
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(a”) 3 (b). (a”) gives us the necessary idempotents to say that the ring 
R = As D,5 has the form n, R, , where each R, is some subring of D, . 
From the fact that ITS R, = As D, is (by definition) rationally closed in 
I& D,Y , it is easy to see that each R, must be rationally closed in D,; likewise, 
each R, will contain the image of X in D, . Hence, as D, is rationally generated 
by the image of X, we get R,q = D, , as desired. 
(b) 3 (a). Given (b) we can clearly choose e E &(A, D,) such that all 
e,$ are nonzero except e, I . Then e-r E (ns-tt) t”(D,)) - e?(D& estabhshing 
(4. I 
We can now get the classification of pairwise rational meets D, A D, 
indicated in the Introduction. If &(D,,) C 6’(DI) or vice versa, we know by 
Proposition 2.1 and the remarks of Section 7 above that D, A D, will be 
a local ring, the graph of a specialization from one of these sfields into the 
other. In particular, if both inclusions hold it is the graph of a specialization in 
each direction, hence the graph of an isomorphism. When neither inclusion 
holds, the above Proposition tells us that D, A D, = D, x D, . 
In studying situations where A D, is not so simple, we will need the 
following Lemma. (Recall in connection with condition (i) that any homo- 
morphism takes invertible elements to invertible elements.) 
LEMMA 8.2. Letf : R -+ R’ be a ring homomorphism such thatf (R) rationally 
generates 17’ (e.g., a homomorphism of rationally strict X-rings, for some set X). 
Then the following conditions are equivalent: 
(i) f takes noninvertible elements of R to noninvertible elements of R’; 
(ii) f is surjective, and Ker f C J(R), the Jacobson radical of R. 
Proof. Assuming (i), f(R) will be rationally closed in R’; but it rationally 
generates R’, so f(R) = R’. The second assertion of (ii) and the reverse 
implication follow immediately from the well-known characterization of 
J(R) as the largest ideal JC R such that the coset I + J consists entireIy of 
invertible elements; equivalently such that for every invertible u E R, u + J 
consists of invertible elements. 1 
The main point of the next Proposition for us now is the first part, but the 
proof revolves around the second part, and we shall use that later on. In 
the first sentence, note that “nonisomorphic” means “as X-sfields.” 
PROPOSITION 8.3. Let X be a set, and (D& a f&rite family of pairwise 
nonisomorphic strict X-s$elds. DeJine 
Max(S) = u ES ) &(DU)$ n b(D,) . 
I S-W I 
481/43/I-18 
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Then AMax DS = Lax(s) DsT and the mapps,Ma,(s): AsDS- AMaX D, 
is surjective and has kernel precisely J( As D,). Hence 
i.e., As D, is semilocal, and its residue rings at its maximal ideals are precisely 
the X-sfields D, (s E Max(S)). In particular, if S # .D then Max(S) # 0. 
Further, given any T C S, the following conditions are equivalent: 
(a) T 2 Max(S). 
(b) The homomorphism p,,,: As D, + AT D, takes noninvertible elements 
to noninvertible elements. 
(c) The homomorphism p,,, is surjective, and has kernel in /(As D,?). 
(4 ns &CDs) = b gPs)- 
Proof. We start at the bottom: conditions (b) and (c) are equivalent by the 
preceding lemma. Further, since the evaluability of an expression e E W(X) in 
any X-ring is determined by invertibility conditions, (b) is equivalent to 
&(As D,) = &(A, D,), which is equivalent to condition (d). 
Now let V be any subset of S minimal for the equivalent properties (b)-(d). 
Applying this minimality to condition (d), we see that no &(DU) (v E V) can 
contain fiV-fVj &(D,). Hence AV D, = nV D, by Proposition 8.1. Since 
this ring is semisimple, and since V satisfies condition (c), we see that 
As D,/ J(As OS) E Ay D, = j-IV D,. In particular, As D, is semilocal, and 
the residue rings at its maximal ideals are (up to isomorphism as X-sfields) 
precisely the D, (s E I’). But, as distinct D, (s E S) were assumed non- 
isomorphic, this observation uniquely determines V; so there is a unique 
minimal subset V of S satisfying (b)-(d). S ince (d) is preserved under enlarging 
T, we see that (b)-(d) are equivalent to: (a’) T 2 V. 
Now for any t E S we note that by the definition of Max(S) 
t 6 Max(S) o S - (t} satisfies (d) 
- S - {t} 2 V (since (d) + (a’)) 
et$V. 
So V = Max(S), and we have proved the equivalence of (a)-(d), and in the 
process, all the other assertions of the proposition. i 
COROLLARY 8.4. In the situation of the above Proposition, Max(S) can also 
be characterized as the set of those indices t E S such that the map ps,ctl: 
As D, + D, is surjective; equivalently, such that Kerp,,t,) is a maximal ideal 
of AsDs. 
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S - Max(S) can be characterized as the set of all t E S satisfying any of the 
following-which are mutually equivalent for S$nite or in$nite: 
(c) ps,s-{tj takes noninvertible elements to noninvertible elements. 
(d) ps,s-(t} is surjective and has kernel in J(As 0,). 
Proof. The first assertion comes from our characterization of the maxima1 
ideals of As D, . The implications t $ Max(S) + (a) o (b) o (c) * (d) are 
straightforward. 1 
Note that condition (b) of the above corollary says that the class of rational 
relations(z) satisfied in D, is contained in the union of the classes of relations 
satisfied by the other D, . (Condition (a) says the same for rational relations(u).) 
One might expect, in view of the ring-theoretic result “If an ideal P, of a ring 
R is contained in a finite union of prime ideals, lJ P, , then it is contained in 
one of them,” that for S finite this condition should imply that the class of 
rational relations(z) holding in Dt is contained in the class of relations 
associated with some one D, . But we asserted the contrary in the Introduc- 
tion-specifically, that the class of rational relations holding in an X-sfield D, 
may be contained in neither the class satisfied by D, nor that satisfied by D, , 
and yet be contained in their union. 
Let us see what happens if we try to apply the proof of that ring-theoretic 
result to such D, , D, , and D, . We take a relation(z) , f = 0, holding in D, 
but not D, , and a relation(z) g = 0 holding in D, but not D,. By assumption 
every relation holding in D, holds in either D, or D, , hence f = 0 must hold 
in D, and g = 0 in D, . Now, won’t f + g = 0 be a relation holding in D, but 
in neither D, nor D, , yielding a contradiction ? 
No. The point is that f = 0, which holds in D, , may hold there degenerately 
(Section 1); or g = 0 may hold degenerately in D, . In either case f + g = 0 
will also hold-degenerately-in both D, and D,! 
It is this possibility (which we will see realized by generic matrix algebras in 
the next section) that prevents the study of finite families of X-sfields from 
reducing to consideration of the binary predicate “all rational relations 
holding in D, hold in D, .” Instead,the useful concept will be the condition on 
an X-sfield D, and a family of X-sfields (D,& introduced in the next proposi- 
tion and definition. 
Note that where the preceding proposition gave the criterion for the kernel 
of a mapps,ft) to be a maximal ideal, equivalently for this map to be surjective, 
the next proposition gives the condition for such a map to be injective, so that 
the rational meet can be identified with a subring of Dt . Condition (a) below 
can be translated “Every rational expression evaluable in all D, and having 
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value 0 in D, has value 0 in all D, ,” equivalently “Every rational relation(,) 
holding in D, either holds in every D, , or holds degenerately in some D, .” 
PROPOSITION 8.5. Let X be a set, and (D ) s sssv(t) a family of strict X-sjields 
(with a distinguished member D, . We do not speczfy whether t E S.). Then the 
following conditions are equivalent: 
(4 ~WnnsVs)~ns w)s)* 
(b) The map Pi”,: ASUtt) D, ---f D, is one-to-one. 
Proof. An expression e E 9?(X) represents an element of the kernel of 
psv(t),ct, if and only if it lies in the left-hand-side of (a), and (assuming it does 
lie there) it represents 0 in I\SUtt) D, if and only if it lies in the right-hand- 
side. 1 
DEFINITION 8.6. If the equivalent conditions of Proposition 8.5 hold, we 
shall say that the X-sjield D, supports the family of X-sjelds (DJseS . We shall 
write this D, cc (DJsCs . If there is no danger of ambiguity (i.e., zf, as will 
generally be the case, only one S v (t}-indexed family of X-sjields is being 
considered) we shall simply say that the index t supports the index-set S, and 
write t cc S. 
We note some trivial properties of the support relation: 
PROPOSITION 8.7. Let X be a set, and (Ds)seS a family of strict X-sfields. 
Symbols s, t, etc., and S, , T, U, etc., will respectively represent elements and 
subsets of S. 
(0) If t cc U # ia, then b(D,) 1&,, cF(D,~). 
(i) t cc U c> t cc U U {t}. 
(ii) If t E S, and (S,)[ is a family of subsets of S such that t cc Si for each 
i E I, then t cc u, Si . (In particular, taking I = ,@ we see that every t E S 
supports O. Hence by (i) t oc {t} also.) 
(iii) If t cc U, and for each u E U, u K S, f a, then t cc uo. S, . 
Proof. (0) If S - (t} # ia, then condition (a) of Proposition 8.5 implies 
condition (b) of Corollary 8.4, which is equivalent to (a) of that Corollary, 
which is the desired condition. The case S = {t} is trivial. 
(i) and (ii) are immediate from the form of condition (a) of Proposition 8.5. 
(iii) Assume t CC U, and that u CC S, # % for each u E U. 
If e E W(X) has value 0 in D, and is evaluable in every D, (s E uo S,), we 
wish to show e has value 0 in every D, . By observation (o), applied to each 
relation u cc S, # D, e will be evaluable in each D, _ Since t cc U and 
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eDt = 0, this means eDu will be zero for each u E U. Since u a S, we see in 
turn that e, I = 0 for each s E S,, , u c U, as desired. 1 
Warning: Given S, C S, , one cannot deduce either that (t a S,) > 
(t a S,), or the reverse implication, in general. 
We remark that S was not assumed finite in 8.5-8.7; though it will be in 
most of what follows. 
LEMMA 8.8. Let X be a set, and (DJsuct) a Jinite family of strict X-sfelds. 
Then the following conditions are equivalent: 
(a) G(D,) 2 ns d(D,), and S is minimal for this property. 
(b) Dt supPorts PJm- > and S is nonempty, and minimal for these 
properties. 
Proof. Let (a,,) and (b,) denote conditions (a) and (b) minus their mini- 
mality clauses. We shall show (a) 2 (b,) and (b) * (a,,); i.e., any minimal 
finite family satisfying (a,) satisfies (b,) and vice versa. It follows (by finite set 
theory) that the minimal finite families satisfying (a,,) and the minimal 
finite families satisfying (b,) are the same; i.e., (a) is equivalent to (b), as 
desired. 
Assuming (a), S is a minimal subset of S u {t} such that ns b(D,) = 
nsvt~~ b(D,), hence applying Proposition 8.3 to S U {t}, we see that 
S = Max(S U {t)), and in particular,p,,(,),s is surjective to As D, = n, D, . 
Suppose t did not support S. Then there would be some a E Asvttj D, , 
and u E S, such that a, = 0, but a, # 0. Because ASVtt) D, maps surjectively 
to n, D, , we can find b E ASUtt) D, such that b, = ai’, while b, = 0 for all 
other s E S. Then ab E /2sv(t} D, has value 1 at II, and 0 at all other coordinates, 
including t. Having this idempotent, we can say that D, will split off as a 
direct factor in our ring: r\sv(t) D, = R x D, . R will be a subring of 
l-hs-~u~~u~t~ Ds > rationally generated by X, and rationally closed, hence will 
in fact be /\t~-~~tt~ D, . 
Now, from the fact that the map psvtt},s takes nonunits to nonunits 
(Proposition 8.3), we see by “factoring off” D, thatp(,_(,)),(,~,,_~,, will do the 
same, hence (Proposition 8.3) S - {u} will satisfy the condition for which 
S was assumed minimal, giving a contradiction. So D, must indeed support 
{Ds~sssl. 
That S must be nonempty is clear, so (a) 3 (b,). 
On the other hand, (b) + (b,) + (a,), by part (0) of the preceding Lemma. 
This completes the proof. 1 
COROLLARY 8.9. A relation a( Dt) 2 ns a( D,) on a finite nonempty family of 
strict X-sjields will hold if and only if D, supports some subfamily of (DJscs . 1 
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So let us restate the conditions that we have expressed in terms of such 
inclusions as statements about support. We shall call a support relation t oc S 
nontriwiul if S is neither m nor {t}. 
COROLLARY 8.10. The conditions of Proposition 8.1 (for As D, to be 
nIs D,) are also equivalent to: No nontrivial support relations hold among the 
Ds (~6 S>. I 
COROLLARY 8.11. Let S be a set, and (D& a finite family of pairwise 
nonisomorphic strict X-s$elds. Then Max(S) (see Proposition 8.3) can be 
characterized as the set of t E S for which no nontrivial support relations 
t oc S’ C S hold. m 
Remark. Suppose we call a relation &(DJ > n, eY(Ds) an “&-inclusion.” 
Then if we consider all d-inclusions and support relations among elements 
and subsets of a finite family of X-sfields, and write “+” for “determines,” 
we have 
{support 
{minimal 
- support t+ 
{minimal 
relations) 
relations} 
6-inclusions, f--t {G-inclusions). 
The middle double arrow comes from Lemma 8.8. The rightmost arrowhead 
holds because &-inclusions are preserved under enlarging the intersected 
family, hence are determined by the set of minimal cases. The passage from 
the far left to far right is made explicit in Corollary 8.9. But we shall see an 
example in the next section showing that the leftmost arrow is not reversible. 
Hence one cannot characterize the relation of support in terms of b-inclusions. 
The next result characterizes a situation of ring-theoretic interest: 
PROPOSITION 8.12. Let X be a set and (Ds)av(t) be a$nite family of strict 
X-sfields. Then the following conditions are equivalent: 
(a) %(D,) n no &(D,) C no ZZ’(DJ, and no a(D,) (s E U) contains the 
intersection of the others. 
(b) t CC U, but no nontrivial support relation holds among the elements of U. 
(c) A ouct) D, is a semilocal ring, embedding (via Puvct) ,tt)) in D, , and 
having precisely the D,9 (s E U) for residue rings at its maximal ideals (via the 
PovIt),(s)). 
(c’) There exists a semilocal X-ring R which can be embedded, as X-ring, 
in D, , and which has residue rings at its maximal ideals isomorphic as X-rings to 
precisely {Da / s E U}. 
Proof. (a) => (b) is clear. (b) 3 (c) by Proposition 8.3. (c) 3 (c’) is trivial. 
(c’) 3 (a) is straightforward. 1 
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(In the above Proposition statement (b) is not an exhaustive description of 
the support relations holding in U u {t} - t may also support various proper 
nonempty subsets of U.) 
COROLLARY 8.13. Let X be a set, (D& a jinite family of pairwise non- 
isomorphic strict X-sjields, and t an element of S such that t CC S. Then 
f%,(tkJMax(s): As D8 - /\(tf"MaX(s) D, is an isomorphism, and {t} u Max(S) 
satisjies the conditions of the preceding proposition. 
Proof. The map ps,(t)uMax(s) will be surjective by Proposition 8.3, and 
injective because ps,rt, is so, proving isomorphism. In view of this isomor- 
phism, the injectivity of p,,{,, implies the injectivity of p(t)uMax(s),(t} , thus 
t cc Max(S). This, together with the characterization of Max(S) in Corollary 
8.11, implies condition (b) of Proposition 8.12. 1 
EXERCISE 8.14. Under the hypotheses of the above corollary, prove 
t cc Max(S) using only Corollary 8.11 and the formal properties (i)-(iii) of the 
relation “ K” given by Proposition 8.7. Show more generally that in this 
situation, t supports any T such that Max(S) C T C S. 
Finally, we note how to characterize specializability and isomorphism in 
terms of the support relation. 
PROPOSITION 8.15. Let X be a set, and D, , D, strict X-s$elds. Then s CC {t} 
if and only if there exists an X-specialization from D, to Dt (cf. Proposition 2.1). 
Hence (s CC {t} and t CC {s}) o (OS z D, as X-sfields.). 1 
(By analogy, one might think of a general support relation as a “poly- 
specialization!“) 
We now have enough of the theory of the support relation to apply it to the 
study of rational identities. In Sections 10 and 11, we shall resume the 
development of the general theory for its own interest. 
9. RATIONAL IDENTITIES 
Throughout this section, k will be a fixed field, and X a fixed set. 
For any positive integer n, k<X+n will denote the sfield of fractions of the 
generic matrix algebra k<X>n , as in Section 3 (Part I). We shall consider 
these as (k u X)-sfields. We recall from that section that if D is an infinite 
simple k-algebra of p.i. degree n < co, then the rational identities (of type 
(U) or (2)) in an X-tuple of variables and coefficients from k holding in D 
coincide with the rational relations holding in the (k U X)-sfield k<X>, . In 
particular, they depend only on the p.i. degree, n, of D. 
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We assume henceforth that 1 X 1 > 1, to ensure that R<X>, actually 
has p.i. degree n. 
We shall abbreviate the subsets &(k<X>,) and Z’(k<X>,) of 9(X u k) 
to b(n) and Z?(n). 
In the results to follow, we shall not give all the equivalent conditions that 
follow naturally from the results of Section 8, but only those of greatest use 
and interest. 
THEOREM 9.1. Let n be a positive integer, and M a nonempty set of positive 
integers. Then the following conditions are equivalent: 
(a) k<X>, supports {k<X+, 1 m E M}. 
(a’) 3(n) n nM s(m) C r),+, S(m). That is, every rational identity(,) 
holding in p.i. degree n either holds degenerately in some p.i. degree m EM, or 
holds (nondegenerately) in all p.i. degrees m E M. 
(a”) The mapp,,(,),{,l: AisMU(nl k<X>, + k<X+,, is an embedding. 
(b) There exists a prime p.i. ring R of p.i. degree n, such that the set of p.i. 
degrees of residue rings of R at maximal ideals is precisely M. 
(c) n can be written n = xmsM c,m, where the c, are nonnegative 
integers, and fop each m, E M, this expression can be chosen so that crnO # 0. 
Equivalently, for each m, E M, the additive semigroup generated by M contains 
n - m, . 
Proof. (a), (a’), and (a”) are equivalent by Proposition 8.5 and Defini- 
tion 8.6. 
In place of (b), let us insert into our family of conditions to be shown 
equivalent a weaker condition and a stronger condition: 
(b-) There exists a prime p.i. ring R of p.i. degree n such that the set 
of p.i. degrees of residue rings of R at prime ideals contains M, and the 
set of p.i. degrees of residue rings at maximal ideals is contained in M. 
and 
(b+) There exists a semilocal prime p.i. ring R of p.i. degree n, such 
that every nonzero prime ideal of R is maximal, the set of p.i. degrees of 
residue rings of R at these ideals is precisely M, and each of these 
residue rings is inJinite. 
We shall show (a”) => (b-) a (c) 3 (b+) 2 (a’). 
Note that each of the conditions we are considering implies M C {i j i < n}. 
(a”) * (b-). Take R = /jMUtnl k<X>i. By Proposition 8.3, the 
residue rings of R at its maximal ideals will be a subset of the k<X>m 
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(m E M). On the other hand, for every m E n/r, the kernel of ~~“(~1: R -+ 
kQX>m will be a prime ideal P such that p.i. deg R/P = m. Thus, R 
satisfies (b -). 
(b-) =z= (c) by Bergman and Small [74], Theorem 6.8 (with P. = {O}). 
(c) Z= (b+). According to (c) we can write 
n = m(1, 1) + ... + m(l, YJ 
= . . . 
= m(s, 1) + ..* + m(s, TJ, 
(s > 1, each yi 3 1, each m(i, j) E M) so that every element of M occurs at 
least once as an m(;, j). 
Now let A be a commutative k-algebra which is a semilocal principal ideal 
domain with precisely s nonzero prime ideals, 1r ,..., I, , each of which has 
infinite residue field Ki = A/Ii (e.g., take an infinite field extension K of k, 
form the polynomial ring K[t], and adjoin inverses to all but s irreducibles.) 
Note that A/J(A) E ni Ki . Hence taking n x n matrices, 
Now for each i, M,(K,) has a block-diagonal subring isomorphic to 
Mm(i,dK) X ... x Mm(i,Ti)(Ki). The direct product of these rings, over 
i < s, induces a semisimple subring Q C M,(A)/J(Mn(A)) isomorphic to 
&s,jg,(i) M,(i,f~(Ki). Let R be the inverse image of Q in M,(A). Then it is 
immediate that J(R) = J(MJA)), and hence R/J(R) g Q. So R is semilocal, 
and the family of p.i. degrees of its residue rings at maximal ideals is 
(m(;, j)> = M. Every prime ideal P C R must meet A C M,(A) in either the 
zero ideal or one of the Ii; in the first case PK will be a proper ideal of 
RK = M,(K), so PK = 0, so P = 0. In the second case P 2 RIi , so RIP is 
a finite-dimensional Ki-algebra, so P is maximal. Thus, every nonzero 
prime ideal of R is maximal, and R satisfies the conditions of (b+). 
(b+) * (a’). Suppose that e lies in the left-hand-side of the inclusion 
of (a’), i.e., that e = 0 is a rational identitycz) holding in p.i. degree n, and not 
degenerate in any p.i. degree m E M. We wish to show that it is an identity for 
each of these degrees. Taking R as in (b+), this is equivalent to saying: 
given for each maximal prime P C R a map c+: X + R/P such that eaP is 
defined in RIP, show that all these elements eaP are zero. To do this note that R 
is semilocal, so we can find by the Chinese Remainder Theorem one map 
01: X + R inducing all the +‘s. Because e, is evaluable modulo each maximal 
prime P and R is semilocal, e, will be evaluable in R. Hence, as e E Z(n), 
e, = 0. Hence ear has zero residue in each RIP, as desired. 1 
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Note. Condition (bf) can be further strengthened. We can arrange that 
each m E M occur only once as the p.i. degree of a residue ring RIP: In the 
construction, choose A so that all Ki are isomorphic. Then if m(;r , jr) = 
. . . m(i, , jt), use the diagonal subalgebra of Mm(i,,j,)(Ki,) x ... x Mm(i,,i,)(Kt) 
instead of the full product of these terms in defining Q. We can also arrange 
for the R/P to be sfields rather than matrix rings M,(K): Choose A so that 
each J&&KJ contains a division algebra Dij of the same p.i. degree, 
and again, use these subalgebras in place of the full matrix rings. I suspect 
that one can similarly make R a domain. 
Applying Proposition 8.12, we get 
COROLLARY 9.2. Let n be an integer and M a set of integers. Then the 
following conditions are equivalent: 
(a) AioMyh) kGf>i is isomorphic (via Pi”,) to a subring of 
kGf>n 9 and its residue rings at maximal ideals may be identified with the 
k<X>, (m 6 W. 
(a’) k<X>, has a semilocal subring whose residue rings at its maximal 
ideals are isomorphic (as X u k-rings) to the k<X>, (m E M). 
(b) For every m E M, n may be written as a linear combination of elements 
of M with nonnegative integer coefficients, so that m has positive coeficient, 
but no m E M can be written as a linear combination with nonnegative integer 
coeflcients of the other elements of M. 1 
In particular, (b) is satisfied when n = 5, M = (2, 3}, hence so is (a), 
verifying the assertions in the Introduction! 
COROLLARY 9.3. Let n be a positive integer, and M a set of positive integers. 
Then the following conditions are equivalent. 
(a) k<X>,, supports some nonempty subfamily of (k<X>, 1 m E M). 
(a’) g(n) 2 fLM b(m). That is, every rational identity(,) over k holding 
in p.i. degree n holds also in p.i. degree m for some m E M. 
(a”) S(n) n nM a(m) C (JM S?(m). Equivalently, every rational iden- 
tity(,) over k holding in pi. degree n holds in p.i. degree m for some m E M. 
(b) There exists a semilocal (k u X)-rationally-strict subalgebra 
R 2 k<X+, whose residue rings at its maximal ideals are some subfamily of 
PGf>, I m E Ml- 
(C) There exists a prime p.i. ring R, of p.i. degree n, such that for every 
maximal prime P C R, p.i. deg R/P E M. 
(d) The additive semigroup of positive integers generated by M 
contains n. 1 
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COROLLARY 9.4. Let M be a$nite set of positive integers. Then the following 
conditions are equivalent: 
(a) No nontrivial support relation holds among the sfelds k<X>m 
(m E M). 
(a’) None of the sets s(m) (m E M) contains the intersection of the others, 
i.e., for every m E M there exists a rational identity(,) holding in p.i. degree m 
but not in any of the p.i. degrees m’ E M - (m}. 
(a”) For each m E &l, there exists an element d E 8(X) such that d - 1 = 0 
is a nondegenerate rational identity(,) for p.i. degree m, while d = 0 is a non- 
degenerate rational identity(,) for all p.i. degrees m’ E M - {ml. 
(b) LM k<X>nz = llnm k+X>m. 
(c) No member of M lies in the additive semigroup generated by the other 
elements of M. 
(d) Any semiprime p.i. ring R such that for every maximal or minimal 
prime P C R one has p.i. deg RIP E M, is an Azumaya algebra over its center. 
Proof. The equivalence of (a)-(c) follows from the preceding results. 
(c) 3 (d) is Corollary 8.6 of Bergman and Small [74]. Clearly, (d) + (a). 1 
Note that a family (D.& of X-sfields supported by an X-sfield D, need not 
be a union of minimal subfamilies supported by Dt , e.g., k<X>, cc 
{k<X>, , k<X>,} by Theorem 9.1, but the unique minimal nonempty 
subset of this pair supported by k<X>, is {k<X>,}. 
To show that the minimal support relations holding in a family do not in 
any way determine all the support relations, consider the two families 
{W:X$2, k<X+, , WX>d and {k+Xh, k<X>, , k43>8}. In each 
case, the only minimal nontrivial support relation in the family is 
k<X>, CC {k<X>,}. But in the first case k<X+, also supports the set 
consisting of the two other sfields, which it does not in the second case. 
(Hence the structures of As D, are essentially different in the two cases.) 
10. BACK TO THE GENERAL THEORY 
We now continue the investigation of rational meets for their own interest. 
We shall need 
LEMMA 10.1. Let R be a ring, I1 ,. .., I,,, two-sided ideals of R, and P1 ,..., P, 
prime ideals such that no Pj contains any of the Ii’s. Then there exists an element 
a E R lying in all the Ii’s, but none of the Pj’s. 
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Proof. If any Pi, C Pj, (jr # ja) we may drop Pi, from our family, since 
an a satisfying the Lemma for the new family will certainly satisfy it for the 
old one. So we can assume that none of the Pi’s contains any other. Since Pj 
is prime and contains none of the factors, it will not contain the product 
ideal 1r .*. ImP1 ..* Pj-lPj+l ... P, . Thus we can choose aj lying in this ideal 
but not in Pj . Do this for each j, and take a = a, + ... + a,. This a will 
have the desired property. 1 
For the rest of this section, let (D&- be a finite family of strict X-sfields, 
and R = As D, . For t E S, Pt will denote the kernel of the projection map 
p,,{,): R ---f D,; a prime ideal of R. 
LEMMA 10.2. Suppose the D, are pairwise nonisomorphic as X-sfields, and 
let T be any subset of S. Then the following conditions are equivalent: 
(a) p,,,: As D, + AT D, is surjective. 
(b) Vt E T, Vt’ E Max(S), (Pt C P,,) => (t’ E T). 
Further, when these conditions hold, Max(T) = Max(S) n T. 
Proof. Write R’ = AT D, ,p = ps,,: R--f R’. 
Assuming (a), let t, t’ be as in the hypothesis of(b). Then P,, is a maximal 
ideal of Rand P,, 2 P,>_ Ker p. Hence the image of P,, underp will be a maximal 
ideal of R’ with the same factor-ring: R’/p(P,,) g RIP,, E D,, . But if R’ has a 
factor ring isomorphic to D,, , then t’ E Max(T) _C T, by Proposition 8.3. 
To show (b) 3 (a), note that since the image of R rationally generates R’, 
it suffices to show p(R) rationally closed in R’. That is, given any p(a) Ed 
(a E R) which is invertible in R’, we wish to show it invertible in p(R). 
Since p(a) is invertible in R’, a is not contained in any of the ideals Pt 
(t E T). Now consider any P, with s E Max(S) which does contain a. Then 
s $ T, so by condition (b), P, does not contain any Pt (t E T), hence being 
prime, P, will not contain nr P, = Ker p. We can now apply Lemma 10.1 
to get an element b E R which lies in Kerp, and in all those P, (s E Max(S)) 
which do not contain a, but does not lie in any of the P, which do contain a. 
Thus a + b is contained in no maximal ideal of R, hence is invertible, hence 
p(a + b) = p(u) is invertible inp(R), completing the proof of(b) 2 (a). 
Finally, (a) implies that every maximal ideal of R’ is induced by a maximal 
ideal of R, from which the final assertion follows immediately. 1 
Condition (b) of the above Lemma is unsatisfying in that it is not stated 
purely in terms of the support relations in (DJs , but also uses the inclusion 
relations among the P, . But in fact, the purpose of that Lemma is to allow us 
to prove the next Theorem, which characterizes such inclusion relations in 
terms of support relations! 
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Given any t E S, note that the union of all subsets of S supported by t will 
again be supported by t (by Proposition 8.7(ii)), hence will be the maximal 
subset of S supported by t. Let us call this set supps(t). (NB: Not every 
subset of supps(t) is supported by t! Also, if u, t E S’ C S, then (U E supp,(t)) + 
(U E suppJt)); though the reverse implication does hold.) 
TIIEORERI 10.3. For t, u E S, the following conditions are equivalent: 
(a) P, Z! P, (as ideals of R = As D,). 
(b) u E Suws(t). 
(b’) supps(u) C supps(t). 
Proof. By a straightforward reduction we may assume the D, pairwise 
nonisomorphic. 
Let T = {V E S 1 P, > P,>. Clearly, T satisfies condition (b) of the preceding 
lemma, so p,,,: R ---f AT D, is surjective. The kernel of this map will be 
nrp7 1 which by definition of T contains P, , and since t E T, the kernel is 
precisely P, . It follows that p,,(,l: AT D, + D, is injective, i.e., t CC T. It is 
also clear that T I supps(t), so T = supps(t), which is equivalent to (a) c> (b). 
(b) =b (b’) by Proposition 8.7 (iii), with U = supps(t), and S, = 
supps(v) for each z, E U. (b’) * (b) because u E suppJ~). 1 
COROLLARY 10.4. In Lemma 10.2, condition (b) may be rewritten 
T >_ Max(S) n u supps(t). i 
teT 
COROLLARY 10.5. If T, T’ are subsets of S, then Kerp,,, C Kerp,,,, if 
and only if UT supps(t) > UT, supps(t). In particular, p,,, is injective if and 
only if lJT supps(t) = S; and Ker P S,T c J(R) if ad ‘J’+ if UT SUPPs(t) 2 
Max(S). [ 
In general, not every prime ideal of R = As D, will have the form P, . 
For instance, let C be any commutative local integral domain, X a rational 
generating set for C, and D, , D, the field of fractions and the residue field of 
C, respectively, considered as (strict) X-fields. Then we find that 
D, A D, g C, but C may have prime ideals other than 0 and the maximal 
ideal. 
Proposition 8.1 has served us long and well, but it can be generalized now: 
EXERCISE 10.6. Given a partition S = S(l) u ... u S(r), show that the 
following conditions are equivalent: 
(a) Vi, Vt E So): supps(t) C W). 
(b) As Ds = FL (Asw D.4. 
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(Hint: Use Lemma 10.1, and the idea of the proof of Proposition 8.1, 
(a’) 3 (an).) 
The support structures associated with families of commutative fields are 
rather simple: 
PROPOSITION 10.7. Let t E S. If D, is commutative, then supp,(t) = 
{u E s 1 t oc {u}}. 
Proof. Let C = ASuppSw Ds . This will be a commutative integral 
domain with field of fractions D, . Let u E supps(t). Then C/P% will be a 
commutative integral domain with field of fractions D, . The localization of 
C at the prime P, will therefore be a local ring embedding in D, and having 
residue field D, , i.e., the graph of a specialization from D, to D, . The 
existence of such a specialization means t CC {u}. i 
In particular, when all D, are commutative, the relation “CC” can be 
described in terms of the partial ordering of S by “is specializable to.” 
Thus it is the failure of the commutative theory of localization to extend to 
noncommutative rings that leads to the interesting theory of the support 
relation. 
Back to noncommutative D, . We have described the partial ordering of 
the ideals P, (s E S), but it is not clear from our description whether, 
assuming the D, pairwise nonisomorphic, distinct elements s # t must 
induce distinct ideals P, # Pt . It is clear that this will be true if s or t lies 
in Max(S). But it can fail in some cases: 
EXAMPLE 10.8. Let X = {x, y}, and let W denote the free semigroup on 
this set. The example will be based on the fact that there are essentially 
different ways of embedding W in a group G. 
For each integer i 3 2, let us define invertible orientation-preserving 
affine maps xi and yi of the real line into itself: 
xi(c) = c/i, y&) = (c + 1)/i. 
Let Gi be the group of affine maps generated by xi and yi . In Gi , the semi- 
group generated by xi and yi is free, since if we restrict a nontrivial composite 
of these maps to the unit interval [0, 11, it will have range in [0, l/i] if and 
only if the last operation was xi , and in [l/i, 2/i] if and only if the last operation 
was yi . On the other hand, distinct Gi are nonisomorphic X-groups, since 
for each i, the relation 
y-lx z (xy-‘>i 
holds in Gi , but not in Gj ( j # i). 
Let us totally order the group of all orientation-preserving affine maps 
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f(c) == 01c f /3 by puttingf > g iff(c) > g(c) as c+ - 00. This induces a 
total ordering on each Gi , with the property that xi and yi are > 1. 
Now let K be an sfield, and let us form the sfield of Mal’cev-Neumann- 
Laurent series, k((GJ). This consists of formal infinite sums u = xGi usg, 
with coefficients U, E K, subject to the condition that the support, {g 1 ug # O> 
be a well-ordered subset of the ordered group G, (cf. Cohn [65], proof of 
Theorem VII.3.8). 
In particular, each of these sfields will contain the local subring &IV)) = 
K((x,yJ>, the formal power series algebra over h in two noncommuting 
indeterminates. Note that k<x, y>> contains the inverse of any element with 
nonzero constant term. 
Now let D,, denote k, made a K U X-sfield by sending x and y to 0; choose 
distinct integers i, j > 2 and let D, and D, be the subsfields of K((G,)) and 
h((G,)) rationally generated by K u X. Consider the rational meet 
D, A D, A D, . It is easy to see by induction that this consists of all 3-tuples 
(f(O, O),fh , yd,f(xj T ~8, where f ran es g over the rational closure of 
K u X in k((x, y>. Hence the maps p,,t,} into D, and D, are both injective, so 
Pl 2= Pz = (0). Yet D, and D, are nonisomorphic-each satisfies a 
group-theoretic relation in the generators x and y not satisfied in the other. 
EXAMPLE 10.9. Consider the following variant of the above example. 
Take D, and D, as before, but for D, take the universal sfield of fractions of 
the free K-algebra K(x,y), described in various ways by Amitsur [66], 
Bergman [70], Cohn [71]-[72”‘] and Lewin [74] (“k<X>,” in the language of 
Section 3 above; cf. also Section 12 below). By Lewin [74], or by Cohn [71], 
p. 286, Ex. 4, this sfield again contains a local X-subring isomorphic to 
k<x, y>>, hence D, A D, A D, can be described exactly as in the preceding 
example; so again, Pl = Pz = (0). 
It is again true that D, satisfies a relationy-lx = (~y-l)~ not holding in D, , 
so the sfields are again nonisomorphic. In this case, however, by the 
universality of D, all relations satisfied in that sfield are also satisfied in D, . 
So this time D, , D, , and D, are totally ordered under specializability. 
The reason I could not give examples of the above phenomenon using the 
sfields k<X>, is shown by 
PROPOSITION 10.10. Suppose the D, are pairwise nonisomorphic. If each D, 
satisfies a polynomial identity; OY more generally if the subring of each D, 
generated by the image of X is right or left Ore, then the prime ideals P, (s E S) 
of R are all distinct. 
Proof. If D, satisfies a polynomial identity, then so does every subring, 
so in particular every subring of D, is right (and left) Ore. 
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Now for every s, RIPS is isomorphic to a certain X-subring of D, . Since the 
subring of D, generated by the image of X is assumed Ore, and rationally 
generates D, , D, can be described (up to isomorphism as an X-sfield) as the 
sfield of fractions of this subring of R/Ps . Hence P, determines D, up to 
isomorphism (as X-sfields). Since the distinct D, are nonisomorphic, the 
ideals P, must be distinct. 1 
One can make a sharper statement if one wishes: If t E S, and if the subring 
of D, generated by the image of X has a unique rationally strict embedding 
sfield (up to isomorphism-namely, Dt-) then P, # P, for s + t. 
EXERCISE 10. Il. Show that all minimal prime ideals of R are of the form 
P, (s E S), and are annihilator ideals in R. Characterize {s 1 P, is minimal} C S 
concisely in terms of the support relation. 
11. ABSTRACT SUPPORT SYSTEMS 
Proposition 8.7 suggests 
DEFINITION 11.1. An (abstract) support system will mean a set S given with 
a relation cc (read “supports”) on S x ‘p(S) (‘p(S) = power set of S) such 
that : 
(i) For t E S and UC S, t CC U c> t K U u {t}. 
(ii) If t E S, and t CC Si (i ~1, any index set; each Si C S) then 
t CC u1 Si . (Taking I = o we thus see that every element t supports 0 ; 
hence by (i) also {t}.) 
(iii) Ift oc U(tES, UCS)andforeachuEU,u cc& + m (S,CS) 
then t ccu,S,. 
Then by that Proposition we have 
EXAMPLE 11.2. If X is a set and (DJs is a family of strict X-sfields (not 
necessarily finite) the relation cc of Definition 8.6 is a support structure on 
the set S. 
The form that the above support structure takes when the fields are all 
commutative (Proposition 10.7 and comment following) suggests: 
EXAMPLE 11.3. Let (S, <) be any preorder (i.e., S is a set with a reflexive 
and transitive relation <, but s < t and t < s need not entail s = t). Then 
we obtain a support system $j(S, <) = (S, CC), with the same underlying set 
S by defining s cc T to mean Vt E T, s < t. 
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Theorem 9.1 gives us a support structure on the set of positive integers, 
which we described in terms of its structure of additive semigroup. This 
description may be generalized to: 
EXAMPLE 11.4. Let S be the underlying set of an algebra (possibly 
partial) in the general sense of universal algebra. Then we obtain a support 
system (S, cc) by saying s CC T if and only if for each t E T, one can write 
s = f(s1 ,..., s,) for some expression f, in the elements of T u [s) and the 
operations of the algebra S, such that t actually occurs inf. 
There are various interpretations we might give to “occurs” in the above 
definition-the obvious formal one was meant, but others including the 
vacuous one are possible. The one thing required is that our definition 
respect substitution. For instance, if S is a group, and we say s occurs in stu, 
then we must agree that it also occurs in ss-lu. So for groups formal 
“occurrence” is equivalent to the vacuous condition. 
For another example, if S is a real affine space, and we consider it an algebra 
under the operations of strictly convex linear combination, then the con- 
struction of Example I 1.4 gives us a support structure in which s CC T means 
that s is an interior point of the convex hull of T, relative to the affine subspace 
spanned by T. 
EXAMPLE 11.5. If (S, CC) is a support system, and S’ a subset of S, then 
by restricting CC to S’, we get an induced support structure on S’. 
If t is an element of a support system S, we again define supps(t) = 
U t =rCS T, the maximal subset of S supported by t. 
Ifs and t are two elements of S such that s CC {t} and t cc {s}, it is easy to see 
that s and t are interchangeable in all support relations (cf. Proposition 8.15). 
This is analogous to the situation of two points in a non-T, topological space 
which are not distinguished by the topology, and as in that situation, one can 
identify such pairs of points and get a new support structure on the quotient 
set which carries “all the information” of the old support structure. We shall 
call a support system separating if s CC {t}, t cc {s) q s = t. (This does not 
mean t E supps(s), s E supps(t) * s = t: Examples 10.8 and 10.9 give 
families of nonisomorphic X-sfields such that D, E supp(D,) and vice versa.) 
If we define a homomorphism of support systemsf: (S, cc) --f (S’, 0~‘) to 
mean a set-map S + S’ such that s K T 5 f(s) K’ f(T), then the con- 
struction 5 of Example 11.3 becomes a functor; in fact, a full and faithful 
embedding of the category of preorders and isotone (<-respecting) maps 
into the category of support systems. Let us identify the category of preorders 
with its image in the category of support systems; thus a support system S 
“is” a preorder if and only if it satisfies s CC T * Vt E T, s CC {t}. This sub- 
category is reflective and coreflective, i.e., the embedding $J has both a 
4w43/1-19 
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right-adjoint ‘33 and a left-adjoint 2. These may be constructed so as to 
preserve underlying sets: we define %(S, cc) = (S, &), where s & t if 
and only if s oc (t}, and Z(S, CC) == (S, &) where s <e t if and only if 
t E supps(s). In particular, if (S, CC) is the support system associated with a 
finite family of X-sfields (D& , then (S, <R) describes the preordering of 
this family under specializability (Proposition 8.15) while (S, <a) describes 
the preordering under inclusion of the ideals P, of the ring As D, 
(Theorem 10.6). A support system S will be a preorder if and only if the 
natural map %(S) - Q(S) is an isomorphism of preorders. 
Table 11.6 below shows the ten nonisomorphic separating support systems 
on a three-element set. The first five are partial orderings (separating 
preorders). To display the remaining five, I have used an adaptation of the 
conventions for symbolizing finite partially ordered sets. The idea is that if an 
element s supports a set T of more than one element, we draw a “balloon” 
around T, and an arrow from s to this balloon. To avoid drawing too many 
balloons and arrows, we adopt two conventions: (1) If T is a union of proper 
subsets supported by s, we need not draw a balloon and an arrow from s to T, 
since this support relation can be deduced from the others by axiom (ii). In 
particular, if S is a partially ordered set, no balloons need be drawn. (2) In 
principle, we similarly do not draw balloons and arrows if a support relation 
can be deduced from those shown using the “transitivity” condition (iii). 
This is analogous to the convention that only minimal intervals are shown 
when diagramming a partially ordered set. Unfortunately, it can happen that a 
support diagram has two arrows such that either one may be deduced using 
condition (iii) if the other is shown. In that case we cannot delete both, so to 
avoid arbitrary choices, we make the convention that both are shown. There 
are two cases of this sort in Table 11.6, Cases I and J. In both cases the arrows 
in question are the two arrows to D, . 
Actually, in these two cases, if we delete these two arrows, they can be 
recovered with the help of all three of our axioms. In Case I, for instance, 
if we know that 1 cc (0, 2) and 2 CC (0, l}, then using axioms (i) and (ii) we 
get 1 cc {O] u (0, I>, hence by axiom (i), 1 CC (0). So perhaps our conventions 
for diagramming support systems could be refined. 
For each support system in Table 11.6 we list one or more families of 
X-sfields which yield the system in question, and remark on the structure of 
the rational meet of such a family. We also show, for each support system 
which is not a preorder, the induced preorder (S, <a) which describes the 
relations among the induced prime ideals of this rational meet. Wherever 
possible we give at least one example using commutative X-fields, and 
wherever possible we also give an example using generic matrix sfields 
K<X>n . In Cases I and J no examples with polynomial identity are possible 
by Proposition 10.10, and we use Examples 10.8 and 10.9. 
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TABLE 11.6 
Enumeration of 3-Element Separating Support Systems 
Shown as support diagrams for families of X-sfields (or when the k< X>” are 
used, X v K-sfields), {Da, D, , Da), with remarks on the structures of D, h D, A D, , 
and examples. 
--____-- __-- 
Case A. . D, D, . D, 
No support relations. D, A D, A D, = D, x D, x D, . 
EXAMPLES. 
(i) X = 4, D, = ZgO, D, = Z,r , D, = ZDz (p. ,p, ,p, distinct primes). 
(ii) X = {x}, D, = Q (x tt 0), D, = Q (x ++ l), D, = Q (x CL 2). 
(iii) K any field, 1 X 1 > 2. D, = k$X>, , D, = k<X>4, D, = k<X>5. 
Case B. 
Do . 
i . D, 
D, 
D, specializes to D, . Do A D, A D, = (Do A 02) X D, . 
(i) X = LY, 4. Do = QC.4 (Y, z i-o), D, = Q(z) (.-GY bo), 
D, = Q@, Y) (z H 0). 
(ii) k any field, j X) > 2. D, =- k<X>, , D, = k<X>, , D, = k<X>4. 
Case C. 
. D, 
D, h D, h D, is a semilocal domain, lying in (but probably not, in general, 
equal to) the intersection of the local subrings Do A D, , D, A D, CD, . 
EXAMPLES. 
(i) X = 4, Do = ZDo, D, = Znl, D, = Q (PO , p, distinct primes). 
(ii) k any field, I X 1 > 2. D, = kQX>? , D, = k<X>)-, , D, = k<X>6, 
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TABLE 11.6. (con&ued) 
Case D. 
D, * D, A D, is a local ring with two minimal ideals. It is a sub- 
direct product of the local domains D, A D, and Do A D, (cf. 
Corollary 10.4), in general, a proper subring of their pullback over Do . 
(i) X _ {x, y). D, = Q(x, y i--f 0), D, = Q(x) (y ++ 0), D, = Q(y)(x t, 0). 
(ii) X = {x). D, = Z,(x w 0), D, = Q(x c-* 0), D, = Q(x ++p) 
(p any prime). 
(For arithmetic reasons, there are no examples of the form k<X>W‘, k<X>, , 
k$:X>r > though one can, of course, give noncommutative realizations. For an 
example in which D, h D, A Dz is not the full pullback of Do A D, and D, A D, 
relative to D, , consider example (ii), but with x tip’ in Dz . Then (0, 0, p) # 
D, A D, A D, .) 
--- - ___ 
Case E. 
D, h D, A D1 s D, A D, by Corollary 8.13. A local domain. 
EXAMPLES. 
(9 X = Cc ~1. Do = Qh, Y b Oh D, = Q(x) (Y b 01, Q = Qb, Y). 
(ii) k any field, 1 X 1 > 2. D, = k<X>, , D, = kQX>z, D, = k-fX>, 
(or k<X>d 
Case F. 
Support diagram 
Partially ordct-ed set 
of induced ideals, -2 5?(s) 
a .% P, = 101 
EXAMPLE. k:m~fieldJXl :* 2.Do = k-<X)-,,D, == k<X>,,DP =-: k-CX$,. 
(As discussed in the Introduction.) 
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TABLE 11.6. (continued) 
.---I-. 
Case G. 
. D, 
EXAMPLE. kanyfield, 1 X 1 > 2. D, = k<X>p,, D, 
_-______ .- .- __--- ~-_~. _~..__ 
Case H. 
\/ 
p2 = WI 
k<X>, , D, = k<X>s. 
PLl 
PI 
p, = @I 
Note: D, cc {Do}. As in Case E, this support relation is not shown 
because it follows from those shown, by axiom (iii). Here the partial 
ordering by specializability, ‘R(S), is the same as in Case D. 
EXAMPLE. kanyfield,\XI >2.D,=k<X>,,D,= k<X>r,D,= k<X>,. 
Case I. 
P, = P, = {O} 
D, A D, A D, G D, A D, s D, A D, . 
EXAMPLE. Example 10.8. 
Case J. 
Do A D, A D, z D, A D, s D, A D, . 
EXAMPLE. Example 10.9. 
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The reader might find it interesting to draw support diagrams for 
some families of four generic division algebras Iz<X>,; e.g., with 
M = {2,3,5, IS}. 
We remark that there are exactly 53 support relations on (0, 1, 2}, of which 
29 are preorders, if one does not identify isomorphic systems or exclude 
nonseparating structures. These support systems form a lattice under partial 
ordering by the relation “the identity map is a homomorphism from (S, CC) to 
(S, CC’)“; the preorders form a sublattice. 
EXERCISE 11.6. Let (S, cc) be a finite separating nonempty support 
system. Define Max(S) = {t E S 1 supps(t) = {t}}. Show that Max(S) is 
nonempty. (Hint: A minimal set T of the form supps(t) will have the property 
Vu E T, u CC T. Show that if T has the latter property, so does T - {u} for 
each u E T. But a 2-element set with this property would contradict 
separation.) 
EXERCISE 11.7. Describe direct products and coproducts in the category of 
support systems. 
(Incidentally, my definition of a morphism of support systems does not 
really have any motivation in our ring-theoretical considerations, except 
in that it leads to the functors 5, ‘%, and !G which arose in that study. One 
might check whether other possible definitions, e.g., maps f: S -+ S’ such 
that f(s) cc’ T 3 s K f-l(T), would not give equally useful category- 
structures.) 
Hochster [69] shows that the topological spaces that occur as spectra of 
commutative rings are precisely the inverse limits of finite TO spaces. Finite TO 
spaces are equivalent to finite partially ordered sets; and indeed, when a 
commutative ring R has finite spectrum (or when we consider the induced 
topology on a finite subset of the spectrum of an arbitrary commutative 
ring R) the partial ordering corresponding to the topology is precisely the 
ordering of the prime ideals by inclusion, which we know is equivalent for 
commutative rings to the specializability relation on the fields of fractions of 
their residue rings. Now, since for noncommutative rings specializability is 
just a special case of the support relation, it may be that in developing a 
“noncommutative algebraic geometry,” some structure derived from the 
support concept will be more appropriate on a generalized “spectrum” than 
a topology. 
In this paper, we have studied rational meets of families of X-sjeZds. It 
would be very desirable to know whether similar results can be obtained 
(perhaps with a modified concept of rational meet) for families of simple artin 
X-rings, or some still more general class. 
Some open questions: 
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Problem 11.8. Can every finite abstract support system be realized by a 
family of X-sfields? 
Problem 11.9. If (D& is a finite family of X-sfields, and we know its 
support structure, does this completely determine the Venn diagram of the 
sets &(D,) and %(0,) C a(X) (s E S)-that is, which intersections of these 
sets and their complements are empty and which are nonempty ? 
Problem 11.10. In case C of Table 11.6 (D, CC {Do}, D, CC {Dl}, no 
support relations not following from these) must the image in D, of 
D, A D, A D, be in fact the full intersection of the images of D, A D, and 
D, A D, ? I can prove this if the sfields are commutative. 
I have not investigated the theory of abstract support systems beyond what 
I have described here, but I would like to hear from anyone who does so! 
12. SURVEY OF OTHER RECENT WORK ON RATIONAL RELATIONS AND 
RATIONAL IDENTITIES 
If k is an infinite field, then the commutative pure transcendental extension 
F = k(x, ,..., . x,) is commonly called the field of “rational functions in r 
indeterminates” over k. F can indeed be constructed as a field of “functions” - 
actually, partial functions-on the space K’, but this is not entirely trivial. 
Let us describe a construction of which this is a special case. 
Let X be a set and (D& a family, generally infinite, of X-sfields. 
(In the above “rational functions” situation, S = k’, X = k u (x1 ,..., xv}, 
and for each s = (<r ,..., 6,) E S, D, is made an X-sfield by putting (xJD, = ti, 
cD, = c (c EL?).) 
For every a E a(X), let S(a) = {s E S 1 a E &(D,)}, that is, the domain 
of the partial function s H a,$ on S. What one would hope for (in good cases) 
is that one would be able to set up an equivalence relation on {a / S(u) # $} = 
lJseS a(D,) by putting a N a’ ’ rf the induced functions agree on the inter- 
section of their domains, and make the set of equivalence classes into a sfield 
D, of “functions on S.” 
Now the sets S(u) (a E 3?(X)) form the basis of a topology on S. (In the 
case S = K” described above, this is the Zariski topology of algebraic 
geometry.) One finds that in general the necessary and sufficient condition 
for N to be an equivalence relation is that S be irreducible under this topology, 
i.e., not equal to the union of two proper closed subsets. When this is so, 
the set u 6?(DJ/- can indeed be made into a sfield D, in a natural way 
(Bergman [70]). D, will be a rationally strict X-sfield; by construction it 
will have the property &‘(D,) = us a(D,), which suggests that we call it the 
rational join of the D, , D, = Vs D, . (But the rational join is a very different 
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animal from the rational meet. The latter is defined for any family of X-sfields, 
but is not itself a sfield except in trivial cases. The rational join is only defined 
for families (D& that induce an irreducible topology on their index-set S, 
and if defined is a sfield. It is not, of course, the join of the D, in the lattice 
of rationally strict X-rings.) 
Let us generalize the example of the rational function fields tz(x, ,..., x,) 
described above. Let D C E be any two sfields, and let us take S = ET, 
X = D v {x1 ,..., x,.}, and set each D, = E, with X-sfield structures given 
by coordinate and constant functions, as before. If E has infinite center, one 
can show that S is irreducible. The resulting X-sfield D, can be thought of as 
“the sfield of rational functions in r E-valued variables, with constants from 
D.” In particular, if D is a field k in the center of E, and p.i. deg E = n < CO, 
this sfield is k<x, ,..., x,.$~ (Section 3). (What can happen if the center of E is 
finite remains an open question.) 
In Bergman [70] I used the above framework to reformulate Amitsur’s 
construction and study of rational function sfields (Amitsur [66]). Various 
more general results connecting rational identities and polynomial identities 
were also obtained in Amitsur [66] and Bergman [70]. 
The structures of the sfields k<x, ,.. ., U-C,>, are studied by Procesi [67]. 
L. H. Rowen [75] classifies prime p.i. rings with inwolution “*” according 
to the *-polynomial identities they satisfy. He gets generic examples analogous 
to the k(X), (two or three for each n). Some of these are domains, and so 
have sfields of fractions analogous to the k<X>n. 
Let us define an R-sfield for R a ring (and not just a set) to mean a sfield D 
given with a ring homomorphism y: R --f D. (For X a set, an X-sfield is 
equivalent to a Z(X)-sfield, where Z(X) is the free ring on X.) 
Given a ring R, we may form a family (DJs having exactly one represen- 
tative from each isomorphism class of strict R-sfields; loosely, the collection of 
“all” strict R-sfields “up to isomorphism.” Call this family “Sfield-spec R.” 
For commutative R this can be identified with Spec R, the prime spectrum of 
algebraic geometry. This construction and some extensions of it are being 
studied by P. M. Cohn, with the goal of developing a noncommutative 
algebraic geometry. (See Cohn [72’, 72”].) Note that when the space 
Sfield-spec R is irreducible under the topology we described above, the 
“function-sfield” construction gives us an R-sfield D, , which Cohn calls a 
universal R-sfield. By definition of S, the isomorphism class of this R-sfield 
corresponds to a point of S, which will be generic, i.e., will have all of S as its 
closure. 
Cohn has found a very powerful approach to the study of rational relations. 
He shows that every rational relation in an R-sfield D is equivalent to the 
condition that for a certain square matrix A over R, the image matrix A, 
(over D) is singular. Thus he can take as a basis for the topology on Sfield-spec 
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R the sets S(A) = {s E S j A,. is nonsingular} (Cohn [72”], p. 47). He shows 
that if D is a strict R-sfield, every element of D occurs as a component of a 
matrix A;‘, where A is a square matrix over R which does not become 
singular over D (or what is sometimes more convenient, as a component 
of a vector A;%, , where A is as above, and u is a column vector over R.) 
Thus the nice property of commutative localization, that the process of 
adjoining inverses can be performed “all at once,” and all elements reduced 
to the form a-lb, also holds for the noncommutative theory if we invert 
matrices rather than elements. 
In [71] Sections 7.4-7.6, Cohn characterizes the sets of square matrices 
over a ring R which can occur as (A [ ilo is singular),for an R-sfield D. He calls 
these sets prime matrix ideals, and is able to construct examples of such ideals 
yielding new constructions of R-sfields. The properties of these sfields can 
then be studied using the linear algebra of the ring R (Cohn [71’-741, 
Lewin [74]). 
The concept of support developed in the present paper can be translated 
into Cohn’s matrix-theoretic viewpoint, at least for finite families of sfields. 
Note that condition (ii) of the next Theorem can be stated “If A is singular 
at Dt , then either it is singular at every D, , or it is ‘badly singular,’ i.e., has 
rank < n - 1, at some D, .” (C om p are this with the sentence preceding 
Proposition 8.5, which is the idea that suggested it.) 
THEOREM 12.1. Let R be a ring, and (Ds)sv(tl a finite family of strict 
R-sfields. Then the following conditions are equivalent: 
(9 DA DC (DShES. 
(ii) For every n > 0, and matrix A E M,(R), if rank ADt < n - 1, and 
for all s E S, rank A .s>,n-l,thenforalls~S,rankA, =n-1. * 
Sketch of proof. Without loss of generality assume S # 4, and the D, 
pairwise nonisomorphic. Let R = /tsv(d D, . Suppose (i) holds. Then we 
shall in fact prove (ii) for any A E M,(R). In doing so, we may clearly replace 
the given A by PAQ for any invertible matrices P, Q E M,(R). By hypothesis, 
A has rank > n - 1 at each of the residue sfields of the semilocal ring R, 
hence using the Chinese remainder theorem we can get make a PAQ reduction 
of A so that its lower right-hand (n - 1) x (n - 1) minor becomes invertible 
at each residue field, hence invertible over R. Another PAQ reduction now 
brings A to the form (z ,,“, ). Since we assumed ADt singular, we must have 
aDt = 0, so as t cc S, a, = 0 for all s E S, establishing (ii). 
Conversely, assume (ii”> and let e be a rational expression evaluable in all 
D, (s E S u it}), with value 0 in D, . Then e is evaluable in R, and by the 
method of Cohn [71’, Sect. 31 we can find a square matrix B over R such that 
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BR is invertible, and its inverse has upper-left entry eR . If we now form the 
square matrix 
which we will say is n x n, we see that A, has rank 2 n - 1 for all D, . 
Multiplying by (“i’ y) we find that ADS is 8singular if and only if B;i has 
upper-left entry 0. But this entry is en , so applying (ii) to A E M,,(R) we see 
that e, J = 0 for all s, establishing (i). ’ 1 
Recall that since the rings k(X), (n < 00) are Ore, they have unique fields 
of fractions. However, note this consequence of Theorem 4.1 (b’) * (c): 
EXERCISE 12.2. Show that if / X 1 > 1 and n > 2, there is no universal 
K(X),-sfield, as defined above. (Hint: K(X), --f rZ<X>,-, .) Cf. Cohn [71] 
Exercise 7.2.11. 
So Sfield-spec k(X), has no generic point; the “obvious” point fails to be 
generic! This again suggests that in place of the topology on Sfield-spec R, 
which comes from the specializability relation, some structure corresponding 
to the support relation should be introduced. 
Addedinproof. Lance Small [71] showed that if R is a prime p.i. ring, and Pa prime 
ideal of R such that p.i. deg R/P = p.i. deg R, then R can be localized at the prime P. 
Using this we can generalize the proof of Proposition 10.7 above to give: 
PROPOSITION 10.12. If (D,)s is a.finite family of strict X-sfields and t, u are elements 
of S such that p.i. deg Dt = p.i. deg D, < co, then u E supps(t) if and only if t a u. 1 
From this one can get an alternative proof of the p.i. case of Proposition 10.10. An 
affirmative answer to the following question would further generalize the above result: 
PROBLEM 10.13. If an X-sfield Dt with polynomial identity supports a jinite family 
of X-sjields (D8)8E~ , then for each u f S, must t support some subset U C S which contains 
u, such that p.i. deg Dt is a linear combination with positive coeficients of the integers 
p.i. deg S, (s E V) ? 
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