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Abstract
We study holomorphic solutions f of the generalized Dhombres equation f (zf (z)) = ϕ(f (z)), z ∈ C,
where ϕ is in the class E of entire functions. We show, that there is a nowhere dense set E0 ⊂ E such that
for every ϕ ∈ E \ E0, any solution f vanishes at 0 and hence, satisfies the conditions for local analytic
solutions with fixed point 0 from our recent paper. Consequently, we are able to provide a characterization
of solutions in the typical case where ϕ ∈ E \ E0. We also show that for polynomial ϕ any holomorphic
solution on C \ {0} can be extended to the whole of C. Using this, in special cases like ϕ(z) = zk+1, k ∈ N,
we can provide a characterization of the analytic solutions in C.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The iterative functional equation of Dhombres and some of its generalizations were studied
in the real case with respect to continuous solutions, e.g., in [1–3,5] and [6]; for general theory
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local analytic solutions with fixed point 0 were studied in [7]. We continue these investigations
by presenting a first step in the direction of studying global holomorphic solutions on certain
domains. In particular, we are interested in the functional equation
f
(
zf (z)
)= ϕ(f (z)) (z ∈ G), (1)
where ϕ is an entire function, G = C or G = C· := C\{0}, and f is a function holomorphic in G.
Moreover, if G = C· then f (z) = 0 for z ∈ G. It is easy to see that (1) has in C some solution
if and only if ϕ has a fixed point α; then f ≡ α is this solution. Thus, e.g., for ϕ(z) = 1 + z
there is no solution in C. It may happen that any holomorphic solution of (1) in C is constant. In
particular, the following result is true.
Theorem 1. Any holomorphic solution of (1) in C is constant provided one of the following
conditions is satisfied:
(i) There are fixed points α = β of ϕ which are not roots of the unity such that 0 < |α|, |β| 1.
(ii) The fixed points of ϕ have a cluster point in C.
Proof. (i) Let α = β be as above. Assume f is a holomorphic solution of (1) in C. Since the
range of any entire function contains a punctured plane (i.e., C without a point) we may assume
that f (z0) = α, for some z0 ∈ C. Put zn := z0αn, for n ∈ N. Then the set of cluster points of
{zn}n∈N either is {0} or the circle {z; |z| = |z0|}. Since, by (1), f (zn) = α, for any n, the set
{z ∈ C; f (z) = α} has a cluster point in C and consequently, f ≡ α is constant.
(ii) If a ∈ C is a cluster point of the fixed points of ϕ then a is a cluster point of zeros of
ψ(z) := ϕ(z) − z. Consequently, ϕ(z) = z for any z ∈ C, and (1) reduces to f (zf (z)) = f (z).
The statement now follows by Theorem 7 below. 
Concerning nonconstant solutions of (1), there are only results characterizing locally analytic
solutions at 0 and vanishing at 0. The following theorem summarizes some of these results.
Theorem 2. (Cf. [7].) Assume that f is an analytic solution of (1) in a disc G = {z; |z| < δ},
where δ > 0, with f (0) = 0, and that ϕ is analytic at 0. Then ϕ(y) = yk+1 + dk+2yk+2 + · · · ,
|y| < ε, ε > 0, for some k  1, and f (z) = ckzk + · · · , with ck = 0 and z ∈ G.
Conversely, if ϕ(y) = yk+1 + dk+2yk+2 + · · · , |y| < ε, for some k  1 then there is exactly
one local analytic function f˜ with f˜ (z) = z + · · · , such that the set of local analytic solutions
f (z) = ckzk + · · · of (1) is the set{
f ; f (z) := f˜ (ckzk), ck ∈ C}, (2)
for |z| < δ; δ depending in general on f .
In this paper we build upon these results. In the next section we characterize the entire so-
lutions of (1) vanishing at 0 and then we show how the set of entire solutions is affected when
ϕ(0) = 0. In Section 3, we consider solutions on certain proper subdomains G of C to show that
they can be strictly dependent on G. Of course, we are not able to give satisfactory answer to all
related questions but we believe that our paper could be inspirative for others to prove more.
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Theorem 2 obviously implies characterization of holomorphic solutions of (1) in C vanishing
at 0 in the case when ϕ is an entire function. It also provides a necessary condition for ϕ. Thus,
we have the following result.
Theorem 3. Assume that (1), with G = C, where ϕ is an entire function, has a nonconstant
holomorphic solution f with f (0) = 0. Then ϕ(y) = yk+1 + dk+2yk+2 + · · · , y ∈ C, for some
k  1, and f (z) = ckzk + · · · , with ck = 0 and z ∈ C. Moreover, there is an entire function f˜ ,
f˜ (z) = z + · · · , such that the set of holomorphic solutions of (1) in C is the set (2) with z ∈ C.
Unfortunately, we are not able to give similar characterization of local analytic solutions f
with f (0) = 0 and hence, a characterization of the entire solutions not vanishing at 0. However,
the next result shows that, generically, the nonconstant solutions of (1) on G = C vanish at 0
and hence, they are characterized by Theorem 3. To specify what “generically” means, denote
by E the set of entire functions equipped with the topology of quasiuniform convergence, i.e.,
uniform convergence on every compact disc in C. In other words, we consider E as a normed
space where the norm ‖ · ‖ assigns to a map ϕ ∈ E with ϕ(z) =∑j0 cj zj (z ∈ C) the number
maxj |cj |. This definition is correct since ∑j0 cj zj converges absolutely on every bounded set
whence limj→∞ |cj | = 0. Obviously, the space (E,‖ · ‖) is not complete.
Theorem 4. There is a nowhere dense subset E0 of E such that, for any ϕ ∈ E \ E0, any holomor-
phic solution of (1) in G = C either is constant, or vanishes at 0.
Proof. Assume f ∈ E is a nonconstant solution with f (0) = α = 0. Then ϕ(α) = α, and the
functions ϕ and f can be represented by the series
ϕ(α + z) = α + ϕ′(α)z + 1
2
ϕ′′(α)z2 + · · · , (3)
f (z) = α + g(z), where g(z) = clzl + cl+1zl+1 + · · · , l  1, cl = 0. (4)
Substitution f (z) = α+g(z) changes (1) to α+g(zα+zg(z)) = ϕ(α+g(z)) and, by (3) and (4),
we obtain
α + g(zα + zg(z))= α + clαlzl + Cl+1zl+1 + · · · , (5)
ϕ
(
α + g(z))= α + ϕ′(α)clzl + Dl+1zl+1 + · · · , (6)
where Cl+1,Dl+1 are suitable coefficients. Consequently, if ϕ is given by (3) and
αl = ϕ′(α), l = 1,2,3, . . . , (7)
then there is no solution f of (1) in C with f (0) = α. Thus, to prove the theorem it suffices to
show that the set E0 of functions ϕ ∈ E satisfying (3) such that αl = ϕ′(α) for some l  1, is
nowhere dense in E .
But this is easy. Fix a ϕ given by (3). It suffices to show that every neighborhood of ϕ contains
a function ψ such that, for a δ > 0, {τ ∈ E; ‖ψ − τ‖ < δ} ∩ E0 = ∅. Let ε > 0, and let ψ ∈ E
be such that ‖ϕ − ψ‖ < ε and the Taylor series of ψ differs from (3) at most at the first two
coefficients, i.e.,
ψ(β + z) = β + γ z + 1 ϕ′′(α)z2 + 1 ϕ′′′(α)z3 + · · · ,
2! 3!
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0 or ∞. Thus, βl = ψ ′(β), for any l. Consequently, for any τ ∈ E , τ(η) = η, with sufficiently
small ‖ψ − τ‖, ηl = τ ′(η), for any l  1. 
Next we show that, for polynomial ϕ any holomorphic solution on C· can be extended to the
whole of C.
Lemma 5. Let ϕ(z) = cmzm + · · · + c0 be a complex polynomial of degree m > 1, and f a hol-
omorphic solution of (1) with G = C·. Then f has neither a pole nor an essential singularity
at 0.
Proof. Assume first that f has essential singularity at 0. Then the same is true for zf (z)
hence, by the Casorati–Weierstrass theorem, for any a in C, there is a sequence {zn} in
C \ {0} with zn → 0 such that znf (zn) → a. For a = 0 we get f (znf (zn)) → f (a) = ∞,
f (zn) = a/zn → ∞. On the other hand, limn→∞ ϕ(f (zn)) = limz→∞ ϕ(z) = ∞, since ϕ is a
polynomial, a contradiction.
So assume that f has at 0 a pole of order 1. Then f (z) = g(z)/z for z = 0, where g can
be considered as an entire function with g(0) = 0 hence, with g(z) = 0 for z ∈ C. Then (1) is
equivalent to the functional equation
g
(
g(z)
)= 1
zm−1
(
cmg(z)
m + cm−1zg(z)m−1 + · · · + c0zm
)
(z ∈ C·). (8)
Then limz→0 g(g(z)) = g(g(0)) = 0 since g is nowhere 0. But the right-hand side of (8) tends
to ∞ for z → 0. This gives a contradiction and a pole of order 1 is excluded.
Finally, assume that f has at 0 a pole of order l, l  2. Then f (z) = g(z)
zl
where g may be
viewed as entire function which, again, is nowhere 0. Then (1) is equivalent to the functional
equation
g
(
g(z)
zl−1
)
= zlϕ
(
g(z)
zl
)
= zlcm
(
g(z)
zl
)m
+ zlcm−1
(
g(z)
zl
)m−1
+ · · · + zlc0 (z ∈ C·)
(9)
with l  2. Now consider the equation g(z)
zl−1 = ζ , for small |z|. It may be written as
1
ζ
= z
l−1
g(z)
= γ zl−1(1 + γ1z + · · ·),
with γ = 0, or
(
1
ζ
) 1
l−1 = δz(1 + γ1z + · · ·) 1l−1 ,
where δ runs through the l different values of γ
1
l−1 , while (1 + γ1z+ · · ·) 1l−1 is calculated by the
binomial series. Hence we obtain(
1
ζ
) 1
l−1 = δz + δδ1z2 + · · ·
and since δ = 0, by the implicit function theorem we get
z = η1
(
1
) 1
l−1 + η2
(
2
) 1
l−1 + · · · , η1 = 0
ζ ζ
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{ζn}n1 with limn→∞ ζn = ∞, we get a sequence {zn}n1 such that
g(zn)
zl−1n
= ζn, lim
n→∞ zn = 0, zn = 0 (n 1).
Hence we find from (9), for each sequence {ζn}n1 tending to ∞, that
lim
n→∞g(ζn) = ∞ (10)
since then right-hand side of (9) tends to ∞, because of g(0) = 0. But formula (10) again is a
contradiction; the proof goes as follows.
Since g is an entire function, ∞ may be viewed as an isolated singularity of g. Then
limn→∞ g(ζn) = ∞ for each sequence {ζn}n1 with lim ζn = ∞ implies that ∞ is a pole of g and
hence g is a polynomial of degree N  1. But this contradicts the fact that g is nowhere 0. 
Theorem 6. Let ϕ(z) be a complex polynomial of degree m > 0, and f a holomorphic solution
of (1) with G = C·. Then f is extendable to an entire function which is solution of (1) on G = C.
Proof. It follows easily by Lemma 5. 
Thus, for polynomial ϕ, to find the entire solutions of (1) it suffices to find the holomorphic
solutions on C·. Indeed, if f is a solution with f (z0) = 0, for some z0 = 0 then, by (1), f (0) = 0
and Theorem 3 applies. If f (z) = 0 for any z = 0, then f |C· is a solution of (1) with G = C·.
We are not able to solve (1) in C· in general. However, in special cases like in the next theorem
we can do this.
Theorem 7. Let k ∈ N and f :C· → C be a holomorphic function with f (z) = 0 for z ∈ C·.
Assume that f satisfies the functional equation
f
(
zf (z)
)= f (z)k+1 (z ∈ C·). (11)
Then either
f (z) = czk (z ∈ C·), with c = 0,
or
f (z) = ζm (z ∈ C·), where ζ = e2πi 1k , for m = 0,1, . . . , k − 1.
Conversely, if f has one of the above mentioned forms, then it is a solution of (11) on C·.
Proof. Let f be a solution of (11) on C·. Then, by Lemma 5, 0 is a removable singularity. Denote
by fˆ the unique holomorphic extension (continuation) of f to z = 0. Since zf (z) = zfˆ (z) = 0,
for z = 0, we have fˆ (zfˆ (z)) = f (zf (z)) for z = 0 hence z → fˆ (zfˆ (z)), for z ∈ C is the holo-
morphic continuation of z → f (zf (z)) to z = 0. Similarly, z → fˆ (z)k+1 is the holomorphic
continuation of z → f (z)k+1 to z = 0, and since f is a solution of (11) on C·, fˆ satisfies (11)
on C. Hence fˆ (0) = fˆ (0)k+1, and
fˆ (0) = 0 (12)
or
fˆ (0) = ζm, (13)
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assume (13). We have
fˆ (z) = ζm + g(z) (z ∈ C), with g(0) = 0.
Since fˆ is a solution of (11) on C, we get for g the functional equation
g
(
ζmz + zg(z))= (k + 1)ζmkg(z) +
(
k + 1
2
)
ζm(k−1)g(z)2 + · · · (z ∈ C) (14)
with g(0) = 0. Assume that g(z) = clzl + · · · , with l  1, cl = 0. Then comparison of the
coefficients of zl on both sides of (14) yields ζmlcl = (k + 1)ζmkcl which gives cl = 0 since
|ζml | = |ζmk| = 1, and |k + 1| > 1. But this is a contradiction. Hence fˆ (z) = ζm (z ∈ C), which
completes the proof. 
Remark 8. A characterization of holomorphic solutions of (1) with G = C seems to be difficult
as well as a characterization of the entire functions ϕ for which such solutions do exist. Therefore,
the assumption in Theorem 3 that there is a holomorphic solution in C, is essential. However, in
view of Lemma 5, it would be possible to give a characterization of the holomorphic solutions
in C for larger class of polynomials ϕ than ϕ(y) = yk+1, cf. Theorem 7.
3. Existence results for special class of Dhombres equations and special domains
We conclude our paper by three theorems showing that, even in the simple case ϕ(y) = yk+1,
the solutions may depend on their domain G.
Theorem 9. Let G = {z; 0 < |z| < R0} with R0 > 0, and let f be holomorphic in G. Assume
that
f
(
zf (z)
)= f (z)k+1 (z ∈ G). (15)
Then either f (z) = czk (z ∈ G) where |c| 1
Rk0
, or f (z) = ζm (z ∈ G), m = 0, . . . , k − 1, with
ζ = e 2πik .
Conversely, f : z → czk (z ∈ G), with |c| 1
Rk0
, and f = ζm (ζ as above) are solutions of (15)
in G.
Proof. Let f be a holomorphic solution of (15) in G. By definition of G and because zf (z) ∈ G
for z ∈ G, we have f (z) = 0, for z ∈ G, and
|z|∣∣f (z)∣∣< R0 for z ∈ G. (16)
Since z = 0 is an isolated singularity of f , (16) implies, by Riemann’s characterization of isolated
singularity, that 0 is a removable singularity of z → zf (z), so z → zf (z) can be, in a unique way,
holomorphically continued to z = 0, and hence f has in z = 0 either a removable singularity or
a pole of order 1.
The possibility of a pole of order 1 of f at 0 is excluded in the same way as in the proof of
Lemma 5. Hence 0 is a removable singularity of f and, we get, as in the proof of Theorem 7,
f (z) = czk, z ∈ G, with some c = 0,
or
f (z) = ζm, 0m k − 1, for z ∈ G,
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for z ∈ G, hence |c||z|k+1 < R0, if 0 < |z| < R0. Take a > 0 arbitrarily small and z so that
R0 − a < |z| < R0. Then |c|(R0 − a)k+1 < |c||z|k+1 < R0, or
|c| < R0
(R0 − a)k+1 .
If a tends to 0, we get |c| 1
Rk0
. If
f (z) = ζm, 0m k − 1, ζ = e 2πik ,
then
0 < |z|∣∣f (z)∣∣< R0, for |z| < R0, (17)
hence zf (z) ∈ G. Conversely, if |c| 1
Rk0
, then
∣∣zf (z)∣∣R0 · 1
Rk0
· Rk0 = R0, for |z| < R0,
hence z → f (z), z ∈ G, is a solution of (15) in G. Furthermore, (17) is satisfied. 
Remark 10. Let G′ be a bounded region, 0 ∈ G′, G = G′ \ {0}. Assume that R0 = inf{R > 0;
|z| < R, for all z ∈ G}. Assume that f (z) = czk (z ∈ G) with c ∈ C· satisfies (15) on G. Then,
necessarily, |c| 1
Rk0
. From the proof of Theorem 9 we conclude that there are no other solutions
than f : z → czk or f is constant.
The condition |c| 1
Rk0
follows since, for any a > 0, there exists za ∈ G such that R0 − a <
|za | < R0. Then we obtain, as above,
|c|(R0 − a)k+1 < |c||za |k+1 < R0,
and
|c| < R0
(R0 − a)k+1 , |c|
1
Rk0
.
We cannot assert that, in general, this condition is sufficient for f being a solution of (15) on G.
Theorem 11. Let R0 > 0, and G = {z; |z| > R0}. Assume, that f :G → C is holomorphic and
satisfies
f
(
zf (z)
)= f (z)k+1, z ∈ G. (18)
Then f (z) = czk and |c| > 1
Rk0
, or f (z) = e 2πimk , for z ∈ G and m = 0,1, . . . , k − 1.
Proof. Since again f (z) = 0 for z ∈ G, g with g(z) = 1
f (z)
, (z ∈ G), is holomorphic in |z| > R0.
Hence f and g may be viewed as functions on G∪{∞}, having an isolated singularity at z = ∞.
Now the transformation
z = 1 for |z| > R0,
ζ
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h(ζ ) := g
(
1
ζ
)
, 0 < |ζ | < 1
R0
,
yields for h the functional equation
h
(
ζh(ζ )
)= h(ζ )k+1, 0 < |ζ | < 1
R0
,
which is again of the type (18) as considered in Theorem 9, i.e., in the neighborhood of 0 (cf. [2]
for this transformation in the real case). By applying Theorem 9 to h and transforming back we
finish the proof. 
Theorem 12. Let G be a region contained in {z; R1 < |z| < R2} where 0 < R1 < R2. Let f be
holomorphic in G and assume (18). Then f is constant: hence, f = e 2πimk , m = 0,1, . . . , k − 1.
Proof. If (18) holds then R1 < |z||f (z)| < R2, for all z ∈ G, hence
R1
|z| <
∣∣f (z)∣∣< R2|z|
and hence,
ρ := R1
R2
<
∣∣f (z)∣∣< R2
R1
= 1
ρ
, for all z ∈ G, with 0 < ρ < 1.
Consequently, ρ < |f (zf (z))| < 1
ρ
hence, by (18), ρ < |f (z)|k+1 < 1
ρ
, for all z ∈ G and hence,
ρ
1
k+1 <
∣∣f (z)∣∣< (ρ 1k+1 )−1, z ∈ G. (19)
By induction on v ∈ N we get
ρ
1
(k+1)v <
∣∣f (z)∣∣< (ρ 1(k+1)v )−1, z ∈ G. (20)
Indeed, (20) for v = 1 is (19) which already has been proved. Assume now that (20) holds for
some v  1. Since zf (z) ∈ G, for any z ∈ G, we get
ρ
1
(k+1)v <
∣∣zf (z)∣∣< (ρ 1(k+1)v )−1, z ∈ G,
and from (18),
ρ
1
(k+1)v <
∣∣f (z)∣∣k+1 < (ρ 1(k+1)v )−1, z ∈ G,
which proves (20). If v → ∞ in (20), we obtain
1
∣∣f (z)∣∣ 1, z ∈ G,
Im(f ) ⊂ {η; |η| = 1}= S1. (21)
If f is not constant then it is an open mapping, hence (21) is not possible. Thus, f must be
constant. 
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