In this paper, a method is proposed for the identification of some SISO nonlinear models with two ill-known components of different nature: a linear (possibly dynamic) part and a static nonlinear one. This method is well adapted when no a priori information is available about the nonlinear component to be identified. It is based on a difference operator which enables to cancel the nonlinear term when applied to the model. Only the ill-known linear part remains in the transformed model; it can therefore be identified independently of the nonlinear term. Based on the identified linear component, we have access to a pseudo-graph of the nonlinear term, whose shape can give precious information for the parameterization of the unknown nonlinear part and its identification. The identification model under consideration is defined in an abstract framework, with very weak hypotheses, so that the proposed approach has a large scope. To highlight the method, a class of dynamic Volterra models including some hybrid models such as dynamic inclusions is considered for application.
Introduction
System identification methods depend on the class of identification models under consideration. Although discrete-time (DT) models have been mainly studied [1, 2] , numerous methods are now available to identify continuous-time (CT) systems [3, 4] . Two types of CT-based identification methods have been developed: the "direct" and the "indirect" ones. Whereas the model is directly identified under its CT form when using a "direct" approach, an "indirect" CT-based identification method consists first in identifying a DT model and then in transforming it into a CT model. In the present paper, we propose a direct CT-based identification method.
Identification methods also depend on the structure of the model and the nature of the unknown components to be identified. Numerous methods have been developed for the identification of linear dynamic models (see for example [3] ), but nonlinear models are now more and more considered [5, 6] as they are frequently involved in Physics and Biology. The identification methods for nonlinear systems can be classified into three categories, depending on the form of the considered identification models: (1) the block structured models (e.g. Hammerstein and Wiener models [7, 8] ); (2) the kernel or nonparametric models (e.g. Volterra series models [9, 10] ); (3) and the parametric models (e.g. NARMAX models [11] ). Among the block-structured approaches, some methods only focus on the identification of a nonlinear static component, whereas other ones consider models in which both nonlinear static and linear dynamic components have to be identified (e.g. the Hammerstein models [12] , or other structured models [13] ).
Concerning the dynamic part of the model, a lot of methods (modulating functions, integral equation, linear filters approaches, etc. [3] ) have been developed for the identification of linear timeinvariant dynamic operators which can be characterized by means of a rational transfer function. In that case, the goal is to identify the coefficients of the transfer function, whose structure (number of poles and zeros) is given. The main advantage of such systems is that they admit a state representation in which the parameters to be identified appear linearly. However, such models cannot be used to represent all types of linear dynamic operators. Indeed, some complex dynamic phenomena need more sophisticated models, not necessarily of finite dimension. Several papers consider some specific classes of infinite dimensional systems such as time-delay systems [14] , non standard stochastic processes [15] or some distributed physical phenomena [16] . Distributed delay models (a particular case of time integro-differential equations which can be characterized by a general transfer function, non necessarily rational) have also been considered in some works [17, 18] .
In the present paper, we propose an identification method for a generic class of SISO nonlinear systems with two ill-known components of different nature: the first one is nonlinear static and the second one is linear (possibly dynamic and infinite dimensional). The novelty of the proposed approach mainly comes from the principle of the identification method itself. It consists in decoupling the identification of the dynamic part of the model from the one of its nonlinear static part by use of an original "difference" operator which takes advantage of the difference of nature of the two unknown components. When applied to the original system, this operator enables to cancel the nonlinear term of the dynamic model, in such a way that the identification of the remaining ill-known linear dynamic part can first be done independently. Then, based on the so-obtained estimation of the linear component, we have access to a pseudo-graph of the unknown nonlinear component whose shape can give precious information for the parameterization of the nonlinear component and its identification. For example, it can reveal the presence of a discontinuity or a singularity. Note also that the method has a large scope; the considered class of models includes the Hammerstein models for which specific identification methods have been developed (see for example [12, 19] ). It also includes the class of nonlinear integral Volterra models already considered in [20] , on which the method described in this paper is applied for illustration in section 6.
The idea of decoupling the linear and nonlinear parts of the model to identify them is not new: relaxation approaches (such as [8] ) and other less common methods [21] are based on this attractive idea. However, relaxation approaches require the use of an iterative algorithm which can have problems of convergence [22, 23] . As for the method proposed in [21] , it is only suitable for Hammerstein models, and is not based on the same idea than the one presented in this paper. In [21] the decoupling between the linear and nonlinear parts of the model is indeed obtained for a particular input signal (Pseudo-Random Binary Signal) whereas in the present approach, the decoupling is based on the properties of static functions and therefore does not depend on the input.
To present the method, the paper has been organized as follows. In section 2, the model and the identification problem are introduced and some concrete examples are given. Then, the method is presented in details in section 3. In section 4, we propose an analysis of the method previously described. Then, a simple example is considered in section 5 to show how to implement the method in concrete situations. In section 6, the method is applied to a class of nonlinear Volterra models and finally implemented on a concrete example to highlight the relevance of the approach. On this last example, the proposed method is compared to a classical relaxation approach [24, 8] .
Note that section 4 is rather technical but can be skipped without loss of information for the understanding of sections 5 and 6 or for the implementation of the method. For the sake of clarity, the notations used in the paper are defined in Appendix A. Only the technical details which are specific to the proposed method are given in Appendix B.
Presentation of the identification problem 2.1 Identification model under consideration
Let X, Z be some Banach spaces, F a separable Hilbert space and Ω a non-empty compact subset of R n . Let Ω i , i = 1 : I be I non-empty compact subsets of R n and X 0 a closed bounded subset of X; most of the time, Ω i will be time intervals of the form [t i 0 , t i f ] ⊂ R. Given "admissible" subsets X ⊂
we consider the abstract model:
g • x + Ay + z = 0,
with g : X 0 → Z a Borel measurable function, x = (x i ) ∈ X , y ∈ F, z = (z i ) ∈ Z, and A a linear operator:
Because z i ∈ L ∞ Z (Ω i ), equation (1) must be understood in the almost everywhere sense:
We suppose in addition that g is "almost everywhere continuous" in the following sense:
In practice, the condition (4) (as well as the choice of admissible subsets X , Z), can be analyzed by taking into account available information on the real system under study (see in particular remarks 14) . From a pragmatic point of view, this hypothesis can also be postulated a priori and then confirmed or refuted a posteriori, according to the obtained identification results.
Formulation of the identification problem
The problem under consideration in this paper is introduced here-after:
Problem 1 (Identification problem) Given model (1), consider some measurement trajectories
The problem under consideration is to estimate both y and g, supposed to be unknown, from the measurement trajectories x i m , z i m , A i m , i = 1 : I, in such a way that (x m , z m , A m y) is close to a solution (x, z, Ay) of (1).
Remark 2
• In practice, the trajectories x i m , z i m , A i m can be deduced from both physical measurements (with possible noise) and a priori knowledge, with possible numerical computations (see section 6 for an example).
• Thanks to the abstract form of model (1), the quantity y to be identified can be of various type: for example, it can be the kernel h of a convolution operator (or another characteristic functional object, see section 6), but also an unknown input of the system (e.g. input, perturbations, etc.) as in section 5.
Examples of application
The identification model (1) under consideration in this paper is defined in an abstract framework and under weak hypotheses, so that it enables to identify a wide class of dynamic models. In particular, it can be used for the identification of a generic class of nonlinear Volterra models of the form:
where u, X are some real valued trajectories, f is a nonlinear function, and H(∂ t ) denotes the linear causal convolution operator associated with the transfer function H and the impulse response h, that is the operator defined by:
Model (5) is of the form (1) with, for example:
Other definitions of A and y can be considered, depending on the quantities to be identified (see examples of sections 5 and 6). Two concrete examples of such models are given here-after; many others can be found in the literature (e.g. in [25, 26, 27, 28] ). This class of models is considered for identification in section 6 where the method is numerically implemented on the concrete example 4.
Example 3
In [29] , a Volterra model has been proposed to describe, in suitable thermodynamic conditions, the evolution of the radius r of a spherical flame initiated by a source e at point 0 in a mixture of reactive species. The model is written:
where
is the non rational operator with transfer function p 1/2 . This model is of the form (5) with X = r, u = 2 e r , f = 2 ln and H(∂ t ) = ∂ 1/2 t .
Example 4
In [30] , a dynamic model has been proposed for the electrical behavior of a capacitor realized in cubic Perovskite CaCu 3 Ti 4 O 12 . The system includes three components as shown in Figure  1 : a resistor r in series with a capacitor of impedance Z c in parallel with a nonlinear conductance: The model is written as follows:
where V and I are the voltage and the current, G is the non linear conductance function, and Z c (∂ t )
is the impedance operator whose (non rational) transfer function is of the form Z c (p) = (1+τ p) β C p with C, τ > 0 and 0 < β < 1. This model is of the form (5) with X = V − rI, u = I, f : X → −G(X)X and H(∂ t ) = Z c (∂ t ) −1 .
Finally, one can note that the identification model (1) (and thus the identification method proposed in this paper) can be used to identify nonlinear and dynamic linear unknown components of some dynamic inclusions models like [31, 32, 33] . Indeed, considering a function g discontinuous at some points ξ ∈ X 0 , if we denote g a set-valued map defined by: g(ξ) ⊂ Z for all ξ ∈ X 0 and g(ξ) = {g(ξ)} if g is continuous at point ξ, then models such as:
can straightforwardly be identified using the formulation (1), assuming that hypothesis (4) on measured trajectories is satisfied. This remark applies also for the particular case of Volterra models (5) which can be considered as dynamic inclusions when f is a discontinuous function; a concrete example of identification of such a "pseudo-differential inclusion" is treated in section 6.4.5.
Technical comments about model (1)
Some comments about model (1) are given here-after.
• First, the assumption that x i has values in a bounded set X 0 ⊂ X is justified by the fact that necessarily, for a given x (namely the one which is used, via its measurement x m , for identification), the set Im(x) :
is compact because x i is a continuous function on the compact set Ω i . In addition, because function g must be identified on X 0 , this set must be chosen such that Im(x) is close to X 0 in the sense:
with α > 0 small enough. In practice, the only available data will be the measurement x m . Assume that the measurement noise belongs to i C 0 X (Ω i ). As usual, some pre-filtering of the data can be required to satisfy this property, namely when measurement noises are white. Under this assumption, and if we suppose that x m − x α 2 , then (12) can be achieved by taking X 0 as follows:
where B X (ξ, β) denotes the closed ball in X, with center ξ and radius β. In addition, to make possible a significant identification of g, it can be expected that X 0 contains some subset C ⊂ X given a priori. This will be insured if x m is such that:
Roughly speaking, this simply requires the obvious property that the trajectories x i are "rich enough" to well fill the set C.
• The aim is to propose, in an abstract framework, an identification method which enables to find a couple (y, g) such that model (1) is a good representation of the system under consideration. So, uniqueness of the couple (y, g) with respect to given (x, z, A) is not required at this stage. In fact, without any additional hypothesis, the solution is not always unique (see example of section 5 and remark 22). In concrete situations however, this property is in general quite desirable and it will be necessary to study it specifically (as well, possibly, as the well-posedness of the identified model).
Description of the identification method
In this section, we present the identification method. Only the concrete technical steps of the method are detailed here-after; the mathematical analysis of the method is done in section 4.
Principle of the approach
When no a priori information about function g is available, the problem of identifying g and y simultaneously can present serious difficulties, in particular if g is highly nonlinear (for example non differentiable, discontinuous or even weakly singular). In such cases indeed, linear parameterizations of g (whose advantage is to transform (1) into a linear problem) of the form g = k a k g k with (g k ) a topological basis chosen a priori, may not be accurate enough except if the number of a k is quite large; but on the other hand, if this number is too large, the estimation is generally bad due to excessive sensitivity to the measurement noises. However, one can note that thanks to the linearity of operator A, if the function g (and then g • x) was known then y could be estimated more easily: indeed the identification problem could then be written in the sense of a classical least-squares problem, that is, with b m = g(x m ) + z m and G a suitable Hilbert space of Z-valued trajectories:
the solution of which is formally given by the pseudo-inverse of operator A m [34] . The method proposed in this paper takes advantage of this remark by cancelling the nonlinear term g • x by means of a suitable operatorial transformation of model (1), allowing to estimate y alone. Under some weak hypotheses, frequently satisfied in practice, the so-obtained new model indeed reveals itself sufficient for a good estimation of y.
Finally, once an estimateŷ of y has been computed, it becomes easy to estimate a posteriori the function g using standard methods applied to the available data, including the new ones deduced from the knowledge ofŷ, namely A mŷ .
The principle of the operatorial cancellation of g•x is given here after. Assume that the measured data are noise-free, and consider two trajectories x i and x j with i, j ∈ {1 : I}. If we find two instants τ and t such that:
then, as g is a static function, it follows that g(x i (t)) = g(x j (τ )). By subtraction, we so get from the i th and j th equations of (1) the following relationship:
If we write it for all couples (t, τ ) such that x i (t) = x j (τ ) with i, j ∈ {1 : I}, then we get a set of equations in which the static function g has been cancelled. If this set is moreover rich enough, then we can use it to identify y easily as the equations are linear with respect to y. Classical identification methods such as least-squares ones can then be used. In practice, the method can be decomposed in three steps:
Step 1: Construction of sets of couples (t, τ ) such that g(x i (t)) = g(x j (τ )) (or, more precisely, such that g(x i (t)) − g(x j (τ )) is negligible) for all i, j ∈ {1 : I}.
2.
Step 2: Identification of y from the set of equations (17) which are independent of the unknown function g and linear with respect to y.
3.
Step 3: Identification of g from model (1), using the identified value of y.
The details of each step is given here after. In Figure 2 , a graphical abstract gives an overview of the identification method and summarizes its different steps.
Graphical abstract of the identification method.
3.2
Step 1: Construction of the set Ω x,ε
As explained in the introduction of section 3, the idea of the method is to consider all (i, j)∈ {1 : I} 2 and all couples (t, τ ) such that x i (t) = x j (τ ), in order to cancel the term g(x i (t)) − g(x j (τ )) in a set of equations which can then be used for the independent identification of y. To this end, we consider Ω x,0 the set of indexes (i, j) and times (t, τ ) such that the above mentioned cancellation of the nonlinear term g(x) occurs; such a set is defined by:
However, requiring the perfect equality between x i (t) and x j (τ ) is not relevant in practice, for several reasons. First, as the measurement trajectories are noisy, we are not able to test the equality between two values of some trajectories, but only between two measurements of these trajectories. Moreover, when the dimension of the space Z is greater than 2, the property x i (t) = x j (τ ) in general becomes quite rare (or even with null probability), except at the trivial and not significant points defined by i = j, τ = t. As a consequence, to overcome these problems, it is more relevant to consider the sets of couples (t, τ ) such that x i (t) is "close to" x j (τ ). Considering ε 0, such sets are defined by:
Roughly speaking, Ω i,j
x,ε contains all couples (t, τ ) for which the nonlinear term g is "almostcancelled" after subtraction of the i th equation of (1) from the j th one at respective times t and τ : in the sequel, we will call this operation "ε-cancellation". For convenience, and following the notation introduced in (18), we denote in the sequel:
with
As an illustration, one can find in Figure 3 an example of some couples (t, τ ) ∈ Ω i,j
x,ε ; the construction of the whole set Ω X 0 . This construction process can be used to build some subsets of Ω i,j
x,ε in practice (see Appendix B). In the case X 0 = R, we can note that another expression of the sets Ω i,j x,ε can be given. Indeed, the union of black sets (I t 1 and I t 2 for time t) and the union of gray sets (I τ 1 and I τ 2 for time τ ) highlighted in Figure 3 can respectively be expressed by
. Thus, the set of all couples of instants (t, τ ) of Figure 3 are given by the cartesian product of these two sets, which leads to the following expression of Ω i,j x,ε :
Finally, note that the sets Ω i,i
x,ε are never empty because they contain at least all couples of the form (t, t). 
Step 2: Identification of the linear component y
From the definition of the set Ω x,ε , by subtracting the i th equation of (1) evaluated at time t from the j th equation of (1) evaluated at time τ and by neglecting the term g(
∈ Ω x,ε , we get the set of equations:
To get a more synthetic expression, for any (i, j) ∈ I x,ε we denote by D
thus, each equation of the form (22) can simply be written D
we finally get the model:
which presents two advantages: first it does not involve the nonlinear function g any longer, and second it is linear with respect to the remaining unknown y. However, as the equations (22) were obtained by subtractions, the constant terms of the model have also been cancelled, even those who are related to the unknown y. To mitigate this problem, we need to add at least one equation to (24) . More explanation about this additive equation are given in section 4. This additional equation will be of the form:
with t * ∈ Ω i 0 , and i 0 ∈ {1 : I} arbitrarily chosen. For simplicity, we will denote in the sequel
Finally, we consider the following system built from (1):
which is independent from the nonlinear function g and linear with respect to the unknowns y and g 0 . The identification of y and g 0 from measurements x m , z m and A m is thus simplified. We simply rewrite the system (26) under the form:
with:
and φ ε x,A the linear continuous operator defined by:
Then, assuming that x m , A m and z m are sufficiently close to x, A and z (see section 4), we consider the following equation of linear regression form:
where e ε (θ) is the so-called equation error. An estimateθ of the unknown parameter θ = (y, g 0 ) can finally be obtained by classical error-in-equation identification methods [4, 35] which take advantage of the linearity of the model with respect to the unknown parameters. For example, if Z is a separable Hilbert space, we can consider the least-squares estimator, solution of:θ = arg min
with G ε a suitable separable Hilbert space, such as:
which is such that
xm,ε ). This estimator is formally expressed by:
where φ ε xm,Am † is the pseudo-inverse of φ ε xm,Am [34] .
Remark 6
As usual, when the problem (31) is ill conditioned or when the solution is not unique, some "regularized" problems can advantageously be considered, as the following one:
where η > 0 is a small parameter.
Note that, as the linear operator φ ε xm,Am depends on the noise, some of the classical estimators (as the least-squares one mentioned previously) can be biased [1] . Some bias reduction methods [35, 36, 37] can be used to mitigate this problem.
Remark 7
This identification method can easily be extended, up to simple technical adaptation, to the case where function g is different from one trajectory to the other, that is g
In such cases, the cancellation of the function g is only possible for j = i; thus only the sets Ω i,i x,ε will be used which implies that the difference operator D x,ε will be given by (D
Step 3: Identification of the nonlinear function g
Under the a priori hypothesis that the data x m , A m , z m allow to get a good identification of y (that is ŷ − y F small enough), then, from continuity properties, we have for any (i, j, t, τ ) ∈ Ω xm,ε :
Moreover, although g is yet unknown at this stage (except at point x 0 = x i 0 (t * ) for which we have an estimateĝ 0 of its value), we can expect to have, for any i∈ {1 : I} and any t ∈ Ω i , A i mŷ (t) + g(x i m (t)) + z i m (t) 0, property which can be written under the form:
From this last equation, identification of the nonlinear function g can be achieved with classical regression methods implemented on the following "pseudo-graph" of g, deduced from the available data:
This will be highlighted on numerical examples in sections 5 and 6.
Advantages and drawbacks of the method
The first advantage of the method is that it allows to have access (after the identification of the linear unknown y) to a pseudo-graph of the unknown function g before its parameterization for the identification. Thus, the parameterization of the function g can be adapted to the shape of the pseudo-graph which is a great advantage especially when the function g is highly nonlinear, non differentiable, discontinuous or even weakly singular. The identification model (1) and then the identification method presented in this paper can also easily be extended to the case where the function g varies from one trajectory to the other simply by setting g (1) and by simple technical adaptation of the method (see remark 7 for more details). It can be useful if the measured trajectories have been obtained under different conditions which only impact the nonlinear term of the system (experiments made at different temperatures for example).
Compared to relaxation approaches (such as [8] ), the decoupling between the identification of the linear component y and the nonlinear function g does not imply the use of an iterative algorithm and the associated problems of convergence [22, 23] . The method can also be applied regardless of the type of the input signal (which is not the case for other methods [21] ).
However, the method has also some drawbacks. It requires the construction of the set (or more precisely of a finite subset of) Ω xm,ε which is not trivial. In particular, when the measured trajectories are noisy, the set Ω xm,ε can become very large compared to the noise-free case, and the pre-filtering of the data then becomes necessary. A lot of questions remain therefore open, especially about the best way (in terms of computation time and quality of the results) to do the pre-filtering (see for example [38] ), and to determine the couples of instants (t, τ ) that will be used in the identification process.
Finally, the numerical implementation of the method in the case of systems of high dimension (that is when the spaces X and Z are of high dimensions) will need extensive studies to deal with the numerical complexity of the problem.
Analysis of the method
In this section, we analyze the identification method previously introduced. In a first part, we discuss in details all the steps leading to model (26) , starting from (1), and give some results to justify or explain them. Then, we study the impact of the measurement noise on the method. Finally, we give some results useful for the practical application of the method.
Note that the reader who is not interested in the mathematical analysis of the method, which is rather technical, can skip this section without missing any information necessary to understand the sections 5 and 6, and to implement the method.
Establishment of model (26)
The transformation process leading to model (26) , starting from (1), is composed of three steps:
(i) subtraction of the j th equation of (1) evaluated at time τ from the i th equation of (1) evaluated at time t for all (i, j, t, τ ) ∈ {1 : I} 2 × Ω i,j ;
(ii) restriction of the so-obtained "difference model" to subsets Ω i,j x,0 of Ω i,j (cancellation of g) and then to subsets Ω i,j x,ε ; (iii) approximation by ε-cancellation of g.
Difference model and equivalence with model (1).
We first introduce an operator that we call difference operator, which is denoted D and defined here after.
Definition 8 For any given Banach space V, we consider the operator D defined by:
The operator D is obviously linear; thanks to the continuity of the + operation in Banach spaces, we have:
and, with D C 0 denoting the restriction of D to the subspace
In the sequel, both of these operators will be denoted D for simplicity.
By applying operator D to both members of (1), we get I 2 difference equations that can be summarized by the following equation
At this stage, the equivalence between models (41) and (1) is lost, because operator D is mainly based on differences; the equivalence is recovered by considering an additional equation of the form (25) , as stated in the following result:
, where i 0 ∈ {1 : I} and t * ∈ Ω i 0 are arbitrarily chosen.
Proof. The implication (1)⇒ (42) is obvious. Let us show that (42)⇒(1). We have for any (i, j) ∈ {1 : I} 2 and any (t, τ ) ∈ Ω i,j :
In particular, for j = i 0 and τ = t * , we get:
Thus, we have built a new model equivalent to (1) which, restricted to some suitable subsets of Ω i,j , can provide a set of equations independent from g and so well adapted to the identification of y alone. The restriction operations to the subsets Ω i,j x,ε of Ω i,j are studied here-after.
Restriction to subsets
We introduce the following "restriction operators" to subsets Ω i,j x,ε ⊂ Ω i,j :
By composition of operator
, we get the operator D i,j
x,ε , introduced in section 3, and defined by:
By definition of the norm in L ∞ spaces, the operator R Ω 
For convenience, we denote (with I x,ε defined in section 3.2):
The application of operator D x,0 to equation (1) 
Proof. From definition (19) of sets Ω i,j
x,ε , we trivially get:
and then D i,j x (t, τ ) = 0; this last result can also be written x i (t) = x j (τ ), from which we finally deduce g(
or equivalently D x,0 (g • x) = 0.
Thanks to this property, the application of operator D x,0 to (42) leads to the following model,
The advantage of this new model is that the nonlinear function g has been cancelled, while the unknowns y ∈ F and g 0 ∈ Z are linearly involved. Classical identification methods such as leastsquares ones can therefore be used to identify y and g 0 . However, as emphasized in paragraph 3.2, the set Ω x,0 cannot be built in practice because of the measurement noise. Indeed, we have:
On the other hand, it can be shown (see section 4.2) that by using only the measurement x m , we can have access to some sets Ω x,ε where ε > 0 depends on the noise magnitude. For these reasons, the restriction is done on the subset Ω x,ε (with ε > 0) instead of Ω x,0 , which leads to the following model:
By construction of Ω x,ε , we expect the term D x,ε (g • x) to be negligible (see paragraph 3.2), so that we can get a model linear with respect to y and g 0 on which the identification of y can be achieved easily.
The study of this ε-cancellation of D x,ε (g • x) is done in the next paragraph.
ε-cancellation of g.
The following proposition gives conditions under which the term D x,ε (g • x) can be considered as negligible.
Proposition 12 Let X 0 be a closed subset of X. For any
(Ω i ) and any function g : X 0 → Z, the following properties hold:
is continuous at any point of the set
vanishes at any point of the set
x,ε , in the sense:
Proof. We have:
(ii) for any (τ, t)
x,ε , the function g is continuous at points x i (t), x j (τ ); so, for any sequence (t n , τ n ) ⊂ Ω i,j
x,ε such that (t n , τ n ) → (t, τ ), thanks to the continuity of x:
g(
and so: g(
x,0 ; it follows from proposition 11 that:
The continuity with respect to ε expressed in the property (ii) of proposition 12 ensures that the term D x,ε (g •x) will remain small enough, in such a way that (54) can be supposed "quasi equivalent" to the following equation in Ix,ε L ∞ Z (Ω i,j
x,ε ) × Z:
Quantitative questions about such a quasi equivalence will be deepened in a further work. In the present paper, we suppose that the approximate model (58) will be sufficient, at least in some situations, to get good identification results. In other words, we suppose that the identification bias induced by the above approximation will remain negligible. The legitimacy of this hypothesis will be highlighted by numerical examples presented in sections 5 and 6.4.
Remark 13
The convergence deduced from (iii) is uniform, while we have in (ii) a weaker topology of simple convergence. For this reason, it can be expected that when g is not Lipschitz-continuous on X 0 , numerical treatments can be more delicate. However, in many concrete situations, function g is almost everywhere continuous and Lipschitz-continuous on some subsets X η ⊂ X 0 , in such a way that the property D x,ε ( g η • x) k η ε holds for k η -Lipschitz-continuous function g η defined on X 0 and such that g η | Xη = g | Xη . We will see in section 6.4 that such a property (in addition to property (ii)) can be sufficient to get good identification results.
Remark 14
In proposition 12, the function g is not assumed to be continuous on the whole set X 0 . Let W = {ξ ∈ X 0 s.t. g is discontinuous at ξ}; if for any i, the (Lebesgue-measurable) set x i −1 (W ) is negligible in Ω i (that is a null set in the sense of the Lebesgue measure), then the set of all the points of Ω i,j x,ε at which D i,j x,ε (g • x) is possibly discontinuous, which can be written: 
If the set V i,j x,0 is negligible in Ω i,j x,0 , then (55) holds for almost any (t, τ ) ∈ Ω i,j x,0 . Such properties can be obtained for example when g is continuous except on a discrete subset of X 0 . It is the case for example for the function g(x) = sign(x): although the subset on which g is discontinuous is negligible (in the Lebesgue sense), the function g is really discontinuous.
Impact of the measurement noise
Let now discuss about the impact of the measurement noise on the efficiency of the identification method. When x m is noisy, that is x m = x, the (theoretical) set Ω i,j x,ε and the set Ω i,j xm,ε (and so, the operators D x,ε and D xm,ε ) are in general different, because, due to the measurement noise, we have:
However, we will see in the sequel that, in spite of the presence of some measurement noise, the transformation of model (1) by the (linear continuous) operator D xm,ε can be used to get an identification model based on measurement trajectories. This is what is shown in the following results.
; if x − x ε, then for any i, j:
As a consequence, if ε ε 3 then we have:
furthermore the operator:
is well defined on the ball with center x and radius ε and equal to D Proof. From x − x = sup i sup Ω i x i (τ ) − x i (τ ) X , we deduce that for any i, j, τ, t:
moreover, from the definition of Ω
x,ε , then x i (τ ) − x j (t) X ε. We deduce that:
which means that (τ, t) ∈ Ω is well defined on B( x, ε), the ball with center x and radius ε. We then deduce from (64) that
, and from definition of D i,j x,ε , we get, for any x ∈ B( x, ε):
From proposition 15, if the noise trajectories are continuous (which excludes white measurement noises; in practice, a suitable pre-filtering of the measured data can be required) and small enough in X, we so have the nice property Ω i,j xm,ε ⊂ Ω i,j x,3ε . From proposition 5, we also know that Ω i,j xm,ε is closed, with non-empty interior, if ε > 0. We then easily deduce the following important result.
we have:
Proof. By application of proposition 15 for x = x m and ε = x,ε (in particular the ε-cancellation of g leading to model (26) , which is used for the identification of y; see sections 3.3 and 4.1), but restricted to a smaller set (namely Ω i,j xm,ε/3 instead of Ω i,j x,ε ), which means that we get less equations to identify y. Thus, we can state that the consequence of the measurement noise is only a loss of precision in the identification process of y.
Remark 17 Note that, in practice, it can seem more natural to denote ε the size of the quasicancellation band on measured trajectories x m instead of the one on theoretical trajectories x, that is to build sets Ω i,j xm,ε instead of sets Ω i,j xm,ε/3 . In fact, this has no importance at all as the value of ε can be arbitrarily chosen, and all the above results can be applied by replacing ε by 3ε, as it is done in section 3.3.
Remark 18
There is no restriction about the probabilistic nature of the noise measurement: it is only assumed that the noise trajectories e m are continuous with norm bounded by some ε > 0. In particular, Gaussian as well as non-Gaussian measurement noise are admissible. In the case of white measurement noise, a pre-filtering of the measured data would be required in order to get continuous noise trajectories; the cut-off frequency should be chosen as small as possible (in order to get ε as small as possible) but far away the frequency band of the dynamic system under consideration, in such a way that the disturbance on the measured trajectories remains negligible. Note that in practical situations, such a pre-filtering is anyway required for the construction of a finite subset of Ω xm,ε (see Appendix B).
Properties of difference operators D and D x,ε
We give in this paragraph an important result used in section 6, about operators D and D x,ε . We first introduce the following notation: if g is a function defined on V and v = (v i ) a vector of V-valued functions v i , then, by convention, we denote g • v the vector-function with components defined by:
With this convention, if v ∈ i L ∞ V (Ω i ) (with Ω i , i = 1 : I some non-empty compact subsets of R n ) and if g is measurable with values in a Banach space Z, then g • v is a vector of Z-valued measurable functions, namely:
Proposition 19 Let B ∈ L(V, Z); then the linear operator:
is continuous forΩ = Ω j and I = {1 : I} orΩ = Ω i,j and I = {1 : I} 2 . Furthermore:
Proof. The continuity of B is deduced from:
Then we have: 
A simple academic example
In this section, we present an academic example to apply the method on a simple and noise-free case where the data x m , the quantity z and the sets Ω i,j x, can be analytically computed. The aim of this example is essentially to illustrate the steps of the identification method and to show how it works. A more complex and relevant example is treated in section 6.
We consider the dynamic model:
where X and u are real-valued trajectories, and f is a function defined on R. Given one measured trajectory X m (N.B.: we take here I = 1), the problem under consideration is to identify both the function f and the "input" trajectory u. Note that without any additional hypothesis, the solution to this problem is not unique. Indeed, for any f chosen a priori and for X m =X, a trajectory u is deduced directly from (76), namely:
The model (76) can be identified under the form (1) with
) a L-dimensional subspace of bounded functions and:
Note that in spite of its trivial definition, the operator A :
is not the identity operator but must be understood as the canonical injection:
Assume that a (noise-free) measured solution of (76) is given by:
Then, we have: z(t) = −∂ t X(t) = −2t cos(t 2 ). Following the identification method, we build the set (ε can be chosen equal to 0 because the measurements are noise-free and Z = R):
One can see on Figure 4 (a) the subset of Ω
1,1
xm,0 obtained in a concrete situation for a uniform discretization {t k } k=1:40 of [0, √ π]. We know by construction that for any (t, τ ) ∈ Ω 1,1
x,0 we have:
As explained in Step 2 (cf. 3.3), these equations can be written under the synthetic form (27) with:
where t * ∈ [0, √ π] is arbitrarily chosen, and g 0 = f (x(t * )). From there the unknowns θ = (u, g 0 ) have been identified by using the least-squares estimator given by (34) with:
and a conditioning parameter η = 10 −4 which ensures the uniqueness of the solution of this leastsquare problem. The identified inputû obtained with this identification process (for the abovementioned discretization) can be seen on Figure 4 (b). Finally, following the Step 3 (cf. 3.4), we have made an a posteriori estimation of f using a classical regression of its pseudo-graph (using the estimation u previously identified). The result of this identification is given in Figure 4(c) .
To highlight the accuracy of the identified model, we give in Figure 4 (d) both the measured trajectory X m = X and the reconstructed trajectoryX numerically computed from the identified model:
∂ tX =f (X) +û,X(0) = X m (0) = 0.
As we can see, the simulated trajectory perfectly fits the measured data. 
Remark 21
The method can still be used for the identification of model (76) with additional constraints, for example u(0) = u 0 or u a T 0 -periodic function (with T 0 < T ). Indeed, those problems can still be expressed under the form (1) with x = X, y = u, f = f 0 , and respectively:
for the case u(0) = u 0 ;
for the case where u is a T 0 -periodic function (e −T 0 p being the symbolic notation for the delayed operator v → v(.
This is one of the benefits of the generic formulation (1) chosen to develop the identification method of this paper.
Application to a class of Volterra models
In this section, the identification method is applied to a class of Volterra models in which a nonlinear function and a linear dynamic operator with non rational transfer function have to be identified.
Model under consideration and identification problem
Consider the multi-trajectory model of the form:
where:
• u i ∈ L ∞ (R + t ), i = 1 : I, are the inputs (supposed to be known),
• X i ∈ C 0 (R + t ), i = 1 : I, are the outputs (which are measured), • f is a nonlinear function, • and H(∂ t ) is a linear operator for which there exists a function µ ∈ L 2 (R ξ ; C) such that H(∂ t ) can be realized by the infinite dimensional state formulation:
with γ : R → C − a given continuous function defining an infinite arc in C − .
The operators H(∂ t ), as defined above, are the so-called diffusive operators, associated with the diffusive representation theory. A complete statement of this theory, devoted to state realizations of integral operators, can be found in [39, 40] . Note that the problem of identification of convolution operators by means of diffusive representation is studied in [17, 20] . Models of the form (85) are frequently encountered in various domains (see examples 4 and 3). With the convenient notation: µ, η := µ(ξ) η(ξ) dξ, model (85) can be rewritten under the equivalent form:
The problem under consideration is to estimate, with the method introduced in section 3, both the operator H(∂ t ) (characterized by the function µ) and the function f , from measurements X i m of X i and the associated inputs u i .
Remark 22 Without additional hypothesis, the solution (H(∂ t ), f ) is of course not unique, namely because equation (H(∂
The uniqueness of the identification problem is restored when, for example, the static gain of the operator H(∂ t ), that is the value H(p)| p=0 or the value of function f at a given point, is known (see paragraph 6.4).
Remark 23
The transfer function H(p) of the causal convolution operator H(∂ t ) can be expressed by:
Indeed, by denoting L the Laplace transform with respect to the time variable t and p the Laplace symbolic variable, we have:
This property will be used in the example of section 6.4.
Application of the method
Let define Ψ X i (t) := γ(.) ψ i (t, .)+X i (t). It can be shown (see for example [39] 
We then denote, by convenience, A X i := . , Ψ X i , that is:
Using these notations, for any X i and µ we have A X i µ = H(∂ t ) X i and then model (87) can be written under the form (1) with:
In accordance with section 3, after application of the difference operator D xm,ε and ε-cancellation of the nonlinear term, we get model (27) , whose unknowns to be identified are θ = (µ, g 0 ) ∈ L 2 (R ξ ; C) × R. To make explicit the operator φ ε xm,Am necessary for the identification of θ (see formula (30)), we use the proposition 19 with B :
. Such a property is interesting because it makes the linearity of µ appear explicitly in the expression of operator φ ε xm,Am which is indeed given by:
with t * ∈ [t i 0 , t i f ], and i 0 ∈ {1 : I} arbitrarily chosen. With in addition b ε xm,zm = (D xm,ε u , u(t * )), θ can be identified by means of the estimator (33) . After the identification of θ, the function g can be identified following the method presented in paragraph 3.4. 
Remark 25 Note that, even if the operator H(∂ t ) is rational, the use of the diffusive representation is quite useful, namely because the function µ (to be identified), which completely defines the operator H(∂ t ), always appears linearly in the model, which would not be the case when using the coefficients (numerator and denominator) of a rational transfer function.
Numerical implementation
From the numerical point of view, thanks to the continuity of Ψ xm , a finite dimensional approximate identification model can be obtained simply by considering L-dimensional approximations µ L of µ such as atomic measures (δ b denotes the Dirac measure at point b) defined on a suitable sequence of mesh {ξ L l } l=1:L [39] ; such an approximation takes the form:
If L L {ξ L l } is an increasing sequence and L<+∞ {ξ L l } is dense in R, the following (weak) convergence holds with µ L l suitably chosen [39] :
In that sense, we get the following L-dimensional approximation of (A m µ)(t) = µ, Ψ xm (t) :
Many of (non rational or rational) operators H(∂ t ) encountered in practice can be closely approximated with small L (see for example [41] ).
With such an approximation, we can consider the least-squares estimator of θ = (µ, g 0 ) given by (34) . The nonlinear function g is then identified after decomposition on a suitable topological basis. The choice of the basis functions will depend on the form of the pseudo-graph of g obtained after identification of θ (see the following paragraph).
A concrete application example
For the numerical application, we consider the problem of identification of the electrical behavior of a capacitor realized in cubic Perovskite CaCu 3 Ti 4 O 12 . The identification model considered is the one described in example 4 (and in [30] ). For an other concrete example of application, see [42] in which the identification method has been applied to the model of the spherical flame described in example 3.
Model of the system.
In the example 4, the model of the system is of the form (85). The operator H(∂ t ) to be identified is the inverse of the impedance operator of the capacitor, that is Z −1 c (∂ t ), whose transfer function is given by [30] :
This operator can be realized by an infinite dimensional state realization of the form (86) with [40, 39] :
and µ(ξ) = 13 × 10 −9 ξe 2i sign(ξ)(
The nonlinear unknown function f is defined by f : X → −G(X)X where G is the conductance nonlinear function of the system. The shape of the function −f is given in Fig. 1 in [30] . For the simulation of the data, a comparable but analytical function has been considered under the form:
with p 1 = 2.820 × 10 −3 , p 2 = 1.692 × 10 −2 and p 3 = −4.771 × 10 −5 (see Figure 7 in 1(b) ).
Available data sets and identification parameters.
For the identification, we consider I = 4 sets of data {u
m }, i = 1 : I (k being the time discretization index), which were obtained from accurate simulation of (85) with the above-mentioned operator H(∂ t ) and function f (see [40, 39] for details about such a simulation). The sampling frequency is equal to 1 ∆t = 10 6 Hz and K = 6 × 10 6 , so that t max = K ∆t = 6 s. The input measurements {u 
Remark 26
The band of the measurement noise is limited: recall indeed that its trajectories must be continuous functions (otherwise, the sets Ω i,j
x,ε would not be well defined). In practical situations, a pre-filtering of the measured data may be required.
According to the Shannon Theorem, the continuous-time information contained in the available discrete data sets {u For that, the function g = −f is identified under the form g P p=1 c p g p , c p ∈ R with P = 60, and g p some classical hat functions. We denote {ĉ p } p=1:P the coefficients computed by the identification method. To get the uniqueness of the solution (µ, f ) of (87) (for given X and u), we suppose that the value f (20) (this value has been arbitrarily chosen in our case) is a known data that we denote f 20 :
The identified functionf will be therefore given by:
Then we consider the approximation (98) of A m µ in which γ is defined by (100) with α = 70 180 π, and with L = 120 discretization points ξ l geometrically spaced between ξ 1 = 10 0 and ξ 120 = 10 6 (10 points per frequency decade). Some indications about the choice of γ and the discretization {ξ l } l=1:L can be found in [17, 20] . We denote {μ l } l=1:L the coefficients computed by the identification method. From (96) and (88), and to satisfy constraint (103), the identified transfer functionĤ is given by:
Identification results and influence of noise.
In this paragraph the results obtained with the proposed identification method are presented in noise-free and noisy cases. To facilitate the reading, the proposed identification method will be called "Cancellation method" in the sequel.
• Noise-free case (σ = 0) The measured data X j,k m are first supposed to be noise-free (i.e. σ ∆t = 0). For illustration, a part of the graph of X 1 m (t) and the associated subset of Ω 1,1
are shown in Figure 5 .
In Figure 6 , we can see the Bode diagram of the frequency responseĤ(iω) (deduced fromμ through formula (105)), associated with the identified operatorĤ(∂ t ) (in 1(a) and 1(b)). The operator H(∂ t ) is well approximated on the expected angular frequency band [2 × 10 0 , 10 6 ] covered by the ξ l .
In Figure 7 , in 1(b), the graph of the identified functionf (see formula (104)) is compared to the theoretical function f . The function is correctly reconstructed on the whole domain [-50,50] with an absolute error smaller than 1.5 × 10 −6 (see Figure 7 , 1(c)). As an example, one of the resulting pseudo-graphs of f , namely:
computed from numerical integration of (95) with input X i m , is also given in Figure 7 , in 1(a). In spite of the measurement noise, the identified transfer functionĤ(iω) is still close to H(iω), but on a smaller frequency band than in the noise-free case (see Figure 6 , in 2(a) and 2(b)): this is a normal consequence of the presence of measurement noise. Indeed, high frequencies are more corrupted than low ones because the trajectories X i are continuous, with spectral density decreasing at high frequencies. This highlights the intuitive feature that accurate identification at high frequencies needs more and more measurement data as the noise magnitude increases. The a posteriori identified functionf is also still very close to the theoretical one (see Figure 7  in 2(b) ), the absolute error being smaller than 2 × 10 −5 . Note that in spite of the presence of noise, the pseudo-graph of f (shown in Figure 7 in 2(a)) clearly exhibits significant informations, useful for the a posteriori choice of the basis functions g p .
Comparison with an iterative identification method.
To highlight its efficiency, the cancellation method is now compared to an other identification approach. We have chosen to consider an iterative equation error approach based on a relaxation algorithm and dedicated to the identification of Hammerstein models. This approach is described in several papers (see e.g. [8, 24] ). It has the advantage to be a block-structured approach (like the method presented in this paper) which is able to identify non rational dynamic operators. It is not the case of all the identification methods for Hammerstein models, which often assume a rational expression for the dynamic operators.
The considered iterative method can be summarized as follows. The dynamic linear term [H(∂ t )X](t) is identified under the form:
which is a discrete approximation of the convolution integral h * X, assuming that the support of the kernel h of The function g = −f is identified under the same form than for the cancellation method, that is: P p=1 c p g p , c p ∈ R with g p some hat functions. The iterative method consists in minimizing the function: with respect to the parameters {h s } s=0:S and {c p } p=1:P , with the following relaxation algorithm:
Step 1: {ĥ n s } s=0:S = arg min
Step 2: {ĉ n p } p=1:P = arg min
end for where {ĉ 0 p } p is given. For the Step 1 of the iterative method (identification of {h s } s given {ĉ n−1 p } p ), the algorithm of Bojanczyk, Brent & de Hoog (BBH, [43] ) is used. For the Step 2 (identification of {c p } p given {ĥ n s } s ), the classical least-squares method is applied.
The identification results obtained with the iterative method are given in Figures 6 and 7 . To compare the cancellation and the iterative methods, we have used the same number of parameters than for the cancellation method, that is P = 60 parameters for the nonlinear function f and K + 1 = 120 parameters for the dynamic operator H(∂ t ). For all the noise-free and noisy cases, the iterative method needed less than 10 iterations to converge.
In Figure 6 , we can compare the identified transfer functions of the dynamic operator H(∂ t ) obtained with the cancellation method and the iterative method in both noise-free and noisy cases. For the iterative method, the transfer function has been deduced from {h s } s by a Fast Fourier Transform (FFT) algorithm. In the noise-free case, the cancellation method gives results slightly better than the iterative method. In particular, the transfer function obtained with the iterative method exhibits some oscillations at high frequencies which are not present with the cancellation method. In the noisy case, an identification bias appears with the iterative method which degrades the quality of the identification of H(∂ t ) in comparison with the cancellation method.
In Figure 7 , the functions f identified with both methods can be compared. In both noise-free and noisy cases, the identification of f is accurate and the results quality of both methods are similar.
The good quality of the identification results obtained by application of the cancellation method on this concrete example is a proof of concept which demonstrates the feasibility of the method. From the comparison between the cancellation and the iterative methods, we moreover see that the cancellation method can be sometimes better than some other well-known methods. However, as explained in section 3.5, further study is required to improve and optimize the cancellation method and to determine the cases where it can have a substantial advantage in comparison with other methods. The case where f is discontinuous can be one of them.
Case where f is discontinuous.
To highlight one of the advantage of the method, we now consider the case where f is discontinuous. The system is the same as previously except for the function f which is now discontinuous at X = 0. The function f to be identified is now given by:
with p 1 = 2.820 × 10 −3 , p 2 = 1.692 × 10 −2 , p 3 = −4.771 × 10 −5 and p 4 = 10 −3 .
Remark 27
Because function f is discontinuous at point X = 0, the dynamic model to be identified is in fact the "pseudo-differential inclusion" H(∂ t ) X − u ∈ f (X), or equivalently:
Note that in this case, the sets X i −1 m ({0}) must be negligible in R to fit hypothesis (4), as written in paragraph 2.4. Such dynamic inclusions are frequently encountered in some fields of mechanics, for example when dry frictions are involved [44] .
The function g = −f is still identified under the form g P p=1 c p g p , c p ∈ R with P = 60, and g p some classical hat functions, except at point 0 where the basis function is taken discontinuous, to get accurate approximations of f with only a small number of parameters. Note that in real situations, i.e. when f is entirely unknown, such an information can be easily deduced from a detailed analysis of the pseudo-graph G g (see Figure 8, 2(a) ). The same identification parameters than in the previous case (with f continuous) have been considered for the identification of H(∂ t ). The considered data sets have also the same characteristics than before: number, sampling frequency, maximal time, input, noise level. The results obtained with the two identification methods in the noisy case are given in Figure 8 .
For both methods, the identification of the operator H(∂ t ) gives results similar to the case where f is continuous, on an angular frequency band slightly smaller. The results of the iterative method are still less accurate than the ones of the cancellation method, and still subject to an identification bias. The function f , as well as its set-valued extension f (see (112)), are correctly reconstructed with the cancellation method, even around the discontinuity. Although the function f is not Lipschitzcontinuous around x = 0, property (iii) of proposition 12 remains satisfied around this point. In comparison, the iterative method fails to well-identify the function f around the discontinuity, despite the fact that the same basis functions have been used for both identification methods. It comes from the fact that, with the cancellation method, a pseudo-graph of f is available before beginning the identification of the nonlinear static term, which enables to adapt the identification method. In this particular example, the discontinuity of f at X = 0, which clearly appears on the numerical pseudo-graph, can be taken into account.
Conclusion
In the present paper, it has been shown that, by use of a particular difference operator, accurate identification of nonlinear (possibly singular or discontinuous) models is possible, at least in some cases, even if no information is available about the nonlinear terms to be identified. This difference operator is mainly based on the construction of a set of couples of instants at which the measured trajectories take the same value. Thus it allows to transform the problem in such a way that the nonlinear term of the model is (quasi) cancelled. Then the identification of the residual linear unknown becomes a classical problem with straightforward solution. Once the unknown linear term of the model is identified, the identification of the nonlinear term is greatly simplified. Some questions will of course need more in-depth investigations, in particular from the numerical point of view when the system is of high dimension. In such cases indeed, numerical complexity has to be correctly controlled. Some extensions of this approach are currently under study, namely when the nonlinear term is no more an ordinary function but a set-valued function associated with some hysteresis operators.
A Notations used in the paper
The mathematical notations used in the paper are given hereafter.
• Given V a Banach space and Ω a non-empty compact subset of R n , we denote by C 0 (Ω; V) (resp. L ∞ (Ω; V)) the Banach space of continuous functions defined on Ω (resp. essentially bounded measurable functions defined on Ω) with values in V. The space C 0 (Ω; V) identifies with a closed subspace of L ∞ (Ω; V), the topology of which is the one of the uniform convergence, that is:
For brevity, we denote:
and, as usual:
• Given V 0 a closed subset of V, we denote: 
• With V and W two Banach spaces, we denote by L(V, W) the vector space of all the linear continuous operators from V into W; L(V, W) is a Banach space when equipped with the norm:
B About the numerical implementation of Step 1 (case Ω j ⊂ R)
In this appendix, we give some details about the practical implementation of the Step 1 (see section 3.2) of the method in the case where Ω j ⊂ R. We present one method allowing to construct a finite subset ω xm,ε,dt of Ω xm,ε from a measurement x m of x, in the case where Ω i ⊂ R and Z = R. This simple method has been used for the numerical examples of section 6. The case of spaces of higher dimension requires some technical and/or numerical adaptations.
