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Abstract
We show that the Bernstein-Hoeffdingmethod can be employed to a larger
class of generalized moments. This class includes the exponential moments
whose properties play a key role in the proof of a well-known inequality of
Wassily Hoeffding, for sums of independent and bounded random variables
whose mean is assumed to be known. As a result we can generalise and im-
prove upon this inequality. We show that Hoeffding’s inequality is optimal in
a broader sense. Our approach allows to obtain ”missing” factors in Hoeffd-
ing’s inequality whose existence is motivated by the central limit theorem.
The later result is a rather weaker version of a theorem that is due to Michel
Talagrand. Using ideas from the theory of Bernstein polynomials, we show
that the Bernstein-Hoeffding method can be adapted to the case in which one
has information on higher moments of the random variables. Moreover, we
consider the performance of the method under additional information on the
conditional distribution of the random variables and, finally, we show that
the method reduces to Markov’s inequality when employed to non-negative
and unbounded random variables.
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1 Introduction
1.1 Motivation and related work
For a given real p ∈ (0, 1) let B(p) be the set of all [0, 1]-valued random variables
whose mean is equal to p. Formally
B(p) := {X : 0 ≤ X ≤ 1,E[X ] = p}.
The main motivation behind this work is the following, well-known, problem.
Problem 1.1. Fix n real numbers p1, . . . , pn ∈ (0, 1) and a real number, t, such that∑n
i=1 pi < t < n. Find (or give upper bounds on)
ψ(p1, . . . , pn; t) = sup
X
P
[
n∑
i=1
Xi ≥ t
]
,
where the supremum is taken over all random vectors X = (X1, . . . , Xn) of independent
random variables withXi ∈ B(pi), for i ∈ {1, . . . , n}.
If t ≤∑i pi, then the problem is trivial; just choose Xi to be equal to pi with prob-
ability 1. There is a vast amount of literature that is related to Problem 1.1. The
interested reader is invited to take a look at the works of Bentkus [2], [3], [4], Fan
et al. [7], From [11], From et al. [12], Gyo¨rfi et al. [13], Hoeffding [15], Kha et al.
[20], Krafft et al. [16], McDiarmid [17], Pinelis [23],[24], Schmidt et al. [28], Siegel
[30], Talagrand [31], Xia [32] among many others.
Determining the function ψ(p1, . . . , pn; t), for given p1, . . . , pn, t, turns out to be a
notorious problem that has been around for many years. To our knowledge, no
solution to this problem has ever been reported and most of the existing work fo-
cuses towards obtaining upper bounds on the function ψ(p1, . . . , pn; t) that are as
tight as possible.
Probably the first systematic approach that allows one to obtain upper bounds on
large deviations from the expectation for sums of independent, bounded random
variables was performed by Hoeffding in [15]. Hoeffding’s approach is based on
a method of Bernstein (see [15], page 14) and from now on will be referred to as
the Bernstein-Hoeffding method. The Bernstein-Hoeffding method is, briefly, the
following.
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Markov’s inequality and the assumption that the random variables are indepen-
dent imply that
P
[
n∑
i=1
Xi ≥ t
]
≤ e−ht
n∏
i=1
E[ehXi ] ≤ e−ht
{
1
n
n∑
i=1
E[ehXi ]
}n
, for all h > 0,
where the last inequality comes from the arithmetic-geometric means inequality.
By exploiting the fact that the function f(t) = eht is convex one can show that
E[ehXi ] ≤ E[ehBi ],
where Bi is a Bernoulli random variable of mean pi. Hence we conclude that
P
[
n∑
i=1
Xi ≥ t
]
≤ e−ht{(1− p) + peh}n, for all h > 0,
where p = 1
n
∑n
i=1 pi. If we minimise the expression in the right hand side of the
last inequality with respect to h, we find eh = t(1−p)
p(n−t)
and hence we obtain the fol-
lowing celebrated result of Hoeffding (see [15], Theorem 1).
Theorem 1.2 (Hoeffding, 1963). Let p1, . . . , pn be n, given, real numbers from the in-
terval (0, 1). Let also the random variables X1, . . . , Xn be independent and such that
Xi ∈ B(pi), for each i = 1, . . . , n. Set p = 1n
∑n
i=1 E[Xi]. Then for any t such that
np < t < n we have
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
h>0
{
e−ht
(
1− p+ peh)n} .
Furthermore,
inf
h>0
{
e−ht
(
1− p+ peh)n} = (p(n− t)
t(1− p)
)t(
(1− p)n
n− t
)n
:= H(n, p, t).
The function H(n, p, t) in the last expression is the so-called Hoeffding bound (or
Hoeffding function) on tail probabilities for sums of independent, bounded random
variables. Throughout this paper, we will denote by Ber(q) a Bernoulli random
variable with mean q and by Bin(n, q) a binomial random variable of parameters
n and q. If two random variables W,Z have the same distribution we will write
3
On the Bernstein-Hoeffding method C. Pelekis, J. Ramon, Y. Wang
W ∼ Z. We remark that the Hoeffding bound is sharp, in the sense that the
Bernoulli random variables Ber(pi) attain the bound, i.e.,
inf
h>0
e−ht
{
1
n
n∑
i=1
E[ehBi ]
}n
= H(n, p, t),
where Bi is a Ber(pi) random variable. The main ideas behind this work are hid-
den in the fact that ∏
i
E
[
ehBi
]
= E
[
ehB
]
,
where B ∼ Bin(n, p) is a binomial random variable of parameters n and p =
1
n
∑n
i=1E[Bi], and the fact that the function f(x) = e
hx, h > 0, is non-negative,
increasing and convex. In a subsequent section we will show that, while ap-
plying the Bernstein-Hoeffding method, one can replace the exponential func-
tion ehx, h > 0, with any function f(·) having the aforementioned properties. Let
us mention that Hoeffding considered the tail probability P [
∑n
i=1Xi ≥ np+ nt′],
where 0 < t′ < 1− p, instead of the tail P [∑ni=1Xi ≥ t], where np < t < n, thus ob-
taining a bound that looks different from the bound of the previous theorem. The
reader is invited to verify that the above bound is the same as the bound given by
formula (2.1) in [15]. We choose to work with the tail P [
∑n
i=1Xi ≥ t] because it
fits better to our goals. A slightly looser but more widely used version of Hoeffd-
ing’s bound is the function exp (−2n(t/n− p)2), which follows from the fact that
H(n, p, t) ≤ exp
(
−2n ( t
n
− p)2) (see [15], formula (2.3)).
There exists quite some work dedicated to improving Hoeffding’s bound. See for
example the work of Bentkus [3], Pinelis [24], Siegel [30] and Talagrand [31], just
to name a few references. Let us bring the reader’s to attention the following two
results that are extracted from the papers of Talagrand ([31], Theorem 1.2) and
Bentkus ([3], Theorem 1.2). Talagrand’s paper focuses on obtaining some ”miss-
ing” factors in Hoeffding’s inequality whose existence is motivated by the Central
Limit Theorem (see [31], Section 1). These factors are obtained by combining the
Bernstein-Hoeffding method together with a technique (i.e. suitable change of
measure) that is used in the proof of Crame´r’s theorem on large deviations, yield-
ing the following.
Theorem 1.3 (Talagrand, 1995). Let p1, . . . , pn be n, given, real numbers from the in-
terval (0, 1). Let also the random variables X1, . . . , Xn be independent and such that
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Xi ∈ B(pi), for each i = 1, . . . , n. Set p = 1n
∑n
i=1 pi. Then, for some absolute constant,
K, and every real number t such that np +K ≤ t ≤ np+ np(1− p)/K, we have
P
[
n∑
i=1
Xi ≥ t
]
≤
{
θ
(
t− np√
np(1− p)
)
+
K√
np(1− p)
}
·H(n, p, t),
where H(n, p, t) is the Hoeffding bound and θ(·) is a non-negative function such that
1√
2π(1 + x)
≤ 2√
2π(x+
√
x2 + 4)
≤ θ(x) ≤ 4√
2π(3x+
√
x2 + 8)
, for x ≥ 0.
See [31] for a proof of this theorem and for a precise definition of the function
θ(·). In other words, Talagrand’s result improves upon Hoeffding’s by inserting
a ”missing” factor of order ≈ 1
t
in the Hoeffding bound. Notice that Talagrand’s
result holds true for t ∈ [np+K, np+ np(1− p)/K], for some absolute constant K
whose value does not seem to be known. Talagrand (see [31], page 692) mentions
that one can obtain a rather small numerical value forK, but numerical computa-
tions are left to others with the talent for it. One of the purposes of this paper is to
improve upon Hoeffding’s inequality by obtaining ”missing” factors with exact
numerical values for the constants.
Part of Bentkus’ paper performs comparisons between P [
∑n
i=1Xi ≥ t] and tails
of binomial and Poisson random variables. A crucial idea in the results of [3] is
to compare P [
∑n
i=1Xi ≥ t] with means of particular functions of certain random
variables. In particular, in the proof of Theorem 1.2 in [3] one can find the follow-
ing result.
Theorem 1.4 (Bentkus, 2004). Let the random variablesX1, . . . , Xn be independent and
such that 0 ≤ Xi ≤ 1, for each i = 1, . . . , n. Set p = 1n
∑n
i=1 E[Xi]. Then, for any
positive real, t, such that np < t < n, we have
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
a<t
1
t− aE [max{0, B − a}] ,
where B ∼ Bin(n, p). Furthermore, if t is additionally assumed to be a positive integer,
we have
P
[
n∑
i=1
Xi ≥ t
]
≤ e · P [B ≥ t] ,
where e = 2.718 . . ..
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The quantity on the right hand side of the first inequality is estimated in [3],
Lemma 4.2. We will see in the forthcoming sections that first statement of Ben-
tkus’ result is optimal in a slightly broader sense, i.e., it is the best bound that can
be obtained from the inequality
P
[
n∑
i=1
Xi ≥ t
]
≤ 1
f(t)
E[f(B)],
where f is a non-negative, convex and increasing function. Additionally, we will
improve upon the constant e of the second statement.
1.2 Main results
In this paper we shall be interested in employing the Bernstein-Hoeffding method
to a larger class of generalized moments. Such approaches have been already per-
formed by Bentkus [3], Eaton [6], Pinelis [22],[24]. Nevertheless, we were not able
to find a systematic study of the classes of functions that are considered in our
paper. We now proceed by defining a class of functions that is appropriate for
the Berstein-Hoeffding method. Let us call a function f : [0,+∞) → [0,+∞) sub-
multiplicative if f(x+ y) ≤ f(x) · f(y), for all x, y ∈ [0,+∞). We will denote by Fsic
the set of all functions f : [0,+∞) → [0,+∞) that are sub-multiplicative, increas-
ing and convex. Examples of such functions are ehx, for fixed h > 0, ehx(1 + cx),
for fixed h, c > 0 and so on. Our first result shows that the Bernstein-Hoeffding
method can be adjusted to the class Fsic.
Theorem 1.5. Let Fsic be defined as above. Let the random variables X1, . . . , Xn be
independent and such that 0 ≤ Xi ≤ 1, for each i = 1, . . . , n. Set p = 1n
∑n
i=1 E[Xi].
Then, for any positive real, t, such that np < t < n, we have
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
f∈Fsic
{
1
f(t)
{(1− p)f(0) + pf(1)}n
}
.
We prove this result in Section 2. Theorem 1.5 can be deduced using the same
argument as Hoeffding’s result. Its proof ought to be somewhere in the literature
but we were unable to locate a reference. We provide a proof for the sake of com-
pleteness. Additionally, we prove in Section 2 that Hoeffding’s bound is the best
bound that can be obtained using functions from the class Fsic. In Section 3.1 we
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extend Theorem 1.5 to an even larger class of moments. More precisely, fix t > 0
and let Fic(t) be the set consisting of all convex functions f : [0,∞) → [0,∞) that
are increasing in the interval [t,∞). Examples of such functions are |x− ǫ| for fixed
ǫ ≤ t, max(0, x − ǫ) for fixed ǫ ≤ t, ehx for h > 0 and so on. In Section 3.1, by
employing ideas from the theory of convex orders, we obtain the following.
Theorem 1.6. Let the random variables X1, . . . , Xn be independent and such that 0 ≤
Xi ≤ 1, for each i = 1, . . . , n. Set p = 1n
∑n
i=1 E[Xi]. Then, for any fixed real number, t,
such that np < t < n, we have
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
f∈Fic(t)
1
f(t)
E[f(B)],
where B ∼ Bin(n, p) is a binomial random variable and Fic(t) is the class of functions
defined above.
In Section 3.2 we show that the functions f ∈ Fic(t) that minimise 1f(t)E[f(B)] are
those used in the aforementioned result of Bentkus, i.e., Theorem 1.4. We then
choose a particular function φ ∈ Fic(t) and obtain a version of Talagrand’s result
having exact numerical constants. More precisely, in Section 3.3, we prove the fol-
lowing improvement upon Hoeffding’s inequality.
Theorem 1.7. Let the random variables X1, . . . , Xn be independent and such that 0 ≤
Xi ≤ 1, for each i = 1, . . . , n. Set p = 1n
∑n
i=1 E[Xi]. Let t be a fixed positive integer
such that enp
ep−p+1
≤ t < n. Then
P
[
n∑
i=1
Xi ≥ t
]
≤ 1 + h
eh
· (H(n, p, t)− T (n, p, t; h)) +
(
1− 1 + h
eh
)
P [Bn,p = t] ,
where H(n, p, t) is the Hoeffding function, Bn,p is a binomial random variable of parame-
ters n and p,
T (n, p, t; h) =
t−1∑
i=0
eh(i−t)P [Bn,p = i] ,
and h is such that eh = t(1−p)
p(n−t)
, i.e., it is the optimal real such that
1
eht
E[ehB] = inf
s>0
1
est
E[esB],
with B ∼ Bin(n, p).
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Let us illustate that the bound of the previous result is an improvement upon
Hoeffding’s inequality. Indeed, notice that the bound of the previous Theorem
is
≤ 1 + h
eh
·H(n, p, t) +
(
1− 1 + h
eh
)
P [Bn,p = t]
and the later quantity is a convex combination of H(n, p, t) and P [Bn,p = t]. Now
Hoeffding’s Theorem 1.2 implies that
P [Bn,p = t] ≤ P [Bn,p ≥ t] ≤ H(n, p, t)
and therefore the bound of the previous result is smaller than Hoeffding’s.
In brief, the previous result improves upon Hoeffding’s by adding a “missing”
factor that is equal to 1+h
eh
< 1. Since eh = t(1−p)
p(n−t)
it follows that the “missing” factor
can be written as
1 + h
eh
=
p
1− p
(n
t
− 1
)(
1 + ln
1− p
p(n/t− 1)
)
.
On the other hand, Talagrand’s result provides a factor that is approximately√
np(1− p)√
2π(
√
np(1− p) + t− np) +
K√
np(1− p) .
Is it unclear how to compare the two factors without knowing the constant K. If
we assume that K ≈ 0 then elementary, though quite tedious, calculations show
that Talagrand’s bound is sharper than the bound of Theorem 1.7. Our bound has
the advantage that it does not involve unknown constants and that it is obtained
using a rather simple argument.
Using Theorem 1.6 we can also obtain the following, partial, improvement upon
the second statement of Bentkus’ result, i.e., Theorem 1.4.
Theorem 1.8. Let the random variables X1, . . . , Xn be independent and such that 0 ≤
Xi ≤ 1, for each i = 1, . . . , n. Set p = 1n
∑n
i=1E[Xi]. Then, for any fixed positive
integer, t, such that np < t < n, we have
P
[
n∑
i=1
Xi ≥ t
]
≤ t− tp
t− np · P[B ≥ t],
where B ∼ Bin(n, p) is a binomial random variable.
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Note that for large t, say t > 2np
1+p
, the previous result gives an estimate for which
t−tp
t−np
< 2. However, for values of t that are close to np, the previous result provides
estimates for which t−tp
t−np
can be arbitrarily large.
In Section 4.1 we generalise the Bernstein-Hoeffding method to sums of bounded,
independent random variables for which the first m moments are known. More
precisely, for given real numbers µ1, . . . , µm ∈ (0, 1), let B(µ1, . . . , µm) be the set
of all [0, 1]-valued random variables whose i-th moment equals µi, i = 1, . . . , m.
Formally,
B(µ1, . . . , µm) := {X : 0 ≤ X ≤ 1,E[X ] = µ1,E[X2] = µ2 . . . ,E[Xm] = µm}.
Notice that the set may be empty. Note also that, if B(µ1, . . . , µm) is non-empty
then we have µ1 ≥ µ2,≥ · · · ≥ µm. Recall the definition of the class Fsic, defined
above. The main result of Section 4.1 is the following.
Theorem 1.9. Fix positive integers, n,m ≥ 2 and for i = 1, . . . , n let {µij}mj=1 be a
sequence of real numbers such that 1 > µi1 ≥ · · · ≥ µim > 0 and for which the class
B(µi1, . . . , µim) is non-empty. LetX1, . . . , Xn be independent random variables such that
Xi ∈ B(µi1, . . . , µim), for i = 1, . . . , n, and fix t ∈ [0, n]. Then
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
f∈Fsic
1
f(t)
{E [f(Tnm)]}n ,
where Tnm is the random variable that takes on values in the set { 0m , 1m , . . . , mm} and, for
j = 0, 1, . . . , m, it satisfies
P
[
Tnm =
j
m
]
=
1
n
n∑
i=1
(
m
j
)
E
[
Xji (1−Xi)m−j
]
.
To our knowledge, this is the first result that considers the performance of the
method under additional information on higher moments. Notice that the prob-
ability distribution of the random variable Tnm does not depend on the random
variablesX1, . . . , Xn. Indeed, using the binomial formula, it is easy to see that
E
[
Xji (1−Xi)m−j
]
=
m−j∑
k=0
(
m− j
k
)
(−1)m−j−kµi,m−k
and so Tnm is uniquely determined by the given sequences on moments {µij}i,j .
Wewill refer to the random variable that takes values on the set {0, 1
m
, . . . , m
m
}with
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probability
(
m
j
)
E
[
Xji (1−Xi)m−j
]
, for Xi ∈ B(µi1, . . . , µim), as a B(µi1, . . . , µim)-
Bernstein random variable. Let us also mention that Bernstein random variables oc-
cur in the study of the so-called Hausdorff moment problem (see Feller [10]). A simi-
lar result holds true for the classFic(t); we state this result in Section 4.1 and sketch
its proof. In Section 4.2 we perform comparisons between P [
∑n
i=1Xi ≥ t] and bi-
nomial tails that depend on the additional information on themoments. In Section
5 we study the performance of the method on a certain class of bounded random
variables that contain additional information on conditional means and/or con-
ditional distributions. We find random variables that are larger, in the sense of
convex order, than any random variable from this class and prove similar results
as above that take into account the additional information. Our approach is based
on the notion of mixtures of random variables. Additionally, we construct random
variables ξp,σ that are different from Bernstein random variables and are larger, in
the sense of convex order, than any random variable from the class B(p, σ2), con-
sisting of all random variables in B(p) whose variance is σ2. In particular, in Sec-
tion 5 we prove the following.
Theorem 1.10. Fix positive integer n and assume that, for i = 1, . . . , n, we are given a
pair (pi, σ
2
i ) for which the class B(pi, σ2i ) is non-empty. Let X1, . . . , Xn be independent
random variables such that Xi ∈ B(pi, σ2i ), for i = 1, . . . , n. Set p = 1n
∑
i E[Xi] and fix
t such that np < t < n. Then
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
f∈Fic(t)
1
f(t)
E
[
f
(
n∑
i=1
ξpi,σi
)]
,
where, for i = 1, . . . , n the random variable ξpi,σi is given by Lemma 5.5. Furthermore,
the infimum on the right hand side is attained by a function of the form 1
t−ε
max{0, x−ε},
for some ε ∈ [0, t).
Finally, in Section 6 we show that the Bernstein-Hoeffding method reduces to
Markov’s inequality when employed to non-negative and unbounded randomvari-
ables.
2 Sub-multiplicative order
This subsection is devoted to the proof of Theorem 1.5. The proof will make use
of the following elementary lemma, that is interesting on its own.
10
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Lemma 2.1. Fix real numbers a, b such that a ≤ b. LetX be a random variable that takes
values on the interval [a, b] and is such that E[X ] = p. Let B be the random variable that
takes on the values a and b with probabilities b−E[X]
b−a
and E[X]−a
b−a
, respectively. Then for any
convex function, f : [a, b] → R, we have
E[f(X)] ≤ E[f(B)].
Proof. Given X , we couple the random variables by setting BX to be either equal
to a with probability b−X
b−a
, or equal to b with probability X−a
b−a
. It is easy to see that
E[BX |X ] = X and so
E[BX ] = E[E[BX |X ]] = E[X ] = p.
Jensen’s inequality now implies that
E[f(X)] = E[f(E[BX |X ])] ≤ E[f(BX |X)] = E[f(BX)],
as required.
We are now ready to prove our first main result.
Proof of Theorem 1.5. Set Sn :=
∑n
i=1Xi and fix a function f ∈ Fsic. By Markov’s
inequality, independence and the assumption that f is increasing and submulti-
plicative, we conclude that
P [Sn ≥ t] ≤ P[f(Sn) ≥ f(t)] (f is increasing)
≤ 1
f(t)
E
[
f
(
n∑
i=1
Xi
)]
(Markov’s inequality)
≤ 1
f(t)
E
[
n∏
i=1
f(Xi)
]
(sub-multiplicativity)
≤ 1
f(t)
n∏
i=1
E[f(Xi)] (independence).
Since the function f(x) is convex, Lemma 2.1 implies that
E[f(Xi)] ≤ E[f(Bi)], where Bi ∼ Ber(pi).
Hence
P[Sn ≥ t] ≤ 1
f(t)
n∏
i=1
E[f(Bi)].
11
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Now the arithmetic-geometric means inequality yields
n∏
i=1
E[f(Bi)] ≤
{
1
n
n∑
i=1
E[f(Bi)]
}n
= {(1− p)f(0) + pf(1)}n
and thus
P[Sn ≥ t] ≤ 1
f(t)
{(1− p)f(0) + pf(1)}n , f ∈ Fsic.
The result follows.
The first statement in Hoeffding’s result (Theorem 1.2) is obtained by adjusting
the previous proof to the function f(t) = eht, h > 0, which clearly belongs to Fsic.
For f ∈ Fsic, let
Vn(f, t) :=
1
f(t)
{(1− p)f(0) + pf(1)}n .
Notice that Theorem 1.5 suggests that there may be some space for improve-
ments upon Hoeffding’s bound, i.e., there may exist a function φ ∈ Fsic such that
Vn(φ, t) < Vn(e
hx, t) for all h. We now show that this is not the case, when t is an
integer. The following result solves the problem of finding inff∈Fsic Vn(f, t) in case
t is a positive integer.
Proposition 2.2. Let t be a positive integer. Suppose that f ∈ F is such that Vn(f, t) ≤
Vn(f
′, t) for all f ′ ∈ F . Then there exists g ∈ F such that Vn(g, t) = Vn(f, t) and
g(t) = eht, for some positive constant h.
Proof. Since f(·) is sub-multiplicative and non-negative, it easy to see that f(0) ≥
1. For x ≥ 0, set g(x) = f(1)x. Then g(0) = 1, g(1) = f(1) and so
{(1− p)g(0) + pg(1)}n ≤ {(1− p)f(0) + pf(1)}n .
Since t is a positive integer, it follows that f(t) ≤ f(1)t = g(t). Hence Vn(g, t) ≤
Vn(f, t). The result follows upon setting h = ln f(1).
Hence, for integer t, we have inff Vn(f, t) = H(n, p, t), where the infimum is taken
over all functions f ∈ Fsic and H(n, p, t) is the Hoeffding function that is defined
in the introduction. Quoting Hoeffding (see [15], page 15), the bound
P
[
n∑
i=1
Xi ≥ t
]
≤ H(n, p, t)
12
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is the best that can be obtained from the inequality
P
[
n∑
i=1
Xi ≥ t
]
≤ e−ht
n∏
i=1
E[ehBi ], h > 0,
where Bi ∼ Ber(E[Xi]). This follows from the fact that H(n, p, t) is obtained by
minimising the expression on the right hand side of the above inequality with
respect to h > 0. Proposition 2.2 shows that, in case t is a positive integer, Ho-
effding’s bound is the best the can be obtained in a slightly broader sense, i.e.,
H(n, p, t) is the best bound on P [
∑n
i=1Xi ≥ t] that can be obtained by minimising
1
f(t)
∏n
i=1 E[f(Bi)] with respect to f ∈ Fsic.
3 Convex increasing order
3.1 Proof of Theorem 1.6
In this section we prove Theorem 1.6 and show that the Hoeffding bound can be
improved using a larger class of functions, namely the class Fic(t), defined in the
introduction. Once again, Theorem 1.6 implies that there may be some space for
improvement upon Hoeffding’s bound. We will employ this result and en route
find a function φ ∈ Fic(t) such that
1
φ(t)
E[φ(B)] < inf
h>0
e−htE[ehB ],
where B ∼ Bin(n, p). Hence there is indeed space for improvement upon Hoeffd-
ing’s bound. The proof of Theorem 1.6 will require some well-known results and
the following notion of ordering between random variables (see [29]).
Definition 1. Let X and Y be two random variables such that
E[f(X)] ≤ E[f(Y )], for all convex functions f : R→ R,
provided the expectations exist. ThenX is said to be smaller than Y in the convex order,
denoted X ≤cx Y .
The following two lemmas are well-known (see Theorems 3.A.12 and 3.A.37 in
[29] and Theorem 4 in [15]). The first one shows that convex order is closed under
convolutions.
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Lemma 3.1. Let X1, . . . , Xn be a set of independent random variables and let Y1, . . . , Yn
be another set of independent random variables. If Xi ≤cx Yi, for i = 1, . . . , n, then
n∑
i=1
Xi ≤cx
n∑
i=1
Yi.
The second lemma shows that a sum of independent Bernoulli random variables
is dominated, in the sense of convex order, by a certain binomial random variable.
Lemma 3.2. Fix n real numbers p1, . . . , pn from (0, 1). Let B1, . . . , Bn be independent
Bernoulli random variables with Bi ∼ Ber(pi). Then
n∑
i=1
Bi ≤cx B,
where B ∼ Bin(n, p) is a binomial random variable of parameters n and p := 1
n
∑
i pi.
The proof of Theorem 1.6 is basically an extension of the proof of Theorem 1.5.
Proof of Theorem 1.6. Fix f ∈ Fic(t). Since f(·) is non-negative and increasing in
[t,∞), Markov’s inequality implies that
P
[
n∑
i=1
Xi ≥ t
]
≤ 1
f(t)
E
[
f
(
n∑
i=1
Xi
)]
.
Since f(·) is convex, Lemmata 2.1 and 3.1 imply that
E
[
f
(
n∑
i=1
Xi
)]
≤ E
[
f
(
n∑
i=1
Bi
)]
,
where Bi ∼ Ber(E[Xi]), i = 1, . . . , n. Now Lemma 3.2 yields
E
[
f
(
n∑
i=1
Bi
)]
≤ E [f (B)]
and the result follows.
Similar ideas as above have been employed to sums of independent Bernoulli
random variables by Leo´n and Perron in [19]. In a subsequent section we em-
ploy Theorem 1.6 and en route improve upon Hoeffding’s inequality by inserting
certain ”missing” factors. Before doing so, we state some results regarding the
optimal function in the class Fic(t).
14
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3.2 Optimal functions in Fic(t)
Let the random variables X1, . . . , Xn be independent and such that 0 ≤ Xi ≤ 1,
for each i = 1, . . . , n. Set p = 1
n
∑n
i=1 E[Xi] and fix a real number, t, such that
np < t < n. We have shown in the previous section that, for f ∈ Fic(t), we
have
P
[
n∑
i=1
Xi ≥ t
]
≤ 1
f(t)
E [f (B)] ,
where B ∼ Bin(n, p). Set
Tn(f, t) :=
1
f(t)
E[f(B)] =
1
f(t)
n∑
i=0
f(i) · P[B = i].
In this section we solve the problem of finding inff Tn(f, t), where the infimum is
taken over all functions f ∈ Fic(t). We show that the solution is related to Ben-
tkus’ result. We begin with an observation on the optimal function.
Lemma 3.3. Let φ ∈ Fic(t) be a function such that Tn(φ, t) = inff Tn(f, t), where the
infimum is taken over all functions f ∈ Fic(t). Then we may assume that φ(t) = 1.
Proof. If φ(t) 6= 1, then we set φ1(x) = 1φ(t)φ(x), x ≥ 0.
Using this result we can find functions f ∈ Fic(t) that minimise Tn(f, t).
Theorem 3.4. Let φ ∈ Fic(t) be such that Tn(φ, t) = inff Tn(f, t), where the infimum
is taken over all functions f ∈ Fic(t). Then φ(x) equals max{0, 1t−ε · (x − ε)}, for some
ε ∈ [0, t).
Proof. We may assume that φ(t) = 1 and so φ is such that
inf
f
n∑
i=1
f(i) · P[B = i] = Tn(φ, t),
where the infimum is taken over the set Zic(t), containing all functions f ∈ Fic(t)
such that f(t) = 1. Let mt := min{n ∈ N : t < n} be the smallest positive integer
that is larger than t. Note that, by definition, 0 < mt − t ≤ 1. For x ≥ 0, define the
function
φ∗(x) := max
{
0,
1
t− ε(x− ε)
}
, where ε =
tφ(mt)−mt
φ(mt)− 1 .
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In other words, φ∗(·) equals zero for x < ε and for x ≥ ε it is a straight line starting
from point (0, ε) ∈ R2 and passing through the points (t, φ(t)) and (mt, φ(mt)).
Note that ε < t and that ε ≥ 0; indeed, if ε < 0, then φ(0) > 0 and the function
φ1(x) =
φ(t)−φ(0)
t
x + φ(0) would be such that np
t
+ φ(0) = E[φ1(B)] ≤ E[φ(B)],
which implies that E[φ(B)] is even worse than the bound obtained by Markov’s
inequality, hence contradicts its optimality. Since the function φ(·) is convex it
follows that for every integer k in the interval [0, n]we have φ∗(k) ≤ φ(k) and this,
in turn, implies that
Tn(φ∗, t) ≤ Tn(φ, t),
as required.
This yields the following.
Corollary 3.5. Let the parameters n, p, t be as in Theorem 1.6. Then for any t ∈ (np, n)
we have
inf
f
1
f(t)
E[f(B)] = inf
a<t
1
t− aE [max{0, B − a}] ,
where B ∼ Bin(n, p) and the infimum on the left hand side is taken over all functions
f ∈ Fic(t).
Notice that we can write the function ρε(x) := max{0, 1t−ε · (x− ε)}, for ε ∈ [0, t), in
the form gh(x) := max{0, h · (x − t) + 1}, where h = 1t−ε , and that this correspon-
dence is injective. Notice also that, since ε ≥ 0, we have h ≥ 1/t. The following
question arises naturally from Corollary 3.5.
Question 3.6. What is the optimal ε such that
inf
a<t
1
t− aE [max{0, B − a}] = E [ρε(B)] ?
We remark that such an εwill satisfy ε ≤ ⌈t⌉ − 1, where ⌈t⌉ := min{k ∈ N : t ≤ k}.
To see this notice that if ε > ⌈t⌉ − 1, then ρε(⌈t⌉ − 1) = 0 and we may decrease
ε, until it reaches the point ⌈t⌉ − 1, without increasing the value E [ρε(B)]. Since
ε ≤ ⌈t⌉ − 1 it follows that h ≤ 1
t−⌈t⌉+1
. Now, finding the optimal ε is equivalent
to finding the optimal h. We are not able to find this h. Nevertheless, due to the
following result, one can easily find h using, say, a binary search algotithm.
16
On the Bernstein-Hoeffding method C. Pelekis, J. Ramon, Y. Wang
Proposition 3.7. Let the parameters n, p, t be as in Theorem 1.6. Let h > 0 be such that
E [max{0, h · (B − t) + 1}] = inf
s>0
E [max{0, s · (B − t) + 1}] ,
where B ∼ Bin(n, p). Then we may assume that h = 1
t−j
, for some positive integer
j ∈ {0, 1, . . . , ⌈t⌉ − 1}.
Proof. Recall that h ∈
[
1
t
, 1
t+1−⌈t⌉
]
. We have
E[gh(B)] =
n∑
i=0
(
n
i
)
pi(1− p)n−i · gh(i).
The function E(h) := E[gh(B)] is linear on the interval
[
1
t−j
, 1
t−j−1
]
, for every
j ∈ {0, 1, . . . , ⌈t⌉ − 1}. Hence the function E(h) is continuous and piecewise lin-
ear on the interval
[
1
t
, 1
t−⌈t⌉+1
]
and this implies that it attains its minimum at the
endpoints of
[
1
t−j
, 1
t−j−1
]
, for some j ∈ {0, 1, . . . , ⌈t⌉ − 1}. The result follows.
In the next section we obtain an improvement upon Hoeffding’s bound.
3.3 An improvement upon Hoeffding’s bound
In this section we collect results that can be obtained by employing Theorem 1.6.
We begin with the proof of Theorem 1.7.
Proof of Theorem 1.7. Given h > 0 define the function f(x) = max{0, h(x− t) + 1},
for x ≥ 0. It is easy to see that f ∈ Fic(t). Letmt be the largest positive integer for
which f(mt) = 0. Using Theorem 1.6 and the inequality e
x > 1 + x, for x ∈ R, we
estimate
P
[
n∑
i=1
Xi ≥ t
]
≤ E[f(B)] =
n∑
i=mt+1
(h(i− t) + 1)P[B = i]
<
n∑
i=mt+1
eh(i−t)P[B = i]
≤ H(n, p, t),
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which shows that E[f(B)] is strictly smaller than Hoeffding’s bound. Since we
assume that t ≥ epn
ep−p+1
it follows that h ≥ 1 which in turn implies, since t is an
integer, that f(i) = 0, for all i ∈ {0, 1, . . . , t− 1}. Hence we can write
H(n, p, t)− E[f(B)] =
n∑
i=0
eh(i−t)P[B = i]−
n∑
i=t+1
(h(i− t) + 1)P[B = i]
=
t−1∑
i=0
eh(i−t)P[B = i]
+
n∑
i=t+1
(
eh(i−t) − (h(i− t) + 1))P[B = i].
For i ≥ t + 1, we have
eh(i−t) − (h(i− t) + 1) =
(
1− 1 + h(i− t)
eh(i−t)
)
eh(i−t)
≥
(
1− 1 + h
eh
)
eh(i−t)
which implies that
H(n, p, t)− E[f(B)] ≥
(
1− 1 + h
eh
)
H(n, p, t) +
1 + h
eh
·
t−1∑
i=0
eh(i−t)P[B = i]
−
(
1− 1 + h
eh
)
P [Bn,p = t] .
The result follows.
If t is not an integer, then one may use the previous bound with t replaced by
⌊t⌋ := max{k ∈ N : k ≤ t} since
P
[
n∑
i=1
Xi ≥ t
]
≤ P
[
n∑
i=1
Xi ≥ ⌊t⌋
]
.
This result improves upon Hoeffding’s bound by fitting a ”missing” factor that
is equal to 1+h
eh
< 1. Theorem 1.6 allows to perform comparisons with binomial
tails.
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Proof of Theorem 1.8. Let ψ(x) = max{0, x − t + 1} so that ψ(t − 1) = 0 and ψ(·) ∈
Fic(t). Theorem 1.6 implies that
P
[
n∑
i=1
Xi ≥ t
]
≤ E[ψ(B)],
where B ∼ Bin(n, p). Since t is a positive integer, we can write
E[ψ(B)] =
n∑
i=t
(i− t + 1)P[B = i] =
n∑
i=t
P[B ≥ i].
Now we use the following, well-known, estimate on binomial tails (see Feller [9],
page 151, formula (3.4)):
P[B ≥ i] ≤ i− ip
i− np · P[B = i], for i > np.
Therefore,
E[ψ(B)] ≤
n∑
i=t
i− ip
i− np · P[B = i] ≤
t− tp
t− np · P[B ≥ t],
as required.
Compare this result with the second statement of Bentkus’ Theorem 1.4, from Sec-
tion 1.1. Note that for large t, say t > 2np
1+p
, the previous result gives an estimate
for which t−tp
t−np
< 2. In a subsequent section we will show an extension of this
result.
4 The Bernstein-Hoeffding method
4.1 Proof of Theorem 1.9
Webegin this section with the proof of Theorem 1.9. The proof borrows ideas from
the theory of Bernstein polynomials (see Phillips [21], Chapter 7). Recall that, for
a function f : [0, 1] → R, the Bernstein polynomial corresponding to f is defined
as
Bm(f, x) =
m∑
j=0
(
m
j
)
xj(1− x)n−jf (j/m) ,
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for each positive integer m. The following is a folklore result regarding Bernstein
polynomials.
Lemma 4.1. If f : [0, 1] → [0,∞) is convex, then
f(x) ≤ Bm(f, x), for all x ∈ [0, 1].
If f : [0, 1]→ [0,∞) is continuous, then
sup
x∈[0,1]
|f(x)−Bm(f, x)| → 0, as m→∞.
Proof. See [21] Theorems 7.1.5 and 7.1.8. We remark that the first statement is easy
to prove and the second arose from Bernstein’s search for a proof of Weierstrass’
theorem.
Proof of Theorem 1.9. Let f ∈ Fsic. Since f is non-negative, increasing and sub-
multiplicative, Markov’s inequality implies that
P
[
n∑
i=1
Xi ≥ t
]
≤ 1
f(t)
E
[
f
(
n∑
i=1
Xi
)]
≤ 1
f(t)
n∏
i=1
E [f (Xi)]
≤ 1
f(t)
{
1
n
n∑
i=1
E[f(Xi)]
}n
,
where the last estimate comes from the arithmetic-geometric means inequality.
Since f is convex andXi ∈ [0, 1], Lemma 4.1 implies that
E [f (Xi)] ≤ E [Bm (f,Xi)] .
Now note that
E [Bm (f,Xi)] =
m∑
j=0
(
m
j
)
· E [Xji (1−Xi)m−j] · f(j/m).
For j = 0, 1 . . . , m let
πj :=
1
n
n∑
i=1
(
m
j
)
· E [Xji (1−Xi)m−j] .
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Notice also that
E
[
Xji (1−Xi)m−j
]
=
m−j∑
k=0
(
m− j
k
)
(−1)m−j−kµi,m−k
which implies thatE
[
Xji (1−Xi)m−j
]
is the same for all randomvariables from the
clsss B(µi,1, . . . , µi,m). It is easy to verify that
∑m
j=0 πj = 1; hence πj , j = 0, 1, . . . , m
is a probability distribution on {0, 1, . . . , m}. Now, if we define the random vari-
able Tnm that takes on the value
j
m
with probability πj, j = 0, 1, . . . , m, we have
1
f(t)
{
1
n
n∑
i=1
E[Bm(f,Xi)]
}n
=
1
f(t)
{E [f(Tnm)]}n ,
as required.
Note that form = 2 the previous result reduces to Theorem 1.5, from Section 2. In
particular, we conclude the following generalisation of Hoeffding’s result.
Corollary 4.2. With the same assumptions as in Theorem 1.9, we have
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
h>0
e−ht
m∑
j=0
πje
h j
m ,
where πj :=
1
n
∑n
i=1
(
m
j
) · E [Xji (1−Xi)m−j].
Since Bm(f, ·) converges uniformly to f(·), asm→∞, we conclude that E[f(Tnm)]
can be arbitrarily close to 1
n
∑n
i=1 E[f(Xi)], provided that m is sufficiently large.
Recall the definition of the class Fic(t) from the introduction.
Theorem 4.3. Fix positive integers, n,m ≥ 2 and for i = 1, . . . , n let {µij}mj=1 be
a sequence of reals such that 1 > µi1 ≥ · · · ≥ µim > 0 and for which the class
B(µi1, . . . , µim) is non-empty. Let X1, . . . , Xn be independent random variables such
that Xi ∈ B(µi1, . . . , µim), for i = 1, . . . , n, and fix t ∈ [0, n]. Then
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
f∈Fic(t)
1
f(t)
E [f(Znm)] ,
where Znm =
∑n
i=1 Zi is an independent sum of random variables Zi such that
P[Zi = j/m] =
(
m
j
)
· E [Xji (1−Xi)m−j] , for j = 0, 1, . . . , m.
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Moreover,
inf
f∈Fic(t)
1
f(t)
E [f(Znm)] = inf
a<t
1
t− aE[max{0, Znm − a}].
Proof. The argument proceeds along the same lines as the proofs of the results in
Section 3.1 and Section 3.2 and so we only sketch it. Part of the proof of Theorem
1.9 yields Xi ≤cx Zi, i.e., E[f(Xi)] ≤ E[Bm(f,Xi)] = E[f(Zi)], for convex f . Since
the convex order is closed under convolutions, the first statement follows. The
proof of the second statement is almost identical to the proof of Theorem 3.4.
In the previous result we found a random variable Zi such that Xi ≤cx Zi, for
every Xi ∈ B(µi1, . . . , µim). Note that E[Zi] = E[Xi], for all i = 1, . . . , n. However,
higher moments of Zi are not equal to the higher moments of Xi. Let us illustrate
this by assuming from now on thatm = 2. Then E[Z2i ] =
1
2
E[Xi] +
1
2
E[X2i ] ≥ E[X2i ]
and so Zi may not belong to B(µi1, µi2). Notice that this is not the case whenm = 1;
i.e., when we consider random variables Xi ∈ B(µi1). In this case (see Theorem
1.6) we were able to find Bernoulli random variables Bi from the class B(µi1) such
that E [f(Xi)] ≤ E [f(Bi)], for all functions f ∈ Fic(t). The following question
arises naturally from the above.
Question 4.4. Fix µ1, µ2 ∈ (0, 1) such that the class B(µ1, µ2) is non-empty. Does there
exist random variable ξ ∈ B(µ1, µ2) such that E [f(X)] ≤ E [f(ξ)], for allX ∈ B(µ1, µ2)
and all increasing and convex functions f : [0,∞)→ [0,∞)?
It turns out that the answer to the question is no. In order to convince the reader
we will use Lemma 4.5 below, taken from Cohen et al. [5]. Let us first fix some
notation. If X ∈ B(µ1, µ2), let σ2 := µ2 − µ21 be its variance. Set λ = µ1 − σ
2
1−µ1
and and let C be the random variable that takes on the values λ and 1 with prob-
ability 1−µ1
1−λ
and µ1−λ
1−λ
, respectively. It is easy to verify that C has mean µ1 and
variance σ2. The following result is proven in Cohen et al. [5] and implies that C
has the maximummoments of any order, among all random variables in B(µ1, µ2).
Lemma 4.5. Let X ∈ B(µ1, µ2) and let C be the random variable defined above. Then
E
[
Xk
] ≤ E [Ck], for every non-negative integer k.
Proof. See [5], Lemma 1.4.1.
The following is an immediate consequence of the previous lemma.
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Corollary 4.6. LetX ∈ B(µ1, µ2). IfX is not the random variable C of Lemma 4.5, then
E
[
ehX
]
< E
[
ehC
]
, for any h > 0.
Proof. Note that the inequality in the conclusion is strict. The previous lemma
implies that E
[
Xk
] ≤ E [Ck], for every non-negative integer k. Since X is not
equal to C, there is at least one k0 such that E
[
Xk0
] ≤ E [Ck0]; this follows from
the fact that the sequence of moments uniquely determines that random variable
(see Feller [10], Chapter VII.3). Therefore, Taylor expansion implies that E
[
ehX
]
<
E
[
ehC
]
.
The following result implies that the previous question has a negative answer.
Proposition 4.7. Let µ1, µ2 ∈ (0, 1) be such that µ1 > µ2 and set σ2 = µ2 − µ21. There
does not exist random variable ξ ∈ B(µ1, µ2) such that
E [f(X)] ≤ E [f(ξ)] ,
for all X ∈ B(µ1, µ2) and every f ∈ Fic(t).
Proof. We argue by contradiction. Suppose that such a ξ does exist. The previous
Corollary implies that ξmust be the random variable C, from Lemma 4.5. We now
define a random variable C ′ ∈ B(µ1, µ2) as follows. Let C ′ be such that
P[C ′ = 0] =
σ2
µ21 + σ
2
and P
[
C ′ =
µ21 + σ
2)
µ1
]
=
µ21
µ21 + σ
2
.
If λ = µ1 − σ21−µ1 is as in Lemma 4.5, let us define the function g(x) = max{0, x−λ1−λ},
which is clearly increasing and convex. It is easy to verify that
E [g(C)] =
σ2
(1− µ1)2 + σ2 and E [g(C
′)] =
µ1σ
2
(µ21 + σ
2)((1− µ1)2 + σ2) .
If we divide the last two equations we get
E [g(C)]
E [g(C ′)]
=
µ21 + σ
2
µ1
< 1,
which contradicts the maximality of ξ.
In the next section we exploit the fact that the random variable Zi, from Theorem
4.3, is stochastically smaller than a particular binomial random variable. Using
this result, we will obtain a refined version of Theorem 1.8.
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4.2 A refinement of Theorem 1.8
We begin this section by recalling the following, well-known, result of Hoeffding
(see [14], Theorem 4).
Theorem 4.8 (Hoeffding, 1956). Fix a positive integer s and let q1, . . . , qs be real num-
bers from the interval (0, 1). Let B1, . . . , Bs be independent Bernoulli trials with parame-
ters q1, . . . , qs, respectively. Then
P
[
s∑
i=1
Bi ≥ c
]
≤ P [B(s, q) ≥ c] , when c ≥ sq,
where q = 1
s
∑s
i=1 qi and B(s, q) ∼ Bin(s, q).
Recall that a random variableW is stochastically smaller than a random variable V ,
if P[W ≥ t] ≤ P[V ≥ t], for all t. Denote this by W ≤st V . It is well known, and
not so difficult to prove, (see [29]) thatW ≤st V if and only if E[f(W )] ≤ E[f(V )],
for every increasing function, f , for which the expectations exist. Moreover, the
stochastic order is closed under convolutions. The following result can be found
in Misra et al. [18].
Theorem 4.9 (Misra, Singh, Harner, 2003). Fix m ≥ 2 and real numbers µ1 ≥ · · · ≥
µm from the interval (0, 1). Suppose thatX is a random variable from B(µ1, . . . , µm). Let
Z be the random variable that takes values on the set { 0
m
, 1
m
, . . . , m
m
} with probabilities
P[Z = j/m] =
(
m
j
)
E
[
Xj(1−X)m−j] , for j = 0, 1, . . . , m.
Then Z is stochastically smaller than the random variable, Ξ, that takes values on the set
{ 0
m
, 1
m
, . . . , m
m
} with probabilities
P[Ξ = j/m] =
(
m
j
)
E [Xm]j/m
(
1− E [Xm]1/m
)m−j
, for j = 0, 1, . . . , m.
Proof. See [18], Theorem 4.1.
Notice that the random variable Ξ is such that m · Ξ has the distribution of a
Bin
(
m,E[Xm]1/m
)
random variable. The following result is an analogue of Theo-
rem 1.8 that takes into account the additional information on the moments.
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Theorem 4.10. Fix positive integers, n,m ≥ 2. For i = 1, . . . , n let {µi1, . . . , µim} be
an m-tuple of real numbers such that 1 > µi1 ≥ · · · ≥ µim > 0 and for which the class
B(µi1, . . . , µim) is non-empty. LetX1, . . . , Xn be independent random variables such that
Xi ∈ B(µi1, . . . , µim), for i = 1, . . . , n. For j = 1, . . . , m set qj := 1n
∑n
i=1 E
[
Xji
]1/j
.
Fix a positive integer t such that nq1 < t < n. For j = 1, . . . , m − 1 let Ij be the
interval (nqj + 1, nqj+1 + 1] and let Im be the interval (nqm + 1, n). If t ∈ Ij , for some
j = 1, . . . , m, then
P
[
n∑
i=1
Xi ≥ t
]
≤ min
1≤s≤j
{
(st− s+ 1)(1− qs)
s(st− s + 1− nqs) · P[Bi(ns, qs) ≥ st− s + 1]
}
,
where Bi(ns, qs) ∼ Bin (ns, qs), for s = 1, . . . , j.
Proof. Note that {E [Xji ]1/j}mj=1 is an increasing sequence, for all i = 1, . . . , n. Fix
j ∈ {1, . . . , m} and let s be such that 1 ≤ s ≤ j. Define the function f(x) =
max{0, x − t + 1}, x ≥ 0 and note that f(·) ∈ Fic(t). Since Xi ∈ B(µ1, . . . , µm) ⊆
B(µ1, . . . , µs), for all i = 1 . . . , n, Theorem 4.3 implies that
P
[
n∑
i=1
Xi ≥ t
]
≤ E [max{0, Zns − t+ 1}] ,
where Zns =
∑n
i=1 Zi and each Zi takes that value
ℓ
s
, for ℓ = 0, 1, . . . , s, with prob-
ability
P[Zi = ℓ/s] =
(
s
ℓ
)
E
[
Xℓi (1−Xi)s−ℓ
]
.
From Theorem 4.9 we know that each Zi is stochastically smaller than Ξi, where
Ξi is such that s · Ξi ∼ Bin
(
s,E[Xsi ]
1/s
)
, for i = 1, . . . , n. Since f(·) is an increasing
function, and the stochastic order is closed under convolutions, we conclude that
E [max{0, Zns − t+ 1}] ≤ E [max{0,Ξns − t+ 1}] ,
where Ξns =
∑n
i=1 Ξi is the independent sum of Ξi’s. Now Ξi ∼ 1s · Bi, where
Bi ∼ Bin
(
s,E[Xsi ]
1/s
)
, and so
E [max{0,Ξns − t+ 1}] = 1
s
E [max{0, Bns − st + s}] ,
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where Bns =
∑n
i=1Bi. Since t is assumed to be an integer, we can write
E [max{0, Bns − st+ s}] =
sn∑
k=st−s+1
(k − st+ s) · P[Bns = k]
=
n∑
k=st−s+1
P[Bns ≥ k].
Since t > nqs + 1, Hoeffding’s Theorem 4.8 implies that
P [Bns ≥ k] ≤ P [Bi(ns, qs) ≥ k] , for k ≥ nsqs,
where Bi(ns, qs) ∼ Bin (ns, qs). Summarising, we have shown
P
[
n∑
i=1
Xi ≥ t
]
≤ 1
s
·
ns∑
k=st−s+1
P[Bi(ns, qs) ≥ k].
Finally, we use the following estimate on binomial tails (see Feller [9], page 151,
formula (3.4)):
P[Bi(ns, qs) ≥ k] ≤ k − kqs
k − nqs · P[Bi(ns, qs) ≥ k], for k > nsqs,
and the result follows.
In the next section we show that the Bernstein-Hoeffding method can be adapted
to the case in which one has information on the conditional means of the random
variables.
5 Mixtures
5.1 Convex orders and mixtures
In this section we will work with independent, bounded random variables for
which we have information on their conditional distribution. Let us be more pre-
cise after fixing some notation and definitions. Let m ≥ 2 be a positive integer
and let 0 = r0 < r1 < · · · < rm−1 < rm = 1 be real numbers forming the partition
{Ij}j of the interval [0, 1]; where, for j = 1, . . . , m − 1, we set Ij to be the interval
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[rj−1, rj) and Im = [rm−1, rm]. Now let B(p, {Ij, µj}) be the class consisting of all
random variables X ∈ B(p) for which E [X|X ∈ Ij ] = µj . Formally,
B(p, {Ij, µj}) := {X ∈ B(p) : E [X|X ∈ Ij ] = µj , for j = 1, . . . , m}.
Finally, let C(p, {Ij, qj}) be the class consisting of all random variables inX ∈ B(p)
for which P [X ∈ Ij ] = qj , i.e.,
C(p, {Ij , qj}) := {X ∈ B(p) : P [X ∈ Ij ] = qj , for j = 1, . . . , m}.
Suppose that we have independent, bounded random variables for which we
know whether they belong to one of the above classes of random variables. In
this section we show how to employ the Bernstein-Hoeffding method in order to
obtain bounds that take the additional information into account. In order to do
so, we will need the notion of mixture of random variables. Recall that a mix-
ture of the random variables {Yi}i∈I is defined as a random selection of one of the
Yi according to a probability distribution on the index set I . The next result is a
mixture-analogue of Lemma 2.1.
Lemma 5.1. Let f : [0, 1] → R be a convex function. Fix positive integer m ≥ 2 and
real numbers 0 = r0 < r1 < · · · < rm−1 < rm = 1. For j = 1, . . . , m − 1, let Ij be the
interval [rj−1, rj) and let Im = [rm−1, rm]. If X is a random variable in B(p), then there
exists a random variable ξX whose support is the set {r0, r1, . . . , rm} such that E[ξX ] = p
and E[f(X)] ≤ E[f(ξX)].
Proof. Let Aj be the event {X ∈ Ij}, j = 1, . . . , m. Define Xj to be the random
variable whose distribution is the conditional distribution of X , given Aj . It is
easy to see that X is a mixture of {Xj}j ; Xj is chosen with probability P[X ∈ Ij ].
Now Xj ∈ Ij and so Lemma 2.1 implies that Xj ≤cx Tj , where Tj is the random
variable that takes that values rj−1 and rj with probabilities πj :=
rj−E[Xj ]
rj−rj−1
and
1 − πj respectively. The required random variable can be obtained by letting ξX
take the value 0 with probability (1 − π1)P[X ∈ I1], the value 1 with probability
πmP[X ∈ Im] and, for j = 1, . . . , m − 1, the value rj with probability πjP[X ∈
Ij ] + (1− πj+1)P[X ∈ Ij+1].
Note that the random variable ξX of the previous lemma depends on the condi-
tional probabilities P [X ∈ Ij ] , j = 1, . . . , m as well as on the conditional means
E [X|X ∈ Ij ] , j = 1 . . . , m. So, in case we know the conditional probabilities and
the conditional means of the random variables, we can find random variables
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that are larger, in the sense of convex order, than any random variable having the
same conditional probabilities and means. Similarly, one can find a random vari-
able that is larger, in the sense of convex order, than any random variable fromthe
class B(p, {Ij , µj}), i.e., when we know conditional means.
Lemma 5.2. Let B(p, {Ij, µj}) be the class defined above, corresponding to a given par-
tition {Ij} of the interval [0, 1]. Then there exists random variable ξ ∈ B(p) that concen-
trates mass on the endpoints of the interval I1 and Im such that X ≤cx ξ ≤cx Ber(p), for
all X ∈ B(p, {Ij , µj}). ξ depends on the partition {Ij} and the conditional means {µj}.
Proof. Fix a random variable X ∈ B(p, {Ij, µj}). Let Xj be the random variable
whose distribution is the conditional distribution of X , given the event X ∈ Ij .
Lemma 5.1 implies that there exist random variables Tj , j = 1, . . . , m, that concen-
trate mass on the endpoints, rj−1, rj , of the intervals Ij such that Xj ≤cx Tj . Note
that, by construction, E[Tj ] = E [Xj ] = µj , for all j = 1 . . . , m. Now let ξ be a
mixture of the random variables T1 and Tm; we take ξ to be equal to T1 with prob-
ability µm−p
µm−µ1
and equal to Tm with probability
p−µ1
µm−µ1
. Note that E[ξ] = p. We now
show that X ≤cx ξ. Fix a convex function f : [0, 1] → R and let g : [0, 1] → R be
the function whose graph is the line passing through the points (µ1,E[f(T1)]) and
(µm,E[f(Tm)]). Since f is convex, we have f(x) ≤ g(x), for all x from the interval
[r1, rm−1]. Hence
E [f(X)] =
n∑
j=1
E [f(Xj)] · P [X ∈ Ij]
≤ p1E [f(T1)] + pmE [f(Tm)] +
m−1∑
j=2
pjE [f(Xj)]
≤ p1g(µ1) + pmg(µm) +
m−1∑
j=2
pjE [g(Xj)] .
Since g(·) is linear, we have g(µj) = g
(
E[Xj ]
)
= E [g(Xj)] , j = 1, . . . , m and so the
last expression can be written as
p1g(µ1) + pmg(µm) +
m−1∑
j=2
pjE [g(Xj)] = E [g(X)] .
By linearity of g(·), we have E [g(X)] = g(p) = E [g(ξ)]. Summarising, we have
shown that
E [f(X)] ≤ E [g(ξ)] .
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Once again, linearity of g(·) implies
E [g(ξ)] =
µm − p
µm − µ1E [g(B1)] +
p− µ1
µm − µ1E [g(B1)]
=
µm − p
µm − µ1g(µ1) +
p− µ1
µm − µ1g(µm)
=
µm − p
µm − µ1E [f(T1)]) +
p− µ1
µm − µ1E [f(Tm)])
= E [f(ξ)]
and the result follows.
The following theorem can be regarded as an improvement upon Hoeffding’s in
the case where one has additional information on the conditional means of the
random variables.
Theorem 5.3. Let the random variables X1, . . . , Xn be independent and such that 0 ≤
X ≤ 1. Fix positive integerm ≥ 2 and real numbers 0 = r0 < r1 < · · · < rm−1 < rm =
1. For j = 1, . . . , m− 1, let Ij be the interval [rj−1, rj) and let Im = [rm−1, rm]. Assume
further that for i = 1, . . . , n there is a sequence {µij}mj=1 such that E [Xi|Xi ∈ Ij] = µij .
Let pi = E[Xi]. If t is such that np < t < n, then there exist π1, π2, π3, π4 ∈ (0, 1) that
add up to 1, such that
P
[
n∑
i=1
Xi ≥ t
]
≤ inf
h>0
e−ht
{
π1 + e
hr1π2 + e
hrm−1π3 + e
hrmπ4
}n
.
Proof. The proof is similar to the proof of Theorem 1.6 and so we only sketch it.
Lemma 5.2 implies thatXi ≤cx ξi, for i = 1, . . . , n, where each ξi concentrates mass
on the endpoints, r0, r1, rm−1, rm, of the intervals I1 and Im. Hence, the arithmetic-
geometric means inequality implies
P
[
n∑
i=1
Xi ≥ t
]
≤ e−ht
{
1
n
n∑
i=1
E
[
ehξi
]}n
.
Set qi =
µim−pi
µim−µi1
, si =
r1−µi1
r1−r0
and ui =
rm−µim
rm−rm−1
, for i = 1, . . . , n. Using Lemma
5.1, the result is obtained by setting π1 =
1
n
∑n
i=1 qi · si, π2 = 1n
∑n
i=1 qi · (1 − si),
π3 =
1
n
∑n
i=1(1− qi) · ui and π4 = 1n
∑n
i=1(1− qi) · (1− ui).
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In case one considers random variables from the class C(p, {Ij, qj}), the random
variable that is largest in the convex order is given by the solution of a linear pro-
gram. In particular, we have the following.
Lemma 5.4. Fix a convex and increasing function f : [0,∞) → [0,∞). Fix a positive
integer m ≥ 2 and real numbers 0 = r0 < r1 < · · · < rm−1 < rm = 1. For j =
1, . . . , m− 1, let Ij be the interval [rj−1, rj) and let Im = [rm−1, rm]. Assume further that
there is a sequence {qj}mj=1 such that the class C(p, {Ij , qj}) is non-empty. Then there is a
ξ ∈ B(p) such that ξ ≤cx Ber(p) and
E
[
ehX
] ≤ E [ehξ] , for all X ∈ C(p, {Ij , qj}),
where h is such that eh = t(1−p)
p(n−t)
, i.e., it is the optimal real such that
1
eht
E[ehB] = inf
s>0
1
est
E[esB],
with B ∼ Bin(n, p). The random variable ξ depends on the solution of a linear program.
Proof. Since E [ξ] = p, the first statement is evident by Lemma 2.1. Let X ∈
C(p, {Ij, qj}) and set µj = E [X|X ∈ Ij] From Lemma 5.1 we know that, for i =
1, . . . , n, there is a randomvariable ξX that concentrates mass on the set {r0, . . . , rm}
such that ξX takes the value r0 = 0with probability π0 := q1
r1−µ1
r1
, the value rm = 1
with probability πm := qm
µm−rm−1
rm−rm−1
and, for j = 1, . . . , m − 1, the value rj with
probability πj := qj
µj−rj−1
rj−rj−1
+ qj+1
ri+1−µi+1
ri+1−ri
. Therefore,
E
[
ehξX
]
= π0e
hr0 + πme
hrm +
m−1∑
j=1
πje
hrj ,
which implies that E
[
ehξX
]
is a linear function of {µj}. The required ξ is obtained
by maximising E
[
ehξX
]
subject to the following linear constraints: rj−1 ≤ µj ≤ µj ,
for j = 1, . . . , m and
∑m
j=1 qiµi = p.
5.2 Yet another bound for cases with known variance
Let us, for convenience, change a bit our notation and set B(p, σ2) to be the class
of random variables from B(p) whose variance is σ2. Throughout this section we
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will assume that σ2 is strictly positive. Hence 0 < σ2 ≤ p(1 − p). From Proposi-
tion 4.7 we know that there does not exist ξ ∈ B(p, σ2) such that X ≤cx ξ, for all
X ∈ B(p, σ2). From Lemma 2.1 we know that X ≤cx Ber(p), for all X ∈ B(p, σ2)
but Ber(p) does not belong to the class B(p, σ2), when σ2 < p(1−p). In Theorem 4.3
we have obtained, using Bernstein polynomials, a random variable Zp,σ ∈ B(p),
that does not belong to B(p, σ2), such that X ≤cx Zp,σ ≤cx Ber(p). In this section
we will construct another random variable having this property. More precisely,
we will prove the following.
Lemma 5.5. There exists a random variable ξp,σ ∈ B(p) such that
X ≤cx ξp,σ ≤cx Ber(p),
for all X ∈ B(p, σ2).
Depending on the value of p and σ2, the random variable ξp,σ can yield efficiently
computable bounds that are sharper than existing, well-known, bounds. After
stating our main results, we will provide some figures that illustrate the differ-
ences between the bounds. In order to construct ξp,σ we will apply Lemma 5.1 to
the partition [0, p)∪ [p, 1]. We will also need the following result that is interesting
on its own.
Lemma 5.6. Suppose that X, Y are two random variables from the class B(p, σ2) and
consider the partition [0, p) ∪ [p, 1] of [0, 1]. Let ξX and ξY be the associated random
variables given by Lemma 5.1. Then
ξX ≤cx ξY if and only if P[ξX = p] ≥ P[ξY = p].
Proof. Assume first that ξX ≤cx ξY . Then E
[
f(ξX)
] ≤ E[f(ξY )] for the function
f : [0, 1] → [0,∞) having values f(0) = f(1) = 1, f(p) = 0 and which is linear on
the intervals [0, p] and [p, 1]. Hence
E
[
f(ξX)
]
= 1− P[ξX = p] ≤ E
[
f(ξY )
]
= 1− P[ξY = p]
and so P[ξX = p] ≥ P[ξY = p].
Assume now that P[ξX = p] ≥ P[ξY = p]. Then for any convex function f : [0, 1]→
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[0,∞), we have f(p) ≤ (1− p) · f(0) + p · f(1) and so
E
[
f(ξX)
]− E[f(ξY )] ≤ f(0) · (P[ξX = 0]− P[ξY = 0])
+ f(1) · (P[ξX = 1]− P[ξY = 1])
+ ((1− p) · f(0) + p · f(1)) · (P[ξX = p]− P[ξY = p])
= f(0) · (E[1− ξX]− E[1− ξY ])+ f(1) · (E[ξX]− E[ξY ])
= 0,
where the last equality comes form the fact that E
[
ξX
]
= E
[
ξY
]
.
Proof of Lemma 5.5. Consider the class B(p, σ2) with 0 < σ2 ≤ p(1 − p). For every
X ∈ B(p, σ2) let X1 be the random variable whose distribution is the conditional
distribution ofX , given thatX ∈ [0, p). Let alsoX2 be the random variable whose
distribution is the conditional distribution ofX , givenX ∈ [p, 1]. From Lemma 5.1
we know that there is a random variable ξX such that E[X ] = E[ξX ] andX ≤cx ξX .
Furthermore, ξX is the mixture of random variables B1 and B2 such that E[Xi] =
E[Bi] and Xi ≤cx Bi, for i = 1, 2. In addition, B1 concentrates mass on the set
{0, p} and B2 concentrates mass on the set {p, 1}. Assume that ξX is equal to B1
with probability θX . Clearly, ξX depends onX and we now show how one can get
rid of this dependence. Define ξp,σ to be the random variable ξX , X ∈ B(p, σ2) for
which
P
[
ξX = p
]
= min
Y ∈B(p,σ2)
P
[
ξY = p
]
.
From Lemma 5.6 we have Y ≤cx ξp,σ, for all Y ∈ B(p, σ2). Set ℓ1 = p − E[X1] and
ℓ2 = E[X2]− p. Off course, ℓ1, ℓ2 depend on X . Since p = θXE[X1] + (1− θX)E[X2],
we can write
θXℓ1 = (1− θX)ℓ2 ⇔ θX = ℓ2
ℓ1 + ℓ2
.
The cases in which ℓ1 and ℓ2 are both equal to zero can be excluded since they cor-
respond to a constant random variable. We now proceed to find the distribution
of ξp,σ = ξX . Using Lemma 5.1 we compute
P [ξX = p] = θXP[B1 = p] + (1− θX)P[B2 = p]
=
ℓ2
ℓ1 + ℓ2
(
1− ℓ1
p
)
+
ℓ1
ℓ1 + ℓ2
(
1− ℓ2
1− p
)
= 1− ℓ1ℓ2
(1− p)p(ℓ1 + ℓ2)
= 1− 1
(1− p)p(1/ℓ1 + 1/ℓ2) .
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The last expression implies that P [ξX = p] is a decreasing function of ℓ1 and of ℓ2.
Similarly, one can check that
P [ξX = 0] =
ℓ1ℓ2
p(ℓ1 + ℓ2)
and P [ξX = 1] =
ℓ1ℓ2
(1− p)(ℓ1 + ℓ2) .
By the Law of total variance we have
σ2 = Var[X ] = θXVar[X1] + (1− θX)Var[X2] + θXℓ21 + (1− θX)ℓ22.
Hence σ2 ≥ θXℓ21 + (1 − θX)ℓ22 or, equivalently, σ2 ≥ ℓ1ℓ2. Since P [ξX = p] is a
decreasing function of ℓ1 and of ℓ2 it follows that it attains its minimum when
σ2 = ℓ1ℓ2 and this, in turn, implies that
P [ξX = p] = 1− σ
2
(1− p)p(ℓ1 + ℓ2) .
Therefore, in order to minimise P [ξX = p] it is enough to solve the following opti-
mization problem:
min
ℓ1,ℓ2
ℓ1 + ℓ2
s.t. ℓ1ℓ2 = σ
2
0 < ℓ1 ≤ p
0 < ℓ2 ≤ 1− p.
Elementary, though quite tedious, calculations show that the optimal solution
(ℓ∗1, ℓ
∗
2) equals
(ℓ∗1, ℓ
∗
2) =


( σ
2
1−p
, 1− p), if σ > 1− p
(p, σ
2
p
), if σ > p
(σ, σ), if σ ≤ min{p, 1− p}.
Therefore, the required random variable ξp,σ has the following distribution:
- If σ > 1− p, then ξp,σ takes the values 0, p and 1 with probability σ2−pσ2p((1−p)2+σ2) ,
(1−p)((1−p)p−σ2)
p((p−1)2+σ2)
and σ
2
(1−p)2+σ2
respectively.
- If σ > p, then ξp,σ takes the values 0, p and 1with probability
σ2
p2+σ2
, p((1−p)p−σ
2)
(1−p)(p2+σ2)
and pσ
2
(1−p)(p2+σ2)
, respectively.
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- If σ ≤ min{p, 1− p}, then ξp,σ takes the values 0, p and 1 with probability σ2p ,
1− σ
2(1−p)p
and σ
2−2p
, respectively.
Proof of Theorem 1.10. The proof of Theorem 1.10 is an application of Lemma 5.5.
It is very similar to the proof of Theorem 1.6 and Theorem 3.4 and so we briefly
sketch it. The first statement can be proven in the same way as Theorem 1.6. The
second statement follows from the fact that
∑
i ξpi,σi ∈ {0, p, 2p, . . . , np} and by
looking at the smallest positive integer, mt, that is > t. As in Theorem 3.4, we
can find an ε > 0 such that the function, φ(·), that is equal to 0 for x < ε and,
for x ≥ ε, it is a straight line passing through the points (t, φ(t)) and (mt, φ(mt))
satisfies φ(t) = 1 and
E
[
φ
(∑
i
ξpi,σi
)]
≤ E
[
f
(∑
i
ξpi,σi
)]
,
for a supposedly optimal function f(·)with f(t) = 1.
It is not easy to find a closed form of the bound given by Theorem 1.10. Nev-
ertheless, the bound can be easilly implemented. Note that the previous bound
concerns functions from the class Fic(t). We end this section by performing some
pictorial comparisons between several bounds discussed in this article. Before
doing so, let us bring to the reader’s attention the following, well-known, bound
that is due to Bennett [1]. Bennett’s approach was simplified by Cohen et al. [5].
In particular, by employing the Bernstein-Hoeffding method to the exponential
function, Cohen et al. have shown the following.
Theorem 5.7 (Bennett bound). Fix positive integer n and assume that we are given a
pair (p, σ2) for which the class B(p, σ2) is non-empty. Let X1, . . . , Xn be independent
random variables such that Xi ∈ B(p, σ2), for i = 1, . . . , n. Fix t ∈ (np, n). Then
P
[
n∑
i=1
Xi ≥ t
]
≤
{(
α
β
)β (
1− α
1− β
)1−β}n
,
where α = σ
2
σ2+(1−p)2
and β = σ
2+(t/n−p)(1−p)
σ2+(1−p)2
.
Proof. See [5].
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(a) t = 0.30× 20 (b) t = 0.55× 20 (c) t = 0.80× 20
(d) t = 0.35× 20 (e) t = 0.60× 20 (f) t = 0.85× 20
(g) t = 0.40× 20 (h) t = 0.65× 20 (i) t = 0.90× 20
(j) t = 0.45× 20 (k) t = 0.70× 20 (l) t = 0.95× 20
Figure 1: Comparison of Bennett’s bound and the bounds of Theorems 4.3 and
1.10 for Xi ∈ B(p, σ2). The first column corresponds to p = 1/4. The second
column corresponds to p = 1/2. Finally, the third column corresponds to the
value p = 3/4. We set n = 20 and t = (p+ ǫ)n, for particular choices of ǫ. The blue
curves represent Bennett’s bound; the orange curves represent the bound given
by Theorem 1.10; the green curves correspond to the bound given by Theorem
4.3. The abscissae are the variances.
Our numerical experiments suggest that, when σ2 is not very small, the bound
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given by Theorem 1.10 is tighter than Bennett’s bound. Note that we can also
apply the bound given by Theorem 4.3 to random variables from the class B(p, σ2);
it is not difficult to implement this bound. In order to build a concrete mental
image let us fix the parameter p and consider random variables Xi, i = 1, . . . , n
such that Xi ∈ B(0.5, σ2). In a similar way as in Proposition 3.7 one can show that
it suffices to consider the infimum, in the bound of Theorem 1.10, over the set
K := {k/2 : k is nonnegative integer and k/2 < t}. We can now put the computer
to work to calculate the bound
inf
ǫ∈K
E
[
max
{
0,
∑n
i=1 ξpi,σi − ǫ
t− ǫ
}]
.
Figure 1 shows comparisons between Bennett’s bound, the bound obtained in
Theorem 4.3 and the bound of Theorem 1.10. The abscissae in these figures corre-
spond to the variance. Notice that, when the variance is large, the bounds given
by Theorems 4.3 and 1.10 are sharper than the Bennett bound.
In the next sectionwe stretch a limitation of the Bernstein-Hoeffdingmethod.
6 Unbounded random variables
So far we have employed the Bernstein-Hoeffding method to sums of indepen-
dent and bounded random variables. The reader may wonder whether the method
can be employed in order to obtain bounds on deviations from the expectation
for sums of independent, non-negative and unbounded random variables. We will
show, in this section, that in this case the method yields a bound that is the same
as the bound given by Markov’s inequality. Let us remark that this fact was al-
ready known to Hoeffding (see the footnote in [15], page 15) but we were not able
to find a proof; we include a proof for the sake of completeness. Hence the case of
non-negative and unbounded random variables requires different methods and
the reader is invited to take a look at the work of Samuels [25], [26], [27] and Feige
[8] for further details and references. The case of non-negative and unbounded
random variables seems to be less investigated than the case of bounded random
variables. Talagrand (see [31], page 692, Comment 3) already mentions that it is
unclear how to improve Hoeffding’s inequality without the assumption that the
random variables are bounded from above. Let us fix some notation.
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For given µ > 0, let U(µ) the class of non-negative random variables whose mean
equals µ. Formally,
U(µ) = {X : X ≥ 0, E[X ] = µ}.
Now, for i = 1, . . . , n, fix µi ≥ 0 and Xi ∈ U(µi). If t >
∑
i µi, then one can
estimate
P
[
n∑
i=1
Xi ≥ t
]
≤ 1
f(t)
E
[
f
(
n∑
i=1
Xi
)]
,
where f(·) is a non-negative, convex and increasing function. A crucial step in
the Bernstein-Hoeffding method is to minimise the right hand side of the last
inequality with respect to f(·). We may assume that we minimise over those
functions f for which f(t) = 1. We now show that this minimisation leads to
a bound that is the same as Markov’s. Note that Markov’s inequality yields
P [
∑n
i=1Xi ≥ t] ≤
∑
i µi
t
. Recall the definition of the class Fic(t), from the Intro-
duction, and let Zic(t) be the class consisting of all functions f ∈ Fic(t) such that
f(t) = 1. In this section we report the following.
Proposition 6.1. With the same notation as above, we have
V := inf
f∈Zic(t)
sup
Xi∈U(µi)
E
[
f
(
n∑
i=1
Xi
)]
≥
∑n
i=1 µi
t
.
Proof. For i = 1, . . . , n, let Yi be the random variable that takes the values 0 and t
with probabilities 1− µi
t
and µi
t
, respectively. Clearly, we have
V ≥ inf
f∈Zic(t)
E
[
f
(
n∑
i=1
Yi
)]
.
In a similar way as in Theorem 3.4 one can show that
inf
f∈Zic(t)
E
[
f
(
n∑
i=1
Yi
)]
= inf
ε∈[0,t)
E
[
max
{
0,
∑
i Yi − ε
t− ε
}]
.
Since
∑
i Yi ∈ {0, t, 2t, . . . , nt}, a similar argument as in Proposition 3.7 shows that
the optimal ε in the right hand side of the last equation is equal to 0. Therefore,
inf
ε∈[0,t)
E
[
max
{
0,
∑n
i=1 Yi − ε
t− ε
}]
=
1
t
E
[
n∑
i=1
Yi
]
=
1
t
n∑
i=1
µi
and the result follows.
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Hence, in the case of non-negative and unbounded random variables, the method
cannot yield a bound that is better than Markov’s bound.
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