Abstract. Trickle is a polite gossip algorithm for managing communication traffic. It is of particular interest in low-power wireless networks for reducing the amount of control traffic, as in routing protocols (RPL), or reducing network congestion, as in multicast protocols (MPL). Trickle is used at the network or application level, and relies on up-to-date information on the activity of neighbors. This makes it vulnerable to interference from the media access control layer, which we explore in this paper. We present several scenarios how the MAC layer in low-power radios violates Trickle timing. As a case study, we analyze the impact of CSMA/CA with ContikiMAC on Trickle's performance. Additionally, we propose a solution called Cleansing that resolves these issues.
Introduction
Low-power wireless networks, such as networks of ubiquitous sensors, are being built with the aim to be available for extended periods of time, while using as little energy as possible. This includes wireless sensor networks in forests for detecting fires, in pipelines for detecting leaks, on light poles along streets to control luminosity etc [1] . In such resource-constrained devices, wireless transmissions are the largest source of power consumption. Therefore, networking protocols for low-power wireless networks are designed to avoid unnecessary traffic, such as redundant control information, or to prevent broadcast storms.
Trickle [15] has been proposed as an efficient algorithm for controlling traffic flow. It is being used in routing protocols for reducing the amount of control traffic [8, 23] , in multicast protocols for reducing redundant repetitions of data packets [9] and in software update algorithms for managing the propagation of updates [15] . Trickle uses two premises to achieve fast propagation and reduced traffic: (1) suppressed transmissions when consistent information has been recently propagated by neighboring nodes, and (2) dynamic transmission rates depending on the consistency of information in the network. The concept of consistency is left to the application layer, which allows the Trickle algorithm to be implemented in different protocols.
The Trickle algorithm relies on accurate timing information in order to work as designed. However, various factors can influence this timing and can cause inconsistencies within the protocol. External disturbances can come from the radio medium (packet loss), network (congestion) and locally (data link layer). In this work, we analyze how the media access control (MAC) layer of low-power radios influences broadcast-based data dissemination using Trickle. As a case study, we consider a MAC layer comprised unslotted Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) and radio duty cycling. We show that due to contended media and CSMA/CA introduced back-offs, nodes can be starved from Trickle updates. This results in large propagation delays and inefficient messaging, making Trickle unsuitable for deadline-critical applications.
We discuss and analyze two common scenarios where there is a large discrepancy between the measured and expected update delay of Trickle, caused by the MAC layer. To resolve this, we propose a modification to the MAC layer to support dropping of queued Trickle packets based on incoming Trickle packets, called Cleansing. Using simulations and experiments we show that the Cleansing MAC modification drastically improves the update delay in bottleneck topologies, and helps reduce the number of transmissions in grid-like topologies.
The paper is structured as follows. First, we cover related work on Trickle in Section 2. Then, we introduce the Trickle algorithm and the low-power protocols at the MAC layer in Section 3. Next, in Section 4, we describe how the MAC layer violates Trickle timing, and analyze this unwanted behaviour in two topologies. Section 5 introduces the Cleansing improvements to the MAC layer. Finally, we compare simulation and experimental results of Trickle with and without Cleansing support in Section 6 and give concluding remarks in Section 7.
Related work
The Trickle algorithm has been initially designed as an efficient method to disseminate software updates in low-power networks [15] . However, since it only specifies when messages should be sent, and not how, it has been accommodated in many other protocols [14] , such as network reprogramming [16] , routing [8, 23] and data dissemination [11] . Trickle was recently standardized [13] and used as a basis for the Multicast Protocol for Low power and Lossy Networks (MPL) [9] .
Various aspects of the Trickle algorithm have been studied so far. For example, in [6, 22] , Trickle has been observed as unfair in terms of load share -certain nodes transmit more often than others. Trickle in absence of a MAC layer has previously been analyzed, e.g., [2, 12, 17] . Similarly, CSMA/CA for low-power networks has been analyzed without considering the upper layers, e.g., [4, 7] . Finally, the potential problematic interaction between Trickle-based data dissemination and radio duty cycling has been sketched in [20] , along with potential energy efficiency improvements by reducing the scope of single-hop broadcasts. However, to the best of the authors' knowledge, a detailed analysis on the interaction between Trickle and the MAC layer, consisting of both CSMA/CA and radio duty cycling, their combined performance and potential problems in specific topologies, has not yet been conducted, which is what this paper aims to do. The analysis and the results presented in this paper explain the simulation results for MPL in [3, 18] , and the poor performance for small Trickle interval lengths.
Trickle-based protocols
The Trickle algorithm is used mostly by communication protocols at the network or the application layer. Trickle essentially controls the generation of packets within these protocols. The lower layers are responsible for the actual transmission of the data packets sent by Trickle (Figure 1) .
The data link layer of low-power radios as IEEE 802.15.4 [10] , which is the focus in this work, is built of two components -media access control (MAC) and a radio handling protocol. The MAC protocol handles the allocation of the shared medium among nodes and covers retransmissions in case of collisions or packet loss. The radio handling protocol determines the efficient use of the radio during the periods allocated by the MAC protocol.
We will now give a detailed description of the Trickle algorithm and the underlying MAC layer protocols. 
Trickle algorithm
Trickle has two main goals. Firstly, whenever new information becomes available in the network, it must be propagated quickly to all nodes. Secondly, when there is no update, communication overhead has to be kept to a minimum. The Trickle algorithm achieves this by moderating the number of packets that nodes generate with a "polite gossip" policy.
We now provide a precise description of Trickle as it is given in [?] (see also [15] ). The algorithm has four global parameters, which are the same at every node in the network: a threshold value k, called the redundancy constant, minimum (I min ) and maximum interval size (I max ), and a listen-only parameter (η), which defines the size of a listen-only period. By default, η = 1/2. Furthermore, each node in the network has its own timer and keeps track of three local variables: the size of the current interval (I), a counter (c) of the number of consistent data packets received during the current interval, and the transmission time (t) in the current interval.
The behavior of each node is described by the following set of rules. At the start of a new interval a node resets its timer and counter c and sets t to a value in [ηI, I] at random. When a node receives a new data packet that is consistent with the information it has, it increments c by 1. When a node's timer reaches time t and if c < k, it sends a data packet to its MAC layer queue. When a node's interval ends, it sets its interval size to min(2I, I max ) and starts a new interval. When a node receives a data packet that is inconsistent with its own information, then if I > I min it sets I to I min and starts a new interval.
Trickle only determines when nodes should transmit; the nature of the transmission (broadcast/unicast), the structure of the message, and the exact definition of what is a consistent transmission is given by the upper layers, i.e. the protocols where Trickle is used. For instance, in dissemination protocols, as multicast, transmissions are always broadcasts; a node receives a consistent transmission when a known data packet is received from another node, and an inconsistent transmission is received when a new, unseen data packet is received. Fig. 2 . Example of three synchronized nodes using the Trickle algorithm (k = 1, I = Imax). In the first interval, the transmissions by nodes 1 and 2 are suppressed by the transmission of node 3, while in the second interval, node 2 suppresses nodes 1 and 3.
In Figure 2 an example is depicted of a network consisting of three nodes using the Trickle algorithm with k = 1 and I = I max for all nodes. Note that while in the example the intervals of the three nodes are synchronized, in general, the times at which nodes start their intervals need not be synchronized. In practice, networks will generally not be synchronized, since synchronization requires additional communication and consequently imposes energy overhead. Furthermore, as nodes get updated and start new intervals, they automatically lose synchronicity.
The four Trickle parameters can be used to tweak the algorithm behavior according to specific scenarios, giving option for trading between redundancy, speed of propagation and risk of collisions. For instance, I min provides a tradeoff between speed of propagation and number of packets: lower values of I min will make nodes transmit sooner, though with an increased risk of collisions, and therefore, additional transmissions. To prevent such scenarios, the Trickle RFC recommends setting I min to a multiple of the worst-case link layer latency, defined as the time until the first link-layer transmission of a frame, assuming an idle channel. Typical values of the Trickle parameters for various protocols are given in Table 1 . In the remainder of this paper, we will focus on broadcastbased data dissemination as the Trickle application protocol, similar to the MPL protocol, with the recommended value for the redundancy constant (k = 1). 
CSMA/CA protocol
The actual transmission of packets generated by Trickle is left to the MAC layer. Protocols at this layer handle the allocation of the shared media among nodes and cover retransmissions in case of collisions or packet loss. The IEEE 802.15.4 MAC defines two flavors of the CSMA/CA protocol, depending on the operational mode in use: slotted CSMA/CA, used in beacon-enabled modes, where beacons are sent to synchronize nodes to a super-frame structure; and unslotted CSMA/CA, used in non beacon-enabled modes, where no beacons are sent out and there is no synchronization between nodes. In this paper, we focus on unslotted CSMA/CA, but the same concepts apply to slotted CSMA/CA. In unslotted CSMA/CA, the basic time unit is the back-off period BP , which is related to the transmission time of a frame. Every node maintains two variables for each frame it wants to send: a back-off exponent BE , and a counter for the number of back-offs for the current transmission NB . These variables are controlled by three parameters: the minimum back-off exponent BE min , the maximum back-off exponent BE max and the maximum number of back-offs NB max .
Initially, NB = 0 and BE = BE min . Before each transmission, each node first waits for a random number of BP s ranging from 0 to 2 BE − 1. After the initial back-off, the node performs a clear-channel assessment (CCA) to determine whether the channel is free. If the channel is free, the node proceeds with the transmission. Otherwise, it increases NB by one, and sets BE to min(BE + 1, BE max ). If NB ≤ NB max , the entire procedure is repeated. After NB max + 1 failed attempts, the frame is dropped from the MAC queue.
Radio duty cycling
The MAC layer of low-power radios often includes a second component next to the CSMA/CA protocol -the radio handling protocol. Radio transceivers are among the biggest sources of energy consumption in low-power wireless devices. Therefore, low-power wireless devices must trade-off between keeping the radio transceiver off, to save energy, and periodically wake up to be able to receive data from their neighbors. During the years, many radio duty cycling (RDC) protocols have been proposed. They can be categorized into synchronous, where nodes are synchronized with their neighbouring nodes, and asynchronous, where no pre-synchronization is required. Asynchronous RDCs can be further categorized into sender initiated and receiver initiated protocols. Sender initiated RDC protocols give the transmission incentive to the senders: senders wake up receivers to receive a transmission. Receiver initiated protocols give the incentive to the receivers: receivers inform senders when they are prepared to receive a transmission. Finally, hybrid approaches have been developed, which combine features from any of the given categories. Fig. 3 . In ContikiMAC, broadcast transmissions are sent with repeated frames for the full wake-up interval. This illustration is reproduced based on [4] .
In this work, we consider ContikiMAC [4] , a sender initiated RDC. It is similar to the Coordinated Sampled Listening protocol (CSL), introduced in the IEEE 802.15.4e standard [10] . A brief description of ContikiMAC follows.
By default, every node has its radio turned off. Periodically, at regular intervals of w time units, each node turns its radio on to check for incoming traffic. If a transmission is detected, the radio is kept on until the frame is received. Transmissions are non-periodic, originating from the upper layer(s). When they arrive, a CCA is done to see if the medium is free. If it is free, the node starts transmitting immediately. Broadcast transmissions should be received by all nodes, irrespective of their wake up intervals. Therefore, a broadcast transmission will always be repeated for w time units (Figure 3 ), so that each node will at least once turn on its radio during the transmission. Hence, assuming an idle channel, the worst-case latency as defined in the Trickle RFC, is w. However, this makes broadcasts expensive both in terms of delay and consumed energy.
The main configuration parameter for ContikiMAC is the radio wake-up frequency 1/w, i.e. how often each node samples the radio. This parameter also dictates the maximum duration for each individual transmission w. Typically, the wake-up frequencies is set to 4Hz, 8Hz or 16Hz, giving wake up intervals of 250ms, 125ms and 62.5ms, respectively. Reducing the wake-up frequency reduces the energy usage in the network, at the expense of a higher delay.
Interference scenario
A common feature of both sender initiated and receiver initiated RDC protocols is that transmissions are not instantaneous, and there is a variable delay between the intent to start a transmission and the actual receipt. In sender initiated RDC protocols as ContikiMAC, the transmission starts almost immediately after it is received from the upper layers, but it is not completed until the receiver performs its periodic wake up to sample the channel. Similarly, in receiver initiated RDC protocols, the transmission is delayed until the sender receives a request from the receiver, which is again periodically scheduled. Finally, in case of collisions, in both cases, CSMA/CA will re-schedule transmissions after a certain back-off period. The delayed completion of a transmission creates a window where upper layer protocols may think that a transmission has been completed, while in fact, it is not. This causes unintended and inefficient messaging, as the transmission delay and retransmissions may move from one to another Trickle interval.
For example, consider a network consisting of two nodes (Figure 4 ). They use unslotted CSMA/CA in combination with radio duty cycling at the MAC layer. Packet transmission is regulated by the Trickle algorithm (k =
Since at this time the channel is busy, CSMA/CA will delay this transmission until t 2 + bo, where bo is the back-off time. At time t r , node 2 receives the transmission from node 1, setting c 2 = 1, making the queued packet in the MAC layer obsolete. However, since there is no link between the MAC queue and the application layer, the packet will be sent at t 2 + bo. This effect can be cascaded if multiple nodes exhibit the same behavior. Moreover, it is possible that node 2's broadcast is delayed into its next Trickle interval (Figure 4) , causing node 1 to suppress its next broadcast, further disrupting the Trickle process. Fig. 4 . MAC layer interference on Trickle timing. Nodes 1 and 2 get updated at the same time, and they select transmission times at t1 and t2, respectively. If the reception for node 2 (tr) is scheduled to be after t2, node 2 will queue a Trickle packet at t2, even though there is a packet in the air from node 1. Due to CSMA/CA, this packet will be transmitted after the back-off, at time t2 + bo.
Case study: CSMA/CA and ContikiMAC
We will now use the Contiki operating system for a case study on the impact of MAC interference on Trickle timing. Contiki 2.7 utilizes the ContikiMAC RDC protocol with a radio wake-up interval length of w, together with a slightly modified version of the unslotted CSMA/CA protocol. Firstly, the default parameters BE min = 0, BE max = 3 and NB max = 3, force CSMA/CA to skip the first backoff. Secondly, the back-off period is equal to the length of the wake-up interval of ContikiMAC (BP = w). As w is the worst-case transmission time for ContikiMAC, this ensures that any retransmissions are attempted after the current transmission has finished. Thirdly, the CCA check is delegated to the RDC layer. Finally, the back-off exponent BE is increased only when no acknowledgment is received for sent unicast frames. Since Trickle-based data dissemination uses only broadcast packets, for which no acknowledgment is needed, a back-off can only occur due to a failed CCA or a detected collision. In both cases, BE remains one, causing the back-off for broadcasts to remain BP = w.
Scenario 1: Single-hop network
We now analyze the likelihood that the scenario discussed at the beginning of this section occurs under ContikiMAC. Denote by P bo 2 the probability that a CSMA back-off takes place in a network of two nodes. For simplicity, we assume the nodes to be synchronized, which would be the case if they got updated simultaneously. We assume that packets are received at radio wake-up and I min = m · w, where m ≥ 2 is a constant and w is the radio wake-up interval. We require m ≥ 2, since otherwise a node will never be able to finish a transmission within the same Trickle interval as it was scheduled. Furthermore, assume that the Trickle process has k = 1 and η = 1/2. A CSMA back-off will take place if either node 1 or 2 pick their transmission time during a broadcast of the other node and before their radio wake-up and reception. Hence, we can write
Since both t 1 and t 2 are chosen uniformly in [I min /2, I min ] and a broadcast starting at time t is received by the non-transmitting node uniformly at t r ∈ [t, t + w], some calculus gives
Note that this probability only depends on m, the ratio between the length of an interval I min and the length of a broadcast w. For the MPL standard I min = 10w, this implies P bo 2 = 0.1925, which is relatively large. Extending these calculations and noting that nodes choose their timers independently, the probability that b CSMA back-offs occur and b + 1 transmissions are scheduled during an interval in a single-hop network consisting of n nodes is given by
Like (1), this expression can be evaluated analytically and allows us to calculate the probability P bo n that at least one CSMA back-off (b > 0) takes place during a single interval in a single-hop network consisting of n nodes:
Moreover, calculating the expected number of redundant transmissions per interval due to poor interaction between Trickle and the CSMA protocol gives:
Hence, the expected number of obsolete broadcasts per interval due to timing issues grows linearly with the size of the single-hop broadcast range. This is intuitive, since every node has the same probability of scheduling a back-off. If Trickle worked as designed, there would be only one packet per interval 1 .
Scenario 2: A bottleneck network Consider now a network of four nodes, with connectivity as in Figure 5 . This type of connectivity, where part of the network is reachable only through a single bridge node, is common, for example, in street lighting networks. Again all nodes use CSMA/CA in combination with ContikiMAC and run a Trickle dissemination process. The Trickle process has k = 1, η = 1/2 and I min = m · w, where m ≥ 2 is a given constant. Initially, all nodes have consistent information and I = I max . Suppose at time 0 nodes 1 and 2 receive an update simultaneously from a close-by source, set I = I min and start a new interval ( Figure 6 ). Node 1 is the first node to schedule a broadcast, which it starts to transmit at time t 1 . As we have seen in the previous scenario, node 2 will schedule a broadcast before receiving node 1's broadcast with probability P bo 2 . If this happens, the MAC protocol will cause node 2 to delay its transmission until time t 2 + w. Before this time, however, node 3 will have been updated by node 1's transmission, and will start a new interval of length I min and schedule a transmission at time t 3 . Now node 2's transmission follows, suppressing node 3's transmission at time t 3 > t 2 + w and consequently delaying the time that node 4 is updated. In its Fig. 6 . Suppression of Trickle updates due to MAC layer interference. Nodes 1 and 2 get updated at the same time, and select transmission times at t1 and t2, respectively, with the periodic channel check for node 2 (tr) scheduled to be after t2. Node 2 queues a Trickle packet at t2. Due to busy media, CSMA/CA re-schedules the packet for t2 + w. In the mean time, node 3 gets updated and starts a new Trickle interval. The re-transmission at t2 + w causes node 3 to suppress its transmission in the first interval (t3). As node 1 and 2 started the second interval earlier than node 3, there is a high probability that they will suppress any future transmissions from node 3.
next interval, node 3 will broadcast only if it starts transmitting before it receives a broadcast by nodes 1 and 2. However, due to the synchronization caused by the Trickle protocol, this has a small probability, as can be seen in Figure 6 . In the following intervals the same problem occurs. Only when node 4 eventually transmits its old information, which potentially could take a long time, it will reset node 3's Trickle process and an update will follow.
In general, if node 3 is connected with n synchronized nodes trying to update it, the previously described scenario occurs with probability P bo n (see (4) ). We have plotted this probability and compared it with simulations for different values of m and n in Figure 7 . From the plot it is clear that such an event is not rare. Given that such an event occurs, the probability that node 3 will ever broadcast in the following intervals before being suppressed by its neighbors is small, even for n = 2. Therefore, in such an event, with high probability node 4's update is delayed until it advertises its own old information, resetting the Trickle process of node 3. This gives an expected delay of approximately In order to reduce the interference of the data link layer on Trickle timing, we propose adding a Cleansing mechanism to the MAC layer. If Trickle is treated as a network primitive, as suggested in [14] , known at both the network and data link layer, then some decision making can be done at the data link layer. Assuming that the MAC layer maintains separate queues per destination, whenever a new Trickle packet arrives from the network, the Cleansing MAC will purge any queued outgoing Trickle packets. This will lead to less redundant packets in the network, and will minimize the bottleneck problem from the previous section. In most cases, purging outgoing Trickle packets improves Trickle performance in terms of messaging and delay, and does not lead to functional incorrectness. It remains consistent with the software design of low-power networks, as any purged packet can be seen as a message loss, and applications are already able to handle that situation. However, we can identify two scenarios where performance-wise, purging can be considered to be harmful.
The first scenario is when k > 1, a purged Trickle message might not be obsolete. However, this should have minimal impact on the network, since only a small fraction of messages within each single-hop broadcast domain will be purged. Moreover, other nodes in reach will make up for the purged transmission.
The second scenario is when a Trickle message with an old value arrives, and the Cleansing MAC protocol purges an outgoing Trickle message with a new value, increasing the overall propagation delay. However, the effect of the purge is minimal, as due to the old message, the Trickle interval of the node with the new value will be set at I min , which would give a second opportunity for broadcast relatively soon.
Evaluation
To confirm the analytical results and to evaluate the performance of the Cleansing MAC modifications, we conducted several experiments in simulation and on a physical test bed. We used one application -dissemination of an update using Trickle, implemented in Contiki 2.7. Each experiment starts by injecting an update in the network. As the update is propagated, nodes increase their Trickle interval. The experiment ends when all nodes have reached their maximum Trickle interval I max = 10 · I min . We measured the delay, i.e. the time required to update all nodes, the total number of sent packets, the number of MAC layer retransmissions, and the mean waiting time in the MAC layer queue.
Simulation results
The simulations were carried out in the cross-level simulator Cooja [19] . Cooja internally uses the MSPsim device emulator for cycle accurate Tmote Sky emulation [21] , as well as a symbol accurate emulation of the IEEE 802.15.4 CC2420 radio chip. We used the Unit Disk Graph Radio Medium propagation model, with no loss. All nodes use unslotted CSMA/CA with the default parameters (BE min = 0, BE max = 3, NB max = 3), and the ContikiMAC RDC protocol, with a wake-up frequency of 8Hz (w = 125ms). I min varies from 250ms to 1.75s, at 250ms steps (m = 2, 4, ..., 14) , well beyond MPL's recommendation of m = 10.
Bottleneck topology
The first scenario follows the bottleneck topology, as shown in Figure 5 . An update is inserted at the same time at nodes 1 and 2, and is propagated to the rest of the network using Trickle. Each configuration was simulated 1.000 times. As expected, without Cleansing, due to the large number of collisions, the update delay of node 4 is highly variable (Figure 8a ). Both the mean and the standard deviation peak at I min = 0.5s, and gradually decrease as I min increases. Surprisingly, the update delay at I min = 0.25s is stable. This anomaly occurs because at I min = 0.25s = 2 · w, the contention window of nodes 1 and 2 is equal to the broadcast duration (w). This practically guarantees collisions, and a retransmission from one of the nodes. However, node 3's listen-only period will be finished before the retransmission starts, and there is a chance that node 3 will schedule its own transmission before it receives the retransmission. Even if the transmission from node 3 is delayed, it will be sent within one or two broadcast periods. However, with I min = 0.5s, nodes 1 and 2's contention window is still small, giving high probability for collisions. Then, retransmissions will always fall in node 3's listen-only period, forcing it to suppress its own transmission. Figure 8b depicts the average measured delay of the worst 10% of the observations. This is a clear indication that harmful back-offs due to CSMA/CA are not uncommon, and that their effects can be detrimental to Trickle's performance. The update delay then becomes significantly high, in line with the analytical expected delay of
Finally, the interference is completely resolved with MAC Cleansing. In that case, updates are always completed in the second interval, as expected.
Grid topology
The second scenario consists of 100 nodes, arranged in a 10x10 grid, with 10 meters between two nodes in each axis. A new Trickle event is generated at the top left node. We simulate 100 executions of Trickle with different values for I min . Furthermore, we varied the connectivity range of each node. Each node has a circular coverage area with radius 2 + 10R meters, with 1 ≤ R ≤ 5. Figure 9a shows the update delay when using CSMA/CA with and without Cleansing. Since there are no bottlenecks in this scenario, these are comparable. However, the reduction in the number of sent packets is visible in Figure 9b . We can see that the number of transmissions with Cleansing is significantly lower than without Cleansing, while the average update delays are the same. Figure 10 shows the average number of transmissions and retransmissions during the entire simulation. As the range of each node grows, fewer messages are required to cover the entire network. Trickle then performs well, suppressing many transmissions (Figure 10a ). However, many of the messages are actual retransmissions from the MAC layer (Figure 10b ). Since k = 1, these are obsolete messages. Furthermore, due to the congested media, frames are left in the queue for a longer time (Figure 10c ), often leading to chained attempts for retransmission and further back-offs. Figures 10d-10f show the impact of using Cleansing. CSMA/CA with Cleansing is aggressive with cleaning the MAC queue, as is visible in Figure 10e . This makes Trickle work as intended even for small values of I min . Additionally, the average queue time is considerably lower compared to the original CSMA/CA.
Hardware experiments
To confirm the simulation results, we ran the same application on a physical test bed provided by FIT IoT-LAB 2 . The test bed consists of 119 STM32 (ARM Cortex M3) based nodes, with the AT86RF231 IEEE 802.15.4 radio chip, arranged as in Figure 11a . As before, all nodes use the ContikiMAC RDC protocol with a wake-up frequency of 8 Hz. The redundancy constant was fixed to k = 1, with I min set to 0.25s, 0.5s and 1.0s. For each setting, we ran 100 executions of Trickle dissemination of one update, injected at the bottom-right node. Figure 11d shows that using CSMA/CA, low values of I min introduce a lot of collisions, which force retransmissions by the MAC layer. Increasing I min helps reduce the number of transmissions (Figure 11c ), but at the expense of a higher delay (Figure 11b ). On the other hand, CSMA/CA with Cleansing has consistent performance using all three different values of I min . Due to the proactive purging policy, the number of messages remains comparable with different values of I min . As expected, the delay increases together with I min , but it is still in the same range as with the original CSMA/CA. Fig. 11 . Experimental results from the IoT-Lab test bed. An update is injected at the bottom-right node, and is propagated using Trickle. The entire network is reachable in 12 hops. We show the averages and standard deviations over 100 executions.
In this paper we analyzed the performance of the Trickle algorithm for data dissemination when used in combination with low-power MAC protocols. We analyzed how the interplay of radio duty cycling and CSMA back-offs can contribute to bad Trickle performance. Analytically, we showed the MAC layer introduces inconsistencies, which lead to redundant transmissions and large update delays.
In order to resolve these issues, we proposed a small modification to the MAC layer, called Cleansing. The Cleansing MAC modification purges obsolete Trickle messages that are sent due to the inconsistencies caused by the MAC layer.
Through a simulation study, and then confirmed with experiments on a large physical test bed, we showed that the Cleansing MAC indeed improves performance. We found that the number of redundant transmissions in dense topologies is decreased greatly and that the update speed in networks with bottlenecks is improved drastically.
As future work, we plan to extend the analysis to environments where the redundancy constant is greater than one. Additionally, we want to generalize the impact of the data link layer to Trickle timing, regardless of the combination of MAC protocol and radio duty cycling protocol.
