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Abstract – The loss of contrast in double-slit electron-diffraction due to dephasing and decoherence processes 
is studied. It is shown that the spatial correlation function of diffraction patterns can be used to distinguish 
between dephasing and decoherence. This establishes a measure of time-reversibility that does not require the 
determination of coherence terms of the density matrix, while von Neumann entropy, another measure of time-
reversibility, does require coherence terms. This technique is exciting in view of the need to understand and 
control the detrimental experimental effects of contrast loss and for fundamental studies on the transition from 
the classical to the quantum regime. 
  
Loss of contrast can be attributed to physical processes divided into two broad classes. Dephasing 
processes are time-reversible, while decoherence processes are time-irreversible. Time-reversibility 
can be established by evaluating the change in entropy, lnS Tr   , where   is the density matrix 
describing the physical system. When S  remains constant in time, the process is time-reversible; while 
when it increases in time, the process is time-irreversible [1]. The value of the entropy depends on the 
off-diagonal or coherence terms of the density matrix, which is apparent from the calculation of the 
entropy using the spectral decomposition, lni iS   , where i  are the eigenvalues of the density 
matrix. In diffraction experiments, determination of the coherence terms would require special 
techniques, such as quantum state tomography [2]. Thus, the on-diagonal terms of the density matrix, 
that describes the spatial probability distribution of the physical system, do not appear to provide direct 
access to the very nature of the process that is limiting the contrast observed in that probability 
distribution. This makes it hard to identify sources of contrast loss and thus take appropriate measures 
to reduce such a loss. Additionally, when studying the transition from the quantum to classical domain, 
by introducing controlled decoherence processes, it is hard to establish that it is indeed decoherence 
and not dephasing that causes a loss of contrast. 
In this paper, we propose and analyze a method based on repetitive measurements of the spatial 
probability distributions, that can be used to distinguish dephasing from decoherence processes. The 
spatial correlation function of the measurements provides this information. For dephasing processes 
that upon visual inspection appear to completely destroy the diffraction pattern, the correlation function 
restores the far-field diffraction pattern. For decoherence processes no such restoring works.  
To support our claims, we consider an electron double-slit experiment [3,4] as an archetypical 
example of an interference experiment, and add a process by which contrast is lost. This situation 
described is not just a thought experiment, but is typical for real experiments. For example, we reported 
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an electron diffraction experiment with nano-fabricated gratings, where some loss of contrast was 
observed and modeled [4].   
An optical experiment that exhibited loss of contrast was performed by Rui-Feng et al. [5]. In their 
setup, a laser beam with a 632.8 nm wavelength passed through a ground glass disk and double-slit. 
The detection screen was placed in the Fresnel diffraction region with respect to the double-slit. The 
ground glass disk appeared to completely destroy the contrast of the diffraction pattern. The 
normalized second order correlation function was used to regain the double-slit diffraction pattern. 
This is a striking result in its own right. The central question which was not addressed is: “Does the 
ground glass disk dephase or decohere the laser light?” Or in general: “Can spatial correlation be used 
to identify dephasing and decoherence processes?”  
In our simulation, we studied the analogous double-slit physical system but changed the 
diffracting particle from photons to electrons as decoherence theory is often studied in the context of 
matter optics [6–11]. Based on the matter-wave analogy [12] the method is expected to work for both 
matter waves and optics. Our approach is to simulate electron diffraction in three different situations 
as shown in Fig. 1. In the first situation, a two-path interferometer, i.e., a double-slit experiment, 
exhibits excellent contrast. In the second and third situation, an object is introduced after the double-
slit that interacts with the electron wave so to cause dephasing or decoherence. We will refer to this as 
a “dephaser” and “decoherer.” These latter two patterns share a reduced contrast but are found to have 
qualitatively different correlation functions.    
 
 
FIG. 1. Dephasing versus decoherence. A sketch of three situations where electron waves interfere. In (a), 
electron waves are unaffected. An interference pattern will be observed in the probability distribution with 
excellent contrast. The observed pattern is taken from Bach et al. [4]. In (b), a “dephaser,” represented by a 
random potential distribution (green wiggly line), adds a position dependent phase to the electron wave. As a 
result, the diffraction pattern appears to be washed out, but information about the diffraction pattern can be 
recovered. In (c), a “decoherer” separates the electron wave into a probabilistic sum of several Gaussian waves 
in addition to a random potential distribution. A low contrast diffraction pattern similar to (b) is obtained, but 
now the pattern cannot be recovered.   
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The example physical system we study (Fig. 2) is motivated by previously used experimental 
parameters for electron double-slit and decoherence experiments [10,13]. A coherent electron wave 
with an energy of 1670E   eV and a transverse width of 0 15w   m at the source propagates 1 24L   
cm and encounters a double-slit. A dephaser or decoherer is located immediately after the double-slit, 
represented by a horizontal surface. The size of the surface and the double-slit are both chosen to be 
500 nm wide, larger than the distance between the center of the two slits ( D   150 nm).  The width of 
the slits is 50d   nm. Electrons are diffracted and dephased or decohered and continue to propagate 
to the detection screen at a distance 2 25L   cm. An interference pattern can be found on the detection 
screen which is placed in the far-field region (or in the Fresnel diffraction region with respect to the 
double-slits but far-field region with respect the single slit (as in [5]).  
 
 
 
FIG. 2. Schematic of the physical system. An electron wave impinges on a double slit. Subsequently, a dephaser 
or decoherer disturbs the electron wave. The corresponding real phenomenon is plausibly caused by the back-
action of the image charge on the electron [10,14–18]  
Propagation of the electron wave is simulated using the path integral method [12,19], 
        /2 1/2
w
k k k kw
x dx x h x ,x 

    .                                                   (1) 
The state of the wave-function at each location x  at the double-slit plane has accumulated a phase 
attribution from the state of the wave function at each location x  according to the impulse response 
function  , 'k kh x x . Subsequently, the wave-function is modified by the dephaser or decoherer and 
finally propagated from the double-slit to the detection screen.  The impulse response function [20], 
   2 /i lkh x,x e T x   ,                                                                 (2) 
is given in terms of the transmission function  
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     i xT x e D x   ,                                                                  (3) 
where 2 2( )l x x z    is the propagation length, z  is either 1L or 2L , and / 2h mE   is the de 
Broglie wavelength of electron. The double-slit transmission function  D x  equals one at the slits, 
and zero elsewhere.  
To describe the dephaser, the random phase  x   is given by a sum of Gaussians, 
 
2
2
i
i
x x
i
i
x Ae 
      ,                                                                (4) 
where iA  are uniformly distributed random numbers ranging from 0 to 2. The Gaussian widths i  
are random numbers with a normal distribution. The mean value of i  is chosen at 4 nm, and its 
standard deviation at 1 nm for our numerical example. The set of coordinates of centers { }ix  are 
uniformly distributed random positions covering the double slit. Thus, to realize this dephaser, 500 
different Gaussian distributions are combined [13]. The spacing of the random Gaussians is much 
smaller than slit width (50 nm) and results in a probability distribution that is spread all over the 
detection screen.  
To describe the decoherer, the wave front is cut into N  independent overlapping Gaussians, 
 n x  , effectively reducing the tranverse coherence length, w , to the FWHM of the Gaussian, 
2 2 ln 2 i . The Gaussians are propagated separately to find the wave-functions  nf x  at the 
detection screen location. The density matrix before the decoherer is given by  
     *
1,
1,i n n
n N
x x x x
N
  

   ,                                                        (5) 
with 
      
2
02
nx x
i x
n x N x e e
 
       .                                                      (6) 
The normalization constant N  is the same for each Gaussian, ( )x  is the initial wavefront, and 0  is 
a constant width of 100 nm. Each Gaussian is shifted by 0nx nx , with 0 12.5x   nm. Additionally, 
the same smooth potential phase shift ( )i xe    described in Eqs. 3 and 4 is applied. The final density 
matrix is given by 
     *
1,
1,f n n
n N
x x f x f x
N


   .                                                      (7) 
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The von Neumann entropy is calculated from lni iS   , where i  are the eigenvalues of the 
density matrix. The initial entropy for the pure state is  0S  . The effect of the decoherer is to reduce 
the absolute value of the off-diagonal matrix elements in the density matrix. Consequently, for the 
dephaser the entropy remains the same, while for the decoherer the entropy increases (Fig. 3).  
 
 
 
FIG. 3. Entropy. Schematic representation of the decoherer and dephaser in the simulation. The blue vertical 
lines show the electron wave front after passage through the double-slit. The Gaussians represent a sample of 
four incoherent waves emerging from the decoherer. The blue curve is a sample of the smooth random potential 
added to the electron wave for both the dephaser and decoherer. The entropy before and after the 
dephaser/decoherer is indicated. 
The dependence of the von Neumann entropy on the transverse coherence length, w, after the 
decoherer, is determined, and compared to the Shannon entropy. To do this, the Gaussians widths and 
centers were varied, keeping their ratio fixed. A narrower width describes more decoherence and yields 
larger entropy and vice versa. A simpler decoherer model is added for comparison. In this model, the 
overlapping Gaussian functions are replaced with adjacent non-overlapping top-hat functions. The 
Shannon entropy, lni iS p p , for this simpler decoherer, can be calculated analytically, and 
compared to the computer simulated von Neumann entropy. Here, ip , is the probability to land within 
one top-hat function. When the two slits are covered with N top-hat functions, the probability for an 
electron to be found within one of the top-hats, is / 2ip w d . The corresponding Shannon entropy is 
 ln ln 2 /i iS p p d w  . The analytic Shannon entropy matches the simulated von Neumann 
entropy very well (Fig. 4). This agreement indicates that our decoherer behaves as expected. For the 
case of Gaussian distributions, the entropy matches that for the top-hat case very well when the widths, 
w, are smaller than a single slit. As the value of w is increased above the single slit width, but remains 
below the slit separation, the entropy remains relatively constant. When w starts to exceed the 
separation, the entropy reduces to zero, as expected for a fully coherent state. 
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FIG. 4. Transition of Entropy. The entropy change is indicated as a function of the transverse coherence length. 
The von Neumann entropy for the Gaussian model (green circles), and the top-hat model (red triangles) are 
compared to the Shannon entropy (blue line). The von Neumann entropy and Shannon entropy (blue line) match 
well for the top-hat model. The Gaussian model matches well for transverse coherence lengths smaller then a 
single-slit. When the transverse coherence length exceeds the slit separation, the entropy approaches zero as 
expected for a pure state.  
Now that we have introduced a dephaser and decoherer, we can proceed to test if a repetitive 
measurement of the probability distribution can be used to independently determine if a process is due 
to dephasing or decoherence. To do so, the diffraction pattern was calculated 500 times for both the 
dephaser and decoherer. Each realization used a different set of random numbers to generate a dephaser 
and decoherer. In Fig. 5, two realizations are shown. In the dephasing realizations 5(a) and 5(c), the 
peaks and valleys are more pronounced than in the decoherer realizations 5(b) and 5(d). This is 
consistent with earlier work using a Wigner function approach [21]. Panels (e) and (f) are averaged 
patterns over 500 realizations.   
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FIG. 5. Simulation realizations. (a) and (c) are two realizations with a dephaser and (b) and (d) are with 
decoherer. In (a), (b) and (c), (d), the same random number are used thus the influence of dephaser and decoherer 
will be more comparable. (e) and (f) are dephaser/decoherer averaged pattern over 500 realizations. The 
decoherer gives a similar probability distribution to dephaser but with blurred peaks. 
 
For each probability distribution, the correlation function is calculated. The second order intensity 
correlation function is defined as, 
   
       
2
1 2 1 2
1 1 2 2 1 1 2 2 .
* *
G x ,x ,x ,x
x x x x   
    
   
                                                        (8)  
from which it follows that      (2) 1 2 1 1 2 2G x ,x I x I x  . Where 1x  and 2x  are coordinates of 
probability distribution. Following Cheng’s derivation [20] 
 
   
       
1 2
2
1 2 1 2 1 2 1 2
1 1 1 2 2 2 1 1 1 2 2 2
(2)
* *
G x ,x
= dx dx dx dx G x ,x ,x ,x
×h x ,x h x ,x h x ,x h x ,x .
       
   
                                          (9) 
Applying the result from Goodman [22] 
* * * * * *
1 2 3 4 1 3 2 4 1 4 2 3u u u u u u u u u u u u  to Eq. 8, a relation between the second order and first order 
correlation function is obtained, 
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     
   
(2) (1) (1)
1 2 1 2 1 1 2 2
(1) (1)
1 2 2 1
, , , , ,
, , ,
G x x x x G x x G x x
G x x G x x
       
   
                                                 (10) 
where      (1) *,i j i jG x x x x  . Substitution of Eq. 10 into Eq. 9 yields  
   
        
        
        
        
   
     
2
1 2
1 *
1 1 1 1 1 1 1 1 1 1
1 *
2 2 2 2 2 2 2 2 2 2
1 *
1 2 1 2 1 1 1 2 2 2
1 *
2 1 2 1 2 2 2 1 1 1
1 1 2 2
1*
1 2 1 1, 1 2 2, 2
,
, , ,
, , ,
, , ,
x , x , ,
G x x
dx dx G x x h x x h x x
dx dx G x x h x x h x x
dx dx G x x h x x h x x
dx dx G h x x h x x
I x I x
dx dx h x x h x x G
     
     
     
     

   




  21 2 .x ,x 
                                                  (11) 
Therefore, the deviation of the second order correlation function is 
   
       
       
2
1 2
2
1 2 1 1 2 2
21*
1 2 1 1, 1 2 2, 2 1 2
,
,
, .
G x x
G x x I x I x
dx dx h x x h x x G x x

 
      
                                       (12)      
For z x x  the approximation  
2
x x
l z
z

   is made and applied to Eq. 2.  This leads to 
   
 
 
2
2
1 2, ,
k x x
iikz zh x x h x x e e T x

    ,                                                 (13) 
together with 
   (1) 1 2 0 1 2,G x x I x x     .                                                             (14) 
Up to this point, no distinction was made between the dephaser or decoherer. For the dephaser, 
substitution of Eq. 13 and 14 into Eq. 12, leads to the deviation,  
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   
       
   
2 2
2 1
2
1 2
21*
1 2 1 1, 1 2 2, 2 1 2
2
22
0 1 2
,
,
2 .
x x
ik
z
G x x
dx dx h x x h x x G x x
kI e T x x
z



     
    
                                           (15) 
The 2T is the Fourier transformation of 2T . We recall the expression of the transmission function 
(Eq. 3) and substitute in Eq. 15. The dephaser will be cancelled so that only the double-slit transmission 
function remains: 
     2 21 2 1 2k kT x x D x xz z
           
.                                                       (16) 
Thus, Eq. 15 can be rewritten as  
 
 
  
2 2
2 1
(2)
1 2
2
22
0 1 2
,
2 .
x x
ik
z
G x x
kI e D x x
z



    
                                                         (17) 
Using the normalized correlation function:  
   
        
        
2
1 2
2
1 2 1 1 2 2
1 1 2 2 1 1 2 2
,
, /
/ 1,
g x x
G x x I x I x
I x I x I x I x

 
 
                                                   (18) 
we come to a result that 
 
 
  
2 2
2 1
1 2
2
(2) 22
1 2 ,,
x x
ik
z
x xg x x e D k

  ,                                                           (19) 
where  
1 2, 1 2
/ .x xk k x x z  In the simulation symmetric coordinates are chosen in the x-axis, 
1 2x x x    and 0x   is chosen at the center of detection screen. The normalized second order 
correlation function [5] is thus  
          
2
2 2 2, 2 /g x x g x D kx z     .                                                   (20) 
This result states that the normalized correlation function is proportional to the Fourier 
transformation of the double-slit spatial pattern and thus the far field interference pattern. It reveals 
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that the diffraction pattern will be recovered if a dephaser is applied. However, for a decoherer, the 
far-field pattern is not recovered. For the decoherer, Eq. 15 is expressed as 
   
       
 
  
2 2
2 1
2
1 2
21*
1 2 1 1, 1 2 2, 2 1 2
2
22
0 1 2
,
,
2 ,
n
n
x x
ik
z
n
n
G x x
dx dx h x x h x x G x x
kI e T x x
z



     
    
 

                                        (21) 
where    1 ,n i jG x x   is the n -th wave’s correlation function. 
The deviation of the normalized correlation function of the far field intensity distribution for 500 
different phase realizations are averaged using Eq. 17 and compared to the Fourier transformation of 
the double-slit transmission function,   
2
2 2
2
sin sin4 sinc
sincos
d dI d
D
 
 
 

          
 
  
,                                                     (22) 
where d  is the width of slits, D  is the distance between the center of two slits and   is wavelength 
(30 pm). The angle   is related to detector position by 
2
2x
L
  , where x  is the distance to the center 
of the detection screen, and 2L  is the distance between detection screen and double-slit. The result is 
shown in Fig. 6.  
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FIG. 6. Double slit pattern recovery. A comparison is made between the deviation of second order correlation 
function and the corresponding far-field diffraction pattern (Eq. 22) of the double-slit. The orange solid curve 
is the far-field double slit diffraction pattern. In (a), the blue dashed curve is the correlation function averaged 
over 500 dephaser realizations, while in (b) the blue line is the same for 500 decoherer realizations. In (a), the 
deviation of second order correlation function recovers the diffraction pattern while in (b) this is not the case.  
The relationship between Fig.5 and 6 is that two example patterns of the 500 total simulations are 
shown for the dephaser in Fig. 5(a) and Fig. 5(c), which correspond to the correlation function in 6a. 
In the same way the decoherer patterns in Fig. 5(b) and Fig. 5(d), correspond to Fig. 6(b). The effect 
of applying the correlation function on the patterns that underwent dephasing (blue in Fig 6(a)) is in 
agreement with the theoretical double slit diffraction pattern (orange) which confirms Eq. 17. This 
phenomenon has been observed in the optical regime [5] and we have now shown that it is possible to 
be observed in the matter-wave regime. In Fig. 6(b) the correlation function for the decoherer shows 
the absence of a double-slit pattern.   
In summary, the increase of entropy (Fig. 3) is one-to-one related to the absence of a double-slit 
diffraction pattern in the correlation function (Fig. 6), and such an absence identifies the presence of a 
time-irreversible process. This finding regarding the change in entropy matches Zurek’s description of 
decoherence very well. Zurek [23] explains that “Observers can be ignorant of phases for reasons that 
do not lead to an imprint of the state of the system on the environment. …Transfer of information about 
a decohering system to the environment is essential, and plays a key role in the interpretation.” That 
is to say, if information is transferred by decoherence to the environment, then the information entropy 
will increase. “Hence, in the case of dephasing …, information about the cause obtained …afterwards, 
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suffices to undo the effect.”  In our example, the effect of the dephasing (the scrambling of the 
diffraction image) is undone by the correlation method presented here. “Decoherence relies on 
entangling interactions… Thus neither prior nor posterior knowledge of the state of the environment 
is enough.” Indeed, for our example, the correlation method does not recover the diffraction image for 
the case of decoherence. 
It is not clear at this point how general the correlation function processing method is. When the 
dephaser only acts at the location of one slit, and the dephaser is turned off at the location of the other 
slit, the double-slit pattern is not recovered in the correlation function. This is an example where the 
method fails. A more detailed study is required to identify both analytically and numerically what the 
validity range of the correlation method is. In this context the interesting approach of Stibor [24–26] 
to remove dephasing is relevant. In their method correlation in space and time is used and 
experimentally shown to remove dephasing for externally applied fields. It is different from the present 
method in that a specific form of the dephasing fields is assumed, that is uses time explicitly, and that 
it does not evaluate decoherence.  
All our numerical tests indicate that our method works when the dephaser and decoherer pervade 
the entire wavefunction, with spatial fluctuations one order of magnitude (or more) smaller than the 
single slit width. This is the scenario discussed in multiple theoretical models [14,16,17,27,28] and 
experiments [10,13,18]. An additional experimental requirement is that multiple probabilities 
distributions have to be recorded, each corresponding to different phase realizations. This can be done 
as a function of the position of the decohering or dephasing object. For example, the lateral position 
of the surface in Fig. 2 could be varied. For a position dependent dephaser, it is expected that the 
diffraction pattern will be recovered, while for a decoherer (as for example based on image charge) the 
lateral position does not affect the diffraction image and the diffraction pattern will not be recovered. 
The correlation method is not expected to work in all cases. For example, if the surface acts as a 
homogeneous decoherer, there may be no position dependence. If the time dependence of the 
interaction between the electron and the surface is on the order of the electron-electron interaction time 
( 10 fs) then a repetitive time-averaged accumulation of the probability distribution will yield 
identical results. In this case techniques exists that are developed for ultrafast electron diffraction and 
microscopy [29,30] where this time domain in now being reached [31]. 
In conclusion, an alternative to holography or tomography is offered to distinguish dephasing from 
decoherence and thus identify time reversible from time irreversible processes. This technique of using 
repetitive correlation measurements to distinguish between dephasing and decoherence is discussed in 
the context of electron matter optics, should be applicable to optics, and can lead to new experiments 
in both fields.  
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