The SIFT (Scale Invariant Feature Transform) 
Introduction
Object recognition is important to visual information, and object recognition in cluttered realworld scenes is currently one of the most active research topics in computer vision. It requires local image features that are unaffected by nearby clutter or partial occlusion [1] . Some literatures of computer vision field in recent years have confirmed that SIFT descriptor has a very wide range of applications, especially for object recognition is very effective. So, the research of SIFT descriptors and improved SIFT descriptors are important.
In computer vision, Scale-invariant feature transform (SIFT) is an algorithm to detect and describe local images features. The SIFT approach was proposed by David Lowe in 1999 [1] , made development and perfection in 2004 [2] . In recent years, it has been the some development and improvement.
Mikolajczyk had an experience done on the performance evaluation of different local descriptors. The evaluations gave suggests strongly that SIFTbased descriptors, which are region-based, are the most robust and distinctive, and are therefore best suited for feature matching an object are enough to compute its location and pose. Recognition can be performed in close-to-real time, at least for small databases and on modern computer hardware [3] .
In general, SIFT descriptors are of properties : 1)SIFT features are local feature and are good invariant to image translation , rotation , scale reduction and amplification, brightness changes, occlusion and noise, and are stable to visual changes and affine transformation to a certain extent. 2) SIFT features are of high distinctiveness and abundant information, and practice fast and exact matching allow for correct object recognition with low probability of mismatch and are easy to match in the large feature database. 3) SIFT features are of magnanimity, even though a few features may produce a lot of SIFT feature vectors.4)Velocity is relatively fast and optimized SIFT matching algorithm may meet need to realtime.5) Extensibility is strong and may combine conveniently with other form feature vectors.
However, the high dimensionality of the descriptor is a drawback of SIFT at the matching step. In 2004, although the SIFT was improved by Lowe, but it results in lower accuracy. In recent years, for this situation, the researchers conducted some study and gave some improvements for SIFT descriptors.
In this paper, we will survey the recent work done to development and improvement of SIFT features. Included in the discussion are the principle of SIFT algorithm (Section 2), development and improvement of SIFT descriptors (Section 3), and future development and development trends(Section 4).
There are four major stages about calculation of SIFT descriptors [2] . The major stages of computation are divided into four major stages: scale-space extrema detection, keypoint localization, orientation assignment, and keypoint descriptor. These stages are used to produce the set of image features. Every stage of the process of the detailed calculations are as follows.
Scale-Space Extrema Detection
The first stage of calculation is to search over all scales and image locations. It uses a Difference-ofGaussian function to identify potential interest points. This stage attempts to identify those locations and scales that are identifiable from different views of the same object. This can be efficiently achieved by using a scale space function. Further it has been shown under reasonable assumptions it must be based on the Gaussian function. The scale space is defined by the function as follows: 
To detect the local maxima and minima of ( , , ) D x y σ , each point is compared with its 8 neighbors at the same scale, and its 9 neighbors up and down one scale. If this value is the minimum or maximum of all these points then this point is an extrema.
Keypoint Localistaion
At each candidate location, a detailed model is fit to determine location and scale. Keypoints are selected based on measures of their stability. This stage attempts to eliminate more points from the list of keypoints by finding those that have low contrast or are poorly localised on an edge. This may be achieved by calculating the Laplacian, value for each keypoint found in stage one. The location of extremum, Z , is given by:
If the function value at Z is below a threshold value then this point is excluded. This removes extrema with low contrast. To eliminate extrema based on poor localisation it is noted that in these cases there is a large principle curvature across the edge but a small curvature in the perpendicular direction in the difference of Gaussian function. If this difference is below the ratio of largest to smallest eigenvector, from the 2×2 Hessian matrix at the location and scale of the keypoint, the keypoint is rejected.
3 Orientation Assignment
One or more orientations are assigned to each keypoint location based on local image gradient directions. All future operations are performed on image data that has been transformed relative to the assigned orientation, scale, and location for each feature, thereby providing invariance to these transformations.
This step aims to assign a consistent orientation to the keypoints based on local image properties. The keypoint descriptor can then be represented relative to this orientation, achieving invariance to rotation. The approach taken to find an orientation is: 1) Use the keypoints scale to select the Gaussian smoothed image L, from above
Research Progress of the Scale Invariant Feature Transform (SIFT) Descriptors Yuehua Tao, Youming Xia, Tianwei Xu, Xiaoxiao Chi 4 ） Form an orientation histogram from gradient orientations of sample points 5）Locate the highest peak in the histogram. Use this peak and any other local peak within 80% of the height of this peak to create a keypoint with that orientation 6） Some points will be assigned multiple orientations 7）Fit a parabola to the 3 histogram values closest to each peak to interpolate the peaks position
Keypoint Descriptor
The local image gradients are measured at the selected scale in the region around each keypoint. These are transformed into a representation that allows for significant levels of local shape distortion and change in illumination.
The local gradient data, used above, is also used to create keypoint descriptors. The gradient information is rotated to line up with the orientation of the keypoint and then weighted by a Gaussian with variance of 1.5 * keypoint scale. This data is then used to create a set of histograms over a window centred on the keypoint.
Keypoint descriptors typically uses a set of 16 histograms, aligned in a 4×4 grid, each with 8 orientation bins, one for each of the main compass directions and one for each of the mid-points of these directions. This results in a feature vector containing 128 elements.
Development and Improvement of SIFT
Since 1999 David Lowe has proposed SIFT descriptors, SIFT descriptors have some development and improvement, and several variants and extensions of SIFT have been proposed. SIFT descriptors are computed on circular region. SIFT descriptors are multi-image representations of an image neighborhood. They are Gaussian derivatives computed at 8 orientation planes over a 4 4 × grid of spatial locations, giving a 128-dimension vector. There are two development and improvement direction of SIFT descriptors: grey SIFT descriptor and color SIFT descriptor.
In order to increase SIFT's some power, the improvement skills are to use different histogram and different region shape for the standard SIFT, and use dimension reduction methods to reduce dimension of the standard SIFT, in recent literature. To increase illumination invariance and discriminative power, color descriptors have been proposed [4, 5, 6, 7, 8, 9] , Koen E. A. van de Sande [10] studied the invariance properties and the distinctiveness of color descriptors in a structured way. Yan Ke et al. [11] didn't use SIFT's smoothed weighted histograms, they apply Principal Components Analysis (PCA) to the normalized gradient patch.
Development and Improvement of gray SIFT
The grey SIFT is divided into gray SIFT sparse descriptors and gray SIFT dense descriptors, such as standard SIFT, PCA-SIFT and RIFT.
The SIFT (denoted as standard SIFT) descriptor proposed by Lowe [1] describes the local shape of a region using edge orientation histograms, however, the high dimensionality of the descriptor is a drawback of SIFT at the matching step. In order to speed up the matching step, SIFT was improved by Lowe in 2004 [2] , but this results in lower accuracy. SIFT is gray SIFT descriptor. The gradient of an image is shiftinvariant: taking the derivative cancels out offsets. Under light intensity changes, i.e. a scaling of the intensity channel, the gradient direction and the relative gradient magnitude remain the same.
The grey descriptors have been applied [12, 13, 14, 15] . Nowadays, many modifications and improvements of grey descriptor exist, such as, PCA-SIFT [11] , GLOH [17] , fast approximate SIFT [18] , and SURF [19] . These region-based descriptors have achieved a high degree of invariance to overall illumination conditions for planar surfaces.
Standard SIFT descriptor is grey SIFT dense descriptors. These descriptors are computed at points on a regular grid with spacing M pixels, here M = 5, 10 and 15. At each grid point SIFT descriptors are computed over circular by n SIFT descriptors (where n is the number of circular supports), each is 128-dim. Multiple descriptors are computed to allow for scale variation between images. The patches with radii 8,12 and 16 overlap.
Yan Ke et al. [11] apply Principal Components Analysis (PCA) to the normalized gradient patch in 2004. The algorithm for local descriptors are termed PCA-SIFT, and accepts the same input as the standard SIFT descriptor: the sub-pixel location, scale, and dominant orientations of the keypoint. They extract a 41×41 patch at the given scale, centered over the keypoint, and rotated to align its dominant orientation to a canonical direction. PCA-SIFT can be summarized in the following steps: 1) pre-compute an eigenspace to express the gradient images of local patches; 2) given a Journal of Convergence Information Technology Volume 5, Number 1, February 2010 patch, compute its local image gradient; 3) project the gradient image vector using the eigenspace to a compact feature vector. This feature vector is significantly than the standard SIFT feature vector, and can be used with the same matching algorithms. They used Euclidean distance between two feature vectors to determine whether the two vectors correspond to the same keypoint in different images. In Grey SIFT sparse descriptors, affine co-variant regions are computed for each grey scale image, constructed by elliptical shape adaptation about an interest point [1] . These regions are represented by ellipses. Each ellipse is mapped to a circle by appropriate scaling along its principal axis and a 128-dim SIFT descriptor computed. This is the method used by [12, 13, 14, 15] . In [12] , G. Csurka et al. gave reasons for using SIFT to carry on generic visual categorization, experiments results clearly show that the method is robust to background clutter and produces good categorization accuracy even without exploiting geometric information. In [13] , Toon Goedem´e et al. use the combination of two different kinds features, namely a rotation reduced and color enhanced form of Lowe's SIFT features , and the invariant column segments they developed [16] .
In 2003, to obtain a complementary representation of local appearance of normalized patches, Svetlana Lazebnik et al. have developed an additional rotationinvariant descriptor that generalizes Lowe's SIFT, that is RIFT(Rotation-Invariant Feature Transform) descriptors [14] . They proposed also another rotationinvariant descriptors: intensity-domain spin images, inspired by the method for matching range data developed by Johnson and Hebert Their Experiments prove that combining the two descriptors in a unified recognition framework generally produces better results than using either one in isolation in the image retrieval.
In 2004, K. Mikolajczyk and C. Schmid [15] proposed a novel method for detecting interest points invariant to scale and affine transformations. Their scale invariant detector computes a multi-scale representation for the Harris interest point detector and then selects points at which a local measure (the Laplacian) is maximal over scales. They extend the scale invariant detector to affine invariance by estimating the affine shape of a point neighborhood. The experiment shows that their approach can get better results than existing methods.
In2003, K. Mikolajczyk and C. Schmid proposed Gradient location-orientation histogram (GLOH) [17 ] . It is an extension of the SIFT descriptor designed to increase its robustness and distinctiveness. GLOH changes SIFTs location grid and uses PCA to reduce the dimension of SIFT. The primary focus of these extensions is to gain improved performance. They compute the SIFT descriptor for a log-polar location grid with three bins in radial direction (the radius set to 6, 11, and 15) and 8 in angular direction, which results in 17 location bins. The central bin is not divided in angular directions. The gradient orientations are quantized in 16 bins. This gives a 272 bin histogram. The size of this descriptor is reduced with PCA. The covariance matrix for PCA is estimated on 47,000 image patches collected from various images. The 128 largest eigenvectors are used for description. GLOH was proved to be even more distinctive with the same number of dimensions. However, GLOH is computationally more expensive.
Michael Grabner et al. proposed a considerably faster approximation of the well known SIFT method in 2006 [18] , it can speed-up the SIFT computation by at least a factor of eight compared to the binaries provided by Lowe. The descriptor which is based on orientation histograms, is accelerated by the use of an integral orientation histogram. The experimental evaluations show that the loss in matching performance is negligible.
Herbert Bay et al. [19] present a novel scaleinvariant and rotation-invariant interest point detector and descriptor, named SURF (Speeded Up Robust Features). The descriptor describes a distribution of Haar-wavelet responses within the interest point neighbourhood. They exploit integral images for speed. Only 64 dimensions are used, experimental results show SURF's strong performance on a standard evaluation set and imagery obtained in the context of a real-life object recognition application.
Se et al. implemented SIFT on a Field Programmable Gate Array (FPGA) and improved its speed by an order of magnitude [20] 
Development and Improvement of Color SIFT
To increase illumination invariance and discriminative power, color descriptors have been proposed, such as HSV-SIFT, HueSIFT, opponent SIFT, WSIFT, rgSIFT and transformed Color SIFT. For color SIFT descriptors, descriptors are computed for each HSV component or RGB histogram. This gives a 128×3 dimension SIFT descriptor for each point. It captures the color gradients (or edges) of the image.
Bosch et al. [4] compute SIFT descriptors over all three channels of the HSV color model, instead of over the intensity channel only, these descriptors are called HSV-SIFT descriptors. This gives 3×128 dimensions per descriptor, 128 per channel. Drawback of this approach is that the instability of the hue for low saturation is ignored.
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In the HSV color space, it is known that the hue becomes unstable around the grey axis. Van de Weijer et al. [6] apply an error analysis to the hue. The analysis shows that the certainty of the hue is inversely proportional to the saturation. Therefore, the hue histogram is made more robust by weighing each sample of the hue by its saturation. The H and the S color models are scale-invariant and shift-invariant with respect to light intensity. Van de Weijer et al. introduce a concatenation of the hue histogram with the SIFT descriptor, these descriptors are called HueSIFT descriptors.
The RGB histogram is a combination of three one dimension histograms based on the R, G and B channels of the RGB color space. This histogram possesses no invariance properties.
For opponent histogram, the opponent histogram is a combination of three 1-D histograms based on the channels of the opponent color space:
The intensity is represented in channel O 3 and the color information is in channels O 1 and O 2 . Due to the subtraction in O 1 and O 2 , the offsets will cancel out if they are equal for all channels (e.g. a white light source). Therefore, these color models are shiftinvariant with respect to light intensity. The intensity channel O 3 For opponentSIFT describes, all the channels in the opponent color space (eq. (7)) using SIFT descriptors. The information in the O has no invariance properties. The histogram intervals for the opponent color space have ranges different from the RGB model. 3 However, these other channels do contain some intensity information: hence they are not invariant to changes in light intensity. channel is equal to the intensity information, while the other channels describe the color information in the image.
In the opponent color space (eq. (7)), the O 1 and O 2 For rghistogram, in the normalized RGB color model, the chromacity components r and g describe the color information in the image (b is redundant as r + g + b = 1): channels still contain some intensity information. To add invariance to intensity changes, J. M. Geusebroek et al. [5] proposes the W invariant which eliminates the intensity information from these channels , this descriptor is called W-SIFT descriptor.
Because of the normalization, r and g are scaleinvariant and thereby invariant to light intensity changes.
For the rgSIFT descriptor, descriptors are added for the r and g chromaticity components of the normalized RGB color model from eq. (8), which is already scaleinvariant.
An RGB histogram is not invariant to changes in lighting conditions. However, by normalizing the pixel value distributions, scale-invariance and shiftinvariance is achieved with respect to light intensity. Because each channel is normalized independently, the descriptor is also normalized against changes in light color and arbitrary offsets: For the transformed color SIFT, the same normalization is applied to the RGB channels as for the transformed color histogram (eq. (9)), this descriptor is called transformed color SIFT. For every normalized channel, the SIFT descriptor is computed.
Conclusions
The Scale Invariant Feature Transform (SIFT) features are local and based on the appearance of the object at particular interest points, are invariant to image scale and rotation. They are also robust to changes in illumination, noise, and minor changes in viewpoint. SIFT descriptor has a very wide range of applications, especially for object recognition is very effective. However, the high dimensionality of the descriptor is a drawback of SIFT at the matching step. In 2004, the SIFT that was improved by Lowe .But it results in lower accuracy.
In order to increase SIFT's some power and accelerate the matching speed, the improvement skills are to use different histogram, different region shape, add HSV component and use RGB histogram for the standard SIFT, and use dimension reduction methods
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