Dyadic data, where outcomes reflecting pairwise interaction among sampled units are of primary interest, arise frequently in social science research. Regression analyses with such data feature prominently in many research literatures (e.g., gravity models of trade). The dependence structure associated with dyadic data raises special estimation and, especially, inference issues. This chapter reviews currently available methods for (parametric) dyadic regression analysis and presents guidelines for empirical researchers.
Let Y ij equal total exports from country i to country j as in Tinbergen (1962) ; here i and j are two of N independent random draws from a common population. Let W i be a vector of country attributes and R ij = r (W i , W j ) a vector of constructed dyad-specific attributes; R ij typically includes the logarithm of both exporter and importer gross domestic product (GDP), the physical distance between i and j, as well as other variables (e.g., indicators for sharing a land border or belonging to a common customs union). The analyst, seeking to relate Y ij and R ij , posits the relationship
with A i , B i and V ij mean one random variables and {(V ij , V ji )} 1≤i≤N −1,j>i independent of
and independently and identically distributed across the sequences correspond, respectively, to (unobserved) exporter and importer heterogeneity terms. These terms are sometimes referred to as "multilaterial resistance" terms by empirical trade economists. For example, a high A i might reflect an unmodeled export orientation of an economy or an undervalued currency. Similarly, a high B i might capture unmodeled tastes for consumption. Head & Mayer (2014) survey the gravity model of trade, including its theoretical foundations.
Conditional on the exporter and importer effects we have
If, additionally, E (A i , B i ) ′ W i = (1, 1) ′ , such that W i does not covary with the exporter and importer "multilaterial resistance" terms 2 , then unconditional on A i and B j we have the
Interpret (2) as follows: draw countries i and j independently at random and record their values of W i and W j . Given this information set what is the mean square error (MSE) minimizing predictor of Y ij ? Equation (2) gives a parametric form for this prediction/regression function. This chapter surveys methods of estimation of, and inference on, θ 0 . Santos Silva & Tenreyro (2006) recommended estimating θ 0 by maximizing a Poisson pseudo log-likelihood with a conditional mean function given by (2) (cf. Gourieroux et al., 1984) . For inference they constructed standard errors using the sandwich formula of Huber (1967) ; implicitly assuming that the {Y ij } 1≤i,j≤N,i =j are conditionally independent of one another given W = (W 1 , . . . , W N ) ′ . In practice this conditional independence assumption, although routinely made in the empirical trade literature (e.g., Rose, 2004; Baldwin & Taglioni, 2007) , is very unlikely to hold. Exports from, say, Japan to Korea likely covary with those from Japan to the United States. This follows because A i -the Japan exporter effect -drives Japanese exports to both Korea and the United States. It is also possible that exports from Japan to Korea may covary with those from Korea to Thailand; perhaps because A j and B j -the Korean exporter and importer effects -covary (as would be true if there exist common unobserved drivers of Korean exporting and importing behavior).
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Loosely following Fafchamps & Gubert (2007) I call the above patterns of dependence "dyadic dependence" or "dyadic clustering". Consider two pairs of dyads, say {i 1 , i 2 } and {j 1 , j 2 }, if these dyads share an agent in common -for example i 1 = j 1 -then Y i 1 i 2 and Y j 1 j 2 will covary. Failing to account for dependence of this type will, typically, result in standard errors which are too small and consequently more Type I errors in inference than is desired (e.g., Cameron & Miller, 2014; Aronow et al., 2017) .
In this chapter I describe how to estimate and conduct inference on θ 0 in a way that appropriately accounts for dependence across dyads sharing a unit in common. Section 1 outlines the population and sampling framework. Section 2 introduces a composite maximum likelihood estimator. Section 3 develops the asymptotic properties of this estimator and discusses variance estimation. Sections 4 presents a small empirical illustration.
Dyadic data, where outcomes reflecting pairwise interaction among sampled units are of primary interest, arise frequently in social science research. Such data play central roles in contemporary empirical trade and international relations research (see, respectively, Tinbergen (1962) and Oneal & Russett (1999) ). They also feature in work on international financial flows (Portes & Rey, 2005) , development economics (Fafchamps & Gubert, 2007) , and anthropology (Apicella et al., 2012) among other fields. Despite their prominence in empirical work, the properties of extant methods of estimation and inference for dyadic regression models are not fully understood. Only recently have researchers begun to formally study these methods (e.g., Aronow et al., 2017; Menzel, 2017; Tabord-Meehan, 2018; Davezies et al., 2019) . Some of the results presented in this chapter are novel, others, while having antecedents going back decades, are not widely known among empirical researchers.
Section 5 ends the chapter with a discussion of further reading (including historically impor-tant references).
Population and sampling framework
Let i ∈ N index agents in some (infinite) population of interest. In what follows I will refer to agents as, equivalently, nodes, vertices, units and/or individuals. Let W i ∈ W = {w 1 , . . . , w L } be an observable attribute which partitions this population into L = |W| subpopulations or "types"; N (w) = {i : W i = w} equals the index set associated with the subpopulation where W i = w. While L may be very large, the size of each subpopulation is assumed infinite. In practice W will typically enumerate different combinations of distinct agent-specific attributes (e.g., W i = w 1 may correspond to former British colonies in the tropics with per capita GDP below $3,000). Heuristically we can think of W as consisting of the support points of an multinomial approximation to a (possibly continuous) underlying covariate space as in Chamberlain (1987) . 
Data generating process (DGP) (5) has a number of useful features. First, any pair of outcomes, Y i 1 i 2 and Y j 1 j 2 , sharing at least one index in common are dependent. This holds true even conditional on their types
exactly one index in common, say i 1 = j 2 , then they are independent if U i 1 = U j 2 , U i 2 and U j 1 are additionally conditioned on. Third, if they share both indices in common, as in i 1 = j 2 and i 2 = j 1 , then there may be dependence even conditional on U i 1 = U j 2 and U i 2 = U j 1 due to the within-dyad dependence across V i 1 i 2 and V i 2 i 1 . These patterns of structured dependence and conditional independence will be exploited below to derive the limit distribution of parametric dyadic regression coefficient estimates. Shalizi (2016) helpful calls models like (5) conditionally independent dyad (CID) models (see also Chandrasekhar (2015)).
Crane & Towsner (2018), extending Aldous (1981) and Hoover (1979) , show that, for any random array [Y ij ] i,j∈N satisfying (4), there exists another array Y * ij i,j∈N
, generated
Rule (5) can therefore be regarded as a nonparametric data generating process for
. Equation (6) implies that we may proceed 'as if' our W -exchangeable network was generated according to (5). In the spirit of Diaconis & Janson (2008) and Bickel & Chen (2009) and others, callh :
Here α is an unidentiable mixing parameter, analogous to the one appearing in de Finetti's (1931) classic representation result for exchangeable binary sequences. Since I will focus on inference which is conditional on the empirical distribution of the data, α can be safely ignored and I will write Bickel & Chen, 2009; Menzel, 2017) . The Crane & Towsner (2018) representation result implies that a very particular type of dependence structure is associated with W -exchangeability. Namely, as discussed earlier, Y i 1 i 2 and Y j 1 j 2 are (conditionally) independent when {i 1 , i 2 } and {j 1 , j 2 } share no indices in common and dependent when they do. This type of dependence structure, which is very much analogous to that which arises in the theory U-Statistics, is tractable and allows for the formulation of Laws of Large Numbers and Central Limit Theorems. The next few sections will show how to use this insight to develop asymptotic distribution theory for dyadic regression.
Sampling assumption 
be the subgraph indexed by V. We assume that the observed network corresponds to the one induced by a random sample of agents from the larger (infinite) graph. The sampling distribution of any statistic of G N is induced by this (perhaps hypothetical) random sampling of agents from G ∞ .
If G ∞ is relatively exchangeable, then G N will we be as well. We can thus proceed 'as if'
In what follows we assume that we observe W i for each sampled agent, and for each pair of sampled agents, we observe both Y ij and Y ji . The presentation here rules out self loops (i.e.,Y ii ≡ 0), however incorporating them is natural in some empirical settings and what follows can be adapted to handle them. Similarly the extension to undirected outcomes, where Y ij = Y ji , is straightforward.
Composite likelihood
Let f Y 12 |W 1 ,W 2 (Y 12 | W 1 , W 2 ; θ) be a parametric family for the conditional density of Y 12 given W 1 and W 2 . This family is chosen by the researcher. Let l 12 (θ) denote the corresponding log-likelihood. As an example to help fix ideas, return to the variant of the gravity model of trade introduced in the introduction. Following Santos Silva & Tenreyro (2006) we set
which equals (up to a term not varying with θ) the log likelihood of a Poisson random variable Y 12 with mean exp (R ′ 12 θ), and chooseθ to maximize
The maximizer of (7) coincides with a maximum likelihood estimate based upon the assumption that [Y ij ] 1≤i,j≤N,i =j are independent Poisson random variables conditional on
In practice, trade flows are unlikely to be well-described by a Poisson distribution and independence of the summands in (7) is even less likely. As discussed earlier any two summands in (7) will be dependent if they share an index in common. The likelihood contribution associated with exports from Vanuatu to Fiji is not independent of that associated with exports from Fiji to Bangladesh. Dependencies of this type mean that proceeding 'as if' (7) is a correctly specified log-likelihood (or even an M-estimation criterion function) will lead to incorrect inference.
If there exists some
) is the true density, then (5) corresponds to what is called a composite likelihood (e.g., Lindsey, 1988; Cox & Reid, 2004; Bellio & Varin, 2005) . Because it does not correctly reflect the dependence structure across dyads, (5) is not a correctly specified log-likelihood function in the usual sense. If, however, the marginal density of Y ij | W i , W j is correctly specified, thenθ will generally be consistent for θ 0 . That is we may have that
for some θ 0 ∈ Θ (i.e., the marginal likelihood is correctly specified), but it is not the case
due to dependence across dyads sharing agents in common (i.e., the joint likelihood is not correctly specified). A composite log-likelihood is constructed by summing together a collection of component log-likelihoods; each such component is a log-likelihood for a portion of the sample (in this case a single directed dyad) but, because the joint dependence structure may not be modeled appropriately, the summation of all these components may not be the correct log likelihood for the sample as a whole.
If the marginal likelihood is itself misspecified, then (5) corresponds to what might be called a pseudo-composite-log-likelihood; "pseudo" in the sense of Gourieroux et al. (1984) and "composite" in the sense of Lindsey (1988) . In what follows I outline how to conduct inference on the probability limit ofθ (denoted by θ 0 in all cases); the interpretation of this limit will, of course, depend on whether the pairwise likelihood is misspecified or not. In the context of the Santos Silva & Tenreyro (2006) gravity model example, if the true conditional mean equals exp R ′ ij θ 0 for some θ 0 ∈ Θ, thenθ will be consistent for it (under regularity conditions). The key challenge is to characterize this estimate's sampling precision.
Limit distribution
To characterize the limit properties ofθ begin with a mean value expansion of the first order condition associated with the maximizer of (7). This yields, after some re-arrangement,
withθ a mean value betweenθ and θ 0 which may vary from row to row, the + superscript denoting a Moore-Penrose inverse, and a "score" vector of
with
In what follows I will just assume that H N θ p → Γ 0 , with Γ 0 invertible (see Graham (2017) for a formal argument in a related setting and Eagleson & Weber (1978) and Davezies et al. (2019) for more general results).
If the Hessian matrix converges in probability to Γ 0 , as assumed, then
so that the asymptotic sampling properties of √ N θ − θ 0 will be driven by the behavior of √ N S N (θ 0 ). As pointed out by Fafchamps & Gubert (2007) and others, (8) is not a sum of independent random variables, hence a basic central limit theorem (CLT) cannot be (directly) applied.
My analysis of √ NS N (θ 0 ) borrows from the theory of U-Statistics (e.g., Ferguson, 2005; van der Vaart, 2000) . To make these connections clear it is convenient to re-write S N (θ 0 ) as
where U N equals the projection of
and V N = S N − U N is the corresponding projection error:
Observe that U N and V N are uncorrelated by construction. Furthermore U N is a U-statistic, albeit defined -partially -in terms of the latent variable U i . Although we can not numerically evaluate U N , we can characterize is sampling properties as N → ∞. In order to do so we further decompose U N into a Hájek projection and a second remainder term:
where, definings 
The limit distribution of √ N θ − θ 0 depends on the joint behavior of U 1N , U 2N and V N as N → ∞. A similar type of double projection argument was utilized by Graham (2017) to characterize the limit distribution of the Tetrad Logit estimator. 4 The analyses of Menzel (2017) and Graham et al. (2019) both utilize a similar decomposition.
Variance calculation
In this section I first derive the sampling variance of √ N θ − θ 0 and then provide an interpretation of it. I begin by calculating the variance of S N :
when the dyads {i 1 , i 2 } and {j 1 , j 2 } share q = 0, 1, 2 indices in common. A Hoeffding (1948) variance decomposition gives
Direct calculation yields (see Appendix A)
= Ω 12,13 + 2Ω 12,31 + Ω 21,31 4
Similarly we have
= Ω 12,12 + Ω 12,21 2
and, in an abuse of notation, letting Σ 3
where
From (11), (12) and (13) we have, collecting terms, a variance of S N equal to To understand (14) note that there are exactly N 2
pairs of dyads sharing one agent in common. Consequently, applying the variance operator to S N yields a total of N (N − 1) (N − 2) non-zero covariance terms across the N 2 summands in S N . It is these covariance terms which account for the leading term in (14). The second and third terms in (14) arise from the N 2 variances of the summands in S N . Indeed, it is helpful to note that
Although it may be that Σ 2 + Σ 3 ≥ Σ 1 (in a positive definite sense), the larger number of non-zero covariance terms generated by applying the variance operator to S N contributes more to its variability, than the smaller number of own variance terms. Inspecting (14) it is clear that the multiplying by √ N stabilizes the variance such that
If a researcher uses standard software, for example a Poisson regression program, to maximize the composite log-likelihood (7) and then chooses to report robust Huber (1967) type standard errors, this corresponds to assuming that Ω 12,13 = Ω 12,31 = Ω 21,31 = Ω 12,21 =∆ 12,21 = 0.
This approach would ignore the dominant variance term and part of the higher order term as well. If, instead, the researcher clustered her standard errors on dyads, as in, for example, Santos Silva & Tenreyro (2010) , then this corresponds to assuming that Ω 12,13 = Ω 12,31 = Ω 21,31 = 0 but allowing Ω 12,21 and/or∆ 12,21 to differ from zero. This approach would still erroneously ignore the dominant variance term. In both cases reported confidence intervals are likely to undercover the true parameter; perhaps by a substantial margin. This is shown, by example, via Monte Carlo simulation below.
Variance estimation
Graham (TBD) provides a comprehensive discussion of variance estimation for dyadic regression. One approach to variance estimation he reviews shows that Σ 1 can be estimated by the analog covariance estimatê
where the summation is over all triads in the sampled network. Each triad can itself be partitioned into three different pairs of dyads, each sharing an agent in common. It turns out, as inspection of (15) suggests, it is easiest to estimate the sum of Σ 2 and Σ 3 jointly by
The Jacobian matrix, Γ 0 , may be estimated by −H N θ , which is typically available as a by-product of estimation in most commercial software. Putting things together gives a variance estimate of
Graham (TBD) shows that (16) is numerically equivalent, up to a finite sample correction, to the variance estimator proposed by Fafchamps & Gubert (2007) . This variance estimator includes estimates of asymptotically negligible terms. Although these terms are negligible when the sample is large enough, in practice they may be sizable in real world settings.
Limit distribution
The variance calculations outlined above imply that
Since U 1N is the sum of i.i.d. random variables a CLT gives
The variance expression, equation (14), indicates that inference based upon the limit distribution (17) would ignore higher order variance terms included in (16). In practice, as has been shown in other contexts, an approach to inference which incorporates estimates of these higher order variance terms may result in inference with better size properties (e.g., Graham et al., 2014; Cattaneo et al., 2014; Graham et al., 2019) . In practice I suggest using the normal reference distribution, but with a variance estimated by (16), which includes asymptotically negligible terms which may nevertheless be large in real world samples.
Empirical illustration
This section provides an example of a dyadic regression analysis using the dataset constructed by João Santos Silva and Silvana Tenreyro (2006) in their widely-cited paper "The Log of Gravity". This dataset, which as of the Fall of 2019 was available for download at http://personal.lse.ac.uk/tenreyro/LGW.html, includes information on N = 136 countries, corresponding to 18,360 directed trading relationships. Here I present a simple specification which includes only the log of exporter and importer GDP, respectively lyex and lyim, as well as the log distance (ldist) between the two trading countries. Maximizing (7) yields a fitted regression function of
Standard errors which cluster on dyads, but ignore dependence across dyads sharing a single agent in common, are reported in parentheses below the coefficient estimates. Specifically these standard errors coincide with square roots of the diagonal elements of
The coefficient estimates and reported standard errors are unremarkable in the context of the empirical trade literature. I refer the reader to Santos Silva & Tenreyro (2006) or Head & Mayer (2014) for additional context.
If, instead, the Fafchamps & Gubert (2007) dyadic robust variance-covariance estimator (18)). In the "dyadic clustered" column standard errors which account for dependence across pairs of dyads sharing an agent in common are used (see equation (16)).
is used to construct standard errors (see (16) earlier), I get Standard errors which account for dependence across dyads sharing an agent in common are approximately twice those which ignore such dependence.
Monte Carlo experiment
Next I report on a small Monte Carlo experiment to illustrate the properties of inference methods based on the different variance-covariance estimates described above. I set N = 200
and generate outcome data for all N (N − 1) ordered pairs of agents according to the outcome model:
Here A i , for i = 1, ..., N, is a sequence of i.i.d. log normal random variables, each with mean 1 and scale parameter σ A ; U ij for i = 1, ..., n with n = N(N − 1) is also sequence of i.i.d. log normal random variables, each with mean 1 and scale parameter σ. Each agent is uniformly at random assigned a location on the unit square, (W 1i , W 2i ),
2 equals the distance between agents i and j on that square; W 3i is a standard uniform random variable. I set θ 1 = −1, θ 1 = −1/2 and θ 3 = 1/2. I set σ = 1 and σ A = 1/4. This generates moderate, but meaningful, dependence across any two dyads sharing at least one agent in common. Table 1 reports Monte Carlo estimates of confidence interval coverage (the nominal coverage of the intervals should be 0.95). These estimates are based upon 1,000 simulated datasets.
The coverage properties of two intervals are evaluated. The first is a Wald-based interval which uses standard errors constructed from (18). This corresponds to assuming independence across dyads or "clustering on dyads". Confidence intervals constructed in this way are routinely reported in, for example, the trade literature. The coverage of these intervals is presented in first column of Table 1 . The second interval is based on the Fafchamps-Gubert variance estimate (see (16) above). The coverage of these intervals, which do take into account dependence across pairs of dyads sharing an agent in common, are reported in column two of the table.
In the experiment, the intervals which do not appropriately account fo dyadic clustering, drastically undercover the truth, whereas those based on the variance estimator outline above have actual coverage very close to 0.95. While there is no doubt additional work to be done on variance estimation and inference in the dyadic context, a preliminary suggestion is to report standard errors and confidence intervals based upon equation (16) of the previous section. These intervals perform well in the simulation experiment, while those which ignore dyadic dependence, are not recommended.
Further reading
Although the use of gravity models by economists dates back to Tinbergen (1962) , discussions of how to account for cross dyad dependence when conducting inference have been rare. Kolaczyk (2009, Chapter 7) , in his widely cited monograph on network statistics, discusses logistic regression with dyadic data. He notes that standard inference procedures are inappropriate due to the presence of dyadic dependence, but is unable to offer a solution due to the lack of formal results in the literature (available at that time). Fafchamps & Gubert (2007) proposed a variance-covariance estimator which allows for dyadic-dependence. Their estimator coincides with the bias-corrected one discussed in Graham (TBD) and is the one recommended here. Additional versions (and analyses) of this estimator are provided by Cameron & Miller (2014) and Aronow et al. (2017) .
A special case of the Fafchamps & Gubert (2007) variance estimator actually appears in Holland & Leinhardt (1976) in the context of an analysis of subgraph estimation. Snijders & Borgatti (1999) suggested using the Jackknife for variance estimation of network statistics. Results in, for example, Callaert & Veraverbeke (1981) and the references therein, suggest that this estimate is (almost) numerically equivalent toΣ 1 defined above.
Aldous ' (1981) representation result evidently inspired some work on LLNs and CLTs for so called dissociated random variables and exchangeable random arrays (e.g., Eagleson & Weber, 1978) . The influence of this work on empirical practice appears to have been minimal. Bickel et al. (2011) , evidently inspired by the variance calculations of Picard et al. (2008) , but perhaps more accurately picking up where Holland & Leinhardt (1976) stopped (albeit inadvertently), present asymptotic normality results for subgraph counts. Network density, which corresponds to the mean [N (N − 1)] −1 i =j Y ij when Y ij is binary, is the simplest example they consider and also prototypical for understanding regression. The limit theory sketched hear was novel at the time of drafting, but substantially related results -independently derived -appear in Menzel (2017) and Davezies et al. (2019) . Both of these papers also present bootstrap procedures appropriate for network data. The Menzel (2017) paper focuses on the important problem of graphon degeneracy. This occurs when the graphon only weakly varies in U i and U j ; degeneracy effects rates of convergence and limit distributions. Graham et al. (2019) present results on kernel density estimation with dyadic data. Tabord-Meehan (2018) showed asymptotic normality of dyadic linear regression coefficients using a rather different approach.
A Derivations
Expression (11) 
