This paper considers a convenient inference procedure for nonstationary variable regression that enables robust chi-square testing for a wide class of persistent and endogenous regressors. The approach uses the mechanism of self generated instruments called IVX instrumentation developed by Magdalinos and Phillips (2009b) . We …rst show that these methods remain valid for regressors with locally and mildly explosive roots. It is further shown that Wald testing procedures remain robust for multivariate regressors with mixed degrees of persistence. These robusti…cations are useful in econometric inference, for example, when there are periods of mildly explosive trends in some or all of time series employed in the analysis but the exact knowledge on the regressor persistence is unavailable. Practical issues related to the choice of the IVX instruments are also addressed. The methods are straightforward to apply in practical work such as predictive regression applications in …nance.
Introduction
Many economic and …nancial time series exhibit characteristics that include temporary periods of explosive behavior. For macroeconomic series Stock (1991, Table 2) showed that 90% con…dence intervals for the autoregressive (AR) roots of the Nelson-Plosser data set contain explosive parameter regions in all but one series (the unemployment rate). For …nancial series Campbell and Yogo (2006, Table 4) found that 95% con…dence intervals for the AR coe¢ cient of the S&P 500 dividend-price ratio and other series over long historical periods do not rule out explosive roots.
In addition to these empirical …ndings, periodically occurring booms and episodes of …nancial exuberance support at least temporary explosive trends in economic and …nancial data. The idea that . Yale University, University of Auckland, Singapore Management University & University of Southampton. Email: peter.phillips@yale.edu y University of Washington. Email: jihyung2@uw.edu there are subperiods of explosive roots in economic and …nancial series is formally analyzed and empirically con…rmed in Phillips et al. ( , 2015 and .
There has been growing interest in predictive regressions of the type used in the study by Campbell and Yogo. When the regressors in such models display some degree of persistence, inference procedures need to be robust to the value of the persistence parameter to ensure validity even asymptotically. The robustness requirements become more demanding in cases where there are many regressors with possibly di¤erent degrees of persistence. To address some of these complexities in inference in regressions with persistence regressors, Magdalinos and Phillips (2009b, hereafter MP) recently introduced a novel IV procedure (called IVX regression) that provided robust chisquare inference in a much wider vicinity of unity than existing studies that have typically only considered the near integrated (local to unity) single regressor case. In particular, MP showed that self-normalized IVX test statistics have an asymptotically pivotal chi-square distribution for multivariate regressors that may be integrated, near integrated, or mildly integrated and which thereby fall within a vector autoregressive framework (Lutkepohl, 2005) while allowing for more general time series inputs than martingale di¤erences. The tests have been successfully used in applied work on predictive regressions (Kostakis et al., 2014; Gonzalo and Pitarakis, 2012) . IVX methods have been also studied in long-horizon regression applications (Phillips and Lee, 2013) and in quantile regression (Lee, 2014) contexts.
The present paper extends the IVX methodology to include a wider range of potential regressors that includes locally explosive and mildly explosive roots, thereby covering periods of exuberance in economic and …nancial data. The limit theory involves some novel developments in the mildly explosive case, where the latent IVX instrument which depends on the true values of the localizing coe¢ cients may no longer dominate the asymptotics. The chi-square limit theory of the same self-normalized test statistics of MP is shown to continue to be valid in this wider setting. We also con…rm that the limit theory is robust under mixed degrees of persistence, allowing for the simultaneous presence of local to unity (or mildly integrated) roots and mildly explosive roots. As a result of these extensions, IVX regression provides a framework for uni…ed test procedures covering a large class of persistent regressors whose individual characteristics may di¤er from each other.
Empirical researchers may therefore use this framework without having to be speci…c about the particular properties of individual regressors.
The paper is organized as follows. Section 2 develops the limit theory for IVX regression under locally and mildly explosive roots and demonstrates robustness. Section 3 extends these robustness results to cases where the regressors have mixed degrees of persistence or explosive behavior. Section 4 discusses issues associated with the choice of the IVX tuning parameter and provides simulation results. Selected technical derivations, supporting lemmas, and proofs of the main results in the paper are contained in the Appendix.
IVX Regression with Explosive Roots

Framework
We follow the framework used in MP for the following system: y t = Ax t + u 0t ; (2.1)
x t = R n x t 1 + u xt ; R n = I K + C n ; for some > 0;
where A is an m K coe¢ cient matrix and C = diag (c 1 ; c 2 ; :::; c K ) represents the localizing coe¢ cients in the multivariate regressors.
The IVX approach of MP allowed the regressors x t to be (I1) integrated (C = 0); (I2) near integrated (C < 0; = 1) and (I3) mildly integrated (C < 0; 2 (0; 1)); and developed an inference procedure that is robust to the precise degree of integration. We will show these results are robust under the same framework but with (I4) locally explosive (C > 0; = 1) and (I5) mildly explosive roots (C > 0; 2 (0; 1)), as well as possibly mixed versions (I6) of these roots.
For the structure of innovations, we follow the linear process set up of MP:
F j " t j ; " t iid (0; ) ; > 0; E k" 1 k 4 < 1; (2.2) In the above, we use the spectral norm kM k = max i
Other norms, such as the L 1 and L 2 norms, are speci…ed in what follows as needed using the notation
Under these conditions there exists a Beveridge-Nelson (BN) decomposition and the following component-wise expressions (Phillips and Solo, 1992) 
The long run covariance matrices associated with u t are denoted as
Under (2.2) we have the functional law (Phillips and Solo, 1992) :
where B = (B 0 0 ; B 0 x ) 0 is vector Brownian motion (BM ), and the following local to unity limit law for cases (I2)-(I4) also holds (Phillips, 1987) :
2.2 A Review of IVX Construction MP showed that the limit theory of the IVX estimator of A is mixed normal and that suitably self-normalized test statistics have an asymptotic chi-square distribution. Since the limit theory is pivotal and therefore free of the nuisance parameter C; no information on the degree of regressor persistence is needed to execute tests as long as the regressors fall into the categories (I1), (I2) or (I3). The key step in IVX is the construction of an instrument using only the regressors fx t ghence the terminology IVX:
Using conventional observation matrix notation, the bias corrected IVX estimator of A suggested by MP and its estimation error have the form
where b 0x is some consistent estimate of 0x : The estimatorÃ n is a simple adjusted version of the conventional IV estimatorÂ = (Y 0Z )(X 0Z ) 1 using instrumentsz t : In view of the decomposition in (2.9), z t plays the role of a latent mildly integrated instrument and the remainder C n nt is eliminated asymptotically due to its scaling coe¢ cient C n . As a result we have nuisance parameter (C) free inference usingÃ n . Martingale limit theory applies to the numerator matrix U 0 0Z n b 0x in (2.11), and this leads to a mixed normal limit theory that is well suited to inference.
Limit Theory for Regressors with Locally Explosive Roots
It turns out that IVX regression limit theory may be extended to explosive cases. The following result holds for the IVX estimator (2.10) with (I4) locally explosive regressors. The limit theory under this (I4) case remains exactly the same as for the near integrated case (I2) or case N(ii) of MP.
Theorem 2.1 (Locally Explosive Regressor) With 2 (1=2; 1) ;
pCz xx e pCz dp:
Limit Theory for Regressors with Mildly Explosive Roots
The asymptotics in the (I5) case turn out to be more complicated because the remainder term C n nt now dominates the latent instrument z t in (2.9) and this has a substantial e¤ect on the derivations, as discussed below. Moreover, it is not necessary to include the bias adjustment in this case and the limit theory forÃ n is identical to that of the unadjustedÂ: Interestingly, the limit theory forÂ then coincides with that of the OLS estimator (see Theorem 4.1 in Magdalinos and Phillips (2009a) ).
We consider case (I5) with mildly explosive regressors (C > 0; 2 (0; 1)) under the moment condition E k" 1 k q < 1, q 4. The following lemmas provide limit theory for standardized versions of the regressor x t that are needed for the asymptotic development. A rate condition on ( > 2 q ) is imposed in the second lemma to ensure a uniform strong approximation, ensuring that a wider range of are admissible when higher moment conditions apply (see the discussion in the Proof of Lemma 2.2).
We start with the following lemma from Magdalinos and Phillips (2009a, lemma 4.1) :
pC xx e pC dp :
The requirement kR n k kn ! 0 in lemma 2.1 implies that kn n ! 1: As in MP (2009a), the quantities Y Cn and Y C play an important role in the asymptotic theory. In addition, the following uniform approximation holds, which helps to simplify proofs. A similar approximation was shown for the scalar case in Phillips and Magdalinos (2007b) . Lemma 2.2 (Uniform Approximation) With the same k n de…ned in lemma 2.1 and for a suitably expanded probability space
whereỸ C is a distributionally equivalent copy of Y C on the common probability space, so that
Remark 2.1 The above uniformly strong approximation of the normalized process of a vector of mildly explosive regressors is particularly useful in developing limit theory in mildly explosive regression. But for the purpose of our proof here convergence in probability is enough and for that result somewhat weaker moment conditions may be used (see lemma 3.1 of Phillips, 2007) .
For the sequence k n used in lemmas 2.1 and 2.2, we have kn n ! 1 and it follows that when t < k n , n =2 R t n x t L 2 either degenerates to zero (when t = o(n )) or is bounded (when t = O(k n )). Combined with lemma 2.2, we have
A similar uniform approximation to that of lemma 2.2 holds for nt in (2.9), with a slight modi…cation to the index range of t as shown in the following lemma.
Lemma 2.3 For k n and k 0 n satisfying the rate condition
and ^ = min ( ; ) ; we have
for all t 2 [k n + k 0 n ; n] where
Remark 2.2 As the proof of the lemma in the Appendix reveals, the index set [k n + k 0 n ; n] for t ensures the negligibility of certain frontal sums involving the standardized components of nt . As will become clear, the condition is used only in the proofs of the intermediate lemmas and does not appear in the main results because the full sums are dominated by the tail summation. Note that even for moderate sample sizes n; the set is well de…ned. For example, when n = 30; _ = 0:8 and ^ = 0:6, we have n n 0:85 n 0:65 > 0 so the index set is not empty and evidently has O (n) observations as n ! 1. Remark 2.3 In (2.13) the standardization by n 2 + ^ involves (potentially) both localizing coe¢ -cients and (depending on their respective magnitudes). The intuition for this standardization is that the quantity nt = P t j=1 R t j
x j 1 involves the weighting matrices R t j nz which downweight the components x j 1 in the sum, whereas these components themselves, being mildly explosive, are weighted by R (j 1) n ; which leads to an interacting weighting system involving the matrices R t j nz R (j 1) n : Upon summation these weights may be dominated by the near stationary components that involve R nz (and ) or the mildly explosive components that involve R n (and ):
Remark 2.4 In consequence, both localizing coe¢ cients and appear in the component limit theory for the numerator and denominator matrices of the IVX estimator (see lemma 2.4 below).
Intuitively, if is smaller than , then the instruments z t are near stationary and these nearstationary instruments tend to attenuate the mildly explosive behavior of x t in the IV regression, thereby leading to the factor n ^ in the normalization and slowing down the rate of convergences in the components.
As in (2.12), when t < k n + k 0 n , it can be shown that
is either degenerate or bounded. So we have
With these results in hand, the limit theory follows for the numerator and denominator of the IVX estimator under (I5) mildly explosive regressors. The stronger signal in the remainder terms results in a new limit theory that involves the nuisance parameters C and C z . e pC Y C Y 0 C e pC dp:
Remark 2.5 The limit theory of the numerator given in lemma 2.4-(1) shows that P n t=1 u 0t z 0 t becomes asymptotically negligible in relation to the term P n t=1 u 0t 0 nt ; which is usually a (negligible) remainder, and it is this term that dominates the asymptotics. Moreover, unlike the other cases (I1)-(I4), we no longer need the built-in serial correlation bias correction associated with the O p (n) sample covariance term P n t=1 u 0t z 0 t and an estimate of the corresponding one sided long run covariance matrix. A similar property arises in the case of OLS estimation under mildly explosive regressors (Magdalinos and Phillips, 2009a) .
The limit theory of the IVX estimator (2.10) under (I5) is therefore equivalent to that of the OLS estimator in Magdalinos and Phillips (2009a, theorem 4 .1). C e pC dp; and Y C N 0; Z 1 0 e pC xx e pC dp :
The results of the limit theory given in theorem 2.1 and theorem 2.2 for the locally explosive and mildly explosive cases depend on the unknown localizing coe¢ cient matrix C and the unknown rate parameter : So these results are not feasible for practical work as they stand. However,self normalized versions of the statistics have a chi-square limit theory in both the (I4) and (I5) cases, providing a convenient basis for inference.
We follow the usual (linear) hypothesis testing framework in which H is a known r mK matrix of rank r and h is a known vector. Obvious extensions hold for general analytic restrictions.
Theorem 2.3 (Locally or Mildly Explosive Regressor) Under H 0 : Hvec (A) = h with 2 (2=q; 1) and 2 (1=2; 1) ;
where
Although the limit theory of the IVX estimator under (I5) mildly explosive regressors di¤ers from the other (I1)-(I4) cases, the usual chi-square limit theory for the self-normalized test statistic still holds. Theorem 2.3, taken together with theorem 3.8 of MP, therefore shows that IVX regression leads to a single inference procedure in all cases (I1)-(I5). The uni…ed limit theory is helpful in empirical work where there is inevitable uncertainty about the degree of persistence in the regressors.
IVX Regression with Mixed Roots
The results above combined with those of MP show that the IVX approach is applicable in a wide vicinity of unity including all (I1) -(I5) cases. We might also expect the same method to be valid when there are mixed degrees of persistence in the regressors, which is likely in some empirical work (e.g. Campbell and Yogo, 2006) . This section con…rms that conjecture, showing the same limit theory given in theorem 2.2 holds when there are multiple regressors with mixed roots in the vicinity of unity.
For exposition, it is convenient to set m = 1 and K = 2 in (2.1) and consider the case where y t is scalar and x t is a bivariate AR(1) process with mixed roots. The simpli…ed system has the form
We impose di¤erent degrees of persistence in the regressors with the following speci…cation:
where c 2 2 (0; 1) and 2 2 (0; 1):
Accordingly, x 1t falls under one of the speci…cations (I1)- (I4), while x 2t is a mildly explosive regressor corresponding to (I5). Dual manifestations of nonstationarity with di¤erent roots of this type have been analyzed in a di¤erent context by Phillips and Lee (2014) who considered inference about the roots in a vector autoregression of the type (3.2). Here we demonstrate the robustness of IVX estimation for the system parameter a in (3.1) in a mixed root regressor environment.
From the decomposition (2.3) we may express u t in component form as
under the same assumptions as (2.2). The long run variance matrices and the limit theory are the same as in (2.5), (2.6) and (2.7) except that the subscripts 0; 1 and 2 now signify u 0 ; u x1 and u x2 ;
respectively. The IVX instrument is constructed in the same way as (2.8) with C z = diag(c z1 ; c z2 ) < 0 and 2 (1=2; 1).
The bias corrected IVX estimator of a has estimation error
We employ the following normalizing matrices to accommodate the di¤erent orders of magnitude
To show the joint convergence of n 1+( 1^ ) 2
(ã 1 a 1 ) and n n n 2 (ã 2 a 2 ) ; we …rst show the asymptotic independence of these two components. As in Magdalinos and Phillips (2009a) , the asymptotic behavior of n n n 2 (ã 2 a 2 ) is determined by two independent asymptotic Gaussian processes
From MP, the vector martingale P n t=1 nt with
i.e., x 1t is I(1), I(2), I(4) or I(3) with < 1 ;
; when ( 1^ ) = 1 ; i.e., x 1t is I(3) with 1 < ;
determines the Gaussian limit theory of n
(ã 1 a 1 ). When ( 1^ ) = , the asymptotic independence between P n t=1 n1t and P n t=1 n2t is shown in proposition A1 in MP. The same proof also holds for the ( 1^ ) = 1 case. The joint convergence of n 1+( 1^ ) 2
(ã 1 a 1 ) and n n n 2 (ã 2 a 2 ) is therefore achieved by showing the asymptotic independence between Y n and P n t=1 nt ; which is done in the following lemma.
Lemma 3.1 Y n is asymptotically independent of the vector martingale P n t=1 nt .
The normalized denominator matrix is asymptotically diagonal under some mild rate conditions on and i (i = 1; 2), which enhances the development of the joint limit theory.
Lemma 3.2 Under the rate condition 1 + 2 < 1 + , we have
; and
Remark 3.1 Note that 1 + 2 < 1 + may not hold in some cases. In particular, if we have a local-to-unity regressor x 1t ( 1 = 1) and a mildly explosive regressor x 2t whose root is very close to being local to unity (i.e., 2 is close to unity), then 2 < may not hold and we may not have a diagonal limit for the moment matrixZ 0 X upon standardization. For example, if 1 = 1 and < 2 , then 1 + 2 < 1 + fails. Intuitively, even though x 1t and x 2t have di¤ erent orders of magnitude in this case, their asymptotic behavior is not distinct enough to ensure negligibility of the o¤ diagonal elements when IVX leads to an instrumentz 2t that is close to stationarity ( close to 0:5). In such cases, the range of for whichZ 0 X is diagonal asymptotically is restricted to the smaller region 2 ( 2 ; 1):
The limit theory of C n (ã a) is therefore obtained from the independent marginal convergence of the two components and the mixed roots a¤ect each of these components separately in the limit.
Theorem 3.1 Under the rate conditions 1 2 (1=3; 1) and 2 (( 2 _ 2=3); 1),
) as in theorem 2.2, and~ 11 is given as
Remark 3.2 The rate condition 1 2 (1=3; 1) ensures that the numerator of IVX estimator of the …rst component P n t=1z 1t u 0t n^ 01 has an asymptotic normal distribution. If we replace the weakly dependent structure of u 0t with an iid or mds structure for u 0t , as is common in predictive regressions, a wider region of 1 is possible (see Kostakis et al., 2014) . The condition that 2 (( 2 _ 2=3); 1) is explained as follows. First, the requirement that the choice parameter exceeds 2=3 accommodates consistent estimation of the long run covariance using^ x0 (see Lemma A0 in MP). The condition that exceeds 2 ensures asymptotic diagonality of the denominator matrix of IVX (the rate condition in Lemma 3.2). Section 4 shows that reliable choices of are contained in this region. is independent of Y c 2 , we have
where C is a standard Cauchy variate, giving the same result as that of Magdalinos and Phillips (2009a, remark 4.1a) . This result again con…rms the asymptotic equivalence of IVX and OLS estimation with mildly explosive regressors.
As anticipated, the same self-normalized test statistic continues to deliver an asymptotic chisquare test free of any nuisance parameters. Theorem 3.2 Under H 0 : a = a 0 and the rate condition in Theorem 3.2,
This result demonstrates the robustness of the IVX approach to mixed degrees of persistence in the regressors, thereby providing a single valid procedure for inference that allows for a large class of persistent, but di¤erently behaved regressors and widening the ambit of empirical research covered by this procedure. More general cases that allow for multivariate regressors with multiple mixed roots are treated in the same way. For example, the process x t = R n x t 1 + u xt may have a coe¢ cient matrix of the form
where R 1n has roots in the (I1)-(I4) class and R 2n involves mildly explosive coe¢ cients of the form (I5). Analogous arguments to those in this section lead to asymptotic independence between suitably standardized versions of the processes for each group of regressors and the sample moment matrices X 0Z andZ 0Z will be asymptotically block diagonal after similar normalizations. Hence, in the same way as Theorem 3.2 we end up with a chi-square test that applies for a very general class of mixed regressors.
On the Choice of IVX Tuning Parameter
Implementation of IVX estimation requires choice of the tuning parameter that is involved in the generation of the IVX instruments via (2.8). Evidently, larger values of generally produce higher rates of convergence (c.f. theorem 2.1) and more e¢ cient test procedures may therefore be expected. On the other hand, the central idea of IVX instrumentation -…ltering a persistent regressor to generate an instrument of less persistence and ensure the validity of chi-squared test limit theory -suggests that we need to impose an upper bound for that is less than unity.
To …x ideas in the following discussion simple, we use the predictive regression setting that has been widely adopted in empirical …nance, whereby the one period ahead dependent variable y t+1 is used instead of y t in (2.1) and the regression error u 0t+1 is assumed to be a martingale di¤erence. These modi…cations do not change the limit theory presented earlier and produce the standard environment of existing studies, such as Campbell and Yogo (2006) and Jansson and Moreira (2006) . The martingale di¤erence structure on u 0t+1 implies that there is no predictability of y t+1 under the null hypothesis H 0 : a = 0. With this structure, the following DGP is imposed y t+1 = a 0 x t + u 0t+1 ; u 0t+1 mds (0; 00 ) ; (4.1)
where u xt+1 is a linear process generated as in (2.2).
Inapplicability of MSE Criteria
Since larger values of improve convergence rates whereas the IVX limit theory fails when = 1; it might be expected that conventional asymptotic mean squared error (MSE) criteria (and associated cross validation approaches) might lead to suitable empirical choice criteria for : As we now show, the asymptotic MSE criterion monotonically decreases as increases, encouraging an upper bound unity choice for :
To …x ideas let m = 1 and K = 1 in (4.1). Then
x t+1 = x t + u xt+1 ; = 1 + c n ; c 2 ( 1; 1) (4.3)
Our analysis focuses on the (I2)-(I4) cases. Based on the IVX construction (2.8) with z = 1 + cz n , the generated AR(1) IVX series is
and it is straightforward to show the decomposition
where u 0:xt+1 = u 0t+1 0x xx u xt+1 and xx and 0x are the corresponding (long-run) covariances.
This decomposition is frequently used in predictive regression literature and is adapted here to the IVX regression framework to investigate possible choices of .
By IVX limit theory we may use P n t=1z t u xt+1 P n t=1z t x t = P n t=1z t u xt+1 P n t=1z 2 t
since the di¤erence between P n t=1z t x t and P n t=1z 2 t is negligible for the (I2)-(I4) cases, as shown in
where the expression for the bias, Bias(^ z ); can be found in Theorem 4.2 in Phillips and Magdalinos (2007b) . Next observe that
from which we deduce that
where V = var (â IV X ) and B = bias (â IV X ) symbolically. Since AM SE (â IV X ) is strictly decreasing in 2 (0; 1) this criterion suggests that be chosen as close to unity as possible. The approach therefore provides no informative guidance on an upper bound < 1 for use in practical work.
Simulations with cross-validation methods (not reported here) show that these methods encounter the same di¢ culty.
Simulation-based guidance
This section reports simulations performed to assess the performance of IVX and provide some practical guidance on suitable IVX persistence ( or R nz ) choices in …nite sample sizes. We follow the same DGP as in (4.1) with innovations
The IVX instruments are constructed as in (2.8) and inference is based on the bias corrected IVX estimator (2.10). We set C z = 5 and vary to explore size and power properties according to di¤erent degrees of IVX persistence. In …nite samples of size n = 100; 250, the value C z = 5 and choices of 2 (1=2; 1) (or 2 ( 2 ; 1)) deliver a suitably wide range of autoregressive coe¢ cients R nz for the generation of the IVX instruments for investigation.
Single regressor cases
We run simulations with a single local to unity (rate parameter = 1) regressor. Although some of the main results in the paper relate to locally and mildly explosive regressors, we also include results for stationary-side local to unity and unit root cases. Accordingly localization parameters Evidently, size is well controlled and is robust across choices of 2 (1=2; 1); with generated IVX instrument using R nz = 1 5 n . There is mild over-rejection in a few cases but the size rarely approaches 7% and generally lies between 4-7%. Size improves further for the larger sample size n = 250 as shown in Table 2 . For locally explosive and mildly explosive cases, the local power reaches unity rapidly in all cases considered. In fact, the …rst non-zero alternative H an : a n = 1=n already has unit power, so the results are not reported for this case. This outcome is anticipated since an explosive regressor is expected to have strong signal and predictive capability.
These results con…rm the limit theory that the IVX procedure is robust for various tuning parameter choices 2 (0:75; 0:95) and copes well with a range of empirically relevant persistent regressors in the I(1)-I(5) class.
Multiple regressor cases
We next consider predictive regressions with multiple regressors, which is relevant in much empirical practice. We take the bivariate case K = 2 in (4.1) to illustrate and consider two examples: (i) the stationary local to unity and unit root cases (with c 1 = 20 and c 2 = 0); and (ii) unit root and mildly explosive root (c 1 = 0 and c 2 = 5 with 2 = 0:75). These scenarios might be regarded as stock return predictive regressions using the T-bill rate and D/P ratio as regressors. Case (i) would then represent normal periods and case (ii) describes expansionary or boom periods. The innovation structure follows (4.4) and is given the covariance matrix Table 3 reports size performance in testing H 0 : a 1 = a 2 = 0 using the 2 test of Theorem 3.2.
The IVX persistence parameter is selected from 2 (0:75; 1) and the localizing coe¢ cients are set to C z = diag( 5; 5). The nominal (asymptotic) test size is 0:05, the sample size n = 100, and the number of replications is 5,000. Again, …nite sample test size is evidently well controlled, with a few cases showing under-rejection. Local alternatives were generated as before and the power functions showed evidence of fairly rapid convergence to unity, analogous to the single regressor case. Figure 3 illustrates with the results for case (i). For case (ii), the power curve again reaches unity at the …rst non-zero alternative a n = 1 n ; 1 n so these results are not reported. These results reveal that …nite sample size and power properties of IVX predictability tests seem reliable across a range of di¤erent cases. Flexible choices of 2 (0:75; 0:95) with C z = 5 seem to work well for …nite sample sizes as low as n = 100; for single and multiple regressor cases, and for regressors in classes (I1)-(I6). These robustness …ndings corroborate recent simulation evidence for IVX testing reported in Kostakis et al (2014) .
Conclusion
This paper shows that the IVX method of Magdalinos and Phillips (2009b) is robust under locally and mildly explosive regressors as well as mixed integrated regressors. The framework is su¢ ciently general that the regressors may have mixed degrees of persistence while still preserving the pivotal chi-square limit theory in testing. These results help econometric practice when, as is often the case, there are multiple regressors each of which manifests somewhat di¤erent forms of nonstationarity. Combined with the results of MP and those of Kostakis et al (2014) , this limit theory for cointegrated systems gives a very general theory of regression that allows for a wide autoregressive parameter space in the vicinity of unity among the regressors. Unlike existing methods, there is no need for pretesting or simulation methods to cope with the unknown localizing coef…cients. These advantages o¤er substantial convenience and robustness to empirical researchers working with co-moving systems of nonstationary data and predictive regressions involving data whose autoregressive roots are in a wide vicinity of unity.
A limitation of the IVX approach is that the localizing parameter used in the construction of the instruments must be chosen by the empirical investigator. Asymptotic theory justi…es a wide range of ‡exibility in the choice of provided some general restrictions on this parameters are observed. But since the localizing rate that controls the degree of persistence in the regressors is unknown these restrictions are imperfectly known. A convenient approach for much practical work is for investigators to simply assume that the regressors have unit roots, or are local to unity, or mildly explosive. This framework covers most practical situations including those that are commonly used in predictive regression. For this general setting, theory indicates that the procedure o¤ers a wide degree of ‡exibility in the choice of and the construction of the IVX instruments. Simulations con…rm that this ‡exibility continues to hold in …nite samples and that good size and power properties hold for all choices of 2 (0; 75; 0:95).
Technical Appendix
This Appendix provides some useful preliminary lemmas and their proofs as well as proofs of the main theorems in the paper. The locally explosive and mildly explosive cases are investigated in the following sections and proofs for the case of mixed roots follow.
Locally Explosive Regressors: (I4)
We consider the (I4) locally explosive case (C > 0; = 1) with 1 2 < < 1. Here, the same limit theory as MP continues to hold.
Lemma 6.1 (Lemma 3.1 in PM with C > 0 and = 1)
Proof. 1. Propositions A1 and A2 in MP hold with C > 0 and = 1 without any substantial change in the proofs. To get the uniform bound for E k nt k 2 ; instead of using kR n k i l 1 for l i when C < 0; we can use when C > 0;
and we still have the same order of magnitude
Consequently, the limit theory of the numerator n 1+ 2 P n t=1 u 0tz 0 t does not involve C at all. The proofs of 2 and 3 do not depend on the sign of C and use the distributional limit result
for C > 0 from Phillips (1987) .
The limit theory of the IVX estimator (2.10) is therefore the same as the case under (I2), or N(ii) in MP, proving Theorem 3.1-1 and 3.2 for (I4) locally explosive regressors.
Mildly Explosive Regressors: (I5)
We collect proofs for the (I5) mildly explosive regressor case here. As in MP, we consider two possible cases 2 q < < < 1 and 2 q < < < 1. In both cases, IVX asymptotics with mildly explosive regressors is developed and the pivotal chi-square limit theory is shown to be valid.
Proof of Lemma 2.2. By back substitution and from the BN decomposition
Consider the partial sum process n (r) = 1 p n S bnrc with S j = P j i=1 " i . Using a strong approximation, we can enlarge the original probability space and construct a vector Brownian motion ! = BM ( ) on this space with the property that for
whose distribution is iid normal with E (e i e 0 i ) = . We generate another mildly explosive AR(1) process,
where v xi = F x (1)e i 4e e xi is a linear process de…ned in a similar way to u xi but using e i instead of
by construction. De…ne the limit process lim nỸCn =Ỹ C N 0; R 1 0 e pC xx e pC dp : The strong approximation between these two processes will be shown below in (iii). Observe that
We now show that each term in (6.1) is o a:s: (1) uniformly over j 1 2 [k n ; n] :
Similarly,
Therefore,
and for k n j n, 1 R 1
and the exponent 1 q 2 + " < 0 for small enough " because > 2 q and q 4: The strong approximation is therefore sharper under higher moment conditions and when the signal strength of the mildly explosive regressors is closer to the local to unity region. Conversely, if the signal strength is closer to the purely explosive case ( 1 2 ) higher moment conditions are needed to ensure that 1 q 2 + " < 0: The approximation is not possible in the pure explosive case ( = 0).
Using summation by parts
and from the given moment condition
as long as q > 2 which is satis…ed by the condition > 2 q . Thus, n =2 R 1 n" x0 = o a:s: (1) by the Borel-Cantelli lemma. Using the fact that with kR n k j = o(1) when j 1 2 [k n ; n], we also have
and
since" xi is stationary and n
We then have n 3 =2 R 1 n C P j 2 i=1 R i n" xi = o a:s (1) under the given moment conditions just as before. The proof for n =2 P j 1 i=1 R i n 4e e xi is exactly same.
For clarity, we denote n =2 P j 1 i=1 R i n F x (1)e i =Ỹ Cn :=Ỹ Cn;j 1 ; and de…ne the martingale array n F n;j 1 ;Ỹ Cn;j 1 : j 1 k n o with natural …ltration F n;j 1 . We have E F n;j 1
pC dp < 1 for j 1 k n :
By the martingale convergence theorem for L 2 -bounded martingales (e.g., Hall and Heyde, 1980) ,
andỸ C N 0; R 1 0 e pC xx e pC dp ; which is a distributionally equivalent copy of Y C : Combining (i)-(iii) gives the required result.
Proof of Lemma 2.3. Since k n satis…es n _ kn ! 0, we have both kR n k kn ! 0 and kR nz k kn ! 0; so the condition for k n in lemma 2.2 holds. In addition kR nz k t ! 0 and kR n k t ! 0 since t > k n .
We have
because the frontal summation over 1 j k n is negligible as we now show. In particular, using (2.12), we have
which is non-zero and …nite in all cases (recall c zi < 0; c i > 0 for all i). Also kR n k t kR nz k t = o (1) and kR nz k t kn kR n k kn t = o (1) where the second equality holds because 
; (putting back the negligible front sum).
Note that
Hence,
giving the required result.
Proof of Lemma 2.4. Part (1). From (2.9), we have
where the last equality holds because R n n dominates the order of magnitude of Magdalinos and Phillips, 2009a, equation (10) ).
To use lemma 2.3 we …rst show that n ( +( ^ )) P kn+k 0 n 1 t=1 u 0t 0 nt R n n = o p (1) for k n and k 0 n satisfying the conditions of lemma 2.3. Note that
kR n k t and using (2.14),
because of the exponentially fast convergence of kR n k kn+k 0 n n ! 0. Hence, we have n ( + ^ ) P kn+k 0 n 1 t=1
Using the same sum splitting argument as in lemma 2.3,
C e pC dp 00 1 A ;
where the last step comes from the same procedure as in equations (22)- (26) of Magdalinos and Phillips (2009a) . Finally,
where we have used Y C instead of its distributional copyỸ C since we are concerned with weak convergence in the original probability space from this point onwards.
Part (2). From
as in Part (1) and using the same sum splitting argument again with lemma 2.2 and 2.3,
It follows that
Proof of Theorem 2.2. We have the following limit theory for the IVX estimatorÂ n = Y 0Z X 0Z 1 without the bias correction shown in (2.11). Joint convergence of the numerator and denominator in lemma 2.4 parts (1) and (2) is established as in Magdalinos and Phillips (2009a, Proof of Theorem 4.1). Using these results withÂ n A = U 0
The bias corrected IVX estimator given in (2.11) is asymptotically equivalent to the uncorrected estimatorÂ n due to the signal strength of the X 0Z matrix, i.e.,
As a result, the same limit theory holds regardless of the bias correction, proving theorem 2.2.
The following lemma helps in characterizing the variance matrix asymptotics for (2.10).
Lemma 6.2
Proof. We have the decomposition of the sample moment matrix
By the same methods used in lemma 2.3 and 2.4, it is straightforward to show that
This term clearly dominates all the other terms since z t is mildly integrated. Hence
The robust chi-square limit theory of the self-normalized IVX estimator follows and is given in the next proof.
Proof of Theorem 2.3. We have the following limit theory for the variance estimator,
and again the weak convergence is joint with that of the estimator components. Hence
proving theorem 2.3.
The Case of Mixed Roots: (I6)
We collect together the proofs for mixed roots case -I(6).
Proof of Lemma 3.1. We only provide the proof for the case ( 1^ ) = . The other case ( 1^ ) = 1 is proved in the exactly same way.
Note that kn n = o(1) (from lemma 2.1) and n 2 ( n 1) = c 2 , so that
using the law of iterated expectation for the second equality and the fact that
(from MP) for the third inequality.
The covariance E [Y c 0 n ( P n t=1 nt )] ! 0 2 1 can be shown in the exactly same way, thereby con…rm-ing asymptotic independence since limit distributions are all Gaussian.
Proof of Lemma 3.2. We …rst show that 6.5) and so the o¤-diagonal entries are asymptotically negligible. To prove (6.4), we consider (i) < 1 and (ii) 1 seperately.
(i) < 1 : in this case ( 1^ ) = and we have (6.6) and then
n n n X t=1 t n and using (2.12) and (6.3),
negligibility of the second component of (6.6),viz.,
; can be shown in a similar way.
(ii) 1 : in this case ( 1^ ) = 1 . From equation (23) from MP, we usẽ
and then
; as required For (6.5), we also consider (i) < 1 and (ii) 1 seperately.
(i) < 1 : in this case ( 1^ ) = and start by noting that The …rst component of (6.7) 1 n 1+3 2 n n P n t=1 z 2t x 1t = o p (1) because for mildly integrated z 2t and at most local to unity x 1t the sum does not require the additional To obtain a bound for P n t=1 2nt x 1t ; note that Using (6.4) and (6.5) we have For n 1 ( 1^ ) P n t=1z 1t x 1t we consider (i) < 1 and (ii) 1 seperately. where the weak convergence to a constant (when x 1t is mildly integrated) is equivalent to the convergence in probability. Together with 1 2n n n 2 +( 2^ ) P n t=1z 2t x 2t =) c z 2 c 2~ 22 from lemma 2.4-(2), the stated result is proved.
Proof of Theorem 3.1. We write the scaled estimation error as C n (ã a) = D 1 n " P n t=1z 1t x 1t P n t=1z 1t x 2t P n t=1z 2t x 1t P n t=1z 2t x 2t # C 1 n ! 1 D 1 n " P n t=1z 1t u 0t n^ 0x1 P n t=1z 2t u 0t n^ 0x2 which is a special case of theorem 2.2. Joint convergence and asymptotic independence follow from lemma 3.1, thereby completing the proof.
The same mechanism for variance estimation, as shown in the following lemma, now leads to nuisance parameter free inference in the corresponding self-normalized test statistics.
Lemma 6.3 h C n X 0 P e Z X 1 C n^ 00 i 1 =)
""~ Using the de…nition of~ 11 ,~ 11 and~ 11 from (6.11), (6.12) and (6.13), we can easily check The …nal result on robust pivotal chi-square limit theory now follows.
Proof of Theorem 3.2. Using Lemma 3.2, Theorem 3.1 and lemma 6.3, we have directly by continuous mapping
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