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Abstract 
Adaptive Filtering is used in a variety of applications like system identification, Active 
Noise Cancellation (ANC), Acoustic Echo cancellation (AEC) etc. Intense research 
efforts have been directed towards the development of efficient structures and algorithms 
for adaptive filtering. The performance of any adaptive algorithm is evaluated by indices 
such as convergence rate, steady-state error, computational complexity, robustness to the 
round-off error accumulation and processing delay. Most of the adaptive algorithms are 
designed with squared error based cost function, achieving best tradeoff among various 
performance criteria. 
Computationally attractive LMS and fast converging least squares technique like RLS, 
M i n e  Projection algorithm (APA) are the most celebrated examples of adaptive 
algorithms. Some applications like AEC typically require adaptive filters with over a 
thousand taps and need to process input speech signals that are highly correlated. In such 
cases, the traditional approaches of direct forrn FIR filter based RLS and LMS cannot be 
used. Computational complexity of RLS becomes exorbitant, while the convergence rate 
of LMS is poor. 
Several approaches have been taken to improve the simple algorithms like Transform 
Domain Adaptive Filtering (TDAF), Block Adaptive Filtering, and Fast RLS. In a system 
identification scenario, instead of a direct forrn FIR filter, a system can alternatively be 
modeled by a set of short adaptive filters operating in parallel on subband signals. The 
subband signals are generated using a filterbank. 
Convergence rate is improved because the spectral dynamic range is greatly reduced in 
each subband. Complexity reduction is achieved in each subband, as the signal is down- 
sampled critically, leading to a Subband Adaptive Digital Filter (SADF). But a SADF 
employing a Perfect Reconstruction (PR) analysis and synthesis Filter Bank (FB) cannot 
model an arbitrary FIR filter function due to aliasing. Yet another drawback of this 
approach being that of processing delay. 
Filter Bank Adaptive Filters (FBAF) do not employ down-sampling, but use a set of 
sparse filters, which are adapted. FBAFs include TDAF as a special case when the sparse 
filter is taken as one. FBAFs, which are Interpolated FIR filter extended to M channels, 
are capable of modeling an arbitrary transfer function exactly. Let D denote the sparse 
factor. Usually IrBAFs employ interpolating filterbank, which satisfy PRFB condhion. 
Such a FlBAFs can model any FIR system, of course with a delay, which depends on the 
interpolator length (Lf). 
Using Matrix Formulation the model of an FIR filters using FIR structure is given by 
s=Fc where F is a matrix formed using the interpolators. The columns of F are 
orthogonal. FBAFs for the case M=D+l are capable of modeling a system without any 
delay. In this case the columns of F are in general neither orthogonal nor linearly 
independent. The properties of F depend on the interpolators, which have to be chosen 
Using the matrix formulation the FIR model has been analyzed, its modeling capability 
investigated and quantified. A related work about choosing the interpolators to improve 
the convergence rate, which assumes a priori statistics of the input is discussed. The 
problem of choosing the interpolators when no a prwri information about the input is 
available is addressed. 
An NLMS algorithm to adapt the interpolators themselves and hence optimize them with 
the same cost function as that used for the sparse filter is proposed and expression for the 
same is derived. The problem of choosing optimal step-size factor for the sparse filter is 
addressed by considering the FIR model with time-invariant interpolators. A 
convergence-in-mean analysis is undertaken for the FIR model with adapted 
interpolators. The mean recursion of the weight-error vectors for both interpolators and 
sparse filters is expressed in matrix form. The condition required for stability of the 
algorithm is investigated. 
The proposed delayless FIR structure with time varying or adapted interpolators is tested 
in a practical ANC duct system with narrowband and wideband noise fields. For ANC 
systems, there exists an additional secondary path filter in the adaptation loop. It is often 
impossible to design optimized IFlR filter bank for such cases. The fioposed method 
overcomes the difficulty, as the filter bank itself is rendered adaptive. We observe that the 
proposed method outperforms the fulTband filter in terms of convergence rate. The noise 
cancellation performance is marginally better than the fullband filter case with wideband 
input, while for narrowband case the cancellation is very good. 
The proposed structure 1s tested further wrth speech lngut m the AEC scenmo and echo 
cancellat~on performance is evaluated usmg the ERLE and residual error spectrum The 
ERLE ach~eved w h  proposed method is about 10dB hlgher as compsued to both 
fullband and wth fixed mteqolators. Unlform cancellation of echo components in 
all frequencies of mterest IS also noticed w~th the proposed scheme 
