INTRODUCTION
A long-term goal of radiation research is to identify and trace all relevant events that happen from the time radiation first interacts with a biological target until an observable effect is produced. While this ideal is only partially realized at present, considerable progress has been made in the study of aqueous solutions of relatively simple organic molecules and structures irradiated by electrons. As described in the next section, the Monte Carlo technique offers a means to develop a literal stochastic computer simulation of the detailed microscopic changes in targets as they actually unfold statistically upon irradiation. Monte Carlo track-structure codes using water in its different phases (vapor, liquid, ice) as a substitute for biological tissue have long been of interest. Early codes using water vapor [see e.g. refs. (1, 2) ] and liquid water [see e.g. refs. (3, 4) and references therein] have been developed and compared [see e.g. ref. (5)]. Since then several codes based on these transport principles have been developed and frequently improved. A comprehensive study of track structure codes in radiation research can be found in a recent review article by Nikjoo et al. (6) . Experimental measurements, whenever they are available, are used to test the quality of the computer models. Comparisons among different models and their underlying assumptions can also be useful in assessing the sensitivity of critical quantities that determine radiation action.
The first step in constructing such an electron track-structure simulation model is the determination of the partial attenuation coefficients, or inverse mean free paths, associated with the ionization, excitation and elastic-scattering processes of electrons in liquid water as functions of energy. While considerable experimental data are available for water vapor, measurements for the liquid present formidable problems and are largely lacking. Recently, two groups have completed a joint detailed study of their Monte Carlo computer models, developed independently, for calculating electron tracks in liquid water. It is instructive to compare the two approaches; the extent of the agreement in calculated quantities can provide some confidence in the results obtained. PARTRAC (7) was produced at the National Research Center for Environment and Health (GSF) and NOREC (4, 8) at the Oak Ridge National Laboratory (ORNL). The present paper compares the inverse mean free paths derived independently for liquid water for the two transport codes and the databases and theories on which they were developed. Figures showing all of these quantities are presented. In addition, W values, mass stopping powers, and slab-penetration curves, calculated with PAR-TRAC and with NOREC, are compared. 
MATERIALS AND METHODS
In principle, experiments with pencil beams of monoenergetic electrons normally incident on a thin absorber can be carried out to measure the inverse mean free paths needed for a computer simulation of an experiment. One measures the probability per unit distance traveled in the absorber that an electron will cause a certain quantum transition in the target while emerging within a particular solid angle and energy interval. Additional experimental information might be needed regarding the physicochemical consequences of the affected target molecules. The complete set of such observed probabilities as functions of the incident electron energy comprise the inverse mean free paths needed for the computer simulation of the transport of an incident electron and its secondaries. The code randomly selects the individual events and reproduces statistically the results observed in the experiment. In essence, this describes the Monte Carlo method that is applied in PARTRAC and NOREC.
In practice, however, this approach presents formidable difficulties for liquid water because of the paucity of measured data needed as input for the model calculations. When NOREC and PARTRAC were developed, available data for the liquid came from three sources: optical reflection measurements for photons with energies from the infrared up to 26 eV (9), stopping-power measurements for energetic ions [see e.g. ref. (10) and discussion therein], and yields of hydrated electrons produced by high-energy electrons (11) . As described below, these sources were used to help construct inverse mean free paths for liquid water, as were the much more extensive data for water vapor and ice. Calculations and extrapolations were made independently for PARTRAC and NOREC. As will be seen, the overall agreement on inverse mean free paths for liquid water between the two laboratories is quite good.
The dynamic properties of liquid water, including possible collective excitations, are described by its complex dielectric response function. This quantity can be written as the sum of its real and imaginary parts,
in which E ϭ ប represents the energy transfer and the q ϭ បk is the magnitude of the momentum transfer to the medium. It can be shown that, within the first-order plane-wave Born approximation, a fast but non-relativistic electron with speed v and kinetic energy T ϭ mv 2 /2, represented as a momentum eigenfunction and interacting with an infinite medium characterized by its response function (, k), will interact according to the doubly differential inverse mean free path,
We shall use atomic units, i.e., to express lengths in units of the Bohr radius a 0 ϭ ប 2 /me 2 and energies in units of Hartrees; 1 Hartree ϭ 2 Ry ϭ me 4 /ប 2 [m is the electron rest mass, e the elementary charge, and 1 Ry (Rydberg) the binding energy of hydrogen]. In atomic units, e ϭ ប ϭ m ϭ 1, and the speed of light c ഠ 137. It is assumed throughout that the response function depends only on the magnitude of the momentum transfer q ជ since the molecules of liquid water on average presumably are randomly oriented in space. In terms of scattering into the angle d at , the differential inverse mean free path is given by 2 2
where
The momentum transfer q and the scattering angle are related by
The water molecule contains Z ϭ 10 electrons which occupy 5 molecular orbitals (MO) named 1b 1 
NOREC

Dielectric response function
Details of the construction of (, k) at ORNL, which underwent continual study and refinement over a number of years, are presented in the review paper by Ritchie et al. (4) and in publications cited therein. The original electron-transport code, called OREC, was renamed NOREC in 2003 after modifications were made for the treatment of elastic scattering and binary collisions (8) . These changes did not affect (, k). Briefly, the optical reflection measurements (9) for photons with energies from the infrared up to 26 eV were used to plot the function 2 (, 0), the imaginary part of the long-wavelength dielectric function. This curve was extended beyond the highest-energy data points to join smoothly with a curve representing the oscillator strength of the water molecule taken from ref. (12) , the extension being constrained by sum rules. The entire quantity 2 (, 0) was divided into three contributions: excitations, outershell ionizations and K-shell ionization, contributing 6.5%, 73.5% and 20% to the Bethe sum rule, respectively. Table 1 shows our assumptions for the ratio of the probability of ionizations fi to the total of ionizations plus excitations ft as a function of the energy transfer E. Each contribution was numerically fitted by a superposition of derivative Drude functions. In detail, the excitation contribution was fitted by 35 functions, while outer-shell and the K-shell ionizations were represented by 95 and 38 functions, respectively.
2 Then the excitation contribution was partitioned into the six different excitation levels considered by dividing the energy range into six consecutive energy intervals as shown in Table 2 . The outer-shell ionization contribution was fractioned into four different molecular orbitals (MO) due to their contribution to the Bethe sum rule using ratios similar to water vapor. Numerical values are not provided for energies below 1 keV in this paper. 2 At energies above 1 keV, the following partitioning functions were used: f MO ϭ a ϫ exp[Ϫb(E Ϫ 1000)] for the three outermost different molecular orbitals and f 2a1 ϭ 1 Ϫ (f 1b1 ϩ f 3a1 ϩ f 1b2 ) for the 2a 1 orbital. The constants a and b are displayed in Table 3 ; the energy transfer E is used in eV.
The derivative Drude function is related to (but not the exact differentiation of) the Drude response function of classical (and quantal) matter; it has similar convenient analytical properties like normalization and Kramers-Kronig relationships, and the energy moment integrals show convergence properties similar to that of the exact atomic ground-state dielectric function. It has the following analytical form:
with fitting parameters n and ␥ n . The real part of the dielectric function 1 (, 0) is then calculated analytically using the Kramers-Kronig relationships, Eq. (13).
Finite momentum transfer
Extrapolation of (, 0) into the (, k) plane was carried out as follows:
in the case of excitation levels k and with
in the case of ionization shells. The sum runs over all excitation levels k. The parameters a k , b k and c k were originally derived from experimental data on water vapor [see e.g. ref. (3) and references therein] and are given in Table 4 .
(ii) for ionization shells by replacing n with
2 , where n0 are the values of the n parameters fitted to the (, 0) data. In this way, the energy-loss function goes over into a Bethe ridge for large q. Also, a simple linear relationship ␥ n ϭ ␥ n0 ϩ Ry· q was chosen, where ␥ n0 are the damping-parameter values fitted to the (, 0) data. Finally, measurements of the early time dependence of hydrated electron yields from electron irradiation of liquid water by energetic electrons were compared with predictions based on the model. Results were consistent with the assumption that all outer-shell ionizations in the liquid lead to the appearance of an H 2 O ϩ ion and a secondary electron. Depending on the presumed transition, some excitation modes can also result in ionizations. The ORNL model also includes non-local transitions due to presumed collective effects estimated for liquid water (4) . Figure 1 shows the modeled imaginary part of the dielectric function in the optical limit, 2 (, 0), as used in NOREC and PARTRAC; PAR-TRAC is discussed in the next section. Displayed are the contributions from excitations and ionizations, and the sum of both (total). Figure 2 shows the NOREC (panel b) and PARTRAC (panel a) approximations to the (momentum-dependent) energy-loss function, Im[Ϫ1/(, k)], or the Bethe surface, for liquid water. Plotted on a logarithmic scale, it displays the contributions from excitations and from processes in which valence and K-shell electrons are liberated into the continuum.
Differential inverse mean free path
We have taken partial differential inverse mean free path functions for ionization of the molecular orbital states and the contributions of each of the molecular fragments. Data from Siegbahn (13) and Tan et al. (14) have led to the following assumptions for condensed matter shifts in the threshold energies, as shown in Table 5 . For comparison, the threshold energies of liquid water as used in PARTRAC and discussed later are also shown.
We used a semi-empirical scheme for correcting the differential inverse mean free paths for exchange effects. The details of the empirical exchange correction are described in the Oak Ridge National Laboratory Report ORNL-TM-5188 (15) . In Eq. (II-22) of that report, a correction factor is developed that is in analogy to the exchange correction to the Mott formula for free-electron free-electron scattering. Still another factor is used to correct for the action of the exclusion principle for electrons scattered into the Fermi sea: It reduces the exchange correction at low energies and vanishes at the Fermi energy. There is no information on the effects of condensation into liquid from the isolated molecule on fragmentation processes. Led by measurements in the gas phase, we have assumed the channeling ratios shown in Table 6 , regarded as constant at all electron-impact energies.
PARTRAC 1. Cross sections
Inelastic cross sections used in PARTRAC are based on a non-relativistic first-order plane-wave Born approximation and a model of the dielectric response function (E, k) of liquid water as described below. Within the plane-wave Born approximation the doubly differential cross section is expressed as a product of the generalized oscillator strength or the (complex) dielectric response function of the medium under consideration and a purely kinematical factor representing the incoming electron. Practically, as in NOREC, the inverse mean free path or macroscopic cross section ⌺ ϭ N is used instead of the microscopic cross section . Here, N is the number density of the material under consideration. The energy differential inverse mean free path is then given by
͵ [ ]
In the PARTRAC approach we prefer to use the energy transfer E rather than the angular frequency as a parameter. However, in atomic units, the two quantities are identical. The integration limits k min and k max are given by
max ប Exchange is considered to be similar to NOREC (see above) in the sense of a semi-empirical scheme based on the Mott formula and described in detail elsewhere (4, 15) . The exchange corrected differential inverse mean free path for a subshell j with binding energy E j is given by
The energy transfer ranges from
At relativistic energies, the Bethe theory is used instead of the planewave Born approximation. In this theory, the differential inverse mean free path is given by
where T* ϭ mv 2 /2 (not the kinetic energy) and
2 ) 2 , and A(E) and B(E) the Bethe coefficients as given by Dingfelder et al. (7) . Both coefficients depend explicitly on the energy loss function Im[(Ϫ1/(E, k)].
At low incident electron energies (below 500 eV), an empirical correction factor ⌽ j (T) based on experimental information obtained for water vapor and liquid water excitation/ionization energies is applied. Details can be found in Dingfelder et al. (7) .
Dielectric response function
The complex dielectric response function fully describes the target material and depends only on the energy and momentum transfer E and បk and not on parameters of the incoming projectile. The dielectric function is a well-behaved complex function, and its real and imaginary parts are related by the Kramers-Kronig relations (16, 17) Note. E cut is the lower cutoff energy for excitations (E cut ϭ E k Ϫ ␥ k ) in cross-section calculations and the ionization energy for ionizations (E cut ϭ E k Ϫ ⌬ k ), respectively.
The optical limit
Our model of the dielectric function follows the general approach of Ritchie and coworkers (3, 4, 18) but introduces some improvements. Following the standard procedure, the imaginary part 2 of the dielectric function is modeled first in the optical limit, i.e., for momentum transfer បk ϭ 0 as a superposition of Drude-like functions. The use of Drudelike functions has the advantage that the principal value integrals of the Kramers-Kronig relations can be done analytically. This ensures an analytic and consistent dielectric function. We consider five different relevant excitation levels for liquid water (two electronic excitations: Ã 1 B 1 , B 1 A 1 ; two Rydberg series: Ryd AϩB, Ryd CϩD; and diffuse bands) and five ionization shells (1b 1 , 3a 1 , 1b 2 , 2a 1 , K shell of oxygen). We do not consider a plasmon excitation. Each discrete excitation is represented by a derivative Drude function,
and each ionization shell by an ordinary Drude function truncated and smeared out at the ionization energy,
The imaginary part 2 (E, 0) in the optical limit (i.e., k ϭ 0) is then given by (9) and other available experimental information as explained in detail elsewhere (7, 19) . The real part 1 is then calculated by using the Kramers-Kronig relations. Consistency checks are done in calculating sum rules and other properties like the mean excitation energy I. The calculated value is I ϭ 81.8 eV, which is slightly higher than the value of 75 Ϯ 3 eV (20) adopted by the ICRU, but close to the new value of 79.75 Ϯ 0.5 eV measured by Bichsel and Hiraoka (21) . A detailed description of the fitting process and a discussion of the parameter can be found elsewhere (7, 19) . Numerical values of the parameter used in our model are given in Table 7 .
Finite Momentum Transfer
In general, the dielectric function depends on both energy transfer and momentum transfer. We introduce the momentum dependence in our model in allowing the parameter to depend on the momentum transfer បk, i.e., replacing f k , E k and ␥ k with the momentum-dependent functions f k (k), E k (k), and ␥ k (k), as suggested by Ritchie and coworkers (3, 4) . We use Eq. (6) for f k (k) for excitation levels k and Eq. (7) for f j (k) for ionization shells j. Furthermore, for ionization shells j, E j is replaced according to Eq. (8) in the Drude functions. In contrast to NOREC, no explicit momentum dependence is used for the width of the Drude functions, i.e, ␥ k (k) ϭ ␥ k . This momentum dependence of the dielectric function creates a sharply peaked Bethe ridge with all its standard features in the sense of an impulse approximation as described elsewhere (7, 22) and displayed in Fig. 2a. 
Simulation model
Fragmentation into the different excitation and ionization levels is obtained directly from the parameterization of the energy-loss function. It is assumed that outer-shell ionizations in the liquid lead to the appearance of an H 2 O ϩ ion and a secondary electron. K-shell ionization leads to an H 2 O ϩ ion, a secondary electron, and an additional Auger electron emitted from the outermost (1b 1 ) orbital. The electronic excitation level Ryd CϩD (mean excitation energy 12.91 eV) leads to an autoionization of the 1b 1 589 COMPARISON BETWEEN PARTRAC AND NOREC orbital (ionization energy 10.79 eV) in 47.4%. Electronic excitations relax, decay or dissociate due to the scheme described in ref. (23) and are designed to ensure correct early prechemical and chemical stages of the water radiolysis.
NEW EXPERIMENTAL INFORMATION AND NEW MODEL CALCULATIONS
Increased interest and needs for radiation transport simulations in radiation biology and medical physics led to new experimental data in recent years. The Sendai group (24) (25) (26) (27) determined the Bethe surface of liquid water, i.e. the energyloss function Im[Ϫ1/(E, k)], in the energy range up to 100 eV and momentum transfer range from 0.17 atomic units Ͻ បk Ͻ 3.59 atomic units using inelastic X-ray scattering. This method, using high-intensity synchrotron radiation, measures the momentum and energy dependence of the energy-loss function for sufficiently large momentum transfers. They found, compared to a sharply peaked theoretical Bethe ridge (as shown e.g. in Fig. 2 ), a less pronounced and much more smeared out Bethe ridge. Dingfelder and Inokuti (22) showed that the Bethe surface of the PARTRAC model (Fig. 2a) Recently, Emfietzoglou and coworkers (28) (29) (30) presented different new models for the dielectric response function of liquid water based on the Sendai data. In a first step, Emfietzoglou and Nikjoo used an extended Drude model with their ''D2'' dispersion model, i.e., with momentum-dependent f(k) and E(k) parameters, similar to the PARTRAC model. They conclude that using the Sendai data rather than Heller's data leads to somewhat smaller inverse mean free paths at electron energies below several keV (28) . In a second step, Emfietzoglou et al. extended their dispersion model to ''D3'', i.e., allowing all three parameters f(k), E(k) and ␥(k) to be dependent on momentum, similar to the NO-REC model (29, 30) . They used a second-order polynomial for ␥(k), introduced an additional retarding factor in E(k), and fitted their model to Sendai's experimental data in the (E, k) plane. They obtained a smeared-out and broadened Bethe ridge as seen in the experiment. They included a second-order Born correction (based on the Barkas effect and the optical energy-loss function) for energies T Ͼ 100 eV and a Mott-like exchange correction in the cross-section calculations. They found that the differential inverse mean free path at low incident electron energies (100 eV) shifts to smaller energy transfers. Also, their calculated stopping powers are significantly (up to 30%) smaller than those obtained by others authors in the energy range from 100 eV to 1 keV. A second independent measurement of the Bethe ridge would be very helpful to confirm these encouraging results.
Another area of interest is very low-energy (1-100 eV) electrons such as those found at the end of the tracks. It was generally believed that only energy depositions above the ionization thresholds lead to DNA single-or doublestrand breaks. Therefore, both the NOREC and PARTRAC simulation models usually stopped electrons around an energy of 10 eV and considered them as solvated, or thermalized. In 2000 the Sherbrooke group (31) showed that electrons with energies well below ionization thresholds can cause single-and double-strand breaks in DNA through rapid decays of transient molecular resonances localized on the DNA's basic components. This can be obtained through electron attachment and dissociation reactions directly to the DNA or to the surrounding water shell and the subsequent reactions with the ions and radicals produced. Since then low-energy electron-driven damage to biomolecules remains of highest interest to investigators and has produced numerous publications, e.g. refs. (32) (33) (34) (35) (36) (37) . A review on this topic was published by Sanche in 2005 (38) . Regarding electron transport in water, the Sherbrooke group (39) also measured integral scattering cross sections including elastic collisions, phonon excitations, vibrational excitations, electronic excitations and ionizations for lowenergy (1-100 eV) electrons scattering in an amorphousice film and identified the 2 B 1 transient anion state at around 5.2 eV. These cross sections are important in sub-excitation electron transport, i.e. in electron penetration ranges and low energies, as demonstrated elsewhere (40) . Other reports include the trapping of 0-3 eV electrons in water ice (41) and secondary electron emission yields from thin amorphous-ice targets after fast proton impact. 3 An extension of the electron transport below 10 eV is highly desirable for various applications in radiation biology.
RESULTS
Inverse Mean Free Paths
The total inverse mean free paths for ionization, excitation and elastic scattering in PARTRAC and in NOREC are shown in Fig. 3 The partial inverse mean free paths for the five ionization shells of the two models are shown in Fig. 4 . Both models show very similar inverse mean free paths for the different outer ionization shells and use the same inverse mean free paths for the K shell of oxygen. The K-shell ionization cross section of oxygen used in both simulation models has been calculated using the distorted-wave Born approximation [as described by Segui et al. (43) ] for energies up to 5 keV. Above this energy, the plane-wave Born approximation and the Bethe approximation described above were used. The partial inverse mean free paths for electronic excitations are shown in Fig. 5 . Both models use a slightly different approach. PARTRAC considers only five electronic excitations, while NOREC considers these five electronic excitations plus a collective or dissociative excitation. In general, PARTRAC's inverse mean free paths are peaked at a slightly higher electron energy and appear broader compared to those for NOREC. In summary, in the NOREC model, outer-shell ionizations contribute 73.5%, the K shell of oxygen 20.0%, and excitations 6.5% to the Bethe sum rule. The PARTRAC model has contributions of 71.5%, 17.8% and 10.7%, respectively.
Differential Energy-Loss Inverse Mean Free Paths
Differential energy-loss inverse mean free paths for ionization are presented in Fig. 6 . Shown are differential energy-loss inverse mean free paths for incident electron energies of 100 eV, 1 keV, 10 keV, 100 keV and 1 MeV. Note that the differential energy-loss inverse mean free paths are scaled by factors between 1 and 20,000 for better readability. Both codes use very similar differential inverse mean free paths for ionization. However, the ionization threshold is at 8.0 eV in the NOREC code and at 10.8 eV for PARTRAC. The maximum allowed energy transfer is E max ϭ (T ϩ E j )/2 due to the exchange of electrons, as discussed earlier. The contribution from the oxygen K shell is clearly seen at an energy transfer around 540 eV.
Differential energy-loss inverse mean free paths for excitations are presented in Fig. 7 . Again the differential en- ergy-loss inverse mean free paths are shown for incident electron energies of 100 eV, 1 keV, 10 keV, 100 keV and 1 MeV. The structures seen in Fig. 7 originate from broadened and partially overlapping electronic excitations. NO-REC (right panel) and PARTRAC (left panel) use slightly different partitioning of the energy-loss function into discrete excitation levels. PARTRAC uses an overlapping approach, while NOREC uses only slightly overlapping energy zones, as discussed earlier. This energy zoning leads to more pronounced sharp contributions from the different discrete excitation levels, as clearly seen in the right panel of Fig. 7 . With further broadening and overlapping of excitation levels, these structures will eventually disappear, as clearly seen in Fig. 6 for (broad and overlapping) ionization levels.
Angular Distributions
Angular distributions for inelastic scattering of the primary electrons are obtained from binary collision theory (classical deflection), as stated earlier. An electron with kinetic energy T experiencing an energy loss E scatters at an angle relative to its direction. The scattering angle for non-relativistic energies is given by
and for relativistic energies by cos 2 2
The normalized angular distributions for scattering of primary electrons with kinetic energies 100 eV, 1 keV and 10 keV are shown in energies the distribution peaks (binary peak) in the forward direction (small scattering angles) and is virtually the same in both models. Secondary electron emission angles are modeled using the experimental data of Opal et al. (44, 45) for energy transfers E Ͻ 100 eV and the binary collision theory for energy transfers E Ն 100 eV. Non-relativistically, the secondary electron is emitted perpendicular to the scattered primary electron and at smaller angles toward forward direction at relativistic energies.
Stopping Power, W Values and Slab Penetration
To test the integrity and the implementation of the cross sections into the Monte Carlo simulation codes, some microdosimetric quantities have been simulated with the codes. Stopping power or the mean energy loss per unit track length was simulated by passing monoenergetic electrons through layers of liquid water and measuring their energy loss. The thickness of the layer was chosen to ensure a single collision environment, i.e., that the energy loss occurred in a single collision. This can be achieved by letting most of the electrons (99%) pass without a collision. The stopping powers of liquid water simulated with PARTRAC and with NOREC are shown together with the recommendations of the ICRU (20) (for energies Ͼ10 keV) and the compilation of the International Atomic Energy Agency (IAEA), ref. (46), Table 7 .6 (for energies Ͻ10 keV) in Fig.  9 . The agreement among the three independent assessments is good. The stopping power obtained from PARTRAC is shifted to somewhat higher energies compared to the IAEA compilation and the NOREC results. It should be noted that the stopping power was not used in the PARTRAC model to adjust parameters. It is the result of the best estimate of the energy-loss function and the resulting differential inverse mean free paths. The simulated stopping power agrees well with that calculated from the differential inverse mean free paths.
Another important microdosimetric quantity is the W value or the average energy needed in a gas to produce an ion pair. We use the same definition as in the gas (47) and calculate the W value of liquid water by dividing the given incident electron energy by the number of electrons produced during the slowing, including all secondaries. The calculated values are shown in Fig. 10 . Both models show excellent agreement for energies above about 60 eV. The asymptotic W value (for high incident energies) is 25.4 eV in both models. At energies below 60 eV, both models do not coincide as well due to the different partitioning of ionization and excitation levels at low incident energies.
The last simulated microdosimetric quantity is the slab penetration. Here the relative number (fraction) of electrons that penetrate liquid-water slabs of different thicknesses is calculated and displayed in Fig. 11 for incident electron energies of 10 keV and 100 keV. For a given number of incident electrons, the number of electrons leaving a slab of a given thickness is counted. The fraction starts to be larger than 1.0 (or 100%) due to the secondary electrons produced that are able to leave thin slabs. With increasing thickness of the slabs, the number of electrons declines until all are slowed inside the slab. As seen in Fig. 11a , somewhat greater penetration is found with NOREC. This can be attributed to the slightly different stopping powers in both codes (as shown and discussed in Fig. 9 ) and to the slight differences in the angular distributions of the primary inelastic event (see Fig. 8 ). For water vapor, Paretzke (2) calculated the 5% transmission range; i.e., the slab thickness through which the relative number of electrons exiting is 5% of the number of the normally incident electrons. With scaling for densities, he found good agreement with electron ranges in air and plastic obtained experimentally (48) . However, we expect smaller values for the 5% transmission ranges in liquid water than in water vapor because energy is deposited at shorter distances in liquid water be- cause of the somewhat shorter mean free path and larger G value in liquid water, as discussed elsewhere (19) . In fact, we obtain 2.13 m and 2.34 m for 10 keV electrons for PARTRAC and NOREC, respectively, and 112.9 m and 124.0 m for 100 keV electrons. The values reported by Cole (48) are 3.1 m (measured) and 2.9 m (calculated) for 10 keV electrons and 163 m (calculated) for 100 keV electrons. For comparison, ranges obtained within the continuous slowing down approximation for liquid water are 2.51 m for 10 keV electrons and 143.1 m for 100 keV electrons (20) .
DISCUSSION
We note that the input data for inelastic interactions used in NOREC were chosen some time ago [see ref. (4) and references therein] and were based on the dielectric response function concept with connections to available experimental data at that time. More recent work (7) has evaluated differential inverse mean free path values that are also based on the dielectric response function but are deduced from different and more detailed assumptions about the contributions from the different molecular orbitals to the response function.
It is gratifying that overall theoretical results for swift electron penetration in liquid water differ little when computed from NOREC and PARTAC. At this juncture it is not clear whether these are due to differences in input data or to nonlocality effects (e.g., plasmon excitation, thermalization of electrons at the track ends, transport at energies below 10 eV) included in parts in NOREC and PARTRAC. We are planning to extend our approach in NOREC to include (1) a detailed evaluation of the effects of nonlocal interactions, (2) a more detailed representation of contributions from molecular orbitals to the dielectric function, (3) a more accurate representation of angular distributions of scattered electrons as determined from (, k), and (4) estimates of the contribution of intrinsic excitations to energy loss. We are planning to extend our approach in PAR-TRAC to (1) modify our model of the energy loss function to account for a better momentum dependence and new measurements (Sendai data), (2) include a more accurate representation of angular distributions (elastic and inelastic) of scattered electrons, and (3) include a better description of low-energy electrons (Sherbrooke data).
