In this paper, we investigate the properties of a generalized Green's function describing the minimum norm least squares solution for a second order discrete problem with two nonlocal conditions. The properties obtained of a generalized Green's function resemble analogous properties of an ordinary Green's function that describes the unique exact solution if it exists. Several features are illustrated by examples.
Introduction
The concept of a Green's function originated in the th century while studying the classical problems of mathematical physics [, ] and is fundamental in the theory of differential equations [] . Indeed, physics, mechanics, and other natural sciences have been developed greatly during the last  years, and today they investigate such processes and phenomena that those mathematical models do not fit into the frames of the classical differential problem. For instance, we have the thermostat problems [], heat conduction [] and bioreaction engineering [] problems, and problems arising in electrochemistry [] , microelectronics [] , biology [] , and other fields.
Nowadays the methods of a Green's function are generalized for nonclassical solutions to classical differential problems as well as nonlocal problems [-] . In , the Special Issue for Nonlocal Boundary Conditions ( articles) was published in the journal Boundary Value Problems [] . We mention work of Cabada [] , of Štikonas [] , and of Webb and Infante [] .
Merely for the second order stationary differential equation, there is often formulated a nonclassical problem:
where L j , j = , , can be any possible functionals that describe two additional conditions. Indeed, L j , j = , , vary from local differential operators, i.e. given at a single point of the interval [, ] , to any other possible operators as
where ξ ∈ [, ], γ  , γ  ∈ R, and α ∈ L  (, ). If γ  = γ  = , the conditions become classical. Otherwise, conditions () are called nonlocal conditions and the differential problem ()-() the nonlocal problem.
In general, an explicit solution or some optimization solution of the nonlocal problem ()-() cannot always be found analytically. Since computer-programming science nowadays is widely developed, various numerical methods have been investigated and applied to differential problems [, ] . Then the nonlocal problem ()-() is replaced by some discrete problem that merely is described by the linear system of equations
Since every linear transformation from one finite-dimensional vector space to another can be represented by a matrix (uniquely described by the linear transformation and the fixed bases for the vector spaces), there is a one to one correspondence between the m × n complex matrices C m×n and L(C n , C m ), the space of linear transformations mapping C n into C m . Hence, we use the same symbol A to denote both the linear transformation A ∈ L(C n , C m ) and its matrix representation A ∈ C m×n . Then the discrete representation () of the differential problem ()-() is equivalent to the statement that the linear transformation A maps x into y. Both the differential problem ()-() [] and its discrete analog () [, ] were investigated by Roman. These results constitute the part of her doctoral dissertation [] . She formulated the necessary and sufficient existence condition of a Green's function that describes the unique exact solution of the differential problem as well as the discrete problem. For the discrete problem (), this condition is also equivalent to the inequality det A = . On the other hand, if a matrix A is singular, then the unique solution does not exist and the Green's function cannot be constructed using the ordinary inverse A
However, in  Penrose [] showed that, for every finite matrix A ∈ C k×m , there always exists a unique matrix X ∈ C m×k satisfying all four Penrose equations, 
Notation
Let F(X n ) := {u | u : X n → C} denote the space of complex linear functions with the basis {δ i : δ i (j) = δ i j }, where X n := {, , , . . . , n}, n ≥ , and δ i j is the Kronecker delta. So,
Further we consider the space F * (X n ) of complex linear functionals in the space F(X n ) and use the notation f , u for the functional f value at the function u.
In analogous way, spaces F(X n ×X m ) and F * (X n ×X m ) are defined [] . We note that their elements are uniquely described by matrices of the corresponding dimensions C and C (m+)×(n+) , respectively. We also remark that a discrete function u and its matrix representation u are always equivalent notations for the same function. Thus, the identity function I = id ∈ F(X n × X n ) is equivalent to the identity matrix I = I n+ of order n + . We use the notation δ ij for the Kronecker delta as well.
Ordinary discrete Green's function
Let us investigate a second order linear discrete problem
where a 
is valid for every fundamental system u = (u  , u  ) of the homogeneous equation (). Here
. Moreover, the unique exact solution for the problem ()-() can be given by
where On the other hand, the problem ()-() is also equivalent to the linear system of equations
where the first n - rows of this matrix describe the discrete operator L, given by (). Thus, we sometimes use the equivalent notation L = (L ij ) for operator L if we want to emphasize its matrix structure. Moreover, the last two rows L k , k = , , of previous matrix represent discrete functionals (). Thus, the notation L k , u can be used for a multiplication of vectors L k u. The current matrix representation of the discrete problem ()-() can also be given in the unexpanded form
Therefore, the existence condition () of the unique solution () is equivalent to the inequality det A =  because the unique exact solution of linear system () is given by u = A - f. Considering the special form of
and g  , g  , this unique vector solution can be written in the extended form
Since () and () describe the same solution [], the ordinary Green's function and a biorthogonal fundamental system can also be calculated using the ordinary inverse B = A - as follows:
Properties of ordinary Green's functions
Roman investigated ordinary Green's functions and their properties in [] . First of all, an ordinary Green's function G is the unique exact solution of the discrete problem
for every fixed j ∈ X n- . On the other hand, unique solutions v  and v  of the discrete
form the fundamental system (null space) of the operator L. This system is biorthogonal with respect to the functionals L k , k = , . According to [] , if the condition () is satisfied, then the biorthogonal fundamental system exists and is given by
Moreover, Roman [] presented the way to calculate the ordinary Green's function as well.
Lemma  (Roman []) If the condition () is satisfied, then the ordinary Green's function for the problem ()-() is given by
G ij = G c ij -v  i L  , G c ·j -v  i L  , G c ·j , i ∈ X n , j ∈ X n- . Here G c ij , i ∈ X n , j ∈ X n- ,
is an ordinary Green's function of the operator L with initial conditions u
A discrete problem that is described by the operator L and initial conditions u  = , u  =  is called the initial discrete problem. The ordinary Green's function G c ij , i ∈ X n , j ∈ X n- , of the initial second order discrete problem always exists [] . For example, the Green's function of the discrete operator
where
is the discrete Heaviside function. Roman showed [] that the unique solutions of two relative discrete problems 
Corollary  (Roman []) For unique solutions of the problems (), the following equality is always satisfied:
Moreover, ordinary Green's functions of these problems are related as well. 
Roman applied this theorem to the problem ()-() with nonlocal boundary conditions,
where 
Generalized Green's function
If the condition () or equivalent condition det A =  is satisfied, then the discrete problem () does not have the unique solution [] . In this case, the problem () has a singular matrix A, the unique exact solution, and an ordinary Green's function cannot be calculated using the ordinary inverse, because ()-() and u = A - f are not valid.
However, according to Penrose [], a matrix A of the discrete problem always has the Moore-Penrose inverse A † , which satisfies all four Penrose equations () and also has the following properties. 
Here N(A) and R(A) denote the null space and range of matrix A, respectively.
Moreover, the general least squares solution u g for the problem () that minimizes the Euclidean norm of the residual vector,
always exists and can be described by the Moore-Penrose inverse [, , ] as follows: 
and it is of the form
We apply this formula to (), which is equivalent to the discrete problem ()-(). Considering the form of
minimum norm least squares solution can be written in the extended form
where matrix G g and vectors v g, , v g, are described by the Moore-Penrose inverse B = A † as follows: Proof This statement is valid since ()-() are described by the Moore-Penrose inverse, which always exists and is unique.
The minimum norm least squares solution () can also be written in the discrete form
According to ()-(), we call the discrete function G g a generalized discrete Green 
Properties of a generalized Green's functions
In this section we investigate properties of a generalized Green's function that are similar to corresponding properties of ordinary Green's function given in Section .
Lemma  A generalized Green's function G g is the minimum norm least squares solution
of the following discrete problem:
for every fixed j ∈ X n- .
Proof The minimum norm least squares solution of the problem ()-() is described by (). Let us choose j ∈ X n- and values of the right side f = (δ j , δ j , . . . , δ n-,j ) T , and g  = g  = . Then for a fixed j ∈ X n- , the form of the minimum norm least squares solution () simplifies as follows:
So, for each fixed j ∈ X n- generalized Green's function G g ·j is the minimum norm least squares solution of the problem ().
Lemma  Discrete functions v g, and v g, are minimum norm least squares solutions of corresponding discrete problems
Proof The minimum norm least squares solution of the problem ()-() is described by formula (). For this problem, let us choose f =  and g  = , g  = . Then from () follows that v g, is the minimum norm least squares solution of the first problem (). Afterwards choosing f =  and g  = , g  = , we obtain similarly that v g, is the minimum norm least squares solution of the other problem ().
Let us now investigate two discrete problems (), where D(l)[u] =  and the other determinant D(L)[u]
can obtain any value. Thus, for the first problem (), there exist a unique solution u and the ordinary Green's function G.
Theorem  If the first discrete problem () has the unique exact solution u, then the minimum norm least squares solution of the other problem () is given by
Proof Let u be the unique exact solution of the first problem (). On the other hand, the second discrete problem () always has the minimum norm least squares solution v. Since u is the exact solution, the difference w = v -u satisfies equalities
We will show that w is a least squares solution of the following discrete problem:
This problem can also be written in the unexpanded matrix form Aw = g with the right side g = (, , .
Since v is the minimum norm least squares solution of the linear system () with
the inequality () is always valid,
i.e.
for every x ∈ C (n+)× . Now we rewrite the Euclidean norm as follows:
which becomes Av -f = Aw -g for the vector v, since w = v -u. Then the inequality () can be rewritten as
Denoting y = x -u, the last inequality becomes
So, w is a least squares solution of the problem Aw = g and has a particular form (). Precisely, there exists such c o ∈ C (n+)× that
Now we recall the equality w = v -u and obtain
Moreover, from Lemma  and the properties of every finite matrix [] it follows that
Furthermore, for every u ∈ C (n+)× the notation
is valid. Then () becomes The Green's functions of these problems are also related.
Theorem  If there exists an ordinary Green's function G for the first problem (), then the generalized Green's function G g of the second problem is given by
Proof For every fixed j ∈ X n- , let us investigate the discrete problems () and (). Their solutions are u = G ·j and v = G g ·j , respectively. Then according to Theorem , they are related by
Corollary  A generalized Green's function for the problem ()-() is given by
where i ∈ X n , j ∈ X n- , and G c is an ordinary Green' 
s function of the corresponding initial problem ()-().
Proof Since every second order discrete initial problem ()-() has an ordinary Green's function [] , the statement of this corollary follows from Theorem  with G = G c .
Let us investigate the discrete problem () with nonlocal boundary conditions (). Recall that this problem becomes a classical problem if parameters γ  , γ  = .
Corollary  If there exists an ordinary Green's function G cl of the classical problem (), () (γ  , γ  = ), then the generalized Green's function of the problem with nonlocal boundary conditions (), () is given by
where i ∈ X n , j ∈ X n- .
Proof Let us say that there exists an ordinary Green's function G cl of classical problem (with γ k = , k = , ). Then, according to (), an ordinary Green's function satisfies homogeneous classical boundary conditions
. 
Remark  Since the condition () is equivalent to det
Proof First, let us take values f = , g  = g  =  and g  = g  =  for the problems (). According to Theorem , their solutions are v  and v g, , respectively, and are linked with the
which can be rewritten as follows:
Afterwards taking f = , g  = g  = , and g  = g  =  for the problems (), we obtain other equality
Together they confirm the statement of this corollary. 
Corollary  Let D(l)[u] =  and D(L)[u] =  for the problems (
with the nonsingular matrix.
Proof Since v  and v  are the fundamental system of the operator Corollary , we conclude the proof.
Theorem  For a real problem ()-(), the following statements are always valid:
According to Lemma , the generalized Green's function G g ·j is the minimum norm least squares solution to the problem () for every fixed j ∈ X n- . Thus, it can be written as (), i.e. A † f for some f. Now by Lemma ,
follows. The last statement is proved using Lemma  in an analogous way.
Example 1
Let us investigate a second order differential problem with one nonlocal BitsadzeSamarskii condition,
where f is a real function and γ ∈ R. We introduce the mesh ω h = {x i = ih : i ∈ X n , nh = } and suppose ξ is coincident with a mesh point, i.e., ξ = sh, s ∈ X n . Denoting
i ∈ X n- , we obtain the discrete problem
From () follows that this discrete problem has the unique exact solution and an ordinary 
So, the generalized Green's function and a generalized fundamental system are
Further we calculate the orthogonal projector
We know that the ordinary Green's function G c of the operator L with initial conditions u  = , u  =  exists and is given by (), which can also be written in the extended form
Let us now calculate the generalized Green's function G g using Corollary . Precisely, we apply (), written in matrix form,
First of all, we calculate
Now we put the expressions obtained into the right side of () and again get the generalized Green's function,
Thus, the equality () is valid.
Example 2
Let now us investigate another differential problem with two nonlocal boundary conditions,
where γ  , γ  ∈ R. We suppose ξ is coincident with a mesh point, i.e., ξ = sh. Applying the trapezoid rule to the integral condition, we consider the discrete problem
Let us take the values of parameters as γ  = , γ  = , ξ = /, n = . So, h = / and s = . Then the nonlocal conditions simplify to
and the discrete problem is described by the linear system Au = f as follows:
Since the first and fourth rows of matrix A are linearly independent, this linear system has the singular matrix A. According to [], we find the nullity dim N(A) =  and after-wards the bases of null spaces w = (-, , , , )
Then we calculate the Moore-Penrose inverse,
and we obtain the generalized Green's function and the generalized fundamental system,
The orthogonal projector is given by 
Conclusions
We formulate the basic conclusions of this paper as follows:
• A generalized Green's function and a generalized fundamental system, defined by the Moore-Penrose inverse, always exist and are unique.
• A generalized Green's function is the unique minimum norm least squares solution of the problem where the unique exact solution is an ordinary Green's function if it exists.
• Each function of a generalized fundamental system is the unique minimum norm least squares solution of the same problem where the unique exact solution is the corresponding function of the biorthogonal fundamental system if this system exists.
• The minimum norm least squares solution can be described by the unique exact solution of the other discrete problem.
• A generalized Green's function can be represented by ordinary Green's function of the other discrete problem.
• A generalized Green's function is described by the generalized fundamental system. The very analogous properties of a generalized Green's function and a biorthogonal fundamental system can be obtained for mth order discrete boundary value problems with m nonlocal conditions as well.
