Road traffic noise has remained one of the greatest concerns during the past few decades.it has found to be the major sources of pollution in the metropolitan city areas [7] . With the increase in urbanization and motorization the number of vehicles has increased which further increased this problem by manifolds.
INTRODUCTION
Noise is blamed to have negative impact on health. Hearing damage, annoyance, sleep disturbance, high blood pressure ,poor cardiovascular health is all linked to community noise. [2] . In addition, there are various studies carried out on road traffic noise pollution, which results in severe health problems such as, physical and psychological, irritation, human performance and actions [5] [14] , hypertension, heart problems, tiredness, headache and sore throat respectively [6] . Our earlier works include to perform the modelling of noise using efficient road traffic noise model which we were able to perform with a considerable accuracy [4] . In this paper we put our work to next level by performing prediction of noise levels using various prediction algorithms. As we perform the comparative analysis our aim would be to find results obtained by algorithms such as multi linear regression, polynomial regression, artificial neural networks, k-nearest neighbour then perform analysis of the results obtained by each of the algorithms by calculating the efficiency, different kinds of error between the observed and predicted values and coefficient of correlation 2 . All the data has been acquired from Dehradun-Roorkee highway (NH-58). It comprises of the hourly volume of vehicles (number of vehicles passing through the road annually), percentage of heavy vehicles in the volume of data and observed value of noise [2] .The reason of including heavy vehicle percentage is the fact that heavy vehicles play a major role in traffic noise pollution [1] . The observed value of noise is obtained by using noise analyzer (B & K 2260 sound level meter). This sound meter has the capability of measuring measures the level of noise produced in dBA. dBA is approximately equivalent to the inverse of the 40 dB (at 1 kHz) equalloudness curve for the human ear. [2] [9].
METHODOLOGY
As the work required the usage of four different algorithms which includes Multi linear regression, Polynomial regression, K-nearest neighbour algorithm and artificial neural networks Back propagation. Out of these first two are based on regression while next two belongs to the class of supervised learning algorithms. We would be discussing each of them as follows:
Multilinear Regression
Multiple regression is basically an extension of linear regression and it basically defines a dependent variable Y depending on two or more independent variables X1, X2, …., Xn. It allows response variable Y to be modelled as a linear function of multidimensional feature vector [13] .
The regression line for p different explanatory variables x 1 , x 2 , 3 ............ −1 , x p is defined to be
Where, 0 is the constant term and 1 to are the coefficients relating to p explanatory variables Formally, the model for multiple linear regression, given n observations is
Errors are assumed independent of the various explanatory variables which is same as that in the linear regression. Moreover, the coefficients are called regression coefficients because they allow for the effect of other variables
Here, in our work we require to use the multi linear regression results because there can be more than one factor on which the noise produced by the road traffic can be depended. In our cases the volume of vehicles at a certain hour of traffic, the time at which data is recorded as the traffic at the peak hours would definitely be greater compared to the traffic at the non peak hours, moreover the percentage of heavy vehicles also play a key role in traffic noise as it is found that the traffic produced by the heavy vehicles is greater compared to the light vehicles.
Polynomial Regression
Polynomial Regression can be modelled by adding polynomial terms to the basic linear model. Beign a non linear way of predicting the values they help in obtaining much more interpretable results which can be easily deducted in terms of possible functional relationships.
Even though the problem of fitting polynomial regression is similar to the one of fitting multiple regressions, polynomial regression posses certain features.
We fix polynomial to smooth out fluctuations in the data caused by random or uncontrolled errors, not because it is thought to represent the relationship. While fitting the polynomial regression the form of the null hypothesis takes is that polynomial regression being fitted represents certain relationships and secondly, whether terms of higher degree contributes significantly to the relationship.
In our scenario the polynomial regression is used with two degree as besides increasing the degree does not found to provide any significant results.
In order to solve the polynomial regression equation with two degree it requires converting the equation to the linear form.
In order to do so, the transformations obtained are,
Thus, the equation obtained by performing this transformation are quite similar to those obtained by multi linear regression which can then be solved by performing method of least square.
k-Nearest Neighbour Algorithm
KNN is a non parametric lazy learning algorithm. It means is that it does not use the training data points to do any generalization. In other words, there is no explicit training phase or it is very minimal. This means the training phase is pretty fast. Lack of generalization means that KNN keeps all the training data. More exactly, all the training data is needed during the testing phase. Most of the lazy algorithmsespecially KNN -make decision based on the entire training data set. These are based on the learning by analogy.
The training samples are described by the n dimensional numeric attribute. Each sample represents point in an n dimensional space. In this way all of the training sample can be are stored in an n dimensional pattern space. When given an unknown sample the k nearest neighbour algorithm searches for the pattern which corresponds to the unknown sample and provide the most appropriate results for it.
In order to determine the pattern it defines the closeness of a particular pattern from the unknown sample, and if it is found to be close to each other the unknown sample is classified according to that particular pattern [8] . Now the closeness can be determined by using of the various distance function, but most commonly used is the Euclidean function given by,
The algorithm for performing the k nearest neighbour algorithm is given by:
Above function predicted ‗b' values of 24 hours for the traffic i.e. prediction is made for ‗b' days. Thus, by the usage of the above algorithm we calculated all the nearest neighbors which are stored in matrix h on the basis of window size been defined. Mean is calculated of matrix h thus generated, which is then used to carry forward our prediction. The formula for calculating mean is given by:
Artificial Neural Networks
Artificial neural networks can be implemented by a variety of different ways. Backpropagation is also a type of neural network learning algorithm. This ANN is a popular neural network which known as the back propagation algorithm introduced by Karaca and Ozkaya [12] . Neural networks comprises of a large number of connected input/output units. Each of these connections has a weight associated with them. However, neural networks are usually widely used across number of application because of there capability of fitting to any kind of function and high tolerance power to the noisy data but they are also been criticized for the poor interpretation to the general user making it difficult to comprehend the results.
Here, we have used backpropagation learning algorithm which is learning on multilayer feed forward neural networks. Backpropagation algorithm has a layered structure. The inputs are fed through the input layer. These input layer then fed the weighted outputs to the next layer called hidden layer.The hidden layer's weighted outputs can in turn be input to another hidden layer which in turn provide input to the output layer [11] . Output layer is basically used to give the output results of prediction performed.
Figure1: Simple neural networks describing function of each layer.
In order to fit the data to the function of backpropagation it is required to train the network according to the inputs. . It consists of the various attributes which are required for prediction. This is termed as training data set While there is another data set called the testing data set which represents the data according to which the network has to be trained.
Once the network is trained there could be number of errors produced in each iteration which has to be backpropagated across the network again and again so that the weights associated with each connection can be updated to yield precise results of prediction operation. Here we have used Levenberg-Marquardt backpropagation algorithm for training the network. Crossvalidation is performed in order to test the prediction power of the algorithm and it would be helpful in avoiding any possibility of overfitting arising due to overtraining of the input data [15] .
Algorithm: Backpropagation. Neural network learning for classification or prediction, using the backpropagation algorithm.
Input:
1. D, a data set consisting of the training tuples and their associated target values;
2. l, the learning rate;
3. network, a multilayer feed-forward network.
Output: A trained neural network.
Method:
(1) Initialize all weights and biases in network;
(2) while terminating condition is not satisfied { 
The constant η(called the learning rate, and nominally equal to one) is put in to speed up or slow down the learning if required.
The error is calculated using the formula [10] PE = (target -output) / target *100
Besides this other errors such as mean squared error, root mean square error etc. are also been considered for better conclusions to be made.
RESULTS AND DISCUSSIONS
Our aim here was to perform the prediction of traffic noise levels along the roads of Indian Highways. For this purpose we worked over four different algorithms and compared the results obtained by each of them.
For Multi linear Regression
The results obtained while using the multiple linear regression can be shown in a Figure2: Plot of the observed noise and the predicted noise obtained using muti linear regression.
For Polynomial Regression
In order to solve the polynomial regression equation with two degree it requires converting the equation to the linear form. In order to do so, the transformations obtained are, 
For K-nearest neighbour Algorithm
In our scenario we have used k nearest neighbour algorithm to perform prediction on a certain test data by using training over certain another part of data, thus the data to be tested is checked for closeness with the data available in the training and if found significantly closed to the data in training then is provided with that particular information. 
For Artificial Neural Networks
The network training is carried out using LevenbergMarquardt back propagation algorithm, and cross validation approach is used to perform the operation. The data set is divided into three main parts the first part is for the training operation while another part i.e validation is to tell when the neural network has been trained to the desired level of accuracy while the third part is the testing which is the data set which is to be tested.
The error of the training set gets smaller as the size of the tree grows. The idea of cross validation is to choose the representation in which the error of the validation set is a minimum. In these cases, learning can continue until the error of the validation set starts to increase.
The validation set that is used as part of training is not the same as the test set. The test set is used to evaluate how well the learning algorithm works as a whole. 
CONCLUSION
This paper is an attempt to perform the prediction of noise levels which could be used in deducting the trends of noise and make further analysis about the creation of new highways, flyovers to reduce the road traffic concentration within a certain area and also to take steps forward in order to prevent the menace caused by the noise. After performing the analysis we found that Artificial neural networks give better results than any other prediction algorithm. The reason of preferring the neural networks over other algorithms are shown within the results. Multi linear regression and polynomial regression try to put on the data within a certain specified function which results in poor results compared to supervised learning. Knearest neighbour algorithm however, giving better efficiency then neural networks is more susceptible to over fitting then neural networks when the database is modified. Moreover, the data of the noise is generally noisy the neural networks are found to be having more capability of tolerating noisy data as well as they can classify on the patterns in which they have not been trained. Thus, providing better efficiency than any other algorithms in such kind of databases.
FUTURE WORKS
The results of the prediction can further be used to identify the National Highways which are either most polluted or will be polluted in near future and then plan strategies to control it by either routing the traffic to through appropriate routes or other means.
