This paper analyzes possible cointegration relations among the sub-indexes of the Istanbul Stock Exchange series -services sector, industry sector and financial sector -for the period from February 1, 1997 to September 24, 2003. The data is analyzed by using various methods initiated by Engle and Granger (1987) , Johansen (1988) and Akdi (1995) . The basic finding of this study is that none of these methods suggest the presence of cointegrating relationships among these indexes.
1.

Introduction
The purpose of this paper is to examine the relationships among returns of various sub-indexes in the Istanbul Stock Exchange by using various methods. In particular, we look at the extent to which various sub-indexes are cointegrated or not by using three different methods. For the first two, Engle and Granger's (1987) single equation models and Johansen's (1988) multivariate cointegration methods are the among the most commonly used methods for assessing long-run relationships. Kamstra, Kramer and Levi (2003) suggest that seasonality does exist in the stock market, and addressing the seasonality in the data could alter the basic inference gathered from the data (see, Cheung and Westermann, 2003; Maravall, 1995; Hecq, 1998 and Cubadda, 1999) . In order to account for this, a third method is adopted: the periodiogram based cointegration procedure developed by Akdi (1995) and Akdi and Dickey (1998) . This test has the advantage of being seasonality robust, and model free from the selection of the lag length. Periodogram based unitroot/cointegration tests are immune to these criticisms (see Akdi, 1995 and Akdi and Dickey, 1998) .
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The non-existence of cointegration among these sub-indexes enables the benefits of portfolio diversification among these indexed assets to be realized. However, if there is a cointegration among these indexes, then diversification will probably not lead to any benefit (see, for example, Besser and Yang; 2003 and Francis and Leachman; 1998) . Most of the studies that examine the cointegration among indexes use different indexes across countries (see, Yang, Khan and Pointer; 2003 and references cited in) . However, stock market indexes of different countries are subject to different monetary and fiscal policy shocks from their respective governments, as well as the specific structural problems each country may face. Thus, using data from a single country, Turkey, allows us to eliminate the effects of different policy and structural shocks on stock market indexes. Such an analysis will provide a different angle for the co-movements of the stock market indexes.
The use of data on different sectors (or sub-sectors) allows us to observe idiosyncratic elements of different sectors of the economy. In this way, we can compare different views on the source of sectoral growth. Burns and Michell (1946) argue that the broad-based swings in different sectors are driven by an unobservable aggregate cyclical component. In contrast, by using real business cycle specifications, Long and Plosser (1983) and Engle and Issler (1995) argue that the presence of sectoral components hinges on the components of sector specific shocks. Therefore, if the shocks are not common across sectors, comovements among sectors are not likely. In particular, Durlauf (1989) argues that if "aggregate unit roots are generated by technology, it is unlikely that growth innovations will be common across sectors". For example, improved technology in service quality in tourism may not be helpful in the home equipment sector. Stockman (1988) , on the other hand, claims that both common and sector specific shocks are important for studying economic dynamics.
Data from the stock market allows us to observe the co-movements in different sectors. The stock market sub-indexes are claims on future output. These indexes could be taken as predictors of general business cycle conditions (see : Fama, 1990; Chen, 1991; and Ferson and Harvey, 1991) . Thus, one may analyze the co-movements of stock market indexes to assess the role of fundamentals in various sectors.
This paper assesses the relationships among sub-indexes by using data from Turkey. Using the Turkish data has its own advantages. Turkey is an attractive emerging market for fund managers. According to the Word Federation of Exchanges, for the value of share traded, the ISE is the 9 th largest stock market in Europe, surpassing Ireland, Copenhagen, Oslo and Vienna. It is also the second largest emerging market after Kosdaq (Korea). Moreover, Turkey has a volatile stock market and macroeconomic performance. This high volatility allows us to minimize the type 2 error-an error made when an incorrect null hypothesis is not rejected.
2 The basic evidence gathered from this study suggests that these sub-indexes are not cointegrated for any of the methods that were used. The following section discusses the methods, section 3 presents the empirical evidence and the last section concludes the paper.
Methods
Most of the statistical inference of time series is based on the stationarity assumption. The most practical way to achieve stationarity for a non-stationary series is to compute their differences. However, if a multivariate time series, t X is nonstationary, sometimes it is possible to find a vector (or matrix) such that
stationary. Such a system is called cointegrated and the vector is called the cointegrating vector. To assess cointegration, three methods are considered in this paper. The first method is the standard ordinary least squares method proposed by Engle and Granger (1987 Finally, we will consider the estimation and testing method of cointegration based on the periodogram ordinates proposed by Akdi (1995) and Akdi and Dickey (1998) . Given a time series t X , the periodogram ordinate is
and k a , k b are the Fourier coefficients defined as 
where 1 Z and 2 Z are independent standard normal random variables. Note that the distribution is invariant to the mean. That is, the periodograms are calculated based on the original series without any model specification. Moreover, the critical values of the distribution do not depend on the sample size (see Akdi and Dickey, 1998) . Since the method is based on some trigonometric transformations, the seasonality is addressed. Akdi and Dickey (1999) show that the same test statistics can be used to test for seasonal unit root. The null hypothesis of a unit root will be rejected for small values of k T . Some of the critical values of this distribution are given below (see, Akdi and Dickey, 1998): 3 One may use a proxy of the data generating process as an any ARMA process for y t to calculate 2 due to Slutsky's theorem (see Akdi, 1995: pp 33 The periodogram analysis can also be used to estimate the cointegration vector for a multivariate time series (Akdi, 1995) . Suppose that the components of a bivariate nonstationary series satisfy equation 1. As mentioned above, 
where C and V are the means for k C and k V respectively. Therefore, the cointegrating vector would be ) 1 , ( T . Figure 1 plots the daily ISE series in the logarithmic form for the sample from February 1, 1997 to September 24, 2003. 4 The components of the ISE series, ) log(services Enders, 1995, pp. 233) and the value of the ˆstatistic is calculated for each series where ) (
Empirical Evidence (a) Identification
If the value of this statistic is less than 5% critical value (-3.415), then we reject the null hypothesis of unit root. In order to apply the periodogram based unit test procedure, we calculate the value of k T for each series and if the value is less than 5% critical value ( 178 . 0 ), then we cannot reject the null hypothesis of a unit root. The test statistic is consistent for each k and it is suggested that the low frequencies be used. Therefore, in the unit root analysis 1 T was used instead of k T . The results are given in the following table. Table 1 reports the unit root tests for the series. The first column reports the name of the series and the lag length in parentheses (as suggested by Ng and Perron, 1995) for the ADF tests. The second column reports the ADF tests with constant term. We clearly cannot reject the unit root for either of the series. Column 3 includes time trend and the constant term for the ADF series, column 4 reports the unit roots by using the periodogram based tests. Neither of these tests could reject the unit root in either of the series. We also repeat the analysis for the first difference of these series in Panel B. This time, we reject the null of unit root. Thus, we claim that all 3 series are I(1).
(c) Cointegration Analysis
In the previous sub-section, it was determined that all three series are first order integrated time series. Therefore, we searched for a possible cointegrating relationship among these components. We will use three different approaches, Engle and Granger (1987) , Johansen (1988) and the periodogram based on analysis in order to find such a cointegrating relationship. Engle and Granger (1987) Table 2 (a). The first column reports the name of the bivariate variables. The second column is for the estimated parameter for the independent variable in equation (3.1). The third column reports the t-statistics for the 1,1 estimation in equation (3.2). 
C1)
The OLS estimator of 1 , say P 1 , is a consistent estimator for the ratio given above (see Akdi, 1995) . Therefore, if the series 
4.
Conclusion
This paper assesses whether there is any long-run relationship among subindexes of the ISE by using three different cointegration methods. The empirical evidence gathered here could not find any long-run relationships among these indexes. In particular, there exists no bivariate cointegration relationship among the components of the ISE series when we use a Engle-Granger regression method and the periodogram based test. Moreover, we were unable to find any cointegrating relationships among these three indexes when the Johansen's trace method was used. 
