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Abstract 
Quasi-Newton methods update, at each iteration, the existing Hessian approximation (or its inverse) by means of 
data deriving from the step just completed. We show how “multi-step” methods (employing, in addition, data from 
previous iterations) may be constructed by means of interpolating polynomials, leading to a generalization of the 
“secant” (or “quasi-Newton”) equation. The issue of positive-definiteness in the Hessian approximations is 
addressed and shown to depend on a generalized version of the condition which is required to hold in the original 
“single-step” methods. The results of extensive numerical experimentation indicate strongly that computational 
advantages can accrue from such an approach (by comparison with “single-step” methods), particularly as the 
dimension of the problem increases. 
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1. Introduction 
The deficiencies of Newton’s method as a practical algorithm for optimization are well 
known (see, for example, [5]); one of the most serious is the fact that, in many practical 
applications, the Hessian of the objective function may be too costly to evaluate or may even be 
unavailable in explicit form. Quasi-Newton methods endeavour to circumvent this difficulty 
(while retaining the basic structure of Newton’s method and thus preserving, as far as possible, 
its advantages) by constructing approximations for the Hessian. The starting-point for the 
development of such methods is the Newton equation [17], which prescribes a condition which 
the Hessian (evaluated at a specified point) must satisfy. This equation is derived as follows: let 
f(x) be the objective function, where x E R”. We denote the gradient and Hessian of f by g 
and G, respectively. Let X denote a differentiable path (X(T)} in R”, where 7 E R. Then a 
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straightforward application of the chain rule to the vector function g(x(7)) shows that, at any 
point on X (corresponding to Q- = 7 *, say), G(x(T *>) must satisfy 
G(x(T*))$/ 
7=7* 
=$I 7 
T=T* 
(1) 
the Newton equation. The standard technique for exploiting this relation in the construction of 
quasi-Newton algorithms is to focus attention on the situation in which a new point xi+i has 
been generated, by some means, from a previous estimate xi of the desired minimum. The 
curve M is defined, for this case, to be the straight line (denoted by [I) which interpolates these 
two iterates: 
X(T) -xi + 7si, (2) 
where 
Si AXxi+i -xi. (3) 
Thus, from (21, we have 
x(0) =xi, x(l) =xi+1 (4a) 
and 
dx 
-=si, Vr. 
dr (4b) 
Relation (4b) is then substituted in (11, where we take T * = 1 (because we wish to derive a 
relation satisfied by G(x,+i> = G(x(l)), in order to be able to approximate G(x,+,)>. We thus 
have (for these particular choices of X and the value of 7 *) 
ds 
G(xi+l)si = z * 
7=1 
Except in special cases (for example, when f is a quadratic function), it is not practicable to 
determine the derivative (dg/dr) which is required by this equation to define G(x,+i). We 
therefore resort to numerical techniques in order to estimate the derivative, using available 
values of g. In doing so, it is important to bear in mind that evaluations of g are to be regarded 
as computationally expensive and, therefore, that it is very desirable to utilize only those values 
of g (pertaining to the line IL) which are already known, rather than requiring additional 
evaluations to be made. In general, the only values of g which satisfy this criterion are g(x(0)) 
and g( x( 1)). (The situation when further values of g on L are available has been considered in 
[12].) Hence we are naturally led to approximate g by the interpolating linear polynomial 
g(x(0)) + T[ g(x(1)) - g(x(O))] and, thus, to estimate the derivative of g by that of the polyno- 
mial (a process which amounts to using backward differences): 
dg 
dr 
zg(x(l)) -S(x(o)) =g(x,+l) -g(xj) 'Yi* 
7=1 
(6) 
Thus, (5) becomes 
G(xi+,)si =yi- 
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For any nonnegative integer j, let Bj denote an approximation to G(xj). The standard 
quasi-Newton approach to using this approximate condition for G(x,+i) is to require that Bj+l 
should satisfy the relation as un equality: 
(7) 
the so-called secant (or quasi-Newton) equation [9]. Other approximations to (5) have been 
developed by a number of authors (see, for example, [2,3,13-161). These may be viewed as 
techniques for constructing alternative estimates of the derivative dg/dT and are derived from 
various models of the behaviour of either f or g, when restricted to [L. 
Although it has the virtue of being the simplest case to consider, the choice of the straight 
line [I for the path X is evidently not the only possibility. To be more specific, we propose to 
develop methods which utilize interpolator-y polynomial forms for X(T) and, correspondingly, 
estimate the required derivative dg/dT by techniques of higher order than backward differenc- 
ing. In Section 2, we will develop this approach and derive the resulting alternative approxima- 
tions to the Newton equation. In Section 3, we address the question of maintaining the 
symmetric-positive-definite property in the approximations ( Bj}. The results of numerical 
experiments with the new methods are described in Section 4, while Section 5 summarizes the 
content and conclusions of the paper and discusses further lines of investigation with respect to 
the methods introduced here. 
2. Multi-step methods 
Let us suppose that, in addition to the two current iterates xi and xi+i, the m - 1 most 
recent points xiPmtl, Xi_m+2,. . , xi_l generated by some algorithm (together with the 
corresponding gradient values) are available to us. Thus, we have a total of m + 1 iterates and 
(generalizing the argument used in constructing the secant equation) we may define the path X 
to be a polynomial X(T) of degree m which interpolates these points (compare (4a)): 
~(7~) =~~_~+~+i, for k = 0, l,..., m. 
The precise form of this polynomial will depend upon the values {TV},& which we choose to 
assign to the variable 7, in order to correspond to the iterates {~~_~+~+i}&. From considera- 
tion of the “base case” discussed above in the derivation of the secant equation (that is, m = 1, 
7 0 = 0 and pi = 11, a natural choice is to retain a unit spacing of the T-values: 
7 k=k-m+l, for k=O, l,..., m. (9) 
It is convenient to represent the interpolating curve M in its Lagrangian form 
m 
k=O 
where _Pk(~) is the standard Lagrangian polynomial 
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If we consider g(x(r)) as a function of T, the obvious course of action is then to approximate it 
(compare the discussion in Section 1) by the corresponding interpolatory polynomial. This 
polynomial is based on the values of the gradient arising from the iterates {~~_~+~+~}~=a (and 
thus the values (~k]km,O) used in the construction of the path X. Hence, we obtain (by analogy 
with (10)): 
g(x(r)) = L%(rMxi-,,,,,). (11) 
k=O 
Since 7 = T, ( = 1) corresponds to xi+ 1, we wish to apply the Newton equation (1) with 
T*=T m, in order to be able to derive a relation satisfied (approximately) by G(x,+~). We 
therefore need to determine dx(T,)/dr (from (10)) and to estimate dg(x(r,))/dT (from the 
approximation given by (11)). From (lo), 
x’(T,>= i%~(Tm)Xi-m+k+l (12) 
k=O 
P ri, (13) 
and the values of the coefficients {_Yk'(~,,)}km_~ are readily available from tables (for example), 
since they arise from numerical differentiation performed on equally-spaced ata. Explicitly, we 
have 
m-l T 
-%!(Tn) = CT/c -‘L)-’ Jvo s = 
J (-l)“-k 
m! 
(m-/q k! (m-/q ’ for k<m, (14) 
j#k 
m-l 
24(7-,)= C (T~-T~)-~= E t. (15) 
j=O i=l ’ 
The same coefficients may, evidently, be employed to form an estimate for the derivative of g, 
via differentiation of (11): 
dg(lF)) z ~eY/J(T~)g(Xi_m+k+l) 
k=O 
(16) 
PWi. 
Thus, by analogy with the construction of (71, we derive (from (1)) the condition 
(17) 
B,+,r, = wi (18) 
on the new Hessian approximation Bi+i, as a replacement for the condition imposed by the 
secant equation. This condition for Biti may therefore be met by selecting any standard 
quasi-Newton formula which satisfies the secant equation, and then replacing si and yi with ri 
and wi, respectively. (A suitable example of a “standard” formula would be any member of the 
Broyden family [ 111 
Bi+l =Bi - 
BisisTBi YiYT 
sTBi si 
+- 
STYi 
+ (pUi7Jl~, (19) 
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where 
i 
yi BiSi 
ui = (&$)1’2 - - - 
STYj STBiSi i 
and cp E R.) 
A more useful and slightly more compact representation of yi and wi may be derived as 
follows. By differentiating the identity 
CL?&) = 1, 
k=O 
we obtain (on setting T = 7,) 
&Z&) = 0. 
k=O 
Thus, concentrating on the representation of ri (to be definite), (12) gives 
m-2 
‘i =yI(Tm)Si + {Z(Tm) +TI-I(Tm>}xi + C T!x!(Tm)Xi-m+k+l 
k=O 
=-YYz(‘rn)Si + {%(Tm) +ZL1(Tm>ISi-I 
m-3 
+{pL(‘m) +-%LI(~PI) +-%Zz-2(Tm)IXi-l ’ C T~(Tm)Xi-m+k+I 
k=O 
(20) 
m-l 
= C Si_j~m-j, say. 
j=O 
(22) 
Similarly, a corresponding representation of wi in terms of { yi _j}jCL, ’ may be derived. It follows 
that the vectors yi and wi required for updating Bi to produce Bi+r may be formed from the m 
most recent “step-vectors” {s~_~},?!;’ and { Y~_~),??o ‘, respectively. In the numerical experiments 
to be reported below, we have tested the algorithms (denoted by M2 and M3, respectively) 
which correspond to taking m = 2 and m = 3, in addition to the basic single-step method 
(m = l), denoted by Ml. For these values of m, ri, wi and the condition on Bi+i are given by 
(in each case, the representations of both ri and wi have been normalized by setting the 
coefficient of si and yi (the most recent step-vectors) to unity, purely for ease of comparison 
with the basic, single-step formula Ml) 
Ml: pi = si, (234 
w!” = yi, I (23b) 
B,~‘,r~‘) =w!” I 7 (23~) 
M2: rj2) = si - +s~_~, (244 
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w!2) =yi - +yi_ 
1 Wb) 
B,M~#) = ,,J2’ 
1+1 I I ) WC) 
M3: rj3’ = si - +-I + &s~_~, (25a) 
nJ3)=yi - &J&l + $Yi-2, 1 (25b) 
BM3 r<3’ = ,,+,<3’ 
rtl I r . (25~) 
A proposal which readily suggests itself, at this point, is to select two or more of the 
conditions ((23~1, (24~1, (25~1, etc.) upon Bi+l which have been proposed and seek a matrix 
which satisfies all the chosen conditions, rather than just one. For example, we might require 
BitI to satisfy borh the secant equation 
Bi+ Ir!‘) = w!” I 
and the corresponding two-step condition 
Bi + 1 y!2) = w!~’ I - 
However, as has been observed in similar circumstances by a number of authors, it is easily 
established that, unless ri VP (1) = w!2)Tr!‘), wi it is not possible to satisfy both conditions simultane- 
ously without sacrificing the symmetry of Bi+I. Furthermore, such an observation is generally 
true for any combination of such conditions on Bi+i. 
As with multi-step methods used in the numerical solution of ordinary differential equations, 
some form of “start-up” procedure will clearly be necessary during the first m - 1 steps of the 
proposed m-step methods (if m > 1). The natural procedure for accomplishing this is to use the 
i-step method on iteration i, for i = 1, 2,. . . , m, and this is the strategy we have adopted in the 
numerical tests. 
3. Preserving positive-definiteness 
Suppose that Bi is symmetric-positive-definite and let (p ( < 0) be defined by 
[ 
( sTBisj)( Y,TH,Yi) 1 
-1 
cp’ l- 
($YJ2 ’ 
where Hi = Bim’. It is well known (see, for example, [ll]) that any member of the Broyden 
family (19) corresponding to a value of cp which is greater than (p will generate a matrix B,, 1 
which is also symmetric-positive-definite, provided that sTyi > 0. (This inheritance of such a 
property guarantees that the successive search directions will always (in theory) be descent 
directions.) Essentially the same proof shows that a similar result will hold for the new 
multi-step methods, with the condition rlrwi > 0 replacing that on sTyi. If we consider the 
matrices Sj and Y; which are formed from the step-vectors used in determining ri and wi: 
Si=[si s~_~...s~_~+~] and r/i=[yi yi_1.**yi_m+l]> 
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then (22) and its analogue for wi show that 
Yi = Sid my wi= Kd in, 
311 
(26) 
where 
d, = [6,, am_,, . . .) a,]=. 
Thus, 
yrw. = d=,‘j’y.d 11 ml lrn, 
and a sufficient condition for Bi + I to be symmetric-positive-definite is, therefore, that sZry be 
positive-definite (we observe that, in general, $ry will not be symmetric). This requirement 
may be regarded as a natural generalization of the inequality sTyi > 0 for the single-step 
methods. Furthermore, since the diagonal of a positive-definite matrix must be positive and the 
diagonal elements of sTYi are {Sfyj}j=i_m+l, it is therefore desirable to continue the require- 
ment that the condition sTyj > 0 be satisfied at each iteration. (If, as was the case in our tests, 
the new iterate xj+r is determined from the previous point xj by means of a line-search, then 
the imposition during such a process of a condition of the form 
g(Xj+l)Tsj > pg(Xj)TSj> where P < 1, 
(compare [ll]) ensures that s,ryj > 0, as long as sj is a descent direction at xi.) 
(27) 
In the “ideal” case when f is a quadratic function with positive-definite Hessian A, Y, =AS, 
and the condition on &rx is met, provided that the steps {s~_~},YY~’ are linearly independent. 
Such an argument lends support to the view that the condition on sLry is not unreasonable 
and is likely to be satisfied on most (if not all) occasions. In practice, we have not attempted to 
enforce this condition; instead, we have applied the test 
rTWi > 1O-4 II yi II II wi II 
in order to ensure that rTwi is “sufficiently” positive and thus avoid numerical instability in 
computing Bi + 1. If this condition on rTwi was not satisfied, we reverted to the use of a 
lower-order method. Practical experience shows that it is relatively rare for this to happen; for 
example, during the solution (by means of the algorithm M2) of a test set of 700 problems with 
dimensions ranging from 2 to 80, rTwi was nonpositive in only 1167 instances from a total of 
153 392 iterations (that is, less than 0.8% of cases). The corresponding figures for M3 over the 
same set were 3024 instances in 161518 iterations (less than 1.9% of cases). 
Finally, it is important to observe that the requirement that STYi be positive-definite is 
sufficient to guarantee (when using an updating formula from the Broyden family, with cp > (p) 
that Bi+i will inherit the property of being symmetric-positive-definite from Bi, for any 
method which requires Bi+i to satisfy an equation of the form (181, where yi and wi may now 
be any linear combination of previous step-vectors. (In making this statement, it is to be 
understood that the same set of coefficients is used in forming both yi and wi, as in (26)). This 
inheritance property holds because only the coefficients (~k}~=i (and, thus, the vector d,) 
which define yi and wi will have been modified. An example of such a method would be one 
which bases the choice of ri and wi on interpolations employing a nonconstant spacing of the 
values {Q-~):=~, in place of (91, and which even permits the choice of these values to vary from 
one iteration to another. 
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4. Numerical experiments 
The new methods described above were applied to the minimization of 60 functions. Each 
function was minimized from four different starting points, giving a total of 240 test problems. 
As indicated previously, the dimensions of these functions varied from 2 to 80. In order to 
provide a benchmark for comparing the performance of the proposed methods, the standard 
BFGS method (cp = 0 in (19)) was also applied to the solution of the same set of test problems. 
M2 and M3 were implemented using the BFGS formula (cp = 0), with si and yi substituted by 
r!2) and wt2), or by rj3) and wt3), as appropriate. (Ml, using the BFGS formula, is simply the 
iFGS meihod and will not be hiscussed, as such, any further.) In all cases, the determination of 
xi+1 from xi was carried out by means of a line-search algorithm which accepted the predicted 
point if the two conditions given below were satisfied and which, otherwise, used step-doubling 
and cubic interpolation, where necessary. It is evident, however, that such an algorithm is not a 
mandatory feature of any of the methods proposed here; a trust-region approach (for example) 
would be equally valid. To be acceptable as a new estimate of the minimum, the following 
conditions were imposed on xi+ 1 (see [ll]): 
f&+1) <f(xJ + 10-4&+i), &(Xi+J > P$g(xJ. 
We conducted two sets of experiments (one with p = 0.9 and one with p = O.l), in order to 
assess the effect of p on the performance of the new methods. In the case of functions of 
dimension 10 or greater, the initial Hessian approximation (the unit matrix) was scaled by the 
method of [22] before the first update was performed. (The experiments of [22] showed that 
such scaling was of dubious value for functions of small dimension.) 
The full set of test functions, with their dimensions and starting-points, is described in Table 
1 (unless otherwise stated, a full definition of each function may be found in [21]). The notation 
[ff, P, * * * > w] is to be understood as specifying that the vector ((Y, j3,. . . , o> is repeated as many 
times as necessary to create a vector of the required dimension. In addition, the symbol “F” for 
a starting-point indicates that the point is given by a formula whose precise definition may be 
found in the stated reference. 
The results of running the three algorithms (BFGS/Ml, M2 and M3; all using p = 0.9) on 
the 240 problems are given in Tables 2-4. The test problems have been divided into three 
sections, corresponding (within the context of the tests reported here) to “low” (2 < n < 15) 
dimension (Table 2), “medium” (16 < IZ < 45) dimension (Table 3) and “high” (46 < n < 80) 
dimension (Table 4). Each entry in the tables consists of two integers; the first is the number of 
function/gradient evaluations required to minimize the function from the stated starting-point, 
while the second (in parentheses) gives the number of iterations. The best performance on each 
problem (judged on the number of evaluations with ties resolved by number of iterations) is 
indicated by the symbol “* “. The total number of best performances for each algorithm is given 
in the penultimate row of the table (“Scores”), together with the totals for evaluations and 
iterations,in the final row. 
We make the following observations from the results contained in Tables 2-4. 
(i) For problems of low dimension, the standard BFGS method generally outperforms both 
of the new methods proposed here. 
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Table 2 
Dimensions from 2 to 15 
Problem & initial point M3 
1 [al 58 (35) 
bl 790 (507) 
[cl 249 (167) 
[dl 126 (88) 
2 [al 
bl 
t il 
58 (47) 
95 (67) 
99 (75) 
133 (104) 
3 [al 
bl 
t :
90 (70) 
252 (166) 
154 (112) 
176 (112) * 
4 [al 
bl 
t: 
72 (60) 
142 (106) 
81 (71) 
109 (97) 
5 [al 
bl 
til 
149 (119) 
218 (184) 
79 (70) 
206 (181) 
6 [al 
bl 
t 2l 
108 (93) 
221 (170) 
145 (118) 
236 (184) 
7 [al 
bl 
t “dll 
117 (84) 
193 (152) 
163 (136) 
321 (198) 
8 [al 
bl 
t2l 
68 (45) 
98 (70) 
67 (49) 
88 (65) 
9 [al 243 (211) 
234 (197) 
265 (235) * 
270 (238) 
bl 
[cl 
IdI 
10 [al 
bl 
t ?I 
16 (14) 
23 (22) 
61 (56) 
63 (54) 
BFGS/Ml 
45 (35) * 
608 (401) * 
197 (134) * 
81 (61) * 
43 (30) * 
80 (60) 
75 (58) * 
104 (83) * 
100 (81) 
228 (116) 
105 (84) 
203 (94) 
55 (52) * 
156 (97) 
76 (75) 
95 (78) 
109 (97) 
182 (157) * 
66 (61) * 
160 (141) * 
79 (74) * 
221 (123) * 
116 (108) * 
144 (113) * 
97 (80) * 
145 (112) * 
137 (109) * 
255 (174) 
38 (28) * 
55 (39) * 
40 (29) * 
57 (41) * 
220 (198) 
203 (173) 
291 (272) 
238 (218) 
11 (9) * 
19 (18) * 
55 (54) 
51 (50) * 
M2 
51 (46) 
673 (450) 
217 (156) 
101 (73) 
47 (36) 
78 (61) * 
77 (65) 
125 (94) 
88 (74) * 
224 (117) * 
78 (62) * 
224 (121) 
77 (63) 
141 (78) * 
64 (58) * 
79 (66) * 
89 (81) * 
212 (181) 
67 (61) 
175 (156) 
lll(86) 
255 (184) 
120 (102) 
179 (151) 
lll(77) 
154 (114) 
148 (119) 
147 (86) * 
50 (36) 
83 (53) 
47 (36) 
71 (56) 
220 (189) * 
201 (164) * 
276 (258) 
171 (160) * 
20 (18) 
19 (18) * 
55 (51) * 
54 (49) 
Totals 6336 (4829) 5240 (4017) 5379 (4106) 
Scores (*) 2 25 14 
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Table 3 
Dimensions from 16 to 45 
Problem & initial point M3 BFGS /Ml M2 
11 [al 762 (597) 
12 [al 
Lb1 
t: 
13 [al 
bl 
;: 
14 [al 
bl 
;: 
16 [al 
bl 
t: 
17 [al 
[bl 
;?I 
18 [al 
bl 
t ?I 
20 [al 
bl 
t :
21 [al 
bl 
;?I 
921 (687) 
1235 (993) 
1435 (1109) 
482 (446) * 
605 (510) * 
1072 (917) * 
1192 (984) * 
24 (23) 20 (19) * 
222 (105) 212 (144) 
40 (39) 41(40) 
198 (141) 245 (226) 
135 (88) 
190 (138) 
196 (139) 
368 (210) 
115 (91) * 
149 (115) * 
155 (116) * 
298 (181) 
34 (28) 
77 (66) 
163 (84) 
110 (84) 
26 (25) 
62 (61) 
158 (92) 
100 (88) 
57 (55) * 
103 (99) 
108 (90) 
168 (121) 
65 (63) 
108 (107) 
110 (98) 
180 (136) 
225 (208) 
120 (112) 
128 (122) 
320 (310) 
244 (243) 
120 (118) 
144 (143) 
352 (351) 
182 (136) 
320 (177) 
362 (318) 
334 (209) 
126 (104) 
297 (170) * 
350 (338) 
194 (112) * 
410 (348) 
383 (291) 
540 (460) 
679 (610) 
377 (340) 
304 (262) * 
377 (361) 
661 (611) 
166 (105) 
185 (149) 
224 (107) 
392 (209) 
147 (95) * 
157 (127) * 
207 (102) 
263 (116) * 
522 (441) 
339 (280) 
418 (333) 
423 (370) 
539 (514) 
339 (327) 
383 (370) 
430 (415) 
53 (52) 
64 (62) 
67 (66) 
56 (55) 
57 (56) 
66 (65) 
70 (69) 
62 (61) 
598 (480) 
671 (542) 
1099 (915) 
1571(1262) 
22 (21) 
196 (104) * 
39 (36) * 
171 (154) * 
125 (80) 
160 (115) 
176 (130) 
205 (103) * 
26 (19) * 
58 (54) * 
152 (76) * 
95 (82) * 
58 (56) 
99 (95) * 
105 (91) * 
164 (118) * 
222 (216) * 
104 (93) * 
122 (118) * 
317 (309) * 
125 (104) * 
303 (164) 
337 (304) * 
227 (136) 
359 (311) * 
310 (256) 
374 (350) * 
517 (473) * 
148 (100) 
169 (127) 
200 (103) * 
274 (113) 
464 (414) * 
331 (285) * 
354 (311) * 
388 (322) * 
49 (48) * 
59 (57) * 
65 (64) * 
54 (53) * 
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Table 3 (continued) 
317 
Problem & initial point M3 BFGS/Ml M2 
22 [al 
bl 
t : 
23 [al 
bl 
t: 
24 [al 
bl 
till 
25 [al 
[bl 
[il 
26 [al 
Lb1 
til 
27 [al 
bl 
t: 
28 [al 
[bl 
;: 
29 [al 
bl 
t : 
30 [al 
bl 
[iI 
31 [al 
bl 
t: 
32 [al 
bl 
295 (221) 
204 (170) 
81 (79) * 
385 (301) 
146 (102) 
148 (99) 
99 (58) 
130 (66) 
62 (61) 
72 (70) 
102 (86) 
200 (137) 
16 (14) 
111 (80) 
23 (22) 
130 (96) 
552 (465) 
485 (391) 
584 (539) 
748 (664) * 
27 (26) 
412 (187) 
56 (55) 
270 (183) 
113 (97) 
142 (127) 
170 (146) 
136 (134) 
66 (57) 
360 (173) 
233 (218) * 
168 (109) 
40 (28) 
68 (59) 
92 (76) 
295 (123) 
74 (65) 
149 (138) 
151 (142) * 
168 (153) 
128 (117) 
158 (142) 
135 (128) 
133 (127) * 
295 (288) 
212 (210) 
89 (87) 
374 (367) 
74 (46) * 
101 (64) * 
77 (47) * 
112 (62) * 
61 (60) * 
71 (70) 
98 (97) 
198 (192) 
11 (9) * 
109 (97) 
20 (19) * 
126 (111) * 
507 (460) 
416 (361) 
546 (517) 
761 (710) 
25 (24) * 
401 (272) 
59 (58) 
244 (224) * 
119 (117) 
155 (152) 
185 (165) 
152 (151) 
48 (37) * 
317 (153) * 
262 (244) 
136 (96) * 
30 (29) 
62 (61) * 
81 (78) * 
288 (128) 
74 (72) 
164 (163) 
175 (172) 
187 (178) 
143 (141) 
174 (171) 
146 (144) 
152 (151) 
274 (222) * 
193 (181) * 
82 (80) 
367 (289) * 
90 (62) 
133 (82) 
82 (54) 
120 (72) 
61 (60) * 
70 (68) * 
97 (85) * 
179 (133) * 
20 (18) 
106 (79) * 
23 (22) 
129 (83) 
506 (435) * 
413 (343) * 
468 (443) * 
749 (687) 
25 (24) * 
388 (203) * 
53 (52) * 
248 (204) 
106 (101) * 
136 (127) * 
163 (140) * 
132 (130) * 
56 (45) 
351 (177) 
244 (227) 
164 (102) 
28 (23) * 
65 (50) 
89 (66) 
282 (119) * 
66 (61) * 
140 (134) * 
155 (140) 
161(146) * 
122 (111) * 
150 (139) * 
127 (124) * 
134 (130) 
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Table 3 (continued) 
Problem & initial point 
33 [al 
[bl 
t: 
34 [al 
Lb1 
;: 
35 [al 
bl 
[cl 
[dl 
Totals 
Scores (*) 
M3 BFGS/Ml M2 
404 (355) 405 (404) 395 (389) * 
138 (135) 152 (150) 125 (124) * 
210 597(207) 495 246 6 9(245) 6 4 209 587(204) 525 * 
55 (53) 56 (55) 52 (51) * 
101(100) lll(109) 100 (99) * 
178 85 (80) 131) * 173 89 (88) 152) 165 8  (82) 143) * 
72 (71) 80 (79) 67 (66) * 
86 (84) 92 (91) 85 (83) * 
93 (91) 97 (95) 88 (85) * 
97 (75) 88 (87) * 92 (70) 
23 891 (18 834) 21936 (19 183) 21459 (17558) 
7 30 65 
(ii) The two-step method is preferable to the three-step method in the great majority of 
cases, although the gap between their relative performance appears to narrow as the dimension 
increases. 
(iii) As the problem dimension grows, the two-step method becomes increasingly competitive 
with respect to the BFGS method. Over the problems of highest dimension considered here 
(Table 41, M2 shows an improvement of 6.6% in the total number of function/gradient 
evaluations and of 13.5% in the number of iterations. In particular, taking the last 40 cases of 
Table 4, M2 is superior to BFGS in 34 instances and inferior in only 5. 
(iv) Table 4 also shows that M3 is broadly competitive with the BFGS method for dimensions 
of 46 to 80. 
As indicated above, we have also carried out the experiments using the value 0.1 for p, in 
order to gauge the effect of a more restrictive line-search on the new algorithms. For brevity, 
we merely report the totals returned by each method for the sets of problems designated, 
respectively, as of “low ” “medium” and “high” dimension, together with (for comparison) the , 
corresponding totals arising from the value 0.9 for p. These results are given in Tables 5-7. 
They show clearly that the performance of the new methods deteriorates markedly as p 
decreases from 0.9 to 0.1. For such a value of p, the new methods are no longer competitive 
with the standard BFGS algorithm. 
5. Summary and conclusions 
The standard secant (or quasi-Newton) equation, which forms the basis for most optimiza- 
tion methods, has been generalized by considering a path defined by a polynomial of degree m 
(instead of a straight line) in the space of variables, and by approximation of the gradient vector 
(when restricted to the path) with a polynomial interpolant. The vectors defining this revised 
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Table 4 
Dimensions from 46 to 80 
Problem & initial point M3 BFGS/Ml M2 
36 [al 146 (118) 
bl 
t : 
37 [al 
bl 
t : 
38 [al 
bl 
t : 
39 [al 
bl 
[cl 
tdl 
40 [al 
[bl 
t2l 
41 [al 
[bl 
t : 
42 [al 
[bl 
:: 
43 [al 
bl 
t : 
44 [al 
bl 
t : 
45 [al 
bl 
[cl 
idI 
46 [al 
bl 
467 (205) 
145 (136) 
339 (176) 
67 (66) 
78 (77) 
114 (96) 
215 (143) 
344 (255) 
239 (192) 
93 (91) 
430 (338) * 
131 (73) 
147 (113) 
95 (59) 
177 (98) 
55 (53) 
104 (102) 
83 (82) * 
178 (132) 
271 (195) 
198 (157) 
113 (98) 
159 (127) 
91 (86) * 
198 (192) 
206 (190) 
217 (192) * 
159 (148) * 
191(183) * 
212 (183) * 
240 (211) 
80 (75) * 
92 (85) 
120 (104) 
177 (129) 
93 (92) 
106 (102) 
114 (111) 
118 (96) 
400 (392) 
510 (492) * 
593 (561) 
650 (630) 
138 (122) * 
435 (204) 
124 (118) * 
268 (130) * 
66 (65) 
76 (75) 
103 (102) * 
197 (196) 
342 (331) 
243 (242) 
102 (101) 
481 (473) 
82 (46) * 
107 (80) * 
75 (47) * 
117 (53) * 
57 (56) 
113 (112) 
90 (89) 
176 (152) 
277 (259) 
198 (193) 
120 (111) 
143 (136) 
103 (101) 
223 (222) 
235 (230) 
246 (235) 
186 (184) 
227 (226) 
241 (215) 
267 (248) 
93 (92) 
104 (103) 
107 (106) 
167 (131) 
104 (103) 
118 (117) 
125 (122) 
lll(110) 
425 (424) 
548 (534) 
693 (692) 
742 (740) 
140 (114) 
430 (191) * 
127 (116) 
309 (160) 
62 (61) * 
74 (72) * 
104 (96) 
192 (142) * 
326 (272) * 
215 (208) * 
90 (89) * 
437 (343) 
109 (63) 
129 (94) 
86 (54) 
137 (70) 
53 (51) * 
102 (101) * 
84 (83) 
166 (140) * 
264 (196) * 
189 (160) * 
97 (90) * 
138 (131) * 
92 (87) 
189 (178) * 
203 (191) * 
217 (196) 
161 (152) 
198 (188) 
219 (183) 
235 (202) * 
86 (79) 
91 (88) * 
90 (79) * 
165 (113) * 
89 (88) * 
104 (102) * 
110 (106) * 
110 (88) * 
388 (386) * 
515 (497) 
552 (537) * 
625 (618) * 
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Table 4 (continued) 
Problem & initial point M3 BFGS/Ml M2 
47 [al 540 (488) 546 (543) 
bl 
t: 
48 [al 
bl 
till 
49 [al 
Lb1 
[cl 
IdI 
50 [al 
bl 
t: 
51 [al 
bl 
till 
52 [al 
bl 
[cl 
IdI 
53 [al 
bl 
:: 
54 [al 
bl 
t !I 
55 [al 
bl 
t :
56 [al 
bl 
;: 
57 [al 
[bl 
[cl 
[dl 
149 (146) 
265 (262) 
827 (693) * 
57 (55) 
109 (104) 
86 (84) * 
182 (135) 
194 (178) * 
236 (214) 
201 (185) * 
202 (191) 
180 (126) 
512 (204) 
161 (138) 
311(148) 
477 (476) * 
174 (173) 
329 (328) 
900 (896) 
58 (57) 
116 (115) 
92 (90) 
181 (153) 
222 (220) 
265 (259) 
224 (221) 
229 (228) 
138 (123) * 
484 (197) * 
109 (101) * 
291(146) * 
16 (14) 11 (9) * 
80 (65) 71 (63) 
100 (70) 98 (86) 
162 (111) 166 (135) 
377 (279) 370 (368) 
247 (190) 253 (249) 
96 (93) * 105 (104) 
513 (398) 520 (512) 
111 (64) 76 (44) * 
161 (129) 107 (91) * 
88 (59) 71 (54) * 
116 (53) 114 (51) * 
27 (26) 24 (23) * 
540 (229) 528 (325) 
48 (47) * 54 (53) 
237 (174) 247 (210) 
69 (68) 67 (66) 
83 (77) 78 (77) 
122 (95) 106 (105) 
212 (163) 210 (209) 
120 (114) 126 (124) 
252 (238) 284 (283) 
261 (243) 297 (291) 
274 (247) 308 (295) 
112 (111) 125 (124) 
120 (118) 138 (137) 
132 (127) 150 (146) 
115 (114) 134 (133) 
147 (146) * 
200 (198) * 
839 (755) 
52 (51) * 
103 (102) * 
86 (84) * 
173 (143) * 
195 (174) 
226 (213) * 
202 (186) 
200 (190) * 
143 (122) 
502 (209) 
123 (107) 
337 (168) 
20 (18) 
69 (55) * 
94 (72) * 
158 (107) * 
370 (310) * 
228 (225) * 
98 (95) 
499 (384) * 
100 (56) 
137 (110) 
79 (56) 
129 (63) 
24 (23) * 
522 (257) * 
49 (48) 
227 (191) * 
62 (60) * 
75 (74) * 
101 (97) * 
205 (154) * 
116 (113) * 
236 (226) * 
254 (239) * 
270 (241) * 
108 (107) * 
117 (114) * 
129 (122) * 
107 (106) * 
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Table 4 (continued) 
321 
Problem & initial point M3 BFGS/Ml M2 
58 [al 59 (54) 59 (58) 52 (50) * 
[bl 116 (108) 117 (115) 107 (105) * 
t: 190 87 (85) 135) * 186 94 (92) 154) 180 8 (86) 143) * 
59 [al 229 (215) * 262 (260) 231 (211) 
[bl 276 (256) 310 (304) 264 (246) * 
:?I 234 5 (220) 5 * 264 70 (260) 9 230 7 (214) 23 * 
60 [al 125 (100) * 128 (109) 128 (92) 
tbl 44 (31) 36 (35) 31 (29) * 
:: 297 108 (141) 72) * 281 118 (157) 93) 279 112 (139) 82) * 
Totals 19958 (16145) 20447 (18484) 19095 (15989) 
Scores (*) 20 19 63 
Table 5 
Dimensions from 2 to 15 
Value of /3 M3 BFGS/Ml M2 
0.9 6336 (4829) 5240 (4017) 5379 (4106) 
0.1 13 881 (6418) 6886 (2960) 8394 (3681) 
Table 6 
Dimensions from 16 to 45 
Value of p M3 BFGS/Ml M2 
0.9 23891(18834) 21936 (19 183) 21459 (17558) 
0.1 73 006 (3 1799) 31643 (12214) 41323 (16697) 
Table 7 
Dimensions from 46 to 80 
Value of 0 M3 BFGS/Ml M2 
0.9 19958 (16 145) 20447 (18484) 19095 (15989) 
0.1 69 774 (29 759) 31215 (11343) 40349 (15 731) 
equation may be formed by appropriate linear combinations of the most recent step-vectors. 
Positive-definiteness of the Hessian approximation is guaranteed if a generalized form of the 
condition for standard methods is satisfied. Extensive numerical experimentation provides 
strong evidence that the two-step version of the new method (combined with a weak line-search) 
exhibits improved performance in the majority of cases (as measured by the number of function 
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and gradient evaluations required) by comparison with the BFGS method, a feature which 
becomes more marked as the dimension of the problem grows. The three-step version does not 
appear to be competitive with the two-step version for dimensions in the range considered in 
these tests. It is worth pointing out here that the extra resources of storage and time required 
by these new methods will both be O([m - lln), where m is the number of steps involved. This 
is not excessive (except, possibly, for very low-dimensional problems) when compared with, for 
example, the 0(n2) requirements for updating the Hessian approximation in any quasi-Newton 
method. 
We have considered alternative choices (with nonconstant spacing) for the values {~~}km,~ 
which are used to define the path M, and have found that these can lead to further, substantial 
gains in performance - one method based on such a choice yields an average improvement (in 
terms of number of evaluations) of 11.2% over M2 and 13.5% over the BFGS/Ml method. The 
corresponding figures for problems of dimension 46-80 are 21.5% over M2 and 26.3% over 
BFGS/Ml. This work will be reported in a future paper. 
Finally, we remark that the general approach outlined here admits of several different 
developments and raises, for example, the following interesting issues. 
(a) Is it possible to specify an optimal or near-optimal selection of the values {~-~}km,~? Is it 
necessary to require (as we have done implicitly by the choice proposed and tested here) that 
these values be ordered: 
or should account be taken of the relative positions of the iterates {~~},!f/_~+i in determining 
(rk}~CO and, thus, the order in which the interpolating curve passes through these points? 
(b) Are polynomial interpolants for x and/or g the most appropriate choice? 
(c) Are there identifiable reasons for the relatively poor performance of the unit-spaced 
multi-step methods on low-dimensional problems? 
(d) Is the choice cp = 0 (the “BFGS’‘-style formula) the best for use with the new methods? 
Because cp = 0 is generally favoured as the best choice for methods based on the secant 
equation, it was the natural first choice for our experiments, but it would be of interest to 
determine whether other values would be more effective in the context of the multi-step 
methods introduced here. 
(e) Do these methods possess quadratic termination properties similar to those of standard 
quasi-Newton methods when applied to quadratic functions with positive-definite Hessian, 
using exact line-searches ? It is easy to demonstrate that not all of these properties will be 
inherited by the new methods; for example, in lR2, with f(x) =x12 + 2x22 and starting from 
[2, llT, M2 will clearly locate the minimum of f in two iterations (because it only “parts 
company” with the BFGS method when B, is being updated to produce B,, by which time the 
minimum has been located). However, B, (as determined by the method M2) is not the 
Hessian of f, whereas it is well known that B, (as computed by the BFGS method) will be. 
(f) Does the approach discussed in this paper prove effective when applied to the solution of 
systems of nonlinear equations? There is no requirement, in this context, for positive-definite- 
ness or even symmetry in the matrices {BJ (which approximate the Jacobian of the system) and 
the Broyden “good” rank-l updating formula [4] would be the first candidate for generaliza- 
tion. However, other algorithms which retain the Jacobian approximation in factored form (for 
example, [10,18-201) would also appear to be worthy of consideration. 
J.A. Ford, I.A. Moghrabi/Journal of Computational and Applied Mathematics 50 (1994) 305-323 323 
References 
[I] G. Alefeld and L. Platzoder, A quadratically convergent Krawczyk-like algorithm, SLAM J. Numer. Anal. 20 
(1983) 210-219. 
[2] M.C. Biggs, Minimization algorithms making use of non-quadratic properties of the objective function, J. Inst. 
Math. Appl. 8 (1971) 315-327. 
[3] M.C. Biggs, A note on minimization algorithms which make use of nonquadratic properties of the objective 
function, J. Inst. Math. Appl. 12 (1973) 337-338. 
[4] C.G. Broyden, A class of methods for solving nonlinear simultaneous equations, Math. Comp. 19 (1965) 
577-593. 
[S] C.G. Broyden, Quasi-Newton methods, in: W. Murray, Ed., Numerical Methods for Unconstrained Optimization 
(Academic Press, London, 1972) 87-106. 
[6] W. Burmeister, Inversionfreie Verfahren zur Liisung nichtlinearen Operatorgleichungen, Z. Angew. Math. 
Mech. 52 (1972) 101-110. 
[7] A.R. Conn, N.I.M. Gould and Ph.L. Toint, Testing a class of methods for solving minimization problems with 
simple bounds on the variables, Research Report CS-86-45, Univ. Waterloo, 1986. 
[8] I.D. Coope, A conjugate direction implementation of the BFGS algorithm with automatic scaling, Report 42, 
Dept. Math., Univ. Canterbury, 1987. 
[9] J.E. Dennis, On some methods based on Broyden’s secant approximation to the Hessian, in: F. Lootsma, Ed., 
Numerical Methods for Non-Linear Optimization (Academic Press, London, 1972). 
[lo] J.E. Dennis and E.S. Marwil, Direct secant updates of matrix factorizations, Math. Comp. 38 (1982) 459-474. 
[ll] R. Fletcher, Practical Methods of Optimization (Wiley, New York, 2nd ed., 1987). 
[12] J.A. Ford, On the use of additional function evaluations in quasi-Newton methods, Technical Report CSM-82, 
Depart. Comput. Sci., Univ. Essex, 1986. 
[13] J.A. Ford and R.-A. Ghandhari, On the use of function-values in unconstrained optimisation, J. Comput. Appl. 
Math. 28 (1989) 187-198. 
[14] J.A. Ford and R.-A. Ghandhari, Efficient utilisation of function-values in quasi-Newton methods, in: D. 
Greenspan and P. Rozsa, Eds., Numerical Methods, Miskolc, 1990, Colloq. Math. Sot. JQnos Bolyai 59 
(North-Holland, Amsterdam, 1991) 49-64. 
[15] J.A. Ford and R.-A. Ghandh ari, On the use of curvature estimates in quasi-Newton methods, J. Comput. Appl. 
Math. 35 (1991) 185-196. 
[16] J.A. Ford and A.F. Saadallah, On the construction of minimisation methods of quasi-Newton type, J. Comput. 
Appl. Math. 20 (1987) 239-246. 
[ 171 J.A. Ford and A.F. Saadallah, A rational function model for unconstrained optimization, in: D. Greenspan and 
P. Rozsa, Eds., Numerical Methods, Miskolc, 1986, Colloq. Math. Sot. Janos Bolyai 50 (North-Holland, 
Amsterdam, 1988) 539-563. 
[18] W.E. Hart, Quasi-Newton methods for sparse non-linear systems, Technical Report CSM-151, Dept. Comput. 
Sci., Univ. Essex, 1990. 
[19] W.E. Hart and F. Soesianto, On the solution of highly structured nonlinear equations, J. Comput. Appl. Math. 
40 (3) (1992) 285-296. 
[20] G.W. Johnson and N.H. Austria, A quasi-Newton method employing direct secant updates of matrix factoriza- 
tions, SLAM J. Numer. Anal. 20 (1983) 315-325. 
[21] J.J. More, B.S. Garbow and K.E. Hillstrom, Testing unconstrained optimization software, ACM Trans. Math. 
Software 7 (1981) 17-41. 
[22] D.F. Shanno and K.H. Phua, Algorithm 500: Minimization of unconstrained multivariate functions, ACM 
Trans. Math. Software 2 (1976) 87-94. 
[23] Ph.L. Toint, On large scale nonlinear least squares calculations, SIAM J. Sci. Statist. Comput. 8 (1987) 416-435. 
