Abstract. We use the q-binomial theorem, the q-Gauss sum, and the 2 φ 1 → 2 φ 2 transformation of Jackson to discover and prove many new weighted partition identities. These identities involve unrestricted partitions, overpartitions, and partitions with distinct even parts. Smallest part of the partitions plays an important role in our analysis. This work was motivated in part by the research of Krishna Alladi.
Introduction
A partition, π = (λ 1 , λ 2 , . . . ), is a finite sequence of non-increasing positive integers. The empty sequence is conventionally considered to be the unique partition of zero. The elements λ i that appear in the list π are called parts of the partition π. The sum of all parts of a partition is called the norm of a partition π. We call a partition π a partition of n if its norm is n.
We list some useful statistics/notations that will be used in the paper. Given a partition π, For example, π = (10, 9, 5, 5, 4, 1, 1) is a partition of 35 with s(π) = 1, ν(π) = 7, and ν d (π) = 5. Alladi studied the weighted partition identities methodically. In 1997, among many interesting results, he noted the general identity: Theorem 1.1 (Alladi, 1997) . Let a, b and q be variables.
(1.1) (a(1 − b)q; q) n (aq;
where U n is the set of non-empty ordinary partitions into parts ≤ n.
In (1.1) and in the rest of the paper we use the standard q-Pochhammer symbol notations defined in [4] , [12] . Let L be a non-negative integer, then We now discuss a special case of the Theorem 1.1 that plays important role in the study of overpartitions. We define an overpartition to be a partition where the last appearance of a part may come with a mark (usually put as an overhead bar on the part, hence the name). Any partition is an overpartition of the same number. One non-trivial example isπ = (10,9, 5, 5, 4, 1,1). All the statistics defined above translate in the obvious manner to overpartitions. The definition, the interpretation of overpartitions and the generating function for the number of overpartitions are given by Corteel and Lovejoy in their influential paper [11] .
We would like to define the following sets:
U := the set of all non-empty ordinary partitions, O := the set of all non-empty overpartitions.
The connection of the identity (1.1) and overpartitions can be seen by setting a = 1 and b = 2, (1.2) (−q; q) n (q; q) n = 1 +
The left side of the identity (1.2) is interpreted as the generating function for the number of overpartitions into parts ≤ n. The right-hand side of (1.2) is the weighted connection of overpartitions with ordinary partitions. We can write the weighted connection between ordinary partitions and overpartitions abstractly (1.3)
where O n is the set of non-empty overpartitions into parts ≤ n. The equation (1.3) is an example of a weighted partition identity between sets of partitions. In this paper we prove new weighted partition identities involving statistics other than 2 ν d (π) . Section 2 has necessary definitions and identities to follow the results in the paper. The weighted partition identities for ordinary partitions and overpartitions for the smallest part, s(π), is given in Section 3. A weighted count of overpartitions' relation with the number of representations of a number as a sum of two squares will be given in Section 4. Section 5 has weighted partition identities related to partitions with distinct even parts. In Section 6 we provide a more involved weighted identity involving overpartitions into parts not divisible by 3.
Definition and Background Information
Partitions can be represented in the frequency notation π = (1 f1 , 2 f2 , . . . ) by writing parts of π in a finite sequence format with exponents, where the exponents f i (π) of the natural numbers denote the number of appearances of that part in π. We abuse the notation and write f i , frequency of i, when the partition is understood from the context. Similarly, we drop the zero frequencies in our notation to keep the notations neat. A zero frequency may still be used to indicate and stress an integer not being a part of a partition. For example the partition π = (10, 9, 5, 5, 4, 1, 1) can be represented in the frequency notation as (1 9, 10) . Here π is a partition of 35 where the frequency of 1, f 1 (π) = f 1 = 2, f 4 = 1, f 5 = 2 . . . and the integer 7 is not a part of π.
One can also extend the frequency notation to overpartitions by allowing sequence elements with a positive frequency to have an overhead bar meaning that the first appearance of that part is marked. The norm of overpartitions and ordinary partitions are defined the same way. In the frequency notation we can representπ as (1 2 , 4, 5 2 ,9, 10). Other representations of partitions include the Ferrers diagrams and 2-modular Ferrers diagrams [4, §1.3] . The Ferrers diagram and the 2-modular Ferrers diagram are formed by drawing rows boxes where the row sum (count of boxes or the sum of the contents, respectively) adds up to the corresponding part of the partition. It should be reminded to the reader that in the 2-modular diagrams, only the boxes at the end of a row may be filled by 1 or 2; all the other boxes are filled with 2's. An example of the Ferrers diagram and a 2-modular Ferrers diagram is given in Table 1 . Note that the conjugate of a Ferrers diagram (drawing a Ferrers diagram column-wise and reading it row-wise) is also a partition. The conjugate of π is (7, 5, 5, 5, 4, 2, 2, 2, 2, 1). Conjugation doesn't extend to 2-modular graphs directly. A partition's 2-modular diagram yields another 2-modular diagram under conjugation only when the original partition has distinct odd parts. The conjugate of the 2-modular graph of the example in Table 1 does not yield a permissible 2-modular diagram.
Ferrers diagrams can be extended to overpartitions. One can easily mark the rows of the Ferrers diagrams by coloring the box at the end of the row to indicate that the related part of the partition is overlined. Conjugation of the ordinary Ferrers diagrams carry over for overpartitions without a hitch. It is easy to check that the conjugate ofπ = (10,9, 5, 5, 4, 1,1) is (7, 5, 5, 5, 4, 2, 2, 2,2, 1).
We define the basic q-hypergeometric series as they appear in [12] . Let r and s be non-negative integers and a 1 , a 2 , . . . , a r , b 1 , b 2 , . . . , b s , q, and z be variables. Then
Let a, b, c, q, and z be variables. 
We would also like to recall the definition of the classical theta functions ϕ and ψ The Gauss identities [4, Cor 2.10, p. 23] for these functions will be of use:
Weighted Identities with respect to the Smallest Part of a Partition
Let U * be the subset of U such that for every π ∈ U * , f 1 (π) ≡ 1 mod 2. Next, we introduce a new partition statistic t(π) to be the number defined by the properties i. f i ≡ 1 mod 2, for 1 ≤ i ≤ t(π), ii. and f t(π)+1 ≡ 0 mod 2.
Note that for any π ∈ U with an even frequency of 1 (which could be 0) we have t(π) = 0. Then we have the weighted partition identity between the set of ordinary partitions and its subset U * as follows.
Theorem 3.1.
The left side identity is the weighted count of partitions of a given norm n where every partition with an odd smallest part gets counted with +1 and the partitions of n with an even smallest part gets counted with −1. There are 42 partitions of 10 in total. From this number, 9 partitions, (2
2 ), (2, 8) , (4, 6) , (10) , have an even smallest part. Therefore, from the count of the left-hand side of (3.1), the coefficient of the q 10 is 24 = 42 − 2 · 9. The right-hand side count and the weights can be found in Table 2 . Table 2 . Example of Theorem 3.1 with |π| = 10.
The sum of the weights is 24, which is the same as the count of partitions with the altering sign with respect to their smallest part's parity.
The proof of Theorem 3.1 will be given as the combinatorial interpretation of the following analytic identity.
Proof. Recall that (0; q) n = 1 for any integer n ≥ 0. Also note that
for positive n. We start by writing the left-hand side of (3.2) as a q-hypergeometric function. Multiplying and dividing with 1 + q and using (3.3) , shifting the sum with n → n + 1, and finally grouping out q/(1 + q) yields
We now apply the Jackson's transformation (2.3) to (3.4) . This gives us
Distributing the front factor to each summand on the right-hand side of (3.5), doing the necessary simplifications, and finally shifting the summation index n → n − 1 finishes the proof.
Theorem 3.2 is the analytical version of Theorem 3.1. We will now move on to the generating function interpretations of both sides of (3.2) . This study will in-turn prove Theorem 3.1.
We start with the left-hand side sum
of (3.2). For a positive integer n, the summand
is the generating function for the number of partitions of the form (k n ) where the partition gets counted with the weight +1 if the part k is odd and it gets counted with the weight −1 if the part k is even. The factor
is the generating function for the number of partitions into parts less than n. With conjugation in mind, another equivalent interpretation of (3.8) is that it is the generating function for the number of partitions into less than n parts.
We put the partitions counted by the factors in the summand into a single partition bijectively by part-by-part addition. For the same positive integer n, let π 1 be a partition counted by (3.7) and a partition π 2 counted by (3.8). We know that π 1 = (k n ) for some positive integer k. Starting from the largest part of π 2 , we add a part of π 2 to a part of π 1 and put the outcome as a part of a new partition π. Recall that a part of a partition is a positive integer that is an element of that partition. The partition π 2 has less than n parts. Therefore, there is at least one part of π 1 that does not get anything added to it. We add these leftover parts of π 1 to π after the additions. This way we know that the new partition π has exactly n parts, where the smallest part is exactly k. This can be easily demonstrated using Ferrers diagrams in Table 3 . Table 3 . Demonstration of putting together partitions in the summand of (3.6)
Moreover, the partition π gets counted with the weight +1 if the smallest part is odd and it gets counted with the weight −1 if the smallest part is even. The sum of all these terms gives us the generating function for the weighted count of ordinary partitions from U. Hence,
where s(π) is the smallest part of the partition π.
The right-hand side summation
2) can also be interpreted as a weighted count of partitions. For some positive integer n, the term q n(n+1)/2 can be thought of as the generating function of the partition π * 1 = (1, 2, 3, 4, . . . , n) where every part less than or equal to n appears exactly one time. The factor (3.11) 1 (q 2 ; q 2 ) n is the generating function for partitions into parts ≤ n where every part appears with an even frequency. Let π * 2 be a partition counted by (3.11) . By adding the frequencies of π * 1 and π * 2 we get another partition
where all f i ≡ 1 mod 2. The quotient
is the generating function for the number of partitions into parts > n. Therefore, for a partition π ′ that is counted by (3.12) one can put together π * and π ′ without the need of adding any frequencies. Call the outcome partition of merging π * and π ′ , π. With this interpretation, the partitions counted by (3.10) have the frequency restriction that f 1 (π) ≡ 1 mod 2. Also, let i be the first positive integer where f i (π) is even (maybe zero). It is obvious that the partition π might be the final outcome of the merging procedure explained above for any summand in (3.10) as long as the index of the summand is < i. Therefore, the partition π is weighted by the number of the parts in its initial chain of odd frequencies of parts. This proves
where t(π) is as defined in Theorem 3.1. The identities (3.9) and (3.13) together prove Theorem 3.1. Now we move on to another analytical identity similar to (3.2) . This identity will later prove a weighted partition identity for overpartitions. (3.14)
Proof. Multiply and divide the left-hand side of (3.14) by (1 + q), use (3.3), and write it as a qhypergeometric series:
Now we apply the transformation (2.3) to (3.15). This yields,
Distributing the front factor to each summand, doing the necessary simplifications, and regrouping terms shows that the right-hand sides of identities (3.14) and (3.16) are equal.
The combinatorial interpretation of (3.14) is similar to the one of (3.2). The left-hand side sum
of (3.14). For a given n the summand factor 2q n 1 + q n is the generating function of the number of overpartitions into exactly n parts of the same size, where the partitions are counted with weight +1 if the part is odd and with −1 if the part is even. In other words, it is the generating function for the number of partitions (k n ) and (k n ) for any integer k ≥ 1, where these partitions are counted with the weight (− 1) k+1 . The other factor
(by (1.2)) is the generating function for the number of overpartitions with strictly less than n parts.
As we did in the proof of Theorem 3.1, we put the parts of these partitions together. This part-by-part addition gives an overpartition in exactly n parts with the smallest part k. And coming from the first factor we count these partitions with weight +1 if the smallest part k is odd and with weight −1 if k is even. Hence,
The right-hand side of (3.14) can be interpreted in a way similar to that of (3.10). For some non-negative integer n, the factor (−q n+2 ; q) ∞ (q n+2 ; q) ∞ can be interpreted as the generating function for the number of overpartitions where the smallest part (which definitely appears in the partition) is n + 1 and that part has an odd frequency.
There is no overlapping in the size of the parts in the partitions counted by (3.19) and (3.20) for a fixed n. One can merge these partitions into a single partition without any need of non-trivial addition of frequencies. On the other hand, an outcome overpartition may be coming from different merged couples of partitions/overpartitions. Given an outcome overpartition, there is no clean cut point that would indicate where the overpartition counted by (3.20) started. The only indication is the odd frequency of the smallest part of overpartitions. Also, we know that every part below the smallest part of overpartition in the combined partition is coming from a partition counted by the generating function (3.19). In particular, 1 appears as a part in any outcome of this merging process. Therefore, we need to keep account of all these possible connection points when we are finding the count of a partition coming from the right-hand side of (3.14). By going through only the odd frequencies in a given partition and counting the number of larger parts with the overpartition weights, we can find the total count of combinations that would yield the same merged overpartition images.
Given a partition π, let m(π) be the smallest positive integer that is not a part of π. Let ν d (π, n) be the number of different parts ≥ n in partition π. Let Then, the right-hand side of (3.14) can be written as a weighted count of partitions as
This study proves the combinatorial version of Theorem 3.3. We put (3.18) and (3.22) together, and get the following theorem. 
where τ (π) is defined as in (3.23).
There are 100 overpartitions of 8. There are 18 overpartitions of 8 with an even smallest part. Hence, in the weighted count of the left-hand side of (3.24) the coefficient of q 8 term is 100 − 2 · 18 = 64. We exemplify the right-hand side weights of Theorem 3.4 for the same norm in Table 4 . Table 4 . Example of Theorem 3.4 with |π| = 8.
The sum of the weights is 64, which is the same as the count of overpartitions with the alternating sign with respect to their smallest part's parity.
A Weighted Identity with respect to the Smallest Part and the Number of Parts of a Partition in relation with Sums of Squares
We start with a short proof of an analytic identity.
Lemma 4.1.
Proof. It is easy to see that
where we used q-Gauss sum (2.2). Rewiriting the sum in (2.5) as The identity (4.1) is a special case of a more general identity of Ramanujan [6, E. 1.6.2, p. 25] which even has a combinatorial proof [10] . But, more relevant to this paper, Alladi [2, Thm 2, p. 330] is the first one to give a combinatorial interpretation to the left-hand side of Therorem 4.1 in the spirit of the Euler pentagonal number theorem. In his study, he interpreted the left-hand side sum as the number of partitions into distinct parts with smallest part being odd weighted with +1 or −1 depending on the number of parts of the partition being even or odd, respectively. In our notations: 
where D o is the set of non-empty partitions into distinct parts where the smallest part is odd, χ is as defined in (3.21), and represents the statement "a perfect integer square."
It is easy to check that |π| ≡ ν o (π) mod 2, for any partition π. Hence,
This enables us to rewrite Theorem 4.2 as in [9] . 
Proof. Similar to the proof of Theorem 3.2 we would like to write the left-hand side of (4.8) as a hypergeometric function first. On the left-hand side of (4.8) we multiply and divide the summand by (1 + q), use (3.3), factor out the terms −2q/(1 + q), and finally shift the summation variable n → n + 1 to write the expression as a 2 φ 1 hypergeometric series. Applying the Jackson's transformation (2.3) to this expression yields
Writing the 2 φ 2 explicitly, distributing the factor q/(1+q), performing the simple cancellations, shifting the summation variable n → n − 1 and multiplying and dividing with 1 − q we get (4.10)
(1 + q n )(q; q) n .
Applying Lemma 4.1 to the right-hand side of (4.10) and rewriting the identity we see that
Using observations (4.3) and (2.5) on the right-hand side of (4.11) we complete the proof.
The combinatorial interpretation of Theorem 4.5 combines a weighted partition count with a representation of numbers by sum of two squares. Moreover, we can provide an explicit formula for the weighted count of partitions with respect to the norm.
Let n be a positive integer. The summand .8) is the generating function for the number of partitions of the form (k n ) (keeping (3.7) in mind) gets counted with the weight (−1) k+n+1 2. Here it should be noted that k is the smallest part and n is the number of parts of this partition. After the needed addition of partitions (similar to the ones we did for Theorems (3.1) and (3.4)) these two variables are going to stay the same for the outcome partition. To have a uniform notation, recall that ν(π) denotes the number of parts, and ν d (π) is the number of different parts of a partition π. The second summand (3.17) (−q; q) n−1 (q; q) n−1 that appears in (4.8) is the generating function for the number of overpartitions into strictly less than n parts as mentioned before. We know that this is the same as counting the number of ordinary partitions π in less than n parts counted with the weight 2 ν d (π) by (1.3). Putting together the partition π 1 = (k n ) and a partition π 2 counted by (3.17) (similar to the way we did in Table 3) gives us an outcome overpartition π. The partition π has the properties s(π) = k, ν(π) = n, and
This partition is counted with the weight
(the multiplication of weights of π's generators) by the right-hand side of (4.8). This proves (4.13)
On the other side of the equation (4.8) we have the difference of two theta series. The summation of (2.5) is enough to see that (4.14)
Let Writing the first series organized with respect to r 2 , rewriting the second series, and finally cancelling the constant terms of both series we get (4.16)
On the right-hand side of (4.16) one can collect the terms with respect to the exponents of q. Writing the two series together with the use of a truth function and comparing (4.14) and (4.16) yields the identity
where χ is defined as in (3.21) and represents "a perfect integer square." Now we put the right-hand sides of (4.12), (4.13) and (4.17) together and get an explicit expression for the sum of weights ω(π) of partitions for a fixed positive norm N :
We can employ the observation (4.5) to simplify (4.18).
Theorem 4.6.
where
Two examples of Theorem 4.6 are given in Table 5 . Table 5 . Examples of Theorem 4.6 with |π| = 4 and 5.
and the explicit formula of (4.18) suggests:
Another equivalent statement of Theorem 4.6 can be given over the set of overpartitions by evaluating (4.12) and (1.3). 
Some Weighted Identities for Partitions with Distinct Even Parts
Let P denote the set of non-empty partitions with distinct even parts. A partition π ∈ P may still have repeated odd parts. This set has been studied before in [3, § 5], [5] and [7] .
We start with the analytic identity:
Theorem 5.1.
Proof. We multiply both sides of (5.1) with 1 + q and add 1. The resulting identity becomes a special case of the q-binomial theorem (2.1) with (a, q, z) = (−1/q, q 2 , −q 3 ) provided that we use (2.6) with q → −q.
The combinatorial interpretation of the left-hand side summand
for some positive n is really similar to the previous constructions. The main difference is the use of 2-modular Ferrers diagrams, which has been introduced in Section 2, instead. We will be following similar steps that we followed in finding the combinatorial interpretation of Theorem 3.2.
Let n be a fixed positive integer. The factor
is the generating function of partitions of the type π 1 = ( (2k) n ) for some positive integer k, where these partitions get counted with a weight +1 if the number of parts of the partition n is even and with −1 if n is odd. The second factor
is the generating function for the number of partitions with distinct odd parts ≤ 2n − 2. We can express these partitions in 2-modular Ferrers diagrams and take their conjugates. The outcome would show that the same factor is the generating function for the number of partitions π 2 with distinct odd parts where the number of parts is < n. Finally, the term q n−1 can be thought as the generating function of the partitions π 3 = (1 n−1 ). We would like to add the partitions π 1 , π 2 , and π 3 to make up a new partition. This will be done similar to the example of Table 3 . We start by putting partitions π 1 , π 2 , and π 3 and add them up row-wise. When doing so, the possible boxes filled with 1's coming from π 2 are combined with the 1's of π 3 and turned into a row ending of a box with a 2 in it. There being n − 1 parts in π 3 and the row-wise addition of these partitions also makes sure that the outcome partition is a partition π with distinct even parts where the smallest part is necessarily even. An illustration is given in Table 6 .
Let P e be the subset of P where the smallest part is necessarily a positive even integer. The above construction proves that the left hand side of (5.1) is the generating function for the weighted count of partitions from P e counted by the weight +1 or −1 depending on the number of parts in the partition being even or odd, respectively:
The right-hand side of (5.1), by looking at the geometric series, can easily be interpreted combinatorially. This study proves 
where N is a positive integer and △ represents "a triangular number." The simple observation (4.5) can be used on (5.6) to simplify the equation. π∈Pe, |π|=N
where △ represents "a triangular number."
Moreover, it is easy to see that the generating function for the weighted count of partitions from P counted by the weight +1 or −1 depending on the number of parts is clearly
Hence, (5.1), (5.5), and (5.8) together yields
where P o is the subset of P where the smallest part is necessarily a positive odd integer. We note that the above study can be easily generalized by inserting an extra parameter z. The identities (5.1) and (5.5) turn into (5.10)
respectively. We also get the generalization of (5.8)
Combining (5.11) and (5.12) and replacing z by −z we get the result (5.13) (5.14)
We can step up our study on the set P by putting more restrictive conditions on the smallest part. Let P 2,4 be the subset of P e where the smallest part of a partition is necessarily 2 mod 4. Knowing the argument behind the generating function interpretation for P, the generating function of P 2,4 with the ±1 weight with respect to the number of parts can easily be written as
We write the related analytic equality.
Theorem 5.4.
Proof. By multiplying both sides of (5.16) with 2(1 + q) and adding 1 to both sides, we see that one can apply the q-Gauss sum (2.2) where (a, b, c, q, z) = (−1, −1/q, −q 2 , q 2 , −q 3 ) to the left-hand side. Showing the equality of the right-hand side to the outcome product of the q-Gauss sum is a simple task of combining like terms and using the Gauss identity (2.5).
The right-hand side of (5.16) can be studied further to get exact formulas.
where χ is as defined in (3.21). Also from the geometric series
Therefore, combining (5.17) and (5.18), we get
Combining (5.15), (5.16), and (5.19) we get the interesting explicit formula for the weighted count of partitions from the set P 2,4 .
Theorem 5.5.
if N is odd and in between an even square and the following odd square, −1, if N is even and in between an odd square and the following even square, 0, otherwise.
Let P 3,4 , similar to P 2,4 , be the subset of P o where the smallest part of a partition is necessarily 3 mod 4. Adding a single 1 to the smallest part of a partition from P 2,4 is a bijective map from the set P 2,4 to P 3,4 . Therefore, writing the analogous generating function of weighted count of partitions from P 3,4 is rather easy and only requires multiplying (5.15) with and extra q. This proves the following theorem.
if N is even and in between an even square and the following odd square, −1, if N is odd and in between an odd square and the following even square, 0, otherwise.
The combination of the weighted generating functions accounts for every number that is not a perfect square. This interesting relation can be represented as follows. 
This result, in a sense, is complementary to Alladi's identity, Theorem 4.2. Also, the right-hand side formula also appears in the recent study of Andrews and Yee [8, Thm 3.2, p.10] as the same weighted count with respect to the number of parts of bottom-heavy partitions (a specific subset of overpartitions). The interested reader is invited to examine the relation between the set of bottomheavy partitions, P 2,4 , and P 3,4 .
Once again one can simplify the argument of (5.20) with the observation (4.5).
Theorem 5.8. 
Overpartitions with no parts divisible by 3
In this section we do the weighted interpretation of an identity of Ramanujan [6, E. 4.2.8, p. 85]. We write this identity in an equivalent form for the ease of interpretation purposes.
Theorem 6.1 (Ramanujan).
Identity (6.1) also appears in the Slater's list [14, 6, p . 152] with a misplaced exponent type typo. It is clear that the left-hand side of (6.1) is the generating function for the number of overpartitions where no part is 0 mod 3. Let C be the set of all non-empty partitions with no parts divisible by 3. We focus our interest in the combinatorial interpretation of the right-hand side of (6.1). Let n be a fixed positive integer. The factors (6.2) (−q; q) n−1 (q; q) n−1 2q n 1 − q n of the right-hand side of (6.1) is the generating function for the number of overpartitions,π 1 , into parts ≤ n where the part n appears at least once. When counting the total number of overpartitions of this type of partitions, we can instead count the partitions π 1 into parts ≤ n where the part n appears at least once with the weight 2 ν d (π1) as in (1.3). The remaining factor q n 2 −n (q; q 2 ) n can be split into two in the interpretation. The term q n 2 −n is the generating function of the partitions of type π 2 = (2, 4, 6 , . . . , 2(n − 1)) in frequency notation as n 2 − n is double a triangle number. The term (q; q 2 ) −1
n is the generating function for the number of partitions, π 3 , into odd parts ≤ 2n − 1. It is clear that among the parts of π 1 , π 2 , and π 3 the largest possible part-size is 2n − 1. Even if 2n − 1 is not a part of π 3 , the second largest possible part 2n − 2 is a part of π 2 . Therefore, given π 1 , π 2 , and π 3 we can directly find the respective n. We merge (add the parts' frequencies of) these three partitions into a new partition and look at the number of possible sources for different part sizes. The partition π has one appearance of all the even parts ≤ 2n − 2 coming from π 2 , any extra appearance of an even number (which is necessarily ≤ n) must be coming from the partition π 1 and should be counted with the overpartition weights. The odd parts ≤ n can either be coming from the partition π 1 or π 3 . These parts need to be counted with both the overpartition weights and normally to account for both possibilities. All the other parts' source partitions can uniquely be identified so they would be counted with trivial weight 1.
Let R be the set of partitions, where i. all parts ≤ 2n − 1 for some integer n > 0, ii. all even integers ≤ 2n − 2 appears as parts, iii. n appears with the frequency f n ≥ 1 + χ(n is even), iv. no even part > n repeats. Clearly, n := n(π) = largest even part of π 2 + 1. One example of Theorem 6.2 will be given in we see the same product of (6.1). The sum on the right-hand side of (6.6) can also be interpreted as a weighted partition count for a special subset of partitions. This is rather analogous to R. Let the set Q be the set of partitions π, where i. the largest part is = 2n − 1 for some integer n > 0, ii. all odd integers ≤ 2n − 1 appear as a part, iii. and no even parts > n appear.
