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ABSTRACT 
 
Avoiding short circuit is an essential condition for achieving good quality welds in Pulse Gas 
Metal Arc Welding (GMAW-P). Estimating short circuit in any welding process is dependent on 
proper selection and optimization of welding process parameters. Such optimization is critical in 
the GMAW-P wherein wire melting is closely dictated by numerous pulsing parameters in 
comparison to the conventional GMAW process. Fuzzy Logic based models are an excellent 
alternative in such situations where a complex relationship between the large number of 
predictor variables (independents, inputs) and predicted variables (dependents, outputs) exist 
and are not easy to articulate in the usual terms of correlations or differences between groups. In 
this paper, we have proposed an input output fuzzy model for estimating the short circuit 
severity in terms of number of shorts per pulse for GMAW-P process. Eighteen factors 
representing the characteristics of the pulse waveforms are employed as predictor variables and 
the short circuit severity (or number of shorts per pulse) is predicted on the basis of a modified 
exponential membership function fitted to the fuzzy sets derived from predictor variables. The 
exponential membership function is modified by two structural parameters that are estimated 
by optimizing the criterion function associated with the fuzzy modeling. The experimental data 
consists of GMAW-P welding of 6XXX group of aluminum alloys. The results demonstrate that 
proposed fuzzy model could estimate the short circuit severity with high accuracy. 
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1. INTRODUCTION 
Improved automation in the form of robotic welding has become increasingly important to reduce 
manufacturing cost and improve productivity [1]. But unlike manual welding which is sensitive to a human 
operator’s eye and hand coordination, robotic welding relies on sensing and control of welding process through 
developed models. Among the welding processes available, GMAW-P is one of the most frequently used processes 
for light weight metals because of lower heat input [2]. Due to large number of parameters involved, GMAW-P is 
frequently plagued with the problem of process control which needs constant and accurate control of pulsing 
parameters. Moreover because of its non-linear nature, it is not possible to directly apply traditional control 
methods to GMAW-P. Hence, fuzzy logic based control provides an approximate but effective means of describing 
the behaviour of the weld process system [1]. 
GMAW-P processes suffer from need for continuous adjustment to achieve desired metal transfer mode 
which in turn dictates the weld quality achieved. At the lowest levels of current, GMAW-P operates in the short 
circuit mode. In this mode, the molten filler metal is transferred during repeated short time periods when the 
molten filler metal at the solid tip of the electrode wire is in contact with the top surface of the weld pool. This 
mode generally results in production of large amount of undesirable spatter. At lower levels of current, GMAW-P 
operates in the globular metal transfer mode. It is characterized by periodic formation of big droplets at the end of 
electrodes, which detach due to gravitational force in to the weld pool. This metal transfer mode suffers from lack 
of control over molten droplets and arc instability due to formation of big droplets. At higher currents, the process 
transits to spray mode. This mode offers high deposition rate but due to tapering of the electrode relatively smaller 
  
 
 
diameter drops are formed. Continuous metal deposition in the form of drops produces smooth bead and stiffer 
arc. Drawbacks of this metal transfer mode are: minimum current for spray mode is too high for some materials, 
large heat input to work piece and wider bead. 
Pulse mode is characterized by pulsing of current between low-level background current and high-level 
peak current in such a way that mean current is always below the threshold level of spray transfer. It has 
advantages over the other transfer modes which include: uniform droplet size closer to electrode diameter, regular 
detachment, directional droplet transfer, and minimizes spatter. However, this transfer mode can be obtained only 
in very narrow ranges of current and it is also dependent on other welding parameters such as wire diameter, 
electrode extension etc.  
In order to maintain a stable GMAW-P process following criteria’s must be fulfilled: achieve stable arc; 
spray type metal arc transfer (avoid of short circuit); constant arc length must be maintained and no spatter (avoid 
of short circuit).  Occurrence of short circuit in GMAW-P process means arc length does not remain contact and 
metal transfer occurs through contact with weld pool. The most unwanted result of unstable arc in GMAW-P 
process is the production of large amount of spatter which is unpleasant aesthetically. Hence avoiding short circuit 
is the most essential condition for achieving the stable welding arc. The easiest method of avoiding short circuit 
and ensuring stability of GMAW-P process is through control and analysis of captured signals like current and 
voltage. This is generally followed by soft computing techniques for extraction of useful information from these 
signals. 
 
2. FUZZY MODELING  
Fuzzy models use if–then rules that map inputs to an output to describe the system through a collection of locally 
valid relationships. The premise parts (if-parts) of the rules provide the input information in the form of fuzzy sets, 
while the consequent (then-parts) describe the output in terms of inputs. Fuzzy rules are learned from the data 
using learning algorithms. Several types of fuzzy models are ‘universal approximators’ in the sense that these fuzzy 
models can approximate any real continuous function to a reasonable degree of accuracy on a compact domain 
(closed and bounded in a finite-dimensional space).  
The concept of a fuzzy set arising from a set of features explained as follows. If there are ‘n’ possible 
features for each pattern, and if there are ‘m’ such samples, then a particular feature from each pattern over all the 
samples of a dataset forms a fuzzy set.  The means mi and variances σ
2
i of the fuzzy sets form the knowledge base 
(KB) for the dataset and are calculated using the formulae: 
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where,  
Ni is the number of samples in the i
th
 set;  
xijf  stands for the jth feature value of reference pattern in the ith fuzzy set.   
The membership function is chosen as, 
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where,  xi is the i
th
 feature of the unknown pattern. 
If all xi’s are close to the means ( xim ) which represent the known statistics of a reference pattern, 
then the unknown pattern is identified with this known pattern because all membership function values are close to 
one and hence the average membership function is almost 1. Let, 
xjm  (r), σ
2
j(r) belong to the r
th
 reference pattern. 
The average membership function can then be written as, 
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σµ −∆=           (4) 
where, c denotes for the number of fuzzy sets.  
If µav(r) is the maximum for a particular ‘r’ then this gives the identity to the unknown pattern. It is 
observed that some of the fuzzy sets have a very small variance and others, a large variance. To surmount this 
problem, we go for type-2 fuzzy sets wherein we change the membership functions by changing the means and 
variances using two structural parameters xs and xt . The modified membership function is as defined in [3]:  
  
      
' 2 '/i xix
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σµ −∆=           (5) 
where,  
      2' 2 2(1 )xi x x xit tσ σ= + + ,  
' 2(1 )i x x i
i i xi
x s s x
x x m
∆ = − + ∆
∆ = −
 
The choice of the structural parameter ‘ xs ’ is assumed such that when 1xs = then
'
ix∆ = ∆xi. The value of xs  
would thus be deviant around the 1 and will reflect the changes in the means. Similarly, if 1xt = − , then  
2'
xiσ  = 
2
xiσ   and  would reflect the changes in the variances. 
 
2.1 Input-Output Fuzzy Modeling  
In this section, we explain the proposed input output fuzzy modeling methodology.  Here, all the fuzzy sets which 
are formed from the same feature are treated as granules. The main motivation behind this approach is to eliminate 
the need for a consequent part in a fuzzy rule.  A fuzzy rule is defined in the following way: 
                                              
IF   x is the feature and 1 1,.., c cx A x A∈ ∈ are the granules  
DEVISE   Criterion function                     (6) 
Here ‘x’ represents the feature. The criterion function must be framed to contain the input information. The 
synthesis of rule in Eqn. (6) owes its origin to the Takagi-Sugeno fuzzy model in which a fuzzy rule for each input is 
in the following form,  
 
IF ix  is iA   THEN 0 1 1,.., .
i i
i iy a a x i c= + ∀ =                    (7) 
The de-fuzzified output ‘y’ constructed from all fuzzy rules termed as granules in Eqn. (6) is given by,   
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In Eqn. (8), ( )ixµ   is the strength of each rule/fuzzy set and is a function of the input variable. It is difficult to learn 
the unknown parameters in ( )if x without specifying the output. In the simplest case,  0 1( ) 0 & 1.i ii if x x a a= ∀ = =   
If the actual outputs are available then it is possible to estimate the unknown parameters in Eqn. (7) by minimizing 
the following objective function: 
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The main problem with this approach is the need to estimate a large number of unknown parameters, 
which grows in proportion to c. To solve this problem, we consider two cases: one without the knowledge of the 
  
 
 
output and another that assumes the knowledge of the output. In the first case, we consider a set of inputs with the 
corresponding fuzzy sets represented in the form of the fuzzy rule as illustrated in Eqn. (6). Now, the form of the 
cost function is the main concern here. In [4,5], the criterion function xG consisting of the Entropy function E  
subject to the constraint that the average membership function of all fuzzy sets must be unity  is taken as: 
 
                                                      x x xG E Jλ= +      (10) 
Here, 
    [ ]1 ln (1 ) ln(1 )  
ln 2x xi xi xi xi
E
c
µ µ µ µ= − + − −∑
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The choice of the above function is dictated by certain considerations.  There is a need to learn a few parameters 
(here we have two). The strength of the fuzzy set need not be a membership function but can be a function of the 
membership function (square of the error, in this case). The uncertainty in the fuzzy sets must find a place in the 
cost function (modeled by entropy E). It is desirable to utilize the statistical information contained in the fuzzy sets. 
We can now use xG in Eqn. (10) for the purpose of identification instead of yˆ from Eqn. (8).  
We will now eliminate the Lagrangian multiplier λ   in Eqn. (10) by defining the criterion function (or, 
training function) as follows:  
 
                                       .x x xG E J=             (11) 
But this still contains the restriction of (10). The advantage with this form is that it is amenable to be extended to 
the case where the output is available. In that case the unity in xJ is replaced by the membership function of the 
output. Equating the right hand sides of Eqn. (10) and Eqn. (11),   is obtained as,  
 
                11x
x
E Jλ
 
= −  
       (11a) 
As 0,xJ →  we get 0λ <  .  That is, the value of λ   is negative. Supposing we fix the value of λ  at unity, the 
relation between  xJ and xE is: 
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x
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−
              (11b) 
The above relation is invalid as we get a negative value for xJ as  1xE <  whereas it should be positive as 
per its definition. Hence the positive λ  will not assure the equality of Eqn. (10) and Eqn. (11); it should therefore be 
at least -1. Alternatively, we can define a variant of Eqn. (11) as:   
        
                
2
1
1
log (1 )log(1 )
xi xi xi xi
c
i
x c
xi
i
G
µ µ µ µ
µ
=
=
− + − −  
=
∑
∑
     (12) 
The numerator contains the Shannon entropy, which represents the total uncertainty in all the input fuzzy 
sets whereas the denominator contains the energy of the fuzzy sets.  Taking the inverse of the energy of the fuzzy is 
a major deviation from the existing fuzzy models. Thus the model in Eqn. (12) is vested with so much mileage that 
can’t be accrued from the existing fuzzy models in the choice of representation of fuzzy sets. As can be observed 
from Eqn. (12), we have removed the restriction in Eqn. (10). The membership function in Eqn. (12) is still computed 
using Eqn. (5).  If there is more than one feature, an additional fuzzy rule is required for each new feature 
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considered but different criterion functions can be devised for the same rule. This will turn out to be a case of multi-
classifier problem by which improved matching can be obtained by aggregating the individual matching computed 
with the separate criterion function. 
The fuzzy rule in Eqn. (6) and the criterion functions in Eqns. (11) and (12) give way to new vistas for 
applications involving only the input information. Note that the Takagi-Sugeno (TS) model has not been found 
suitable for pattern recognition problems. This is because the TS model does not incorporate statistical information 
in the model through the membership functions unlike the proposed fuzzy model.  Moreover, it contains many 
parameters to learn from the available information.  Also note that the criterion function in Eqn. (11) or Eqn. (12) has 
to be minimized to obtain the structural parameters. That is while matching, the reference pattern with the 
minimum value of xG gives the identity to the unknown pattern. But if we take the energy in the numerator 
divided by the entropy as defined in Eqn. (13) below, we have to maximize this criterion function for estimating the 
structural parameters.  
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∑
         (13) 
The above equation, the inverse of Eqn. (12) can be written in the following form, xG =∑ Energy x Entropy. Here 
the maximum value of 
xG of the reference pattern gives the identity to the unknown pattern.  From the criterion 
functions in Eqns. (11), (12) and (13), it turns out that the definitions revolve around the energy and entropy of the 
fuzzy sets or the so called granules.  The test function is chosen as, 
 
                                             
2
1x xJ Jµ = −          (14) 
In the simplest case, xJµ is the average of membership functions as given in Eqn. (10). But in order to consider the 
interaction between the two adjacent input elements in the test sample, the above definition is modified to:  
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Two variants of the above relation arise if the membership functions are replaced by the corresponding input fuzzy 
set strengths denoted by superscript ‘T’: 
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Or,                                              
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There is no entropy in the test functions in Eqn. (14a-c) for the simple reason that uncertainty in a single 
test sample is of not much concern. The parameters xs and xt are learnt using the gradient descent technique, 
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where, j stands for j
th
 sample.   
From Eqn. (15) it is clear that the parameters must be learned over all the training samples such that by subtracting 
the old parameter from the new one, we end up with the threshold value.  
 
Extension to the input-output case: As mentioned above, xJ , in Eqn. (12) contains unity as the specified output. 
Replacing this by the membership function of the output fuzzy set, yµ , we  obtain:  
 
                         
2
y y xJ Jµµ = −          (16) 
The power in Eqn. (16) is taken to be two but in the general case, any value ‘p’ can be assigned. Also note that Eqn. 
(16) serves as the test function. Although, the interaction effect is not incorporated into the equation; it can be 
taken into account by defining xJµ in Eqn. (16) either by Eqn. (14b) or (14c). The criterion function in Eqn. (12) can 
now be re-written in view of Eqn. (16) for the input-output pair case as,  
 
                                  .y y yG E J=            (17) 
where,    
{ ln (1 ) ln(1 )}y y y y y xE Eµ µ µ µ= − + − − +  
In Eqn. (17), we ignore the uncertainty associated with yµ as it is negligible in comparison to xE . Hence, we 
consider y xE E= . With this simplification, there is not much difference in the results obtained.  
By using Eqn. (16) and (17) we can deal with fuzzy rules having output either defined by a fuzzy set 
(Mamdani model) or the output defined by its mean value (TS model). Just as we have chosen a modified 
exponential function for the input fuzzy sets, we can choose a similar function for the output fuzzy set, B in Eqn. (6) 
by defining another set of ys and yt parameters to account for variation in the mean ym  and variance 
2
yσ of the 
output. These parameters can be estimated by optimizing yG using learning laws of Eqn. (15) by replacing the 
subscript x by y.  We can also use the exponential membership function for y though its choice depends on the 
application. As ˆ yjµ = xJµ , the membership function values of the identified test patterns will give an idea of 
distribution. If the quality of the database is poor, the memberships will drop down to a lower value. Thus, we can 
know the quality of the test samples.  
Recall the maximizing criterion function in Eqn. (13) so as to convert it to the output case as: 
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Eqn. (18) can be rewritten as, 
                                           
1
c
y y y y xi xi xi
i
G E Eµ µ µ µ
=
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In case the change in the output variance is very small, we will consider 
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The form in Eqn. (18a) is different from Eqn. (17) but is suitable for defining the fuzzy distance. 
 
Fuzzy Distance: From Eqn. (18a), we can define the fuzzy distance as the square of the membership function 
multiplied by the uncertainty represented by an entropy function. Mathematically it written as, 
  
                                                  
1
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D Eµ µ
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The normalized fuzzy distance can be written as  
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In view of the definition in (18c), we will now have a new form for yG in terms of fuzzy distances as: 
 
                                                  y fy fxG D D= −       (18e) 
Coming back to the estimation of parameters, we need to have another set of  ys  and yt parameters to keep track 
of changes in the mean and variance of the output fuzzy set just as those of input fuzzy sets. For this purpose, the 
membership function for the output similar to Eqn.  (5) is taken as,   
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Thus we need to learn only two sets of parameters during the training period of learning. Also, the same criterion 
function should be employed for testing and training phases as we can devise simpler forms for the test function. 
The error threshold ε  is learnt using the reinforced learning as proposed in [5]. 
 
3. PARAMETERIC APPROACH FOR SHOT CIRCUIT SEVERITY ESTIMATION 
In GMAW-P, the welding current and voltage waveforms are uniform under regular drop transfer mode. If short 
circuit occurs, the regular pulse structure of current and voltage waveform is broken. Depending upon the values of 
the operating parameters (that are pulsing parameters and wire feed rate) short circuit occurs in the system with 
different severities. In this study, the short circuit severity model using the signal processing methods has been 
developed by quantifying the number of shorts observed in a unit pulse (referred through out this paper as number 
of shorts per pulse) under varying operating parameters. 
 
Wire melting rate is dependent upon arc and resistance heating of the wire during welding. Wire melting 
rate for a square wave pulse has been written and interpreted by several authors in different forms as follows.  
 
   
2
avav ILbIaW ××+×=        (20)  
  
 
 
   ( ) ( ) FTWTWcycledttWtW BBPP ××+×== ∫ )(       (21)
   ( ) ( )BBPPBBPP TITIFlTITIW ×+××××+×+××= 22βα     (22) 
 
Several waveform factors can be extracted from the above wire melting rate equations. Waveform factors used in 
this study are: (1) Pulse characteristics shape factors: Peak Current (IP), Base Current (IB), Peak Time (TP), Base Time 
(TB), Unit Peak Current (IPF), and Unit Base Current (IBF), Frequency (F); (2) Pulse area characteristics shape 
factors: Peak Time Arc Heating ( )PP TI × , Base Time Arc Heating ( )BB TI × , Peak Time Arc Heating Fraction  
( )FTI PP ×× , Base Time Arc Heating Fraction ( )FTI BB ×× , Square of Peak Time Arc Heating ( )2PP TI × , Square of Base 
Time Arc Heating ( )2BB TI × , Square of Peak Time Arc Heating Fraction ( )2FTI PP ×× , Square of Base Time Arc 
Heating Fraction ( )2FTI BB ×× , Peak Time Resistive Heating Fraction ( )FTI PP ××2  and Base Time Resistive Heating 
Fraction ( )FTI BB ××2 . 
 
4. Experiments 
 
4.1 Experimental Setup 
The experimental set-up used in this study is shown in Figure 1. Through-the-arc sensing of the welding current, arc 
voltage and high speed imaging of the droplet transfer are assembled in conjunction with each other to study the 
influence of the pulse current waveform on the metal transfer process during GMAW-P. Experiments were carried 
out using the principle of back-light high speed xenon lamp cinematography which was synchronized with data 
acquisition system.  
 
The arc voltage was measured between the contact tip of the welding gun and the fixture. The welding 
current was measured with a Hall sensor, which was attached to the earth cable. A data acquisition card in 
combination with a laptop personal computer was used to acquire voltage and current signals along with high speed 
camera pictures. The sampling rate was 10 kHz. The noise on the signals was removed by a digital low pass filter 
with a 200 Hz cut-off frequency. The waveform signals were collected during a 2 s period after 10 s elapsed from the 
start of welding. 
 
 Table 1: Experimental design plan  
 
Fig. 1: Schematic diagram of experimental setup 
 
4.2 Welding Conditions 
Bead on plate welds were made in the flat position using an inverter controlled GMAW power source. Welds were 
made in the constant current mode. The filler material used was a 4047 aluminum alloy welding wire with a 1.2-mm 
diameter. The base material was 6061 aluminum alloy with a thickness of 6 mm. The shielding gas used throughout 
the experiments was pure argon with a gas flow rate of 20 L/min. Contact tip to workpiece distance (CTWD) and 
speed was kept constant through out the experiments.  The values of CTWD and speed used for all the experiments 
were 20 mm and 4 mm/s. Table 1 shows the setting conditions of pulsing parameters used for the experimentation. 
 
Levels 1 2 3 4 
Ip (A) 220 250 280 310 
Ib (A) 40 50 60 70 
Tp (ms) 2 4 6 8 
Tb (ms) 10 16 22 28 
WFR (m/min) 4 5 6 - 
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Table 2: Different combinations of experimental and test data 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. Quantification of Short Circuit Severity 
Using the signal processing and image processing techniques, short circuit data was separated from the conditions 
under which drop transfer mode was observed. Total 135 experiments resulted in short circuit out of 786 
experiments performed. Further analysis involved quantification of short circuit severity based on signal processing 
and image processing techniques. Depending upon the pulsing parameters, short circuit occurs with different 
severities which have been quantified in this work on the basis of number of times short circuit occurs in a single 
pulse. 
 
6. Results 
Four primary and fourteen secondary factors representing the characteristics of the pulse waveforms described 
above are employed as predictor variables and the short circuit severity (or number of shorts per pulse) is predicted 
on the basis of a modified exponential membership function fitted to the fuzzy sets derived from predictor 
variables. The system is trained with means and variances computed from each one of the fuzzy sets and then tested 
using untrained input predictor variables.  
 
The data set is split up into training and testing samples. There are four fuzzy sets corresponding to four 
primary inputs. The criterion is chosen as 
 
               .y y yG E J=                                (23) 
where,    
1 { ln (1 ) ln(1 )}
                 { ln (1 ) ln(1 ) }      
y xi xi xi xi
y y y y
E
c
µ µ µ µ
µ µ µ µ
= − + − − −
+ − −
∑
        (24) 
Data Set Used for 
Training 
Data Used for 
Testing 
Exp 
No. 
Wire 
Feed 
Rate 
No. of 
Exp. 
Results 
Wire 
Feed 
Rate 
No. of 
Exp. 
Results 
s t Actual Threshold 
Error 
1 0.017578 
1.5 0.00842 
2 0.00981 
2.5 2.497621 
1 5 43 4 and 6 92 11.063 5.8976 
3 2.98496 
1 0.019555 
1.5 0.012296 
2 0.015795 
2.5 0.00299 
2 6 76 4 and 5 59 11.167 5.7136 
3 51011.1 −×  
1 0.007362 
1.5 5109.8 −×  
2 0.001066 
2.5 0.003673 
3 4 and 5 59 6 76 11.078 5.888 
3 0.018868 
  
 
 
 
Fig.2: Convergence of parameters 
Because of less variation in y-terms, entropy is evaluated as, 
  
1 { ln (1 ) ln(1 )}y x xi xi xi xiE E
c
µ µ µ µ= = − + − −∑                     (25) 
The function yJ  in Eqn. (23) is also the test function given by 
 
                     
4( )y y xJ Jµµ= −            (26) 
 
As the output consists of states, it’s J can easily convert them into membership values by dividing them 
with 4. Therefore, there is no need of structural parameters for y. The structural parameters are learnt using the 
reinforcement learning algorithm.  
The above modeling strategy was applied on a dataset whose details are illustrated in Table 1 and consisted 
a subset of 136 experiments conducted at a wire feed rate of 4, 5 and 6 m/min. Different combination of 
experimental data used for used for training and testing of the proposed method is shown in Table 2. The 
convergence of structural parameters s and t for constant ε is shown in figure 4.   For different combinations of 
testing and training data used in Table 2, recognition rate of 100% was observed as convergence for all points in the 
dataset was well below the threshold error value of 0.125 as shown in Table 2 and figure 3. 
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(c) Dataset 3 
Fig. 3: Comparison between Individual Convergence of parameters for different combinations of datasets 
 
7. CONCLUSIONS 
In this paper, an input-output fuzzy model for estimating short circuit severity in GMAW-P is developed 
and a comparison has been made between the predicted values and actual values observed from 
experiments. The new input fuzzy modeling making use of a criterion function and a test function which 
is capable of tackling pattern recognition problems. The interaction between entropy and energy 
functions of fuzzy sets in a criterion function is a major contribution of this paper. Choice of separate 
criterion function and test function is yet another novel feature of the proposed fuzzy modeling 
technique. The fuzzy modeling was successfully extended to the output case as demonstrated by perfect 
prediction of shorts per pulse in GMAW-P.  
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