In this paper, we study the number of times it is sufficient to differentiate the equations of a system of algebraic ODEs F = 0 in several unknowns in order to eliminate a given subset of the unknowns and obtain equations in the rest of the unknowns. This is called differential elimination. One way to do this is to find a uniform (independent of the coefficients of F) upper bound N so that, after differentiating N times, the remaining computation becomes polynomial elimination. This is the approach that we take. We present an upper bound for effective differential elimination, the first such bound as far as we are aware. We also give a new upper bound for the effective differential Nullstellensatz (this is a particular case of differential elimination, checking if F = 0 is consistent). The latter bound has growth rate significantly slower than that of the previously known upper bounds. Moreover, due to the absence of undetermined constants in our bounds (unlike in the previously known bounds for the effective differential Nullstellensatz), they can be used as termination criteria in new and more efficient algorithms.
Introduction
In this paper, we study the number of times it is sufficient to differentiate the equations of a system of algebraic ODEs F = 0 in several unknowns in order to eliminate a given subset of the unknowns and obtain equations in the rest of the unknowns. One way to do this is to find a uniform (independent of the coefficients of F) upper bound N so that, after N differentiations, the remaining computation becomes polynomial elimination. For such a bound to result in an algorithm for differential elimination, it cannot contain any undetermined constants. We take this approach and find such a bound.
The importance of our approach and main result is two-fold. On the one hand, our upper bounds can be used to analyze the worst-case computational complexity of differential elimination and consistency (differential Nullstellensatz). For the elimination problem, our bound is the first upper bound as far as we are aware. For the consistency problem, our bound grows slower than all previously known bounds. Moreover, our bounds do not contain any unknown constants, so they result in concrete numbers, which turn out to be computationally feasible in many cases (see Section 8) . On the other hand, our bounds (since they do not involve unknown constants unlike all previously known bounds) and methods of proving them are now used to design new algorithms that allow to tackle problems that existing algorithms have not solved (see below and Section 8).
Let n be the number of unknowns to be eliminated (not the total number of unknowns), d and h the degree and order in these selected unknowns, respectively, of a system F = 0 of differential equations. If we denote the dimension of the variety defined by these equations in the suitable affine space (corresponding to the unknowns to be eliminated and not to all unknowns) by m, then a simplified version of our main result, an upper bound for differential elimination, will be of the form (see Theorem 6.3 for a tighter and more general result):
Although this bound is double-exponential in m, it is polynomial in d and single-exponential in n and h as soon as the dimension m is fixed, which is similar to the well-known complexity bounds for Gröbner bases [26] . Another useful feature of our bound given in Theorem 6.3 is the possibility to take into account more information about the input system. For example, the bound will be better if orders with respect to some of the variables are lower than h, or if the minimal degree of the equations is lower than d (for example, if the system contains a linear equation). Concrete systems of differential equations usually share these properties. It is also typical to have small n and m in concrete elimination problems. Even though our proof follows the general prolongation-projection approach, the procedure itself is quite different from the previously used ones. In particular, we replace the use of Gröbner bases with the use of triangular sets. Since we no longer represent an ideal by its generators, its behavior under differentiation becomes tricky. Moreover, instead of a sequence of algebraic varieties obtained by the prolongation-projection procedure, we have a tree of varieties. In order to deal with it, we establish a relationship between differentiation, multiplication, and intersection procedures applied to ideals in a differential ring, and these results are interesting on their own.
Any bound, including ours, for the effective differential Nullstellensatz results in an algorithm, via, for example, effective polynomial Nullstellensatz (see [3, 9, 19, 20, 21] and the references given there), to test consistency of systems of polynomial differential equations. Computationally, the polynomial Nullstellensatz, being single-exponential in the ambient dimension, applied with any upper bound for the effective differential Nullstellensatz, will result in overall exponential complexity in the degrees and higher complexity in the rest of the parameters.
To avoid this, however, our new method via triangular sets integrated into the prolongationprojection approach that we present in the paper can be turned into an algorithm that still has complexity polynomial in d and bounded from above similarly to our bound for the effective differential Nullstellensatz. This can be achieved by replacing each occurrence of a "theoretical" triangular set computation with a reference to the actual algorithm, which has complexity estimates polynomial in the degrees and exponential in the ambient dimension.
Our approach has another advantage. The previously known bounds for the effective differential Nullstellensatz mentioned below can be used (via the Rabinowitz trick) for the strong version of the effective differential Nullstellensatz, in which one gives a uniform bound for N such that, if a differential equation f = 0 is a differential consequence of a system of differential equations F = 0, then f is in the polynomial ideal (F (N) ), where (F (N) ) is the ideal generated by F and its derivatives up to order N. However, this would result in N depending on the degree of f . On the contrary, our approach results in a uniform bound for N that does not depend on the degree of f . This is a crucial advantage that allowed us to give also the first, as far as we know, upper bound for differential elimination with specified orders (see Theorem 6.3 for more details).
As mentioned earlier, upper bounds for differential elimination did not exist before. The first step towards an upper bound for the effective differential Nullstellensatz was made in [29, §3] , where the existence of a bound was proved, but the bound itself did not explicitly appear. The first explicit bound was obtained in [12] for the case of several commuting derivations. This bound grows very fast, and, for almost all values of the parameters, the obtained number could not be written down. The proof used a variation of the Rosenfeld-Gröbner algorithm [2] . A significant improvement was achieved in [7] by using a prolongation-projection approach [15] . In the case of ordinary equations with constant coefficients, the obtained bound was of the form (nhd) 2 c(nh) 3 , where c is a constant emerged from using an upper bound for the degrees of Gröbner basis of the radical of a polynomial ideal from [22] . It can be observed that c 3 (for details, see [22, §4] ). Hence, even for modest values of d, n, and h, this bound is still impractical.
For the case of partial differential equations, a new bound became possible due to [27] on differential prolongations (further refined and improved in [10, §3] and [25] ). In [13] , these developments were combined with the prolongation-projection approach of [7] to obtain a bound for an arbitrary field of coefficients and m commuting derivations of the form (ndα(n, m, h))
where α(n, m, h) is some function [13, 3.3] and c is a constant, which again arises from the computation of a Gröbner basis of the radical of an ideal, so c 3. In the special case m = 1, we have α(n, m, h) = h + 1, so the bound is almost the same as in [7] .
In order to keep the exposition less technical and more accessible, we restrict ourselves to the ordinary case. Nevertheless, our approach can be generalized to the case of partial differential equations as the approach of [13] generalizes [7] . It also seems that our approach can be applied to significantly improve the bound in the effective integrability criteria [8] .
The rest of the paper is organized as follows. Section 2 contains general definitions, notation, and facts about differential algebra and triangular sets. In Section 3, we adapt degree bounds from [6] to our setting. In Section 4, we investigate the behavior of triangular sets with respect to our prolongation-projection procedure. Section 5 contains results about differentiation and intersection of not necessarily differential ideals in differential rings. Statements of our main upper bounds are in Section 6. Section 7 contains proofs of these bounds. Finally, in Section 8, we present and discuss (using examples from the SIRS epidemic model and cellular biology) concrete numerical values provided by our bound in its more detailed form coming from the proofs of our results.
Preliminaries

Differential Algebra
Throughout the paper, all fields are assumed to be of characteristic zero. Let R be a ring.
A differential ring R is a ring with a specified derivation.
In this case, we will denote D(x) by x ′ and D n (x) by x (n) . A differential ring that is a field will be called a differential field.
Definition 2.2.
A differential ring A is said to be a differential k-algebra over a differential field k if A is a k-algebra and the restriction of the derivation of A on k coincides with the derivation on k.
Let A ⊂ B be a differential k-algebra extension and b ∈ B. Let us denote by A{b} the differential subalgebra of B generated by b and A. Definition 2.3. An ideal I of a differential ring R is said to be a differential ideal if a ′ ∈ I for all a ∈ I. The differential ideal generated by a 1 , . . . , a n ∈ I will be denoted by [a 1 , . . . , a n ].
Definition 2.4.
A differential ideal I is radical if, whenever a n ∈ I for some n > 0, a ∈ I. The smallest radical differential ideal containing a 1 , . . . , a n will be denoted by {a 1 , . . . , a n }.
We consider the polynomial ring
, we obtain a differential algebra. This algebra is called the algebra of differential polynomials in x over A, and we denote it by A{x}. Iterating this construction, we define the algebra of differential polynomials in variables x 1 , . . ., x n over A and denote it by A{x 1 , . . ., x n }. Definition 2.6. Let P ∈ k{x 1 , . . . , x n } be a differential polynomial. The order of P with respect to x i is the largest n such that x (n) i occurs in P, or −∞ if P does not depend on x i . We denote it by ord x i P. We also let ord P = max
The following is a version of Hilbert's Nullstellensatz for algebraic differential equations.
Theorem. For all P 1 , . . . , P N ∈ k{x 1 , . . . , x n }, the system of algebraic differential equations
Remark 2.1. In the special case in which k is a field of constants, the above theorem can be restated in the following form (for details, see [28] ): the system of algebraic differential equations In what follows, we will use this notation: for every h = (h 1 , . . . , h n ) ∈ Z n 0 , R h denotes the subalgebra of k{x 1 , . . . , x n } generated by x ( j) i for all i n and j < h i . We also set
As a commutative algebra, R h is isomorphic to the algebra of polynomials over k in |h| independent variables. Let I be an ideal (not necessarily differential) in k{x 1 , . . . , x n }. Then I (h) denotes the ideal generated by all elements of the form a ( j) , where a ∈ I and j h.
Triangular sets
In this section, we consider the polynomial ring R = k[x 1 , . . . , x n ] over a field k of characteristic zero with no differential structure imposed.
For a subset F ⊂ R, let V (F) denote the set of common zeros of polynomials in F in the affine n-space A n (k), where k is the algebraic closure of k. An algebraic set in A n (k) is said to be defined over k if it is the zero set of a set of polynomials in R. For an algebraic set X ⊂ A n (k) defined over k, let I(X ) denote the set of all polynomials in R vanishing everywhere on X . It is well-known that I(X ) is a radical ideal.
Assume that we fixed some ordering on the set of variables. For simplicity, let x 1 > x 2 > . . . > x n . Let g be a nonconstant polynomial in R. We denote the largest variable that occurs in g by lead g. Then g can be written as a univariate polynomial in
We say that the leading coefficient of g is a m and denote it by lc g. Let f ∈ R be another polynomial with deg
, we define the pseudoremainder of f with respect to g as the unique polynomialf such that
The notion of triangular sets generalizes the notion of Ritt-Wu characteristic sets, and it proved to be an important tool for polynomial computations. Strictly speaking, the term "triangular set" may carry different meanings depending on the dimension of the corresponding ideal (zero as in [24, 6] or positive as in [23, 16] ) or on the requested properties (compare [23] and [16] ). We will give definitions following [16] . We denote the product of the leading coefficients of the elements of ∆ by h. Definition 2.11. A polynomial r is said to be a reduction of a polynomial f ∈ R with respect to ∆ if r is reduced with respect to ∆ and there exists N ∈ Z 0 such that h N f − r ∈ (g 1 , . . . , g m ).
Note that reduction with respect to a triangular set need not be unique but it always exists [16, Lemma 4.2] . With every triangular set ∆, we can associate the ideal
and the algebraic set
The following lemma is well-known though we did not find an appropriate reference (see also [23, Prop. 4 .1], which holds for triangular sets in the sense of Lazard), so we include a proof.
Lemma 2.1. Let ∆ = {g 1 , . . . , g m } be a triangular set and h be the product of leading coefficients
Without loss of generality we can assume that none of V 1 , . . . ,V l is contained in V (h), and
Let a be a point of
The polynomial f h vanishes on V (I), so, by Hilbert's Nullstellensatz, we have
The following lemma follows from [16, Corollary 7.3] . 
Our goal in this section is to prove the following result adapting bounds from [6] to our setting.
Proposition 3.1. Let X ⊂ A n (k) be an irreducible affine variety defined over k of dimension d and degree D. Then there exist an ordering on the set of coordinates and a set
that is autoreduced triangular with respect to this ordering such that
ideal I rep (∆) is radical, and
Moreover, if x n−d+1 , . . . , x n are algebraically independent modulo I(X ), then the order can be chosen in a way that the largest variables are x 1 , . . ., x n−d in any order.
we denote the canonical quotient homomorphism, and let
After renaming the variables, we can assume that the ordering is We will now present some construction and result due to [6] . 
and c denote the lcm of the denominators of its coefficients; let C denote the set of coefficients of cP and h(P) := max(deg g : g ∈ C ∪ {c}). We can now state a weakened version of [6, Theorem 2]:
, we denote N i multiplied by the lcm of the denominators of its coefficients. We claim that ∆ = {g 1 , . . ., g m } is a desired triangular set.
Lemma 3.1. The ideal I rep (∆) is radical, and X
Let us compute the pseudoremainder of p with respect to ∆:
Then deg
Hence, r = 0. Substituting point a to both sides of (1), we obtain h N (a)p(a) = 0, so p(a) = 0. Thus, we proved that
Since X is closed, this implies that
The theorem cited above implies that the total degree of g i with respect to x m+1 , . . . , x n does not exceed D for every i.
Proof. We will find a nonempty open subset U of k n−m such that, for all (a m+1 , . . ., a n ) ∈ U , the system g 1 (x 1 , . . ., x m , a m+1 , . . . , a n ) = . . . = g m (x 1 , . . . , x m , a m+1 , . . . , a n ) = 0 h(x 1 , . . . , x m , a m+1 , . . ., a n ) = 0
has (at least)
Since, solutions of the system (2) are points of the intersection of the affine subspace defined by equations x m+1 = a m+1 , . . ., x n = a n and V rep (∆), the claim implies that
By F, we denote the quotient field of B. Then, since the degree of x i over K(x 1 , . . . ,
By y ∈ F, we denote the primitive element of this extension. Let T (y) ∈ K[y] be the monic minimal polynomial for y over K. Then 2. The resultant of T (y) and Q(y) does not vanish at u.
The discriminant of T (y) does not vanish at u.
For a point a ∈ k n−m and polynomial P(t) ∈ K[t], we will denote the polynomial in k[t] obtained from P by evaluating its coefficient at a by P a [t] . Note, that P a may be not defined if any of denominators of coefficients of P vanish at a. Then, for every point u ∈ U , there are
roots of T u . Each of these roots, say α ∈ k, gives us a tuple (P 1u (α), . . ., P mu (α)). Since N i (P 1 (y), . . . , P i (y)) ≡ 0 (mod T (y)) and y ≡ R(P 1 (y), . . ., P m (y)) (mod T (y)), all polynomials g 1 , . . . , g m vanish at (P 1u (α), . . ., P mu (α), u) and different α give rise to different tuples (P 1u (α), . . ., P mu (α)). Finally, T u and Q u have no common roots, so
Thus, the tuple (a m+1 , . . . , a n ) can be chosen arbitrarily in U .
For all j m, the total degree of g j with respect of x 1 , . . . , x m does not exceed
Hence, for all i, the total degree of g i does not exceed D + D = 2D.
Triangular sets of differential polynomials
In this section, we will use the following result, which is similar to [13, Proof. Let P ⊂ R h+1 be a minimal prime component of I (1) such that P ∩ R h = I. We denote the images of x
i . We claim that the field of fractions Q(B) of B satisfies the differential condition (see [13, p. 1146 
Thus, by [27, Theorem 4.10] , there exists an extension K ⊃ Q(B), where K is a differential field, and the differential structure on K is compatible with that of Q(A) ⊂ Q(B). Consider the differential homomorphism ϕ :
The inverse inclusion is immediate.
Let h = (h 1 , . . . , h n ) be a tuple of non-negative integers.
Lemma 4.2. If a prime ideal I ⊂ R h satisfies I
Proof. Let h = max(h 1 , . . . , h n ), and, for every i, set s i = h − h i . Let ϕ : k{x 1 , . . ., x n } → k{y 1 , . . . , y n } be the differential homomorphism defined by ϕ(x i ) = y
for all i. Let S h be the subalgebra in S = k{y 1 , . . . , y n } generated by y ( j) i , where i n and j < h. Then J = S h · ϕ(I) is a prime ideal in S h . Since S h+1 · ϕ(I (1) ) = J (1) , we obtain that J = S h ∩ J (1) . Lemma 4.1 implies that J = {J} ∩ S h . Then, S · ϕ ({I}) = {J} implies that I = {I} ∩ R h .
Let e = (1, . . ., 1) ∈ Z n and |h| = h 1 + . . . + h n . 
Proof. Let H be the product of the leading coefficients of the g i , and denotẽ
Let f ∈ I rep (∆). Then there exist n ∈ N and a 1 , . . ., a m ∈ R h such that
By multiplying the equality by H, and then differentiating both sides, we see that
Therefore, f ′ ∈Ĩ. Since f is arbitrary, it implies I rep (∆) (1) ⊆Ĩ. Thus,
On the other hand, we are given that
This proves the claim. Next, we show that, in A n+|h| (k), the following holds
where ∆ and H are viewed in R h+e . Assume that there is an element
Since A ⊂ V rep (∆), u / ∈ V (H). In other words, H(u) = 0. Since all elements of I vanish at u, g ′ 1 , . . . , g ′ m and all elements of I rep (∆) vanish at u. In particular, g 1 (u) = g 2 (u) = . . . = g m (u) = 0. Therefore, H(u) = 0 implies that all elements ofĨ vanish at u. This contradicts the assumption that u / ∈ V (Ĩ). By π : A n+|h| (k) → A |h| (k), we denote the projection onto the first |h| coordinates. Then,
Moreover,
The above inclusion implies that
Note that V (H) does not contain any irreducible component of
Finally, a combination with (3) yields dimV (I ∩ R h ) < dimV rep (∆). 
Lemma 4.4. If I ⊂ R h is a prime ideal such that dimV
. This is true for i s due to the definition of a triangular set. If, for some i > s, the polynomial g j depends on x
are not algebraically independent over R h−e modulo I. So, the claim is proved.
Let
< dim I, and deg g ′ j < 2 deg I due to Proposition 3.1. So, we are done. Otherwise, assume that
This just means that
For i s, g ′ i is of the form S i x
with j i, and S i ∈ R h . Thus, for every point a ∈ X such that S 1 (a) = 0, . . ., S s (a) = 0, there exists a point of
, Lemma 2.2 implies that the subset of X defined by S 1 = 0, S 2 = 0, . . . , S s = 0 is dense in X . Thus, we arrive at a contradiction with (5). Proof. The second claim follows from [14, Theorem 1.7.7] . If the ground field is algebraically closed, the first claim follows from [19, Corollary 4.6] . Otherwise, we consider ∆ as a subset in [19, Corollary 4.6] implies that
Differentiation and intersection
In what follows, we will use the following well-known lemma.
Lemma 5.1. Let A be a commutative algebra over a field k of zero characteristic, and V ⊂ A a vector subspace. Assume that, for some b ∈ A and n ∈ Z 0 , the equality ba n = 0 holds for all a ∈ V . Then ba 1 . . . a n = 0 for all a 1 , . . . , a n ∈ V .
Proof. We will prove the lemma by induction on n. The base case n = 1 is trivial. Assume that ba n = 0 for all a ∈ V for some n 2. Then, for any a 1 , a 2 ∈ V and λ ∈ k,
Let us fix a 1 and a 2 . Since the field k is infinite, the right-hand side of (6) is zero for infinitely many values of λ. Then properties of the Vandermonde determinant imply that ba i 2 a n−i 1 = 0 for all i = 1, . . ., n − 1. In particular, ba 1 a n−1 2 = 0 for all a 1 , a 2 ∈ V . Applying the induction hypothesis with a = a 2 and b = ba 1 , we obtain that ba 1 a 2 . . . a n = 0 for all a 1 , . . ., a n ∈ V . 
in the differential polynomial ring k{x 1 , . . . , x n }.
Proof. Denote M = m 1 + . . . + m n , and let J be the ideal in the polynomial ring
It is sufficient to prove that a = x
We claim that, for all field extensions F ⊃ k and k-algebra homomorphisms ϕ : S → F such that J ⊂ Ker ϕ, ϕ(a) = 0. For each j N, let h j denote the maximal number such that h j M and ϕ(x 
The above inequality contradicts the assumption that J ⊂ Ker ϕ. Hence, ϕ(a) = 0. Due to the Hilbert Nullstellensatz, we obtain a = x 
Proof.
Then (a 1 . . . a n ) (h) ∈ J for all a 1 ∈ V 1 , . . ., a n ∈ V n and h M. By Lemma 5.2,
Applying Lemma 5.1 consecutively to V
, we obtain the desired inclusion. 
Let us introduce new variables y (h)
i, j , where i n, j s, and h M, and let J e be the corresponding extension of the ideal J. We fix numbers i 1 , . . ., i n s and set
for all h M. So, we can apply Corollary 5.1 setting x i, j = x i, j y i, j and obtain
Since all y 
where C is a nonzero product of binomial coefficients. Hence,
Lemma 5.3 immediately implies the following property of ideals in differential rings. For all n, m 1 , . . ., m n ∈ N, there exists s > 0 depending only on m 1 , . . ., m n and n  such that, for all polynomial ideals I 1 , . . . , I n ⊂ k{x 1 , . . . , x N }, 
Corollary 5.2.
,
Proof. By Corollary 5.2, there exists > 0 depending only on m 1 , . . . , m n and n such that
One can check immediately that
Hence, with s :=sn, which depends only on n 1 , . . . , m n and n, we have
Statements of the main elimination theorems
For the convenience of the reader, we state our main elimination results in this section but prove these results in Section 7. For integers m 0, n, d 0 , d 1 , r 1 and a tuple h = (h 1 , . . . , h n ) ∈ Z n 0 , we define
We recall that R = k{x 1 , . . ., x n } and, for every h = (h 1 , . . ., h n ) ∈ Z n 0 , we set
. ., h n ) ∈ Z n 0 , and F ⊂ k{x 1 , . . . , x n } of cardinality r such that
• the dimension of the ideal generated by F in R h is m, the following holds: N(n,m,h,d 0 ,d 1 ,r) ) .
Theorem 6.1 can be restated as an effective strong differential Nullstellensatz as follows. Let n 1 , n 2 0, K denote the quotient field of k{y 1 , . . ., y n 1 }, and S denote K{x 1 , . . . , x n 2 }. For every tuple h = (h 1 , . . . , h n 2 ) ∈ Z n 2 0 , we set
, and F ⊂ k{y 1 , . . . , y n 1 , x 1 , . . . , x n 2 } of cardinality r such that
• the dimension of the ideal generated by F in S h is m, the following holds:
. . , h n 2 ), e = (e 1 , . . . , e n 2 ) ∈ Z n 2 0 with e i h i for all i, 1 i n 2 , and F ⊂ k{y 1 , . . . , y n 1 , x 1 , . . . , x n 2 } of cardinality r such that
Remark 6.1. Theorem 6.2 is a special case of Theorem 6.3 for e = (0, . . ., 0).
Remark 6.2.
In all above statements in this section, formula (7) can be replaced by the tighter one obtained by plugging the bound from Lemma 7.4 in inequality (8).
Proofs of the main elimination theorems
Proof of Theorem 6.1. Since Theorem 6.1 and Corollary 6.1 are equivalent, it is sufficient to prove the latter. Assume that either n > 1 or d 1 > 1, since otherwise (d 1 = n = 1) the problem is simple.
We first consider the case in which the base field k is algebraically closed. The case of an arbitrary field k of characteristic 0 will be considered at the end of the proof. 
Proof. Let I be a prime ideal in R h of dimension d and degree D, and f ∈ R h ∩ {I}. If I = I (1) ∩ R h , then Lemma 4.2 implies that f ∈ I. Otherwise, by Lemma 4.4, there exists g ∈ I (1) ∩ R h such that dimV (I) > dimV ((I, g)) and deg g 2D.
Consider the minimal prime decomposition of (I, g):
Then dimV (I j ) = d − 1 for all j, and Lemma 4.5 implies that
Since all {I 1 }, . . ., {I s } contain f , we know that, for all
By Corollary 5.3,
In the special case d = 1, we can do better:
Proof. Let I be a prime ideal in R h with dim I = 1 and degV (I) = D, and f ∈ {I} ∩ R h . If I = I (1) ∩ R h , then Lemma 4.2 implies that f ∈ I. Otherwise, by Lemma 4.4, there exists g) ) and deg g 2D.
Let J = (I, g) and
where I j = Q j for every j. Since dim I j = 0 for every j, V (I j ) = p j for some point p j . Let We know that
Remark 7.1. The argument from the proof of Lemma 7.2 does not work for an arbitrary dimension because the ideal J might have embedded primary components.
We unfold the recursive bound obtained above, starting with the following technical lemma.
For all S, n 1 and tuples
Since R u (|h| − i, D) as a polynomial in D meets the requirements of Lemma 7.3 for every i < |h|, 
Then Corollary 5.2 implies that
Concrete numerical values
In this section, we present concrete numerical values for the function N(n, m, h, d 0 , d 1 , r) introduced in Section 6 and used in our main results. We compute these values using Remark 6.2, so they are smaller than numbers given by formula (7) . Example 8.1. Below we discuss how our bounds can be used in doing differential elimination in practice. We illustrate this using examples coming from applications. Although, for some of them, there could be special tricks, our approach provides general and fully automatic procedure. Differential elimination can be successfully performed in MAPLE for the SIRS epidemic model (see [5, §2.7 with concrete values of the parameters in MAPLE to eliminate I(t) and R(t), the code based on our approach produced an equation in S(t) within approximately 136 minutes of sequential or 37 minutes of actual computation time (the meaning of the parameters is given on [5, page 61] ). This equation is of order 3, degree 4 in ... S , and of total degree 8. For this problem, h = (2, 2), and so, |h| = 4, r = 3, m = 1, d 0 = 1, and d 1 = 2. Therefore, from the above table, it is not necessary to perform more than 164 prolongations to discover this equation in S(t). However, to do the same elimination, the existing Rosenfeld-Gröbner algorithm based on [2, 17] has not produced any output after more than two weeks of computation.
For the elimination problem from cellular biology given in [1, Section 5], |h| = 2, r = 2, m = 0, d 0 = d 1 = 1, and so our upper bound for the number of prolongations is 1. If we would like to eliminate x 1 , then d 1 = 2, so the upper bound for the number of prolongations would be 4.
