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We consider the plus-phase of the two-dimensional Ising model below
the critical temperature. In 1989 Schonmann proved that the projection
of this measure onto a one-dimensional line is not a Gibbs measure. After
many years of continued research which have revealed further properties
of this measure, the question whether or not it is a Gibbs measure in an
almost sure sense remains open.
In this paper we study the same measure by interpreting it as a temporal
process. One of our main results is that the Schonmann projection is almost
surely a regular g-measure. That is, it does possess the corresponding one-
sided notion of almost Gibbsianness. We further deduce strong one-sided
mixing properties which are of independent interest. Our proofs make use
of classical coupling techniques and some monotonicity properties which
are known to hold for one-sided, but not two-sided conditioning for FKG
measures.
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Key words and phrases. Ising model, Schonmanns projection, g-measure,
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1 Introduction and outline of this paper
Measures defined on an infinite product space of the form AZ are the object of study for
two well-developed theories. From one point of view, measures on AZ can be regarded
as so-called g-measures (Keane [21]), also known in the literature under various other
names, such as chains with complete connections (Onicescu and Mihoc [29]), chains
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of infinite order (Harris [18]), uniform martingales (Kalikow [20]) or stochastic chains
with unbounded memory (Gallesco et al. [13]). They can be interpreted as discrete-
time processes on Z which depend on their entire history. In this sense, they can be
regarded as a generalization of Markov chains. The second point of view concerns
the theory of one-dimensional Gibbs measures (Dobrushin [5], Lanford and Ruelle
[22], Georgii [16]), which refers to random fields in a spatial setting determined by
a system of distributions on finite regions conditioned on given boundary conditions,
called a specification. Under sufficient regularity assumptions (Ferna´ndez and Maillard
[10]) the two theories coincide. However, it was recently shown (Ferna´ndez et al.
[9], Bissacot et al. [3]) that neither one includes the other.
In this paper, we are concerned with the Schonmann projection, which is the pro-
jection of the plus phase of the two-dimensional Ising model in the low temperature
regime onto a line, i.e. Z × {0}, as studied in Schonmann [33]. We will mainly be
concerned with the former perspective and will regard the Schonmann projection as
a temporal process. However, some comparison with the spatial fields setting will be
useful.
The study of projections of Gibbs measures to a sublayer has various motivations
as presented in Maes et al. [26]. One of them is that they serve as examples of non-
Gibbsian states. An important question in the field of mathematical physics is whether
the transformation of a Gibbs measure remains a Gibbs measure. As was discovered in
the late 1970’s this is not always the case, not even for relative simple transformations
such as averaging or decimation. (See van Enter et al. [8] for a thorough discussion
of this phenomena). In this sense, the projection of the Ising model onto a line was
introduced in [33] as a natural example of a transformed Gibbs measure which is non-
Gibbsian, being one of the first studied models exhibiting such pathological behavior.
Kozlov’s characterization of Gibbsianness tells us that for a measure to be Gibbs, one
needs its specification to satisfy certain non-nullness and continuity properties. The
Schonmann projection does not satisfy the latter, as it was very elegantly proved in
Ferna´ndez and Pfister [11]. In the context of Dobrushin’s program of restoration of
Gibbsianness, it was later proved that this measure is weakly Gibbs (Dobrushin and
Shlosman [7], Maes and Vande Velde [28], Maes et al. [26]). Several attempts were
made to improve this statement, in showing that the Schonmann projection is an
almost Gibbs measure, namely that the set of continuity points of the specification
has full measure. To the best of our knowledge this is still an open problem. (For a
comparison between these two weaker notions of Gibbsianness see [27]).
In analogy to the description of Gibbs measures by Kozlov, a similar characterization
can be given for regular g-measures. We prove in this paper that the Schonmann
projection is a regular g-measure in an almost sure sense, see Theorem 3.3. We do this
by showing that the Schonmann projection is consistent with the g-functions obtained
when conditioning on having “all minuses” or “all pluses” in the far past. This fact is
proved by a stochastic domination argument, which can be of independent interest, see
Proposition 4.3. Moreover, we establish mixing properties, which could be interpreted
as the lack of longitudinal wetting transition for our model, see Theorem 3.6. Further
details on our motivation for studying the Schonmann projection from the one-sided
point of the view can be found in Section 3.2.
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Outline of this paper
In the next section we recall basic properties of the Ising model on Z2, define the
Schonmann projection and give a brief description of Gibbs measures and g-measures.
Our main results are contained in Section 3 together with a discussions of applications
and some open questions. Proofs are postponed until Section 4.
2 Definitions and preliminaries
2.1 The 2d Ising model
In this subsection we give the definition of the Ising model on Z2 and present some
of its basic properties. For a more extended treatment of the Ising model, and as a
reference, see Friedli and Velenik [12, Chapter 3]).
Let Ω˜ := {−1,+1}Z2 and denote by F˜ the corresponding product σ-algebra. For
Λ ⊂ Z2, let Ω˜Λ := {−1,+1}Λ and let F˜Λ ⊂ F˜ be the sub-σ-algebra which concentrates
on events on Ω˜Λ. By ωΛσΛc we denote the element in Ω˜ which equals ωΛ on Λ and σ
on Λc. Let S˜ be the set of all finite subsets of Z2. Then, for Λ ∈ S˜, the finite-volume
Ising model on Λ with boundary condition σ ∈ Ω˜, inverse temperature β ∈ (0,∞) and
magnetic field h ∈ R, denoted here by µΛ,σβ,h , is the probability measure on (Ω˜Λ, F˜Λ)
which, for ωΛ ∈ Ω˜Λ, is given by
µΛ,σβ,h ({ωΛ}) :=
1
ZΛ,σβ,h
e−H
Λ,σ
β,h (ωΛ), where ZΛ,σβ,h :=
∑
ωΛ∈Ω˜Λ
e−H
Λ,σ
β,h (ωΛ),
and where the Hamiltonian HΛ,σβ,h : Ω˜Λ → R is given by
HΛ,σβ,h (ωΛ) := −β

 ∑
{x,y}⊂Λ
x∼y
ωxωy +
∑
x∈Λ,y/∈Λ
x∼y
ωxσy

+ h∑
x∈Λ
ωx.
Here, x ∼ y is the notation for x and y being nearest-neighbors.
The Ising model on Z2 with parameters (β, h) is characterized by the set of prob-
ability measures µβ,h on (Ω˜, F˜) satisfying the so-called DLR conditions, that is, for
each Λ ∈ S˜,
µβ,h(B) =
∫
µΛ,σβ,h (B)µβ,h(dσ), B ∈ F˜Λ. (2.1)
When there is no risk of confusion, we denote by + and − the configurations in Ω such
that ±x = ±1 for each x ∈ Z2. It is well known that, for each β ∈ (0,∞) and h ∈ R,
the so-called plus-phase µ+β,h and minus-phase µ
−
β,h, defined by
µ
[−n,n]2,±
β,h (·) =⇒ µ±β,h(·) as n→∞, (2.2)
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are well-defined and satisfy (2.1). Here =⇒ denotes weak convergence.
By the Aizenman-Higuchi theorem, any measure satisfying (2.1) is a convex combi-
nation of µ+β,h and µ
−
β,h. Moreover, for h 6= 0 we have that µ+β,h = µ−β,h, whereas for
h = 0 there is a critical value βc = ln(1 +
√
2)/2 such that µ+β,0 = µ
−
β,0 for all β ≤ βc
and µ+β,0 6= µ−β,0 for all β > βc. When β > βc and h = 0 we say that the Ising model
on Z2 is in the phase transition regime, and when h 6= 0 or when h = 0 and β < βc
it is in the uniqueness regime. The Ising model with β = βc and h = 0 is the critical
case.
2.2 The Schonmann projection
We start by introducing some more notation. In the sequel, A is a finite state space
(or alphabet) which we equip with the discrete σ-algebra A formed of all subsets of
A. Further, we consider the configuration space Ω = AZ endowed with the product
topology and with the corresponding product σ-algebra F . Similarly, for n ∈ Z, we
consider Ω>n = A
Zn,+ and Ω<n = A
Zn,− equipped with σ-algebras F>n and F<n,
where Zn,+ = Z ∩ [n,∞) and Zn,− = Z ∩ (−∞, n], respectively. Given Λ ⊂ Z, we
denote by ωΛ the restriction of a configuration ω ∈ Ω to the volume Λ and denote
the corresponding configuration space by ΩΛ. An important notation which will be
used throughout this paper for elements in Ω[i,j], i, j ∈ Z ∪ {±∞} with i ≤ j, is
ωji = ωiωi+1 . . . ωj. Moreover, we write S for the set of all finite subsets of Z.
The focus of this paper is the projection of the plus-phase of the Ising model onto
Z×{0}, also referred to as the Schonmann projection. That is, by takingA = {−1,+1},
we consider the probability measure ν+β,h on (Ω,F) which is characterized by
ν+β,h({ω : ωΛ = ηΛ}) := µ+β,h({ω˜ : ω˜Λ×{0} = ηΛ})
for each Λ ⊂ S and η ∈ Ω, and where µ+β,h was introduced in (2.2). Similarly, the
projection of µ−β,h onto Z × {0} is denoted by ν−β,h. One important property of these
measures which we will use several times in the sequel is that they are translation-
invariant, that is,
ν±β,h({ω : ωΛ = ηΛ}) = ν±β,h({ω : ωT−1Λ = ηT−1Λ})
for all Λ ∈ S, where T−1Λ := {x ∈ Z : x+ 1 ∈ Λ}.
2.3 Two-sided conditioning. The class of 1-dimensional DLR Gibbs
measures
In the so-called DLR (Dobrushin, Lanford and Ruelle) approach of Mathematical
Statistical Mechanics, Gibbs measures at infinite volume are probability measures
defined by a system of conditional probabilities, conditioned on configurations outside
finite sets Λ, called specification, in the same manner as the definition of the Ising
model via a Hamiltonian as given in Section 2.1. We refer to [12, Chaper 6] for precise
definitions of this program.
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Instead we present here an equivalent characterization of translation-invariant Gibbs
measures which is closer to our description of g-measures in the following sections. This
characterization was given and proven in Berghout et al. [2] and is the content of the
following proposition.
Proposition 2.1 (Theorem 3.1 in [2]). Let µ be a translation-invariant measure on
Ω with underlying process (Xi)i∈Z. Then µ is a Gibbs measure if and only if it there
is a continuous function γ : Ω→ (0, 1) satisfying∑
ω0∈A
γ(ω−1−∞, ω0, ω
∞
1 ) = 1, for all ω ∈ Ω (2.3)
and for which we have that
µ(X0 = ω0|X−1−∞ = ω−1−∞, X∞1 = ω∞1 ) = γ(ω−1−∞, ω0, ω∞1 ), (2.4)
for µ-a.a. ω ∈ Ω.
Following Proposition 2.1, we next introduce the concept of almost Gibbsian mea-
sures.
Definition 2.1. Let µ be a translation-invariant measure on Ω with underlying process
(Xi)i∈Z. Then µ is almost Gibbs if and only if there is a function γ : Ω → (0, 1)
satisfying (2.3) which is continuous for µ-a.a. ω ∈ Ω, and for which we have that (2.4)
is satisfied for µ-a.a. ω ∈ Ω.
2.4 One-sided conditioning. The class of g-measures
We think of the class of g-measures as a general description of stochastic processes with
long-range memory. Similarly to Gibbs measures, which can be seen as a generalization
of Markov random fields, these processes can be seen as an analogous generalization
of Markov chains. We shall restrict to such processes on Ω which are translation-
invariant.
Definition 2.2. Let µ be a translation-invariant measure on Ω with underlying process
(Xi)i∈Z. Then µ is a regular g-measure if and only if there is a continuous function
P : A× Ω<0 → (0, 1) satisfying∑
ω0∈A
P
(
ω0
∣∣ ω−1−∞) = 1 ∀ω−1−∞ ∈ Ω<0. (2.5)
and for which we have that
µ
(
X0 = ω0
∣∣ X−1−∞ = ω−1−∞) = P (ω0 ∣∣ ω−1−∞) (2.6)
for all ω0 ∈ A and µ-a.e. ω−1−∞ ∈ Ω<0.
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We remark here the similarity of this definition and the equivalent characterization
of Gibbs measures stated in Proposition 2.1. In some sense, one could say that the
function γ appearing in Equation 2.4 is a two-sided g-function.
In more generality, a g-measure is a measure µ on Ω satisfying (2.6) with respect
to a g-function P : A × Ω<0 → [0, 1] satisfying (2.5). Such a g-function is said to be
regular if it is continuous and maps all its elements to (0, 1). To be more precise, the
g-function P is continuous if
vark(P ) := sup
ω
−1
−∞
,σ
−1
−∞
∈Ω<0,
ω
−1
−k
=σ
−1
−k
sup
a∈A
|P (a | ω−∞−1 )− P (a | σ−∞−1 )| → 0 as k →∞.
Similar to the notion of almost Gibbs, we now introduce almost regular g-measures:
Definition 2.3. Let µ be a translation-invariant measure on Ω with underlying process
(Xi)i∈Z. Then µ is an almost regular g-measure if and only if there is a function
P : A × Ω<0 → (0, 1) satisfying (2.5) which is continuous µ-a.s. and for which µ is a
g-measure.
Remark 2.1. Most of the literature on g-measures assumes a priori regularity of the
g-function, although this assumption has been relaxed in some recent publications, see
e.g. Gallo and Paccaut [14].
3 Main results and discussion
3.1 Main results
In this subsection we consider the measure ν+β,h from the one-sided point of view in
the sense of g-measures. We first consider the regime of parameters in which the two-
dimensional Ising model is unique, for which we obtain analogous statements as for
the two-sided case.
Proposition 3.1. In the uniqueness regime ν+β,h is a regular g-measure for a certain
g-function P . Moreover,
∑
k≥1 vark(P ) <∞, and hence ν+β,h is the unique g-measure
consistent with P .
Proposition 3.1 is reminiscent of the fact that the Ising model on Z2, in the entire
uniqueness regime, belongs to the class of Gibbs models having complete analyticity,
as proven in Schonmann and Shlosman [34]. Consequently, as follows by standard
arguments, in the uniqueness phase, the measure ν+β,h can be considered as both a
Gibbs measure and a g-measure. (The former was proven in Lo¨rinczi [24], see also
[26, Theorem 4.4]). As [33] proved, this is no longer the case in the phase transition
regime for which ν+β,h is not a Gibbs measure. From this result more can be said about
the interpretation of ν+β,h as a g-measure. In particular, it cannot satisfy such strong
continuity properties as in Proposition 3.1, as we state next.
Proposition 3.2. Let h = 0, β > βc and assume there is a g-function P such that
ν+β,h is a g-measure consistent with it. Then
∑
k≥1 vark(P ) =∞.
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Proposition 3.2 follows by combining the results in [10] on equivalence of g-measures
and Gibbs measures with the fact that ν+β,h is not a Gibbs measure in the phase
transition regime. An important step in the proof in [33] of that ν+β,h is not a Gibbs
measure in the phase transition regime, see [33, Lemma 1], is the following statement:
for β > βc, and for each n ∈ N there exists N(n) ≥ n such that
lim
n→∞
µ+β,0(· | η = −1 on [(−N(n),−n) ∪ (n,N(n)]× {0}) = µ−β,0(·). (3.1)
We now state our main result, which shows that the one-sided version of Equation
(3.1) exhibits a very different behavior.
Theorem 3.3. Let h = 0 and β ≥ βc.
a) There exists a g-function P to which ν+β,0 is the unique consistent measure. Fur-
thermore, P is almost regular with respect to ν+β,0.
b) If β > βc we have that ν
+
β,0 is φ-mixing, that is,
lim
n→∞
sup
B∈F>n
sup
A∈F<0
|ν+β,0(B | A)− ν+β,0(B)| = 0. (3.2)
The one-sided mixing property in Equation (3.2) should be compared with the two-
sided property given in Equation (3.1) (see also Theorem 3.6 below). Further, an
immediate consequence of the φ-mixing property, by applying [13, Theorem 1], is the
following:
Corollary 3.4. Let h = 0 and β > βc and let P be as in Theorem 3.3 a). Then, for
every σ−1−∞, τ
−1
−∞ ∈ Ω<0, we have that
∞∑
k=0
∑
a=±1
∣∣∣∣P(a∣∣σ−(k+1)−∞ ω−1−k)− P(a∣∣τ−(k+1)−∞ ω−1−k)
∣∣∣∣
2
<∞
for ν+β,0-a.e. ω
−1
−∞ ∈ Ω<0.
We leave the question whether ν+β,0 is a regular g-measure open, but note that,
as seen by Proposition 3.2, in any case it has relatively strong dependence on its
past. Interestingly, by adapting the methods in [26] and Lo¨rinczi and Vande Velde
[25], we do obtain strong regularity properties for certain decimations of ν+β,0. To be
more precise, for l, k ∈ N, let ν+l,k be the projection of ν+β,h onto Zl,k := {x ∈ Z : x
mod k+ l = i, i = 0, . . . , l−1} ⊂ Z consisting of all translations of the interval [0, l−1]
which are separated by gaps of length k.
Proposition 3.5. For any l ∈ N there is a K = K(l) such that, for all k ≥ K and
all β ≥ β(l, k) large, the measure ν+l,k is a regular g-measure with summable variation.
Remark 3.1. Lo¨rinczi and Vande Velde [25] showed that, for large enough β > βc, the
measure ν1,k, k ≥ 2, is a Gibbs measure, and their approach can also be used to show
that it is a g-measure. Interestingly, in the same paper, they conjectured that ν1,1 is,
similar to the Schonmann projection ν1,0, not a Gibbs measure. On the other hand,
from our results it follows that both of them are almost regular g-measures.
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We end this section with a strengthening of Theorem 3.3b) for the Ising model on
Z
2. For this, let Cθ = {(x, y) ∈ Z2 : x ≥ 0, |y| ≤ eθ|x|}, where θ ∈ (0,∞), and let, for
n ∈ N, Cθ,n := Cθ ∩ [n,∞)× Z. Moreover, let F˜<0 be the σ-algebra concentrating on
the events on (−∞, 0)× {0}.
Theorem 3.6. Consider the Ising model on Z2 in the phase transition regime. Then
there exists θ ∈ (0,∞), depending on β, such that
lim
n→∞
sup
B∈F˜
θ,n
sup
A∈F˜<0
|µ+β,0(B | A)− µ+β,0(B)| = 0.
The one-sided mixing property in the above theorem can be interpreted in the sense
of wetting. The wetting phenomenon appears in systems with several types of particles
inside of a box, whose physical parameters are such that they allow coexistence of
phases. If, for example, one looks at the Ising model prepared in the plus phase,
but the horizontal bottom wall of the box preferentially adsorbs the minus phase, one
notices the appearance of a thin film of the minus phase between the wall and the bulk
plus phase. A good reference on the topic are the notes of Pfister and Velenik, see [30].
In our case, Theorem 3.6 shows that a piece of wall adsorbing the minus phase
generates no longitudinal wetting. Moreover, our result should be contrasted with the
recent results on one-sided wetting and discontinuity for the Dyson-Ising model, see
[3, Proposition 4].
Remark 3.2. As β increases, the parameter θ in Theorem 3.6 goes to infinity and Cθ
converges to the entire half plane {(x, y) ∈ Z2 : x ≥ 0}.
3.2 Discussion and open questions
In this subsection we discuss several applications of the theorems presented so far, as
well as some (in our opinion) intriguing open questions.
1. van den Berg and Steif [1] proved that the plus-phase of the Ising model with
h = 0 can be perfectly sampled if and only if β < βc. More recently, Gallo and
Takahashi [15] showed that an attractive and regular g-measure has a perfect
sampling algorithm if and only if it is unique. By standard arguments in this
paper (see Lemmas 4.1 and 4.2), the projection of the Ising model onto a line,
ν+β,h, is consistent with an attractive g-function. Furthermore, by Theorem 3.3
and Proposition 3.1 it is unique. Propositions 3.1 and 3.5 thus, by the results in
[15], give us conditions for when ν+β,h, or decimations thereof, can be perfectly
sampled. It is an intriguing open question whether ν+β,h can be perfectly sampled
in the phase transition regime. We plan to address this question in future work.
2. All theorems and propositions of this section can be extended to the projection
of the two-dimensional Ising model onto Z×{0, . . . , k}, k ∈ N. However, it is im-
portant for several of our arguments that the projections under consideration are
translation-invariant. It would be interesting to extend our results to also include
projections which are not translation-invariant. Moreover, the proof techniques
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used in this paper to study the 2-dimensional Ising model can presumably also
be extended to higher dimensions and to models sharing similar monotonicity
properties.
3. The mixing property in Equation (3.2) is an essential strengthening of Schon-
mann [32, Lemma 2] and a rather powerful mixing property. For instance, general
concentration inequalities follow by the work of Samson [31].
4. In the two-sided case, the lack of Gibbsianness follows as a consequence of a
wetting transition (see [8], [11], [33]). By Theorem 3.3b) and Theorem 3.6 this
is in contrast to the one-sided case, which strongly suggests that the Schonmann
projection is indeed a regular g-measure.
5. We hope that our result showing that the Schonmann projection is an almost
regular g-measure can cast some light on, and possible be of importance to, the
question whether it is almost Gibbsian or not. [10] provides sufficient regularity
assumptions for the theory of 1d Gibbs measures and g-measures to be equivalent.
Is there an analogous equivalence between almost regular g-measures and almost
Gibbsian measures which requires weaker assumptions?
6. A note on the critical case h = 0 and β = βc is in place. In this case, as follows
by [11], the measure ν+βc,0 is almost Gibbs, and by Theorem 3.3 it is also an
almost regular g-measure. It is an interesting question whether or not ν+βc,0 is in
fact a Gibbs measure or a regular g-measure.
4 Proofs
4.1 Proof of Theorem 3.3a)
Let (X,B) stand for (Ω,F) or (Ω˜, F˜). Associate to X the partial ordering such that
ξ ≤ η if and only if ξ(x) ≤ η(x) for all x ∈ Z, or Z2, respectively. An eventB ∈ B is said
to be increasing if ξ ≤ η implies 1B(ξ) ≤ 1B(η). More generally, a function f : X → R
is increasing if ξ ≤ η implies f(ξ) ≤ f(η). A g-function P : {−,+} × Ω−1−∞ → [0, 1] for
which P (+ | ·) is increasing is said to be attractive.
Definition 4.1. Let µ be a probability measure on (X,B). We say that
1. µ is FKG (or positively associated) if µ(B1 ∩ B2) ≥ µ(B1)µ(B2) for any two
increasing events B1, B2 ∈ B.
2. µ is strong FKG (or lattice FKG) if for every Λ finite and σ ∈ X, the measure
µ(· | η = σ on Λ) is positively associated, where {η = σ on Λ} := {η ∈ X : ηx =
σx ∀ x ∈ Λ}.
The Ising model µ+β,h is known to be strong FKG and this property directly transfers
to the measure ν+β,h. By using this property, via a global specification argument
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as thoroughly described in [11], it can be shown that the functions P+,±β,h : {−,+} ×
Ω−1−∞ → (0, 1) given by
P+,±β,h (± | ω−1−∞) := limn→∞ liml→∞ ν
+
β,h
(
η0 = ± | η−1−(n+l) = ±
−(n+1)
−(n+l) ω
−1
−n
)
(4.1)
are well-defined.
Lemma 4.1. For every β ∈ (0,∞) and h ∈ R, the functions P+,±β,h are well-defined
and attractive g-functions, and they satisfy P+,−β,h (+ | ·) ≤ P+,+β,h (+ | ·). Moreover, the
following probability measures
ν+,±β,h (·) := limn→∞ liml→∞ ν
+
β,h
(
· | η−n−(n+l) = ±−n−(n+l)
)
are consistent and extremal with respect to P+,+β,h and P
+,−
β,h respectively.
Proof. A proof of this statement is given in [19]; see Lemma 2.3 and Lemma 3.1
therein.
Lemma 4.2. Let β ∈ (0,∞) and h ∈ R, then
a) ν+β,h is consistent with P
+,+
β,h .
b) if P+,+β,h = P
+,−
β,h , then ν
+
β,h is a regular g-measure.
c) if ν+β,h is consistent with P
+,−
β,h , then ν
+
β,h is an almost regular g-measure.
d) if ν+β,h = ν
+,−
β,h , then ν
+
β,h is the unique measure consistent with P
+,+
β,h .
Proof. From the definition of µ+β,h it directly follows (see Equation (2.2)) that ν
+
β,h =
ν+,+β,h , which we know, by the previous lemma, is consistent with P
+,+
β,h . This proves a).
Hence, that ν+β,h is a regular g-measure if P
+,+
β,h = P
+,−
β,h follows merely by definition
thus yielding b). Similarly, if ν+β,h is consistent with P
+,−
β,h , then, since P
+,−
β,h (+ |
·) ≤ P+,+β,h (+ | ·) and since ν+β (P+,+β,h (+ | ·) − P+,−β,h (+ | ·)) = 0, we have that
P+,+β,h (± | ω−1−∞) = P+,−β,h (± | ω−1−∞) for ν+β -a.e. ω−1−∞ ∈ Ω−1−∞. That is, ν+β,h is an almost
regular g-measure, therefore proving c). For d), if furthermore ν+,−β,h = ν
+
β,h, then ν
+
β
is the unique measure consistent with P+,+β,h since, by the strong FKG property, any
measure ν consistent with P+,+β,h satisfies ν
+,−
β,h ≤ ν ≤ ν+,+β,h .
In order to conclude Theorem 3.3, we will show that conditions c) and d) in Lemma
4.2 indeed hold. To achieve this, we use a domination argument which we think
is of independent interest. For this, let piρ denote the product Bernoulli-{−1,+1}
measure on (Ω,F) where piρ(η0 = +) = ρ ∈ [0, 1]. We say that a measure µ on (Ω,F)
stochastically dominates another measure ν if ν(B) ≤ µ(B) for all increasing events
B ∈ F .
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Proposition 4.3. For each β > βc there exists a ρ ∈ (0, 1) such that ν+β,0 stochastically
dominates piρ, but piρ is not stochastically dominated by ν
−
β,0.
The proof of Proposition 4.3 is deferred to the next subsection. Note that its state-
ment contrasts Liggett and Steif [23, Proposition 1.2] which says that the analogous
statement is not true for µ+β,h and µ
−
β,h (see also Warfheimer [35] for further results in
this direction). Based on Proposition 4.3, an immediate application of [23, Theorem
1.2] is the following:
Corollary 4.4. Let β ∈ (0,∞) and h ∈ R. Then both ν+,±β,h stochastically dominate
piρ+max , where ρ
+
max := sup{ρ ∈ [0, 1] : piρ ≤ ν+β,h}.
Proof of Theorem 3.3a). Let β ∈ (0,∞) and h ∈ R, and define
µ(·) := lim
n→∞
µ+β,h(· | η = −1 on (−∞,−n]× {0}).
By the strong FKG property it follows that this limit exists. Furthermore, the mea-
sure µ is consistent with respect to the Ising model on Z2 with parameters β and h.
Consequently, if h 6= 0 or β ≤ βc, we conclude that µ = µ+β,h. In particular, we have
that ν+,−βc,0 = ν
+,+
βc,0
.
Similarly, for h = 0 and β > βc, by Corollary 4.4, the projection of µ onto Z× {0}
stochastically dominates piρ+max . Since, by the Aizenman-Higuchi theorem, we have
that µ = αµ+β +(1−α)µ−β for some α ∈ [0, 1], it thus follows, by applying Proposition
4.3, that µ = µ+β,h. In particular, we have that ν
+,−
β,0 = ν
+,+
β,0 for all β ≥ βc. Hence, by
Lemma 4.1c) and d), we conclude the proof of Theorem 3.3a).
4.2 Proof of Proposition 4.3
For β large, Proposition 4.3 follows by a simple application of Peierls argument. For
instance, by a slight modification of the proof in [12] (see page 112-114 therein), one
can show that, for β > ln 3/2,
ν+β,0(η = −1 on [−n,−1]) ≤ 1/2n, for all n large.
Consequently, by [23, Theorem 1.2 ], for such β, the measure ν+β,0 stochastically dom-
inates pi1/2 which ν
−
β,0 clearly cannot dominate (indeed, ν
−
β,0(η(0) = 1) < 1/2 for all
β > βc).
We now continue with a proof of Proposition 4.3 which applies to all β > βc. For
this, we first briefly recall the random cluster representation of the Ising model and
the so-called Edwards-Sokal coupling, following Georgii et al. [17, Chapter 6]:
Let B be the set of all nearest-neighbor bonds in Z2 and, for Λ ⊂ Z2, let BΛ be the
set of all edges of B with at least one endpoint in Λ. Given η ∈ B we say that Λ ⊂ Z2
forms an η-open cluster if η(e) = 1 for all e ∈ B contained in Λ and η(e) = 0 for all
e = (x, y) ∈ B with x ∈ Λ, y ∈ Λc. Next, for n ∈ N, denote by φ1p,n the probability
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measure on {0, 1}B in which each η ∈ {0, 1}B is assigned a probability proportional to
1{η=1 off B[−n,n]2}
{ ∏
e∈B[−n,n]2
pη(e)(1− p)1−η(e)
}
2k(η,n)+1,
where k(η, n) is the number of all η-open clusters entirely contained in [−n, n]2. The
measure φ1p,n is the random-cluster distribution in [−n, n]2 with parameters p and 2
and wired boundary condition.
Next, for β > 0, let Pn,+β,0 be the probability measure on {−1,+1}Λ × {0, 1}B corre-
sponding to picking a random element of {−1,+1}Λ×{0, 1}B according to the following
two-step procedure:
1. Assign to each vertex of Z2 \ [−n, n]2 value 1, and to all edges of B \ B[−n,n]2
value 1.
2. Assign to each vertex in [−n, n]2 a spin value chosen from {−1,+1} according
to the uniform distribution, assign to each edge in B[−n,n]2 value 1 or 0 with
respective probabilities p and 1−p, with p = 1−e−2β, and do this independently
for all vertices and edges.
3. Condition on the event that no two vertices with different spins have an edge
with value 1 connecting them.
The measure Pn,+β,0 is known as the Edwards-Sokal coupling of the random cluster
measure on [−n, n]2 and the Ising model. In particular, we have that the vertex and
edge marginals of Pn,+β,0 are µ
[−n,n]2,+
β,0 and φ
1
p,n respectively. We denote by P
+
β,0 the
limiting measure of P+,nβ,0 as n→∞.
Lemma 4.5. For Λ ⊂ Z2, write {Λ↔∞} for the event{
η ∈ {0, 1}B : there is an ∞ η-open cluster intersecting Λ}.
Let β > βc. Then there exist constants C, c > 0 such that
P
+
β,0
({
[−n,−1]↔∞}c) ≤ Ce−cn, ∀ n ∈ N.
Proof. The statement follows by adapting the duality arguments presented in Chayes
et al. [4, Pages 437-440]. One makes use of the fact that if a given configuration η
is distributed according to the random cluster distribution φ1p,n with wired boundary
conditions, then the dual configuration η∗ is also distributed according to a ”dual”
random cluster measure Φ1,fp∗,n with free boundary conditions. Moreover, p
∗ = 2−2p2−p
and the inverse temperature of the dual system satisfies the Kramers-Wannier dual
relation e−β
∗
= tanh(12β). The most important remark here is that for β > βc, one
has that β∗ < βc.
Denoting by P∗β∗,0 the Edwards-Sokal coupling of the dual Ising model at inverse
temperature β∗ with Φ1,fp∗,n, we have that
P
+
β,0({[−n,−1]↔∞}c) = P∗β∗,0(ODC[−n,−1]),
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where ODC[1, n] denotes the event that there exists an open dual cluster surrounding
[1, n]. This observation together with the exponential decay of correlations in the dual
Ising model at inverse temperature β∗ (see discussion on page 439 in [4]) yield the
desired conclusion.
Proof of Proposition 4.3. Recall that ρ±max = sup{ρ ∈ [0, 1] : piρ ≤ ν±β }. By [23, Theo-
rem 1.2 ] and symmetry of the model, we have ρ±max = 1− e−θ± , where
θ± := − lim
n→∞
n−1 log ν+β,0(η = ∓1 on [−n,−1]), (4.2)
and where the existence of the limit in (4.2) follows by standard sub-additivity argu-
ments. For the proof of the proposition it is thus sufficient to show that θ− < θ+ for
all β > βc.
For β large, the fact that θ+ > θ− follows easily by means of a Peierls argument.
To show that this holds for all β > βc, we make use of the Edwards-Sokal coupling of
the Ising model and the random cluster measure. Firstly, we have that
ν+β,0(η = −1 on [−n,−1])
= µ+β,0(η = −1 on [−n,−1]× {0})
= P+β,0(η = −1 on [−n,−1]× {0}, {[−n,−1]↔∞}c)
= P+β,0(η = +1 on [−n,−1]× {0}, {[−n,−1]↔∞}c),
(4.3)
where the two first equalities follow merely by definition, and the last one follows
since, in the Edwards-Sokal coupling, each finite cluster is colored +1 or −1 with
equal probability, independently of the other clusters. On the other hand, we have
that
ν+β,0(η = +1 on [−n,−1])
= µ+β,0(η = +1 on [−n,−1]× {0})
= P+β,0(η = +1 on [−n,−1]× {0}, {[−n,−1]↔∞})
+ P+β,0(η = +1 on [−n,−1]× {0}, {[−n,−1]↔∞}c)
≥ µ+β,0(η = +1 on [−n,−1]× {0})P̂+β ({[−n,−1]↔∞})
+ µ+β,0(η = −1 on [−n,−1]× {0}),
where, in the last inequality, we used (4.3) and that
P
+
β,0(η = +1 on [−n,−1]× {0}, {[−n,−1]↔∞})
≥µ+β,0(η = +1 on [−n,−1]× {0})P+β,0({[−n,−1]↔∞}).
The latter inequality holds since alignments in the Ising model increase the probability
of bonds in the random cluster model, as seen by the basic Edwards-Sokal coupling
(see Georgii et al. [17, Corollary 6.4]). Hence, we obtain that,
ν+β,0(η = −1 on [−n,−1]× {0})
≤ν+β,0(η = +1 on [−n,−1]× {0})P̂+β ({[−n,−1]↔∞}c),
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and thus, by Lemma 4.5 we conclude that θ− < θ+, and hence also the proof of the
proposition.
4.3 Proofs of Propositions 3.1, 3.2 and 3.5
The proofs of Propositions 3.1, 3.2 and 3.5 all follow from already well established
theory. For completeness, we present their arguments in this subsection.
Proof of Proposition 3.1. Consider the Ising model on Z2 in the uniqueness regime.
Schonmann and Shlosman [34] proved that this model is contained in the class of
Gibbs models having complete analyticity as introduced in Dobrushin and Shlosman
[6]. In particular, by Condition IIIc in [6], the following holds: there are constants
C, c ∈ (0,∞) such that for any Λ ∈ S˜ containing the origin and every σ, ω ∈ Ω˜
satisfying σy = ωy for all y 6= x, x /∈ Λ, we have that∣∣∣µΛ,σβ,h (η(0,0) = +1)− µΛ,ωβ,h (η(0,0) = +1)∣∣∣ ≤ Ce−c‖x ‖1 . (4.4)
Consider ω−1−∞ ∈ Ω<0. For n ∈ N, let Λn := [−n, n]2 \ ([−n,−1]×{0}) and set ω± ∈ Ω˜
equal to ω−1−∞ on [−n,−1]×{0} and otherwise equal to ±. Then, by the monotonicity
of the Ising model, we have that
ν+β,h(η0 = + | +−(n+1)−∞ ω−1−n)− ν+β,h(η0 = + | −−(n+1)−∞ ω−1−n)|
≤ lim
n→∞
|µΛn,ω+β,h (η(0,0) = +1)− µΛn,ω
−
β,h (η(0,0) = +1)|
≤ lim
n→∞
10nCe−cn,
(4.5)
where the last inequality follows by (4.4) and by telescoping along the boundary of
Λn. Since the bound in (4.5) holds uniformly for all ω
−1
−∞ ∈ Ω<0, it follows that the
g-functions defined in (4.1) are equal. Thus, by Lemma 4.2 b), we have that ν+β,h is
the unique measure consistent with P+,+β,h and that P
+,+
β,h is regular. By this argument
it also follows that vark(P
+,+
β,h ) decays exponentially in k and is thus summable.
Proof of Proposition 3.2. [10] gave sufficient conditions for a regular g-measure to be a
Gibbs measure, and vice versa. For this, they considered a class of regular g-functions
having a property which they named good future, see [10, Definition 4.5]. By [10,
Theorem 4.12], g-measures consistent with a g-function having good future are Gibbs
measures with respect to a continuous specification. Since ν+β,0 is not a Gibbs measure
whenever β > βc, it thus follows that ν
+
β,0 cannot be consistent with a g-function
having good future. As noted in [10, Remark 4.13], this class contains the set of
regular g-functions with summable variation.
Proof of Proposition 3.5. The statement follows by a straightforward adaptation of
[26, Theorem 4.2]. In particular, [26] proved that, for all β large, and for k ≥ 4,
the measure ν1,k is a Gibbs measure with exponentially decaying correlations. This
statement can, by the exact the same argument, be extended to νl,k with l > 1, by
14
taking k and β sufficiently large. In particular, the measure satisfies the HUC condition
of [10]. From this the statement of the proposition follows as a consequence of [10,
Theorem 4.16].
4.4 Proofs of Theorem 3.6 and Theorem 3.3b)
In the proof of Theorem 3.3a) we showed that
lim
n→∞
µ+β,h(· | η = −1 on (−∞,−n]× {0}) = µ+β,h(·). (4.6)
In this subsection we will strengthen this statement and prove Theorem 3.6. For this,
the next lemma is of key importance.
Lemma 4.6. For n ∈ N, let An be the event that there exists an infinite nearest-
neighbor path of +’s from (n, 0) ∈ Z2 which is entirely contained in Dn := {(x, y) ∈
Z
2 : x ≤ n}. Then, for β > βc and for all n large,
µ+β,0(An | η = −1 on (−∞, 0)× {0}) > 0. (4.7)
Proof. Let β > βc. Note that the measure on the left hand side of (4.7) is Markovian.
Further we remark that, by (4.6) and translation invariance, for all n large, we have
that
µ+β,0
(
η(n, 0) = 1 | η = −1 on (−∞, 0)× {0}) > µ−β,0(η(n, 0) = 1),
and that, by the strong FKG property, for any finite connected set Γ containing (n, 0),
µ+β,0
(
η(n, 0) = 1 | η = −1 on ∂Γ) ≤ µ−β,0(η(n, 0) = 1),
where ∂Γ is the outer boundary of Γ. In particular, all the assumptions of [17, The-
orem 8.1] are satisfied, from which we conclude that with positive probability there
is an infinite nearest-neighbor path of +’s which contains (n, 0). By the finite-energy
property of the Ising model this immediately extends to any x ∈ Z2 \ [(−∞, 0)×{0}].
Next, we want to improve this and show that, with positive probability, there is such
an infinite nearest-neighbor path of +’s which contains (n, 0) and which is contained
in Dn. For this, we need a slight modification of the proof of [17, Proposition 8.3],
detailed as follows: Let n be as above and note that also
µ+β,0
(
η(n+ 1, 0) = 1 | η = −1 on (−∞, 0)× {0}) > µ−β,0(η(n+ 1, 0) = 1).
Next, identify each ξ ∈ Ω˜ with (ξ(x), ξ(rx))x∈Dn ∈ SDn , where S = {−1,+1}2 and rx
is the reflection of x along the the border of Dn. Let f : Ω˜→ R be the function given
by f(η) = η(n, 0) + η(n+ 1, 0). Then, by our choice of n, we have that
µ+β,0
(
f | η = −1 on (−∞, 0)× {0}) > 0.
On the other hand, let Γ ⊂ Dn be a finite set containing (n, 0) and Γ˜ = Γ ∪ rΓ. If
(ξ, ξ′) ∈ SDn with (ξ, ξ′) 6= (+1,+1) on ∂Γ∩Dn, then ξ′(x) ≤ −ξ(x) for each ∂Γ∩Dn.
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Therefore, (ξ, ξ′) ≤ (ξ,−ξ) (as elements of Ω˜) on ∂Γ˜ = ∂DnΓ ∪ r∂DnΓ. We can thus
write, for any such (ξ, ξ′) satisfying that ξ(x) = −1 on ∂Γ ∩ (−∞, 0)× {0},
µ+β,0
(
f | (η, η′) = (ξ, ξ′) on ∂Γ ∩Dn, ξ(x) = −1 on (−∞, 0)× {0}
)
≤µ+β,0
(
η(n, 0) | η = (ξ, ξ′) on Γ˜)+ µ+β,0(η(n+ 1, 0) | η = (ξ, ξ′) on Γ˜)
≤µ+β,0
(
η(n, 0) | η = (ξ,−ξ) on Γ˜)+ µ+β,0(η(n+ 1, 0) | η = (ξ,−ξ) on Γ˜),
which equals 0 by the strong FKG property and by symmetry of the model. Conse-
quently, all the assumptions of [17, Theorem 8.1] are satisfied and hence, with positive
probability, there exists an infinite nearest-neighbor path γ contained in Dn and start-
ing from (n, 0) such that all spins along γ and its reflection image rγ are +. This
implies the statement of the lemma by another application of the FKG property.
Lemma 4.7. Let β > βc. The measure µ
+
β,0(· | η = −1 on (∞,−1] × {0}) is trivial
on the tail-σ-algebra.
Proof. This follows by the same proof as the proof of [33, Lemma 1].
As an immediate consequence of the two previous lemmas, we have the following
corollary:
Corollary 4.8. Let β > βc and let Bm := ∪mn=1An, where An is the event defined in
Lemma 4.6. Then µ+β,0(Bn | η = −1 on (−∞, 0)× {0}) ↑ 1 as n→∞.
Proof of Theorem 3.6. Recall the definitions of Cθ and Cθ,n given just before the state-
ment of Theorem 3.6. Let β > βc, and let θˆ ∈ (0,∞) be such that, for some constants
C > 0, we have∣∣∣µ+β,0(η(0, 0) = +1)− µ[−n,n]2,+β,0 (η(0, 0) = +1)∣∣∣ ≤ Ce−θˆn. (4.8)
The existence of such θˆ is standard; see e.g. [12, Theorem 3.62]. Next, let A−1−∞ :={
η = −1 on (−∞, 0)× {0}} and B−1−∞ := {η = +1 on (−∞, 0)× {0}} and note that,
by the strong FKG property, for any A ∈ F˜<0 we have
µ+β,0
(· | A−1−∞) ≤ µ+β,0(· | A) ≤ µ+β,0(· | B−1−∞),
where F˜<0 is the σ-algebra on Ω˜ concentrating on events on (−∞, 0)×{0}. Therefore,
it is sufficient for us to show that
lim
n→∞
sup
B∈F˜Cθ,n
∣∣∣µ+β,0(B | A−1−∞)− µ+β,0(B | B−1−∞)∣∣∣ = 0,
in order to prove the statement of the theorem. For this, we first note that∣∣µ+β,0(· | A−1−∞)− µ+β,0(· | B−1−∞)∣∣
≤µ+β,0
(
Bn/2 | A−1−∞
)∣∣µ+β,0(· | A−1−∞, Bn/2)− µ+β,0(· | B−1−∞)∣∣
+µ+β,0
(
Bcn/2 | A−1−∞
)∣∣µ+β,0(· | A−1−∞, Bcn/2)− µ+β,0(· | B−1−∞)∣∣.
(4.9)
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By Corollary 4.8, the second term of (4.9) goes to 0 as n → ∞. Hence, we will focus
on the first term: by the Markov property, we have that
µ+β,0(· | B−1−∞) ≤ µ+β,0(· | A−1−∞, Bn/2) ≤ µ+β,0(· | η = +1 on {n/2} × Z).
Thus, by Strassen’s Theorem, there exists a coupling P̂0,1 of µ
+
β,0(· | B−1−∞) and µ+β,0(· |
A−1−∞, Bn/2) such that P̂0,1
(
η1 ≤ η2) = 1. In particular, for any B ∈ F˜Cθ,n , n ∈ N,
and with θ < θˆ, we have that∣∣µ+β,0(B | B−1−∞)− µ+β,0(B | A−1−∞, Bn/2)∣∣
≤P̂0,1
(
η1 6= η2 on Cθ,n
)
≤
∑
x∈Cθ,n
P̂0,1
(
η1(x) 6= η2(x))
=
∑
x∈Cθ,n
P̂0,1
(
η1(x) = 0, η2(x) = 1
)
=
∑
x∈Cθ,n
(
P̂0,1
(
η1(x) = 0
)− P̂ (η2(x) = 0))
=
∑
x∈Cθ,n
∣∣µ+β,0(η(x) = 1 | A−1−∞, Bn/2)− µ+β,0(η(x) = 1 | B−1−∞)∣∣
≤
∑
x∈Cθ,n
∣∣µ+β,0(η(x) = 1 | η = 1 on {n/2} × Z)− µ+β,0(η(x) = 1)∣∣.
Each term inside the latter sum is bounded by (4.8). Thus, since θ < θˆ, the sum goes
to 0 as n→∞ and this completes the proof of the theorem.
Proof of Theorem 3.3b). This is an immediate consequence of Theorem 3.6.
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