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ЗАДАЧА ВИБОРУ НАЙКРАЩОГО ОБ’ЄКТА
З ПОСЛІДОВНОСТІ ВИПАДКОВОЇ ДОВЖИНИ
АНОТАЦІЯ. Розглянуто задачу оптимального вибору з послідовності ви-
падкової довжини, яку було зведено до задачі оптимальної зупинки мар-
ківського процесу. Результат є узагальненням задачі вибору з послідов-
ності фіксованої довжини, що є класичною задачею теорії ймовірностей,
відомою, як «задача секретарки». Доведено, що достатньою умовою
того, що структура множини моментів зупинки процесу перегляду така
сама, як і для фіксованої довжини послідовності (тобто всі елементи,
починаючи з деякого), є старіння розподілу довжини послідовності.
ANNOTATION. In this paper the problem of optimal choice from the random
length sequence is considered, reduced to the problem of the Markov
process optimal stop moment. The result is the generalization of the
optimal choice from a fixed length sequence problem, also widely known as
the «secretary problem». It was proved that the sufficient condition for the
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structure of multiple stop moments of the watching through process to be
the same as for the fixed length sequence (i.e. all elements starting from
some), is an ageing of the sequence length distribution.
КЛЮЧОВІ СЛОВА. Марківські процеси, дискретний розподіл, момент оп-
тимальної зупинки, стохастичні нерівності
Вступ
В [1] було розглянуто задачу вибору найкращого об’єкта,
сформульовану таким чином. Нехай дехто у випадковому по-
рядку знайомиться з n об’єктами і хоче вибрати серед них най-
кращий. При цьому після ознайомлення з черговим об’єктом
потрібно або зупинити на ньому свій вибір, або відкинути його;
повертатися до раніше переглянутих об’єктів не можна. Об’єкти
є впорядкованими певним чином за якістю, тобто якості будь-
яких двох об’єктів можна порівняти між собою.«Ознайомлення
у випадковому порядку» означає, що спочатку всі n! перестано-
вок, які задають порядок перегляду об’єктів, рівноймовірні.
Об’єкт, найкращий серед усіх n надалі будемо називати найкра-
щим, а об’єкт, кращий серед k переглянутих — максимальним. Оче-
видно, що в ході перегляду слід аналізувати доцільність зупинки ви-
бору на деякому об’єкті, тільки якщо він є максимальним. При цьому
виявляється, що перший об’єкт є максимальним та індекси максималь-
них об’єктів утворюють ланцюг Маркова з перехідними ймовірнос-
тями kj
jj
kjkp >−= ,)1(),( . Більш того, незалежно від того, чи був k-
й елемент максимальним чи ні, ймовірність того, що серед елементів
з індексами nk ,...,1+  мінімальний індекс максимального елемента
буде j, дорівнює kj
jj
k >− ,)1(  і з імовірністю n
k  у послідовності
nk ,...,1+  не зустрінеться жодного максимального елемента.
Доведено, що для того, щоб вибрати найкращий об’єкт з n, по-
трібно дотримуватися такої стратегії: спочатку пропустити всі еле-
менти з індексами 1,...,1 * −k  і потім зупинити свій вибір на першому
максимальному елементі, індекс якого не менший *k , де *k  визна-






1...1 ** −++−<≤−++ nknk .
Виявляється, що при ∞→n  
en
k 1→ , а ймовірність вибору найкра-
щого об’єкта при дотриманні описаної стратегії прямує до 1/e.
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При цьому в [1] було зазначено: припущення, що кількість
об’єктів, які переглядаються, — це фіксована і відома заздалегідь
величина, є штучним.
Припустимо, що кількість об’єктів є випадковою величи-
ною, має заданий дискретний розподіл { }∞=1iip  та при відомій кі-
лькості елементів — усі перестановки ( )naa ,...,1  є рівноймовір-
ними. При цьому інформація про те, чи є деякий елемент
останнім у послідовності, стає відомою тільки після того, як
було прийнято рішення — зупинитися на ньому чи пропустити
його та продовжити перегляд.
Оптимальну стратегію зупинки перегляду будемо шукати се-
ред таких: зупинитись на першому максимальному елементі, ін-
декс якого належить множині G (вид цієї множини з΄ясовується у
ході розв’язку задачі).
Надалі факт вибору найкращого елемента будемо називати
успіхом.
Позначимо ( )...|kπ  умовну ймовірність успіху за умови, що
елемент k, який проглядається, виявився максимальним і ще при
деяких умовах, наприклад:( )Gkk ∈π |  — ймовірність успіху за умови зупинки на k-му
елементі;( )kiGiGkk >∈∉π ,,|  — ймовірність зупинки за умови зупинки
на наступному після k-го елементі.
Нехай послідовність { }naa ,...,1  має випадкову довжину, при
цьому довжина послідовності задається цілочисельним розподі-
лом { } 0≥iip  зі скінченим середнім значенням ∞<∑∞=0i iip .
Для множини індексів G визначимо функцію )(Gf , яка дорів-
нює ймовірності успіху за умови зупинки на першому максималь-
ному елементі, що належить множині G. Множину елементів Г,
для якої досягається максимум )(Gf , тобто ( )( ))(maxarg GfГ =  на-
звемо опорною множиною.
Нехай був переглянутий k-й елемент, тоді кількість ще не пе-
реглянутих елементів має розподіл














Нагадаємо, що дискретний розподіл називається старіючим, якщо
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( ) { } { }⎟⎠⎞⎜⎝⎛ ≤∀ +1ki
st
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Подальші міркування мають таку структуру:
1) Доводиться, що достатньою умовою того, що опорна мно-
жина має вигляд { }*| kkkГ ≥=  (всі елементи, починаючи з деяко-
го), є старіння розподілу { }ip .
2) Наводиться контрприклад, який показує, що в загальному
випадку опорна множина не обов’язково має вигляд з п. 1.
3) Розглядаються частинні випадки старіючого дискретного
розподілу. Для цих випадків знаходиться порогове значення *k та
досліджується його асимптотична гранична поведінка.
Нехай k-й елемент є максимальним. Назвемо індекс k псевдо-
опорним, якщо ( ) ( )kiGiGkkGkk >∈∉π≥∈π ,,|| , тобто ймовірність
успіху за умови зупинки на даному елементі не менша, ніж імо-
вірність успіху за умови зупинки на наступному максимальному



























kjkkp  — ймовірність того, що в послідов-
ності { },..., 21 ++ kk aa  найближчий максимальний елемент матиме ін-

























11),( , а множину псевдо-
опорних елементів позначимо через 'Г .
Лема 1. Якщо { }ip — старіючий розподіл, то множина псевдо-
опорних елементів має вигляд { }'|' kkkГ ≥=  (всі елементи, почи-
наючи з деякого).
Доведення. Нехай 'Гk ∈ . Покажемо, що '1 Гk ∈+ . Помітимо,



















Скористаємось відомою стохастичною нерівністю ,21 ξ≤ξ
st
 —
монотонно неспадна функція, ( ) ( )( ))()( 21 ξϕ≥ξϕ MM , звідси
0),(),1(
00










i ikpikp , отже '1 Гk ∈+ .




+  монотонно спадає по i, а { }kip  — ста-






















i , то й 1)|( →∈π Gkk .
З іншого боку, )|( Gkk ∉π  не перевищує ймовірності того, що
в послідовності ,...2,1 ++ kk  зустрінеться принаймні один макси-
мальний елемент (до її обриву), отже




























i , то й 0)|( →∉π Gkk .
Лема 3. Якщо { }ip — старіючий розподіл, то 'ГГ =  (множини
опорних та псевдо-опорних елементів співпадають).
Доведення. З означення ', ГГ  випливає, що 'ГГ ⊂ . Дійсно,
( )( ) ( ) ГkkiGiGkkGkkGkkГk
G
′∈⇒>∀∈∉π≥∉π≥∈π⇒∈ ,,||max)|( .
Нехай ГГ ′≠ . Виберемо ( )Гiik ∉= |max  (в силу леми 2 таке k
існує). Отже, Гk ∉ і враховуючи структуру множин ГГ ′, згідно
лем 1,2 та те, що 'ГГ ⊂  маємо, що Гk ′∈ . Оскільки Гk ′∈ , то
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( ) ( ) ( )( ) ГkGkkkiGiGkkGkk
G
∈⇒∉π=>∀∈∉π≥∈π |max,,|| .
З отриманого протиріччя випливає, що ГГ ′= .
Отже, у випадку старіючого розподілу кількості елементів,
опорну множину слід шукати у вигляді { }*| kkkГ ≥=  (всі елемен-










Знаходження оптимального моменту зупинки
для випадку рівномірного та геометричного розподілів





pi == . Тоді після перегляду k елементів
залишкова кількість елементів має рівномірний дискретний розподіл
0,1,…, n – k з імовірністю 
1
1
+− kn . Знайдемо таке k, починаючи з якого
всі елементи належатимуть опорній множині, тобто ГkГk ∉−∈ 1, , то-
ді нерівність (**) повинна виконуватись для k та не виконуватись для











































Нехай ∞→n . Позначимо α=
n
k . Тоді при переході до границі в не-







t , звідси )2exp(−=α ,
nek 2~ − .










2. Геометричний розподіл. Нехай 1,)1( 1 ≥−= − iqqp ii , тоді















Зафіксуємо k, тоді співвідношення (***) виконується при 0→q  та
не виконується при 1→q .
Оскільки геометричний розподіл стохастично зростає з ростом
параметра q, то якщо Гk ∈ для деякого значення 0q , то Гk ∈ і для
всіх значень 0qq < . Тобто для кожного k існує порогове значення
)(0 kq , таке, що (***) виконується при 0qq ≤  і не виконується при
0qq > .
Дослідимо асимптотичну поведінку порогового значення k при 1→q .















Будемо шукати q(k) у вигляді 
k








































































Ймовірність успіху при дотриманні такої стратегії пошуку прямує
до величини ∫




Висновок. Отже доведено, що достатньою умовою того, що
структура множини моментів зупинки процесу перегляду така сама,
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як і для фіксованої довжини послідовності (тобто всі елементи, по-
чинаючи з деякого), є старіння розподілу довжини послідовності.
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СУЧАСНІ КОМЕРЦІЙНІ РІШЕННЯ
З ПОДАТКОВОГО АДМІНІСТРУВАННЯ
ДЛЯ ДЕРЖАВНИХ ПОДАТКОВИХ СЛУЖБ
АНОТАЦІЯ. Статтю присвячено огляду сучасних комерційних програм-
них продуктів з питань комплексного податкового адміністрування.
Проведено аналіз рішень глобальних виробників программного забезпе-
чення, розглянуті основні функціональні можливості. Виявлено переваги
й недоліки комерційних рішень на ринку інтегрованих податкових сис-
тем та у порівнянні з системами на вимогу. В результаті аналізу обра-
но рішення, яке може бути впроваджене в податковій службі України.
КЛЮЧОВІ СЛОВА. Комерційний програмний продукт, податкова сфера, подат-
кова декларація, аудит, інформаційна система, податкове адміністрування.
АННОТАЦИЯ. Статья посвящена обзору современных коммерческих
программных продуктов по вопросам комплексного налогового админи-
стрирования. В статье выполнен анализ решений глобальных произво-
дителей программного обеспечения, рассмотрены основные функции.
Выявлены преимущества и недостатки коммерческих решений на рын-
ке интегрированных налоговых систем и по сравнению с системами по
требованию. В результате анализа было выбрано решение, которое
может быть внедрено в налоговой службе Украины.
КЛЮЧЕВЫЕ СЛОВА. Коммерческий программный продукт, налоговая
сфера, налоговая декларация, аудит, информационная система, нало-
говое администрирование.
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