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ABSTRACT
Based on Sloan Digital Sky Survey (SDSS) photometric data, Gu developed a new Monte-Carlo-based
method for estimating the stellar metallicity distribution functions (MDFs). This method enables a more reli-
able determination of MDFs compared with the conventional polynomial-based methods. In this work, MDF
determined from the method are well fit by three-Gaussian model, with peaks at [Fe/H]=−0.68, −1.38, and
−1.90, associated with the thick disk, inner halo, and outer halo, respectively. The vertical metallicity gradient
within 1 < Z < 5 kpc is d〈[Fe/H]〉/dZ ≈ −0.19 dex · kpc−1 around R = 8.25 kpc. But the mean radial gra-
dient is almost negligible. The density profile of the thick disk is fitted with modified double exponential law
decaying to a constant at far distance. The scale height and scale length thus estimated are H ≈ 1.13 kpc and
L ≈ 3.63 kpc, which are in consistent with the results determined from star-counts method in previous studies.
The halos are described with two-axial power-law ellipsoid and the axis ratios of both inner halo and outer halo,
inferred from stellar number density in R-Z plane, are qih ≈ 0.49 and qoh ≈ 0.61, respectively. It also manifests
that the outer halo is a more spherical than inner halo. Moreover, the halo power-law indices estimated are
nih ≈ 3.4 and noh ≈ 3.1, indicating that the stellar number density of inner halo changes more steeper than that
of outer halo.
Subject headings: Galaxy: disk – Galaxy: halo – Galaxy: abundances–Galaxy:fundamental parameters
1. INTRODUCTION
The Milky Way Galaxy is presumably composed of
several stellar components (Freeman & Bland-Hawthorn
2002; Juric´ et al. 2008; Ivezic´ et al. 2008; Bond et al. 2010;
Ivezic´ et al. 2012; Bland-Hawthorn & Gerhard 2016, and ref-
erences therein). The characterization of these stellar compo-
nents needs measurements and analysis of the properties of
large samples of individual stars in the phase space spanned
by spatial coordinate, velocity components, and metallicity.
With the photometric data from the Sloan Digital Sky Sur-
vey (SDSS; York et al. 2000), the map of stellar number
density can be constructed, which enables detailed investi-
gation of the stellar populations in marginal space. How-
ever, the chemical map of the Galaxy has not been di-
rectly obtained, due to the limited sky and depth cover-
age of spectroscopic surveys, e.g. the Sloan Extension for
Galactic Understanding and Exploration (SEGUE, a subsur-
vey of SDSS; Yanny et al. 2009), the Radial Velocity Ex-
periment (RAVE; Steinmetz et al. 2006), and the Large Sky
AreaMulti-Object Fiber Spectroscopic Telescope (LAMOST;
Cui et al. 2012; Deng et al. 2012; Zhao et al. 2012). This mo-
tivates astronomers to find alternative way to obtain estimates
of stellar metallicity. Because of the detectable effect of
the exhaustion of metals in stellar atmosphere on the emer-
gent flux (Schwarzschild et al. 1955), photometric method is
widely adopted to derive estimates of stellar metallicity. The
typical applications in this regard based on photometric data
can be found in some studies (Du et al. 2004; Karaali et al.
2005; Ivezic´ et al. 2008; Peng et al. 2012, 2013; An et al.
2013, 2015; Gu et al. 2015; Yuan et al. 2015; Tunc¸el et al.
2017).
Despite its apparent advantage, photometric metallicity cal-
ibrations are relatively not as accurate as those from spectro-
scopic observations and sometimes yield poor results for very
metal-rich or very metal-poor stars, this is mainly due to two
reasons: one is the calibration methods themselves and the
other is photometric errors. Most photometricmetallicity cali-
brations are characterized by their assignment of stellar metal-
licity individually based on color indices. Gu et al. (2016a)
presented a new method to derive stellar metallicity distribu-
tions based on SDSS photometric data, taking advantage of
the Monte-Carlo technique in order to statistically reduce the
uncertainties in this estimation. Any metallicity estimate with
SDSS photometric data is very sensitive to u-band magnitude
due to its relatively large error, especially at faint end. This
was alleviated by the advent of South Galactic Cap of the
u-band Sky Survey (SCUSS), which re-surveyed the u-band
magnitude in south Galactic Cap with 5-min exposure time,
resulting in ∼ 1.2 magnitude deeper of SCUSS u-band mag-
nitude than that of SDSS. With SCUSS u-band magnitude,
Gu et al. (2016b) developed a method to statistically convert
SDSS u-bandmagnitude to SCUSS u-bandmagnitude, during
which the noise of SDSS u-band magnitude is damped, thus
leading to high accuracy of SDSS u-band magnitude as same
as SCUSS u-band magnitude.
In the present work, our purpose is to study the properties
of Galactic populations jointly from both chemical and spa-
tial distributions. We first convert SDSS u to SCUSS u, and
then, together with other magnitudes of SDSS, estimate the
stellar photometric MDFs of large number of individual stars
using the method developed in Gu et al. (2016a). Photometric
MDFs of stars at different location are estimated, from which
we give the mean metallicity gradient. After that, we study the
spatial properties of the Galactic populations separated from
MDFs through Gaussian fitting. In particular, we focus on the
scale length and scale height of the thick disk, axis ratios and
power-law indices of inner halo and outer halo.
This paper is organized as follows. We begin in Section
2 with a brief overview of the two methods developed in
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Fig. 1.— Average u (SDSS and SCUSS) error as a function of g-band mag-
nitude. Main-sequence stars with 0.2 < g− r < 0.8 are selected. It is obvious
that the error of the SDSS u is much larger than that of the SCUSS u, espe-
cially at the faint end.
Gu et al. (2016a,b). In Section 3, we describe the method
of selecting F/G main-sequence stars as samples. In Sec-
tion 4, we estimate photometricMDFs by Monte-Carlo-based
method and derive the vertical and radial gradients of mean
metallicity . In Section 5, we introduce a procedure to sepa-
rate Galactic stellar populations from MDFs, and the studies
of density profiles of thick disk and halo(s) are followed in
Section 6. The conclusions and perspectives are given in Sec-
tion 7.
2. BRIEF OVERVIEW OF GU’S METHODS
In this section, we briefly review the two methods devel-
oped, which are all based on the Monte-Carlo technique.
More detailed presentation of the methods could be found in
Gu et al. (2016a,b).
2.1. The Method for Estimating Photometric MDFs
Most previous photometric metallicity calibrations are
characterized by the one-to-one correspondence between stel-
lar metallicity and color indices for an individual stars. How-
ever, in order to investigate the chemical structure of the
Galactic stellar populations, we only require knowledge of
the MDF for a large statistical sample of stars. In addition,
metallicity of single star is actually uncertain even though its
color indices are fixed, varying metallicity estimate to form
a distribution. Enlightened by this fact, Gu et al. (2016a) ob-
tained the statistics of stellar metallicities from a large num-
ber of spectroscopically surveyed stars with their both color
indices u − g and g − r respectively in a fixed bin, and inter-
preted this statistics as a result of the intrinsic probability dis-
tribution of metallicity. The statistics is recorded in so-called
“seed” array, with column associated with color indices, the
row associated with metallicity, and elements holding the per-
tinent information of probability distribution. For a single
star, Gu et al. (2016a) used the Monte-Carlo technique to gen-
erate a value according to the metallicity probability distribu-
tion corresponding to this star’s color indices, and this value
is associated as the metallicity of this star. Although a single
star’s metallicity obtained in this way is uncertain, the metal-
licities of a large number of stars can derive a stable MDF
from which we can extract the chemical properties of Galac-
tic populations.
2.2. The Method for improving the Accuracy of SDSS u-Band
Magnitude
The relatively larger error of SDSS u-band magnitude, es-
pecially at faint end, often impose limitation on the range
of application of the photometry. For example, photometric
metallicity estimator given by Ivezic´ et al. (2008) can only be
applied for stars brighter than g = 19.5. This is determined
by the limiting magnitude of the spectroscopically surveyed
stars, which set the maximum SDSS u-band magnitude er-
ror. South Galactic Cap of the u-band Sky Survey (SCUSS)
also provides the u-band magnitude with much more accu-
racy for stars in south Galactic cap. There exists very mi-
nor differences between SDSS u filter and SCUSS u filter,
with the response curve of SCUSS u filter slightly narrower
and having 24 A˚blueshift. Thus, we can reasonably make
an equivalence between these two bands, as already demon-
strated by Gu et al. (2016b). Figure 1 shows the average u
error of both SDSS and SCUSS versus g-band magnitude for
main-sequence stars with 0.2 < g − r < 0.8. Apparently,
SCUSS u is more accurate than SDSS u. Here, it is noted
that the SCUSS u error when g = 20.5 is equal to the SDSS
u error when g = 19.5. Thus, we can infer that the photo-
metric metallicity estimator based on SCUSS u can be safely
applied up to g = 20.5, one magnitude deeper than earlier.
After position matching, we can obtain a merged stellar cata-
log, in which each star has both magnitudes of SDSS u-band
and SCUSS u-band.
For all of the main-sequence stars with g magnitude and
color index g − r fixed in a small bin, Gu et al. (2016b) ob-
tained a statistics and recorded the result in a so-called “con-
vertor” array, with the column associated with color index (u−
g)SDSS, the row associated with color index (u − g)SCUSS, the
elements holding the counts of stars. The statistics recorded
in such “convertor” arrays is interpreted as the probability dis-
tribution due to the errors of both SDSS u and SCUSS u. For
a single star with given (u − g)SDSS and no (u − g)SCUSS, Gu
used the Monte-Carlo technique to generate a value according
to the probability distribution of (u − g)SCUSS corresponding
to this given (u − g)SDSS, and consider this value as the new
u − g, which can be understood as the converted (u − g)SCUSS
of this star. Although a single star’s u − g thus obtained is un-
certain, the indices of a large number of stars lead to a statisti-
cally stable distribution which is narrower than that previous
conversion. This is mainly due to that SCUSS u is more ac-
curate than SDSS u. In Figure 2, we compare the dispersions
between (u − g)SDSS colors and their converted (u − g)CONV.
These stars are randomly selected from SDSS catalogue, not
those used to construct “convertor” arrays. From the com-
parison between two histograms, we may convince that the
conversion of (u − g)SDSS indeed reduces the error. In the fol-
lowing sections, the subscripts specifying u-band magnitude
are no longer needed, as they are considered as the converted
magnitudes with their improved accuracy.
More detailed information and data reduction about
SCUSS, please refer to Zhou et al. (2016) and Zou et al.
(2015, 2016). The public SCUSS data can be accessed from
the official website http://batc.bao.ac.cn/Uband/.
3. SELECTION OF F/GMAIN-SEQUENCE STARS AS SAMPLES
In this section, we select the main-sequence stars by reject-
ing those objects far from stellar locus, and detailed procedure
was given in Jia et al. (2014). We further impose the criteria
as follows:
• 14 < g < 20.5,
• 0.2 < g − r < 0.4,
• 0.6 < u − g < 2.2,
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Fig. 2.— The histograms of (u − g)SDSS and (u − g)CONV, which are re-
spectively the colors from SDSS photometric data and their converted ones.
These stars are randomly selected from SDSS catalogue with the conditions
0.2 < g − r < 0.3 and 20.0 < g < 20.5.
with the first one ensuring that the converted u magnitudes
of photometrically surveyed stars are as accurate as those of
spectroscopically surveyed stars, and the subsequent two se-
lecting the F/G main-sequence stars. The above selecting cri-
teria are required just to make the sample stars suitable for the
estimation of photometric MDFs. Note that the magnitudes
throughout this paper have already been corrected for extinc-
tion using the values from Schlafly & Finkbeiner (2011).
We calculate the distances to our sample stars with SDSS
r-band absolute magnitudes estimated from the photometric
parallax relation
Mr =3.2 + 13.30(r − i) − 11.50(r − i)2
+ 5.40(r − i)3 − 0.70(r − i)4, (1)
which is provided by Juric´ et al. (2008). Then, combining the
distance D, Galactic longitude b and latitude l, the position of
each star can be determined, thus leading to three-dimensional
map construction of the sample stars. It should be noted that
the derivation of the above photometric parallax relation was
based on the old extinction map (Schlegel et al. 1998). How-
ever, we assume that the difference of the extinction maps is
too small and can be safely neglected. Assuming the Galaxy is
axis-symmetric, the cylindrical galactocentric coordinate sys-
tem (R, Z, φ) is adopted for convenience, which is obtained
through the following set of coordinate transformations
X = R⊙ − D cos(l) cos(b), (2)
Y = −D sin(l) cos(b), (3)
R =
√
X2 + Y2, (4)
Z = D sin(b), (5)
φ = arctan(Y/X), (6)
where R⊙ = 8 kpc is the adopted distance of the Sun to
the Galactic center (Reid 1993; Bland-Hawthorn & Gerhard
2016).
In Figure 3, we present the color-magnitude diagram, g vs
u − g with the sample stars in the region within 10 < R <
14 kpc and 9 < Z < 10 kpc, which are relatively distant. In
this region, the number of F/G stars with 14 < g < 20.5 ac-
counts up to 69% of number of those with 14 < g < 22.
It can be clearly seen that if there is no improvement of u
magnitude accuracy, we can only select the F/G stars with
14 < g < 19.5 which is a much smaller fraction than the total
F/G stars. Thus, it increases dramatically the fraction of dis-
tant stars, demonstrating the merit of improving u magnitude
error with the second method briefly reviewed in the previous
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Fig. 3.— Color-magnitude diagram, g vs u−g. The stars are selected within
0.2 < g − r < 0.4, 10 < R < 14 kpc and 9 < Z < 10 kpc, as also labeled.
The ratio of number of stars confined with 14 < g < 20.5 over that with
14 < g < 22 is approximately 0.69.
section.
4. VERTICAL AND RADIAL GRADIENTS OF MEAN METALLICITY
In this section, we use Monte-Carlo-based method to esti-
mate the photometric MDFs for the sample stars located in
certain three-dimensional spatial region. Particularly, we fo-
cus on the how MDFs vary with spatial position. As exam-
ples, we present four photometric MDFs for different spatial
regions in Figure 6, and the bimodality in each MDF is easily
seen. For each MDF f , we can define the mean metallicity as
follows:
〈[Fe/H]〉 ≡
∫
x f (x)dx, (7)
where x ≡ [Fe/H]. When MDF is in the form of histogram,
the integral should be replaced with summation, just as the
case in this paper. In the Figure 4(a), the spatial dependence
of mean metallicity 〈[Fe/H]〉 along vertical direction around
R = 8.25 is clearly seen. Within 1 < Z < 5 kpc, the negative
gradient of 〈[Fe/H]〉 can be derived by a fitted straight line,
d〈[Fe/H]〉
dZ
≈ −0.19 dex · kpc−1. (8)
This value lies in the typical range [0.0, −0.22] from pre-
vious works (Allende Prieto et al. 2006; Chen et al. 2011;
Bilir et al. 2012; Mikolaitis et al. 2014; Li et al. 2017;
Duong et al. 2018). Result from the Radial Velocity Exper-
iment (RAVE; Steinmetz et al. 2006) also lie in this range
(Kordopatis et al. 2011; Ruchti et al. 2011; Katz et al. 2011;
Carrell et al. 2012). The negative vertical gradient can be
explained that the relatively more metal-poor halo stars be-
come dominating far from the Galactic plane. Similarly, the
spatial dependence of 〈[Fe/H]〉 along radial direction around
Z = 4.25 is studied, and no apparent gradient of 〈[Fe/H]〉 is
found, as shown in the Figure 4(b). This agrees with the previ-
ous works (Allende Prieto et al. 2006; Nordstro¨m et al. 2004;
Ruchti et al. 2011; Bilir et al. 2012; Cos¸kunogˇlu et al. 2012).
5. GALACTIC STELLAR POPULATIONS FROM PHOTOMETRIC
MDFS
We make the assumption that photometric MDFs of stars
from a single stellar population are well described by a single
Gaussian function. To describe the gross behavior of photo-
metric MDF, we confine ourselves to the candidates of two-
Gaussian model and three-Gaussian model. In Figure 5, we
show the photometric MDFs for large number of sample stars
locating in spatial blocks listed in Table 2, and respectively
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Fig. 4.— Panel (a): The mean metallicity 〈[Fe/H]〉 as a function of Z, with R being around 8.25 kpc. The straight dashed line fits the data points within
1 kpc < Z < 5 kpc, with slope about −0.19. Panel (b): The mean metallicity 〈[Fe/H]〉 as a function of R, with Z being around 4.25 kpc. The data points are fitted
with a straight line whose slope is negligible.
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Fig. 5.— Photometric MDFs of the F/G main-sequence stars 0.2 < g − r <
0.4. The selected stars are in the certain spatial blocks listed in Table 2. The
MDFs are fitted with two-/three-Gaussian model (upper/lower panel). The
histograms in both panels are the same. In each panel, the peak value of
histogram is normalized to one, with the actual values labeled. The values
of Bayesian information criterion (BIC) for both fits are shown. The best-fit
parameters of the three-Gaussian model are listed in Table 1.
TABLE 1
The best-fit values of mean and variance of each metallicity distribution
of Gaussian form.
thick disk inner halo outer halo
µ −0.68 ± 0.014 −1.38 ± 0.028 −1.90 ± 0.19
σ 0.21 ± 0.012 0.26 ± 0.035 0.40 ± 0.09
fit the MDFs with the two candidate models. For each fit, we
calculate the goodness-of-fit statistics according to
BIC = N ln(χ2/N) + ln(N)Nvarys, (9)
which is widely known as Bayesian information criterion
(BIC) (Ivezic´ et al. 2014). Here, N is the number of data
points, Nvarys is number of variable parameters, and χ
2 is de-
fined as
χ2 =
N∑
i
r2i , (10)
where r = (data − model)/uncertainty1. Since the BIC is
smaller for the three-Gaussian fit than for the two-Gaussian fit
(shown as legends in Figure 5), we adopt the three-Gaussian
model to fit photometric MDF. With Bayesian information
criterion (BIC), Zuo et al. (2017) also determined that the op-
timal number of Gaussians describing Photometric MDFs is
three. Table 1 list the characteristic parameters of the three
Gaussians determined from the fit shown in Figure 5(b). It
needs to be noted here that we have excluded the abnormal
combinations of Gaussians by assigning parameters the cor-
responding ranges when performing the three-Gaussian fit. In
the following model-fit of photometric MDFs for the sam-
ple stars in the sub-regions of spatial blocks listed in Table
2, we fix means and variances of three Gaussians, with the
values taken from Table 1, and leaving the weights of each
Gaussian to be variables (see Figure 6). Here, we focus on
the statistical weight of each Gaussian component. In Fig-
ure 6, the three Gaussians are associated with the thick disk,
inner halo, and outer halo, respectively. We ignore the thin
disk due to few contribution in star counts above 3 kpc. Here,
we adopt the inner-/outer-halo dichotomy, which means that
the halo is composed of two overlapping components. Many
studies have provided evidences that these two halos have
distinct spatial density profiles, kinematics, and metallicities
(e.g. Carollo et al. 2007, 2010, 2012, 2014; An et al. 2013,
2015; Zuo et al. 2017; Liu et al. 2018).
Before the thick disk and both halos can be studied in de-
tail, we develop a statistically robust scheme for classifying
stars into three components. We describe MDF f for each
cell using the function as follows:
f = ftd + fih + foh =
∑
a=td,ih,oh
Aa√
2piσa
exp
[
− (x − µa)
2
2σ2a
]
,
(11)
where x ≡ [Fe/H]. Obviously, f is the sum of three Gaussians
with different weights Ath, Aih, and Aoh. Denoting Ntotal as
the total number of sample stars in a certain spatial region,
the numbers of sample stars belonging to each component are
1 We assume the uncertainties of all data points to be one.
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Fig. 6.— Photometric MDFs of the F/G main-sequence stars with 0.2 < g − r < 0.4. Besides, the stars are confined in certain spatial region, as labeled in each
panel. Each MDF is fitted with three gaussians. The mean and variance of each Gaussian component are fixed, with values listed in Table 1. The peak values of
these four histograms are all normalized to one, with actual values also labeled, together with the value of the total number of stars.
calculated as follows:
Ntd = Ntotal · Atd/(Atd + Aih + Aoh), (12)
Nih = Ntotal · Aih/(Atd + Aih + Aoh), (13)
Noh = Ntotal · Aoh/(Atd + Aih + Aoh). (14)
Thus, the Galactic stellar populations are separated success-
fully. Despite the superiority of three-Gaussian model, we
still caution that the two-Gaussian model seems also good.
The three-Gaussian model of photometric MDFs just repre-
sents a classification scheme, from which we hope to extract
more detailed information about Galactic structures.
6. SPATIAL STRUCTURES OF THICK DISK AND HALO(S)
We only consider the stars in the spatial blocks listed in
Table 2. The range of azimuthal angle for each block is deter-
mined by the available surveyed stars (see Figure 7). In R-Z
plane, these spatial blocks are confined in the rectangle region
7 < R < 14 kpc and 3 < Z < 10 kpc. (15)
We bin the blocks in this plane into 0.5 kpc × 0.5 kpc cells
which are further extended to form a three-dimensional (3D)
cells combined with finite range of azimuthal angle. We count
the number of sample stars in each 3D cell. Following the pro-
cedure described in the previous section, the number of stars
belonging to each component in each 3D cell can be com-
puted. Divided by the volume of each 3D cell, stellar numbers
become stellar number densities, thus leading to construction
of stellar number density map for each component in the con-
sidered region. It is here noted that the rectangle region is
deliberately chosen to avoid any already observed overden-
sities, e.g. Virgo and Monoceros, whose locations are indi-
cated in Figure 7. In the following, the stellar number density
maps of thick disk, inner halo, and outer halo are subjecting
to make model-fitting2 based on Levenberg-Marquadt mini-
mization algorithm (Press et al. 2007).
6.1. Scale Height and Scale Length of the Thick Disk
We describe the thick disk in R-Z plane with a modified
double exponential function
ρD = AD exp
[
− Z
H
− R
L
]
+CD, (16)
where H and L are the scale height and scale length. Here,
AD and CD are parameters, with the latter being added due to
the observation that the thick disk densities in the concerned
region do not show the trend of decaying to zero. With the
disk model shown in Eq. (16), the best-fit values of scale
height and scale length of thick disk are obtained, respectively
being
Htd ≈ 1.134 ± 0.027 kpc, (17)
Ltd ≈ 3.627 ± 0.088 kpc, (18)
Recent literature (after 2000) reports thick disk scale length
of 2-5 kpc, while the thick disk scale height has reported
values of about 500-1400 pc (Chen et al. 2001; Siegel et al.
2002; Du et al. 2003, 2006; Larsen & Humphreys 2003;
Cabrera et al. 2005; Karaali et al. 2007; Juric´ et al. 2008;
Yaz & Karaali 2010; Chang et al. 2011; Jia et al. 2014;
Chen et al. 2017; Wan et al. 2017) . There are also debates
about the relative size of scale length of the thick disk, as
photometric stellar density distribution generates longer scale
length, while spectroscopic sample, which usually defines the
thick disk in abundance or age (Xiang et al. 2018), yielding
shorter scale length for the thick disk (e.g. Bovy et al. 2012,
2016; Cheng et al. 2012; Mackereth et al. 2017). Our results
2 The routine Model provided by Python package Lmfit is a very handy for
curve fitting.
6 Gu et al.
TABLE 2
The boundaries of spatial blocks in which the sample stars are selected.
id Rmin (kpc) Rmax (kpc) Zmin (kpc) Zmax (kpc) φmin (rad) φmax (rad)
1 7.0 14.0 8.0 10.0 −pi/6 pi/6
2 7.0 14.0 5.0 8.0 −pi/12 pi/6
3 7.0 14.0 4.0 5.0 −pi/12 pi/12
4 7.0 14.0 3.0 4.0 −pi/24 pi/12
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Fig. 7.— The slices of density profile in X-Y plane at four different heights Z (shown in each plane). The sector areas circled with thick blue lines in four planes
correspond to four spatial blocks listed in Table 2. The arrows indicate the direction of Virgo and Monoceros, which are however not evident in these panels.
are generally in agreement with some photometric results.
Thus, we suggest that CD may be the result of the existence
of metal-rich stars from Galactic halo. If so, the assumption
made at the beginning of the previous section is not valid as
expected. Some studies have also reported metal-rich stars
in the halo based on spectroscopy (e.g. Ryan & Norris 1991;
Carlin et al. 2016).
In Figure 8(a)(b), we show both vertical and radial slices of
the stellar number density map of the thick disk. The asterisks
are the observed densities, and the dash line along each direc-
tion is from the disk model with best-fit values of parameters.
It shows that the model generally fits the data well. Accord-
ing to Eq. (16), we get the disk model in the following linear
form
ln(ρD −CD) = −
Z
H
− R
L
+ ln(AD), (19)
which is a two-variable linear function of Z and R. The con-
tours of the map from above function should be equi-spaced
parallel lines. In Figure 8(c), we draw the map of ln(ρtd−Ctd),
where ρtd is the observed density of thick disk, and Ctd is the
best-fit value of parameterCD. Three contours of this map are
plotted, and they are founded to be a little bit deviated from
the equi-spaced parallel lines. We consider this deviation aris-
ing from the errors and the difference between the observed
data and best-fit model.
6.2. Oblateness and Steepness of the Halos
Evidence for the dual halo (the inner-halo and outer-halo
populations) has been found by Carollo et al. (2007, 2010)
and Beers et al. (2012). Following works (de Jong et al.
2010; Kinman et al. 2012; Kafle et al. 2013; Hattori et al.
2013; Chen et al. 2014; Fernandez-Alvar et al. 2015;
Das & Binney et al. 2016; Kafle et al. 2017) that trace the
more distant halo with giant stars or BHB stars also provide
evidence for the duality of the halo. In general, the spatial
structure of each halo component in R-Z plane is typically
described by a power-law ellipse,
ρH = ρ⊙
 R⊙√
R2 + (Z/q)2

n
, (20)
where ρ⊙ is the local stellar number density of halo, q controls
the ellipticity, and n is the power-law index which indicates
how fast stellar number density decrease with distance. In
Figure 9, the stellar number density maps in R-Z plane for
the inner halo and outer halo are given. For convenience, a
quantity r called radius is defined such that
r2 ≡ R2 + (Z/q)2 , (21)
which is the ellipse equation in R-Z plane when radius r takes
a value. As implied by the Eq. (20), we know that the contours
of stellar number density from the halo can be approximated
with ellipses described by Eq. (21) when radius r taking dif-
ferent values. Following this idea, we employ a two-stage
procedure to estimate the parameters q and n for each halo.
We firstly introduce an algorithm to determine the ellipses ap-
proximating the contours of density maps in Figure 9, so that
we can obtain the parameter q. Then, using the estimated
value of q, we obtain the best-fit value of power-law index n
through linear regression with the following linear model
ln(ρH) = −n × ln(r) + n × ln(R⊙) + ln(ρ⊙), (22)
which is developed from Eq. (20).
We now introduce the algorithm in a general way. As-
sume that we are given a rectangle density map confined by
Rmin < R < Rmax and Zmin < Z < Zmax, and it can be dis-
cretized into cells with ∆R and ∆Z. For each cell, we have
the density ρa and the corresponding position (Ra, Za), where
the subscript a denotes the index in any way. Given the pa-
rameter q with a specific value, we can derive ra for each cell
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Fig. 8.— Panel (a): The density profile of thick disk stars along Z direction around R = 8.25 kpc. Panel (b): The density profile of thick disk stars along R
direction around Z = 4.25 kpc. In each panel of these two, asterisks are from the data, dash line are generated from exponential function obtain from fitting.
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Fig. 9.— Panel (a): The density map of inner halo. Panel (b): The density map of outer halo. In each panel, several ellipses with same ellipticity approximating
the contours are plotted, with function forms and the value of parameter q controlling ellipticity labeled.
according to the definition of radius by Eq. (21). Correspond-
ingly, the boundaries of radius rmin and rmax are defined as
R2
min
+ (Zmin/q)
2 and R2max + (Zmax/q)
2. The whole interval
[rmin, rmax] is divided into n equi-spaced intervals delimited
with nodes {q0 = qmin, · · · , q j, · · · , qn = qmax}. According to
which interval each cell’s radius ra falls in, we can group the
cells. ρ
( j)
a s are the densities for those cells whose radii ras all
satisfy r j−1 < ra < r j. For the densities ρ
( j)
a s with different
index a, we can further define their variance
var j =
∑
a
[
ρ
( j)
a
]2 −

∑
a
ρ
( j)
a

2
. (23)
Finally, we reach the quantity defined by
varsum =
∑
j
var j, (24)
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which can also be seen as a function of q in a implicit way.
The best-fit value of q can be derived when varsum takes the
minimum value.
In Figure 10, we plot the varsum versus q for two halo com-
ponent. The best-fit values of q for both inner halo and outer
halo are
qih ≈ 0.49 and qoh ≈ 0.61, (25)
which are consistent with the typical range [0.5, 1.0] in
previous works (Siegel et al. 2002; Du et al. 2003, 2006;
Bilir et al. 2008; Yaz & Karaali 2010; Chang et al. 2011;
Jia et al. 2014). It also indicates that the outer halo is more
spherical than inner halo.
After getting the best-fit value of q for both halos, we turn
to the estimation of power-law index n. As shown in Figure
11, the ln(ρD) is plotted as a function of ln(r) for each halo.
In each panel of Figure 11, the asterisks are the data points
corresponding to the discretized cells in considered R-Z re-
gion, and the data behavior can be captured roughly by a the
dash line which is obtained from linear regression with the
data points. According to linear model of halos (Eq. 22), the
power-law index n for the halo can be derived,
nih ≈ 3.4 and noh ≈ 3.1. (26)
This manifests that the change of stellar number density with
distance in the inner halo is more steep than outer halo. Let’s
now go back to Figure 3, it shows that only 69% of F/Gmain-
sequence stars are selected in the region with 7 < R < 14 kpc
and 3 < Z < 10 kpc, in order to ensure the accuracy of u-
band magnitude. We now discuss how this influence the best-
fit value of power-law index. The incompleteness of sample
stars becomes more severe as the radius r gets larger, which
can lead to the best-value of power-law index larger than the
expected value. As shown in Figure 11, we can also see that
at the large end of ln(r), the data points are under dash line de-
rived from linear regression, which can be due to the incom-
pleteness of sample stars. So, if the incompleteness of sample
stars was corrected, power index n could be expected a little
smaller. Additionally, if we perform the correction to clas-
sify a small fraction of metal-rich stars to halo, as indicated
by the constant CD in Eq. (16), n would be further smaller,
and is likely lying in [2.5, 3.0] which is the typical range for
power-law index from previous works.
Now that the halo is comprised of two distinct but over-
lapping components. It is interesting to study the fraction
of each component which is reasonably varies with position.
As shown in Figure 12, we compute the stellar number den-
sity ratio between outer halo and inner halo, and see how it
varies in vertical direction. Two cases with R = 8.25 kpc and
R = 12.75 kpc are given. Despite some irregularities, we can
clearly see the trend that the fraction of outer halo stars be-
come larger with the vertical distance.
7. CONCLUSIONS AND PERSPECTIVES
Based on the Monte-Carlo-based method for estimating
photometric MDFs, we fit the MDFs with three Gaussians
model, with peaks at [Fe/H]=−0.68, −1.38, and −1.90, as-
sociated with the thick disk, inner halo, and outer halo, re-
spectively. This enables a successful separation of three main
components in a statistical way. The verticalmetallicity gradi-
ent within 1 < Z < 5 kpc is d〈[Fe/H]〉/dZ ≈ −0.19 dex ·kpc−1
around R = 8.25 kpc. But the mean radial gradient is almost
negligible. The density profile of thick disk can be modeled
with a modified double exponential model decaying to a con-
stant at far distance, which are plausibly explained to belong
to Galactic halo. The scale height and length are well deter-
mined, H ≈ 1.13 kpc and L ≈ 3.63 kpc. The halos are de-
scribed with power-law ellipsoid and the axis ratios of both
inner halo and outer halo are qih ≈ 0.49 and qoh ≈ 0.61,
respectively. The halo power-law indices are nih ≈ 3.4 and
noh ≈ 3.1. It shows that the outer halo is more spherical and
less steeper than inner halo. These results are in consistent
with the results determined from star-counts method in previ-
ous studies.
This work sets up a connection between studies of metallic-
ity distribution and spatial structure of the Galaxy. An explicit
correlation between the two aspects has been shown, and fur-
ther this correlation can be used to constrain Galactic model
that offers essential clues to the galactic formation and evolu-
tion. Following that, a more comprehensive study is hoped to
be carried out in the future.
ACKNOWLEDGEMENTS
We thank the anonymous referee for his/her comments that
greatly improve this paper. This work is financially sup-
ported by the China Scholarship Council under the Grant No.
201606950037.
Funding for SDSS-III has been provided by the Alfred
P. Sloan Foundation, the Participating Institutions, the Na-
tional Science Foundation, and the U.S. Department of
Energy Office of Science. The SDSS-III web site is
http://www.sdss3.org/. SDSS-III is managed by the Astro-
physical Research Consortium for the Participating Institu-
tions of the SDSS-III Collaboration including the University
of Arizona, the Brazilian Participation Group, Brookhaven
National Laboratory, Carnegie Mellon University, University
of Florida, the French ParticipationGroup, the German Partic-
ipation Group, Harvard University, the Instituto de Astrofisica
de Canarias, the Michigan State/Notre Dame/JINA Participa-
tion Group, Johns Hopkins University, Lawrence Berkeley
National Laboratory, Max Planck Institute for Astrophysics,
Max Planck Institute for Extraterrestrial Physics, New Mex-
ico State University, New York University, Ohio State Univer-
sity, Pennsylvania State University, University of Portsmouth,
Princeton University, the Spanish Participation Group, Uni-
versity of Tokyo, University of Utah, Vanderbilt University,
University of Virginia, University of Washington, and Yale
University.
The SCUSS is funded by the Main Direction Program
of Knowledge Innovation of Chinese Academy of Sciences
(No. KJCX2-EW-T06). It is also an international cooper-
ative project between the National Astronomical Observato-
ries, Chinese Academy of Sciences and Steward Observatory,
University of Arizona, USA. Technical support and observa-
tional assistances of the Bok telescope are provided by Stew-
ard Observatory. The project is managed by the National As-
tronomical Observatory of China and Shanghai Astronomical
Observatory.
REFERENCES
Allende Prieto, C., Beers, T. C., Wilhelm, R., et al. 2006, ApJ, 636, 804 An, D., Beers, T. C., Johnson, J. A., et al. 2013, ApJ, 763, 65
90.2 0.4 0.6 0.8 1.0 1.2 1.4
q
0.0
0.5
1.0
1.5
2.0
2.5
3.0
va
r s
um
(×
10
7 )
qih≈0.49
(a)
0.2 0.4 0.6 0.8 1.0 1.2 1.4
q
0.0
0.5
1.0
1.5
2.0
2.5
3.0
va
r s
um
(×
10
6 )
qoh≈0.61
(b)
Fig. 10.— The defined quantity varsum versus q, from which the halo ellipticity can be determined when the function takes minimum value. Panel (a) is for
inner halo, while the panel (b) is for outer halo. The parameters controlling ellipticity for both halos are qih ≈ 0.49 and qoh ≈ 0.61, as also labeled in panels.
2.2 2.4 2.6 2.8 3.0 3.2
ln(r)
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
8.5
ln
(ρ
ih
)
nih≈3.4
(a)
2.1 2.3 2.5 2.7 2.9 3.1
ln(r)
4.0
4.5
5.0
5.5
6.0
6.5
7.0
7.5
ln
(ρ
oh
)
noh≈3.1
(b)
Fig. 11.— ln(ρ) vs. ln(r). Panel (a): The case of inner halo. Panel (b): The case of outer halo. In each panel, the asterisks are the data points, each of which
corresponds to the a discretized cell in the considered R-Z region (Eq. 15). The dash line is obtained from linearly fitting these data points, with the slope
identified to be the minus sign of power-law index n according to Eq. (22).
3 4 5 6 7 8 9 10
Z (kpc)
0.4
0.6
0.8
1.0
1.2
1.4
ρ o
h/ρ
ih
R=8.25kpc
R=12.75kpc
Fig. 12.— The ratio of stellar number density of outer halo over that of inner
halo which varies as a function of Z with R fixed.
An, D., Beers, T. C., Santucci, R. M., et al. 2015, ApJL, 813, L28
Beers, T. C., Carollo, D., Ivezic´, Zˇ., et al. 2012, ApJ, 746, 34
Bilir, S., Cabrera-Lavers, A., Karaali, S., et al., 2008, PASA, 25, 69
Bilir, S., Karaali, S., Ak, S., O¨nal O¨., et al., 2012, MNRAS, 421, 3362
Bland-Hawthorn, J., & Gerhard, O. 2016, ARA&A, 54, 529
Bond, N. A., Ivezic´, Zˇ., Sesar, B., et al. 2010, ApJ, 716, 1
Bovy, J., Rix, H.-W., Liu, C., et al. 2012, ApJ, 753, 148
Bovy, J., Rix, H.-W., Schlafly, E. F., et al. 2016, ApJ, 823, 30
Cos¸kunogˇlu, B., Ak, S., Bilir, S., et al. 2012, MNRAS, 419, 2844
Cabrera-Lavers, A., Garzo´n, F., & Hammersley, P. L., 2005, A&A, 433, 173
Carlin, J. L., Liu, C., Newberg, H. J., et al. 2016, ApJ, 822, 16
Chen, Y. Q., Zhao, G., Carrell, K., & Zhao, J. K., 2011, AJ, 142, 184
Carollo, D., Beers, T. C., Lee, Y. S., et al. 2007, Nature, 450, 1020
Carollo, D., Beers, T. C., Chiba., M., et al. 2010, ApJ, 712, 692
Carollo, D., Beers, T. C., Bovy, J., et al. 2012, ApJ, 744, 195
Carollo, D., Freeman, K., Beers, T. C., et al. 2014, ApJ, 788, 180
Carrell, K., Chen, Y., & Zhao, G., 2012, ApJ, 144, 185
Chang, C. K., Ko, C. M., Peng, T. H., 2011, ApJ, 740, 34
Chen, B., Stoughton, C., Smith, J. A., et al. 2001, ApJ, 553, 184,
Chen, B. Q., Liu, X. W., Yuan, H. B., et al. 2017, MNRAS, 464, 2545
Chen, Y. Q., Zhao, G., Carrell, K., et al. 2014, ApJ, 795, 52
Cheng, J. Y., Rockosi, C. M., Morrison, H. L., et al. 2012, ApJ, 752, 51
Cui, X.-Q., Zhao, Y.-H., Chu, Y.-Q., et al. 2012, RAA, 12, 1197
Das, P. & Binney, J. 2016, MNRAS, 460, 1725
de Jong, J. T. A., Yanny, B., Rix, H. W., et al. 2010, ApJ, 714, 663
Deng, L. C., Newberg, H., Liu, C., et al. 2012, RAA, 12, 735
Du, C. H., Zhou, X., Ma, J., 2003, A&A, 407, 541
Du, C. H., Zhou, X., Ma, J., et al. 2004, AJ, 128, 2265
Du, C. H., Ma, J., Wu, Z. Y., Zhou, X., 2006, MNRAS, 372, 1304
Duong, L., Freeman, K. C., Asplund, M., Casagrande, L., et al., 2018,
MNRAS, 476, 5216
Fernandez-Alvar, E., Allende Prieto, C., Schlesinger, K. J., et al. 2015,
A&A, 577, 81
Freeman, K., & Bland-Hawthorn, J. 2002, ARA&A, 40, 487
Gu, J., Du, C. H., Jia, Y. P., et al. 2015, MNRAS, 452, 3092
Gu, J., Du, C. H., Jing, Y. J., et al. 2016, ApJ, 826, 36
Gu, J., Du, C. H., Zuo, W. B., et al. 2016, AJ, 152, 106
Hattori, K., Yoshii, Y., Beers, T. C., Carollo, D., Lee, Y. S. 2013, ApJ, 763,
L17
Ivezic´, Zˇ., Sesar, B., Juric´, M., et al. 2008, ApJ, 684, 287
Ivezic´, Zˇ., Beers, T. C., Juric´, M., 2012, ARA&A, 50, 251
Ivezic´, Zˇ, Connolly, A. J., VanderPlas, J. T., & Gray, A. 2014, Statistics,
Data Mining, and Machine Learning in Astronomy (Princeton: Princeton
University Press)
Jia, Y. P., Du, C. H., Wu, Z. Y., et al. 2014, MNRAS, 441, 503
Juric´, M., Ivezic´, Zˇ., Brooks, A., et al. 2008, ApJ, 673, 864
Kafle, P. R., Sharma, S., Lewis, G. F., Bland-Hawthorn, J. 2013, MNRAS,
430, 2973
Kafle, P. R., Sharma, S., Robotham, A.S.G., Pradhan, R.K., 2017, MNRAS,
470, 2959
Karaali, S., Bilir, S., Tunc¸el, S., 2005, PASA, 22, 24
Karaali, S., Bilir, S., Yaz, E., Hamzaog˘lu, E., & Buser, R., 2007, PASA, 24,
208
Katz, D., Soubiran, C., Cayrel, R., Barbuy, B., et al. 2011, A&A, 525, A90
Kinman, T. D., Cacciari, C., Bragaglia, A., Smart, R. & Spagna, A., 2012,
MNRAS, 422, 2116
10 Gu et al.
Kordopatis, G., Recio-Blanco, A., de Laverny, P., et al. 2011, A&A, 535,
A107
Larsen, J. A., & Humphreys, R. M., 2003, AJ, 125, 1958,
Li, C. D., Zhao, G., 2017, ApJ, 850, 12
Liu, S., Du,C. H., et al., 2018, ApJ, 862, 163
Mackereth, J. T., Bovy, J., Schiavon, R. P., et al. 2017, MNRAS, 471, 3057
Mikolaitis Sˇ., Hill V., RecioBlanco A., de Laverny P., et al. 2014, A&A, 572,
A33
Nordstro¨m, B., Mayor, M., Anderson, J., et al. 2004, A&A, 418, 989
Peng, X. Y., Du, C. H., Wu, Z. Y., 2012, MNRAS, 422, 2756
Peng, X. Y., Du, C. H., Wu, Z. Y., Ma, J., Zhou X., 2013, MNRAS, 434,
3165
Press, W. H., Teukolsky, S. A., Vetterling, W. T., & Flannery, B. P., 2007,
Numerical Recipes. The Art of Scientific Computing (3rd ed.; Cambridge:
Cambridge University Press)
Reid, M. J., 1993, ARA&A, 31, 345
Ruchti, G. R., Fullbright, J. P., Wyse, R. F. G., et al. 2011, ApJ, 737, 9
Ryan, S. G., & Norris, J. E., 1991, AJ, 101, 1865
Schlegel, D. J., Finkbeiner, D. P., & Davis, M., 1998, ApJ, 500, 525
Schlafly, E. F., & Finkbeiner, D. P., 2011, ApJ, 737, 103
Schwarzschild, M., Searle, L., & Howard, R., 1955, ApJ, 122, 353
Siegel, M. H., Majewski, S. R., Reid, I. N., 2002, ApJ, 578, 151
Steinmetz, M., Zwitter, T., Siebert, A., et al. 2006, AJ, 132, 1645
Tunc¸el, G. S., Bilir, S., Karaali, S., et al. 2017, Ap&SS, 362, 17
Wan, J. C., Liu, C., & Deng, L.C., 2017, RAA, 17, 079
Xiang, M. S., Shi, J. R., Liu, X. W., Yuan, H. B., Chen, B.Q., et al. 2018,
ApJS, 237, 33
Yanny, B., Newberg, H. J., Johnson, J. A., et al. 2009, ApJ, 700, 1282
Yuan, H. B., Liu, X. W., Xiang, M. S., et al. 2015, ApJ, 803, 13
York, D. G., Adelman, J., Anderson, J. E., Jr., et al. 2000, AJ, 120, 1579
Yaz, E., Karaali, S., 2010, NewA, 15, 234
Zhao, G., Zhao, Y.-H., Chu, Y.-Q., et al. 2012, RAA, 12, 723
Zhou, X., Fan, X. H., Fan, Z., et al. 2016, RAA, 16, 017
Zou, H., Zhou, X., Jiang, Z. J., et al. 2015, AJ, 150, 104
Zou, H., Zhou, X., Jiang, Z. J., et al. 2016, AJ, 151, 37
Zuo, W. B, Du, C. H., Jing, Y. J., et al. 2017, ApJ, 841, 59
