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Les opérateurs de clouds publics offrent aux particuliers et aux entreprises la possibilité de louer des ressources in-
formatiques pour répondre à leurs besoins sans investir dans leur propre matériel. Le concept de Network Functions
Virtualisation (NFV) favorise la migration des opérateurs réseau de dispositifs matériels dédiés coûteux et peu évolutifs
vers des fonctions réseau logicielles virtualisées. Afin de déployer ces fonctions, les opérateurs réseau peuvent décider
de s’abonner à des offres de clouds publics. Toutefois, leur diversité, tant en termes de capacité de ressources que de
prix, fait qu’il est difficile de trouver la combinaison d’offres répondant à tous les besoins au moindre coût. Nous pro-
posons de résoudre ce problème à l’aide d’un programme linéaire conçu pour aider un opérateur réseau à sélectionner
la meilleure combinaison d’offres (en termes de prix) permettant de réserver les machines virtuelles nécessaires pour
supporter un ensemble de services réseau. Nous analysons le temps d’exécution de notre solution, et nous estimons
les économies réalisées par rapport à un schéma traditionnel de mise à disposition de ressources ou à une stratégie de
location de ressources sans planification. Enfin, nous évaluons l’opportunité pour un opérateur réseau de construire son
propre datacenter alors que des offres de clouds publics sont disponibles.
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1 Introduction
Le concept de NFV consiste à transformer les Network Services (NSs), habituellement implémentés sur
du matériel physique dédié, en fonctions logicielles pouvant être exécutées sur des serveurs génériques. Sui-
vant le modèle ETSI [ETS14], ces NSs sont composés de graphes de Virtual Network Functions (VNFs), qui
représentent des fonctions réseau unitaires (ex. : firewall, encoder ...). Elles sont elles-mêmes décomposées
en graphes de Virtual Network Function Components (VNFCs), qui représentent des entités unitaires du
point de vue des ressources, chacune hébergée sur un unique Virtual Deployment Unit (VDU). Un VDU
est un ensemble de ressources accessibles par un client, par exemple une Machine Virtuelle (VM), et qui ne
peut accueillir qu’un seul VNFC. Lorsqu’une demande de création de NS est émise, le Network Functions
Virtualisation Orchestrator (NFVO) est en charge de placer la chaı̂ne de composants correspondante dans
le réseau. Pour cela il s’appuie sur la vision du réseau proposée par les Virtualized Infrastructure Mana-
gers (VIMs). Elle est composée de nœuds représentant chacun un Point of Presence (PoP) (typiquement
un datacenter), reliés par des liens exposant une certaine bande passante, un délai et un taux de pertes. Le
placement de NSs dans le réseau en fonction de toutes ces contraintes est un problème connu sous le nom
de Virtual Network Function Graph Placement Problem (VNFGPP).
Dans cet article nous nous intéressons à l’étape directement après ce placement : une fois les différents PoPs
sélectionnés il faut encore avoir effectivement accès aux ressources exposées, ce qui nécessite de passer un
contrat avec l’opérateur cloud qui en est le propriétaire. Nous proposons un modèle destiné à aider le NFVO
à sélectionner la meilleure combinaison d’offres (en termes de prix) permettant d’obtenir assez de VMs pour
supporter les services demandés à tout instant. Cet article est un résumé de [MTC+20].
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2 Le modèle
TABLE 1: Notations
Nom Description Nom Description
O Ensemble des opérateurs Co Quantité de CPU dont dispose o ∈ O
T Ensemble des créneaux horaires So Quantité de RAM dont dispose o ∈ O
tv Créneau horaire t ∈ T où v ∈V s’exécute Fo Ensemble des flavors proposées par o ∈ O
V Ensemble des VNFCs à placer R fo Réservations disponibles pour fo ∈ Fo
Vt Ensemble des VNFCs à placer durant t ∈ T C fo CPU proposé par fo ∈ Fo
Cv Besoin en CPU de v ∈V S fo RAM proposée par fo ∈ Fo
Sv Besoin en RAM de v ∈V po, f ,r,t Prix de la réservation r ∈ R fo pour t ∈ T
Po, f ,r,τ Prix de la réservation r ∈ R fo sur la plage horaire τ⊆ T
Nous établissons ici un modèle général en nous basant sur les offres proposées par Amazon Web Service
(AWS) †, l’un des principaux opérateurs cloud. Les notations utilisées dans cette section sont récapitulées
Table 1. Les offres commerciales pour acheter des ressources peuvent potentiellement être très variées, tant
sur la forme concrète des ressources que sur la méthode de tarification. Chaque opérateur o ∈O propose un
ensemble flavors Fo, qui sont des modèles de VDUs (ici des VMs) ayant une quantité donnée de ressources
(du CPU C fo et de la RAM S fo ). Le prix d’une flavor est divisé en deux composantes, un prix à la demande
payé uniquement au moment où la flavor est utilisée, po, f ,r,t , et un prix lié à la réservation de cette flavor
pour une période de temps donnée τ, Po, f ,r,τ payé en début de période. Pour un créneau horaire t ⊆ τ, si les
deux prix sont payés l’opérateur réseau a accès à la VM correspondante. L’opérateur réseau doit anticiper
ses besoins futurs pour calibrer les réservations. Cette anticipation se fait sur une période notée T , divisée
en intervalles de temps unitaires de tailles égales t. De manière générale, la durée de vie d’un VNFC peut
s’étaler sur N intervalles de temps. Du point de vue de l’opérateur réseau il s’agit d’un unique VNFC,
cependant nous le modélisons ici de façon transparente comme N VNFCs, chacun installé sur l’un des N
intervalles de temps considérés. Notre modèle prend en entrée les prévisions de trafic de l’opérateur pour
la période à venir (basées sur son expérience passée) converties en quantité de VNFC Vt à placer à chaque
instant t et les prévisions des prix des ressources à la demande pour cette même période (les opérateurs
de clouds publics fournissant un historique des prix). Il fournit en sortie le nombre de chaque type de
réservation à payer immédiatement Φo, f ,r,τ, la prédiction du nombre de chaque offre à la demande à payer
à chaque intervalle de temps de la période φo, f ,r,t et un placement possible des VNFCs xvo, f ,r,t , la variable
valant 1 si le VNFC v est installé à l’instant t sur une VM obtenue via la réservation [o, f ,r], 0 sinon.
Notre objectif est de minimiser le coût total sur la période considérée (1), tout en respectant un certain
nombre de contraintes. Chaque VNFC doit effectivement pouvoir être installé au moment voulu afin de pou-
voir absorber la charge de travail prédite (2). Pour le recevoir, une VM doit disposer d’assez de ressources
(CPU (3) et RAM (4)). Puisque chaque VNFC doit disposer de sa propre VM il faut au moins autant de
VMs (i.e. : de prix à la demande payés) que de VNFCs (5), et un prix à la demande ne peut être accessible
que si la réservation qui l’englobe est réglée (6)(7). Pour finir, les opérateurs cloud proposant ces VMs ne



















xvo,r, f ,tv = 1 ∀ v ∈V (2) xvo,r, f ,tv ∗C
v ≤ xvo,r, f ,tv ∗C f ∀ (o,r, f ,v) ∈ (O,R,F,V ) (3)
xvo,r, f ,tv ∗S
v ≤ xvo,r, f ,tv ∗S f ∀ (o,r, f ,v) ∈ (O,R,F,V ) (4)
∑
v∈Vt
xvo,r, f ,tv ≤ φo, f ,r,t ∀ (o,r, f ,v) ∈ (O,R,F,V ) (5)









φo, f ,r,t ∗S f ≤ So ∀ (t,o) ∈ (T,O) (9)
†. AWS pricing, https://aws.amazon.com/ec2/pricing/
3 Expérimentations
Afin de simplifier nos expériences nous analysons la réservation de ressources pour une seule VNF :
le Mobility Management Entity (MME). Dans les réseaux 4G, le MME est responsable de l’attachement,
du détachement et de de la mobilité de l’utilisateur vis à vis du réseau. En tant que fonction de contrôle
du coeur de réseau, le MME n’a pas besoin de latence extrêmement faible, mais consomme des données.
Il est donc adapté à une migration vers le cloud. Nous supposons que le MME est composé d’un seul
VNFC. Concernant le trafic à venir nous nous basons sur le jeu de données de la ville de Milan fourni
par [BDNL+15] qui couvre les mois de novembre et décembre 2013, ainsi que le 1er janvier 2014, par
tranches de 10 minutes. Nous agrégeons les activités CallIn et CallOut du MME, et nous les convertissons
en quantité de VMs nécessaires en nous basant sur les travaux de [AKHA+17] : 1 MME de 2 CPU et 2
GB de RAM par tranche de 40 requêtes/s. La quantité de VMs requise à chaque instant pour le mois de
novembre est présentée Figure 1b. Nous nous basons sur trois offres commerciales d’AWS, avec les tarifs
disponibles au 22/05/2019 pour une flavor de 2 CPUs et 8 GB de RAM. À la demande (OD) : 0.096$/h,
pas de coût fixes. Bien que notre modèle estime l’utilisation future de cette offre pour évaluer les coûts
totaux, les ressources ne sont en fait achetées qu’au dernier moment, ce qui permet d’adapter la quantité
de ressources achetées aux besoins réels. Réservation 1 an (R) : 0$/h, 501$ fixes. Programmée (S) de 8h
à 20h tous les jours, 0$/h, 250.5$ fixes. Les valeurs annuelles sont rapportées à 2 mois, en raison de la
taille de notre jeu de données de trafic. Enfin nous considérons l’offre privée (P), correspondant au cas où
l’opérateur réseau décide de construire son propre datacenter. En estimant les coûts de matériel, d’électricité
et de personnel nous évaluons le coût de cette “offre” à 0.012$/h. Alors que AWS possède des ressources
considérées comme étant illimitées, le datacenter privé ne possède que 20 CPU et 80 GB de RAM. C’est
relativement peu, mais notre scénario ne considère que le placement d’une VNF parmi tous les services que
doit rendre un opérateur réseau, et nous réduisons la taille du datacenter en conséquence. Nous évaluons
notre solution en utilisant le solveur Gurobi et 12 cœurs logiques Intel Xeon E5-2630.
Nous commençons par analyser les bénéfices qu’un opérateur réseau peut retirer d’une bonne planifi-
cation de ses réservations. Pour cela nous évaluons le coût de différentes stratégies, correspondant à la
combinaison de différentes offres. Les résultats sont présentés Figure 1a. Lorsque l’opérateur ne considère
que les offres R (stratégie R) cela signifie qu’il réserve pour toute la période assez de ressources pour faire
face au pic de consommation le plus important, ici le 1er janvier à minuit. Cela correspond à la stratégie
traditionnelle des opérateurs, qui dimensionnent leur réseau pour faire face au pire cas. Puisque la plupart
des ressources restent inutilisées la majorité du temps cette stratégie a un coût très élevé. Au contraire, si
l’opérateur veut tirer partie au maximum de la flexibilité du cloud il peut s’affranchir de toute planification et
acheter ses ressources lorsque le besoin se présente en ne prenant que des offres OD (stratégie OD). Le coût
est bien moindre car chaque ressource payée est effectivement utilisée. Pour optimiser ses coûts l’opérateur
peut prendre en compte plusieurs offres et utiliser notre modèle pour sélectionner la combinaison optimale.
En utilisant à la fois des offres OD et R (stratégie OD+R) on observe un gain assez limité. En raison du
faible trafic nocturne les ressources réservées ne sont pas utilisées tout le temps, ce qui conduit le modèle
à en prendre assez peu, d’où une amélioration limitée par rapport à la stratégie OD. Si l’on considère en
plus les offres S (stratégie R+OD+S), adaptées à la périodicité du trafic, le coût décroı̂t fortement car le
modèle en profite beaucoup. C’est le meilleure tarif que l’on puisse obtenir en ne considérant que les offres
publiques retenues. Enfin, si l’on considère que l’opérateur utilise aussi son propre datacenter (stratégie
R+OD+S+P), les coûts d’exploitation diminuent encore sensiblement. La répartition des réservations pour
cette dernière stratégie est représentée Figure 1b. La nette diminution des coûts observée pour les stratégies
OD+R+S et OD+R+S+P comparé aux stratégies R et OD démontre l’intérêt d’utiliser un modèle dédié
plutôt qu’une stratégie traditionnelle inadaptée ou une absence de planification.
Cependant, la diminution du coût d’exploitation pour la stratégie R+OD+S+P masque les investissements
de l’opérateur pour construire son datacenter. Notre modèle ne permet pas d’estimer si un tel investissement
est rentable, cependant nous pouvons simuler l’utilisation instantanée du datacenter, afin de mesurer si ses
capacités sont bien utilisées. La Figure 1c présente la consommation du CPU en fonction du temps. Cette
utilisation n’est pas de 100%, car le trafic de nuit est très faible, mais elle reste élevée en semaine (70%-
80%). Cependant, on constate une forte chute le week-end, particulièrement le dimanche, où le trafic est
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(a) Coût obtenu selon le choix d’offres


















(b) Offres choisies à chaque instant


















(c) Utilisation de CPU du cloud privé
FIGURE 1: Résultat obtenus en appliquant notre modèle
moindre. Comme on le voit Figure 1b cela est dû au fait que les offres S, principalement réservées pour la
semaine, mais toujours actives le week-end, sont suffisantes pour absorber la quasi totalité du trafic. Puisque
ces offres sont réservées, les utiliser coûte moins cher que d’utiliser le datacenter privé. Ceci conduit à une
moyenne d’utilisation plus basse que prévu sur la période : 56%. Ce résultat démontre l’importance pour
un opérateur de prendre en compte tous les types d’offres publiques disponibles pour estimer l’opportunité
d’investir dans des ressources propres.
Enfin, nous avons mesuré le temps d’exécution de notre modèle. Il croı̂t linéairement avec la durée de
la période considérée, la charge de trafic à gérer (i.e. le nombre de VNFCs à déployer par unité de temps)
et la quantité d’offres de type OD à considérer. Il croı̂t de manière exponentielle en fonction du nombre
d’offres R et S disponibles, nous empêchant de considérer toutes les offres S possibles lors de nos tests et
nous limitant à une option adaptée à la périodicité du trafic.
4 Perspectives
Nous avons proposé un programme linéaire aidant un opérateur réseau à sélectionner la meilleure combi-
naison d’offres (en termes de prix) permettant de réserver les VMs nécessaires pour supporter un ensemble
de services réseau. Pour de futurs travaux nous envisageons tout d’abord le développement d’une heuris-
tique afin d’accélérer le temps de résolution du problème, et en particulier pour les offres R et S. Cela
permettrait de prendre en compte toutes les offres possibles sans préjuger de la périodicité du trafic, et
d’améliorer encore les résultats. Ensuite, nous souhaitons achever le placement des VNFCs. Le modèle
actuel indique simplement sur quel type de VM il faut placer le VNFC, ce qui offre un placement correct
mais pas nécessairement optimal. Il faudrait développer un modèle dédié qui attribue à chacun une VM
spécifique, et qui viserait par exemple à limiter le transfert d’un VNFC d’une VM à une autre.
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