The tile-based phase unwrapping method employs an algorithm for finding the minimum spanning tree (MST) in each tile. We first examine the properties of a tile's representation from a graph theory view point, observing that it is possible to make use of a more efficient class of MST algorithms. We then describe a novel linear time algorithm which reduces the size of the MST problem by half at the least, and solves it completely at best. We also show how this algorithm can be applied to a tile using a sliding window technique. Finally, we show how the reduction algorithm can be combined with any other standard MST algorithm to achieve a more efficient hybrid, using Prim's algorithm for empirical comparison and noting that the reduction algorithm takes only 0.1% of the time taken by the overall hybrid. [3] [4] [5] [6] , produce phase information which is inherently wrapped onto the range -π to π. The restoration of the unknown multiple of 2π is called phase unwrapping, and is central to most such algorithms [7] . Phase unwrapping techniques utilising the tiling approach and the minimum spanning tree (MST) method [9] [10] [11] [12] [13] have been shown to have good noise immunity and prevention of error propagation. This is mainly due to dividing the wrapped phase map into tile-like regions. Each tile is then unwrapped independently, and the tiles are finally assembled to obtain the unwrapped phase map. The path for unwrapping in each tile is selected in a way which minimises the probability of error. This is achieved by choosing a path whose total phase difference is minimal. Identifying such a path is in fact the MST graph theory problem. Prim's algorithm [14] is a traditional way of solving the MST problem, and is employed by tile phase unwrapping [15] . Finding a MST for each tile is a computationally demanding, and impacts the efficiency of the overall unwrapping algorithm. We first examine how phase information in a tile is converted into a weighted graph, and how the topology of such a graph enables the use of a more efficient class of MST algorithms. We then describe an algorithm tailored specifically to a tile's topology. We show that it is linear time efficient, O(n), where n is the number of pixels in a tile, and that it can be used to reduce the size of the MST problem by half or more. We then show how it can be applied to a tile using an image processing sliding window technique. Finally, we discuss how any chosen MST algorithm could be attached to ours, creating an efficient hybrid. We use Prim's algorithm for empirical comparison.
Introduction
Automatic fringe analysis techniques, such as the Fourier transform [1, 2] and phase stepping 1 [3] [4] [5] [6] , produce phase information which is inherently wrapped onto the range -π to π. The restoration of the unknown multiple of 2π is called phase unwrapping, and is central to most such algorithms [7] . Phase unwrapping techniques utilising the tiling approach and the minimum spanning tree (MST) method [9] [10] [11] [12] [13] have been shown to have good noise immunity and prevention of error propagation. This is mainly due to dividing the wrapped phase map into tile-like regions. Each tile is then unwrapped independently, and the tiles are finally assembled to obtain the unwrapped phase map. The path for unwrapping in each tile is selected in a way which minimises the probability of error. This is achieved by choosing a path whose total phase difference is minimal. Identifying such a path is in fact the MST graph theory problem. Prim's algorithm [14] is a traditional way of solving the MST problem, and is employed by tile phase unwrapping [15] . Finding a MST for each tile is a computationally demanding, and impacts the efficiency of the overall unwrapping algorithm. We first examine how phase information in a tile is converted into a weighted graph, and how the topology of such a graph enables the use of a more efficient class of MST algorithms. We then describe an algorithm tailored specifically to a tile's topology. We show that it is linear time efficient, O(n), where n is the number of pixels in a tile, and that it can be used to reduce the size of the MST problem by half or more. We then show how it can be applied to a tile using an image processing sliding window technique. Finally, we discuss how any chosen MST algorithm could be attached to ours, creating an efficient hybrid. We use Prim's algorithm for empirical comparison.
Tile representation from a graph theory perspective
We give here a brief summary of the relevant graph theory principles [16, 17, 18, 19] which are relied upon in the descriptions given in the subsequent sections.
Graphs and trees
A graph, Figure 1 (a), can be described as G = [n, e], and consists of a vertex set n connected by an edge set e. 
Figure 1 Graph, trees and MST
A graph is said to be connected if each of its vertices is connected to another vertex by at least one edge. A spanning tree, Figure 1 (b) , is an acyclic connected graph. This means that each vertex in a tree is connected to any other vertex via one path only. Thus, an n vertex tree contains n -1 edges. A weighted graph, Figure 1 (c), is a graph whose edges have a cost associated with each edge. Finding a minimum spanning tree (MST) of such a graph is finding a tree whose total edge cost is minimal, Figure 1 (d).
Tile graph topology
The tiling method of phase unwrapping commences by dividing the wrapped phase map image into tiles. The pixels of a tile become the vertices of the graph. These are connected by edges in a grid fashion, as shown in Figure 2 . Each edge is then assigned a weight equal to the absolute phase difference of the two pixels it connects. Depending on the application, there are often minimum and maximum tile sizes between which the tiling method provides the best results. There are various considerations taken into account when choosing the tiles' size, such as the expected fringe density and the size of fringe breaks. This is mainly to ensure that tiles are not so small that they often fall in between broken edges, and not so large so that they often contain sections of different fringes [15] . We note that there is another consideration in relation to the maximum tile size from a computational point of view. Some MST algorithms, such as Prim's [14] , have a nonlinear relationship with the number of vertices (pixels) in the graph. Depending on the particular implementation, this could be O(n 2 ) in the worst case, for a tile of n vertices (pixels). This could impose a further restriction on computational performance sensitive applications, limiting the maximum usable size for a tile.
Finding a minimum spanning tree
The time complexity of an MST algorithm is expressed using the number of its edges, e, and vertices, n. Prim O( n 2 ) [14] , can be implemented more efficiently with modification to achieve O(e log n) [20, 21] . It can be further improved by the use of priority queues to O(e + n log n) [22] . The best deterministic algorithms are near linear time [23] [24] [25] [26] [27] . Linear time efficiency O(e) was achieved by using a randomised method [28] , employing an O(e) MST verification algorithm [29] . However, we note that the actual topology of a tile's graph is planar. A planar graph is a graph which can be drawn in a single plane, such that none of its edges intersect. This allows for the use of deterministic and linear time MST algorithms [30, 31] . One of the properties of any connected planar graph, G, is that it is possible to construct another planar graph, G*, so that each face of G corresponds to a vertex in G*. Each pair of faces in G having an edge in common, has a corresponding edge in G* crossing it. G* is called a dual graph of G, Figure 3 .
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Deleted: ¶ Figure 1 Deleted: ¶ Figure 1 Figure 3 A graph G (solid edges and vertices) and it dual G* Dual graphs have interesting properties, stemming from the fact that each cycle-set of G's edges is also a cut-set of G*, and vice versa. Matsui [31] relies on these properties to construct a linear time MST algorithm O(e + n), noting that a maximum edge of a vertex in G* can be ruled out of G's minimum spanning tress, and a minimal edge of a vertex in G can be ruled out of G*'s maximum spanning tree.
Reducing the problem's size
Theoretically, it is only possible to improve on O(n) efficiency by having prior knowledge of the MST itself. This is the case for MST maintenance algorithms which can carry out a single update, such as single weight change, in O( e ) [32] , and in O(log n) for planar graphs [33, 34] . Although prior knowledge of the topology of a graph may not improve on O(n), it can help to improve the overall efficiency of the algorithm in empirical terms. This could be by reducing the total number of times the edges and vertices are handled, or minimising the total number of edge weight comparisons necessary.
We describe a novel linear time O(n) algorithm which takes advantage of the prior knowledge of a tile's graph topology to reduce its size from G(n, e) to somewhere between zero, at best, and G[n/2, e/2] at the very most. This has the effect of reducing the size of the problem needed to be solved by the underlying MST algorithm of choice. Image processing algorithms often employ a sliding window technique to apply their various operations to the image in question. Similarly, we show how our algorithm can be applied to a tile using a sliding window. For clarity, we start by describing the four steps of the algorithm separately. The discrete description is used subsequently for time-performance analysis, and for describing the sliding window operations.
Algorithm fundamentals and performance analysis

Initial state
The tile, Figure 2 , can have any number of rows and columns of vertices. Each corner vertex has two edges, the minimum of which can be immediately ruled in the MST (if not, the resultant tree is either disconnected or is not minimum). Processing the four corners in this way can be carried out in constant time O(1), regardless of the number of vertices, n. The dual graph G* need not be constructed in practice, and is only shown here to help clarify the underlying interactions of the various steps of the algorithm.
We observe that at this initial state, due to prior knowledge of the topology, the graph fulfils the following criteria:
a Both G[n, e] and G*[n*, e*] are connected and naturally planar b G and G* have n vertices each c e = e*, n ≈ n* and the size of e approaches the size of 2n.
d Neither G or G* have two vertices connected to each other by more than one edge (this is secured by pre-processing the corners, which removes such edges from G*)
e Each vertex 3 in G and G*, has a maximum of 4 edges.
f Any G vertex can be picked from this initial state of G and processed independently, and its minimum edge can be ruled in the MST.
g Any G* vertex can be picked from this initial state of G* and processed independently. Its maximum edge can be ruled out of the MST.
h Any edge of G and G* can be processed in the same independent way as described in f or g, unless one or more of its edges has already been ruled in or out by processing an adjacent vertex in the same graph.
Step 1 -Process G vertices alternately, ruling in one edge per vertex
The alternate fashion in which the G vertices are targeted, Figure 5 (a), ensures that they can be processed independently (criteria f and h). In effect, the G vertices which are not being targeted act as an isolating barrier.
2 A graph's outer face is also known as the unbounded or infinite face. 3 As G*'s most outer vertex (VO) does not satisfy this criterion, it will not be relied upon for any of the steps of the algorithm. Although the edges of VO will still be processed by the algorithm, this will be done in the context of the other vertices in G* which are connected to VO. Therefore, all references to G* vertices from this point on shall implicitly exclude VO. Each vertex has a maximum of four edges, therefore the minimum edge of each of these vertices can be ruled in the MST in O(1).
Step 2 -Process G* vertices alternately, ruling out one edge per vertex
Each targeted G* vertex, Figure 5 (b), has a maximum of four edges, therefore the maximum edge of each of these vertices can be found in O(1). This maximum edge of G* crosses an edge in G, which in turn can be ruled out from the MST. In a similar way to step 1, G* vertices which are targeted can be processed independently.
Step 3 -Ensure each remaining G vertex is connected to at least one ruled-in edge
Each of the remaining G vertices, Figure 5 (c), is examined in turn. If it is has an edge which has been already ruled in the MST, then no further processing is required. Otherwise, it must still have one or more edges which have not been processed, because step 2 could not possibly have deleted all of its edges. This also means that such a vertex can still be processed independently (criteria f and h), and therefore we can rule in its minimum edge in O(1).
Step 4 -Ensure each remaining G* vertex is connected to at least one ruled-out edge
The remaining G* vertices, Deleted: ¶ Figure 5 Deleted: ¶ Figure 5 Figure 5 (d), are targeted by this step. It can be shown, using argument similar to those of step 3, that each of the targeted vertices in G* either has a ruled out edge (due to step 2), or, otherwise, its maximum edge can be found in O(1). This maximum edge of G* crosses an edge in G, which in turn can be ruled out from the MST. The algorithm ends when step 4 has completed. At this point, none of the vertices in either G or G* can automatically satisfy criteria f, g or h by relaying on a prior knowledge of the initial state.
Problem reduction analysis
The consequence of steps 1 and 2 is that n/2 edges are ruled in the MST and n/2 edges are ruled out. This means that the original G[n, e] graph is now reduced to G[n/2, e/2]. The ruled out edges can be clearly dismissed from the graph. Each ruled in edge, on the other hand, serves to fuse the two vertices it connects into one vertex. The remaining (i.e. neither ruled in or out) edges of the original two vertices now become incident on the fused vertex.
A B AB
The dashed edge is contracted. The union of edges incident onto A and B becomes incident on the merged vertex, AB.
Figure 6 Edge contraction
This process is known as edge contraction, Figure 6 , and naturally results in the reduction of the number of the vertices in the graph.
If the algorithm were only to perform steps 1 and 2, it would still be guaranteed to reduce the original problem by half. This gives the algorithm the worst case reduction bound. Steps 3 and 4 of the algorithm may improve on the above reduction, but are not guaranteed to do so; it is possible that by some chance every non-targeted vertex has one of its edges contracted or removed by an adjacent targeted vertex. In this case steps 3 and 4 would not perform any further edge contraction or deletion. At the other extreme, steps 3 and 4 could find n/2 edges to contract, therefore completely solving the MST problem. This is because an MST has exactly n-1 edges to be identified (i.e. ruled in or contracted).
Edge contraction and dual graph construction
The edge contraction, described above, serves to illustrate the extent of the problem reduction. Explicit edge contraction as such, however, need not be performed by the algorithm for the above stated reduction in problem size to be realised. The same applies to the construction of the dual graph G*. Whether or not edge contraction or G* construction need to be performed, solely depends on the nature of the algorithm chosen to find the remaining edges of the MST. Matsui [31] , for example, requires G*, and avoids edge contraction by employing a constant time bucketing strategy to keep track of the vertices which are less than four-connected. By contrast, algorithms such as [24, 28] do depend on edge contraction, but do not employ a dual graph as they were not specifically aimed at planar graphs. Such distinction is less obvious in the cases of some algorithms [35, 36, 23] which although make use of edge contraction, their respective asymptotic complexity does not rely on such use.
Time performance
Steps 1 and 2 visit n/2 G vertices, and carry out each operation in O(1) constant time. Similarly, steps 3 and 4 visit n/2 G vertices, carrying out each operation in O(1). Therefore the algorithm performs all of its operations in O(n) linear time.
A windowing approach
We show here how the various steps of the algorithm are combined and applied to a tile via a sliding window. In addition, we show how the algorithm can be performed without the construction of a dual graph G*, and how edges to be ruled out can be directly processed in the context of G. The algorithm is carried out in two phases, processing n/2 vertices in each phase.
Phase 1 -Combining steps 1 and 2
Over all, phase 1 visits n/2 vertices. Figure 7 shows how each of the vertices and edges targeted by steps 1 and 2 can be processed using a sliding window. When the window is in position "a" it performs step 1 on vertex a, ruling in the minimum of a1, a2, a3 and a4. It then performs step 2, ruling out the maximum of a2, a3, a5 and a6. The window is then moved to position "b" and the same process is similarly repeated, and so on.
Operations of Steps 1 and 2 can in fact be carried out in either order. Each sliding window operation will process one vertex and a maximum of 6 edges, and is guaranteed to rule in one edge and rule out another.
Phase 2 -Combining steps 3, and 4
Phase 2 visits the remaining n/2 vertices using the same window shape, Figure 7 . The operations of steps 3 and 4 can be carried out, in either order, over the targeted six edges. During this phase there are no guarantees as to the additional number of edges to be ruled in or out, as discussed in a pervious section.
Hybrid algorithms
We have shown how our algorithm can be used to reduce the size of the problem to be found by the MST algorithm of choice. We consider here a selection of MST algorithm, with no loss to generality, and how they can be applied to find the remainder of the solution.
Matsui [31]
Matsui is perhaps the best choice of algorithm for the problem; it is linear time efficient, relatively straightforward to implement, and is specifically targeted at planar graphs.
It is theoretically possible to implement Matsui's algorithm without constructing G*.
On the other hand, G* provides for a more straightforward implementation. Regardless of whether G* is constructed or not, the reduction algorithm needs to keep track of the number of edges incident on G and G* vertices, as Matsui relies on this information to pick the vertex to be processed next. This is an additional O(1) operation and does not impact the linearity of the reduction algorithm. Both the reduction algorithm and Matsui's are linear time efficient, and the resulting hybrid is dominated by Matsui's O(e + n) efficiency.
Kruskal [37]
Kruskal normally performs worse than Prim [14] in O(e log e). This is mainly due to its stipulation that all the edges need to be sorted at the start of the algorithm. This means that even the edge which are eventually ruled out are also sorted, which results in efficiency loss. The reduction algorithm decreases the number of edges in the graph from 2n to n or less. This means that a Kruskal hybrid can be then applied in O(n log n), which is comparable to using Prim's algorithm without reduction.
Randomised Karger et al [28]
When Karger is applied to the problem remaining after reduction, it randomly selects half of the remaining n (or less) edges (those neither ruled in or out) to connect the MSF's into a candidate MST. It then uses a linear time O(e) verification algorithm [29] to rule some of these selected edges out of the MST. The process is repeated iteratively until enough edges have been ruled out or a true MST has been identified. The performance of Karger is shown to be exponentially likely O(e), and thus the hybrid is equally exponentially likely O(n).
Prim [14] hybrid and empirical comparison
Although Prim algorithm is not linear, it is certainly worth consideration as it is one of the simplest to understand and implement of the minimum spanning tree algorithms and is commonly available through most graph theory related computer programming libraries.
Significantly, Prim's is also the algorithm chosen for the tile-based method in its original implementation by Judge [15] . Therefore, we give Prim's algorithm an empirical treatment as well as theoretical.
Theoretical analysis
The reduction algorithm need not carry out any additional chores in addition to marking edges when it rules them in or out of the MST. The ruled out edges help make Prim more efficient by reducing the number of edges it needs to search at each iteration to identify the next edge to connect the next vertex to the MST. The edges already ruled in by the reduction algorithm effectively define minimum spanning forests (MSF) of vertices. Prim then adds one collection of vertices in a MSF in one of its iterations (as opposed to the usual single vertex), which improves its overall performance. Prim can thus be used to connect the MSFs identified by the reduction algorithm, which amounts to the connected MST. Prim's algorithm is not linear time efficient, therefore its time complexity dominates the overall performance of the hybrid algorithm.
Empirical results
For the empirical analysis of our reduction algorithm, we chose to use the Boost Graph Library (BGL) [38] for the following reasons:
• Its credibility. After the Standard Template Library which it extends, the Boost Library is perhaps the most respected in the C++ domain. The BGL in particular is very highly acclaimed.
• Its generality, wide adoption and applicability. The BGL is rapidly becoming the C++ graph library of choice for industry and academia alike.
• It supports an optimised version of Prim's algorithm with a well documented O(e log n) efficiency.
• Its data structures and algorithms have been designed, implemented, analysed and tested sufficiently rigorously for their respective time efficiency characteristics to be well understood and fully documented.
We implemented our reduction algorithm using the same components which the BGL uses for its native Prim's implementation. Graphs with tile-topology were constructed and assigned random weights using a pseudo-random number generator. The range of edge weights used was 0 -255, depicting the intensity range of an 8-bit digital camera. The analysis results are shown in Table 1 and Figure 8 , and are discussed in the following section. 
Empirical worst-case analysis
Phase 1 of our reduction algorithm is guaranteed to reduce the problem's size by one half. Further reduction by phase 2 is certainly possible, however it is not guaranteed, and its extent is likely to depend on the application in question. Furthermore, the reduction algorithm is linear by nature. Hence, an estimate of the time performance of phase 2, for a given reduction percentage, can be reliably projected from the analysis results obtained for phase 1. Therefore, we confined our empirical analysis to phase 1 of the reduction algorithm, and the results of which are shown in the previous section, Figure 8 . Analysis of tile edge size of less than 64 did not produce meaningful time measurement: Most frequently, the time obtained was zero, indicating that the 1 millisecond resolution of the system clock does not provide sufficient resolution for such measurements.
At the other end of the spectrum, a tile edge size of 2048 (or 4,194,304 vertices) performed less well than the general trend would have otherwise suggested. This is perhaps due to other factors coming into play, such as hard-disk cashing 4 . In general, the results obtained empirically confirm the theoretical performance analysis findings. It is also interesting to note that the reduction algorithm generally takes 0.1% of the total time taken by the overall hybrid, despite the fact that it reduces the problem's size by 50%. Although the reduction algorithm halves the problem size, the overall time taken by the hybrid is more than half of that taken by the algorithm without reduction. This is due to the inherent non-linearity of Prim's algorithm.
Conclusions
We have shown how the prior knowledge of a tile's graph can help reduce the size of its MST problem by at least one half in linear time. In the best case the problem is completely solved. It would be interesting to learn the probability distribution of the size of reduction for a typical tile, and how this knowledge may further enhance the overall efficiency of the unwrapping algorithm.
It would be interesting to find out if further performance gains can be attained by the relaxation of the criterion of the identification of the unwrapping path from an "absolute minimum" to "minimal. If this was the case, it would be then possible to merely connect any disjoints in the path identified by the problem reduction algorithm, without the need to apply an additional minimum spanning tree algorithm. One could then consider the noise immunity vs. the computational cost achieved by such a partial approach, which ultimately leads to establishing a typical estimate for the computational performance cost vs. the noise immunity gain for a given application.
