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Abstract 
Risk is a central component in research investigating public attitudes 
towards unmanned aerial systems (aka drones). The mainstream 
literature discusses the importance of risk perception in forming public 
attitudes, but empirical assessment was rarely found. Additionally, 
research calls for studying the influence of perceived benefit and 
perceived control, to acquire a better understanding of existing aversion 
towards using the technology. Furthermore, despite valuable 
contribution, existing research lacks substantiality reflected in poor 
conceptualisation and descriptive findings.  
Accordingly, this research aims at developing and testing a conceptual 
model, based on multiple predictors of public attitudes towards using 
unmanned aerial systems. To achieve this, the influence of perceived 
risk, perceived benefit and perceived control, on public attitudes will be 
tested. Additionally, the research will consider testing the mediating 
effect of public attitudes.  
Due to the scant literature studying public attitudes towards using 
unmanned aerial systems, this research systematically reviews parallel 
literature and provides theoretical and empirical supports for the 
proposed concepts. The systematic review reveals that four concepts: 
perceived risk, perceived benefit, perceived control and intention to 
use; are widely investigated in research on public attitudes. It also 
uncovers two main theories supporting most research: risk theory and 
the theory of reasoned action. 
The research adopts a quantitative approach evident in a cross-
sectional survey design. Employing convenience sampling, data were 
collected from 224 participants coming from different educational and 
financial backgrounds, some of which had experience in flying drones. 
Based on literature recommendations, Partial Least Square Structured 
Equation Modelling, i.e. PLS-SEM, was proposed for conducting data 
analyses. Similarly, the research employs Smart-PLS 3, as the tool for 
analyses.  
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Findings show that statistical gains are obtained, and that perceived 
risk, perceived benefit and perceived control, are major influencers of 
attitudes towards using civil drones. In addition, results reveal that 
attitudes are mediators to the influence of the proposed beliefs on 
purchasing intention. Furthermore, results show that the proposed 
conceptual framework is adequate to predict attitudes towards using 
civil drones (R2~52%, Q2~30%). Finally, analyses revealed that the 
proposed constructs hold both high convergent and discriminant 
validity. 
The study concludes with a research summary and a discussion of 
results. It also outlines theoretical and practical research contributions. 
Theoretically, this research proposes a combination of concepts not 
found in existing technology acceptance theories. It also proposes a 
conceptual modification necessary for adequately studying public 
attitudes towards using drones. Practically, this study provides insights 
and recommendations useful for entrepreneurs, managers and 
regulators, who wish to acquire a deeper understanding of the drone 
market. Through customised advice, connected to research findings, 
the study provides highlights important to enhance public attitudes 
towards using, and marketability, of the technology. Finally, the study 
presents research limitations and proposes future research directions.  
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Chapter 1: Introduction 
1.1 Research Background 
The first use of drones was during the Great War of 1914-18 (Valavanis 
and Vachtsevanos 2015), but it is believed that the concept dates to 
the Chinese Ming Dynasty around 450 B.C., when they were used in 
religious rituals and in battlefield situations (Dalamagkidis et al. 2012).  
Over time, there have been numerous attempts to develop an 
unmanned aerial system (UAS) starting with Archytas of Tarentum 
(Valavanis 2007) and continuing through the work of famous inventors 
such as Hassan Al Rammah (Finn and Scheding 2010), Da Vinci 
(Dalamagkidis et al. 2012; Valavanis 2007), and Lomonosov (Valavanis 
2007).  
The thought of using UAS for civil purposes was initiated in the 1970s, 
when they were part of an experimental solar-powered aeroplane 
project (Valavanis 2007). Almost five decades later, aside from their 
famous use in military operations in the Middle East (Satia 2014), they 
are now employed in many civil applications including search and 
rescue (Lindemuth et al. 2011), conservation (Guiraud and Nachescu 
2012), disaster management (Murphy et al. 2008), tourism (Mirk and 
Hlavacs 2014), oil and gas (Bondur 2011) and several others. 
Nowadays, there is a substantial technological need for drones whose 
capabilities make them irreplaceable by alternative systems (LeMieux 
2014). Recent research has shown the need for employing UAS in 
three hundred applications (LeMieux 2014). Other research has laid 
detailed plans for using the technology in thirty entrepreneurial 
opportunities (LeMieux 2013).  
The drones industry has also been seen as offering opportunities for 
economic growth. The EU, for instance, predicts that this emerging 
sector will play a major role in achieving the region’s 2020 economic 
objectives (EU Business 2014). Several authors predict the sector will 
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generate large outcomes in terms of employment and revenue 
(Gibbens 2014; Guiraud and Nachescu 2012; Jenkins and Vasigh 
2013; Volovelsky 2014).  
A recent study supports these claims, predicting that the UAS industry 
will have huge economic impacts in the United States over the next ten 
years (Jenkins and Vasigh 2013). Statistical evidence broadly supports 
these views, showing a steep increase in sales pattern over recent 
years (Forbes 2015). Moreover, industrial movements, such as NASA’s 
UAS traffic management system and various innovative applications, 
also suggest that the future of UAS technology is likely to demonstrate 
economic gains (Aweiss et al. 2018). 
An analysis recently showed that the UAS industry lacks sufficient 
global competition, where highest rates of production and profitability 
are centred mostly in North America, supposedly creating low entry 
barriers (Global 2016). Other research proposes that several issues 
and social concerns associated with the technology actually raise entry 
barriers and discourage entrepreneurs and policymakers from adopting 
the technology (Chamata 2016).  
At the public level, however, the picture is brighter: citizens of many 
countries seem to have positive attitudes towards the technology, 
provided it is used in operations deemed beneficial for society [and the 
economy] (Bracken-Roche et al. 2014; Eyerman et al. 2013; Herron et 
al. 2014; Murray 2012). 
The technology is particularly notable for capabilities such as the 
capacity to fly over areas that are inaccessible to people or alternative 
technologies (Clarke 2014b). However, various technical and ethical 
issues are of concern to the public over the use of drones in national 
airspace. Several instances of UAS misuse and accidents have created 
a non-credible image of the technology among the public and civil 
authorities, often resulting in severe consequences [e.g. ban, delayed 
regulations]. The consequences for the economy, however are viewed 
as even more severe: some reports forecast billion dollar losses for 
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every year UAS technology is banned or delayed (Jenkins and Vasigh 
2013).  
1.2 Research Problem 
Despite the issues and concerns associated with drone technology, 
there are also important technological and economic potentials 
(LeMieux 2014, 2013). These are represented in multi-billion dollars in 
profit every year and the creation of hundred thousands of jobs (EU 
Business 2015; Jenkins and Vasigh 2013).  
However, recent industrial analysis reveals a huge gap in production 
(Global 2016) and modest drone sales compared to forecasts (Drone 
Life 2015; Forbes 2015). It is likely then that entrepreneurs are not 
encouraged to invest in drone business, for the reduced demand on the 
technology (Chamata 2016). 
This rhymes with numerous research claiming that people’s concerns 
towards the use of drones are leading to negative attitudes towards the 
technology (Bracken-Roche et al. 2014; Clarke 2014a; Clarke and 
Moses 2014; Eyerman et al. 2013; Murray 2012). Whereas, alternative 
research calls for exploring other factors, e.g. perceived benefit and 
perceived control, that motivate positive attitudes towards using drones 
(Cavoukian 2012; Clarke 2014c; Clothier et al. 2015; Macsween-
George 2003).  
In addition, the literature on drones whereas rich in topics on social 
concerns (Blyenburgh 2014; Boucher 2014; Cavoukian 2012; Clarke 
2014a; Clarke and Moses 2014), it lacks literature which studies public 
attitudes towards drones (Clothier et al. 2015; Macsween-George 2003; 
Tam 2011).  
The limited extant literature mainly lacks theoretical foundations and 
employs non-validated measures, which usually yields descriptive or, at 
best, basic inferential results. The focus of this type of research is on 
probing public opinion for a list of UAS applications based on large 
samples, e.g. n > 1000. A single article, based on risk theory, assesses 
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public attitudes in light of perceived risk (Clothier et al. 2015); which 
does not adequately represent drone literature calling for the 
investigation of further determinants (Cavoukian 2012; Clarke 2014c; 
Macsween-George 2003).  
From the above, we conclude that there is a need to develop and test a 
conceptual model for predicting public attitudes towards using drones. 
In addition, it was clear that risk theory alone does not fulfil current 
research needs. Therefore, the consideration of additional theory 
becomes mandatory, e.g. consumer behaviour theory. In the following 
sections, the researcher provides a breakdown of these needs into 
research objectives and questions. 
1.3 Research Aim and Objectives 
Based on the aforementioned, this research aims to aims at developing 
and evaluating a conceptual framework for predicting public attitudes 
towards using unmanned aerial systems. The following research 
objectives have been designed to accomplish this aim: 
RO1: to assess the influence of each of perceived benefit, perceived 
risk, and perceived control on public attitudes towards using drones.  
RO2: to assess the influence of public attitudes towards using drones 
on the intention to purchase.  
RO3: to assess the mediating effect of attitudes towards using drones 
on the relationship between each of the perceptions and purchasing 
intention. 
1.4 Research Questions 
The main research question is: which factors motivate the public to 
develop positive attitudes towards using drones? To attend to this 
question, we need to answer the following sub-questions:  
RQ1: What is the influence of each of perceived benefit, perceived risk, 
and perceived control on public attitudes towards using drones?  
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RQ2: What is the influence of public attitudes towards using drones on 
the intention to purchase?  
RQ3: What is the mediating effect of attitudes towards using drones on 
the relationship between each of the perceptions and purchasing 
intention? 
1.5 Research Methodology 
This research adopts a cross-sectional survey design, which relies on 
quantitative methods to accomplish research objectives. Based on 
observation of themes and patterns apparent in parallel research, the 
present author identifies concepts and relationships necessary to 
develop a conceptual model. This model is harmonious in a structural 
sense with existing behavioural models, such as the technology 
acceptance model. However, several conceptual modifications were 
undertaken. 
The focus of subsequent procedures was on developing and validating 
the constructs and measures that feature in the model. Churchill's 
(1979) procedures, widely adopted in marketing literature, were 
followed, updated with more recently published measurement 
procedures, such as Diamantopoulos and Siguaw (2006), Mackenzie et 
al. (2011), and Petter et al. (2007). Measurements were developed in 
four steps: defining constructs; eliciting item pools; pretesting for face 
validity; and finally, specifying formal scales.  
Measurement purification relied on iterations of data collection to 
achieve reliable indicators and constructs using Cronbach’s alpha, 
item-total correlations, and common factor analysis. Subsequently, 
PLS-SEM analysis was used to examine the model for predictive 
capacity, and the constructs for convergent and discriminant validity. 
Additionally, evaluating the performance of constructs enabled the 
identification of those needing managerial attention. The final stage 
included hypotheses testing, using path and mediation analyses, to 
achieve research objectives. Smart-PLS3 software was employed in 
analyses. 
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1.6 Research Scope  
This research is concerned with proposing a behavioural model for 
predicting public attitudes towards drones. It investigates public 
attitudes only, and addresses neither user nor management attitudes. 
As discussed later, this type of investigation necessitates several 
modifications in operational definitions as well as measures.  
The research extends existing behavioural theory in both conceptual 
and methodological terms. The extension concerns the adaptation of 
concepts to suit the investigation in a public context. Behavioural theory 
has been most widely used in organisational contexts, where user 
attitudes towards IS/IT were investigated. The second extension 
concerns the adaptation of measures previously used in research on 
alternative technologies. 
Whereas studies usually consider socio-demographic characteristics in 
research objectives [i.e. moderating effect], this research does not. 
Whilst this may be considered a limitation, the purpose was not to 
explore the extent of socio-demographic influences, which could be an 
objective of further research. This study is confined to establishing the 
structural model consisting of five main constructs: intention; attitudes; 
perceived benefit; perceived risk; and perceived control.  
One of the reasons for this decision was to preserve the model’s 
parsimony, limiting the number of parameters to avoid reducing the 
degrees of freedom and consequently compromising the model’s 
fitness estimates. A second reason was to stay focused on developing 
constructs, measures and hypotheses appropriate for proposing a new 
theory for UAS acceptance. Notwithstanding, the influence of socio-
demographics as control variables was included in the analysis, as a 
procedural tradition.  
It is important to note that the research concerns the factors influencing 
attitudes towards using aerial drones only. Ground and marine 
unmanned systems, other types of autonomous systems, are not 
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included. Marine unmanned systems are used in civil operations such 
as search and rescue and ground unmanned systems will, in the future, 
be employed in military operations. Therefore, the type of consumer or 
target respondents for such technologies (typically, experts and military 
personnel) are quite different from those pertinent to the exploration of 
public attitudes towards drones, and is likely to require different 
research methods.  
1.7 Research Significance 
This study is, as far as the author has been able to ascertain, the first to 
have comprehensively reviewed different types of literature on UAS 
and identified crucial gaps important for the advancement of research 
in this area. Relevant extant academic research is scarce and 
undeveloped, so the present study should facilitate future research and 
provide directions towards building the body of knowledge on UAS 
acceptance. One expected outcome of this research is to rejuvenate or 
accelerate research on public attitudes towards drones, hereafter on 
sound theoretical bases.  
The current research also provides the first model of acceptance 
specific to the context of drones. Prior research has not employed or 
developed any theory to support the investigation of public attitudes. At 
its best, it researched risk acceptance as an indicator of technology 
acceptance (Clothier et al. 2015), promoting a single influential factor. 
Therefore, the study provides a deeper understanding of UAS 
acceptance in light of current discussions in the literature.  
Providing this theoretical framework may yield more structured, and 
theoretically sound, future research. One, who reviews current UAS 
literature, may observe obvious superficiality and lack of structure, 
evident in weak review of the literature (Eyerman et al. 2013; 
Macsween-George 2003) and merely reporting descriptive results 
(Bracken-Roche et al. 2014; Herron et al. 2014).  
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Vaske (2008: 17) explains that ‘theory is important because it extends 
the generalisability of the findings; improves the rigor and confidence in 
the research; provides a structure for integrating and building upon 
previous findings; and moves beyond the endless, repetitive cycle of 
pure descriptive research. In short, theory-based research improves the 
integrity and credibility of an empirical study’. 
This research is also significant in the sense that it attempts to move 
away from the TAM paradigm. Observing the numerous extensions of 
TAM, since Davis (1986), one may conclude that no conceptual 
enhancement was done, but researchers were mostly stuck in 
extending external variables rather than core concepts (Bagozzi 2007).  
Bagozzi (2007: 244) describes the situation as follows: ‘TAM has 
seemingly seduced researchers into overlooking the fallacy of 
simplicity. That is, in favouring a simple model, researchers have 
overlooked essential determinants of decisions and action, and turned 
a blind eye to inherent limitations in TAM’. Same meaning is reflected in 
Hwang et al. (2015).  
Furthermore, Silva (2007) describes that the paradigmatic state of TAM 
has reached an extent where researchers use the instruments, data 
collection methods, and even the same analysis technique [e.g. CFA] 
across most studies.  
Additionally, the procedures followed in this study may be useful for 
future UAS research. This research is believed to be the first which 
adopts measurement development and validation procedures, among 
other UAS studies. This shall facilitate the work of future researchers 
and ensure more accurate and reliable results are obtained (Malhotra 
2012; Vaske 2008).  
The current research may also influence how entrepreneurs [new and 
existing] and policymakers perceive the technology. The research, for 
instance, provides background information [see Section 2.2] useful for 
entrepreneurs. New investors, especially who do not have enough 
knowledge of the technology, may benefit from understanding the 
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capabilities and issues associated with UAS and their influence on the 
society and on regulatory processes; consequently, on the rate of UAS 
adoption. Entrepreneurs, as well as policymakers, may also find it 
useful to consult the industrial analysis [see Section 2.2.3] explaining 
economic and technological potentials, and the status of UAS industry.  
Uniquely, the research provides an analysis of the UAS industry, never 
undertaken, identifying opportunities, barriers, potentials, and 
strengths. The analysis also provides information about profitability 
forecasts showing it is a multibillion-dollar industry that can greatly 
contribute to the economy. Such information would encourage further 
investment and may contribute to the development of more effective 
and flexible regulations, which are necessary for facilitating and 
accelerating the technology’s adoption.    
More importantly, the research draws attention towards the factors of 
most significance in promoting public attitudes towards UAS 
technology: risks, benefits, and controllability. These factors, as 
addressed herein, act as indicators of areas to which the relevant 
parties need to give attention.  
1.8 Construct Definitions 
Previous research guided the definition of constructs, which were 
adapted to suit the current context. Construct definition relied on 
concepts of OAR classification (Rossiter 2002) and specificity (Ajzen 
and Fishbein 1977), discussed later. Section 3.4.1 provides further 
elaboration about the sources of definitions described below: 
Intention to use is the person’s intent to purchase drones (Ajzen 1991; 
Davis 1986). 
Attitudes towards using is the person’s evaluation of the use of 
drones (Davis 1986). 
Perceived benefit is the person’s belief of benefits associated with the 
use of drones (Davis 1986; Davis et al. 1989,1992). 
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Perceived risk is the person’s belief of risks associated with the use of 
drones in national airspace (Lim 2003). 
Perceived control is the person’s belief of the degree of control they 
should have over the operation of drones in nearby airspace (Bandura 
and Wood 1989; Choi and Mattila 2008). 
1.9 Research Limitations 
The research is limited to studying the influence of core concepts on 
public attitudes towards drones, and ignores that of several external 
sociodemographic variables such as age, gender, education and 
knowledge. Theory suggests that the influence of external variables on 
the acceptance of technology is mediated by beliefs, implying that their 
separate study is not necessary (Davis 1986). However, the study of 
external variables can be useful in providing information that assists in 
developing marketing strategy.  
The research specifically addresses the adoption of UAS in a public 
setting, and does not investigate adoption at an organisational level. 
Thus, future research may investigate adoption at organisational level 
in light of the opinions of decision makers and potential users. 
Notwithstanding, several conceptual and methodological modifications 
may be needed. In that case, concepts such as risk, benefit and 
control, will require substantial adaptation.  
This research studies factors which influence public attitudes towards 
aerial systems, and disregards other types of autonomous systems. 
Ground autonomous systems are being heavily researched by the 
military for replacing manned battlefield tanks, whereas marine systems 
are usually used for deep-sea searches. It is noteworthy that 
researching the adoption of these systems require similar conceptual 
and procedural modifications to those of UAS organisational adoption. 
The research, instead of employing random sampling techniques 
necessary for generalising research results to population (Saunders et 
al. 2012), employed non-random sampling. Employing random 
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sampling would have necessitated travelling over different Malaysian 
states and cities to ensure appropriate representation of the population, 
which is impractical with regard to this study’s circumstances.  
Comparative research was an early aspiration of this research. Plans 
were to collect data from citizens of several ASEAN countries, but this 
element was halted when it became apparent that the costs involved 
would overshoot the budget available. Moreover, despite attempts to 
collaborate with researchers from respective countries, lack of 
knowledge about the topic made it impossible to achieve this and 
introduce a comparative perspective to the study.  
1.10 Thesis Organisation 
This section comprises a brief review of the chapters comprising this 
thesis, which consists of seven chapters.  
Chapter 1 is an introduction covering the research background, 
problem, objectives and methodology. It also highlights the research 
significance and limitations.  
Chapter 2 provides a background of the UAS technology concerning its 
history and socioeconomic status. In addition, it critically reviews 
existing literature on public attitudes towards UAS technology, as well 
as identifies research gaps.  
Chapter 3 systematically reviews literature on parallel fields and 
identifies themes employed in the initial development of the proposed 
model. It also discusses relevant behavioural and risk theories and 
provides conceptual validation and adaptation for the proposed model. 
The chapter also includes the development of research hypotheses. 
Chapter 4 constitutes the methodology employed in this research. It is 
divided into three parts: general methodology information [e.g. research 
strategy]; the methods used in developing and validating constructs; 
and the methods used in validating the AMUAS and testing 
hypotheses.  
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Chapter 5 presents research findings from the pilot study and main 
survey. The chapter covers measure purification, and construct 
validation. In addition, it provides an assessment of the model’s 
predictive capacity and fitness. The chapter concludes with hypotheses 
testing.   
Chapter 6 summarises the research and discusses research findings in 
light of existing research. In addition, it presents various implications 
and limitations, and provides recommendations for future research.  
Appendices are attached to the thesis, containing information that is 
relevant but supplementary to the main argument. 
1.11 Summary  
The chapter has established the foundations of the thesis by 
introducing the research background and problem statement, along 
with the research questions, aims and objectives. The chapter has also 
briefly presented the methodology employed to carry out the research. 
The research scope was detailed herein, covering topics related to 
delimitations of theory, technology and sampling. The chapter has 
discussed the various contributions of the research and concluded with 
a discussion of research limitations. 
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Chapter 2: Literature Review 
2.1 Introduction 
The previous chapter introduced the research problem addressed by 
this research, explaining the academic and practical needs for 
researching public attitudes towards drones. A brief exploration of the 
background served to identify the rationale for conducting this research, 
but this Chapter offers an in-depth background of UAS technology to 
contextualise the understanding of public attitudes and the theoretical 
and practical implications of this study.  
The chapter presents an explanation of the technology, which is 
necessary for understanding the social concerns and risks associated 
with the technology. Next, various societal concerns are presented with 
a consideration of how they might influence the adoption of drones. The 
chapter concludes with an industrial analysis to highlight the economic 
potentials of adopting the technology. 
In addition, the chapter presents an analysis and synthesis of the 
available UAS acceptance literature, attempting to identify the factors 
that motivate the public to accept the technology. This literature review 
represents a rather small amount of academic research that has 
specifically addressed public attitudes towards using drones. Several 
polls and industry reports were consulted to gain insights into public 
opinion because of the limited academic research undertaken on this 
aspect. 
2.2 Background of the Technology 
2.2.1 UAS Technology 
2.2.1.1 UAS Definition 
An unmanned aerial vehicle [UAV] is generally defined as an aircraft 
with no pilot on-board and which is able to fly autonomously or with the 
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assistance of a pilot on the ground or in another aircraft, and can be 
either expandable or recoverable (Duan and Li 2014).  
It is important to acknowledge that the field still incurs considerable 
ambiguity of definitions (Clarke and Moses 2014) and that terms such 
as drone, UAV and remotely piloted aircraft [RPA], are often used 
interchangeably (Fahlstrom and Gleason 2012). In an effort to resolve 
this ambiguity, recently the US Department of Defence and the British 
Civil Aviation Authority adopted the phrase Unmanned Aerial System 
“UAS” as a generic term (Colomina and Molina 2014). 
2.2.1.2 UAS Classification 
Generally, in the literature, UAS are classified in terms of size: micro, 
mini, and large; because this classification closely corresponds to 
technical aspects such as kinetic impact, payload, maintenance and 
operation. Micro [100 gm – 7 kg] and mini [20 – 150 kg] UAS (Clarke 
2014b) fly at low altitudes (below 300 metres) and can operate in urban 
areas and inside buildings; they are mostly used in civil and commercial 
applications (Cavoukian 2012). Large aircraft range anywhere from 100 
kg to the size of a conventional aircraft (Clarke 2014b) and are, except 
for NASA’s HALE, used in military operations (Cavoukian 2012).  
Alternatively, drones can be classified according to the way they are 
operated. As they are all unmanned, every drone may be termed UAS. 
In the past, the term ‘drone’ was applied to all drones if they were 
pilotless and controlled by radio frequency (Fahlstrom and Gleason 
2012). However, there is a strong consensus in the literature on not 
using this terminology, if only because drone usually refers to aircraft 
used in military operations, which is badly influencing public perception 
(Clothier et al. 2015). Other classifications are based on the purpose of 
operation, such as recreational and commercial (CASA 2016). 
2.2.1.3 The System 
Broadly, drones may be designed to be fixed wing or rotary aircrafts 
(Sebbane 2012). Another design is the lighter-than-air aircraft (LTAR), 
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popularly known as blimps (Sebbane 2012). The aircraft design 
depends on the mission on which it is to be used (Harriman and 
Muhlhausen 2013). For instance, a UAS used in crop dusting may differ 
from one used for law enforcement. These different types also differ in 
their mechanics, how they take off and land, their flight range and 
endurance (Fahlstrom and Gleason 2012). For a variety of aircraft 
designs, see Appendix A. 
 
 
 
 
 
 
 
 
Figure 2. 1: The Unmanned Aerial System – Barnhart (2011) 
 
A UAS, as depicted in Figure 2.1, consists of one or more drones, a 
command and control element, a payload, a communication link 
(Fahlstrom and Gleason 2012),  and a human element, or a pilot 
(Barnhart 2011). In the case of fixed-wing aircraft, the system is 
supplemented with launch and recovery equipment (Brungardt 2012) 
because the aircraft is unable to take off or land autonomously. The 
command and control element ranges from a ground control station 
(Fahlstrom and Gleason 2012) to a remote control or software installed 
on a computer or a mobile phone. Payloads come in the form of 
cameras, for day and night vision, sensors (Cai et al. 2011), and other 
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recent forms such as life jackets (Times 2015), couriers (DHL 2017), or 
a medical kit (Daily Mail 2014). 
The aircraft may be flown by a remote pilot, preferably a certified one, 
or may be pre-programmed over a certain path, i.e. mission planning 
(Koh and Wich 2012). UAS may fly in solitude or in formation. In a 
formation flight, multiple aircraft are flown and coordinated together 
through a mission plan (Ollero and Maza 2007). The formation flight 
approach provides a redundancy of solutions offering great fault 
tolerance and suppleness (Ollero and Maza 2007), which enhances 
group performance and makes it possible to attain complex 
applications (Cai et al. 2011). Additionally, formation flying assists in 
energy saving and battery recharge (Duan and Li 2014).  
2.2.1.4 UAS Advantages & Disadvantages 
Drones exhibit functional capabilities that offer several advantages. 
They are relatively cheap [starting from $50], easy to design (Clarke 
and Moses 2014), and can carry relatively heavy loads [5 kg] (Clarke 
2014b). Additionally, because of their small size, UAS can fly almost 
everywhere, specifically, where humans (Galliot 2012) or other 
transport, such as helicopters, cannot reach; and yet, remain 
undetected (Calo 2014). Thanks to the stabilising gimbal, they are also 
capable of capturing high resolution photos and videos from different 
angles (Clarke 2014b), even of obscured objects, such as inside a 
house,  when equipped with thermal cameras (Galliot 2012).  
Their capabilities allow them to be useful for several individual, 
commercial, and civil purposes. Most recently, various drones have 
been released specifically for recording recreational moments such as 
skiing and hiking (Hexo+ 2016; Lily 2016). They have been also used 
to monitor oil and gas infrastructures (Bondur 2011), to provide virtual 
tourism experiences (Mirk and Hlavacs 2014) and Internet connection 
to remote areas (LeMieux 2014), and for many other purposes [for an 
extensive list of applications, see LeMieux (2014)].  
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Moreover, they have been used in emergency response operations 
including search and rescue (Molina et al. 2012), disaster relief 
(Murphy et al. 2008), and as ambulance aircraft capable of giving 
instructions on how to rescue a person experiencing a critical health 
issue (CNET 2014). 
However, such aircraft and their applications are not without 
deficiencies. For instance, UAS are not equipped with failure or fall-
back systems1 (Clarke and Moses 2014). The design of drones also 
does not include sense-and-avoid functions necessary for avoiding 
collisions in national airspace2 (Elias 2012).  
Other shortcomings originate from the misuse of the technology. 
Hobbyists, for instance, are using UAS to spy on people in private 
spaces (Clarke 2014a). There have been instances of policemen 
breaking procedures and flying such aircraft for non-policing purposes 
(Clarke 2014a). Such misuses have significant socio-economic 
implications as will be discussed in the next sections. 
2.2.2 Societal Concerns 
2.2.2.1 Privacy Concerns 
The superb capabilities of drones, being misused, are causing public 
concern about privacy (EU Committee 2015). Their ability to record 
high resolution videos (EU Commission 2014) and to monitor 
(European RPAS Steering Group 2013), are often exploited. There 
have been cases of hobbyists spying on private spaces [for example 
recording sexual activity] or sensitive public occasions such as political 
or religious events (Clarke 2014a). In other instances, paparazzi have 
used UAS to chase celebrities for hot scoops (Galliot 2012). Famous 
                                                          
1 Recently, the Ehang 184, a flying UAS which transports humans, was equipped with the fall-
back technology which allows the aircraft to land safely in case of emergencies [e.g. power 
disruption]. 
2 There are suggestions for using the ADS-B technology which allows broadcasting precise 
aircraft location and path to air traffic controllers, however, the idea is not yet integrated into 
UAS designs (Elias, 2012). 
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incidents involved Kate Middleton and Paris Hilton, recorded half-naked 
during their respective vacations (Clarke 2014a). 
Cavoukian (2012) summarizes the issue in the dynamic way UAS 
collect data, which defines them as potentially very harmful monitoring 
tools. An opposing opinion is that these privacy concerns are 
exaggerated in the presence of other more intrusive technologies such 
as CCTV, mobile phones (Cavoukian 2012), and Google Street-View 
(Reuber 2014). Research supports the view that ‘for decades, public 
authorities throughout the world have made use of helicopters and 
manned aircraft, equipped with cameras, to carry out …. surveillance’ 
(Volovelsky 2014: 313). Such privacy concerns are expected to fade 
out as the public becomes more educated on the technology, some 
academics claim (Clothier 2013).     
But, what is it that worries people about UAS? Research shows people 
are concerned about personal data: the destiny of their data; the right 
to enjoy personal privacy; and, freedom of behaviour. The last point is 
particularly important, because compromising personal freedom has an 
undesirable impact on individuals’ innovative behaviours necessary for 
socio-economic growth (Clarke 2014a). People also have the right to 
keep private their location [e.g. whether in public, at home, or at the 
workplace], and their communications [e.g. email, mobile calls], which 
UAS are also capable of monitoring through the communication link 
(European RPAS Steering Group 2013). 
Cavoukian (2012) suggests that designing for privacy prior to 
manufacturing, in a proactive and preventive manner, can alleviate 
public privacy concerns. When privacy, as a component, is embedded 
in the UAS design, the aircraft will only watch over areas where 
surveillance is mandated and will not identify faces accurately. 
Additionally, videos will be destroyed at the end of the mission to 
ensure they are not misused. 
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2.2.2.2 Safety Concerns 
Technical shortcomings associated with UAS [e.g. absence of failure 
mode and sense-and-avoid functions] have evidently caused harm to 
people and property, imposing a threat to public safety whether 
intentionally or not (Clarke and Moses 2014; Elias 2012). Recently, a 
British toddler lost his eye after being accidentally hit by the propeller of 
a UAS: ‘Oscar’s [….] eye was sliced in half … and will require several 
operations before he can have a prosthetic eye fitted’ (BBC 2015). A 
UAS also injured an athlete when filming an Australian triathlon 
(Sydney Morning Herald 2014). Other incidents of UAS-CPA3 collisions 
have been reported in Britain (BBC 2011), the United States (Levin 
2015), and Afghanistan (Cenciotti 2013). 
Clarke and Moses (2014) argue that concerns about UAS operations 
are comparable to other technologies, such as manned aircraft, 
suggesting the real issue is about untrained pilots who are insufficiently 
skilled and lack knowledge of drone regulations. However, the high cost 
of investigating reckless piloting behaviours stands in the way of 
holding them accountable.  
Asaro (2013) proposes the concept of ethical design, which allows 
aircrafts to survive tough weather conditions or technical emergencies. 
In his view, UAS should not be designed to make decisions, which 
should be up to the pilot. Other research proposes the implementation 
of safety objectives including: identifying anticipated hazards; 
investigating pilots’ flight history (Clothier and Walker 2006); and 
assessing UAS technical capabilities against reliability measures, 
before flying into the airspace (Elias 2012). 
2.2.2.3 Security Concerns 
Drones, because they are cheap and easy to develop, become 
vulnerable to mischievous use (Clarke 2014c) and raise security 
concerns from civil authorities like law enforcement. Authorities are 
                                                          
3 Commercially-piloted aircraft 
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worried about the potential for drones to be used in criminal and 
terrorist acts, especially because they are difficult to detect or stop 
(Nicas 2015). Such concerns have been reiterated in recent years.  
In 2014, more than 30 UAS flew over different areas of a nuclear 
reactor in southern France for purposes that remain unclear. Oda 
Becker, a nuclear consultant, expressed concerns that these drones 
might be spying in preparation for an attack (DW 2014).  
In 2011, an American citizen was arrested for planning to launch an 
attack on the Pentagon and the U.S. Capitol using drones loaded with 
remotely-controlled explosives (Boston Globe 2012). The suspect had 
apparently also identified other sites in Washington D.C. for similar 
attacks (FBI 2012). Many other incidents may have taken place but not 
been reported. It is claimed that, since 2011, the authorities of the 
United States, Germany, Spain, and Egypt have thwarted at least six 
terrorist drone-attacks (Nicas 2015). 
Abbas (2013) refers to the role military drones play in encouraging 
terror attacks. Because of an unregulated drone strike in the Middle 
East, some are motivated for revenge and the public having more 
compassion with terrorists, he claims. Satia (2014: 17) discusses the 
psychosocial impact of drone strikes in the Middle East: ‘but the 
scandalous mistakes [….] cannot, so easily, be erased from public 
memory [of the Middle Eastern]’ … ‘[a strike hit] impoverished 
innocents scavenging for saleable metal fragments from the earlier 
bombardments’.   
2.2.2.4 Implications on the Adoption of UAS 
Social concerns may have serious implications for the adoption of 
drones. They have been, in many instances, banned access to national 
airspace, as in the United States (Culver 2014)4 and India (Director 
General of Civil Aviation 2014). Public violent reaction is also evident in 
                                                          
4 UAS were banned from U.S. national parks until July 2016 when the Federal Aviation 
Authority (FAA) regulated them.  
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the form of shooting (Fieldstadt 2015) or spoofing (Elias 2012) aircraft. 
According to a UVSI report, most countries are reluctant to regulate 
drones (Blyenburgh 2014a). Taken together, these factors influence the 
pace of production and adoption (Briglauer 2014; Nurdin et al. 2012) 
and allegedly incurring waste amounting to several billion dollars every 
year (Jenkins and Vasigh 2013).  
Chamata (2016) proposed a framework explaining that the control of 
the capabilities and shortcomings of UAS may reduce concerns of 
different societal groups, from the public to civil aviation authorities. 
Similarly, training pilots first on ethical and technical conduct before 
granting a license might lessen public concern. The author believes 
that bans on UAS and delays of regulation will disappear over time, 
reducing investment risks such as fear of job loss and deskilling, and 
leading to an increased rate of adoption. 
2.2.3 Industrial Status 
 
In this section, Porter’s Five Forces Model (Moreno-Izquierdo et al. 
2016; Porter 2008) is employed to discuss the factors that influence the 
industrial status of UAS. Additionally, the section presents forecasts of 
UAS profitability (EU Business 2014; Jenkins and Vasigh 2013). This 
information is an essential part of the background of UAS technology, 
complementing subsections presented below, and is important for the 
discussion of research findings and implications.  
Porter’s model has been widely used in strategic management 
literature to analyse industrial status because it provides a 
comprehensive view on different competitive aspects and challenges. 
The model postulates that five factors determine the power a business 
acquires in an industry: the potential for its products to be substituted 
by a competitor’s; the level of rivalry with existing businesses; the 
bargaining power of the supplier and the consumer; and the challenges 
a new business faces to enter the industry. The following sections 
explore these factors in relation to the UAS industry. 
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2.2.3.1 Competition from Substitutes  
 
Drones, as discussed earlier, have superb capabilities that allow them 
to deliver unique socio-economic value. These capabilities qualify them 
to be employed in hundreds of applications such as ambulancing 
(CNET 2014), providing Internet services to isolated areas, search and 
rescue, and other essential activities (LeMieux 2014, 2013). These 
aircraft, are relatively cheap, speedy, and demanding fewer personnel 
to conduct operations [i.e. virtually only a drone pilot], which can cut 
operational and overhead costs tremendously. 
  
For instance, to maintain high-tension cables, a regular helicopter 
typically surveys thousands of kilometres on a mission: at least four 
personnel are required, each paid a lump sum, and the operation takes 
a substantial amount of time. Substituting UAS will reduce the 
likelihood of injury, facilitate a rapid completion of the task, and require 
little or no staff preparation (Sebbane 2012).  
 
A UAS can reach an endangered person, suffering  cardiac arrest or 
trapped in a remote location, in a much shorter time than through 
conventional means (DailyMail 2014). Thus, one may claim that 
competition from substitute technologies, in terms of capabilities and 
usefulness, is relatively low. 
 
2.2.3.2 Rivalry between Established Competitors  
 
A global UAS production map shows a cross-continental imbalance in 
profitability, where North America alone generates $2.7 billion yearly 
and the rest of the world barely makes one third of this amount 
(Dalamagkidis et al. 2012). Similarly, Global (2016) shows an 
imbalance in the number of UAS producers worldwide. The European 
Union has the highest number of manufacturers, followed by Asia-
Pacific, then North America [see Figure 2.2]; after which there is a huge 
gap representing the producers of South America and Africa. 
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Figure 2. 2: UAS Producers Worldwide – Adapted from (Global 2016) 
 
We may conclude herein that there is a low level of rivalry worldwide; 
however, we cannot confirm the same at country level because of the 
absence of relevant information. It is believed there is no research 
discussing the factors yielding such low competition; however, 
Chamata (2016) proposed several socio-economic factors that 
influence an entrepreneurial decision to become involved in UAS 
business, which may reflect an aspect of the issue.  
 
Second, it is obvious that the number of manufacturers and the level of 
profitability are unrelated. North America has the highest profitability but 
comes third on the production map above. Therefore, it would be more 
relevant for businesses first to seek means of increasing demand rather 
than increasing competition. The current research contributes to this 
suggestion and proposes factors that motivate individuals towards 
purchasing drones.  
 
2.2.3.3 Bargaining Power of Buyers & Suppliers  
 
It is clear from the above that the assessment of bargaining power 
depends upon the perspective from which it is viewed. For instance, it 
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is logical to presume that at cross-continental and cross-country levels 
buyers will have more bargaining power. For instance, an EU resident 
may easily purchase their UAS from an Asian manufacturer at a lower 
price; and similarly, a user residing in China, may turn away from local 
manufacturers to purchase a reliable German product.  
 
On the other hand, on a country level, when only a small number of 
suppliers exist, suppliers may acquire more bargaining power. 
However, this assumption is invalid for a country such as the United 
States, which has a very large number of manufacturers (Global 2016). 
   
2.2.3.4 Entry Barriers  
 
One should not be deceived by the above analysis, and quickly 
conclude that entry barriers to the UAS industry are low. Other than 
competition, several factors play a role in defining the level of entry 
barriers. Recent research has suggested several factors act as barriers 
to investment in the drones business. The literature proposes that 
several issues and concerns associated with the adoption of UAS are 
leading to legal actions towards the technology, including bans and 
delays in establishing permissive regulatory frameworks (Boucher 
2014; Clarke 2014b; Elias 2012).  
 
These actions, in addition to investors’ concerns about job replacement 
and deskilling, are believed to be driving away investment (Chamata 
2016). Therefore, we conclude that competition alone cannot determine 
the entry barriers to the UAS industry, but, rather, that several socio-
economic determinants also exist.  
 
2.2.4 Profitability Forecasts 
 
To provide a bigger picture of the current industrial status, the author 
complements this analysis with existing economic reports, which 
forecast UAS profitability over the next few decades. He relies on these 
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reports to give a sense of the economic potential, because accurately 
predicting the economic potential of the UAS industry is beyond the 
scope of this PhD research. 
 
Observers expect the UAS industry to return huge sales revenues and 
to create hundreds of thousands of jobs. Some reports predict that the 
EU will benefit by €15 billion per year from the UAS industry, which will 
add some 150,000 jobs to manufacturing by 2050 (EU Business 2014). 
Similarly, industrial research forecasts $13.6 billion revenue and 70,000 
new jobs from UAS production in the United States by 2017 (Jenkins 
and Vasigh 2013).  
 
 
Figure 2. 3: Drone sales – Sources: Forbes (2015), Drone Life (2015) 
 
Industrial reports support these claims and show increasing sales of 
drones [see Figure 2.3]. Forbes (2015) reports that the sales of 
different suppliers have increased from 1,000 to 9,000 aircraft/month in 
less than a year. Similarly, other reports, comparing the sales of three 
different companies, show that, regardless the volume, the companies’ 
sales consistently increased between the years 2013 and 2015 (Drone 
Life 2015). 
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2.2.5 The Importance of Studying Attitudes towards Using UAS 
 
The aforementioned background of the technology is not in isolation 
from studying attitudes towards using drones. In fact, it is attitudes that 
make or break any of the discussed criteria. Attitudes are the principal 
motivator for the acceptance and possible adoption of any technology 
(Espada et al. 2015). 
 
The attainment of positive attitudes towards the technology means the 
emergence of several advantages in regards to the marketing of 
drones: 
 
For instance, it allows for a way more efficient use of civil drones, in a 
broader scope of operations. Whereas LeMieux (2014) proposes that 
drones may be used in more than three hundred applications, it is 
evident that their use is still prohibited or, at best, complicated in 
various individual and commercial applications (Clarke and Moses 
2014; Elias 2012). The fact that drones are sort of mostly used in 
sophisticated applications (Colomina and Molina 2014; Koh and Wich 
2012), limits its marketability and profitability. 
 
The study of attitudes also acts as an indicator for measuring the level 
of concerns about the use of drones. Whereas these concerns are 
soaring in several countries (Bracken-Roche et al. 2014; Clarke and 
Moses 2014; Clarke 2014a; Elias 2012; Eyerman et al. 2013), positive 
attitudes have shown a reduction in concerns and a wider scope of 
operations in countries such as Canada (Bracken-Roche et al. 2014) 
and Australia (CASA 2016; Clothier et al. 2015).  
 
Positive attitudes have their implications how the average person and 
the regulator perceive the technology, leading to more flexible, yet 
effective, regulations and increased sales of the systems. It is 
noteworthy that most European countries, for example, have not yet 
regulated the use of drones (Van Blyenburgh 2014); meaning that the 
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systems are not yet broadly sold in these countries. Not to forget, that 
other countries such as India (Director General of Civil Aviation 2014), 
and until recently the United States (AUVSI 2016), fully prohibited the 
use of drones in their national airspace.  
 
Attitudes towards the use of drones have their influence also on 
investment and, consequently, the economic movement in a country. 
As discussed in Section 2.2.3, there is reluctance from investors 
worldwide towards investing in drone business, evident in a huge gap 
in the number of manufacturers [and surely retailers] among continents 
(Global 2016). 
 
Attitudes play a major role in resolving this business complex, hence 
encouraging further investment; which implies lower entry barriers for 
new investors and increased market competition. Bad news for the 
buyers, yet beneficial for the investors, as they will have the upper hand 
bargaining power resulting in higher prices of the products, however 
also higher sales and profitability. 
 
Therefore, the study of attitudes is not only essential to obtain the 
opinion of public or users about the technology, but also for achieving 
the economic visions of nations and the industry (EU Business 2014), 
hoping to achieve billions of dollars yearly (Jenkins and Vasigh 2013). 
     
2.3 Public Attitudes towards using UAS 
 
Clothier et al. (2015) investigated Australian public risk attitudes 
towards UAS. Employing mixed methods research design, the authors 
used semi-structured and structured interviews, respectively. An 
introductory section informed respondents about UAS technology and 
included questions eliciting demographic information. The following 
sections included questions, both open and closed, about perceived 
risks and benefits. By means of one-way ANOVA between groups, 
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perceived risk and perceived benefit were found to be roughly of equal 
importance, suggesting that the public is still in the stage of 
consciousness raising (Yankelovic 1991).  
This study, found public perception of risk associated with UAS to be 
acceptable and low compared to commercially piloted aircraft, whilst 
the public perceived UAS as highly beneficial for society, but not for 
individuals or families. These results would predict higher use in 
commercial/civil applications than in recreation, as well as negative 
attitudes and reduced purchasing intention [among Australians] 
(Magnusson and Hursti 2002). Clothier et al. (2015), based on 
Fischhoff et al. (1978) and Otway and Von Winterfeldt (1982), were the 
first among UAS authors to suggest psychometric variables that 
influence perceptions, although they never included these in their 
analysis.  
Equally, the authors did not consider the influence of perceived risk and 
perceived benefit on consumers’ attitudes, as prominent technology 
acceptance literature does. Alternatively, they have considered the 
level of perceived risk alone as an indication of public attitudes, as risk 
theory suggests [see Section 3.5.3]. 
Vincenzi et al. (2013) emphasise the need to gauge public attitudes 
towards UAS covering various types and applications. These authors 
conducted a pilot study (n=223) to validate the research instrument, 
which was developed based on previous polls. The research instrument 
was subject to content adequacy validation, without proceeding with 
further construct validity processes. Using closed questions, 
respondents were required to answer enquiries of knowledge about 
and acceptance of UAS types and applications. Due to financial and 
time limitations, respondents were targeted over email [i.e. purposive 
sampling], and data were analysed using Survey Monkey software.  
The study found the American public was familiar with different 
applications but not with the various UAS types. As was found in 
various industry reports [presented below], applications perceived to be 
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useful to society, such as firefighting, weather monitoring and precision 
agriculture, were highly favoured. However, Vincenzi et al. (2013) did 
not supplement the research instrument. Additionally, the research 
relied on previous polls and ignored relevant academic research, e.g. 
(Macsween-George 2003). 
MacSween-George (2003) appears to be the first recorded author of 
research on public attitudes towards drones. She specifically 
addressed the use of UAS in the transportation of cargo and 
passengers. Her random sample (n=120) consisted of Boeing staff, 
institutional academics and citizens. Respondents were interviewed 
face-to-face and divided into two equal groups: informed and 
uninformed about civil drones, respectively; each responding to 
identical questions.  
Data analysed using contingency tables, showed that where an 
application is of high perceived risk [e.g. UAS passenger 
transportation], it is rejected irrespective of how informed or motivated 
[by incentives] the public is. By contrast, attitudes towards using UAS in 
cargo transportation were considerably better. The author attributed 
consistent rejection to lack of UAS knowledge among the U.S. public, 
recommending that the industry educate the public on the benefits 
associated with the technology to improve attitudes.  
Thanks to MacSween-George (2003), there are now ten research 
papers and reports that supplement this PhD research. Nevertheless, 
her research lacked substantiality on different levels [literature review, 
methods, theory] and addressed a very narrow scope of applications.   
Tam (2011), based on MacSween-George’s research, studied the 
influence of psycho-demographic variables [i.e. age, gender, 
knowledge] on participants’ (n=158) willingness to travel aboard drones 
[i.e. intention to use UAS].  A sample of professionals and academics 
answered surveys over email. Tam (2011) added a few questions to 
MacSween-George’s survey and employed correlations to interpret the 
data, but without identifying any significant relationships.  
  
30 
 
These results were consistent with those of MacSween-George in 
relation to the level of support for the technology. Respondents still 
rejected passenger transportation, but explained that the presence of a 
co-pilot on board [who is ready to manage emergencies] would address 
their concerns. Whilst such a change negates the concept of 
‘unmanned’ aircraft [i.e. no pilot on board], it is still an option to 
consider.  
Unlike Macsween-George (2003), Tam (2011) argued that the support 
for cargo transportation [63 per cent] is insufficient for the adoption of 
the technology. The author also criticised the measures used in UAS 
research and called for more complex research methods.  
2.3.1 Industrial Research 
 
Herron et al. (2014) assessed U.S. citizens’ perceptions of risk and 
benefit of UAS applications. Additionally, they proposed that trust [in 
governmental and private organizations] is a factor that influences 
public attitudes towards the technology. Participants from the Internet 
(n=1,364) were asked to classify (on an 11-point Likert scale) whether 
applications are risky or beneficial, and to rank organizations (on a ratio 
scale) from most to least trusted. Prior to the survey, they provided 
respondents with an introduction to the technology, addressing 
concerns, as well as technological and economic benefits.  
The public favoured applications that are beneficial to society, whereas 
otherwise UAS were not favoured. Additionally, respondents expressed 
trust in governmental organisations over private ones. Interestingly, the 
authors note that morality is an essential determinant of public opinion, 
meaning that unless the aircraft provide value and are used ethically, 
the technology will be rejected. In general, people are inclined to accept 
products whose values identify with their own, which in many cases 
compensates for lack of knowledge about a technology (Busch 2010).  
The work of Herron et al. (2014), like most UAS research, lacks 
theoretical substantiality; however useful notes extracted from the 
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respondents, suggesting: (1) the need to explore UAS benefits further; 
and (2) the trust that UAS can become a multi-billion-dollar industry. It 
is interesting to note that respondents’ suggestions matched the 
existing stream of research on UAS, showing they are relatively well 
informed about the technology.   
 
 
Figure 2. 4: Acceptance of UAS applications 
 
Simultaneously, Bracken-Roche et al. (2014) investigated [using 
multiphase mixed methods] the perceptions of Canadian citizens 
(n=3,045) and UAS industry leaders. In the first two phases, they 
investigated public awareness and perceptions of the technology, 
respectively. In the final phase, they aimed at triangulating results by 
interviewing UAS leaders after investigating public opinion.  
The authors did not provide information on their research methods, 
making it difficult to describe them in further detail. Canadian citizens 
generally showed little knowledge of UAS technology except for basic 
operations [i.e. aerial photography, mapping]. The authors refer such 
lack of awareness to the newness of the technology, also suggested by  
Clothier et al. (2015).  
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They also found low support for the use of UAS in civil and recreational 
activities, whereas high support was expressed for commercial 
applications. These findings are echoed in Smith (2014), who found 
that 63 per cent of American citizens (n=1,001) rejected the use of UAS 
in recreational applications [for a comparison of public opinions, see 
Figure 2.4].  
Interestingly, providing respondents with information about UAS led to 
a decrease in support, which suggests that participants lacking 
knowledge of UAS, relied on heuristic judgment in their evaluation 
(Busch 2010). Industry leaders attributed lower public support for some 
applications to scepticism resulting from lack of knowledge about UAS 
benefits, as well as to the media’s focus on military operations.  
2.3.2 Polls of Public Acceptance 
Some polls investigated public opinion on and attitudes towards UAS 
technology (Eyerman et al. 2013; Murray 2012),. Polls may not be of 
significant use, but this literature review includes them and attempts to 
draw conclusions from their results to supplement the scant literature 
based on academic research. Polls are a useful indicator of how people 
think about the technology, and what they expect from it. Moreover, this 
approach may assist in benchmarking public and official views on 
drones (Kreps 2014).  
Eyerman et al. (2013) investigated both support for, and knowledge of, 
UAS. Drawing on the work of Murray (2012), they probed the opinion of 
the U.S. public (n=2,119) as well as officials from the police department 
(n=119). The two groups exhibited, in common, a generally low level of 
awareness of UAS, and a prevalence of beneficial applications [the 
public supports commercial applications]. Murray's (2012) study 
produced similar results: a representative sample of the U.S. public 
(n=1,708) supported beneficial applications [of law enforcement], but 
had little knowledge of the technology. By contrast, a Brookings 
Institution’s poll (n=4,985) found a high level of awareness and support 
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for the use of UAS, provided privacy issues were properly addressed 
(Kreps 2014). 
 
Type Context Author(s) Aim Theory Methodology Results 
Research 
Public 
Clothier et 
al. (2015) 
Assess 
public 
acceptance 
Risk 
Theory 
Mixed 
methods 
Neutral 
attitudes 
Vincenzi et 
al. (2013) 
No 
Explicit 
Theory 
Quantitative 
methods 
Conditional 
acceptance 
Tam (2011) 
MacSween-
George 
(2003) 
Organizational 
Janssen 
(2015) Rogers' 
IDT 
Qualitative 
methods Zimmerman 
(2015) 
Report 
Public 
Bracken-
Roche et al. 
(2014) 
No 
Explicit 
Theory 
Mixed 
methods  
Herron et al. 
(2014) 
Quantitative 
methods  
Smith et al. 
(2014) 
Rejection 
Poll 
Eyerman et 
al. (2013) 
Conditional 
acceptance 
Murray 
(2012) 
Kreps 
(2014) 
 
Table 2. 1: Literature on UAS Acceptance 
 
2.4 Theoretical Gaps 
Numerous theories of technology acceptance were neglected in the 
literature on drones. Except for a very few studies, most have no 
explicit theoretical foundations. Therefore, the literature does not 
provide a very complete picture of the antecedents of public attitudes 
towards drones.  
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The descriptive nature of most studies explains the neglect of 
hypotheses testing. Most studies simply address the degree of 
acceptance of specific applications, including at best, a few 
psychometric variables, such as knowledge and trust, and comparing 
these across the sample.  
One exception is the study by Tam (2011) who employed correlational 
analysis to infer the influence of knowledge on attitudes. Similarly, one 
of very few studies (Clothier et al. 2015) that investigates public 
attitudes in terms of perceived risk, does not infer relationships, but 
assesses risk attitudes.  
In both cases above, the analytical methods have their roots in risk 
theory, which usually investigates perceived risk as an indicator of 
attitudes (Fischhoff et al., 1978; Jacoby and Kaplan, 1972; Slovic 1987; 
Slovic and Weber, 2002; Tan 1999) [a detailed explanation of risk 
theory is provided in Section 3.5.3]. Risk theory often features in 
investigations of technology acceptance, for example with nuclear 
energy, and has the following implications: 
- Risk acceptance [the outcome of risk-reduction behaviour], as an 
indicator of attitudes towards the technology, does not reflect 
advanced stages of acceptance such overt behaviour. Thus, 
following risk theory measures, once a risk is accepted, positive 
attitudes towards the technology are assumed; which the author 
reciprocates. One may accept the risks but not necessarily 
develop positive attitudes towards the technology or becomes 
motivated to use it. 
- The nomination of perceived risk as the sole determinant of 
attitudes gives the impression that a technology is risky rather 
than beneficial; which may not be the case for several 
technologies including drones. Moreover, considering perceived 
risk alone narrows down the scope before other determinants of 
public attitudes provided in the literature.  
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- Finally, risk research more often conceptualises risk dimensions 
(physical, social and psychological) and their interrelationships, 
rather than studying the impact of other variables on attitudes. 
This is evident in the UAS research that directly and indirectly 
employs risk theory. 
 
For the above reasons, the present author regards risk theory alone as 
inadequate to the task of developing a model to predict user motivation 
to use drones. Thus, in search of relevant theory, literature on parallel 
technologies will be explored [see Sections 3.2, 3.3].  
 
2.5 Methodological Gaps 
Whilst it is dangerous to proclaim a methodology unsuitable for a given 
study, it is possible to identify those methods that are likely to be more 
appropriate for a given study in a specific research context. Aiming to 
shift the paradigm of UAS research, the author attempts a comparison 
between its methods and those employed in mainstream behavioural 
research. 
Theoretical foundations invariably influence the choice of methods 
employed to conduct research (Vaske 2008). Studies that employed 
risk theory tended to rely on descriptive statistics and correlations in 
their analyses. Those that employed innovation diffusion theory, 
approached the research qualitatively, and used descriptive content 
analysis rather than theory testing. Simple correlation analysis evident 
in UAS research is usually reciprocated with regression analysis or 
structural equation modelling (see Aloysius et al. 2006; Venkatesh et al. 
2003; Venkatraman et al. 2006).  
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  UAS research 
Research on other 
technologies 
Theory Risk theory Behavioural theory 
Sampling Mostly random non-random 
Data Collection 
Mostly online 
surveys 
Face-to-face, surveys and 
experiments 
Research 
Instruments 
Not validated Validated 
Data Analysis 
Descriptive, 
correlational 
Regression, factor analysis 
 
Table 2. 2: A comparison of research methods across literature 
 
Sampling methods are to some extent alike, as both research streams 
employ non-random sampling techniques, despite the predominant use 
of random sampling in UAS research. However, it is noteworthy that 
sample sizes are much larger in UAS than in research on other 
technologies (see Bracken-Roche et al. 2014; Eyerman et al. 2013; 
Herron et al. 2014), which is possibly because UAS research aims to 
show findings that are representative, whereas other technology 
acceptance research is more concerned with modelling and theory 
testing.  
For the same reasons, data were collected differently in both UAS 
[online, email, phone and face-to-face] and behavioural [face-to-face, 
experimental] research cases (see Ajzen and Fishbein 1969, 1972, 
1980; Davis 1986, 1993; Venkatesh and Davis 2000). It is also noted 
that research instruments in behavioural research were theory-based 
and validated and included a reasonable number of questions, whereas 
UAS surveys were found to be too lengthy, non-validated and not 
linked to theory (see Clothier et al. 2015; Herron et al. 2014; 
MacSween-George 2003). 
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2.6 Summary 
This chapter has presented the socio-economic and technical 
backgrounds of UAS technology, showing that UAS are very capable 
systems that can be useful in hundreds of applications. The Chapter 
also presented evidence that UAS generate several concerns about 
privacy, security and safety, especially when associated with ethical 
misconduct and technical deficiencies, respectively. An industrial 
analysis, conducted by the author, has provided evidence of significant 
potential economic benefits of deploying the technology, but also 
highlighted an unbalanced rivalry and profit distribution due to delayed 
UAS adoption. Having provided this background, the chapter has 
paved the way for the reader better to comprehend various public 
attitudes towards UAS technology presented in the next chapter. 
 
Literature on public acceptance revealed positive attitudes towards 
drone technology specifically when applied in meaningful use. 
However, identified literature gaps show that most research apparently 
does not employ theory to investigate attitudes, apart from the relatively 
rare use of risk theory. Risk theory, by nature, promotes perceived risk 
as the sole determinant of public attitudes. Additionally, the review 
identified several methodological gaps, represented in unstructured 
research methods and invalidated research instruments. This resulted 
in either descriptive or (narrow) correlational research that investigates 
the influence of a few external variables.  
 
Based on this examination, it is evident that the extant UAS literature 
does not provide an explanation for what motivates individuals to use 
the technology, and consequently the search for a conceptual 
framework elsewhere is inevitable.  
 
Accordingly, the researcher, in the next Chapter, explores the literature 
for further theoretical support. He will investigate parallel literature on 
other controversial technologies in an attempt to identify concepts 
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usually used in researching public attitudes. He will also discuss 
relevant behavioural theory to support his thesis and develop research 
hypotheses. 
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 Chapter 3: Theory and Hypotheses 
Development  
3.1 Introduction 
The small amount of research examined in the previous Chapter has 
shown that the literature on UAS lacks significant theoretical, and 
consequently methodological, foundations.  The premise of this thesis 
is the need for a study to explore the antecedents and consequences 
of public attitudes from which to build a model relevant for the adoption 
of drones. To aid that endeavour, this Chapter undertakes a systematic 
review of the literature on genetically modified foods and nuclear 
energy to identify main concepts and relationships that predict public 
attitudes. 
The existing Technology Acceptance Model (TAM) was explored to 
assess whether it could be amenable to modification for developing a 
model capable of predicting public attitudes towards UAS. However, 
the TAM is more usually applied to, the use of technologies related to 
information systems in organizational settings, involving a set of 
concepts and variables that should not be taken for granted as relevant 
for the public context.  
Additionally, TAM does not consider risk factors that are so prominent 
in the literature on drones. Finally, in choosing to develop a new model, 
the author is responding to the enquiry of the literature for a change of 
paradigm in technology acceptance research (Bagozzi 2007; Silva 
2007). The paradigmatic status exhibited by TAM research shows that 
authors are failing to improve the concepts and modify the theory 
(Bagozzi 2007; Silva 2007). Hwang et al. (2015) confirm that most 
models have ignored the inclusion of new concepts into technology 
acceptance models. 
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Thus, to explore the parallel literature, the researcher conducted a 
systematic review assisted by PRISMA review protocol, usually 
including the definition of: information sources, search criteria, and 
study selection criteria (Liberati et al. 2009). The protocol is well 
supported and employed for studies of similar nature [e.g. Cameron et 
al. 2014; Khong et al. 2015; Pidgeon et al. 2015; Zhu et al. 2016].      
The acquisition of information relied on electronic databases of Curtin 
University, Web of Science, and Scopus. Nonetheless, after running 
trial searches, the researcher excluded Scopus for turning a large 
number of articles [e.g. 7,000+] mostly irrelevant to the search criteria 
described next. Additionally, the researcher sought help of other 
databases [e.g. Google Scholar, Wiley Online] when full-text articles 
were not available.  
Search criteria specified a period between years 2000 and 2017, and 
employed relevant keywords: public acceptance and public perception, 
which yielded similar results. Accordingly, the researcher decided to 
retain only ‘public acceptance’ for the remaining rounds of search. 
Search was limited to include keyword in title and to locate articles only. 
Results from Curtin University and Web of Science yielded 328 and 
180 peer-reviewed articles, respectively.  
Prior to download, the author screened articles for English Language 
and for relevance to the contexts of genetic modification and nuclear 
energy. Only articles which abided by these criteria were downloaded, 
resulting in n1=64 articles evenly divided. Duplicates were then 
eliminated, and only n2=53 articles qualified for study selection criteria. 
The author subsequently segregated articles based on research topic 
[e.g. GM or nuclear energy], then defined three criteria for selection: the 
study is supported by theory, proposes model(s), OR discusses 
concept(s). After ensuring at least one criterion was satisfied, an article 
was further scanned for hypotheses and measures. Measures were 
then scrutinised to identify whether they were validated.  
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Implementing study selection criteria resulted in the exclusion of 18 
articles, and the inclusion of n3=35 articles in the systematic review. 
The following sections [3.2, 3.3, 3.4] will present the outcome of this 
review, and consequently present necessary conceptualisation and 
hypotheses development [Sections 3.5.1, 3.5.2]. In the following 
sections, the author will present the review outcomes. 
3.2 Underpinning Theories and Research Frameworks 
This review identified 21 articles that relied on existing theories or 
frameworks. Theories and models each provided constructs usually 
employed to predict attitudes towards using a technology, but the 
individual theories varied significantly in the number of concepts used. 
Risk theory was employed in 13 studies. That was not surprising as the 
theory is prominent in investigating public attitudes, relying mainly on 
risk attitudes as a sole indicator (Bettman 1973; Fischhoff et al. 1978). 
Some of these studies considered the factors influencing perceptions 
(Costa-Font and Gil 2012; Siegrist 2000; Siegrist et al. 2008). Others 
studied the antecedents of attitudes (Chao-Jun et al. 2013; Costa-Font 
2013; Frewer et al. 2004; Jenkins-Smith et al. 2011; Liu et al. 2008; 
Siegrist et al. 2007; Tsujikawa et al. 2016; Veeman et al. 2005; 
Visschers and Siegrist 2013; Yang et al. 2013).  
Fishbein’s multi-attribute model, which formed the basis for the later 
developed theory of reasoned action, was employed in four studies 
focussing either on (1) extending the attitude model (Costa-Font and 
Gil 2009; Costa-Font et al. 2008), or (2) explaining public attitudes 
(Costa-Font and Gil 2012; Moon and Balasubramanian 2001). The 
theory’s nature, which considers attitudes to be the result of an 
undistinguished and unseparated sum of beliefs (Ajzen and Fishbein 
1969), offers a broad scope for investigating public attitudes. It 
considers several determinants rather than risk acceptance only. 
The discrete choice model was used in two studies which investigate 
public attitudes towards specific applications (Hossain et al. 2003) and 
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willingness to use a technology (Onyango and Schilling 2004).  The 
framework assumes that the consumer has to choose only between 
two options. For instance, a UAS or a helicopter; UAS application in 
business or civil operations; and so on. Unlike risk theory, these studies 
showed the discrete choice model to be flexible to integrating additional 
concepts or determinants of technology acceptance. 
The dual process theory proposes two paths of technology acceptance. 
The first path, deemed systematic, is that of highly motivated 
consumers who cognitively analyse the benefits associated with a 
technology and decide to accept/reject it. The second path is heuristic, 
and proposes that consumers with low motivation, to accept a product, 
are more likely to depend on expert opinion to make decision (Chaiken 
et al. 1989). This theory, usually employed in political science, was 
used in research by Huang et al. (2010), which studied several factors 
influencing public perception. 
Truelove and Greenberg (2013), exploring the influence of several 
beliefs on the willingness to accept technology, employed the 
behaviour change theory, which postulates that the cognitive 
assessment of a technology relies on a consciousness-raising process. 
The theory states that people at a pre-consciousness stage are usually 
unwilling to use a technology, whereas those who have reached 
consciousness consider using it in the future (Prochaska et al. 2008). 
Fishbein’s attitude model, aka theory of reasoned action, although it 
ranks second in frequency of use, the author regards as relevant to the 
purpose of this research because it provides a broader explanation of 
public attitudes. Nonetheless, a merger of risk theory with the attitude 
model would be beneficial because it provides bases for the risk 
component often addressed in UAS literature.  
Thus, this study considers the theory of reasoned action and risk theory 
as potential theoretical foundations. The rejection of alternative theories 
is on the basis that they are regarded as irrelevant to the context of this 
research. 
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3.3 Significant Concepts and Relationships  
Multiple theories and frameworks have been used in the various 
studies considered, along different categories of situational variables. 
From these, the author has prioritised core concepts to develop a 
model of UAS acceptance. Those concepts, which have been 
influential in establishing public attitudes towards the use of a 
technology, are perceived risk, perceived benefit and perceived control. 
 
Some 17 out of the 23 studies considered the influence of perceived 
risk and perceived benefit on attitudes. Additionally, in 3 studies (Costa-
Font and Gil 2009; Costa et al. 2008; Frewer et al. 2013), the mediating 
effect of attitudes, between perceived risk/benefit and intention, was 
hypothesised. One study considered the influence of perceived control, 
along with perceived risk/benefit, on attitudes (Magnusson and Hursti 
2002).   
 
Less frequently, perceived risk and perceived benefit were considered 
separately. For instance, the relationship between perceived risk and 
attitudes, as a dependent variable (Costa-Font 2013; Frewer et al. 
2004; Onyango et al. 2004), and as a mediator (Basaran et al. 2004; 
Sun et al. 2016), was studied. Whereas, the influence of perceived 
benefit on attitudes was studied once (Costa-Font and Gil 2012). 
Furthermore, several studies considered the influence of attitudes on 
the intention to use (Boccaletti and Moro 2000; Costa-Font and Gil 
2009; Siegrist 2008) 
 
3.4 The Acceptance Model of UAS 
From the above literature, we could conclude that perceived risk [PR], 
perceived benefit [PB], and perceived control [PC] are the basic 
antecedents of public attitudes towards using drones. Other research 
studied the direct influence of attitudes on the intention to use, whereas 
evidence suggested a mediating effect of attitudes towards using [ATT] 
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UAS on the intention to use [INT]. These relationships constitute the 
model proposed in this study, denoted as the Acceptance Model of 
UAS.  Figure 3.1 depicts the model in a schematic form. 
The extracted concepts and relationships correspond with topics 
discussed in the UAS literature. For instance, some authors have 
stressed the role of perceived risk (Clothier et al. 2015), perceived 
benefit and perceived control (Cavoukian 2012) in influencing public 
attitudes towards drones. Additionally, the willingness, or intention, to 
use UAS was addressed occasionally (MacSween-George 2003; Tam 
2011). Thus, the AMUAS is relevant to address drone acceptance from 
various facets.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3. 1: The AMUAS 
 
AMUAS is rooted in two theories: the theory of reasoned action (TRA) 
and risk theory. The theory of reasoned actions breaks down into the 
theory of planned behaviour (TPB) and the technology acceptance 
model (TAM). Thus, four theories comprise the theoretical background 
of the proposed AMUAS, detailed in this Chapter.  
 
Perceived 
Benefit 
Attitudes Intention Perceived 
Risk 
Perceived 
Control 
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The Chapter will present the theory of reasoned action in further detail, 
and highlight its extension to the theory of planned behaviour. Although 
the technology acceptance model is too derived from the theory of 
reasoned action, TAM is discussed more thoroughly to highlight its 
innovatory conceptual development. Finally, the Chapter considers risk 
theory, arguing that, alone, it is inadequate for predicting public 
attitudes, and does not sufficiently address existing UAS literature. 
 
3.4.1 Conceptualisation 
3.4.1.1 Intention 
In this research, the concept of Intention represents actual future 
behaviour of purchasing or using drones (Ajzen and Fishbein 1969; 
Hwang et al. 2015). Simply, because UAS are still not widely used, 
specifically on the public level, measuring actual use would require a 
purposive sample that would, by definition, result in substantial bias as 
a small subset of the population (Hair et al. 2014).  
A broad stream of research investigated intention as a proxy for actual 
use (Banerjee et al. 2011; Diethert et al. 2015; Kim et al. 2011). It 
should be noted that most technology acceptance research measures 
the intention to re-use the technology (Hwang et al. 2015), whereas this 
PhD research is concerned with first-use intention. Therefore, the 
literature supports the choice of intention as a proxy for, and predictor 
of actual use in this study.  
Intention is defined as an individual’s subjective estimation of the 
chance that they will use, or purchase, a system (Davis 1986). It should 
also indicate the level of mental and physical effort exerted by the 
person to perform the behaviour (Ajzen 1991). McDowell (2011) 
distinguishes between two concepts often confused in defining 
intention: intention in action, which is a time-consuming decision 
making process and necessitates volition to use; and intention for the 
future, which represents early stages based on estimation or instinctive 
feeling.  
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User acceptance research employing TAM usually employs the former, 
intention in action (McDowell 2011); whereas, intention for the future is 
more frequently used in the public acceptance research discussed 
earlier. The present study employs three levels of intention – 
estimation, effort, and volition - under one term, intent. A general 
definition that may cover such meanings: purchasing intention is the 
person’s intent to purchase a drone. 
 
3.4.1.2 Attitudes 
Davis et al. (1989) argue that the influence of attitudes diminishes when 
people are obliged to use a system [in organisations], because 
obligation forbids them from reporting their true. In contrast with this 
argument, the present model incorporates attitudes because, in the 
public context, people have no obligation to use drones.  
 
Attitudes are the result of a person’s evaluation of the use of a system 
or technology, according to the definition offered by Davis (1986). Early 
definitions place particular emphasis on describing attitudes as a 
person’s tendency to respond to an object favourably or unfavourably 
(Ajzen and Fishbein 1973). However, attitudes towards ‘using’ are more 
favoured, and are stronger predictors of system use because attitudes 
towards an ‘object’ usually fail to predict use (Ajzen and Fishbein 1969, 
1972). The present study therefore investigates attitudes towards 
using, defining this as the person’s evaluation of the use of drones. 
 
3.4.1.3 Perceived Benefit 
Perceived benefit, as it is most often described in risk literature, is the 
result of a trade-off process with perceived risk (Fischhoff et al. 1978; 
Otway and Von Winterfeldt 1982). In other words, it stems from risk 
reduction (Conchar et al. 2004; Slovic 1987). However, in the AMUAS,  
perceived benefit is considered as a separate and independent 
construct (Fischhoff et al. 1978; Otway and Von Winterfeldt 1982), 
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which does not rely on risk reduction, and which measures a different 
set of criteria.  
This choice is justified on two grounds. First, there is an increasing 
amount of research discussing benefits of the use of UAS (Bracken-
Roche et al. 2014; Cavoukian 2012; Clarke 2014a, 2014b; Gibbens 
2014; LeMieux 2014; Molina et al. 2012). Second, a single focus on 
perceived risk lacks flexibility and undermines industrial and academic 
innovation (Borbone 2009). This position aligns with that of Davis 
(1986), who suggests individuals assess the benefits of a system, 
rather than taking them as implied.  
Additionally, only utilitarian benefits, based on judging the outcomes 
(Chaabane and Volle 2010), are considered here because they reflect 
the socio-economic benefits discussed in the UAS literature (Jenkins 
and Vasigh 2013; Sebbane 2012). Other types such as hedonic 
[experiential] and symbolic [intangible] benefits (Chaabane and Volle 
2010) are not relevant at this early stage of UAS adoption, because of 
the low level of knowledge about, and experience with, the systems. 
Perceived benefit is defined as an instrumental belief based on the 
cognitive realisation of a system’s benefits (Venkatesh and Bala 2008); 
and, as the person’s expectations of the benefits associated with a 
system (Davis 1986; Davis et al. 1989, 1992). Brown (2005) defines it 
as an evaluation of potential benefits associated with engaging in a 
behaviour [i.e. system purchase].  
Brown’s view assumes ‘engaging’ with the system, which implies 
trialability (or experience) and knowledge. Hence, it is a post-hoc 
evaluation of the product, which defies the context of the present study. 
The definition by Venkatesh and Bala (2008), which assumes ‘cognitive 
realisation’, is similarly discarded because the present study does not 
assume sufficient knowledge to allow a cognitive assessment.  Rather, 
the present study adopts the views of Davis (1986), where perceived 
benefit is defined as the person’s belief of benefits associated with the 
use of drones. 
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3.4.1.4 Perceived Risk 
Risk research introduces six components of risk: financial, social, 
functional, physical, psychological (Jacoby and Kaplan 1972), and time 
(Roselius 1971). Literature on drones discusses several sources of 
risks associated with the technology, which are related to privacy, 
safety and security (Clarke 2014b; Elias 2012) and which are similarly 
introduced in risk theory research (Lim 2003). Thus, the risks 
associated with the use of UAS are mainly physical [safety and 
security] and psychological [privacy].  
Perceived risk is viewed as arising from unanticipated, uncertain and 
unpleasant events resulting from a purchase (Dholakia 2001). 
According to Lim (2003: 219), ‘perceived risk in marketing is the nature 
and amount of risk perceived by a consumer in contemplating a 
particular purchase action’. The researcher finds this definition suitable 
for the UAS public context because it generalises the nature and 
amount of risk, making it adaptable to any context. The present study 
therefore defines perceived risk as the person’s belief of risks 
associated with the use of drones in national airspace.  
3.4.1.5 Perceived Control 
The concept of perceived control over use [i.e. self-efficacy] was 
introduced by Bandura (1978) and employed by several authors (Ajzen 
1991; Davis 1986; Kim et al. 2016; Lorig et al. 1989). Davis (1986: 26) 
defines perceived control [or perceived ease of use, as he terms it], as 
‘the degree to which an individual believes that using a system would 
be free of physical and mental effort’. Ajzen (1991: 188), however, 
views this as ‘the perceived ease or difficulty of performing an act 
considering the influences of experience and obstacles’, as well as 
available opportunities and resources (Schifter and Ajzen 1985).  
Some authors have argued that the concept, as defined above, reflects 
self-efficacy rather than a person’s control over an event (Bandura and 
Wood 1989; Choi and Mattila 2008; Graham and Doubleday 1984; 
Rhodes and Courneya 2003). Other authors claim that the self-efficacy 
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view is deficient because it somehow measures attitudes rather than 
perceived control (Leach et al. 2001). The views of Leach et al. (2001) 
were echoed in several studies including Rapee et al. (1996) and 
Shrestha and Burns (2016).  
The author of this thesis believes this school of thought is more 
relevant for the public context because it rhymes with the existing UAS 
literature expressing the need of people to control UAS flight near 
private spaces, and does not assess a person’s level of confidence in 
using them (Cavoukian 2012; Clothier et al. 2015; Herron et al. 2014). 
However, it is important to mention that this school of thought did not 
receive appropriate attention in the literature (Hwang et al. 2015).  
To address this limitation, the present author consulted a further set of 
studies where perceived control played an explicit role. Perceived 
control is defined as the person’s autonomy on the occurrence of an 
event (Graham and Doubleday 1984). In other words, it is the person’s 
belief of exercising personal control (Bandura and Wood 1989) to 
[allow] or prevent the occurrence of an event (Choi and Mattila 2008). 
In this thesis, the definition adopted of perceived control is the person’s 
belief of the degree of control they should have over the operation of 
drones in nearby airspace. That is because the technology is not widely 
adopted yet, and is not regulated in most countries (van Blyenburgh 
2014). Hence, it is more appropriate to enquire the respondents about 
their belief of what they should demand. 
3.4.2 Research Hypotheses 
3.4.2.1 Antecedents of Attitudes  
Davis (1986) appears to have been the first to introduce the influence 
of separate beliefs in his doctoral research. The concept, no doubt, 
revolutionised the way behavioural research is conducted. Beforehand, 
beliefs were considered a summation that form attitudes [see Ajzen and 
Fishbein 1969 – 1977], however, this approach continues to be used in 
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research which adopts TRA [see Aleassa et al. 2011; Diethert et al. 
2015; Doane et al. 2014; Lee and Lehto 2013; Mishra et al. 2014]. 
 
Research up to the present has not addressed, per se, factors that 
influence attitudes towards drones.  Rather, most studies imply that 
people tend to accept applications deemed useful to the society, and 
reject those that are not useful (Bracken-Roche et al. 2014; Eyerman et 
al. 2013; Murray 2012) or risky (MacSween-George 2003).  
 
Other studies claim that studying perceptions, as antecedents of 
attitudes, is essential for the expansion of any technology or industry 
(Frewer et al. 2004). When an industry neglects public perceptions 
about, and attitudes towards, its products or services, it unknowingly 
endangers its survival (Frewer et al. 2013), and will eventually diminish 
over time (Truelove and Greenberg 2013). 
 
Frewer et al. (2004) argue that judging beliefs about a technology 
based on pre-determined attitudes is more likely to result in biased 
perceptions. This means that a person who already accepts or rejects a 
technology without having cognitive bases for so doing, is more likely to 
have extreme beliefs.  
 
In support of this view, Bredahl (2001) suggests that prior attitudes 
towards a technology define both levels of perceived risk and benefit. 
Frewer et al. (2004) further suggest that an objective assessment of 
beliefs prior to judgment will result in much lower bias. Tsujikawa et al. 
(2016) who employed both approaches, demonstrated bias as 
predicted. 
 
Risk theory proposes that perceived risk is the sole determinant of 
public attitudes (Bauer 1960, 1967; Bettman 1973; Costa-Font 2013; 
Chin and Lin 2016; Fischhoff et al. 1978). Perceived risk, on most 
occasions, was found to have a significant negative influence on 
attitudes (Bearth and Siegrist 2016; Costa-Font 2013; Costa-Font and 
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Gil 2009; Chin and Lin 2016; Hew and Kadir 2016; Magnusson and 
Hursti 2002; Muringai and Goddard 2016). Other researchers pointed 
at a weak influence of perceived risk on attitudes (Onyango et al. 
2004).  
Costa-Font (2013) attempted to understand how risk perceptions and 
ambiguity of information influence attitudes towards different 
technologies. Findings from the study showed that risk perceptions 
have not considerably varied across technologies. Despite being 
affected by information ambiguity, attitudes were mainly explained by 
individual risk perceptions. 
Another study aimed to describe consumer attitudes towards 
nanotechnology, based on a European opinion (Rollin 2011). The study 
considered several determinants of attitudes including risk perceptions, 
trust and knowledge. Findings showed that people exhibit moderate 
risk aversion, but still considered the technology morally acceptable, 
especially in packaging. In other words, risk perceptions had a 
moderately significant influence on public attitudes towards using 
nanotechnology. 
Differently, TAM and TPB propose that both perceived benefit and 
perceived control influence attitudes towards using a technology (Abu-
Dalbouh 2013; Jönsson et al. 2012; Kim et al. 2016; Sun et al. 2013; 
Wallace and Sheetz 2014; Yen-Tsang et al. 2012). These theories had  
strong empirical support showing that: perceived benefit and perceived 
control have a significant positive influence on attitudes (Ayeh et al. 
2013; Gefen et al. 2003; Kim and Woo 2016; Shrestha and Burns 
2016; Svendsen et al. 2011; Tsujikawa et al. 2016; Visschers and 
Siegrist 2013; Yang et al. 2013; Zhao et al. 2016; Zogheib et al. 2015). 
Motivated by enriching the lives of the elderly, Wang and Sun (2016) 
investigated their gameplay attitudes. Using TAM, the authors 
examined the influence of potential determinants including perceived 
benefit, perceived control and social interaction. Results revealed 
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statistical significance of hypotheses however, perceived benefit had a 
stronger influence.  
Employing TPB, Shrestha and Burns (2016) aimed to predict hunting 
behaviours. Research hypotheses included the influence of perceived 
control, fear and distance. Results, based on SEM analysis, showed 
that perceived control is a significant predictor of hunters’ attitudes, and 
a relatively smaller influence of the other variables. Recommendations 
were made for using measures that are more comprehensive. 
Based on the aforementioned, the following hypotheses are proposed: 
H1: Perceived risk will have a significant influence on attitudes towards 
using UAS in national airspace. 
H2: Perceived benefit will have a significant influence on attitudes towards 
using UAS in national airspace. 
H3: Perceived control will have a significant influence on attitudes 
towards using UAS in national airspace. 
3.4.2.2 Consequences of Attitudes  
 
Attitudes towards using a technology are essential indicators of the 
consumers’ intention to use or purchase a product (Costa-Font et al. 
2008; Frewer et al. 2013). At a farther end, attitudes are considered the 
only determinants of purchasing intention (Bredahl 2001). 
 
TRA proposes a significant influence of attitudes towards using on 
behavioural intention to purchase (Kim et al. 2016; Sun et al. 2013; 
Wallace and Sheetz 2014). Empirical findings echoed this proposal and 
showed, in various occasions, that attitudes towards using a technology 
had a significant positive impact on the intention to purchase (Ayeh et 
al. 2013; Costa-Font et al. 2009; Diethert et al. 2015; Doane et al. 
2016; Espada et al. 2015; Mishra et al. 2014; Yamoah et al. 2016). 
Some research contrasted these findings, showing no influence of 
attitudes on the intention to purchase  (Ma et al. 2016). 
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Aiming for better understanding of behavioural processes, Costa-Font 
and Gil (2009) studied purchasing intention as consequence of 
attitudes towards using genetic modification. In their study, they have 
employed structured equation modelling to conceptualise food decision 
making in three Mediterranean countries: Italy, Greece and Spain. They 
have found a strong significant influence of attitudes towards using the 
technology on consumers’ decision-making. The study has also shown 
that trust in science and in public authorities are influential factors. 
 
Espada et al. (2015) tested the theory of reasoned action in predicting 
driving behaviours of Spanish youth when under the influence of 
alcohol. Some five hundred students, aged between 17 and 26 years 
old, participated in the study. Findings confirmed the TRA’s predictive 
validity, and revealed that Spanish youngsters perceive less risk 
associated with driving under alcohol influence. Furthermore, the 
research reported a significant influence of youth’s attitudes on their 
intention to drive under the influence of alcohol. The authors claim that 
this study can help in designing prevention programmes. 
 
Doane et al. (2014) employed TRA to explain cyber-bulling behaviours 
among 375 college students. Nevertheless, the authors extended TRA 
to include the influence of empathy towards cyber-bulling victims. 
Types of cyber-bullying studied included: unwanted contact, public 
humiliation, malice and deception. Results showed that positive 
attitudes towards cyber-bulling predicted higher bullying intentions and 
that TRA is a valid framework for studying similar cases. In addition, the 
authors concluded that empathy is a significant determinant of potential 
cyber-bulling behaviours. 
 
Based on these results, the following hypothesis is as follows: 
 
H4: Attitudes towards using UAS in national airspace will have a 
significant influence on the intention to purchase. 
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3.4.2.3 The Mediating Effect of Attitudes 
 
TAM also postulates that attitudes towards using technology mediate 
the relationships between beliefs and the intention to purchase 
(Bondori et al. 2018; Davis 1986; Han et al. 2018). Empirical research 
points towards a significant mediating role of attitudes between this 
study’s proposed perceptions and intention (Alt 2018; Ayeh et al. 2013; 
Bondori et al. 2018; Costa-Font et al. 2008; Costa-Font and Gil 2009; 
Han et al. 2018; Intravia et al. 2018; Rahman et al. 2018). 
 
Aiming to design a program for the reduction of pesticides hazards, 
Bondori et al. (2018) provide an explanation of farmers’ behaviours in 
using personal protection. Employing TAM, the authors the direct and 
mediated roles of attitudes towards using protection. Based on the 
participation of four hundred farmers, findings revealed that attitudes 
had a significant mediating effect on the relationship between farmers’ 
perceptions of pesticides and the intention to use protection. In 
addition, attitudes showed to be the most influential factor 
hypothesised. 
 
On the other hand, Han et al. (2018) employed structured equation 
modelling to assess the influence of tourists’ attitudes and 
environmental awareness on their waste reduction intentions. Based on 
structured equation modelling, the study revealed that both tourists’ 
attitudes and environmental awareness had a significant influence on 
their intention to reduce waste. Furthermore, attitudes had a mediating 
role in determining the influence of farmers’ beliefs on their waste 
reduction intention.  
 
The mediating role of attitudes was further studied to assess the 
influence on teachers’ classroom practices (Alt 2018). The author 
considered the participation of 127 primary school science teachers. 
Findings pointed at a mediating role of attitudes on the intention of 
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teachers to employ innovative teaching methods in class. Attitudes 
significantly mediated the influence of teachers’ perceptions of the 
usefulness on new methods. In addition, the study revealed a positive 
influence of attitudes on teachers’ intention. 
 
Based on these results, a series of further hypotheses can be 
formulated: 
 
H5: Attitudes towards using UAS in national airspace will mediate the 
relationship between perceived benefit and purchasing intention. 
 
H6: Attitudes towards using UAS in national airspace will mediate the 
relationship between perceived risk and purchasing intention. 
 
H7: Attitudes towards using UAS in national airspace will mediate the 
relationship between perceived control and purchasing intention. 
 
3.4.2.4 The Situational Variables 
The suggestion of situational [external] variables is prevalent in much of 
the research public attitudes. The systematic review revealed a broad 
scope of variables that apparently influence public perception: including 
psycho-social, demographic and economic variables. The influence of 
control variables such as gender, age, education and income, was 
often considered (Chao-jun et al. 2013; Costa-Font and Gil 2012; 
Hossain et al. 2002; Jenkins-Smith et al. 2011; Kim et al. 2013; 
Onyango et al. 2004; Rollin et al. 2011; Truelove and Greenberg 2013). 
Other studies considered the influence of experience with a technology  
on beliefs (Costa-Font et al. 2008; Costa-Font and Gil 2009, 2012; 
Hossain et al. 2002; Hossain et al. 2003; Huang et al. 2010; Lucht 
2015; Magnusson and Hursti 2002; Moon and Balasubramanian 2001; 
Rollin et al. 2011; Siegrist 2000; Siegrist et al. 2007; Siegrist 2008; 
Truelove and Greenberg 2013; Visschers and Siegrist 2013; Yang et al. 
2013).  
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The above evidence provides theoretical support for including 
situational variables as control variables in data analysis (Atinc et al. 
2012; Becker 2005; Becker et al. 2016). Accordingly, this research will 
include the influence of age, gender, and experience with drones, 
education and income; as control variables, because they were not 
included in neither research objectives nor hypotheses (Spector and 
Brannick 2011).  
3.4.3 Theoretical Foundations  
 
3.4.3.1 The Theory of Reasoned Action 
 
Based on Dulany’s decision theory (1968) and Fishbein’s theory of 
propositional control (1967), Ajzen and Fishbein (1969) began a series 
of studies aimed at predicting behaviours (B) through identifying 
behavioural intentions (BI), which act as a mediating variable and 
accounts for most of the variance in behaviours. ‘Thus, according to the 
theory, if one can predict BI, one also can predict B with only a slight 
attenuation’ (p. 401).  
A major justification for developing the theory of reasoned action (TRA) 
was the fact that previous research had failed to measure a relationship 
between attitudes and overt behaviours. These measures of attitude 
were incapable of predicting behaviours accurately, necessitating 
alternative attitudinal measures. The authors also acknowledged 
attitude as one of the factors determining behaviour.  
Unlike traditional notions of attitudes, Ajzen and Fishbein (1969) 
considered attitudes in relation to performing an action or behaviour 
(Aact) in a given situation with respect to a given object, rather than 
simply the attitudes of a person towards that object (Ao).  They argued 
that Ao-B correlations, under certain conditions, exist through the 
influence of Ao on A-act and the normative components as predictors of 
behavioural intentions. Thus, the authors proposed Aact as the sum of 
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beliefs about performing a given behaviour (Bi) times the evaluation of 
this behaviour (ai):  
 
𝐴𝑎𝑐𝑡 =  ∑ 𝑎𝑖 ∗ 𝐵𝑖
𝑛
𝑖
 
Equation 3. 1: Attitudes towards acting - Ajzen and Fishbein (1969) 
 
In building their views of attitudes, Ajzen and Fishbein (1969) took 
inspiration from decision theory, which simulates attitudes towards an 
act with the concept of subjective expected utility (see Section 3.4.3.4). 
The subjective average utility is a function of the subjective probability 
(e.g. belief) that a certain behaviour will occur (SPi) multiplied by the 
respective subjective evaluation of this behaviour (Ui):  
 
𝑆𝐸𝑈 =  ∑ 𝑆𝑃𝑖 ∗ 𝑈𝑖
𝑛
𝑖
 
Equation 3. 2: Subjective Utility - Ajzen and Fishbein (1969) 
 
Based on the above arguments, the authors proposed that behavioural 
intentions are a function of both the attitudes towards an act in a 
situation and of certain normative components. These normative 
components include the person’s beliefs about their own action in a 
situation, i.e. personal normative beliefs (NBp), as well as about what 
others expect them to do (NBs), i.e., social normative beliefs. Figure 3.2 
below depicts these relationships. 
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Figure 3. 2:  TRA Model - Ajzen and Fishbein (1970)    
 
Ajzen and Fishbein (1969) also addressed the role of situational 
(external) variables in influencing behavioural intentions, but offered no 
hypotheses in this respect in that study, arguing that ‘any additional 
variable is held to influence BI if, and only if, it affects one or more of 
the model’s predictors’. Thus, any variables considered exogenous to 
the core constructs of the theory of reasoned action will have an impact 
on behavioural intentions only through the influence of Aact, NBp and 
NBs.  
Ajzen and Fishbein (1970) validated several theoretical modifications 
based on experimental work. Their 1970 study excluded a person’s 
normative beliefs (NBp) because these often served as alternative 
measures of BI. Additionally, they omitted motivation to comply (Mcs) 
because of measurement difficulties and because it had little 
correlational influence, considering only the influence of Aact and NBs.  
This study concluded that high correlations existed between 
behavioural intentions and overt behaviour, which in turn had shown 
evidence of strong influence of NBs and Aact on BI. However, the 
relative importance of the predictors varied with respect to behaviour, 
and behavioural intention was the only mediator between the model’s 
predictors and overt behaviour.  
There was still some question about the nature of normative 
components, and in later work Ajzen and Fishbein (1972) identified 
further details about its possible origins. They considered normative 
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beliefs, at least partially, as a function of the attitude of relevant others 
towards a behaviour under examination, denoted as Aact-o.  
The authors also proposed that manipulating the subjective probability 
(expectations) of both the person (SP) and the relevant other (SPo), 
would yield changes in Aact, NBs and Aact-o respectively; whereas 
changes in Aact and NBs were expected to influence behavioural 
intentions more often through their relative weights (wo, w1).  
The study attributed much of the variation in normative beliefs to Aact-o, 
suggesting that some of the knowledge about Aact can reveal further 
information about normative beliefs. Additionally, manipulations of SP 
and SPo led to significant changes in Aact, NB and Aact-o successively. 
Moreover, Aact and NB accounted for the variation in behavioural 
intention, with Aact having much more weight. 
A critical literature review by Ajzen and Fishbein (1973) suggested that 
the traditional measure of attitude towards an object/person, or any 
external variable, is only related to overt behaviour to the degree that it 
influences either the attitudinal or the normative component. High 
correlations mostly existed between the model’s predictors and 
behavioural intentions, and between behavioural intentions and overt 
behaviours, regardless of the tested behaviour.  
The authors attributed stronger BI-B associations to the availability of 
more specific and detailed measures of behavioural intentions.  Longer 
time gaps between measuring intentions and actual behaviour would 
also reduce the likelihood of correlation. Interestingly, they proposed 
that BI-B relations might be undermined, if a person does not have a 
certain degree of volitional control on overt behaviour. This notion was 
further developed later to establish the theory of planned behaviour 
Ajzen (1991).  
Ajzen and Fishbein (1977) provided important assumptions with 
respect to the measurement of attitudinal and behavioural entities, 
proposing that self-reported measures of behaviours or attitudes are 
only acceptable when it is hard or impossible to obtain direct measures 
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of the behaviour in question. They argued that arbitrary measures of 
attitudes or behaviours are of limited theoretical value, implying the 
need to rely on literature in selecting appropriate measures. In addition, 
they argued that favourable attitudes do not necessarily result in 
favourable behaviours.  
This is also true in reverse: it is not possible to infer favourable attitudes 
from favourable behaviours. The authors suggested that other criteria 
influence the attitude-behaviour relationship, in particular the specificity 
of attitudinal and behavioural entities consisting of four elements: the 
act; the target the act is directed towards; the context in which the act is 
undertaken; and the time at which it is performed. To obtain strong 
attitude-behaviour relationships, both variables must share at least two 
entities (e.g. act and target, target and context, etc.).  
Ajzen and Fishbein (1977) suggested that, in general, high attitude-
behaviour correlations are less likely to occur in the absence of 
correspondence between attitudinal and behavioural entities, even 
though lack of correspondence does not necessarily preclude a 
relationship from existing. After analysing 109 articles that employed 
reliable measures and different levels of entities correspondence in 
measuring attitudes and behaviours, the authors concluded the 
following: 
- When there was no correspondence between the measures of 
attitude and behaviour (e.g. different act, different context …), 
attitude-behaviour relations were low and insignificant.  
- In case of partial correspondence, (i.e. studies considering 
measures that corresponded in their action but not in their 
target), some studies reported no association whilst others 
reported small significant relationships. The authors suggested 
that partial correspondence might yield inconsistent high attitude-
behaviour relationships. 
- In case of high correspondence, results indicated strong, 
significant, and consistent attitude-behaviour relationships. 
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Ajzen and Fishbein (1977) also considered research with questionable 
measures of attitude and behaviour, as they described. Findings from 
such research showed that, irrespective of the validity of measures, if 
attitudinal and behavioural entities corresponded, attitude-behaviour 
relationships were high and significant. 
The theory of reasoned action has been subject to several extensions 
to suit the investigated field(s). Espada et al. (2015) predicted the 
prevalence of car accidents under the influence of alcohol including 
risky behaviours and perceived risk. Diethert et al. (2015), seeking to 
motivate academics to conduct training, tested the influence of several 
variables on behavioural intentions through attitudes, such as self-
efficacy (Jönsson et al. 2012; Kim et al. 2016; Yen-Tsang et al. 2012), 
perceived need for training, prior participation (also in Banerjee et al. 
2011; Lee 2013), reputation of training and self-directed learning.  
The theory was also applied to predict the use of green information 
technology showing personal beliefs (Yen-Tsang et al., 2012); and 
knowledge, as significant variables that determine attitudes towards 
technology (Mishra et al. 2014).  
Interestingly, Ogden (2003) argues that (1) the theory is not falsifiable; 
(2) construct relationships are true by definition; and that (3) 
questionnaires create rather than assess cognition. Ajzen and Fishbein 
(2004) reject these arguments: the claim that theory and relationships 
are never disconfirmed is misleading because it fails to consider that 
the relative importance of each variable will vary depending on the 
behaviour under measurement. In addition, they explain the necessity 
of using a self-reported questionnaire to assess behaviours that cannot 
be measured objectively (e.g. condom use, exercise, physical check-
up).  
3.4.3.2 Theory of Planned Behaviour 
 
The Theory of Planned Behaviour (TPB) is an extension of the 
theory of reasoned action (Azjen 1991; Ajzen and Manstead 2007; 
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Diethert et al. 2015; Doane et al. 2016). It preserves most of the 
concepts, definitions, and relationships of TRA. Behavioural 
intention remains the centre of theoretical underpinnings, however, 
in addition to attitudes towards using and subjective norms, 
perceived control over acting [i.e. perceived behavioural control] is 
the third determinant which concludes the extension (Azjen 1991).  
 
According to Schifter and Ajzen (1985), perceived behavioural 
control (PBC) is the perceived ease or difficulty of performing an act 
and is assumed to include influences of past experiences and 
obstacles to acting. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. 3:  TPB Model - Ajzen (1991) 
 
TPB proposes that behaviours are not only influenced by the 
intention to behave but also by the degree of a person’s control on 
performing the behaviour, provided relevant opportunities (e.g. 
cooperation of others) and resources (e.g. time, money) are 
available (Schifter and Ajzen 1985).  
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Thus, behaviours depend jointly on a person’s intention [motivation] 
and ability [behavioural control] to act. Perceived control’s influence 
on behaviours is considered of higher significance, if it 
‘correspond[s] reasonably well to actual control, [and] provide[s] 
useful information [about actual behaviour] over and above 
expressed intentions’ (p. 844).  
 
The limitations of TRA in dealing with behaviours undergone with 
incomplete volitional control led to the extensions made to TPB. 
Ajzen (1991) postulated that BI-B relationship could be influential 
only if a person has autonomy on performing or not performing an 
action [i.e. volitional control]. However, he encouraged the 
development of alternative models incorporating further expressive 
beliefs. 
 
3.4.3.3 Technology Acceptance Model 
 
Davis (1986) developed the technology acceptance model (TAM) to 
predict user adoption of IT/IS (Venkatesh and Bala 2008). TAM was 
founded on Fishbein’s behavioural theory (Davis 1993), but  introduced 
new constructs [i.e. perceived usefulness, perceived ease of use], 
based on principles in the expectancy, self-efficacy, and innovation 
diffusion theories, as well as several empirical studies (Davis 1989).  
The technology acceptance model [Figure 3.4] aims at explaining user 
behaviour towards a broad range of technologies through explaining 
the determinants of user attitudes (Davis 1989). According to Davis 
(1986), attitude towards using a technology is a major determinant of its 
actual use.  
TAM proposes that attitudes towards using a system are influenced by 
both perceived usefulness and perceived ease of use where the former 
is much more influential (Davis 1989, 1993; Davis and Kottemann 
1995). Design features [system properties] are proposed as 
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determinants of both perceived usefulness and perceived ease of use 
(Davis 1986). 
 
  
 
 
 
 
 
 
Figure 3. 4: Technology Acceptance Model - Davis (1986) 
 
Davis introduced several theoretical extensions to the theory of 
reasoned action; most significantly, perhaps, the consideration of 
attitudes and beliefs as independent and separate constructs (see 
Table 3.1). According to the theory of reasoned action, attitudes are 
merely the summation of indistinct beliefs treated as a single variable 
(Ajzen and Fishbein 1969); whereas the technology acceptance model 
considers beliefs separately enabling the distinct evaluation of the 
relative influence of each on attitudes (Davis 1986).  
By separating beliefs, we are also able to assess the influence of 
external variables [i.e. system properties] on each belief apart from one 
another, as well as the influence of ease of use on usefulness and any 
beliefs that may be added (Davis 1986).  
Beliefs are conceptually related, as suggested by several theories such 
as impression formation, cue utilization, the subjective probability 
model, and others. Similarly, TAM proposes that usefulness and ease 
of use are related (Davis 1986).  
Nonetheless, some critiques claim that usefulness and ease of use 
alone are insufficient to represent all types of attitudes and behaviour, 
and call for the integration of further beliefs (Loiacono et al. 2007). The 
Xn 
Attitudes 
towards 
using 
Perceived 
ease of use 
Perceived    
usefulness 
Actual 
System use 
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present author believes such an argument to be reasonable and 
relevant for this research, which proposes perceived risk as an 
additional belief, fit to the context of drones. 
In several studies the influence of attitudes was also omitted (Davis and 
Venkatesh 1996; Venkatesh and Bala 2008; Viswanath et al. 2000). 
Davis et al. (1989) argued that the removal of the attitudes construct 
from TAM is necessary because, in work settings, people may use a 
system whether they have positive attitudes towards or not because it 
is useful in accomplishing their job. Consequently, and based on this 
research context, the present author finds it necessary to include the 
influence of attitudes because there is no obligation of using drones 
among the surveyed public.  
Subjective norms often had a relatively lower influence on behavioural 
intention  (Ajzen and Fishbein 1972, 1974). Nevertheless, the 
construct’s removal from the TAM was because participants in early 
research were seeing the introduced systems for the first time (Davis 
1989). Hence, the influence of the ‘other’ did not exist, and considering 
the influence of social normative beliefs was irrelevant (similar to this 
research’s context). However, the choice of excluding or including 
subjective norms depends on the visibility of one’s decision to their 
peers, i.e. peer pressure (Loiacono et al. 2007).  
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Theory Concepts Arguments Methods Measures Context 
Theory of 
Reasoned Action 
Attitudes towards using (Aact), Behavioural Intention (BI), 
Behaviour (B), Subjective Norms (SN), External Variables. 
1- Attitudes were not 
properly measured prior to 
TRA. 
Experimental 
Semantic 
Differential 
General 
2- BI is a fit representative 
of actual behaviour. 
3- Aact is a sum of different 
indistinct beliefs. 
4- Significance of 
relationships is improved 
with specificity of context, 
time, action, and object.  
Technology 
Acceptance 
Model 
System use (USE) [or Behaviour], Intention to use (BI), 
Attitudes towards using (ATT), Perceived usefulness (PU), 
Perceived ease of use (PEOU), External variables [System 
properties]. 
1- Builds on Behaviours, 
Intentions and Attitudes as 
theorized in TRA. 
Survey & 
Experimental 
Likert IS/IT 
2- Salient and separated 
beliefs. 
3- Subjective Norms are 
excluded at early 
introduction of systems. 
 
4- Specificity maintained. 
 
 
Table 3. 1: A comparison between TRA and TAM
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Behavioural intention is an alternative of overt behaviour in cases 
where it is impossible to obtain objective measures of the latter Ajzen 
and Fishbein (1969). It is also logical to assume that BI represents 
actual behaviour when only BI’s measurement is required. However, 
Davis' (1986) first version of TAM disregarded BI, because intention 
reflects a decision-making process, the formulation of which requires 
time, and this was something the participants in his research did not 
have.  
In such cases, Davis suggested that attitudes would better predict overt 
behaviour towards technology. In later work, Davis et al. (1989) 
postulated behavioural intention as a determinant of overt behaviour, 
considering the joint influence of both attitudes and perceived 
usefulness on behavioural intentions.   
Another version of TAM, termed TAM2, was proposed by Venkatesh 
and Davis (2000) whose aim was to identify and theorise various 
determinants of perceived usefulness and behavioural intention; 
whereas determinants of perceived ease of use were not addressed. 
The proposed variables considered both the social and cognitive 
influences, with the latter being composed of a larger number of 
components. The social component included the influence of subjective 
norm, voluntariness and image, while the cognitive component focused 
on system characteristics assessed by job relevance, output quality, 
result demonstrability, perceived external control and experience.  
In this model, experience and voluntariness moderated the relationship 
between subjective norm and perceived usefulness and behavioural 
intention; and output quality moderated the relation between job 
relevance and perceived usefulness. Whereas in TRA subjective norm 
completely relies on compliance (Mc),  
TAM2 encompasses two additional dimensions shaping the influence of 
subjective norm: internalization, which refers to the incorporation of a 
referent’s belief into one’s belief system; and identification, which refers 
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to an individual’s belief that performing a certain act will elevate his 
referent power.  
Over a three-phase longitudinal study, empirical evidence provided 
strong support for the model and both social and cognitive components 
had significant influences on perceived usefulness and intention to use, 
although the influence of subjective norm attenuated over time.  
In theorizing for TAM3, Venkatesh and Bala (2008) studied the 
influence of determinants on both perceived usefulness and perceived 
ease of use. The theoretical underpinnings and methods of their work 
were a replication of Venkatesh and Davis (2000) although the social 
and cognitive influences on perceived ease of use considered different 
elements.  
Drawing on the anchoring and adjustment framing of human decision 
making, TAM3 posits that users will develop early perceptions of ease 
of use based on several anchors related to their beliefs about the use 
of a technology [i.e. computer self-efficacy, computer anxiety, computer 
playfulness and perceptions of external control (availability of external 
supporting resources)].  
Venkatesh and Bala (2008) suggest that users will adjust to the new 
system and consider it easier to use over time, provided they acquire 
sufficient direct hands-on experience – perceived enjoyment and 
objective usability [i.e. level of effort required to use the system] were 
proposed as adjustment conditions. Unlike self-efficacy and 
perceptions of external control, the influence of playfulness and anxiety 
diminished with gaining more experience; whereas the influence of 
adjustment variables increased.  
Considered new in TAM3, is the moderation of experience to the 
following relations: perceived ease of use vs. perceived usefulness, 
perceived ease of use and anxiety, and perceived ease of use and 
behavioural intention. 
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It is noteworthy that Davis (1986) introduced both TAM2 and TAM3 as 
extensions of the theory proposed in his thesis. It was necessary to 
include perceived enjoyment as an alternative of perceived ease of use 
for two reasons:  
Firstly, ease of use often appeared to have a minor effect on attitudes 
towards using, and secondly, this constitutes a theoretical extension for 
the influence of perceived usefulness on attitudes as it forms another 
form of ‘benefit’ unrelated to job performance.  
Additionally, Davis (1986) proposed perceived output quality as a 
mediator between system characteristics and perceived usefulness. 
TAM3, moreover, made further elaboration on the structure of ease of 
use and output quality both considered in a task-specific as opposed to 
general context.  
Davis (1986: 140, 141) justified this extension as follows: ‘how easy or 
hard a system is to use or the quality of its output (or benefit in general) 
may vary with the nature of the task one is attempting to use the 
system to perform’. From this statement, the present author infers that 
Davis saw a need for greater insights on how individuals perceive a 
systems’ ease of use and quality of output in a task-specific context.  
TAM is the theory of technology acceptance most widely used in the 
literature and was developed to predict behavioural intention towards 
the use of many technologies.  
Studies have included the Internet (Porter and Donthu 2006); mobile 
phones (Hausman and Siekpe 2009; Ma et al. 2016), gaming 
applications (Wang and Sun 2016), e-learning (Persico et al. 2014) and 
health management systems (Abu-Dalbouh 2013; Sun et al. 2013); and 
project management software (Wallace and Sheetz 2014). The theory 
has even been applied in predicting organizational performance (Hu et 
al. 2016). 
Bagozzi (2007), whose behavioural research is iconic, has made 
several critiques arguing that the model’s parsimony and simplicity has 
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caused researchers to overlook other determinants of attitudes and 
behaviours rather than ease of use and usefulness; and, consequently, 
neglected working on the inherent limitations of TAM.  
Instead, researchers indulged in extending the model to incorporate 
situational variables, of less influence, rather than introducing additional 
predictors of attitudes or intentions, which has impoverished TAM 
conceptually. Silva (2007) agrees and refers this to the nature of TAM 
(the result of several established theories, e.g. TRA, TPB) which 
encourages researchers to cease innovating. 
3.4.3.4 Risk Theory 
 
Risk theory is based on Bernoulli’s theory of moral expectations, which 
postulates that people make [economic] choices based on the expected 
utility of money rather than its value. In other words, the person would 
seek to maximize utility [not money] in choosing between various [risky] 
outcomes (Jensen 2017). Thus, the outcomes desired by the 
consumers [and entrepreneurs] are not necessarily monetary but 
extend to a more ‘rational economic enquiry’ of utility or satisfaction 
(Von Neumann and Morgenstern 1953).  
In risk context, a decision-maker who should decide on choosing 
between various risky outcomes will maximize the utility of the 
expected value in order to make a choice. Thus, a person will choose 
the one outcome with the highest utility and minimal risk (Wald 1945).  
The expected utility theory (EUT) was further developed during the 
1920s aiming at a mathematical interpretation of [socio]economic 
phenomena (e.g. choice under risk) based on eliciting consumer’s 
behaviour and rational decision-making, instead of traditional economic 
theory (Hurwicz 1945; Von Neumann and Morgenstern 1953).  
Several authors found the theory of sufficient generality to be applied in 
various other fields or contexts (Hurwicz 1945; Kaplansky 1945; 
Marschak 1946), which resulted in a broad range of applications.  
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Subjective probability [aka subjective expected utility] was proposed as 
a robust alternative of expected utility theory which usually required the 
incorporation of post-hoc statistics to provide an adequate assessment 
of consumer behaviours (Chesley 1975). Subjective probability (SP), as 
the name implies, employs a probabilistic approach to interpret 
consumer behaviour under risk (Anscombe and Aumann 1963).  
Through probabilistic methods (Hampton et al. 1973; Schaefer and 
Borcherding 1973), SP expresses a person’s feeling in a usable form 
(Chesley 1975) which ‘cannot have a meaning except in relation to 
[them]’ (Hampton et al. 1973: 21). This is particularly valid when there 
are a ‘most desired outcome’ and a ‘least desired outcome’ (Anscombe 
and Aumann 1963).  
Hendrickson and Buehler (1972) explain that when a person is offered 
a sequence of prospect choices [most and least desired], only one 
prospect is possible depending on its subjective probability of 
occurrence; or heuristic representativeness (Chiodo et al. 2004; 
Kahneman and Tversky 1972). It is good to remind the reader that 
Ajzen and Fishbein (1969) relied on subjective probability theory to 
establish the summation of beliefs concept [see Section 3.4.3.1]. 
Utility theory has been extensively employed in risk research outside 
the marketing field. In environmental research, several authors 
employed it to evaluate health risks resulting from oil spill chemicals 
(Black et al. 2016) and air pollution (Sun et al. 2017), relying on various 
frameworks (Brown 1985; Duke 1985; Schauer 1975).  
In public health, it was used to assess toxicological and eco-
toxicological risks (Rudén 2006a, 2006b). Authors also employed the 
theory in assessing the financial risks arising from the integration of 
new technologies in organisations (Ahmed et al. 2014; Bustos et al. 
2017), and to estimate the risks resulting from capital charges (Chang 
et al. 2015) and credit risks (Bellalah et al. 2016).  
On a larger scale, researchers employed utility theory to assess the 
risks associated with economic issues such as increased, taxable 
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incomes (Dhaliwal et al. 2015), national debts (Boysen-Hogrefe 2017), 
and exchange rates (Lan et al. 2015; Parlapiano et al. 2015). 
Nevertheless, numerical methods employed in utility theory, both 
mathematical and probabilistic, were considered inadequate for 
assessing public attitudes because they often reflect a large 
discrepancy between actual public opinion and the results of analysis 
(Bauer 1967; Otway and Von Winterfeldt 1982).  
Fischhoff et al. (1978) refer this to that analysts and statisticians rely on 
results from previous years, which in many cases do not consider 
variations due to socioeconomic changes.  
Risk is an integral part of consumer behaviour research (Bauer 1960, 
1967; Bettman 1973; Fischhoff et al. 1978). The more risk the purchase 
holds, the less is the possibility that the person will make the purchase. 
However, a consumer should not only rely on rational decision making, 
but take some risk to make the purchase happen, because eventually 
all purchases produce various degrees of uncertain [and unpleasant] 
consequences (Bauer 1960).  
Thus, the consumer’s decision should also include their subjective 
assessment [feeling, perception] of the risks associated with the 
purchase of a product (Bauer 1967; Cox 1967). According to Bauer 
(1967), perceived risk arises from uncertain and unpleasant 
consequences resulting from purchasing a product [or service]. 
Nevertheless, perceived risk also represents a ‘degree of certainty that 
consequences will be unfavourable’ (Cox 1967: 37; Laroche et al. 
2005).  
Since Raymond A. Bauer introduced risk theory to consumer research 
(Bauer 1960), it has often been used to interpret and predict the 
attitudes towards using various technologies (Fischhoff et al. 1978; 
Otway and Von Winterfeldt 1982; Slovic 1987). However, risk theory 
differs from behavioural theories in the way it predicts attitudes.  
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The concept of acceptable risk is the core of consumer research 
employing risk theory. The basic question in understanding risk 
acceptability is ‘how safe is safe enough?’ (Fischhoff et al. 1978: 128). 
Acceptable risk is the level of risk associated with an activity [product or 
service] that will similarly produce some benefit to the [individual] or 
society (Fischhoff et al. 1978).  
Therefore, acceptable risk is ‘a function of benefits or other […] 
characteristics’ (Cox 1967; Otway and Von Winterfeldt 1982: 248). 
Whenever perceived levels of risk meet acceptable risk criteria, a 
technology is considered socially acceptable (Otway and Von 
Winterfeldt 1982).  
Otherwise, risk-handling behaviour is needed to reduce the overall 
perceived risk to an acceptable level. An ‘individual can respond to and 
deal with risk only as [they] perceive it subjectively’ (Bauer 1967: 30), 
meaning that if the person perceives an outcome as risky, then it is 
considered risky, and it is more likely that a risk handling behaviour is 
required (Dowling and Staelin 1994; Slovic and Weber 2002).  
Of equal importance in determining whether risk handling is necessary, 
are the perceived benefits of risk handling and the ability to absorb [e.g. 
monetary] loss (Dowling and Staelin 1994). Risk may be mitigated by 
either reducing the possibility of its occurrence or by increasing the 
feeling of certainty that the consequences are going to be favourable, 
e.g. perceived benefit (Cox 1967).  
Other risk handling behaviours include information search (Conchar et 
al. 2004) and education (Slovic 1987). According to Dholakia (2001), 
risks are better handled prior to purchase whilst the consumer is still 
thinking about the product or deciding to purchase it [e.g. purchasing 
intention].  
Based on the above, risk handling behaviours may enhance the 
individual’s views of the benefits associated with a technology (Cox 
1967; Fischhoff et al. 1978; Otway and Von Winterfeldt 1982). Thus, 
perceived benefit is implied from the reduction of probable risk (Otway 
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and Von Winterfeldt 1982) rather than a salient and independent 
component (Stone and Gronhaug 1993). However, relatively newer 
literature treats perceived risk and perceived benefit as separate 
constructs (Fischhoff et al. 1978; Slovic 1987; Stone and Gronhaug 
1993).  
After analysing different views of risk theory, it is useful to draw out 
some further issues: 
First, consumer research adopting risk theory discusses risk 
acceptance and not technology acceptance, although Fischhoff et al. 
(1978) argue that people accept technologies not risks. Second, risk 
theory considers perceived risk as the only and focal point of 
determining public attitudes (Fischhoff et al. 1978). Finally, risk theory 
focuses on risk-reduction behaviour as an outcome of perceived risk 
rather than a purchasing [or using] behaviour.  
These theoretical views make outstanding differences from 
conventional behavioural theory, which considers attitudes as its core 
focus, and proposes several of its determinants. Additionally, 
behavioural models concentrate on system use behaviour arising from 
the aforementioned variables or determinants.  
Nevertheless, it is important to note that behavioural models [e.g. TRA, 
TPB and TAM] were often extended to incorporate the perceived risk 
construct (Cocosila and Turel 2016; Liao et al. 2010; Quintal et al. 
2010; Schmiege et al. 2009).  
Therefore, this doctoral thesis adopts a behavioural theory approach, 
proposing that several variables [i.e. perceived benefit & perceived 
control] as determinants of system use behaviours. It additionally 
integrates the perceived risk construct as a determinant, based on risk 
theory as employed in consumer research. 
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3.5 Summary 
This chapter introduced a systematic review of academic research on 
the public acceptance of genetic modification and nuclear energy. The 
result of the review revealed that five concepts are usually studied to 
predict public acceptance. These concepts are: perceived benefit; 
perceived risk; perceived control; attitudes; and intention to purchase 
[or use].  
The author adapts from previous definitions to conceptualise the 
concepts in the UAS context. Similarly, he relies on previous 
relationships to develop the model’s hypotheses, which resulted in 
proposing that perceived benefit, perceived risk, and perceived control 
as antecedents of public attitudes. The influence of attitudes on 
purchasing intention was also proposed.  
Finally, this Chapter presented the theoretical underpinnings of the 
AMUAS, rooting the proposed concepts and relationships in existing 
theory. The authors proposed a hybridisation between behavioural and 
risk theories. The behavioural school was represented with the theory 
of reasoned action, theory of planned behaviour, and the technology 
acceptance model. Whereas, the author considered Bauer’s (1960) 
school of risk theory. 
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Chapter 4: Research Methodology 
 
4.1 Introduction 
The chapter begins with introducing the strategy employed to deliver 
research objectives including the research paradigms, design and 
methods. The methods are divided into three parts: measurement 
development, measures purification and evaluation of the model.  
Employing measurement development literature, proposed measures 
will be subject to expert opinion for content validation. Next, the 
measures will be purified by means of reliability and exploratory factor 
analyses, based on a pilot sample.  
Once measures are confirmed reliable, the concepts and the model will 
be examined, using a larger sample, for predictive validity and fitness 
using the PLS-SEM analysis technique. Moreover, the proposed 
determinants of public attitudes will be assessed. The following 
sections will provide a detailed discussion of the methods employed to 
carry out this research.    
4.2 Research Strategy 
To identify the research approach to be adopted in this thesis, the 
researcher consulted the proposed research objectives. This study 
aims at developing and evaluating a conceptual framework for 
predicting public attitudes towards drones. This is accomplished 
through three objectives which revolve around assessing the influence 
of variables on public attitudes. This implies the research design abides 
by the positivist paradigm, and should use quantitative methods 
(Robson and McCartan 2015). 
A paradigm is a philosophy which assists the researcher to describe 
the nature of the world and individuals, and the range of possible 
relationships to that world (Denzin and Lincoln 2017). There are four 
research paradigms: post-positivist, constructivist, transformative and 
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pragmatic (Creswell 2014). However, broadly most social research is 
based on either the positivist or constructivist paradigms (Ismail 2010). 
A constructivist approach relies on purely subjective views of the 
participants, which constitute multiple realities of the real world 
(Creswell and Clark 2011; Jennings 2010). These multiple realities 
provide deeper views of complex concepts rather than depending on 
abstract ideas (Creswell 2014).  
This research adopts a positivist paradigm which delivers reliable 
results (Brotherton 2013) consisting of facts and laws testable only by 
scientific methods (Creswell 2009; Neuman 2007). Accordingly, this 
research relied on quantitative methods (Robson and McCartan 2015), 
which aim at providing objective and unbiased results (Denzin and 
Lincoln 2017).  
Because of adopting positivism, this research acquired a deductive 
nature, which is structured, and relies on the developed model and 
hypotheses. Such direction dictated the need to employ quantitative 
research methods usually used to answer questions on relationships 
(Punch 2014). Such research methods depend on measuring variables 
over a scale, e.g. Likert, aiming to explain or predict a phenomenon 
and to confirm hypotheses (Hair et al. 2014).  
This research uses Likert scales which use psychometric testing and 
are most common in survey research investigating perception (Privitera 
2015). Likert scales are more effective in collecting data because they 
are easy to understand, to analyse, and to draw results and 
conclusions (Hair et al. 2014). Furthermore, compared to other scales, 
e.g. Thurstone and Guttman, they yield equally reliable results (Punch 
2014). 
The research therefore moved towards obtaining empirically-based 
results (Bryman 2012; Neuman 2014; Vaske 2008). Accordingly, a 
cross-sectional survey was designed (Kumar 2014) to empirically 
assess the proposed model (Creswell 2014; Neuman 2007), so that 
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inferences can be made about its predictive power and significant 
relationships (Creswell 2014).  
The use of survey research was useful in the sense that it provided an 
estimate of the attitudes of the larger population, and facilitated 
between-group comparisons (Vaske 2008). It also assisted in cutting 
research costs and in obtaining data in a short period of time (Fowler 
2009). For a graphical presentation of research strategy employed, see 
Figure 4.1. 
Structured questionnaires were used over two rounds (pilot and main 
surveys) of face-to-face data collection from staff and students of Curtin 
University Malaysia. The choice of the face-to-face method was based 
on a preliminary online survey which returned very few responses, and 
because it is well known to reduce measurement errors (Vaske 2008). 
Convenience sampling was used in choosing sample, because it is the 
method most commonly used in model development (Hair et al. 2014) 
and in research on technology adoption (Lavallee 2007). Further 
discussion of sampling and data collection procedures is provided later 
in this chapter. 
 
The research instrument enquired about the five concepts proposed to 
predict public attitudes towards civil drones, these are namely: 
purchasing intention, attitudes, perceived benefit, perceived risk and 
perceived control. The instrument was designed for this research based 
on adaptations from the literature and previous instruments, which 
required testing its reliability and validity following traditional 
measurement development and purification procedures (Churchill 
1979).  
 
In fact, some of the measures were previously validated, however 
‘when one modifies an instrument or combines instruments in a study, 
the original validity and reliability may not hold for the new instrument, 
and it becomes important to re-establish validity and reliability during 
data analysis’ (Creswell 2014: 160). However, reliability scores from 
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previously validated instruments were used as a reference for deciding 
on the desired reliability for the current research instrument (Davis 
1986). 
 
To validate the research instrument, exploratory factor analysis was 
employed to eliminate items which are of small loadings or which are 
highly cross-loading on other factors (Ferguson and Cox 1993; Hair et 
al. 2010). Upon obtaining reliable items, Partial Least Squares 
Structured Equation Modelling (PLS-SEM) was used to analyse and 
test the proposed model and hypotheses.  
This method is particularly relevant in theory or model development 
(Nitzl 2016). In addition, it is reliable when dealing with large numbers 
of items and with very small samples, N < 50 (Hair et al. 2017). As well, 
the results obtained under PLS-SEM are among the least biased 
compared to other methods (Hair et al. 2014).  
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Figure 4. 1: Research Design 
 
 
4.3 Modelling the AMUAS 
Marketing measures were improperly assessed until the coming of 
Churchill (1979) who set clear guidelines on how to evaluate and 
validate measures. Subsequent extensive research has addressed the 
same topic often based on Churchill’s recommendations such as 
Anderson and Gerbing (1982) and Mackenzie et al. (2011).  
Others though have challenged Churchill’s tradition and suggested 
differing procedures to validate measures, e.g. Rossiter (2002), which 
Pilot test: 
Measures 
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Test of Model’s 
Validity and 
Fitness 
Main Survey PLS-SEM Analyses 
Construct 
Validation 
Predictive 
Capacity 
Hypotheses 
Testing 
Research Findings 
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however, in some manner, may complement and not contradict the 
tradition. In modelling the proposed theory, Churchill (1979) will be 
adopted for the following reasons: so far, it is the process followed by 
most marketing research; and its procedures are simpler and clearer 
compared to further developed processes.  
Nevertheless, Churchill’s tradition, in this research, will be fertilised with 
other proposed processes [e.g. (Hair et al. 2010; Mackenzie et al. 
2011; Rossiter  2002] to ensure the delivery of results based on more 
up-to-date research. Following is a description of Churchill’s 
procedures applied to this research: 
4.3.1 Measurement Development 
Research on the acceptance of drones has been aided directly and 
indirectly by a broad adoption of the risk theory paradigm. The growing 
body of UAS research can be viewed in terms of two interrelated 
streams: the theoretical interrelationships among independent and 
dependent variables and the description of acceptance level for several 
applications.  
The measurement development stream is yet neglected. Although 
multiple measurement instruments are provided, but the problem lies in 
excluding any conventional measurement development procedures 
[e.g. construct definition, purification & validation].  
The issue of establishing reliable and valid measures remains 
fundamental for the interpretation of substantive inter-concept 
relationships. In this regard, construct development also relates to the 
interpretation of data: on the one hand, it concerns the generalisability 
of research results in different contexts; and on the other, it is essential 
for sane theory development and testing (Venkatraman and Grant 
1986). 
The argument of construct validation is central to today’s research on 
drones for several reasons. First, measure validation serves the need 
to shift the UAS research paradigm from merely descriptive to more 
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profound analyses such as regression, structured equation modelling or 
other techniques.  
Second, the validated measures will act as reference for future 
research investigating public attitudes towards civil drones. Current 
research ignores measure validation and relies on collecting data from 
very large samples for the purpose of generalising results rather than 
theory testing (Bracken-Roche et al. 2014; Clothier et al. 2015; 
Eyerman et al. 2013; Macsween-George 2003; Murray 2012). Finally, 
validated measures mean that the results obtained in this and future 
research will be more theoretically-based and empirically reliable. 
4.3.1.1 Construct Definition 
Construct definition is the first step towards developing reliable and 
valid measures. The process begins with an exact specification of the 
construct domain. A researcher needs to be specific about what to 
include or exclude from the conceptual definition.  
It is useful, beforehand, to consult the literature, to ensure no major 
deviation from previously defined constructs. When the definition widely 
varies from previous constructs, or when there is need for a brand-new 
construct definition, it is imperative to supply rationale to support the act 
(Churchill 1979). 
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Construct Definition OAR Classification 
    Object Attribute Rater 
Purchasing Intention 
the person’s intent to 
purchase an drones 
(Davis 1986, Ajzen 
1991) 
 drones 
intent 
person 
Attitudes towards use 
the person’s 
evaluation of the use 
of drones (Davis 
1986) 
Evaluation 
Perceived Benefit 
the person’s belief of 
benefits associated 
with the use of 
drones (Davis 1986; 
Davis et al. 1986; 
Davis et al. 1992) 
Belief 
Perceived Risk 
the person’s belief of 
risks associated with 
the use of drones in 
national airspace 
(Lim 2003) 
Perceived Control 
the person’s belief of 
the degree of control 
they should have 
over the operation of 
drones in nearby 
airspace (Bandura 
and Wood 1989; 
Choi and Mattila 
2008) 
 
Table 4. 1: Construct exactness procedures - Rossiter (2002) 
 
The constructs’ definitions adopted in this research went through 
several steps to ensure obtaining pure and valid measures 
(Rossiter 2002). First, previous definitions were consulted to generate 
definitions relevant for the research’s context (Churchill 1979; 
Mackenzie et al. 2011).  
Second, the new definitions were subject to exactness using the 
Object-Attribute-Rater (OAR) process which states that construct 
definitions should be conceptually described in terms of three 
components: the object [e.g. UAS], the attribute [the dimension of 
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judgment: e.g. perception], and the rater [assessor] (Rossiter 2002; 
Mackenzie et al. 2011).  
Table 4.1 describes the exactness process, showing that all definitions 
include an object, an attribute, and a rater; which enhances the 
construct’s content validity (Rossiter 2002) and yields reliable indicators 
and valid conclusions about inter-items or inter-constructs relationships 
(Mackenzie et al. 2011).  
Definitions also corresponded in terms of target [UAS], act [using], and 
context [public]. This is considered sufficient as described by (Ajzen 
and Fishbein 1973, 1977), who explain that the correspondence of two 
terms is sufficient for obtaining significant correlations. 
4.3.1.2 Item Pool Generation 
The second step in the measurement development process is to 
generate items which capture the construct domain or definition 
(Churchill 1979; Mackenzie et al. 2011). Items were elicited from 
previous literature (Churchill 1979) which provides a rich set of 
publications, many of which have constructs defined and measures 
validated; and, a wide range of contexts, populations, and systems 
(Davis 1986).  
The use of previous literature is also useful in providing sufficient 
representation of a construct, thus increasing the potential of obtaining 
content valid items (Churchill 1979; Davis 1986; Mackenzie et al. 2011; 
Rossiter 2002).  
Other methods such as expert surveys and focus groups (Churchill 
1979) were excluded because they are, by necessity, restricted to a 
very small sample whose feedback may result in a highly-limited 
content (Davis 1986). 
A review of the literature focused on parallel research which often 
provided validated measures. Measures that underwent either 
exploratory or confirmatory factor analyses were retained for inclusion 
in the item pool. Moreover, literature on drones was used to introduce 
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new measures for augmenting the construct domain with technology-
specific items.  
 
For some constructs, the added items covered different aspects 
addressed in UAS literature. For instance, perceived benefit addressed 
the general state of enquiry as well as the specific use in case of 
recreation, business, and civil use. Similarly, perceived risk addressed 
privacy, safety and security concerns well researched in the UAS 
literature.  
 
However, the adaptation for the perceived control construct was slightly 
different from previous literature, where it reflected a hypothetical state 
of a should have control, rather than an actual present perception 
usually investigated, because the systems are still not widely used and 
participants are more likely not to have experienced UAS flights in 
nearby airspace. 
 
The author employed Spearman-Brown’s formula (see Equation 4.1) in 
deciding on the number of items for each pool (Davis 1986). The 
formula relies on an average reliability of all consulted scales to 
calculate target reliability for the proposed constructs. Subsequently, 
the reliability of one of the consulted scales is proposed as the 
benchmark (α’).  
For instance, averaging the reliability of different attitude constructs, the 
investigator obtained α=0.89 and chose a comparable scale value of 
α’=0.96. Applying these values to the Spearman-Brown’s prophecy 
formula, the initial item pool for the Attitudes construct included 9 
measures.  
To warrant the output scale’s reliability will not be significantly 
influenced after pre-test, 4 items were added to each item pool [see 
Table 4.2] (Davis 1986). This process was repeated for all remaining 
constructs [for a complete list of items, see Appendix B]. 
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𝑘 =
𝛼 (1 − 𝛼)
𝛼′
− 
1
1 − 𝛼
 
Equation 4. 1: Spearman-Brown's Formula 
 
where α = desired reliability level 
α' = reliability of comparable scale with n items 
k = number of items needed for a construct to achieve desired reliability 
 
Construct α α' K k+4 
Intention 0.88 0.97 9 13 
Attitudes 0.89 0.96 9 13 
Perceived Benefit 0.90 0.97 9 13 
Perceived Risk 0.76 0.81 4 10 
Perceived Control 0.84 0.89 7 11 
 
Table 4. 2: Number of items per pool 
 
Item pools were subject to screening prior to content adequacy 
assessment. First, the researcher ensured that the items’ wording was 
intensity-free (Rossiter 2002). Second, items were checked for clarity, 
conciseness, and negation (Churchill 1979; Mackenzie et al. 2011) to 
avoid confusion among respondents, which influences the scale’s 
reliability and validity (Diamantopoulos et al. 2012).  
The researcher also included items with slight nuances of meaning 
(Churchill 1979) to suit the UAS context and to create better 
foundations for eventual measures (Davis 1986). Moreover, he ensured 
that items under a construct did not reflect the meaning of another 
construct (Mackenzie et al. 2011).  
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4.3.1.3 Justification of Construct and Item Choice 
 
Throughout the pages of this thesis, the researcher has provided 
evidence and support for his choice of constructs and items (see 
Sections 3.4.1, 4.3.1.1, 4.3.1.2, and Appendix B). However, for the 
convenience of the reader, the researcher is going to summarise his 
justification in this section. 
Constructs were justified threefold. Firstly, by contemplating the 
constructs used in literature about drone acceptance. For instance, 
Clothier et al. (2015) has studied the influence of perceived risk on 
public attitudes. Macsween-George (2003) and Tam (2011) the 
intention to use drones for various applications. Whereas, Cavoukian 
(2012) and Clarke (2014b) called for studying the influence of both 
perceived benefit and perceived control on public attitudes. For further 
details, see Section 2.3. 
Nevertheless, for the lack of further literature support, the author 
performed a systematic review (see Sections 3.1 – 3.4) of the parallel 
literature confirming that these constructs, were commonly employed in 
literature studying public attitudes. The review of the literature revealed 
that these constructs, combined, were determinants and consequences 
of public attitudes (see Section 3.4.2).  
Furthermore, to, theoretically, justify the constructs, the researcher 
introduced various definitions and provided rationale for selecting those 
that are relevant to this study’s context (see Section 3.4.1). For 
instance, the researcher preferred to adopt the definition of attitudes 
towards using which is the result of an evaluation process (Davis 
1986), rather than attitudes towards an object which depends on 
favourability, because it is a stronger predictor of system use (Ajzen 
and Fishbein 1969, 1972, 1973). 
At other instances, definitions were adapted to suit the spirit of drone 
literature. For example, because drone technology is just beginning to 
proliferate, the definition of perceived benefit merely considered the 
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person’s belief (Davis 1986) rather than perception as a cognitive 
realisation (Brown 2005; Venkatesh and Bala 2008).  
On the other hand, the definition of perceived control considered 
autonomy over use (Bandura and Wood 1989; Choi and Mattila 2008; 
Graham and Doubleday 1984; Rhodes and Courneya 2003). That is 
because drone research is concerned with control over use (Cavoukian 
2012) rather than self-efficacy. 
The researcher also empirically justified the constructs by applying 
Spearman-Brown’s formula assuring that all constructs’ aimed reliability 
was higher than the highest value obtained in previous studies (see 
Section 4.3.1.2). In addition, as shown in the systematic review (see 
Section 3.1 – 3.5), only studies, which performed construct and item 
validation were considered for inclusion in this research. Nevertheless, 
for further empirical assurance, the researcher is going to revalidate the 
constructs and items (see Section 5.2). 
In general, item choice relied on previous studies which underwent 
measure validation processes. However, a major contributor to item 
choice was their compliance with both construct definition and the OAR 
process. For instance, items of the perceived benefit construct had to 
reflect the person’s beliefs in benefits associated with drones. They 
also needed to be written according to the object-attribute-rater (OAR) 
method (see Section 4.3.1.1). Where items did not comply with these 
procedures, they were removed prior to the pre-test process (see 
Section 4.3.1.4). It is noteworthy that some items were adapted to 
reflect the various applications of drones (see Table 4.3). 
An exception to the aforementioned was the development of the 
perceived risk construct whose items were developed by the author. 
The development of items relied on concerns discussed in current 
drone research such as privacy concerns, safety concerns and security 
concerns.  
Such concerns were expressed as follows I am worried that drones 
may be used to provoke my privacy, I am worried that drones may 
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harm me physically, AND I am worried that drones will not perform 
reliably. The previously discussed processes also applied to validating 
the perceived risk construct and items. 
From this section, we can conclude that all constructs and items have 
received necessary attention and processes, and are deemed 
sufficiently supported for use in empirical analysis of this research. With 
the following section, begins the purification process. Some ten 
academics assess the suitability of items to correspondent construct 
definitions. 
4.3.1.4 Pre-test Item Pool  
Pre-testing the item pool aims at validating the content of the measures 
representing each construct. Thus, content validity is the extent to 
which items of an instrument reflect or represent the construct domain 
(Straub et al. 2004). It is also defined as the ‘degree to which elements 
of an assessment instrument are relevant [….] to the target construct’ 
(Rossiter 2008: 380). By means of both definitions, items should 
individually and collectively relate to the construct domain (Mackenzie 
et al. 2011). 
Content validation is mandatory and researchers should not 
compensate for its absence with statistical item selection using 
reliability and factor analyses; because this leads to erroneous theory 
testing and empirical results (Rossiter 2008). Content validation also 
decreases the chances of measurement error during data collection, 
and consequently enhances research results (Mackenzie et al. 2011; 
Malhotra 2012). 
A convenience sample of 9 academics and 3 PhD candidates was 
targeted to assess the content adequacy of the research instrument. 
The choice of this sample was based on Mackenzie et al.'s (2011) 
suggestion of choosing raters who have sufficient intellectual ability to 
assess item-definition correspondence.  
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To ensure the assessors’ feedback is accurate and not influenced by 
the obligation to assess many items (Schriesheim et al. 1993), each 
participant was given a subset of item pools [e.g. each assessor 2 
constructs’ item pools]. Two academics, who are believed to have more 
extensive research experience, were given the whole set of items to 
assess. 
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Intention 
INT01 In the future, I will purchase a drone 
INT02 As of now, I am willing to purchase a drone 
INT03 
I will purchase a drone to use in civil operations (e.g. search and rescue, 
disaster management) 
INT04 
I will purchase a drone for having fun (e.g. taking photos/videos of 
nature) 
INT05 
I will purchase a drone to use in business operations (e.g. wedding 
photography, movie making, crop monitoring) 
INT06 I predict that I will purchase a drone soon 
INT07 I expect to purchase a drone in the future 
INT08 I will definitely purchase a drone 
INT09 I am planning to purchase a drone 
Attitudes 
ATT01 In general, I am reluctant towards the use of drones 
ATT02 I think drones should be used in my country 
ATT03 
I approve of using drones for recreational purposes (e.g. taking pictures 
of nature) 
ATT04 
I approve of using drones for civil purposes (e.g. search and rescue, 
police tasks) 
ATT05 I approve of using drones in business operations (e.g. courier delivery) 
ATT06 I have a positive feeling towards using drones in my country 
ATT07 Using drones is useful 
ATT08 I think using drones is positive 
ATT09 I believe the use of drones is valuable 
Perceived 
Benefit 
PB01 Drones provide an opportunity for having fun 
PB02 
Drones may be useful in several civil operations (e.g. search and 
rescue, police tasks) 
PB03 People can have fun using drones (e.g. by recording memories) 
PB04 
Drones may be useful in monitoring property (e.g. they may function as 
CCTV) 
PB05 Drones can facilitate business operations (e.g. by saving time and costs) 
PB06 
Drones can increase the economic movement in my country (e.g. by 
providing opportunity for new businesses) 
PB07 In general, I find drones useful 
Perceived 
Risk 
PR01 Drones are harmful  
PR02 I am worried that drones may be used to provoke my privacy 
PR03 I am worried that drones may harm me physically 
PR04 I am worried that drones will not perform reliably 
PR05 I am worried drones may be used to spy on my loved ones 
PR06 I am worried drones may be used in terrorist act 
Perceived 
Control 
PC01 I think that using a drone near my house should be within my control 
PC02 For someone to fly a drone near my house, should be up to me 
PC03 I should be given the right to decide if a drone can fly near my work 
PC04 My approval should be taken before flying a drone near my house 
PC05 I would feel satisfied if I could control a drone flight near my house 
PC06 I am confident that I can fly a drone 
 
Table 4. 3: Pre-test results 
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As per conventional content validation procedures, the researcher 
developed a matrix of construct definitions and their correspondent 
items, aka the Q-Method (Davis 1986; Mackenzie et al. 2011). The 
assessors evaluated the match between construct definitions and the 
proposed items over a 5-point Likert scale [i.e. 1=strongly disagree – 
5=strongly agree], using separate A4 papers [see Appendix B]. 
The researcher subsequently evaluated feedbacks by calculating the 
average mean and median for each item pool [see Appendix C], 
however the median was adopted as it is not sensitive to extreme 
values (Davis 1986).  
Items [3, 6, 7, & 12-14] of the Intention construct were qualified for 
elimination, however item 7 was retained because it, together with 
items 4&5, are linked. For the Attitudes construct, items [1-6, 8, 9, & 13] 
were retained. The Perceived Benefit construct concluded with items 
[1,2, 4,5, & 10-12], however the investigator also retained unqualified 
items [7&8] because they cover the economic benefit of drones; an 
essential part of data collection. Interestingly, the average and median 
values for Perceived Risk were identical and items [1-3, 5, 8, & 10] 
were taken. Finally, Perceived Control qualified for measure purification 
with items 1-5, & 9. 
The final version of the instrument was then qualified for use in a pilot 
test meant as an assisting tool in refining measures and achieving 
acceptable construct reliability and validity. Items were all measured on 
7-point Likert scales, which anchor 1 = strongly disagree and 7 = 
strongly agree.  
Likert scales are usually used in behavioural and marketing research 
methodologies (Hair et al. 2010) and found relevant for measuring 
[uninformed] public views (Ferguson and Cox 1993), targeted in this 
research. Based on the results of content adequacy assessment, a pilot 
instrument for the purpose of measure purification was prepared [see 
Table 4.3].  
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4.3.1.5 Formal Scale Formation 
This is the final step in measurement development procedures and it 
formally specifies the constructs’ nature and the construct-item 
relationships; provided all model’s parameters are identified 
(Mackenzie et al. 2011; Venkatraman and Grant 1986). Additionally, it 
includes specifying the number of indicators per each construct (Hair et 
al. 2010).  
 
Formal scale formation is recommended for avoiding misspecification 
errors (Diamantopoulos and Siguaw 2006; Mackenzie et al. 2011), 
because ‘good measurement of the latent variables is a prerequisite to 
the analysis of causal relations [in a structural model]’ (Anderson and 
Gerbing 1982: 453).  
 
In other words, failing to correctly specify whether the construct’s 
nature is reflective or formative introduces model specification errors 
[i.e. type I & type II errors5] (Diamantopoulos and Siguaw 2006) and 
biased parameter estimates (Jarvis et al. 2003; Petter et al. 2007), and 
undermines construct validity (Mackenzie et al. 2011).  
 
Observing the definitions proposed in Table 4.1 [Section 4.3.1.1], it is 
obvious that constructs are unidimensional as only one attribute 
describes the construct (Mackenzie et al. 2011; Rossiter 2002). For 
instance, the purchasing intention construct is expressed by intent, 
attitudes by evaluation, and perceptions as beliefs.  
 
Additionally, it was obvious that constructs gave rise to their items 
(Diamantopoulos and Siguaw 2006; Petter et al. 2007) which means 
that items are interchangeable and deleting any of them would not 
restrict the construct domain (Mackenzie et al. 2011). In case of the 
                                                          
5 these differ from type I and type II errors as introduced in the literature on statistics. As it is 
meant here: Type I error occurs when a reflective approach is adopted to specify a formative 
construct; Type II error is the opposite. 
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proposed items, the only reason that some were restrained from 
deletion, is when they were found related to the UAS literature or 
theoretically linked (Hair et al. 2017). The deletion of any of these items 
though would not restrict the construct domain, but rather misrepresent 
the literature on drones or the theory. 
  
Accordingly, we conclude that all proposed constructs were reflective. 
This is harmonious with previous research which often considered 
intention (Jarvis et al. 2003) and attitudes (Diamantopoulos and Siguaw 
2006) as reflective constructs. The summation of beliefs as proposed 
by Ajzen and Fishbein (1969) is considered a formative construct 
(Jarvis et al. 2003), notwithstanding, the AMUAS model adopts Davis' 
(1986) views of beliefs’ separation, thus beliefs herein are independent 
and are considered reflective. 
  
The selection of number of items, in this research, abides by 
conventional psychometric literature such as research by (Churchill 
1979) and Nunnally (1987) who do not recommend the use of single-
item constructs because they undermine construct reliability and 
validity. Additionally, the choice of multi-items to represent constructs 
was useful in reducing the individual effect of items and in yielding 
more expressive constructs Davis (1986).  
 
The use of single-item scales is desired only when high homogeneity 
exists among items (Diamantopoulos et al. 2012; Rossiter 2002), that is 
when ‘all items are providing an identical meaning’ (Loo 2002: 73). 
Nevertheless, the items employed to measure the proposed constructs 
are not homogenous in most cases as they reflect different meanings. 
Accordingly, multiple items were chosen to represent constructs. 
  
Furthermore, criteria of PLS-SEM analysis, adopted in this research, 
propose that each construct should be represented by at least 4 items 
(i.e. consistency at large) to warrant unbiased statistical results (Hair et 
al. 2014). Therefore, results from the pre-test were relevant to the 
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context, and constructs were represented as follows: intention by 6 
items, attitudes by 4, perceived benefit by 7, and perceived risk and 
perceived control by 5 items. 
 
4.3.2 Measurement Purification 
In the domain sampling model paradigm, measure purification is 
essential for the election of statistically reliable items, which reflect a 
significant degree of correspondence with the construct domain. As per 
Churchill (1979), measure purification relies on the: calculation of α 
coefficient [e.g. internal consistency], and factorial analysis.  
The processes are iterative until reliable constructs are achieved. Hair 
et al. (2010) provide detailed procedures for factor analysis including 
factor extraction and rotation, described in Section 4.3.2.3. 
4.3.2.1 Pilot Study  
A total convenience sample of 123 respondents was enquired between 
February 20th and March 1st 2017. The respondents were drawn from 
QuestionPro an online surveying tool [66 surveys] and from in-person 
interaction with staff and students [57 surveys] of Curtin University, 
Malaysia.  
Initial screening disqualified 53 surveys; 20 online surveys were 
completed from countries other than Malaysia, 19 were incomplete, and 
14 were considered suspicious because they included either extreme 
or similar responses along the survey (Hair et al. 2014). Thus, only 70 
complete surveys were considered for analysis in the pilot study. 
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Age Frequency Percent % Valid % Cumulative % 
16-23 38 54.3 54.3 54.3 
24-31 14 0.2 0.2 74.3 
32-39 10 14.3 14.3 88.6 
40+ 8 11.4 11.4 100.0 
Gender      
Male 28 40.0 40.0 40.0 
Female 42 60.0 60.0 100.0 
Experience with Drones      
None 62 88.6 88.6 88.6 
Less than 1 year 7 10.0 10.0 98.6 
1 to 3 years 1 1.4 1.4 100.0 
Education      
High School 13 18.6 19.1 19.1 
Bachelor 43 61.4 63.2 82.4 
Postgraduate 12 17.1 17.6 100.0 
Income      
Less than 1K 33 47.2 47.2 47.2 
1-5K 28 40.0 40.0 87.2 
5-10K 9 12.9 12.9 100.0 
 
Table 4. 4: Demographics - Pilot Study 
 
The questionnaire included a demographic section, which enquired 
participants about their age, gender, years of experience flying drones, 
education, and monthly income. Respondents ageing 16-23 recorded 
the highest participation in the pilot study (see Table 4.4). Similarly, 
60% of the participants were females over counting males by 20% 
surplus.  
Most of the participants were degree holders (61.4%), whereas the 
remaining participants were evenly divided between high-school 
graduates and postgraduates. Moreover, participants equally earned 
less than 1,000 Malaysian Ringgit (MYR) and between 1,000 - 5,000 
MYR per month. The largest discrepancy existed in the years of 
experience with flying drones, where 88.6% of participants had no prior 
experience, while only 10% experienced drone flights for less than one 
year.  
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4.3.2.2 Reliability 
Reliability is the ability of a construct [or an item] to reproduce similar 
results in repeated measurements under identical conditions. 
Moreover, reliability reflects the extent to which measures are coherent 
in representing a construct. Through significant inter-item and item-total 
[i.e. average] correlations, it is understood that items have a sufficient 
degree of commonality (Blunch 2012).  
If item and average correlations are positive and high, the construct is 
said to be reliable (Bergkvist and Rossiter 2007). Accordingly, if items 
do not correlate well [low or inconsistent correlations], then they 
become candidates for reformulation or elimination (Blunch 2012). 
When the reformulation is unproductive the construct may need to be 
redefined and items re-pooled (Churchill 1979).  
It is clear then that reliability reflects the significance of inter-constructs 
correlations and how measures perform (Diamantopoulos et al. 2012). 
Research also points out that failing to achieve a sufficient reliability 
provides negative evidence of construct validity (Diamantopoulos 
2005). It also provides evidence of inherent measurement errors and 
misspecification (DeVellis 2003). 
Churchill (1979) differentiates between construct and item reliability 
suggesting the use of the formula of linear combinations to calculate 
the former. Nonetheless, recent research recommends Cronbach’s α 
formula to measure both construct and item reliability (Blunch 2012) 
and deem it as the most popular (Vaske 2008).  
A Cronbach’s alpha value of 0.7 is used as a threshold to identify 
acceptable reliability (Nunnally and Bernstein 1994). Moreover, a 
coefficient alpha value greater than 0.7 reflects high reliability in most 
research (Hair et al. 2010). However, values of 0.5 or 0.6 are 
considered acceptable in early research (Nunnally 1987). 
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4.3.2.3 Factor Analysis 
The researcher’s judgment during factor analysis is often subjective 
and leads to poor outcomes which may undermine the processes of 
theory building and testing (Reio and Shuck 2015). Accordingly, 
scholars agreed that factor analysis should be performed over three 
stages in order to obtain reliable results: conducting preliminary checks, 
and extracting and rotating factors (Ferguson and Cox 1993; Hair et al. 
2010; Reio and Shuck 2015; Treiblmaier and Filzmoser 2010). The 
following sections provide further explanation of the processes.   
4.3.2.3.1 Preliminary Checks 
As per the literature, prior to conducting factor analysis, several criteria 
should be assessed. These criteria include checking data for potential 
issues with normality and outliers. In addition, research suggests 
assessing the adequacy of sample size and the existence of a factorial 
structure among items. Once these criteria are satisfied, the research 
may proceed with factor analysis. 
Like other multivariate techniques, factor analysis assumes data are 
normally distributed (Hair et al. 2010). Treiblmaier and Filzmoser (2010) 
claim that normality tests may not be required for certain methods 
under factor analysis such as principal component analysis. However, 
they recommend running the normality test to ensure no influence of 
non-normal data exists. Additionally, it is recommended that a quick 
check of outliers is performed (Hair et al. 2010) to avoid obtaining an 
unrealistic number of extracted factors (Treiblmaier and Filzmoser 
2010).  
Sample size (N) is important to ensure that factor analysis can be 
performed. It is usually considered as the reference judgment criterion 
(Ferguson and Cox 1993), with N=100 deemed sufficient (Ferguson 
and Cox 1993; Hair et al. 2010; Mackenzie et al. 2011).  
As the number of variables increases, larger sample size [N=300] may 
be required (Ferguson and Cox 1993). However, empirical evidence 
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shows that sample size does not influence the results of factor analysis 
(Sass 2010).  
Another school of thought considers that sample size becomes 
irrelevant when items exhibit high factor loadings [FL > 0.6] (Ferguson 
and Cox 1993) and large communalities [FL2 > 0.5] (Izquierdo et al. 
2014; Jung and Lee 2011).  
To assess whether a factorial structure exists, some statistics may be 
useful. One method is computing the Barlett’s sphericity test, which 
examines the null hypothesis that no associations exist among 
variables. The rejection of hypothesis [p<0.05] indicates that significant 
relationships exist among some variables (Ferguson and Cox 1993). 
However, the test was often found to provide unreliable results with 
increasing sample size (Hair et al. 2010).  
Less sensitive to sample size is the Kaiser-Meyer-Olkin’s (KMO) 
Measure of Sampling Adequacy (MSA), which indicates whether the 
correlations among variables may be contained by small number of 
factors [i.e. factor stability]. MSA values of 0.5 – 0.8 are desirable, with 
the latter is deemed meritorious (Kaiser, 1974). Values below 0.5 are 
unacceptable and require a per-item MSA examination and the 
sequential removal of deficient items (Hair et al. 2010). 
Another indicator of a factorial structure is the correlation matrix: the 
existence of a little number of correlations indicates the adequacy of 
using factors analysis (Ferguson and Cox 1993). If most correlations 
are either low [r<0.3] or equal, one should abstain from conducting the 
analysis (Hair et al. 2010). These correlations may be observed in the 
correlation matrix, or by computing partial correlations among variables. 
Partial correlations are reflected in the anti-image correlation matrix 
provided in the SPSS statistical package (Hair et al. 2010).  
4.3.2.3.2 Factor Extraction 
Factor extraction aims to identify and retain only factors that hold 
sufficient information to adequately regenerate the initial correlation 
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matrix (Ferguson and Cox 1993). Most prominent extraction methods 
are the principal component analysis [PCA] and exploratory factor 
analysis [EFA] (Hair et al. 2010; Reio and Shuck 2015).    
PCA aims at representing variables with a minimum number of factors 
which hold the largest possible amount of total variance (Reio and 
Shuck 2015), to basically eliminate measurement errors associated 
with common variance (Henson et al. 2004).  
If not known a priori (Hair et al. 2010; Treiblmaier and Filzmoser 2010), 
the number of factors is obtained by several heuristics including: the 
latent root criterion (Ferguson and Cox 1993) which retains factors with 
Eigenvalues superior to one. Results from the latent root criterion are 
also confirmed by scrutinising the scree plot, where all points (factors) 
above the elbow are retained (Hair et al. 2010).  
Additionally, parallel analysis, a highly accurate technique, is 
recommended when results from both methods above are contradictory 
(Ferguson and Cox 1993; Pallant 2007). Another measure of factor 
representativeness is the cumulative variance of factors, with values 
above 40% considered acceptable (Hair et al. 2010; Reio and Shuck 
2015; Stevens 2009). 
EFA, on the other hand, aims at revealing the latent structure 
containing the observed variables (Mvududu and Sink 2013) by 
assessing the strength of factor-item relationship (Conway and Huffcutt 
2003). In other words, EFA accounts only for significant common 
variances (Hair et al. 2010). Accordingly, variables with low 
communality [< 0.5] are considered deficient and should be eliminated 
(Blunch 2012; Reio and Shuck 2015). 
4.3.2.3.3 Factor Rotation 
Consistent with EFA (Reio and Shuck 2015), factor rotation seeks to 
maximise the factor-item relationship to uncover the underlying 
constructs with increased clarity (Gorsuch 1997; Jung and Lee 2011) 
and minimal cross loadings (Sass 2010). Variables which highly load [> 
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0.4] on one factor (Gorsuch 1997; Sass 2010) and exhibit minimal 
cross-loadings [difference less than 0.2] are retained (Ferguson and 
Cox 1993). 
Two types of factor rotation exist: orthogonal and oblique. Orthogonal 
rotation aims at maximising high loadings and minimising low loadings, 
and produce a more parsimonious set of factors (Ferguson and Cox 
1993; Hair et al. 2010). Oblique rotation performs a similar function; 
however, it requires defining the level of correlations expected between 
factors [i.e. ∂].  
Positive values of ∂ instruct the statistical package to attempt producing 
more significant correlations [i.e. increase the factor loading, and the 
variance], and vice versa. To decide on a ∂ value that maximises 
correlations, trial-and-error shall be performed; however, ∂= -4 should 
be avoided as it is equivalent to an orthogonal solution (Ferguson and 
Cox 1993).  
The rationale for choosing either processes depends on whether 
factors are assumed correlated. Orthogonal rotations are employed 
when factors are assumed uncorrelated, whereas oblique rotations are 
used with factors assumed correlated (Hair et al. 2010; Treiblmaier and 
Filzmoser 2010).  
By checking the component correlation matrix, it is possible to know if 
both methods will generate different or similar results. When 
correlations are low, it is presumed that both orthogonal and oblique 
rotation techniques will yield same results, and vice versa (Pallant 
2007).  
4.3.3. Main Survey 
4.3.3.1 Sampling 
Population is the universe or complete group of entities that share a set 
of common characteristics (Kotzab et al. 2005). Also, referred to as the 
‘study population’ or ‘population with the condition’ (Supino and Borer 
2012). Entities are not necessarily humans, but may also include 
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animals, organisations, or any other subjects that can produce 
information (Lavallee 2007). This study’s population constitutes of 
residents within the Malaysian borders. 
  
According to Kumar (2011: 193), ‘sampling is the process of selecting a 
subgroup of the population you are interested in, to become the basis 
for estimating or predicting … an outcome regarding the bigger group’. 
Two sampling types exist: random and non-random sampling. Random 
or probability sampling assigns individuals in the population an equal 
chance to be selected as a sampling unit [or participant] (Supino and 
Borer 2012) attempting to achieve a sample representative of the 
population for generalising results (Jonker and Pennink 2009).  
 
One challenge of random sampling is generating the sampling frame 
[i.e. list of study population] from which to draw the sample (Supino and 
Borer 2012). When this is the case, non-random sampling designs, 
which do not follow conventional rules of sampling theory, are 
recommended (Lavallee 2007). 
 
In this research, convenience sampling and network sampling, types of 
non-random sampling were employed. To apply convenience sampling, 
the researcher enrolled subjects that are readily available from staff 
and students of Curtin University Malaysia (Saunders et al. 2012; 
Supino and Borer 2012). The researcher also employed snowball 
sampling, hence recruiting lecturers and associate lecturers, who were 
also under study, to distribute surveys to their students (Kumar 2014; 
Lavallee 2007; Supino and Borer 2012).  
 
Non-random sampling was chosen to identify respondents for this study 
because of the following reasons: first, it is suitable for preliminary 
stages of research (Supino and Borer 2012), where the aim is usually 
to test a model or theory rather than generalisation of results to 
population (Hair et al. 2010; Malhotra 2012; Vaske 2008). There is 
strong evidence of employing non-random sampling in technology 
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acceptance research (Davis 1986; Hu et al. 2016; Joo and Sang 2013; 
Venkatesh and Davis 2000).  
 
Second, non-random sampling, being time and cost effective, 
compensates for this study’s limited budget and duration (Kumar 2014; 
Supino and Borer 2012). Finally, the sampling technique provided the 
researcher with more control on the sampling process, as he was able 
to identify subjects who are readily available and capable of answering 
the survey effectively (Malhotra 2012; Supino and Borer 2012).  
 
4.3.3.2 Sample Size 
In research which aims at developing and testing theory, and employs 
non-random sampling, the choice of sample size is not clear-cut 
(Saunders et al. 2012). Nonetheless, small sample sizes provide 
reliable results over PLS-SEM analyses (Chin and Newsted 1999; Hui 
and Wold 1982; Reinartz et al. 2009).  
Apart from that, several qualitative criteria are followed including the 
number of variables, the nature of analysis, sample in similar studies, 
and resource constraints (Malhotra 2012). Other research suggests 
collecting data until theoretical saturation (Kumar 2014), however, this 
does not provide any indication of the sample size (Saunders et al. 
2012). 
Different schools of thought were consulted to decide on an optimum 
sample size. Some researchers believe that sample size is not a 
significant determinant of the application of PLS-SEM, and instead 
apply the often-cited 10 times rule (Barclay et al. 1995) which states 
that the minimum required sample equals 10 times the largest number 
of structural paths in the model.  
Whereas this provides rough guidelines for deciding on a minimum 
sample size, PLS-SEM still requires the consideration of model 
background and data characteristics (Hair et al. 2011). Since PLS-SEM 
essentially builds on the properties of OLS regression, more 
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recommended rules of thumb are those which consider the desired R2 
value, significance level, and the maximum number of structural path 
coefficients directed at a construct (Cohen 1992; Hair et al. 2014), 
depicted in Table 4.5 below. 
 
No. of 
Arrows 
Significance Level 
1% 5% 10% 
Minimum R2  Minimum R2 Minimum R2 
0.10 0.25 0.50 0.75 0.10 0.25 0.50 0.75 0.10 0.25 0.50 0.75 
2 158 75 47 38 110 52 33 26 88 41 26 21 
3 176 84 53 42 124 59 38 30 100 48 30 25 
4 191 91 58 46 137 65 42 33 111 53 34 27 
5 205 98 62 50 147 70 45 36 120 58 37 30 
6 217 103 66 53 157 75 48 39 128 62 40 32 
7 228 109 69 56 166 80 51 41 136 66 42 35 
8 238 114 73 59 174 84 54 44 143 69 45 37 
9 247 119 76 62 181 88 57 46 150 73 47 39 
10 256 123 79 64 189 91 59 48 156 76 49 41 
 
Table 4. 5: Sample size determination 
 
The latter method deemed more reliable (Hair et al. 2014) will be 
adopted in this PhD research, which employs PLS-SEM analysis over 
Smart-PLS 3.2.6. Where the author aims at a R2= 25%, considered 
high in consumer behaviour research (Hair et al. 2014), and a 95% 
confidence level. And, as the AMUAS postulates a maximum of 3 
structural paths per construct. Thus, according to Table 4.5, a minimum 
sample size of 59 respondents is found sufficient to produce reliable 
results. Nonetheless, PLS analysis was conducted on 224 valid 
responses, the outcome of the data collection process (See Section 
5.3.1).  
It should be noted that a sample of 224 respondents was not meant to 
be representative of the population, as this study aims at model 
development and testing, rather than the generalisation of results (Hair 
et al. 2014; Malhotra 2012; Supino and Borer 2012; Vaske 2008). 
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Additionally, such a sample size is evidently sufficient for model testing 
purposes. In fact, studies with similar aims usually employ much 
smaller samples, e.g. < 100 participants (Davis 1986; Davis et al. 1989; 
Venkatesh and Davis 2000; Venkatesh and Bala 2008). 
4.3.3.3 Data Collection 
Surveys are the most common tool used in quantitative research, 
because they enable the translation of responses into the digital form of 
statistical packages (Kumar 2014). Surveys are also simple and time-
saving, which allows for higher response rates (Malhotra 2012).  
Around 435 surveys were distributed over the period from March 5th to 
April 3rd, 2017. The researcher personally collected data from 
academics and staff of Curtin University, Malaysia. Face-to-face data 
collection (Malhotra 2012; Vaske 2008) was useful in several aspects: it 
helped collecting data more efficiently; and, it allowed for follow-ups 
with respondents. Additionally, face-to-face interviews were chosen 
because they significantly reduce measurement errors (Vaske 2008).  
Data collection took place fortnightly between 10.00 – 11.30 a.m. to 
ensure that the respondents had not yet left for lunch. The investigator 
stayed around after handing the surveys to offer respondents a chance 
for clarification, if needed. Some respondents provided the survey 
forms instantly, whereas others requested additional time. Accordingly, 
follow-ups happened during subsequent data collection rounds, in 
order to avoid stressing respondents.   
Professors and assistant professors of the Faculty of Business also 
assisted in collecting data from their students, which saved time and 
compensated for the author’s lack of connections (Kumar 2014). The 
numbers of outsourced questionnaires varied from several tens to 
above hundred surveys per person.  
Their feedbacks were sufficiently quick, despite a few exceptions. 
Some preferred to collect the surveys instantly, whereas others 
considered giving their students time to answer the survey. In general, 
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the professors delivered the surveys to the researcher within an 
acceptable timeframe. Several professors requested an additional 
bunch of surveys.     
It is noteworthy that research ethics procedures were completed prior 
to data collection, early November 2015, to ensure questions would not 
cause any kind of discomfort to respondents [see Appendix E]. 
Following Curtin University’s ethics procedures, the researcher 
submitted a form consisting of thirty-two pages to the Research Ethics 
Committee at Curtin University, Perth, for approval. The research ethics 
officer returned with the project’s approval within two weeks. 
4.3.3.4 Research Instrument  
The survey began with an introductory section, which aimed to provide 
some information about drones. Thus, the investigator included two 
photos of fixed-wing and rotary aircrafts, and provided details 
concerning the technology (e.g. benefits, concerns, and regulations). 
Moreover, he provided the research ethics approval number as per the 
University’s guidelines [see Appendix D]. 
Upon ticking the ‘I agree to participate in this survey’ box, respondents 
were introduced into questions measuring their intention to purchase 
drones. The questions covered several levels of intention including 
estimation, expectation, and planning. A total of 6 questions constituted 
this section. Next, by answering 4 questions, the respondents recorded 
their attitudes towards using drones in Malaysia.  
The section on perceived benefit, including 7 questions, covered 
several individual, social, and economic benefits of using drones. 
Additionally, the perceived risk section addressed three areas of 
concerns commonly addressed in the UAS literature: privacy, safety, 
and security. Five questions constituted this section. Finally, the 
perceived control section, with 5 questions, measured the degree of 
autonomy, requested by participants, over UAS flight in nearby 
airspace such as home and workplaces.  
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The survey concluded with a demographics section enquiring about the 
respondents’ age, gender, experience with drones, education, and 
income. Age covered four groups: 16-24, 25-32, 32-39, and 40+; while 
education covered high school graduates, bachelor holders, and 
postgraduates. Income covered a wider range of choices from 1-20+k 
Malaysian Ringgits.  
The reader may notice that categorising age and education was slightly 
parsimonious. This was intentional to avoid the issue of under and over 
representation of the sample. For instance, as people above 40 are 
less expected to know or be engaged with UAS technology, it was 
relevant to group them under an open range, to increase the chances 
of sample balance. 
The psychometric questions of this survey were all measured over 
Likert scale, recommended for behavioural research (Hair et al. 2010). 
Likert scales were designed to be equidistant [strongly disagree – 
strongly agree] to satisfy the interval scale criteria (Hair et al. 2014). 
Contrarily, demographic questions were measured using dichotomous 
[for gender] and ordinal [for age, education, and income] scales. 
4.4 Data Analyses 
4.4.1 Assumptions for Multivariate Analysis 
Prior to conducting any multivariate technique, it is important to test the 
data for several criteria to ensure the analysis will return reliable 
results. The review of the literature on quantitative methodology has 
yielded that commonly researchers assess data for normality, linearity, 
homoscedasticity, and collinearity. However, linearity and 
homoscedasticity are not prerequisites for conducting PLS-SEM 
analyses (Hair et al. 2014; Hair et al. 2017) adopted in this research. A 
review of these assumptions is provided anyway in this section, 
whereas results are provided in Appendix F. 
  
108 
 
4.4.1.1 Normality 
Exploratory techniques such as PLS-SEM (Hair et al. 2014) consider 
the assessment of normality at a univariate level to ensure that 
subsequent statistics or tests will provide valid results (Hair et al. 2010; 
Treiblmaier and Filzmoser 2010). Practically, it is not possible to obtain 
perfectly normal data, and some degree of non-normality should be 
tolerated. Values of Skewness or Kurtosis in the range of ±3 are 
tolerated (Hair et al. 2014). Normalised z-values of both Skewness and 
Kurtosis are measures of univariate normality [see equation 4.2].  
Additionally, normality may be assessed using Shapiro-Wilks and 
Kolmogorov-Smirnov tests, however they are found sensitive to sample 
size, which recommends the use of graphical evaluations [e.g. Q-Q 
plots] instead (Hair et al. 2010). 
 
ZS =
𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠∗ √𝑛
√6
        ZK =
𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠∗ √𝑛
√24
  
Equation 4. 2: Calculation of Z-scores - Hair et al. (2010) 
Where n = sample size. 
At an instance of non-normality, data are usually transformed using 
various mathematical equations [e.g. logarithms, inverses], or 
integrated into the modelling processes (Hair et al. 2010). In line with 
this, PLS-SEM does not make assumptions about the data distribution  
and accommodates non-normal data (Hair et al. 2014). Nonetheless, 
normality test may still be conducted merely to evaluate the extent of 
non-normality in the data (Hair et al. 2014).    
4.4.1.2 Linearity 
The basic factor model assumes that the observed variables must be 
linearly related to represent the corresponding factors (Ferguson and 
Cox 1993). Hair et al. (2014) explain that linearity test is important for 
identifying non-linear effects of data, which are omitted in the 
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correlation matrix, because this results in underestimating the actual 
strength of correlations. Thus, it is important to examine linearity to 
identify and radicalise non-linear ones. 
Commonly, this is achieved by examining Scatterplots, which can be 
accessed via the SPSS21 statistical package. Scatterplots represent a 
relationship between the variables and their residuals (Hair et al. 2010), 
which interprets the dependencies among variables within one dataset 
(Härdle and Simar 2003).  
In assessing linearity, straight-line patterns identify a relationship as 
linear. Random patterns are indicators of nonlinear relationships (Hair 
et al. 2010). However, linearity test is not a prerequisite of PLS-SEM 
analyses, thus it will be presented in Appendix F, as discussed earlier. 
4.4.1.3 Homoscedasticity 
Homoscedasticity refers to the equal or homogenous variance the 
predictor variables induce in the dependent or criterion variable(s). 
Homoscedastic data are desirable because the variance in the criterion 
variable should not depend on a limited range of independent variables 
(Hair et al. 2014).  
When data are not varying with homogeneity, they are said to be 
heteroscedastic. Heteroscedasticity is introduced by variables 
measured on large scales [e.g. 9/11-point Likert Scales] or when they 
are severely skewed (Hair et al. 2010). Accordingly, data are checked 
for normality before the homoscedasticity test (Härdle and Simar 2003).  
Homoscedasticity is assessed graphically using either scatterplots or 
boxplots. Statistically, Levene’s test is considered fit to assess 
heteroscedasticity (Hair et al. 2014), and is found under ANOVA or 
discriminant analysis processes over SPSS 21 (Pallant 2007).  
The main hypothesis of the test is that data are heteroscedastic, thus a 
p > 0.05 indicates variables are of homogeneous variance (Hair et al. 
2010). Homoscedasticity also is not a prerequisite of PLS-SEM 
analysis, and will be presented in Appendix F.  
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4.4.1.4 Collinearity 
High correlation among items, also referred to as collinearity, can be 
problematic from both methodological and analytical views (Hair et al. 
2011). When two or more items hold identical or highly similar 
information, they create redundancy and duplicate the required 
information, resulting in perfect or high inter-item and inter-construct 
correlations (Hair et al. 2014). However, some degree of collinearity is 
desired as it assures correlations among existing constructs (Hair et al. 
2010).  
Conventionally, values in the correlation matrix should not exceed 0.9 
to ensure collinearity will not have influence on the research results. If 
correlations exceed this level, variables are said to be collinear and 
their removal or combination is recommended (Hair et al. 2010; Pallant 
2007).  
Similarly, high levels of collinearity are not desirable in PLS-SEM 
because this may inflate standard errors, reduce path coefficients and 
other estimates, and reverse the signs of weak indicators (Hair et al. 
2014). Over PLS-SEM, two measures of collinearity are provided:  
Tolerance [TOL] and the Variance Inflation Factor [VIF], where both are 
inverses of each other. TOL is defined as the coefficient of 
determination minus one. Values of TOL < 0.2 and VIF > 5 indicate that 
variables are collinear (Hair et al. 2013). In cases of high collinearity, it 
is recommended to eliminate the problematic indicator(s)/construct(s), 
merge predictors, or create a higher-order construct (Hair et al. 2014).  
4.4.2 Partial Least Squares Structured Equation Modelling  
Multivariate analyses, in general, include any statistical methods that 
analyse several variables simultaneously. Examples of multivariate 
techniques are exploratory factor analysis, cluster analysis, analysis of 
variance, and regression; which are used to either explore or confirm 
theory (Vaske 2008).  
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These types of methods are commonly called first generation 
techniques and have been widely used in social science research. 
Nonetheless, for over than two decades, researchers have increasingly 
been turning to use a second generation of multivariate techniques 
referred to as structured equation modelling [SEM]. These methods, 
unlike first generation methods, allow for studying unobserved variables 
or concepts, and facilitate the assessment of measurement error in 
observed variables (Hair et al. 2014). 
Two main techniques are considered within the SEM paradigm: 
covariance-based SEM [CB-SEM], and variance-based partial least 
squares SEM [PLS-SEM] (Carrion et al. 2016). CB-SEM constructs a 
covariance matrix which is supposed to be similar to the original 
covariance matrix of a reference model (Blunch 2012; Hair et al. 2010). 
Based on this process, CB-SEM assesses and then confirms or rejects 
a theory (Hair et al. 2010).  
PLS-SEM, on the other hand, is primarily employed in case of theory 
development (Nitzl 2016), such as this PhD research. The variance-
dependent technique, farther than assessing the model’s fit, it relies on 
calculating the model’s predictive capacity by partially regressing the 
endogenous constructs on each of the exogenous constructs 
separately (Hair et al. 2011; Hair et al. 2013). Rather than comparing 
the discrepancy between covariance matrices, PLS-SEM assesses the 
difference between observed and predicted variances in the 
endogenous variable(s) (Hair et al. 2014).  
PLS-SEM is advantageous over CB-SEM in various aspects: first, it 
minimises standard errors and maximises the coefficient of 
determination (predictive power) of endogenous constructs (Shmueli et 
al. 2016). Second, it accommodates all types of constructs [e.g. 
reflective, formative] with any number of indicators [e.g. single-item], 
without the rise of model identification issues (Sarstedt et al. 2016). CB-
SEM, oppositely, is known to exhibit various problems with formative 
models (Hair et al. 2014).  
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Third, PLS-SEM demonstrates higher efficiency in parameter 
estimation manifested in greater statistical power, which reduces the 
likelihood of type I and type II errors occurrence. Finally, it is suitable 
for assessing complex models and requires small sample sizes (Hair et 
al. 2014). However, this method is vulnerable to missing data and 
outlying values which necessitates data preparation prior to the 
analysis (Hair et al. 2013).  
PLS-SEM is not without limitations. First, it cannot be applied to non-
recursive models which contain causal loops (Carrion et al. 2016). 
Second, since PLS-SEM does not conventionally assess the model 
fitness, its confirmatory use is limited (Hair et al. 2014). However, 
researchers introduced a goodness-of-fit measure which is being slowly 
adopted (Tenenhaus et al. 2004).  
Third, in case of complex models, PLS-SEM frequently yields 
underestimated path coefficients and overestimated factor loadings, 
referred to as PLS-bias (Sarstedt et al. 2016). Nonetheless, the 
concept of consistency at large [i.e. large number of items and 
observations] resolves this issue. On the other hand, empirical 
research shows that PLS-bias is very low and of limited influence (Hair 
et al. 2014).  
The PLS-SEM process is relatively easier than CB-SEM, and requires 
fewer settings before running the analysis. The process is summarised 
in three steps: path model estimation, assessment of the outer model, 
and assessment of the inner model. The following sections will describe 
these processes and associated statistics in more detail. 
4.4.2.1 PLS Path Estimation Algorithm 
The PLS-SEM estimation algorithm, as discussed above, relies on 
partially regressing dependent variables on each of the independent 
variables. As a result of this partial regression, final outer [factor] 
loadings [or weights in case of formative constructs] are used to 
estimate the latent variables’ scores, and consequently, to estimate 
path coefficients and the predictive power values (Jamil 2012).  
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Over Smart-PLS 3.2.6, several settings are adjusted prior to running 
the algorithm such as the weighting method [e.g. path weighting], initial 
weights or loadings [i.e. Lohmöller setting], the maximum number of 
iterations and the stop criterion (Ringle et al. 2015).  
The path weighting method is usually employed because it yields the 
highest coefficient of determination, and works efficiently with both 
reflective and formative models of any order (Hair et al. 2011).  
In the first iteration, the PLS algorithm assigns a value of +1 to all 
weights or loadings of a measurement model except the last indicator is 
assigned a value of -1, to ensure that the algorithm converges faster.  
In deciding when the algorithm stops calculation, PLS-SEM relies on 
two criteria: the number of maximum iterations, and the stop criterion. A 
default of 300 iterations is usually set, however if the stop criterion 
reaches 1x10-5, the algorithm converges and stops regardless the 
number of iterations (Ringle et al. 2015). 
4.4.2.2 Assessment of the Outer Models  
 
Assessment of the outer model aims mainly at establishing the 
constructs’ reliability and validity. Only when the constructs are reliable 
and valid, the inner model is ready for assessment (Hair et al. 2014).  
Construct reliability is assessed through composite reliability rather 
than Cronbach’s alpha because the latter is sensitive to the number of 
items (Hair et al. 2011). The construct validity is assessed by means of 
convergent validity and discriminant validity. However, Smart-PLS 
provides an additional method for assessing discriminant validity, i.e. 
Hetero-Trait-Mono-Trait ratio (Hair et al. 2017). 
Composite reliability (ρc) relies on factor loadings in assessing the 
construct reliability (Hair et al. 2017). Thus, it is a function of factor 
loadings and the error variance of each variable [see Equation 4.3], 
where the error variance is also a function of the item’s factor loading 
(Hair et al. 2014).   
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PLS-SEM adopts composite reliability as a default and considers 
values between 0.7 and 0.9 as optimum (Hair et al. 2011; Nunnally and 
Bernstein 1994). Communality is another measure of construct 
reliability, where values below 50% (Chin 2010), and consequently 
factor loadings below 0.708 (Hair et al. 2014), are not acceptable.  
 
ρc =
(∑ 𝐹𝐿)2
(∑ 𝐹𝐿)
2
+ ∑ 𝑉𝑎𝑟 (𝑒)
   
Equation 4. 3: Calculation of Composite Reliability 
 
Where, FL is factor loading, and e is the measurement error. 
Convergent validity is the extent to which the items of a construct 
correlate positively with different measures of the same construct (Hair 
et al. 2014). Along with composite reliability, average extracted 
variance [AVE] constitutes a comprehensive measure of convergent 
validity (Anderson and Gerbing 1988; Fornell and Larcker 1981).  
Similarly, over PLS-SEM, convergent validity is assessed by observing 
outer loadings and calculating the AVE. A construct is said to be 
convergent when all outer loadings are higher than 0.708 and AVE 
values are above 0.5. This means that the construct can explain half of 
the variance in the indicators (Jamil 2012), and that ‘the variance due to 
measurement error is [smaller] than the variance captured by the 
construct’ (Fornell and Larcker 1981: 46). 
 
AVE= ∑ 𝐹𝐿2/𝑘 
Equation 4. 4: Calculation of AVE - Hair et al. (2014) 
 
Discriminant validity is the extent to which a construct’s indicators do 
NOT correlate with indicators of other constructs (Bagozzi et al. 1991; 
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Peter 1981; Peter and Churchill 1986). It means that the construct 
shares more variance with its indicators than with other constructs. 
Therefore, a construct’s loadings must be higher than all cross-loadings 
in order for it to possess discriminant validity (Hair et al. 2017).  
Additionally, PLS-SEM uses the Fornell-Larcker criterion which 
necessitates that the square root of AVE must be higher than the 
highest correlation of a construct (Hair et al. 2017). Alternatively, the 
Hetero-Trait-Mono-Trait ratio of correlations (HTMT) is used as a more 
efficient measure of discriminant validity, specifically for ‘heterogeneous 
loading patterns and high sample sizes’ (Henseler et al. 2015: 128). 
HTMT values smaller than 1.0 [also < 0.9 or 0.85] indicate that 
discriminant validity for a construct is established (Garson 2016; Kline 
2011; Teo et al. 2008).  
4.4.2.3 Assessment of the Inner Model  
Over PLS-SEM, a structural model is assessed using four main criteria: 
First, path coefficients are calculated, and bootstrapping is 
supplemented to establish for the significance of relationships. Second, 
the coefficient of determination (R2) is calculated reflecting the amount 
of exogenous constructs’ variance explained in the endogenous 
construct(s). Third, the algorithm calculates the change in R2 when a 
specific exogenous construct is omitted from the model, i.e. effect size. 
Fourth, it assesses the predictive relevance, or the accuracy of 
predicting data points, in reflective endogenous constructs (Hair et al. 
2014).  
Traditionally, assessment of model’s fitness is irrelevant for PLS-SEM 
(Hair et al. 2017), however the author concludes the analysis with 
introducing a goodness-of-fit measure (Tenenhaus et al. 2004) which is 
being recently accepted in PLS literature.  
Path coefficients represent the results of between-construct 
hypothesized relationships. Estimated coefficients which have 
standardised values close to ± 1 are considered strong, whereas 
coefficient values closer to 0 are considered weak (Hair et al. 2014).  
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However, t-values, obtained by applying the bootstrapping re-sampling 
procedure, decide if relationships are significant (Jamil 2012). When 
the minimum standard error is obtained, the bootstrapping process 
stops, and the maximum t-value is achieved (Hair et al. 2017).  
The coefficient of determination [R2], or predictive accuracy, is obtained 
by squaring the correlation between actual and predicted values of the 
endogenous construct(s). Thus, the higher is R2, the more accurate the 
model is in predicting the endogenous construct. R2 values range from 
0 to 1, indicating higher levels of predictive accuracy as values get 
closer to 1 (Hair et al. 2017).  
In marketing research, values of 0.75, 0.50, or 0.35 can be respectively 
described as substantial, moderate and weak (Hair et al. 2011; 
Henseler et al. 2009). Alternative respective values are 0.67, 0.33, and 
0.19 (Jamil 2012). Nonetheless, in consumer behaviour research, such 
as this one, R2 values of 0.20 are considered high (Hair et al. 2014; 
Hair et al. 2017). 
Upon calculation of R2, it becomes possible to assess the contribution 
of each exogenous construct to the variance in the endogenous 
construct individually by omitting it from the model and calculating the 
effect size (Hair et al. 2014). In other words, effect size is the relative 
increase in R2 proportional to the unexplained variance of the 
endogenous latent construct (Henseler et al. 2009).  
To obtain the effect size [see equation 4.5], R2 is estimated twice, once 
before the exogenous construct is excluded [i.e. R2included], and once 
after its exclusion [R2exclusion] (Hair et al. 2014). Guidelines for 
evaluating the effect size suggest that values of 0.02, 0.15, and 0.35, 
mean that the exogenous construct’s effect is small, medium, and 
large, respectively (Hair et al. 2013). 
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𝑓2 =
Rincluded
2 − R𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑
2
1 − R𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑
2  
Equation 4. 5: Calculation of effect size 
 
Additionally, PLS-SEM provides a measure of how accurate is the 
endogenous construct in estimating data points, i.e. predictive 
relevance or validity [Q2], applicable to reflective endogenous 
measurement models only. Using the blindfolding sample reuse 
technique, PLS omits the nth data point in the endogenous construct’s 
indicators, and assesses the model’s parameters with the remaining 
data points (Hair et al. 2017).  
The omitted data points are treated as missing values, and are 
replaced by PLS’ mean value replacement. They are later re-evaluated 
using the estimates resulting from the blindfolding process (Hair et al. 
2014). Blindfolding is repeated until each data point has been used for 
omission and re-estimation. The difference between the replaced data 
points and the predicted ones is used to measure predictive validity 
(Hair et al. 2017).  
The value of Q2 indicates how well the reconstructed data empirically 
represent the model and its parameters (Akter et al. 2011). In general, 
values of Q2 larger than zero indicate predictive relevance (Henseler et 
al. 2009). Q2 is obtained using two prediction techniques: cross-
validated communality and cross-validated redundancy (Hair et al. 
2014).  
Cross-validated communality uses the endogenous construct’s 
estimates to predict the omitted data points; whereas, cross-validated 
redundancy uses the path model estimates (Hair et al. 2017). The 
former though is best suited for parsimonious models such as the 
AMUAS (Chin 2010). 
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𝐺𝑜𝐹 =  √𝐶𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝑖𝑡𝑦𝑎𝑣. ∗ 𝑅𝑎𝑣.2  
Equation 4. 6: Tenenhaus' (2004) Global Goodness-of-Fit 
 
Recent research promotes a goodness-of-fit index (Henseler and 
Sarstedt 2013), which specifically provides reliable results when the 
inner model includes multi-item constructs (Vinzi et al. 2010), 
exogenous and endogenous (Henseler and Sarstedt 2013). Tenenhaus 
et al.'s (2004) index is defined as the square root of the product of both 
the average items’ communality and average variance explained by the 
endogenous constructs in the model [see Equation 4.6].  
This index though does not penalise over-parameterisation, or the 
attempt of some researchers to add relationships for the sake of 
increasing model fit (Henseler and Sarstedt 2013). This calculation 
reflects the extent to which a model, can achieve out of the ‘ideal’ 
goodness-of-fit (Tenenhaus et al. 2004), and provide accurate path 
coefficients (Henseler et al. 2009).  
4.4.2.4 Importance-Performance Matrix Analysis 
 
A fundamental PLS analysis identifies the relative contribution of 
exogenous constructs in the structural model by estimating the paths’ 
indirect, direct, and total effects. In the importance-performance matrix 
analysis (IPMA), this refers to the ‘importance’ part (Hair et al. 2017).  
IPMA further extends the basic PLS analysis to include the assessment 
of the actual performance of the exogenous constructs. Thus, it 
provides an objective view about the overall value of an exogenous 
construct. For instance, a construct may have low importance [i.e. total 
effect], but is highly performing. Such assessment should draw 
managerial attention [through marketing activities] to study why the 
construct though has high performance is modestly contributing to the 
model’s predictive capability (Hair et al. 2014; Hair et al. 2017). 
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Executing IPMA is relatively simple and requires two main processes: 
calculation of the total effects is used to indicate the importance of the 
exogenous constructs in predicting the endogenous one(s). Next, the 
performance values of the exogenous constructs are obtained through 
a rescaling process.  
Rescaling relies on the subtraction of minimum scale from the data 
point and dividing the outcome by the range [i.e. max – min]. The 
outcome is then multiplied by 100. This reflects the performance in 
percentage form. Over a scale from 0 to 100, the closer the 
performance index to 100, the higher the performance of a construct is.  
IPMA results are presented in the form of a table and an importance-
performance map (Hair et al. 2017; Ringle and Sarstedt 2016). Over 
Smart-PLS 3.2.6, performance is automatically assessed without the 
need to perform the above rescaling calculations (Ringle et al. 2015). 
 
4.4.2.5 Mediator Analysis 
 
The addition of a mediating construct, or a mediator, serves the 
purpose of studying its influence on the direct relationship between 
constructs. In other words, to assess how much of the direct influence 
will it absorb, and if there is need to add the mediating construct (Vaske 
2008).  
The amount of ‘absorption’ defines the level of mediation. An index that 
calculates the level of mediation is the ‘Variance Accounted For’ [VAF], 
which divides the indirect path by the total path [see Equation 4.7]. VAF 
values above 80% reflect a full mediation, whereas values between 
20% to 80% mean partial mediation (Hair et al. 2017). If VAF goes 
below 20%, one may assume that no mediation exists (Hair et al. 
2014). 
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𝑉𝐴𝐹 = (
𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 𝑒𝑓𝑓𝑒𝑐𝑡
𝑡𝑜𝑡𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡
) ∗ 100 
Equation 4. 7:  VAF Calculation  
 
The process of assessing mediation relies on obtaining significant 
correlations. The first ‘direct’ correlation should exist between the 
exogenous and endogenous constructs prior to including the mediator. 
Second, significant correlations should exist along the indirect path 
between the predictors and the criterion construct (Hair et al. 2017).  
If both paths show significant correlations, the VAF [see Equation 4.7] 
may be calculated (Hair et al. 2017; Nitzl et al. 2016). This is assessed 
by conducting bootstrapping algorithms according to PLS-SEM theory 
(Hair et al. 2014). 
4.4.2.6 Control Variables 
 
Control variables are external variables, which are not related to study 
objectives, theories or hypotheses. However, in this study, they were 
included to test whether the observed relationships, would 
increase/decrease or reverse signs (Spector and Brannick 2011). They 
were also chosen carefully to ensure accurate findings and the viability 
of future replication and generalisation of the research (Atinc et al. 
2012; Becker 2005).  
The influence of control variables such as gender, age, education and 
income, was often considered in technology acceptance research 
(Chao-Jun et al. 2013; Costa-Font and Gil 2012; Hossain et al. 2002; 
Jenkins-Smith et al. 2011; Kim et al. 2013; Onyango et al. 2004; Rollin 
et al. 2011; Truelove and Greenberg 2013).  
Other studies considered the influence of experience with a technology 
(Costa-Font and Gil 2009, 2012; Costa-Font et al. 2008; Hossain et al. 
2002; Hossain et al. 2003; Huang et al. 2010; Lucht 2015; Magnusson 
and Hursti 2002; Moon and Balasubramanian 2001; Rollin et al. 2011; 
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Siegrist 2000, 2008; Siegrist et al. 2007; Siegrist et al. 2008; Truelove 
and Greenberg 2013; Visschers and Siegrist 2013; Yang et al. 2013).  
Accordingly, such theoretical evidence provides bases for including 
control variables in the analysis (Atinc et al. 2012; Becker 2005; Becker 
et al. 2016). 
Age was measured over an ordinal scale: 4 categories represented 
participants, which are more likely to purchase drones; i.e. 16 – 40+ 
years old. Gender was measured on a dichotomous scale, indicating 
two choices: male and female (Privitera 2015). Experience with drones, 
education, and income were all measured on ordinal scales (Saunders 
et al. 2012) with varying number of categories [See Appendix D]. Such 
presentation of measurement methods was essential for control 
variables’ inclusion and provides further affirmation of the research 
results (Becker 2005; Becker et al. 2016). 
 
4.5 Summary 
The Chapter provided a detailed presentation of the methods 
conducted to carry out research objectives. Initially, measures were 
developed based on previous research. Next, the author described 
measure purification procedures necessary to obtain reliable research 
instruments. The Chapter then moved to describing and justifying 
sampling and data collection procedures. Finally, PLS-SEM theory and 
processes were discussed. The following Chapter entails empirical 
assessments, based on what has been described herein. 
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Chapter 5: Data Analyses & Results 
 
5.1 Introduction 
Chapter 5 is concerned with accomplishing the quantitative objectives 
of this research. It will empirically assess the validity of the AMUAS’ 
proposed constructs and relationships. The Chapter begins with 
presenting the results of measures purification conducted by means of 
both reliability and factor analyses.  
Subsequently, the Chapter presents the results from main survey 
analyses performed over Smart-PLS 3.2.6. Findings from the analysis 
reveal the validity of proposed research hypotheses. They also validate 
the conceptual framework and suggested constructs. Finally, the 
Chapter concludes with an assessment of control variables’ influence.  
5.2 Pilot Study 
5.2.1 Reliability Test 
 
Reliability is the reproducibility of measurements using the same 
construct under identical conditions at a different time (Blunch 2012). 
To assess reliability, the researcher relied on the Cronbach’s alpha 
values, and the observation of inter-item and item-total correlations 
(Ferguson and Cox 1993; Hair et al. 2014).  
Items which had either low inter-item or item-total correlations were 
excluded from further analysis (Bergkvist and Rossiter 2007). However, 
this was not done blindly; items were only removed if this resulted in a 
significant increase in reliability, or if they were not theoretically 
connected to other items (Hair et al. 2014).  
The Intention (INT) construct consists of 9 items representing several 
levels of intention. Initial assessment of reliability, generated a high α= 
0.841. Whereas, this is sufficient because it is above the threshold of 
α= 0.7, several low correlations were observed among some items. 
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Items INT03 – INT05 exhibited low inter-item correlations with most 
other items. Item INT03 also exhibited low item-total correlation, 
however, INT04 and INT05 values were sufficient (r > 0.3). The three 
items are linked as they reflect the preferences of civil, recreational, 
and business UAS’ uses, respectively. However, this did not spare 
them from elimination because item-total statistics revealed that their 
removal would significantly increase reliability. After removal, reliability 
was increased to α= 0.892, and all remaining items showed high 
correlations. 
The Attitudes (ATT) construct also includes 9 items which cover 
general feeling towards UAS technology as well as feeling towards 
specific uses in recreational, civil, and commercial applications. The 
assessment of the Attitudes construct reliability was undertaken over 
two rounds. The first round revealed an acceptable reliability level 
(α=0.735), however item ATT01 exhibited very low negative 
correlations with all items. Additionally, items ATT04–05, showed low 
correlations with several items.  
On the other hand, because ATT04–05 are linked to ATT03, caution 
was taken towards their instant removal (Hair et al. 2014). Thus, ATT01 
was removed, and Cronbach’s alpha increased to 0.848. In the second 
round ATT04–05 still exhibited low inter-item and item-total 
correlations. Eventually, the researcher excluded ATT03–05 which 
increased reliability to α=0.868. 
The Perceived Benefit (PB) construct mostly targeted individual and 
socioeconomic benefits associated with the use of drones. Among 7 
items, only one indicator assessed the general perception of usefulness 
(PB07). Initial results showed that the construct is highly reliable 
(α=0.841). Only item PB02 unveiled low inter-item correlations with all 
items, however its item-total value was acceptable.  
This item indicates the usefulness of using UAS in civil operations such 
as search and rescue, and policing tasks. It is deemed important 
because it complements the remaining items, which cover individual 
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and economic benefits. Thus, the item was retained for its conceptual 
significance in representing the construct domain. Accordingly, no 
change occurred to the construct. 
Similar to above, only one among six items assessed general 
perception of risk. The Perceived Risk (PR) construct reflects three 
types of risks articulated in UAS literature: privacy, safety, and security 
risks. Cronbach alpha showed that the construct has high reliability 
(α=0.851), and items mostly had high inter-item and item-total 
correlations.  
Item PR01 exhibited very low correlation with PR06, and its item-total 
correlation was the lowest. PR01 assesses the general perception of 
risk towards drones, which is reflected in other items assessing 
perceived risk from privacy, safety, and security perspectives. Thus, 
item was removed, increasing the construct’s reliability (α=0.876). 
Perceived Control (PC) assesses the ‘anticipated’ level of control over 
the use of UAS in nearby airspace. The construct consists of 6 items 
mainly assessing one idea: the control over use; however, in different 
contexts [e.g. near home, near workplace]. The initial construct 
reliability was α=0.822. All items exhibited high correlations (r > 0.45), 
except PC06 which weakly correlated with all other items [item-total 
r=0.091]. Conceptually, the item is irrelevant as it reflects self-efficacy 
rather than controllability [see Section 3.4.1.5]. Thus, the item was 
removed and reliability increased to α=0.898. 
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Construct 
Cronbach's 
Alpha 
Items 
before 
Removal 
Items 
After 
Deletion 
Reason for Removal 
Intention 0.892 INT01 INT01   
   INT02 INT02   
   INT03 - 
Low inter-item and item-total 
correlation 
   INT04 - 
   INT05 - 
   INT06 INT06   
   INT07 INT07   
   INT08 INT08   
    INT09 INT09   
Attitudes 0.868 ATT01 - 
Low inter-item and item-total 
correlation 
   ATT02 ATT02   
   ATT03 -  
   ATT04 - 
Low inter-item and item-total 
correlation 
   ATT05 -   
   ATT06 ATT06   
   ATT07 ATT07   
   ATT08 ATT08   
    ATT09 ATT09   
Perceived 
Benefit 
0.841 PB01 
No Items 
Removed 
  
   PB02   
   PB03   
   PB04   
   PB05   
   PB06   
    PB07   
Perceived 
Risk 
0.876 PR01 - 
Low inter-item and item-total 
correlation 
   PR02 PR02  
   PR03 PR03   
   PR04 PR04   
   PR05 PR05   
    PR06 PR06   
Perceived 
Control 
0.898 PC01 PC01  
   PC02 PC02   
   PC03 PC03   
   PC04 PC04   
   PC05 PC05   
    PC06 - 
Low inter-item and item-total 
correlation 
 
Table 5. 1: Reliability analysis 
 
To summarise, reliability analysis showed that several items, belonging 
to the Intention, Attitudes, Perceived Risk, and Perceived Control 
constructs, needed removal. The construct Perceived Benefit showed 
no need for item removal. As a result, the INT construct is now 
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represented with 6 items, and the ATT, PR, and PC constructs with 5 
items. Perceived Benefit is still represented with 7 items. Thus, a total 
number of 28 items will be subject to factor analysis.  
5.2.2 Factor Analysis 
5.2.2.1 Preliminary Checks 
Prior to conducting factor analysis, the sample size was assessed for 
sufficiency. Observation of the factor analysis’ descriptive statistics has 
shown that items mostly exhibit high variance [FL2 > 0.7] compared to 
threshold [FL2 > 0.5]. Additionally, the unrotated factor matrix 
demonstrated that all items are highly loading on their factors with 
values between 0.496 and 0.807. Thus, according to Ferguson and 
Cox (1993), Izquierdo et al. (2014), and Jung and Lee (2011), these 
communalities and factor loading values qualify the pilot sample size 
(N=70) for factor analysis [see Section 4.3.2.3]. 
A quick check of outliers was conducted to ensure no inflated number 
of factors is obtained later during factor extraction (Treiblmaier and 
Filzmoser 2010). Assessment of outliers was conducted using the 
calculation of Z-values (Hair et al. 2014) of item scores and showed 
potential outlying values in item PB03. Thus, the case containing these 
outliers was removed. Eventually, after the removal of that case, no 
more outliers were indicated. Thus, from this point onward, factor 
analysis continued with N=69 sample size. 
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    Skewness Std. Error Z-value Kurtosis Std. Error Z-value 
INTENTION 
INT01 -.069 .289 -0.23462 .636 .570 1.078762 
INT02 .060 .289 0.205027 -.507 .570 -0.85935 
INT06 .025 .289 0.085609 -.730 .570 -1.23763 
INT07 -.634 .289 -2.15081 .051 .570 0.086621 
INT08 -.112 .289 -0.37872 -.078 .570 -0.13302 
INT09 -.345 .289 -1.17023 -.355 .570 -0.60259 
ATTITUDES 
ATT02 -.089 .289 -0.30225 -.901 .570 -1.52784 
ATT06 -.239 .289 -0.80954 -.013 .570 -0.02249 
ATT07 -.073 .289 -0.24814 -.658 .570 -1.11579 
ATT08 -.063 .289 -0.21257 -.853 .570 -1.44686 
ATT09 -.198 .289 -0.6722 -.178 .570 -0.30249 
PERCEIVED 
BENEFIT 
PB01 -.396 .289 -1.34217 -.295 .570 -0.4996 
PB02 -.545 .289 -1.84815 .114 .570 0.19294 
PB03 -.577 .289 -1.95771 .321 .570 0.544348 
PB04 -.309 .289 -1.048 -.024 .570 -0.04031 
PB05 -.564 .289 -1.91198 .746 .570 1.264981 
PB06 -.020 .289 -0.06879 -.916 .570 -1.55303 
PB07 .088 .289 0.299175 -.587 .570 -0.996 
PERCEIVED 
RISK 
PR02 -.909 .289 -3.08405 .816 .570 1.383943 
PR03 -.163 .289 -0.55416 -.895 .570 -1.51775 
PR04 -.396 .289 -1.34458 -.427 .570 -0.72329 
PR05 -.718 .289 -2.43398 -.341 .570 -0.57889 
PR06 -1.027 .289 -3.48158 .332 .570 0.562872 
PERCEIVED 
CONTROL 
PC01 -.805 .289 -2.7296 .739 .570 1.252293 
PC02 -.522 .289 -1.76954 -.662 .570 -1.12277 
PC03 -.475 .289 -1.6104 -.861 .570 -1.45988 
PC04 -.506 .289 -1.7162 -.555 .570 -0.94037 
PC05 -.740 .289 -2.51109 .173 .570 0.293056 
 
Table 5. 2: Normality Test - Pilot data 
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Normality test is a prerequisite for every multivariate technique (Hair et 
al. 2010), however, as this factor analysis adopts principal component 
analysis which requires elliptical symmetry, normality test is not a 
prerequisite (Treiblmaier and Filzmoser 2010). Nevertheless, for the 
sake of confirmation, normality test was conducted and showed that 
data are approximately normally distributed [see Table 5.2].  
Several items were skewed however in the tolerable range [i.e. have 
not crossed ± 3] (Hair et al. 2010).  In assessing normality, ZS and ZK 
were calculated (Hair et al. 2014) and Z-values > +/- 1.96 were 
considered non-normal [see Section 4.4.1.1].    
Last preliminary criterion is assessing for the existence of a factorial 
structure. Several statistics have shown that a factorial structure exists. 
First, Kaiser-Meyer-Olkin’s measure of sampling adequacy was above 
threshold [KMO=0.786] and Barlett’s test of sphericity was significant [p 
< 0.05] indicating the appropriateness of conducting factor analysis 
(Hair et al. 2010).  
Second, the correlation matrix showed several significant values [p < 
0.001] (Ferguson and Cox 1993), whereas the anti-image correlation 
matrix depicted that all diagonal values were above 0.5 (Ismail 2010). 
Thus, based on the preliminary checks performed, it is suitable to 
proceed with factor analysis. 
5.2.2.2 Factor Extraction 
Despite having a priori proposed set of 5 factors which represent the 
list of items, principal component analysis was conducted for two 
reasons: first, because the proposed model is novel (Hair et al. 2010), 
and second, to confirm no additional underlying dimensions or factors 
exist; or contrarily, to confirm that no fewer factors represent the 
variables (Ferguson and Cox 1993).  
The latent root criterion revealed that a 5-factor structure exists (see 
Table 5.3). The 5 factors represented 68.7% of the variance in all 
variables, with the first two factors accounting for highest variance 
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[28.6% and 18.45% respectively]. This cumulative variance value is 
considered acceptable in the literature which suggests that values 
between 60% and 75% are optimum (Hair et al. 2010; Stevens 2009). 
 
Total Variance Explained 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
1 8.020 28.642 28.642 8.020 28.642 28.642 
2 5.169 18.459 47.101 5.169 18.459 47.101 
3 2.769 9.890 56.991 2.769 9.890 56.991 
4 1.993 7.119 64.111 1.993 7.119 64.111 
5 1.293 4.617 68.727 1.293 4.617 68.727 
Extraction Method: Principal Component Analysis. 
Table 5. 3: Factor Extraction 
 
Nevertheless, the fact that the latent root criterion is prone to over-
factoring (Zwick and Velicer 1986), led to consulting the scree plot as a 
confirmatory process. Indeed, the scree plot confirmed the proposed 
factorial structure showing 5 eigenvalue points lying above the elbow 
(Pallant 2007).  
The parallel analysis process was not consulted because it works with 
a minimum N=100 sample (Pallant 2007). Thus, we can conclude that 
5 factors will adequately represent the 28 variables. 
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5.2.2.3 Factor Rotation and Interpretation 
Having confirmed that the number of underlying factors is five, we are 
left with the decision on whether orthogonal or oblique rotation should 
be used to interpret factors. It is common knowledge that orthogonal 
rotation is used when factors are assumed uncorrelated, whereas 
oblique rotation is used when they are assumed correlated (Hair et al. 
2010; Pallant 2007).  
Several authors explain that both rotation techniques result in very 
similar solutions, however, orthogonal rotations are easier to interpret 
and report (Pallant 2007; Tabachnick and Fidell 2007). However, as 
orthogonal rotation is capable of producing more parsimonious 
solutions, and to minimise low loadings (Ferguson and Cox 1993), it is 
adopted herein.  
The first run of Varimax rotation showed that most of the ATT 
construct’s items load more strongly on the PB factor, yielding large 
cross-loadings, and suggesting a single-item ATT construct. The 
remaining items had no issues and loaded well on their correspondent 
factors with negligible cross-loadings.  
Single-item constructs are not recommended in the literature for they 
undermine the construct reliability (Hair et al. 2010). Thus, in an 
attempt to avoid representing the ATT construct with a single item, the 
researcher decided to divide the five factors into two groups and 
factorise them separately, as this yields more accurate results (Menon 
et al. 1996).  
The ATT and PB constructs, being the source of problem, were isolated 
in a group together; whereas PB, PR, and PC, constituted the second 
group. 
The grouping of factors though requires that reassessing the existence 
of a factorial structure (Menon et al. 1996). Thus, a brief check on 
KMO’s measure of sampling adequacy, Barlett’s sphericity, and the 
correlation matrix, was conducted prior to each group assessment.  
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The second run of Varimax rotation was conducted on the ATT and PB 
constructs which together formed 12 items. A high KMO=0.870 was 
obtained, and Barlett’s sphericity was significant. The correlation matrix 
showed that most values were significant (p < 0.001). Values in the 
component rotation matrix were assessed for cross-loadings, and 
values which were smaller than 0.2 were not tolerated and vulnerable 
items were removed accordingly (Ferguson and Cox 1993).  
Thus, items ATT07 and ATT09 were candidates for elimination. 
However, ATT09 cross-loading difference was 0.19, which is negligibly 
below 0.2. Additionally, the nature of item “I believe the use of drones is 
valuable” adds to the construct domain’s attitudinal meaning. Contrarily, 
ATT07 reflects usefulness rather than attitudes “using drones is useful”. 
Thus, the researcher decided to retain ATT09 and eliminate ATT07.  
Thus, more reliable results were obtained, and the new structure 
revealed that the Attitudes construct had 4 items; namely: ATT02, 
ATT06, ATT08, and ATT09. The new reliability was lower than the one 
initially computed (α= 0.820), however, the construct became more 
theoretically relevant. The Perceived Benefit construct conserved its 7 
items. 
The third run of Varimax rotation was conducted on the INT, PR, and 
PC constructs with 16 items. The correlation matrix showed several 
values were significant [p< 0.001]. Similarly, several correlations were 
insignificant [p> 0.05]. Nonetheless, some low correlations are 
recommended to produce a simple structure using Varimax rotation 
(Sass 2010).  
 
Moreover, the KMO and Barlett’s sphericity statistics were acceptable, 
0.751 and p < 0.001, respectively. The rotated component matrix 
showed a very clear factorial structure with few insignificant cross-
loadings, denying the need to eliminate any items. Thus, the Intention, 
Perceived Control, and Perceived Risk constructs remained 
unchanged. 
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Thus, the resultant of exploratory factor analysis was the removal of 
one item from the ATT construct. The construct’s reliability was 
decreased [α=0.820], however, its value was still considered 
acceptable [> 0.7]. Accordingly, only 27 items will proceed for PLS 
analysis presented in the next section. 
 
5.3 Main Survey 
5.3.1 Participants 
The main survey targeted a convenience sample of 224 participants to 
answer questions about perceptions, attitudes, and behaviours towards 
the use of drones. As this research aims at testing a model, a 
convenience sample, of this size, was found sufficient [see Section 
4.3.3.2]. Additionally, it is noteworthy that studies with similar aims 
usually settle for a smaller sample size [see Ajzen 1986; Ajzen and 
Fishbein 1970; Davis 1986; Venkatesh and Davis 2000].  
 
The sample was drawn from residents of Miri, the east Malaysian city. 
Specifically, the researcher targeted staff and students of Curtin 
University, Malaysia. Four hundred and thirty three surveys were 
distributed over the period from March 6th to April 3rd, 2017. A response 
rate of 78% (335 participants) was obtained. Participants were males 
and females from age groups between 16 and 40+ years old. 
   
The researcher is aware of the biases associated with non-random 
sampling methods. However, the research has had these errors under 
control, as a response rate of 78% warrants the absence of non-
response errors (Malhotra 2012; Vaske 2008). Additionally, responses 
will be subject to extensive data cleaning and editing [see Section 
5.3.2].  
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Finally, this research is free of sampling and coverage errors as these 
errors are related to the sampling frame associated with probability 
sampling methods (Malhotra 2012; Vaske 2008).  
5.3.2 Data Preparation 
5.3.2.1 Missing Value Analysis 
This analysis showed that the collected data included ignorable and 
non-ignorable missing values (Hair et al. 2010). Ignorable missing 
values occurred due to convenience sampling employed in this 
research; whereas non-ignorable values may have been missing 
because of possible data entry errors, or because the respondents 
skipped questions which they considered sensitive (e.g. income).  
Another source of non-ignorable values was that respondents had no 
knowledge over some question such as the economic benefits of 
drones (Hair et al. 2010). This type of missing values was treated by 
mean value replacement over Smart-PLS 3.2.6 (Hair et al. 2014). 
However, mean value replacement is only possible if the level of 
missing data is above 10% per case, and if the missing data satisfied 
the complete randomness criterion (Tabachnick and Fidell 2007). 
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 N Mean Std. Deviation Missing 
Count Percent 
INT01 224 4.29 1.512 0 .0 
INT02 224 3.28 1.540 0 .0 
INT06 223 3.15 1.526 1 .4 
INT07 223 4.17 1.529 1 .4 
INT08 223 3.59 1.563 1 .4 
INT09 223 3.51 1.602 1 .4 
ATT02 219 5.19 1.423 5 2.2 
ATT06 224 5.01 1.512 0 .0 
ATT08 222 5.33 1.160 2 .9 
ATT09 222 5.41 1.092 2 .9 
PB01 224 5.53 1.167 0 .0 
PB02 223 5.87 1.013 1 .4 
PB03 224 5.80 1.083 0 .0 
PB04 222 5.55 1.201 2 .9 
PB05 223 5.36 1.188 1 .4 
PB06 222 5.01 1.347 2 .9 
PB07 224 5.35 1.118 0 .0 
PR02 223 4.95 1.534 1 .4 
PR03 223 3.89 1.611 1 .4 
PR04 222 4.27 1.459 2 .9 
PR05 222 4.63 1.759 2 .9 
PR06 222 5.13 1.637 2 .9 
PC01 224 5.00 1.384 0 .0 
PC02 224 4.81 1.465 0 .0 
PC03 224 5.04 1.423 0 .0 
PC04 224 5.21 1.532 0 .0 
PC05 224 5.05 1.409 0 .0 
Age 217 1.3041 .76958 7 3.1 
Experience 216 1.0926 .32096 8 3.6 
Education 216 2.0185 .47213 8 3.6 
Income 200 1.4600 1.00171 24 10.7 
Gender 217   7 3.1 
 
Table 5. 4: Missing value analysis 
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Accordingly, the researcher identified that the level of missing data was 
acceptable [<10%]. When data were assessed using Little’s test of 
randomness over SPSS 21 (Pallant 2007), it was shown that they were 
not missing completely at random (MCAR) [Chi-Square=726.726, p < 
0.01=.001], which necessitated integrating the missing values into PLS 
analysis (Hair et al. 2010; Hair et al. 2014). 
5.3.2.2 Outliers Identification 
Outliers ‘are observations with a unique combination of characteristics 
identifiable as distinctly different from other observations’ (Hair et al. 
2010: 64). They may be at either extremes, very high and very low, 
which results in distorting the data distribution and the research results 
(Hair et al. 2010; Tabachnick and Fidell 2007). Outliers may be 
identified using either univariate or multivariate statistics (Hair et al. 
2010).  
To assess univariate outliers, a first round relied on conversion of 
scores into a standardized form, where variables with standard scores 
beyond ± 3.29 were considered outliers (Hair et al. 2010). Results of 
this univariate analysis indicated that several outliers existed. 
To identify multivariate outliers, the Mahalanobis Distance [D2] was 
assessed using SPSS 21. D2 is a chi-square statistic whose degrees of 
freedom equal the number of items included in the analysis. Large D2 
values with small correspondent p-values [p < 0.001] indicate the 
existence of an outlier (Hair et al. 2010).  
Under the regression procedure in SPSS 21, items were entered to the 
‘independent variables’ field, and Mahalanobis Distance was chosen 
under the ‘save’ option. By assessing the p-values resulting from the 
chi-square statistic calculation, it was found that only 4 cases are 
potential multivariate outliers (Pallant 2007). However, the cases were 
retained because do not significantly represent observations and shall 
not impact the analysis (Hair et al. 2010).  
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5.3.3 Assumptions of PLS-SEM Analysis 
 
5.3.3.1 Normality Test 
 
In the current study, normality was assessed by several graphical and 
statistical means. Graphical assessment relied on the normal 
probability plot, aka Q-Q plot, which is a relatively easy compared to 
other methods (Pallant 2007). On a Q-Q graph, points are clustered 
around the regression line when a normal distribution exists. This 
method is considered more appropriate for larger samples (Hair et al. 
2010). By visual observation, the distribution of most variables was 
clustered around the regression line, with slight deviations for few 
variables under the attitudes and the perceived benefit constructs. 
The second method used to assess normality was the values of 
skewness and kurtosis. For normal distribution, standardised values for 
both statistics should be zero, however, values up till ±3 are considered 
tolerable, and data is thus approximately distributed (Hair et al. 2010). 
Values that exceed this threshold is either skewed or kurtotic. When 
distributions are higher than the normal distribution they are leptokurtic, 
whereas if they are shorter or flatter, they are platykurtic.  
On the other hand, skewness which is a measure of deviation from 
symmetry is denoted as either positive or negative. When the data are 
mostly concentrated at the lower half of the distribution, it is negatively 
skewed. Contrarily, when it is concentrated at the upper half it is 
positively skewed (Hair et al. 2010).  
Results of this test, as in Table 5.5, show that data are approximately 
normally distributed, indicating that the amount of deviation from 
normality will not have a substantive influence on subsequent analysis 
(Tabachnick and Fidell 2007). 
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 Skewness Std. Err. Kurtosis Std. Err. 
INT01 -.359 .172 -.303 .343 
INT02 .250 .172 -.576 .343 
INT06 .204 .172 -.647 .343 
INT07 -.411 .172 -.308 .343 
INT08 .001 .172 -.399 .343 
INT09 .014 .172 -.790 .343 
ATT02 -.965 .172 .821 .343 
ATT06 -.722 .172 .095 .343 
ATT08 -.797 .172 .524 .343 
ATT09 -.629 .172 .349 .343 
PB01 -1.087 .172 1.787 .343 
PB02 -1.127 .172 1.917 .343 
PB03 -1.160 .172 1.699 .343 
PB04 -.949 .172 .833 .343 
PB05 -.561 .172 -.043 .343 
PB06 -.596 .172 -.091 .343 
PB07 -.448 .172 -.054 .343 
PR02 -.762 .172 .029 .343 
PR03 .165 .172 -.844 .343 
PR04 -.051 .172 -.464 .343 
PR05 -.509 .172 -.634 .343 
PR06 -.912 .172 .262 .343 
PC01 -.468 .172 -.313 .343 
PC02 -.319 .172 -.465 .343 
PC03 -.513 .172 -.029 .343 
PC04 -.644 .172 -.230 .343 
PC05 -.460 .172 -.286 .343 
 
Table 5. 5: Normality test - Main Survey 
 
5.3.3.2 Collinearity Assessment 
 
PLS-SEM is based on ordinary least squares regression, which does 
not accommodate high levels of collinearity (Hair et al. 2014). Thus, in 
the following assessment, we seek VIF values < 5. To conduct 
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collinearity assessment, values concerning both the inner and outer 
models were observed. 
Checking the inner model, it was observed that all constructs had 
collinearity in control, with the intention and attitudes constructs having 
the highest of VIF=1.787. Similarly, the outer models’ VIF values 
ranged between 1.382 and 3.061. Thus, with results revealing that 
collinearity is absent from both the inner and outer models (Hair et al. 
2017; Ringle et al. 2015), we confidently proceed with assessing the 
structural model.  
5.3.4 Demographics 
The sample constituted of 224 participants, among which are 133 
females and 84 males, while 7 participants preferred not to disclose 
their gender. Participants mostly aged between 16 and 24 years old. 
People aging between 24 and 31 years old, with 17 responses, topped 
the participation of other age groups.  
The education statistic confirms that most participants, i.e. 168 
answers, were college graduates, with the remaining of the sample is 
almost evenly divided between high school graduates [22 respondents] 
and postgraduate students [26 respondents]. Most participants had a 
low-income level making less than 1,000 Malaysian Ringgit a month; 
whereas, only few made above 20,000 MYR. 
The ‘experience with using drones’ field was added with the aim to 
indicate how informed are participants about drones. Results show that 
the majority of respondents did not have previous experience with flying 
drones, which also suggests less knowledge and perhaps less interest 
in using them. However, it was observed that 18 respondents had fair 
to good experience flying drones. 
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Age Frequency Percent % Valid % Cumulative % 
16-23 181 80.8 83.4 83.4 
24-31 17 7.6 7.8 91.2 
32-39 8 3.6 3.7 94.9 
40+ 11 4.9 5.1 100.0 
Gender      
Male 84 37.5 38.7 38.7 
Female 133 59.4 61.3 100.0 
Experience with Drones      
None 198 88.4 91.7 91.7 
Less than 1 year 16 7.1 7.4 99.1 
1 to 3 years 2 0.9 0.9 100.0 
Education      
High School 22 9.8 10.2 10.2 
Bachelor 168 75.0 77.8 88.0 
Postgraduate 26 11.6 12.0 100.0 
Income      
Less than 1K 149 66.5 74.5 74.5 
1-5K 28 12.5 14.0 88.5 
5-10K 16 7.1 8.0 96.5 
10-15k 1 .4 .5 97.0 
15-20k 1 .4 .5 97.5 
20k+ 5 2.2 2.5 100.0 
 
Table 5. 6: Demographics - Main Survey 
 
5.3.5 Descriptive Statistics 
Descriptive statistics refer to the consideration of frequencies and 
central tendency measures in a sample (Saunders et al. 2012). Central 
tendencies are the measures of mean, standard deviation, and 
variance, and reflect the location of a distribution. These measures tell 
information about the location of average value, and how far do the 
data spread around it (Privitera 2015).  
Additionally, descriptive statistics report the shape of a distribution 
through measures of skewness and kurtosis (Hair et al. 2010). For 
instance, a negatively skewed distribution informs that data are mostly 
concentrated at the lower side of the curve.  
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Similarly, a negative kurtosis informs that the distribution is below, or 
flatter than, the normal level (Hair et al. 2010). This section calculates 
the descriptive statistics of the model’s concepts aiming at reflecting the 
opinion, attitudes, and intention, of participants towards drones 
(Malhotra 2012). 
5.3.5.1 Purchasing Intention 
Participants showed average overall intention to purchase drones, with 
most scores at the lower average band [i.e. 24], where scores ranged 
between 6 as lowest and 42 as highest. Total scores were normally 
distributed showing minimal skewness and kurtosis. Around 10% of the 
sample showed high overall purchasing intention, where participants 
scored between 31 and 42.  
Similarly, participants had strong intentions of purchasing drones in the 
future, µ=4.29. However, their intention in action was relatively weaker. 
Advanced levels of intention such as expectation and definitiveness of 
purchase were optimistic with mean values of 3.66 and 3.55, 
respectively. 
5.3.5.2 Attitudes towards using UAS 
Overall, attitudes towards the use of UAS in national airspace were 
highly positive, where most participants [57%] scored at the upper 
band. This is evident in a distribution, which is slightly leptokurtic and 
negatively skewed.  
The highest concentration of participants agreed that drones should be 
used in Malaysia; µ=5.19, S=-0.981, K=0.807. Contrarily, a relatively 
smaller group had positive feelings towards their use, µ=5.01, S=-
0.722, K=0.047.  
The evaluation of participants resulted in two important conclusions: A 
large group thinks that UAS’ use is positive, whereas a much smaller 
group considers them invaluable. 
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5.3.5.3 Beliefs 
The participants had inflated views of the benefits associated with 
drones. Among 224 valid responses, 167 respondents believed the 
technology is highly useful. Interestingly, the distribution of scores is 
multimodal, with 35 and 36 scored 11 times, 39 and 40 scored 21 
times, as well as 41 and 42 scored 15 times.  
Multimodal distributions indicate that the sample has various response 
patterns, which may imply underlying between-group differences (Rozal 
and Hartigan 1994). Remarkably, all categories of benefits associated 
with UAS had comparable strengths where negligible differences were 
shown among sample means and corresponding standard deviations.  
Participants appreciated recreational and civilian benefits over 
economic benefits, which may be due to the reason that the majority of 
participants were youngsters, and consequently do not have strong 
knowledge of economy. 
Perceptions of risks associated with drones were at the upper band of 
average values, shown with highest scores mostly clustered between 
20 and the median [i.e. 23]; meaning that participants, at most, do not 
see much risk with the technology.  
Participants concerned most about using UAS to violate privacy or in 
terrorist act. Whereas, they did not exhibit much concern about their 
safety or towards the reliability of drones. 
The distribution of total scores showed that most participants demand 
high levels of control over the use of UAS in nearby airspace. However, 
a modal representation showed that most answers fell slightly below 
the lower band of high scores.  
Participants seemed to be more reluctant in approving UAS flight near 
their houses than near their workplaces. Additionally, they have 
exhibited high levels of satisfaction with the act of consulting them prior 
to flying drones in nearby airspace. 
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  Mean Median 
Std. 
Deviation 
Intention 
INT01 4.29 4.00 1.512 
INT02 3.28 3.00 1.540 
INT06 3.15 3.00 1.526 
INT07 4.17 4.00 1.529 
INT08 3.59 4.00 1.563 
INT09 3.51 4.00 1.602 
Attitudes 
ATT02 5.19 5.00 1.423 
ATT06 5.01 5.00 1.512 
ATT08 5.33 6.00 1.160 
ATT09 5.41 6.00 1.092 
Perceived Benefit 
PB01 5.53 6.00 1.167 
PB02 5.87 6.00 1.013 
PB03 5.80 6.00 1.083 
PB04 5.55 6.00 1.201 
PB05 5.36 5.00 1.188 
PB06 5.01 5.00 1.347 
PB07 5.35 5.00 1.118 
Perceived Risk 
PR02 4.95 5.00 1.534 
PR03 3.89 4.00 1.611 
PR04 4.27 4.00 1.459 
PR05 4.63 5.00 1.759 
PR06 5.13 6.00 1.637 
Perceived Control 
PC01 5.00 5.00 1.384 
PC02 4.81 5.00 1.465 
PC03 5.04 5.00 1.423 
PC04 5.21 5.00 1.532 
PC05 5.05 5.00 1.409 
 
Table 5. 7: Descriptive Statistics 
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5.3.6 PLS Algorithm Settings 
The PLS algorithm settings were adjusted to meet the literature 
recommendations. The path weighing scheme was chosen rather than 
centroid and factor weighing, because it yields the highest coefficient of 
determination and is efficient with all types of measurement models and 
estimations (Hair et al. 2014).  
Maximum iterations were set to 300 to ensure the model got a sufficient 
trial to converge that is in line with a 1x10-7 as stop criterion to allow for 
a minimal difference between iterations (Ringle et al. 2015).  
Additionally, initial loading values for the first iteration were set to +1 
using Lohmoeller’s criterion, to ensure the algorithm will converge 
faster (Hair et al. 2014). To handle missing values identified during the 
data preparation stage, the mean replacement algorithm was checked: 
81 missing values were replaced (Ringle et al. 2015).  
5.3.7 Construct Assessment 
 
Eventually, items were purified and ready to proceed for further analysis using 
PLS-SEM. Table 5.8 shows that twenty-six items represent the five 
constructs. Items of the intention construct represent intention for the future 
(McDowell 2011) in item INT01, and intention in action in item INT02 (Chang 
and Cheung 2001; Rhodes and Courneya 2003). Whereas, items INT06–09 
represent effort and volition (Zemore and Ajzen 2014; Ajzen 1991). 
Items of the attitudes construct represented evaluation of using drones (Davis 
1986) in various settings as per the literature: evaluation of use in the country, 
the person’s feeling towards using drones (Huang et al. 2010). Additionally, 
the construct assesses the person’s views of using drones, i.e. items ATT08 – 
09, whether it is positive or valuable (Truelove and Greenberg 2013).  
 
 
 
 
  
144 
 
Intention 
INT01 In the future, I will purchase a drone 
INT02 As of now, I am willing to purchase a drone 
INT06 I predict that I will purchase a drone soon 
INT07 I expect to purchase a drone in the future 
INT08 I will definitely purchase a drone 
INT09 I am planning to purchase a drone 
Attitudes 
ATT02 I think drones should be used in my country 
ATT06 I have a positive feeling towards using drones in my country 
ATT08 I think using drones is positive 
ATT09 I believe the use of drones is valuable 
Perceived 
Benefit 
PB01 Drones provide an opportunity for having fun 
PB02 
Drones may be useful in several civil operations (e.g. search and 
rescue, police tasks) 
PB03 People can have fun using drones (e.g. by recording memories) 
PB04 
Drones may be useful in monitoring property (e.g. they may function as 
CCTV) 
PB05 Drones can facilitate business operations (e.g. by saving time and costs) 
PB06 
Drones can increase the economic movement in my country (e.g. by 
providing opportunity for new businesses) 
PB07 In general, I find drones useful 
Perceived 
Risk 
PR02 I am worried that drones may be used to provoke my privacy 
PR03 I am worried that drones may harm me physically 
PR04 I am worried that drones will not perform reliably 
PR05 I am worried drones may be used to spy on my loved ones 
PR06 I am worried drones may be used in terrorist act 
Perceived 
Control 
PC02 For someone to fly a drone near my house, should be up to me 
PC03 I should be given the right to decide if a drone can fly near my work 
PC04 My approval should be taken before flying a drone near my house 
PC05 I would feel satisfied if I could control a drone flight near my house 
 
Table 5. 8: Constructs and Items for Analysis 
 
The perceived benefit construct covers items that describe general, utilitarian 
(Chaabane and Volle 2010) and socio-economic (Jenkins and Vasigh 2013; 
Sebbane 2012) benefits. For instance, item PB07 describes the general 
perception of drone benefits (Siegrist 2000; Magnusson and Hursti 2002). 
Items PB01,03 describe individual benefits (Chaabane and Volle 2010). 
Whereas, items PB02 and PB04-06 represent perception of socio-economic 
benefits (Jenkins and Vasigh 2013). 
Similarly, the perceived risk construct represented various concerns 
addressed in the literature. Privacy concerns were represented in items 
PR02,05 (Clarke 2014a). Safety concerns were expressed in items PR03,04 
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(Clarke and Moses 2014). Whilst item PR06 represented security concerns 
(Volovelsky 2014).  
The perceived control was represented by four items, which mainly revolve 
around the idea of autonomy over using drones. However, small modifications 
took place concerning the place of flying drones to cover various location 
possibilities. Items PC02 and PC04-05 represent control over using drones 
near the person’s house (Rhodes and Courneya 2003), whereas item PC03 
represents control over using drones near workplace (Cavoukian 2012; 
Magnusson and Hursti 2002). 
As the author explains the composition of constructs, he now proceeds to 
assessing interrelations among suggested items. In addition, the following 
sections will assess the influence of constructs on the focal construct of the 
study (i.e. attitudes towards using). 
5.3.7.1 Convergent Validity 
 
Composite reliability, in addition to the calculation of average variance 
extracted [AVE], indicate the convergent validity a construct (Hair et al. 
2017). To calculate both composite reliability and AVE, the researcher 
ran the PLS algorithm under Smart-PLS 3 (Ringle et al. 2015), and 
found the following: 
Intention 
The composite reliability of the intention construct was equal to ρc= 
0.932 which reflects significant outer loadings. Outer loadings were 
found to range between 0.743 and 0.872. Large outer loadings, 
according to the composite reliability calculations, reflect minimised 
error variance (Blunch 2012).  
The high factor loadings and an AVE=0.695 mean that the construct 
has high convergent validity (Hair et al. 2014). According to Fornell and 
Larcker (1981), this also means that variance due to measurement 
error is smaller than the variance caused by the construct. 
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Attitudes 
The attitudes construct’s composite reliability was ρc= 0.875. Examining 
the factor loadings, they ranged between 0.737 and 0.838, reflecting 
that the measurement model is convergent. Examining the average 
variance extracted, it was found that it exceeds the threshold of 0.5, 
AVE=0.637. Thus, the construct’s measures seem to correlate well with 
other measures of attitudes. 
Perceived Benefit 
Composite reliability of perceived benefit was high with ρc=0.866. 
However, some of its item loadings were below the desired levels. 
Specifically, items PB02 and PB04, loaded with 0.598 and 0.539, 
respectively. Hair et al. (2014) recommend that item removal should 
take place if it significantly increases composite reliability and 
accordingly convergent validity.  
The average variance extracted [AVE=0.500] of the construct was 
merely at the desired threshold, suggesting an attempt of item removal 
and observation of ρc and AVE values.  
Observing the content of both items, it was found that they relate to 
policing and monitoring activities, usually undesirable by the public [see 
Eyerman et al. 2013; Herron et al. 2014], which explains why these 
items have high measurement error variance compared to other 
constructs.  
Starting with the removal of PB04 as the weakest link, it was found that 
the construct reliability was not increased; however, AVE values 
exceeded the threshold with a new value of 0.557. The PB04 item 
actually does not reflect the use in civil operations as the PB02 item 
does. Thus, its removal is adequate and may not threaten the construct 
domain (Hair et al. 2014).  
Contrarily, PB02 being linked to PB01, PB03, and PB05-06, is 
recommended not to be removed (Hair et al. 2014). Additionally, 
although it had a new outer loading of 0.642, still below the desired 
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level, but can be kept as long as it is theoretically relevant and as its 
value was not below 0.4 (Hair et al. 2017).  
Accordingly, the perceived benefit construct will continue the analysis 
with 6 items only. The construct’s factor loadings, now, ranging from 
0.642 to 0.807, and AVE= 0.557, imply an acceptable convergent 
validity.  
Perceived Risk 
The perceived risk construct consists of 5 items which describe privacy, 
safety, and security concerns among respondents. Its composite 
reliability sufficiently high [ρc= 0.853], in the desirable range between 
0.7 and 0.9 (Hair et al. 2017; Nunnally and Bernstein 1994).  
Outer loadings were fine except for items PR03= 0.573 and PR04= 
0.678. Both items cover safety concerns towards the use of UAS. Thus, 
both items are deemed necessary for the construct domain and are 
theoretically linked to the remaining items (Hair et al. 2017).  
Additionally, as items’ loadings did not fall below 0.4, they are still 
considered acceptable. Accordingly, the researcher decided to retain 
both items. The remaining outer loadings were considerably high 0.866, 
0.897, and 0.771, respectively. An examination of the AVE values 
shows it also falls above the acceptable range with a value of 0.588. 
Thus, the construct exhibits convergent validity, which confirms that the 
decision not to remove PR03 and PR04 was adequate. 
 
Construct 
Composite 
Reliability 
AVE 
Intention 0.932 0.695 
Attitudes 0.875 0.637 
Perceived Benefit 0.872 0.557 
Perceived Risk 0.874 0.588 
Perceived Control 0.931 0.817 
 
Table 5. 9: Convergent validity 
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Perceived Control 
Composite reliability of the perceived control construct was ρc=0.855. 
Despite the high composite reliability, the construct had a deficient 
item, the PC05, with outer loading of 0.341. The item measures the 
level of satisfaction with having control over the use of drones in nearby 
airspace, rather than the expected degree of control. Thus, 
theoretically, the item is a good candidate for elimination.  
Item PC05 was removed, and the measurement model was 
reassessed, exhibiting a significant change in composite reliability, 
ρc=0.931. Loadings were very high, ranging between 0.900 and 0.908, 
yielding the highest AVE among constructs with a value of 0.817. This 
shows that the perceived control construct has its items strongly 
consistent, and possesses a high convergent validity. 
5.3.7.2 Discriminant Validity 
 
Conventionally, the discriminant validity of a construct is calculated 
using two methods (Hair et al. 2017): the comparison of items’ cross-
loadings (see Table 5.10), and the square root value of AVE (see Table 
5.11). PLS-SEM also considers the calculation of the Hetero-Trait-
Mono-Trait ratio (see Table 5.12) as a more accurate measure of 
discriminant validity (Henseler et al. 2015). Running the PLS algorithm 
under Smart-PLS 3, revealed the following findings: 
Intention 
Items of the intention construct exhibited loadings higher than their 
cross-loadings on other constructs, i.e. all differences were much 
higher than 0.2 (Ferguson and Cox 1993). Furthermore, its AVE’s root 
square value exceeded its highest correlation with the remaining 
constructs (see Table 5.11). HTMT assessment confirms its high 
discriminant validity (see Table 5.12). 
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Attitudes 
Items of the attitudes construct, though having a difference of > 0.2 
from other items, but that difference tightens when compared to items 
of the perceived benefit construct. This reminds us of the difficulty 
separating items of both constructs during the principal component 
analysis (See Section 5.2.2).  
 
  ATT INT PB PC PR 
ATT02 0.735 0.244 0.433 -0.133 -0.268 
ATT06 0.836 0.229 0.495 -0.167 -0.362 
ATT08 0.844 0.201 0.503 -0.149 -0.314 
ATT09 0.803 0.224 0.537 -0.026 -0.274 
INT01 0.287 0.847 0.345 -0.084 -0.154 
INT02 0.168 0.739 0.159 -0.125 -0.109 
INT06 0.206 0.781 0.137 -0.106 -0.171 
INT07 0.248 0.861 0.319 -0.056 -0.083 
INT08 0.218 0.872 0.307 -0.053 -0.129 
INT09 0.220 0.854 0.235 -0.113 -0.100 
PB01 0.429 0.300 0.713 -0.092 -0.172 
PB02 0.389 0.025 0.602 0.136 -0.041 
PB03 0.401 0.222 0.711 -0.087 -0.196 
PB05 0.409 0.209 0.727 -0.084 -0.122 
PB06 0.490 0.173 0.745 -0.190 -0.215 
PB07 0.517 0.372 0.811 -0.006 -0.142 
PC01 -0.022 -0.088 -0.047 0.759 0.273 
PC02 -0.143 -0.081 -0.073 0.879 0.232 
PC03 -0.168 -0.063 -0.055 0.845 0.240 
PC04 -0.143 -0.104 -0.111 0.833 0.259 
PR02 -0.305 -0.112 -0.143 0.277 0.800 
PR03 -0.204 -0.111 -0.124 0.173 0.685 
PR04 -0.355 -0.130 -0.200 0.150 0.763 
PR05 -0.341 -0.139 -0.224 0.266 0.802 
PR06 -0.065 0.003 0.006 0.274 0.603 
 
Table 5. 10: Item Discriminant validity 
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Table 5.12 also confirms the relatively low discriminant validity between 
the attitudes and perceived benefit constructs [ratio=0.745], discussed 
earlier, however, the value is considered acceptable as it lies below 
0.85 (Teo et al. 2008). However, Fornell’s critertion shows that the 
attitudes construct surpassed its highest correlation by a larger 
distance. 
 
  ATT INT PB PC PR 
ATT 0.806         
INT 0.278 0.827       
PB 0.612 0.321 0.721     
PC -0.147 -0.102 -0.088 0.830   
PR -0.379 -0.148 -0.212 0.302 0.735 
 
Table 5. 11: Fornell-Larcker criterion 
 
Perceived Benefit 
Observing the correlations of perceived benefit with other constructs, 
we can obviously find that its discrimination from the remaining 
constructs is high (see Table 5.11). Similarly, the construct’s items 
exhibited high loadings and low cross-loadings, which confirms these 
results. Further confirmation is obtained from the 0.745 HTMT value 
showing high discriminant validity. 
 
  ATT INT PB PC PR 
ATT           
INT 0.316         
PB 0.745 0.355       
PC 0.186 0.122 0.172     
PR 0.432 0.167 0.261 0.379   
 
Table 5. 12: HTMT assessment 
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Perceived Risk 
Items of the perceived risk construct exhibited highest discriminant 
validity from other items exhibited in a difference of 0.943 for item 
PR02. Additionally, perceived risk exhibited high square root value 
compared to its highest correlations. The HTMT output also confirms 
that perceived risk possesses high discriminant validity observed in low 
ratios with all constructs.  
Perceived Control 
Items of the perceived control also showed high discriminant validity 
construct with a difference somewhere around 0.8. Similarly, Fornell’s 
criterion showed that perceived control possesses discriminant validity. 
With values distant from one, HTMT assessment confirms these 
findings. 
From the above sections, we could conclude that all constructs had 
sufficient convergent and discriminant validity, meaning that the 
proposed research instrument is reliable and valid for investigating the 
public attitudes towards using civil drones.  
Accordingly, the structural [or inner] model is considered ready for 
assessment (Hair et al. 2014). However, prior to assessing the inner 
model, in the following section, the researcher will conduct an 
importance-performance analysis to obtain further insights of the 
constructs. 
 
5.3.7.3 Importance-Performance Matrix Analysis  
 
The importance-performance analysis identifies constructs that should 
receive higher priority for performance improvement. Whereas, path 
coefficients’ total effect represents the importance of constructs in 
predicting purchasing intention, the performance index, based on the 
range between minimum and maximum values of each observation, 
reports if a construct is well performing.  
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Values closer to 1 reflect high importance, and index values closer to 
100 imply good construct performance. Over Smart-PLS 3, it is 
possible to perform this calculation using the IPMA procedure (Ringle 
et al. 2015).  
 
Construct Importance Performance 
PB 0.662 72.579 
PR -0.296 59.090 
PC -0.236 66.943 
 
Table 5. 13: Importance-Performance Matrix 
 
Findings revealed that perceived benefit was the highest influential and 
performing construct, with a total effect of 0.662, and a PI of 72.579. 
The analysis also revealed that the perceived risk construct was lowest 
performing with a performance index [PI] = 59.090. The observation of 
the construct’s indicators revealed that PR03, PR04, and PR05, are at 
lowest levels of performance, respectively; PR04 also showed lowest 
total effect. Such results may indicate one of the reasons why the 
construct is low performing. Finally, analysis showed that perceived 
control is well performing with a total effect of 0.236 and PI ~ 70%.  
 
5.3.8 Model Assessment 
 
5.3.8.1 Model’s Predictive Power & Relevance  
 
Assessment of the coefficient of determination has yielded interesting 
and desirable results. The attitudes construct had R2=51.6%, which is 
considered high in consumer behaviour research (Hair et al. 2014; Hair 
et al. 2017). Table 5.14 also shows R2adj values which disregard the 
model complexity to ensure more accurate coefficients of determination 
  
153 
 
(Hair et al. 2017). It is clear that the values are slightly lower than the 
unadjusted ones, however this shall not change the conclusions 
obtained above.  
 
  R2 R2 Adj. Q2 
ATT 51.6% 50% 29% 
 
Table 5. 14: R2 and Q2 values 
 
The assessment of predictive validity [relevance] is useful in telling how 
accurate the model is in predicting indicators’ data points in 
endogenous constructs. Prior to running the blindfolding process, the 
omission distance was set to 6 to ensure that its division by the number 
of observations, does not yield an integer number (Ringle et al. 2015), 
and because it lies in the recommended range from 5-10 (Akter et al. 
2011).  
In this analysis, cross-validated communality processes was adopted 
for being more suitable for parsimonious models (Chin 2010). The 
attitudes construct had a Q2= 29%. Departing from zero is considered 
sufficient to assess predictive relevance of endogenous constructs 
(Hair et al. 2014). Nonetheless, the obtained value reveal a high 
predictive relevance of the model was established (Akter et al. 2011). 
By completing the above, we have come to assess the predictive 
capacity of the model. We have seen that R2 and Q2 values are high, 
thus the AMUAS, in its current version, has a high predictive capacity. 
5.3.8.2 Goodness-of-Fit 
 
A calculation of Tenenhaus’ GoF index required the calculation of both 
average communality of indicators and the average coefficient of 
determination. The average value of the variance in all indicators 
yielded a value of 0.611, whereas the average value of R2 is 51.6%. 
Multiplying both values and taking the square root of the output, a GoF 
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index value of 0.965 was obtained, meaning that the model achieves 
96.5% of the ideal GOF (Tenenhaus et al. 2004), and provides 
accurate path coefficients (Henseler et al. 2009). 
5.3.8.3 Constructs’ Effect Size 
 
Effect size is the measure of change in the coefficient of determination 
when a specific exogenous construct is eliminated from the model. The 
f2 values depicted in Table 5.15 show the significance of exogenous 
construct removal as follows:  
 
 f
2 
Value 
t-
statistic 
p-
value 
PB -> ATT 0.900 3.487 0.000 
PC -> ATT 0.240 2.014 0.000 
PR -> ATT 0.320 2.353 0.000 
 
Table 5. 15: Effect size 
 
The assessment of constructs’ effect size, or contribution towards the 
predictive capacity, showed that perceived benefit had the highest 
contribution towards the variance in attitudes. Perceived risk and 
perceived control also highly influenced the predictive capacity of 
attitudes. This implies the removal of these constructs from the model 
would be very inadequate (Hair et al. 2014), and confirms the literature 
proposing them as optimum determinants of public attitudes.  
5.3.9 Hypotheses Testing 
 
To assess the significance of path coefficients and test the 
hypothesised relationships, both the PLS algorithm and bootstrapping 
were run (Hair et al. 2017). The bootstrapping procedure assumed no 
sign changes, and that the distribution is two-tailed with a targeted 
significance level of p <0.05. Additionally, for optimum results, the 
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number of bootstrap samples was raised from 500 to 5000 (Hair et al. 
2014).  
 
  Coefficient t-statistic p-value 
ATT -> INT 0.354 3.192 0.000 
PB -> ATT 0.662 12.733 0.000 
PC -> ATT -0.236 1.987 0.000 
PR -> ATT -0.296 2.023 0.000 
 
Table 5. 16: Hypotheses testing results 
 
H1: Perceived risk will have a significant influence on attitudes 
towards using UAS in national airspace. 
The first hypothesis was retained when the perceived risk construct 
showed a significant influence on the respondents’ attitudes towards 
UAS technology. A path coefficient value of β=-0.296, and a t-
statistic=2.023, mean that the construct is of strong influence on 
attitudes. 
H2: Perceived benefit will have a significant influence on attitudes 
towards using UAS in national airspace. 
The most meaningful and significant of all relationships was that of 
perceived benefit and attitudes, where β=0.662 and a very high t-
value=12.733 were obtained. This makes the perceived benefit 
construct of highest importance in the model. Thus, a decision to retain 
H2 was taken. 
H3: Perceived control will have a significant influence on attitudes 
towards using UAS in national airspace. 
Perceived control exhibited a significant influence on attitudes, with β=-
0.236, t=1.987. Thus, the third hypothesis [H3] was accepted. This 
means that decreased public demand for control over use of UAS in 
nearby airspace will likely lead to positive attitudes towards the 
technology (Cavoukian 2012, Elias 2012). Contrarily, if the public 
  
156 
 
exhibit increased demand for control over using drones, it will likely 
mean that it has negative attitudes towards the technology. 
H4: Attitudes towards using UAS in national airspace will have a 
significant influence on the intention to purchase. 
Results from the above processes [Table 5.16] have shown that the 
attitudes of respondents towards the use of drones in national airspace 
had a significant impact on their intention to purchase. The path 
coefficient’s t-value was above 1.96, i.e. 3.192 (Hair et al. 2014); thus, 
the fourth hypothesis [H4] was accepted.  
 
 
Figure 5. 1: The resulting model 
 
5.3.9.1 Mediator Analyses 
 
Mediation analysis was employed for the purpose of testing some of 
the hypotheses proposed in this research. It was hypothesised that 
attitudes towards using UAS will mediate the effect of perceived 
benefit, perceived risk, and perceived control on the intention to 
purchase. To assess mediation, the variance accounted for [VAF] was 
calculated. 
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Construct 
Direct 
Effect  
Indirect 
Effect 
VAF 
Perceived Benefit 0.662 0.458 69.30% 
Perceived Risk -0.296 -0.130 44.17% 
Perceived Control -0.257 -0.056 23.88% 
 
Table 5. 17: Mediation analyses 
 
H5: Attitudes towards using UAS will significantly mediate the 
relationship between perceived benefit and purchasing intention. 
 
The first round of mediation analysis included the assessment of 
perceived benefit mediated effect. The direct unmediated effect of 
perceived benefit was significant, with β= 0.662 at p<0.001. The 
mediating effect of the attitudes construct was then added to the 
analysis, showing that perceived benefit had an indirect effect of 
β=0.458 at p<0.001. Accordingly, the calculation of VAF continued and 
confirmed that attitudes mediate the influence of perceived benefit on 
purchasing intention [H5 accepted]. 
 
H6: Attitudes towards using UAS will significantly mediate the 
relationship between perceived risk and purchasing intention. 
 
The second round of mediation analysis assessed the perceived risk 
mediated effect on intention. The direct unmediated effect of perceived 
risk was significant with β= -0.296, at p<0.005. The addition of the 
attitudes mediator exhibited a decrease in the direct effect, predicting a 
possible significant mediation.   
 
To calculate the VAF values, indirect [-0.130] and direct effects [-0.296] 
were examined, leading to an output of 44,17%. Thus, attitudes 
towards using UAS mediated the influence of perceived risk on 
intention to purchase, and hypothesis [H6] was retained. 
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H7: Attitudes towards using UAS will significantly mediate the 
relationship between perceived control and purchasing intention. 
 
The final round of mediation assessment included the mediated 
influence of perceived control on purchasing intention. The direct effect 
of perceived control on intention was significant [β=-0.257, p<0.05]. 
The indirect effect of perceived control on intention was equal to -0.056, 
whereas the direct effect was equal to -0.257, leading to a VAF value of 
23.88%. Thus, again, another partial mediation of attitudes was 
exhibited. The 7th hypothesis was then retained, confirming that 
attitudes mediate the relationship between perceived control and 
purchasing intention.    
Thus, the mediator analysis conducted herewith, addressed the 
mediating effect of attitudes towards using UAS on the relationship 
between each of perceived benefit, perceived risk, perceived control, 
and purchasing intention. It also answers to the third research question 
and objective. Results indicated that attitudes mediate the relationship 
between perceived benefit, perceived risk, perceived control, and 
purchasing intention.  
Based on the above, we can conclude which concepts are influential on 
attitudes towards using UAS. It is evident that all perceptions 
significantly influence attitudes towards using. Perceived benefit was 
also the strongest determinant of participants’ attitudes towards using 
UAS in their respective countries.  
Moreover, perceived risk and perceived control had less powerful yet 
significant influence on attitudes. Mediation analyses showed that 
attitudes mediate the influence of all beliefs on purchasing intention. By 
concluding this section, the research accomplishes all its objectives. 
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5.3.10 Influence of Control Variables 
 
As part of the PLS-SEM analysis using Smart-PLS 3.2.6, the effect of 
proposed external variables was controlled by directly connecting the 
variable to the endogenous variable: once by including predictor 
variables, and another time by excluding them, from the model (Chin 
2010; Kock 2011; Kock et al. 2008).  
Thus, three models were compared for significant changes in R2 values 
of the endogenous construct (Chin 2010). The PLS algorithm provided 
the R2 values, whereas bootstrapping procedures identified significant 
changes (Chin 2010); t < 1.96 and p > 0.05, denoted insignificant 
changes (Hair et al. 2014). 
 
  Full Model Base Model 
  R2= 51.6% Change in R2 = 0.003 to 0.030 
  t-statistic p-value t-statistic p-value 
Age -> ATT 0.041 0.967 0.622 0.534 
Gender -> ATT 0.585 0.559 0.475 0.635 
EXP -> ATT 1.087 0.277 1.012 0.312 
EDU -> ATT 0.138 0.890 0.410 0.682 
INC -> ATT 1.177 0.239 1.419 0.156 
 
Table 5. 18: The Influence of Control Variables 
 
Among the sociodemographic control variables, none had a significant 
influence. When the predictive variables were excluded in the second 
run of analysis, the change in R2 was trivial (see Table 5.18). These 
findings have two implications: first, the inclusion of perceptions in the 
model is essential for maintaining a high predictive power of the 
attitudes construct (Davis 1986). Second, at this early stage of drone 
adoption, demographics still are not an important player, perhaps due 
to lack of understanding the technology (Bagozzi 2007). 
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5.4 Summary 
The current Chapter provided a detailed description of the analyses 
conducted and findings obtained. By means of PLS-SEM, the 
constructs’ convergent and discriminant validity were tested, which 
showed that constructs possessed high validity. The PLS algorithm, 
with the assistance of bootstrapping, has provided useful information 
about path coefficients revealing that the proposed hypotheses were 
accepted.  
The AMUAS, using measures of R2 and Q2, possessed high predictive 
capacity. The model also, using a newly introduced global index, 
possessed high goodness-of-fit. The following Chapter will discuss 
these results in light of theoretical and practical meanings.  
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Chapter 6: Conclusions and Discussion 
6.1 Introduction 
The current study contributes to the scant literature on the acceptance 
of drones, limited in numbers and in topics covered. It introduces a 
mixed approach of consumer theory (i.e. behavioural and risk theories), 
resulting in the first proposed conceptual framework for predicting 
attitudes towards using civil drones.  
Other studies, explicitly (Clothier et al. 2015) and implicitly (Eyerman et 
al. 2013; MacSween-George 2003; Murray 2012), considered risk 
theory. Clothier et al. (2015) assess the influence of perceived risk on 
attitudes towards using drones. In addition, Cavoukian (2012) and 
(Clarke 2014c) call for assessing the influence of perceived benefit and 
perceived control. This research further contributes to the literature in 
this regard. The proposed model expresses current literature promoting 
perceived risk, perceived benefit and perceived control, as important 
determinants of public attitudes. 
The research aimed at developing a conceptual model capable of 
explaining and predicting attitudes towards using drones. Breaking the 
aim down into smaller objectives, this research examined the influence 
of perceived benefit, perceived risk and perceived control, on attitudes 
towards using drones. It also assessed the consequence of attitudes, 
i.e. intention to purchase.  
A convenience sample of 224 participants from Curtin University’s staff 
and students provided valid responses to the survey. Relevant PLS-
SEM processes included assessment of the outer models and the inner 
model to obtain an estimation of the constructs’ validity and model 
fitness.  
Outcomes showed that constructs possessed high convergent and 
discriminant validity, whereas the model exhibited a high predictive 
validity and estimation power. Furthermore, the AMUAS possessed 
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high predictive power and accuracy, R2=51.6%% and Q2=29%. In 
addition, the proposed model was shown to be highly fit, GOF= 0.965.  
By means of estimating path coefficients, bootstrapping, and mediation 
analyses, it was possible to accept all proposed research hypotheses. 
Attitudes significantly influenced purchasing intention [H4 accepted]. 
Perceived risk negatively influenced attitudes towards using, as 
hypothesised [H1]. Perceived benefit had a positive influence on 
attitudes towards using drones [H2]. As well, perceived control had a 
significant influence on attitudes towards using [H3 accepted]. Analyses 
also revealed that, respectively, attitudes mediated the influence of 
perceived benefit, perceived risk and perceived control on purchasing 
intention. Thus, hypotheses H5, H6 and H7 were accepted.  
Based on the above, we conclude that this PhD research accomplished 
its aim and objectives, and answered to the research questions. In the 
remaining few sections, the author presents research implications, 
limitations and future research directions. 
6.2 Discussion of Results 
Research objectives are concerned with identifying the factors, which 
have a significant influence on public attitudes towards using drones. It 
was found that all hypothesised relationships were valid. Perceived 
benefit had the highest influence on attitudes, whereas both 
perceptions of risk and control had an equal influence. Additionally, 
attitudes mediated the effect of all beliefs on purchasing intention. 
Nevertheless, it least mediated the influence of perceived control. In the 
following, a discussion of these relationships is provided.  
6.2.1 Antecedents of Attitudes 
The AMUAS proposes a direct influence of perceptions on attitudes 
towards using drones. Results showed that all perceptions significantly 
influenced public attitudes. However, the influence of perceived benefit 
was higher than perceived risk and perceived control.  
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The significant influence of perceived benefit and perceived risk on 
attitudes received good support in the literature. Similar to the results of 
this research, Hausman and Siekpe (2009) and Lin (2007) found that 
perceived benefit had a strong influence on the attitudes towards using 
a technology. Similarly, Costa-Font and Gil (2009) found that perceived 
risk influences attitudes negatively.  
These findings are echoed in the UAS literature which often promotes 
the need to educate the public on benefits of the technology, in order to 
enhance public attitudes towards the technology (Boucher 2014; 
Bracken-Roche et al. 2014). The literature also warns that the failure to 
establish regulations that consider privacy and safety will lead to 
aversion towards using the technology (Boucher 2014; Cavoukian 
2012; Clarke 2014a; Clarke and Moses 2014). 
The significant influence of perceived control is also well articulated in 
the literature which shows that when the public feel in control of the 
technology, their attitudes towards it become more positive (Shrestha 
and Burns 2016). Similarly, Costa-Font et al. (2008) claim that the 
customers’ feeling of control may accelerate the acceptance and 
diffusion of the technology. This finding serves current UAS literature 
calling for providing the public with control over UAS flight in nearby 
airspace (Cavoukian 2012). However, obtaining a negative effect of 
perceived control on attitudes towards using drones may be due to that 
the definition and itemisation of the construct, which describe perceived 
“demand” for control, rather than perceived control. As explained 
previously, the researcher chose to define the construct this way, 
because drones are not widely used and regulated yet, which makes it 
unrealistic to enquire the respondents upon (see Sections 3.4.1.5 and 
4.3.1.2). 
6.2.2 The Direct Influence of Attitudes 
The fourth hypothesis proposed a direct and significant influence of 
attitudes on purchasing intention. Findings revealed that public 
attitudes towards using drones exhibited a strong influence on 
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purchasing intention. These results support recent research, which 
found that attitudes towards using technology had significant influence 
on user’s intention (Diethert et al. 2015; Mishra et al. 2014).  
This, along with results from control variables analyses (see Section 
5.3.10), implies that, at this early stage of UAS adoption, people will 
rely essentially on attitudes when making a purchasing decision 
(Espada et al. 2015). It also implicates that civil authorities and 
industrial representatives need to work together to improve the feeling 
towards using drones in national airspace (Cavoukian 2012). 
6.2.3 The Mediating Effect of Attitudes 
 
Attitudes also mediated the influence of all beliefs on purchasing 
intention. Conforming with existing research (Doane et al. 2014; Diethra 
et al. 2015), this implies the importance of the attitudes construct in the 
model, as it provides a sufficient account of the affective mechanisms 
(Davis 1986). Additionally, it indicates that the proposed determinants 
of attitudes are sufficiently representative (Cavoukian 2012; Clothier et 
al. 2015; Clarke 2014c; Macsween-George 2003; Tam 2011). 
6.3 Research Implications 
6.3.1 Academic Implications 
This is believed to be the first research, which expresses interest in 
investigating public acceptance of drones based on proper theoretical 
foundations. The research presents the status of the literature and for 
the first time identifies gaps in the literature on public attitudes towards 
drones. The research also provides a comprehensive review of UAS 
acceptance literature including academic articles, industrial reports and 
polls.  
This should facilitate the work of interested researchers and provide 
directions towards building the body of knowledge. Relatedly, the 
publications associated with this PhD research may generate an 
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academic research movement that would replicate, generalise, or 
extend the processes and outcomes presented herein.  
This research introduces new avenues for UAS acceptance literature, 
based on behavioural theory rather than risk theory usually employed.  
Thus, marketing scholars are encouraged to contribute to the literature 
on UAS. Current research is mostly conducted by engineers or 
technical specialists who target areas such as social concerns, flight 
regulations, and operations in specific contexts [e.g. conservation]. 
As far as the researcher knows, this research provides the first 
conceptual model for predicting the public attitudes of drones, denoted 
as the AMUAS. Researchers, who are interested in studying consumer 
behaviour towards UAS, are now provided with a ‘point de debut’.  
6.3.2 Theoretical Implications 
Model Evaluation 
From a theoretical perspective, the AMUAS provides an understanding 
about the influence of several determinants of public attitudes, which 
refines the views of current UAS research solely investigating the 
influence of perceived risk.  
In fact, perceived risk had less influence on public attitudes than 
perceived benefit. The influence of the latter was much stronger and 
significant on attitudes. Such finding is important because it mimics 
UAS literature proposing a more focused perspective on the benefits 
associated with the technology rather than the risks (Clarke 2014b; 
Clothier et al. 2015).  
The developed model is the first designed to investigate public attitudes 
towards using drones. The AMUAS bases on four well-established 
theories: the theory of reasoned action, theory of planned behaviour, 
the technology acceptance model, and risk theory.  
Such theories were chosen because they: (1) are relevant to 
investigating public attitudes as identified during the systematic review, 
(2) postulate concepts and relationships which rhyme with current UAS 
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research, (3) are generic and can be used for various contexts, 
technologies and user types, and (4) all have roots in consumer 
research theory, and as such, were logically connected.  
In this research, it was shown that the model possessed predictive 
power and validity, and that the constructs possessed convergent and 
discriminant validity, meaning that the model is fit to investigate public 
attitudes. Accordingly, the model may be used as a generic framework 
for investigating public attitudes towards any technology. 
The model adopts the concept of beliefs’ separation introduced by 
Davis (1986) and Ajzen (1991). Separation of beliefs allows a distinct 
assessment of the relative influence of each belief on attitudes. 
Similarly, it enables the evaluation of each of the external variables on 
each belief apart from one another.  
In other words, it facilitates the expansion of the model to 
accommodate additional determinants of public attitudes, providing a 
deeper understanding of customer motivation towards purchasing 
drones.  
For instance, augmenting AMUAS with subjective norms would provide 
a broader view of the determinants of intentions and consequently the 
actual use of systems. It will become important, when the UAS 
technology becomes more widely spread and known, to measure the 
influence of the “other” on a person’s decision to use or purchase the 
systems.  
Throughout the work of Ajzen and Fishbein (1970, 1973) validating the 
theory of reasoned action, subjective norms had almost an equal 
influence to that of attitudes, suggesting its importance in any 
conceptual model. This aligns with existing research claiming the need 
for integrating a larger number of beliefs to sufficiently represent public 
attitudes (Loiacono et al. 2007).  
AMUAS is distinct from existing technology acceptance theories and 
models in various aspects: 
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- It is the first to incorporate the influence of perceived risk on 
public attitudes, along with other beliefs, i.e. perceived benefit 
and perceived control. The inclusion of perceived risk is 
particularly important and representative of UAS research, which 
mainly focuses on risk as a determinant of public attitudes 
(Clothier et al. 2015). Similarly, augmenting the model with the 
other two beliefs is expressive of literature claiming that the 
consideration of perceived benefit (Clarke 2014c; Clothier et al. 
2015; Elias 2012) and perceived control (Cavoukian 2012; Elias 
2012) may significantly contribute to enhancing public attitudes 
towards using drones. 
- Additionally, a similar combination of the three beliefs, proposed 
in this model, was not found in existing technology acceptance 
theory. For instance, TRA does not postulate any beliefs, but 
considers them summed within attitudes, i.e. summed beliefs 
(Ajzen and Fishbein 1969). TPB postulates the influence of 
perceived control, and ignores other beliefs (Ajzen 1991). 
Combined TPB (Taylor and Todd 1995a) and Decomposed TPB 
(Taylor and Todd 1995b) consider the influence of perceived 
control and perceived benefit on attitudes, and ignore perceived 
risk. They are also very divergent in structure. Latest advances in 
technology acceptance theory, the Unified Theory of Acceptance 
and Use of Technology, in its both versions (Venkatesh et al. 
2003; Venkatesh et al. 2012), ignores the influence of perceived 
risk, perceived benefit, or perceived control.  
- AMUAS shares some similarity with TAM (Davis et al. 1989). 
Both models postulate the influence of perceived benefit and 
perceived control. However a few words to note herein – first, the 
concepts were adapted to the public context which resulted in a 
shift from perceived ease of use to controllability [see Section 
3.4.1], and from perceived usefulness [in achieving a task] to 
perceived [individual, civil, and economic] benefit. Second, TAM 
does not include the influence of perceived risk because physical 
risk from IS/IT systems is considered minimal compared to 
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drones (Chin and Lin 2016). Additionally, the model also 
incorporates the direct and mediating influence of attitudes often 
omitted from TAM research (Davis and Venkatesh 1996; 
Venkatesh and Davis 2000; Venkatesh and Bala 2008). Thus, 
based on the aforementioned, AMUAS is dissimilar to and 
distinct from previous technology acceptance frameworks, and 
holds a contribution to existing theory. In other words, the 
AMUAS, as the literature recommends (Bagozzi 2007; Silva 
2007; Hwang et al. 2015), introduces new avenues to the 
technology acceptance research rather than merely replicating 
existing models. 
The AMUAS incorporates philosophies of both behavioural theory 
and Bauer’s school of ‘consumer behaviour as risk taking’, which 
though being different conceptually, still belong to consumer 
research theory. Such hybridisation has its positive implications on 
future research, represented in the possibility of combining concepts 
of both schools.  
For instance, it would be possible to investigate the influence of 
perceived benefit and perceived control on information-seeking 
behaviours, rather than just the influence of perceived risk, as is the 
case for risk research usually. Similarly, it would be possible to 
investigate the influence of perceived control and perceived benefit 
on risk acceptance. Similarly, the ‘information-seeking’ concept may 
be integrated to the AMUAS as an additional determinant of system 
purchase.  
Such combination of both philosophies, analogous to the idea of 
mixed methods research, would enhance the generalisability of 
findings (Creswell and Clark 2011), and improve research 
significance through deeper interpretation and use of results 
(Quisumbing et al. 2014; Tonon 2015). Bagozzi (2007) explains that 
such combination is useful in explaining decision-making and 
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behaviours across a wide range of technologies and adoption 
contexts. 
Key Determinants 
In the proposed conceptual framework, three determinants were 
theorised according to existing consumer behaviour models and 
theories. Findings show that hypotheses were perfectly realised as 
theorised. In the following, the researcher will interpret the theoretical 
implications for these findings. 
In regards of attitudes, findings showed that they had significant direct 
influence on purchasing intention. Based on the support of the literature 
for such results (Hew and Kadir 2016; Wang and Sun 2016), the finding 
underlies a deeper meaning reflected in its sufficiency as predictor of 
purchasing intention (Ajzen and Fishbein 1969,1973,1979; Costa-Font 
et al. 2008).  
Relatedly, attitudes mediated the influence of perceived benefit, 
perceived risk and perceived control; conforming with existing research 
(Vishwanath and Goldhaber 2003) and implying that the proposed 
constructs combination is well suited to predict purchasing intention 
(Davis 1986; Loaicono et al. 2007).  
The significant direct effect of perceived benefit on public attitudes is 
supported in various studies (Hausman and Siekpe 2009; Lin 2007). It 
implies (1) the high importance of perceived benefit, evident in the 
importance-performance analysis [see Section 5.3.8.3]; (2) that the 
model, in its current form, needs not to be augmented with additional 
concepts (Davis 1986); and (3) that sociodemographic variables, e.g. 
knowledge, may be good predictors of system use (Lee and Lehto 
2013).  
Perceived risk had a significant influence on attitudes. In support of 
these results, Visschers and Siegrist (2013) found that perceived risk 
had a strong and significant influence on public attitudes. Similar 
findings echo in more recent research (Chin and Lin 2016). Such 
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finding could mean that perceived risk is an important determinant, 
which reflects tolerance of public towards risks and is well integrated as 
a predictor of attitudes (Visschers and Siegrist 2013).  
Perceived control significantly influenced public attitudes, which 
supports existing literature providing strong evidence of the influence of 
perceived control on attitudes (Chin and Lin 2016; Kim and Woo 2016). 
This also construes that, in addition to the mediating effect of attitudes, 
the consideration of the influence of perceived control is essential 
(Bearth and Siegrist 2016). This also indicates the relevance of the 
construct’s conceptualisation and operationalisation, as a 
representative of the demand for control rather than conventional 
perceived control (Lee and Lehto 2013). 
6.3.3 Methodological Implications 
The procedures followed in this research may be useful for future UAS 
research. The research is believed to provide the first validated 
measures and research instrument in the UAS research field, which will 
facilitate the work of researchers and ensure more accurate and 
reliable results are obtained (Malhotra 2012; Vaske 2008). Such 
development should alter the way research is conducted, from merely 
descriptive to including inferential techniques such as correlational 
analysis and structured equation modelling.  
Accordingly, the author of this research has concluded several 
recommendations for conducting future research as follows: 
- Whereas, online surveys are widely used in current UAS 
research, they may not be effective with populations that are not 
well educated on the importance of surveys. Several trials of 
distributing surveys online resulted in very few responses and a 
considerable waste of time. Instead, distributing the surveys face-
to-face with regular follow-ups is recommended. Relatedly, 
questionnaire design should consider a reasonable number of 
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items, written in a clear and concise manner, to obtain a high 
response rate (Kumar 2014; Malhotra 2012). 
 
- It is also important to test the research instrument, not only for 
content validity [which is a qualitative process], but also for 
construct reliability and validity, as per PLS-SEM literature. In 
accordance with psychometric theory (Nunnally 1978; Churchill 
1979), constructs should be refined, using quantitative 
techniques, to eliminate deficient items. The detection of deficient 
items based on subjective judgment alone (Rossiter  2002; 
Rossiter 2008) is not possible, and endangers the reliability of 
research results (Mackenzie et al. 2011). 
Concerning the developed measures, it is noteworthy that the intention 
construct is different from conventional measures of intention. In 
previous research, measures usually reflected one level of intention. 
For instance, in public perception research, the measure of intention 
reflects intention for the future; whereas, in TAM research it reflects 
intention in action (McDowell 2011).  
The intention construct, as operationalised herein, reflects a more 
actual measure and covers various facets of meaning including current 
and future intentions, expectations, effort, and assuredness.  
Similarly, this research is the first to operationalise the perceived 
control concept to the UAS context, reflecting “perceived demand for 
control”, as the technology is not widely used yet, and the public is less 
likely to experience actual UAS flights in nearby airspace.  
6.3.4 Practical Implications 
 
This research acts as a reference for entrepreneurs, managers, and 
regulators, who wish to acquire a deeper understanding of the current 
UAS adoption status. Apart from the theoretical component provided, 
the research provides background information considered relevant for 
the industry.  
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The research provides information on current issues with the 
technology, such as public concerns, which increase leaders’ 
awareness and calls for urgent action. Additionally, the research 
provides an analysis of the UAS industry, never undertaken previously, 
identifying opportunities, barriers, potentials, and strengths. The 
analysis also provides information about profitability forecasts showing 
it is a multibillion-dollar industry, which can greatly contribute to the 
economy.  
The research assesses, through a comprehensive review of the 
literature, the status of public attitudes in several countries. Such 
information is beneficial for entrepreneurs who are willing to invest in 
the UAS industry, because it informs of the status of the industry, and 
because it will save their time, money, and effort. Furthermore, the 
information is useful in identifying weaknesses and taking corrective 
managerial action. 
More importantly, the research draws attention towards the factors of 
most significance in improving public attitudes: risk, benefits, and 
controllability. These factors, as addressed herein, act as indicators of 
what relevant parties need to pay attention for. In the following, the 
practical implications of including these factors are discussed:  
First, participants had strong positive attitudes towards the technology, 
accepting its operation in national airspace. Findings also showed that 
perceived benefit had higher influence than perceived risk and 
perceived control on attitudes towards using drone. These findings 
have implications for both entrepreneurs and policymakers.  
Entrepreneurs need to more frequently launch campaigns and educate 
the public on the usefulness of UAS, as it has the highest impact on 
public attitudes. Policymakers, along with that, need to develop flexible 
regulatory frameworks, which allow for more frequent flights, but do not 
compromise the safety of citizens.  
Successful examples are the regulatory frameworks of Canada 
(Cavoukian 2012), Australia (CASA 2016) and most recently, the 
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United States (AUVSI 2016): such frameworks allow for individual and 
commercial flights with reasonable requirements, which encourages for 
higher sales and use of drones. 
The significant influence of perceived control, along with other 
research, also confirms the essential influence of providing the public 
with some degree of control on drone operations (Cavoukian 2012), 
This suggests that giving the public reasonable control over UAS flight 
in nearby airspace will lead to improved attitudes.  
Thus, policymakers should enforce a policy of notifying the public prior 
to flying drones near their houses, workplaces, or any other private 
places. To notify the public, research recommends street banners, 
SMS, and other means of communication (Cavoukian 2012).  
Other means of eliminating risk and enhancing attitudes include 
integrating designs for privacy and safety prior to manufacturing 
(Cavoukian 2012; Elias 2012). 
6.4 Limitations and Future Research 
This study was conducted in a tertiary institution on a relatively small 
sample, i.e. 224 staff and students. Accordingly, the research findings 
cannot be generalised to population or to other contexts. To achieve 
generalisability, future research should replicate [or extend] this study 
in various contexts, employing larger sample sizes (> 384 participants, 
at p < 0.05). 
 
Furthermore, the use of non-random sampling may yield statistical 
results that may not provide reliable inferences made. Non-random 
samples violate the condition that observations should be independent, 
and that the population should have an equal of representation in the 
sample. 
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Relatedly, this study was based on respondents from one nationality. 
Thus, the study cannot be generalised in different countries. Future 
studies should consider the investigation of public attitudes of 
respondents from different countries and cultures. This is to provide 
further validation for the model, and confirm that it still provide similar 
findings. This could also help improve the model theoretically. 
 
This research included only quantitative data from staff and students, 
whereas it relied on previous public acceptance literature to obtain 
[secondary] qualitative data. Secondary data is useful in providing rich 
content from drawing concepts and hypotheses (Davis 1986), however 
employing  qualitative data collection, e.g. in-depth interviews, would 
introduce concepts which are more connected to marketing practice. 
Therefore, future research is recommended to employ exploratory 
sequential mixed methods, which rely on a qualitative enquiry in the 
first phase, and a quantitative one in the second (Creswell 2014). 
 
The research specifically addresses public attitudes towards UAS, 
whereas it does not investigate user and management attitudes. Thus, 
future research may investigate attitudes at organisational level in light 
of the opinions of decision makers and potential users. 
Notwithstanding, several conceptual and methodological modifications 
may be needed.  
In that case, concepts such as risk, benefit, and control, will require 
substantial adaptation. For instance, psychological and time loss risks 
may be additional components to consider beside physical risk.  
Unmanned systems can be aerial, but may also be ground and marine 
systems. This research investigates the public attitudes of aerial 
systems, whereas disregards other types of autonomous systems. 
Ground autonomous systems are being heavily researched in the 
military industry for replacing manned battlefield tanks, whereas marine 
systems are usually used for deep-sea searches such as the recent 
search for Malaysia Airlines’ aircraft, i.e. MH370.  
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The systems are having some attention over social media, and more 
attention will draw towards them in the future. Thus, it will be useful for 
future research to investigate the adoption of such systems following 
similar theory and procedures to those adopted here. It is noteworthy 
that researching the adoption of these systems require similar 
conceptual and procedural modifications to those of UAS organisational 
adoption. 
This research has not provided generalisation of results to bigger 
population, however it did provide generalisation to theory through the 
validation of relationships hypothesised based on previous research 
(Hair et al. 2010; Vaske 2008).  
Upon the development of AMUAS, plans to collect data from citizens of 
several ASEAN countries were set. The lack of knowledge about 
drones was the main reason behind failure to reach an agreement with 
other researchers. Thus, it was not possible to conduct this research 
from a comparative perspective.  
Comparative research is of utmost importance to provide the AMUAS 
with validity across different countries, cultures, and settings. 
Comparative research is also essential in straying away from 
descriptive research and extracting in-depth results (Mills 2006). Thus, 
researchers are encouraged to employ the AMUAS in different settings 
and across various cultures to identify its strengths as well as needs for 
adaptation or modification. 
6.5 Summary 
In this chapter, the research flow was presented including outcomes of 
the literature review, description of methods employed, and research 
findings. The Chapter also provides a discussion of findings in light of 
previous research. Additionally, academic, theoretical, methodological, 
and practical implications of the research and its findings, were 
discussed. The chapter concludes with highlighting the research 
limitations and recommending future research ideas. 
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Appendix A: UAS Designs 
A.1 Fixed Wings 
 
Figure A.1: Fixed-wing UAS - Rise Above (2014) 
 
A.2 Rotary  
 
Figure A.2: Rotary UAS - Rise Above (2014) 
 
A.3 Lighter than Air 
 
Figure A.3: LTAR UAS - (EIJ 2012) 
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A.4 Hybrid Aircraft 
 
Figure A.4: Hybrid UAS - Drones (2015) 
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Appendix B: Item Pools & Pre-Test Tables 
Item Rating of the Intention Construct          
Definition: the person’s intent to purchase an 
drones (Davis 1986, Ajzen 1991) 
Rater no.  
 
Scale Items 
Source 
Rate (1=Strongly 
Disagree, 2=Disagree, 3= 
Undecided, 4=Agree, 
5=Strongly Agree) 
Suggestions 
  1. In the future, I will purchase a drone Chang and Cheung (2001)     
  2. As of now, I am willing to purchase a drone Rhodes and Courneya (2003)     
  
3. I will purchase a drone to use in civil 
operations (e.g. search and rescue, disaster 
management) 
Wang and Sun (2016), Kim and Woo (2016), 
Lee (2009), Tam (2011), MacSween-George 
(2003), Eyerman et al. (2013)  
  
  
  
4. I will purchase a drone for having fun (e.g. 
taking photos/videos of nature) 
  
  
  
5. I will purchase a drone to use in business 
operations (e.g. wedding planning, monitor my 
business premises) 
  
  
  
6. If I needed a drone in the future, I would likely 
buy one 
Loiacono et al. (2007) 
  
  
  
7. If I needed a drone in the future, I would 
probably try to buy one 
  
  
  8. I predict that I will purchase a drone soon 
Joo and Sang (2013) 
    
  9. I expect to purchase a drone in the future     
  10. I will definitely purchase a drone 
Ayeh et al. (2013) 
    
  11. I am planning to purchase a drone     
  
12. I will recommend for others to purchase a 
drone for having fun 
Kim and Woo (2016), Lee and Lehto (2013) 
  
  
  
13. I will recommend for others to purchase a 
drone to use in civil operations 
  
  
  
14. I will recommend for others to purchase a 
drone for their business 
  
  
 
Table B.1: Item pool and Q-matrix for the intention construct 
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Item Rating of the Attitudes Construct         
Definition: the person’s evaluation of the use 
of drones (Davis 1986) 
Rater no.  
 
Scale Items 
Source 
Rate (1=Strongly Disagree, 
2=Disagree, 3= Undecided, 
4=Agree, 5=Strongly Agree) 
Suggestions 
  
1. In general, I am reluctant towards the use of 
drones 
Magnusson and Hursti (2002)     
  2. I think drones should be used in my country Huang et al. (2010)     
  
3. I approve of using drones for recreational 
purposes (e.g. having fun) Tam (2011), MacSween-George 
(2003), Bracken-Roche et al. 
(2014), Herron et al. (2014), 
Eyerman et al. (2013) 
    
  
4. I approve of using drones for civil purposes 
(e.g. search and rescue, police tasks) 
    
  
5. I approve of using drones in business 
operations (e.g. courier delivery) 
    
  
6. I have a positive feeling towards using drones in 
my country 
Lee (2012), Davis (1986), 
Shresta and Burns (2016), De 
Leeuw et al. (2015) 
    
  7. It is a good idea to use drones     
  8. Using drones is useful     
  9. I think using drones is positive     
  10. Generally, I favour the use of drones     
  11. I think that using drones is interesting     
  12. I think that using drones is enjoyable     
  13. I believe the use of drones is valuable     
 
Table B.2: Item pool and Q-matrix of the attitudes construct 
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Item Rating of the Perceived Benefit 
Construct  
        
Definition: the person’s belief of benefits 
associated with the use of drones. (Davis 
1986; Davis et al. 1986; Davis et al. 1992) 
Rater no.  
 
Scale Items 
Source 
Rate (1=Strongly Disagree, 
2=Disagree, 3= Undecided, 
4=Agree, 5=Strongly Agree) 
Suggestions 
  
1. Drones provide an opportunity for 
having fun 
Clothier et al. (2015) 
    
  
2. Drones may be useful in several civil 
operations (e.g. search and rescue, 
disaster management, police tasks) 
    
  
3. The use of drones serves a good 
purpose 
Magnusson and Hursti 
(2002) 
    
  
4. Drones may be useful for families to 
have fun 
    
  
5. Families may use drones for 
surveillance of their properties (e.g. as a 
CCTV) 
    
  
6. A drone would help me have more fun 
than usual 
    
  
7. Drones can facilitate business 
operations 
      
  
8. Drones can increase the business 
movement in my country 
Siegrist et al. (2000)     
  
9. Even though drones may pose risk, 
they are still useful 
Herron et al. (2014)     
  10. Drones may help save costs Lee (2009); Huang et al. 
(2010), Chaabane and 
Volle (2010) 
    
  11. Drones may help save time     
  12. In general, I find drones useful Davis (1986)     
  
13. If I knew how to fly a drone, I would 
find it more useful 
Herron et al. (2014)     
 
Table B.3: Item pool and Q-matrix for the perceived benefit construct 
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Item Rating of the Perceived Risk 
Construct  
      
  
Definition: the person’s belief of risks 
associated with the use of drones in national 
airspace. (Lim 2003) 
Rater no.  
 
Scale Items 
Source 
Rate (1=Strongly Disagree, 
2=Disagree, 3= Undecided, 
4=Agree, 5=Strongly Agree) 
Suggestions 
  1. Drones are harmful  Magnusson and Hursti (2002)     
  
2. I am worried about the potential 
breach of privacy drones may cause 
Stone and Gronhaug (1993), 
Clarke (2014), Elias (2012), 
Cavoukian (2012) 
    
  
3. I am worried about the potential 
physical harm drones may cause 
  
  
  
4. One concern is that a drone would 
fall on me     
  
5. I am worried drones will not perform 
reliably     
  
6. I think I would be making a mistake 
if I purchase a drone     
  7. Using drones can make me anxious     
  
8. I am worried drones may be used to 
spy on my loved ones     
  
9. I am worried drones will not deliver 
the promised benefits     
  
10. I am worried drones may be used 
in terrorist act     
 
Table B.4: Item pool and Q-matrix for the perceived risk construct 
 
 
 
  
183 
 
Item Rating of the Perceived Control 
Construct 
      
  
Definition: the person’s belief of the 
degree of control they should have over 
the operation of drones in nearby 
airspace (Bandura and Wood 1989; Choi 
and Mattila 2008)  
Rater no.  
 
Scale Items 
Source 
Rate (1=Strongly 
Disagree, 2=Disagree, 
3= Undecided, 4=Agree, 
5=Strongly Agree) 
Suggestions 
  
1. I think that using a drone near my house should 
be within my control 
Lee (2009)   
  
  
2. To fly a drone near my house should be up to 
me 
Rhodes and Courneya 
(2003), Shresta and Burns 
(2016), Kim et al. (2016), 
Zemore and Ajzen (2014) 
  
  
  
3. I should be able to decide whether a drone can 
fly near my workplace 
  
  
  
4. My approval should be taken before flying a 
drone near my house 
  
  
  
5. I would feel satisfied if I could control a drone 
flight near my house 
  
  
  6. I think that I can fly a drone really well Lee (2009)     
  
7. I think I have the resources necessary to fly a 
drone 
Shresta and Burns (2016) 
  
  
  8. I think I have enough knowledge to fly a drone     
  9. I am capable of flying a drone     
  10. I am confident that I can fly a drone well     
  11. If I wanted to, I could easily fly a drone Zemore and Ajzen (2014)     
 
Table B.5: Item pool and Q-matrix of the perceived control construct 
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Appendix C: Pre-test6 
Rater # Construct Item#1 Item#2 Item#3 Item#4 Item#5 Item#6 Item#7 Item#8 Item#9 Item#10 Item#11 Item#12 Item#13 
Item# 
14 
Mean Median 
  Intention                                 
Rater 1  4 4 2 4 4 3 3 3 3 4 4 4 4 4   
Rater 2  5 5 1 5 5 3 2 5 5 5 5 2 2 2   
Rater 3   5 4 4 4 4 5 1 4 5 5 4 1 1 1     
  14 13 7 13 13 11 6 12 13 14 13 7 7 7 10.714286  
    14 13 7 13 13 11 6 12 13 14 13 7 7 7   12.5 
 
Table C.1: Pre-test calculations of the intention construct 
Rater # Construct Item#1 Item#2 Item#3 Item#4 Item#5 Item#6 Item#7 Item#8 Item#9 Item#10 Item#11 Item#12 Item#13 Mean Median 
  Attitudes                               
Rater 4  5 5 5 5 5 5 2 2 2 2 2 4 2   
Rater 5  3 3 4 4 4 3 3 3 3 3 3 3 3   
Rater 6  5 5 5 5 5 5 5 5 5 5 5 5 5   
Rater 2  5 5 5 5 5 5 1 4 4 1 1 1 4   
Rater 3   4 5 4 4 4 5 5 5 5 5 5 5 5     
  22 23 23 23 23 23 16 19 19 16 16 18 19 20  
    22 23 23 23 23 23 16 19 19 16 16 18 19   19 
Table C.2: Pre-test calculations of the attitudes construct 
                                                          
6 Yellow highlights are the elected items after applying the mean value. Greens reflect election based on median value. Grey highlights represent items 
retained only for theoretical relevance. 
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Rater # Construct Item#1 Item#2 Item#3 Item#4 Item#5 Item#6 Item#7 Item#8 Item#9 Item#10 Mean Median 
  
Perceived 
Risk 
                        
Rater 1  3 5 4 2 4 2 2 4 3 4   
Rater 2  5 5 5 2 3 1 2 4 1 4   
Rater 3   5 5 5 5 5 5 5 5 5 5     
  13 15 14 9 12 8 9 13 9 13 11.5  
    13 15 14 9 12 8 9 14 9 14   12.5 
 
Table C.3: Pre-test calculations of the perceived risk construct 
 
Rater # Construct Item#1 Item#2 Item#3 Item#4 Item#5 Item#6 Item#7 Item#8 Item#9 Item#10 Item#11 Item#12 Item#13 Mean Median 
  
Perceived 
Benefit 
                              
Rater 7  5 5 2 4 4 1 3 3 2 3 4 4 1   
Rater 8  4 4 4 4 4 4 4 4 4 4 4 4 2   
Rater 9  5 5 5 4 5 3 4 4 4 5 5 5 5   
Rater 2  2 5 3 3 4 1 2 2 4 3 3 4 1   
Rater 3   5 5 5 5 5 5 5 5 5 5 5 5 5     
  21 24 19 20 22 14 18 18 19 20 21 22 14 19  
    21 24 19 20 22 14 18 18 19 20 21 22 14   20 
 
Table C.4: Pre-test of the perceived benefit construct 
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Rater # Construct Item#1 Item#2 Item#3 Item#4 Item#5 Item#6 Item#7 Item#8 Item#9 Item#10 Item#11 Mean Median 
  Perceived Control                           
Rater 7  3 3 5 5 5 3 3 2 2 2 2   
Rater 8  5 4 4 5 4 2 2 2 2 2 1   
Rater 9  5 3 4 1 4 1 1 1 1 1 1   
Rater 2  5 3 5 3 2 1 1 1 1 1 1   
Rater 3   5 5 5 5 5 2 3 3 4 3 4     
  23 18 23 19 20 9 10 9 10 9 9 14.45  
    23 18 23 19 20 8 9 9 10 9 9   10 
 
Table C.5: Pre-test calculations of the perceived control construct 
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Appendix D: Research Instrument 
 
 
 
 
 
 
 
 
 
 
 
If you agree to participate in this survey, 
PLEASE TICK THIS BOX   ☐  
Now, please give your opinion about the following statements using this 
scale: 
SD= Strongly Disagree; D= Disagree; SLD= Slightly Disagree; U= Undecided; SLA= Slightly 
Agree; A= Agree; SA= Strongly Disagree. 
  Purchasing Intention SD D SLD U SLA A SA 
1 In the future, I will purchase a drone               
2 As of now, I am willing to purchase a drone               
3 
I will purchase a drone to use in civil operations (e.g. 
search and rescue, disaster management) 
              
4 
I will purchase a drone for having fun (e.g. taking 
photos/videos of nature) 
              
5 
I will purchase a drone to use in business operations 
(e.g. wedding photography, movie making, crop 
monitoring) 
              
6 I predict that I will purchase a drone soon               
7 I expect to purchase a drone in the future               
8 I will definitely purchase a drone               
9 I am planning to purchase a drone               
 
 
 
These aircraft are remotely controlled by a pilot 
on the ground; they are known as drones. 
They carry cameras, sensors, life vests, boxes, 
and other payloads. 
They are used in many useful applications such 
as search and rescue, border control, courier 
delivery. 
However, when misused, these systems are 
creating public concerns which is delaying their 
adoption. 
This research investigates factors that may 
speed up drones’ adoption. 
The research is approved by Curtin University 
Ethics Committee under the number RDSE-72-
15 
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  Attitudes SD D SLD U SLA A SA 
10 In general, I am reluctant towards the use of drones               
11 I think drones should be used in my country               
12 
I approve of using drones for recreational purposes 
(e.g. taking pictures of nature) 
              
13 
I approve of using drones for civil purposes (e.g. search 
and rescue, police tasks) 
              
14 
I approve of using drones in business operations (e.g. 
courier delivery) 
              
15 
I have a positive feeling towards using drones in my 
country 
              
16 Using drones is useful               
17 I think using drones is positive               
18 I believe the use of drones is valuable               
 
  Perceived Benefit SD D SLD U SLA A SA 
19 Drones provide an opportunity for having fun               
20 
Drones may be useful in several civil operations (e.g. 
search and rescue, police tasks) 
              
21 
People can have fun using drones (e.g. by recording 
memories) 
              
22 
Drones may be useful in monitoring property (e.g. they 
may function as CCTV) 
              
23 
Drones can facilitate business operations (e.g. by 
saving time and costs) 
              
24 
Drones can increase the economic movement in my 
country (e.g. by providing opportunity for new 
businesses) 
              
25 In general, I find drones useful               
 
  Perceived Risk SD D SLD U SLA A SA 
26 Drones are harmful                
27 
I am worried that drones may be used to provoke my 
privacy 
              
28 I am worried that drones may harm me physically               
29 I am worried that drones will not perform reliably               
30 
I am worried drones may be used to spy on my loved 
ones 
              
31 I am worried drones may be used in terrorist act               
 
 
  
189 
 
  Perceived Control SD D SLD U SLA A SA 
32 
I think that using a drone near my house should be 
within my control 
              
33 
For someone to fly a drone near my house, should be 
up to me 
              
34 
I should be given the right to decide if a drone can fly 
near my work 
              
35 
My approval should be taken before flying a drone near 
my house 
              
36 
I would feel satisfied if I could control a drone flight near 
my house 
              
37 I am confident that I can fly a drone               
 
Demographics 
38. Age 
☐16-23 ☐24-31 ☐32-39 ☐40+ 
41. Education 
☐High School ☐Bachelor ☐Postgraduate  
 
39. Gender 
☐Male ☐Female 
 
40. Experience in using drones: 
☐ None ☐ Less than 1 year ☐ 1 to 3 years ☐ more 
than 3 years 
 
42. Income/Month (RM) 
☐less than 1k  
☐1k-5k  
☐5k-10k  
☐10k-15k  
☐15k-20k  
☐20k+ 
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Appendix E: Ethics Clearance7 
 
Figure E.1: Ethics Clearance 
 
 
 
                                                          
7 At the time of obtaining the ethics clearance, the research title was different from the current 
one. 
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Appendix F: Linearity and Homoscedasticity 
F.1 Linearity 
 
As discussed in Section 4.4.1.2, linearity analysis was conducted via 
the use of Scatterplots under SPSS21 statistical package. Scatterplots 
represent that the relationship between the variables and their residuals 
(Hair et al. 2010) is linear as no parabolic or exponential shapes were 
observed. In assessing linearity, straight-line patterns identify a 
relationship as linear. Random patterns are indicators of nonlinear 
relationships (Hair et al. 2010). Figure F.1 interprets the relationships 
among variables within one dataset (Härdle and Simar 2003).  
 
Figure F.1: Linearity assessment 
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F.2 Homoscedasticity 
Test of Homogeneity of Variances 
 Levene Statistic df1 df2 Sig. 
INT01 .310 1 215 .578 
INT02 .424 1 215 .515 
INT06 .839 1 214 .361 
INT07 1.593 1 214 .208 
INT08 .026 1 214 .872 
INT09 .095 1 214 .759 
ATT02 1.058 1 210 .305 
ATT06 .462 1 215 .498 
ATT08 .027 1 213 .870 
ATT09 .017 1 214 .895 
PB01 2.318 1 215 .129 
PB02 1.103 1 214 .295 
PB03 .193 1 215 .660 
PB04 2.272 1 213 .133 
PB05 .007 1 214 .932 
PB06 .544 1 213 .462 
PB07 .002 1 215 .967 
PR02 1.561 1 214 .213 
PR03 2.304 1 215 .131 
PR04 6.784 1 213 .010 
PR05 3.028 1 213 .083 
PR06 .114 1 213 .736 
PC01 .937 1 215 .334 
PC02 .348 1 215 .556 
PC03 1.066 1 215 .303 
PC04 .026 1 215 .872 
PC05 .878 1 215 .350 
 
Table F.1: Homoscedasticity assessment 
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Based on Section 4.4.1.3, homoscedasticity was assessed using 
Levene’s test which is considered fit for the purpose of this section. 
Under SPSS 21, the researcher accessed the ANOVA procedure to 
check for homogeneity of variance. As per Table F.1, most variables 
were found homoscedastic as p-value was above 0.05 (Hair et al. 
2010), which means that variables’ contribution to the variance in the 
criterion variable is homogenous. 
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Appendix G: Multi-Group Analyses 
G.1 Theory 
 
Heterogeneity exists when results significantly differ across different 
groups. For instance, when the impact of perceived benefit of males 
and females are way different. Heterogeneity is usually assessed via a 
broad range of statistical tests including ANOVA, t-test and so on (Hair 
et al. 2017). Similarly, Smart-PLS 3.2.6 provides to main tests based on 
whether heterogeneity is observed or unobserved, the multi-group 
analysis [PLS-MGA]; and the finite mixture partial least squares [FIMIX-
PLS], respectively. The null hypothesis for heterogeneity analysis is 
that path coefficients [and/or outer loadings] are not significantly 
different across groups (Hair et al. 2014). 
Observed heterogeneity may be assessed by employing PLS-MGA 
with either categorical or continuous moderation. In cases when the 
researcher wants to assess the influence of two or more groups [e.g. of 
age, of gender], the moderation is categorical; whereas, when the 
influence of a certain construct is sought, it is said to be a continuous 
moderation. The latter form of moderation is the general one. Both 
types of moderation are useful in providing managerial insights about 
whether a certain group or a concept require attention (Hair et al. 
2017).  
The moderation concept parallels mediation, however, it excludes the 
influence of the predictor on the moderator. It is important to note that 
the effect of the predictor on the criterion construct, before including the 
moderator, is called the main effect; whereas, after its inclusion, it is 
called the simple effect. When no moderating effect exists, we may 
assume that a constant relationship exists between the exogenous and 
endogenous constructs (Vaske 2008). 
G.2 The Analysis 
Multi-Group Analysis [MGA] was conducted to identify whether 
significant differences exist among groups, in how the appreciate the 
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relationship between constructs. The MGA procedure includes: defining 
the data groups, running a regular PLS algorithm considered the split of 
data, and finally, running the MGA function under Smart-PLS 3.2.6 
software. During the PLS algorithm, the path coefficients for groups are 
calculated. With bare eyes, one may tell if there is a difference between 
values of different groups. Nonetheless, the difference may not be 
significant after all.  
Thus, running the PLS-MGA function is essential to tell whether the 
difference is significant using the p-statistic, where values below 0.05 or 
above 0.95 mean that a significant difference exists (Reinartz, et al. 
2009). However, before running the PLS-MGA algorithm, data groups 
were defined. It is important to mention that limit was set so that data 
groups with less than 10 observations would be excluded from 
comparison (Ringle et al. 2015). In the following, PLS-MGA was 
conducted for each of the demographic groups including: age, gender, 
experience with UAS, education, and income. 
G.2.1 Age 
 
Four groups were defined in this research covering the 16-23, 24-31, 
32-39, and 40+ ages. However, the third age group was dropped off 
the analysis, because MGA does not compare groups with less than 10 
observations (Ringle et al. 2015).  
Results from the PLS algorithm show that the second age group 
established stronger associations between each of perceived control, 
perceived risk, and purchasing intention, than did the first group. The 
same applied to the influence of perceived risk towards both perceived 
benefit and attitudes. Nonetheless, only differences about the 
association between perceived control and purchasing intention was 
significant [p < 0.05].  
The PLS algorithm also showed that groups 1 and 4 had different views 
on the association of attitudes and perceived control with intention. 
Similarly, differences existed concerning perceived control and 
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perceived risk, as well as the influence of perceived risk on perceived 
benefit. However, none of the differences were significant where all p-
values lied between 0.252 and 0.792.       
G.2.2 Gender 
 
Males and females had heterogeneous views on several relationships 
among the proposed concepts. For instance, women associated their 
attitudes towards using UAS with their intention to purchase [r=0.257] 
the systems stronger than men did [r=0.035].  
Similarly, they did with the association between perceived benefit and 
attitudes. However, males exhibited stronger association between 
perceived benefit and purchasing than females did; and likewise, for 
the perceived risk – perceived benefit relationship.  
Multi-group comparisons showed that the differences in views about 
perceived benefit and attitudes association, and about perceived 
benefit and intention, were significant, with p-values of 0.034 and 
0.097, respectively; whereas, differences on the remaining associations 
were all insignificant.   
G.2.3 Experience with Drones 
 
Despite dividing experience with drones to 5 groups, only the first and 
second groups were large enough to be considered for the PLS-MGA 
function. The first group assumes that respondents did not have any 
experience with flying drones, whereas the second suggests an 
experience of less than one year. Large differences were exhibited 
concerning how both groups perceived benefit’s association with their 
attitudes towards using UAS and their purchasing intention. 
Additionally, differences were exhibited towards the influence of 
perceived control on both of perceived benefit and perceived risk.  
The inexperienced group strongly associated perceived benefit with 
their attitudes, but not with their intention to purchase. Contrarily, those 
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who had a short experience with flying drones associated perceived 
benefit with attitudes moderately [β=0.206] and with intention strongly 
[β=0.676]. The inexperienced group did not associate their demand for 
control over UAS’ use with their perceptions of benefit, whereas, they 
moderately associated it with perceived risk.  
Oppositely, the experienced group moderately associated perceived 
control with perceived benefit, and strongly associated it with perceived 
risk [β=-0.533]. Surprisingly, none of the differences were found 
significant after running the multi-group analysis. 
G.2.4 Education  
 
Three groups of education classified those who participated in this 
research: high school graduates, bachelor holders, and postgraduates. 
High schoolers and bachelor holders had larger discrepancies in how 
they related their demand for control to their perception of risks 
associated with the use of drones [rh= 0.734; rb= 0.235], as well as in 
how they distinguish between their concerns about the technology’s 
use [rh= -0.430] and their perception of its benefits [rb=-0.119].  
Smaller differences were experienced between their views about the 
association between perceived control and intention, and perceived risk 
and perceived benefit. Only the differences in their views about the 
influence of perceived control on perceived risk was significant 
[p<0.05].   
Comparing the views of the first and third group, revealed that 
postgraduates had a stronger association between their attitudes 
towards the technology and their intention to purchase it. Additionally, 
they also negatively and strongly associated perceived risk and 
perceived benefit [r=-0.740]. Contrarily, high schoolers more strongly 
associated their demand for control over UAS’ use to their perception of 
risk and purchasing intention. None of the differences was considered 
significant according to multi-group analysis.  
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Comparing the views of the second and third group, revealed that trivial 
differences exist between the opinions of bachelor graduates and 
postgraduates on most influences, except for the relationship between 
attitudes and intention and the relationship between perceived risk and 
perceived benefit. The difference in views was much higher concerning 
the latter relationship though. A check of p-values exhibited that only 
the difference in views about the influence of perceived risk on 
perceived benefit was significant [p < 0.05]. 
G.2.5 Income 
 
Income was initially categorised into 6 groups ranging from less than 
1,000 MYR to more than 20,000 MYR per month. However, PLS-MGA 
only detected the first three groups suitable for analysis, namely the: 
less than 1,000, 1,000 – 5,000, and 5,000 – 10,000, groups.  
The first two groups exhibited large discrepancies in how their benefit 
perceptions will influence their intention to purchase drones. Whereas, 
the second group exhibited large influence of their perceived benefit, 
the second group’s expression was low.  
Similarly, the second group’s perception of control strongly influenced 
their intention to purchase and their perception of risks associated with 
the use of drones. The influence of attitudes and perceived risk on 
purchasing intention was also higher for the group earning between 1k 
and 5k. P-values showed that no statistics were below 0.05 or above 
0.95, thus all differences were insignificant.    
Comparisons between the first and third group revealed less 
discrepancies in how they view the associations between concepts, 
with highest difference achieved in assessing the influence of their 
perception of risk on their perceptions of benefits, with r1=-0.097 and 
r3=-0.803, successively.  
The groups also had differing views towards the influence of perceived 
benefits on purchasing intention. People earning between 5k-10k, 
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could relate, with a higher degree, their perceptions of benefits to their 
intent to purchase drones.  
However, less difference was exhibited in how they relate their demand 
for control to their risk perceptions. Interestingly, 2/3 of the revealed 
differences were significant: these were the influence of perceived 
control over perceived risk, and the influence of perceived risk on 
perceived benefit, both at a p-value<0.05.   
Extreme differences were found in the views of the second and third 
groups, specifically on the relation between perceived risk, and 
perceived benefit and perceived control. In fact, these were completely 
opposing views. For instance, the second group positively associated 
perceived control with perceived risk [r=0.589], while the second group 
expressed negative associations [r=-0.512].  
Similarly, the second group had weak positive associations between 
their perceptions of risk and perceptions of benefit, but the second 
groups strongly associated increased perceived benefit with decreased 
perceived risk [r=-0.803]. However, only the difference in views about 
perceived risk and perceived benefit was significant. Other differences 
between groups existed, however, none were significant. 
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Appendix H: Other Technology Acceptance Models 
 
H.1 TAM 2 and TAM 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.1: TAM 2&3 - Venkatesh and Davis (2000), Venkatesh and Bala (2008)  
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H.2 Augmented TAM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.2: Augmented TAM – Taylor and Todd (1995a) 
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H.3 Decomposed Theory of Planned Behaviour 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.3. Decomposed TPB – Taylor and Todd (1995b) 
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H.4 Unified Theory of Acceptance and Use of Technology  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.4. UTAUT 1 & 2 – Venkatesh et al. (2003) and Venkatesh et al. (2012) 
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