Abstract-Inertial sensors are increasingly being employed in different types of applications. The reduced cost and the extremely small size makes them the number-one-choice in miniature embedded devices like phones, watches, and small unmanned aerial vehicles. The more complex the application, the more it is necessary to understand the structure of the error signal coming from these sensors. Indeed, their error signals are composed of deterministic and stochastic parts. The deterministic errors or faults can be compensated by proper calibration while the stochastic signal is usually ignored since its modeling is relatively difficult due to computational or statistical reasons, especially due to its complex spectral structure. However, a recently proposed approach called the Generalized Method of Wavelet Moments overcomes these limitations and this paper presents the software platform that implements this method for the analysis of the stochastic errors. As an example throughout the paper we will consider an inertial measurement unit, but the platform can be used for the stochastic calibration of any kind of sensor. The software is developed in the widely used statistical tool R using C++ language. The tools enable the user to study with ease any signal by the means of a vast range of predefined models and tools.
I. INTRODUCTION
The attitude and position of a device can be computed by integrating different kinds of sensor data in a filter. One example of a sensor is the Inertial Measurement Unit (IMU), and one example of a fusion technique is the Kalman Filter (KF). The IMU is composed of a three-axis-accelerometer in combination with a three-axis-gyroscope which will provide measurements of specific force and rotational speed respectively. The integration of this information with other sensors (e.g., odometer, barometer, GPS-receiver) allows to increase the performances which could never be achieved individually. The high-end-IMUs (i.e., navigational grade) have excellent properties. They are for instance used in laser-scanning-devices from airplanes or helicopters [1] . However, these devices are very heavy, costly, and require a big amount of power.
The emergence of new technologies has allowed to create smaller devices based on other physical properties of which the main example of low-cost mass-market sensors is given by a Micro-Electro-Mechanical-System (MEMS). These devices are based on silicon, leave very small footprints, and are being used almost everywhere (e.g., step-counter in a smartwatch, gamepad in the phone, fall-detection in a harddisk). The fact that they are employed in a wide variety of settings and that they are easily accessible opens up the window for new applications that have never been thought of before. One of these fields of application is navigation. Small autopilots employed within micro-aerial-vehicles use IMUs to compute the attitude and position [2] . This is achieved through the integration of different sensors in a KF that has to be tuned based on the stochastic properties of the different sensors. In the case of high-end sensors these processes are fairly easy to characterize while the low-cost sensors have an extremely complex stochastic structure which requires more complicated models to characterize them. Figure 1 gives an example of the complexity of the stochastic noise when compared to that of a high-end sensor and highlights the main disadvantage of using these low-cost sensors. In order to address this issue, different methods were adapted and/or developed including the Maximum Likelihood approach estimated via the ExpectationMaximization algorithm [3] - [5] and the linear regression based on the log-log-representation of the Allan Variance [6] - [9] . However, the above methods suffer from various limitations going from numerical instability and computational inefficiency to statistical inconsistency. For this reason, a recently proposed approach has been used to build a new computational platform for sensor calibration which makes use of the quantity called Wavelet Variance (WV) to deliver an estimation framework with the name Generalized Method of Wavelet Moments (GMWM) [10] . The latter method not only allows to estimate considerably complex stochastic process models, but allows to do so in a numerically stable, computationally efficient, and statistically consistent manner. In this paper we show how the above method can be employed through the newly developed computational platform which uses the open-source statistical environment R with the gmwm package programmed in C++. To do so, Section II will highlight the basic theory behind the GMWM and its related tools. These are then put into practice in Section III to study and model the noise structure of an IMU. Here we will put forward the basic steps needed for the stochastic calibration of an inertial sensor. Finally, Section IV concludes by highlighting future developments of this platform while Appendix A contains the full code for replicating the results presented in this paper.
II. THEORY AND IMPLEMENTATION OF GMWM
As highlighted in the introduction, the GMWM uses the WV as a means to estimate the parameter vector θ of the complex models that underlie the observed stochastic error processes coming from low-cost IMUs. The WV for a certain scale of wavelet decomposition j is defined as follows:
where W j,t (θ) represents the wavelet coefficients issued from the j th scale of wavelet decomposition which are a function of the parameter vector θ since they are a function of the errors issued from the assumed model (see for example [11] where the same concept is discussed for the Allan Variance).
Given a certain process and parameter values, it is therefore possible to obtain the WV ν 2 j (θ). However, in reality the parameter vector θ is obviously unknown and the only quantity that can be observed is the estimated (or empirical) WV which is defined asν
where M j is the number of wavelet coefficients issued from the scale of decomposition j [12] .
Supposing we have J levels using the maximum-overlap wavelet decomposition and using the Haar wavelet filter, then we can define the vector of empirical WV asν = [ν 2 j ] j=1,...,J while the vector of model-implied WV can be defined as
..,J . Given these quantities, the GMWM attempts to inverse the mapping between the WV and the model parameters θ by finding the solution to the following minimization problem
where Ω is a positive-definite weighting matrix chosen in an appropriate manner [10] . The statistical properties of the GMWM estimatorθ have been proven showing that the estimator is consistent and asymptotically normally distributed.
Using the properties of the estimator, the GMWM allows to deliver a series of very useful tools for the sensor calibration procedure. Aside from confidence intervals for the parameters that can be built based on the asymptotic normality of the estimator, a first useful feature is the goodness-of-fit test that can be derived based on the form of the GMWM objective function whose test statistic is given by
which as highlighted, under the null hypothesis of the model fitting the error process well, tends to a chi-squared distribution with J − p degrees of freedom, with p being the length of the parameter vector θ and T being the length of the observed stochastic error signal. Therefore, if we reject the null hypothesis, the estimated model is not considered as fitting the observed data well.
Another useful tool which was developed based on the GMWM is given by the Wavelet Variance Information Criterion (WVIC) [13] which is defined as follows
where E[·] denotes the expectation operator, tr [·] denotes the trace operator and cov [·] denotes the covariance. This criterion is useful since a goodness-of-fit test does not necessarily allow to understand how well a model can predict future error signals (aside from the one that is observed). Indeed, the WVIC allows to assess the prediction error of the estimated model when it predicts the WV taken on another sample of the same stochastic error process of a given inertial sensor. This can be therefore used as a model-selection criterion where, among different potential candidate models, one can choose the model that has a low value of the WVIC criterion compared to the others, implying that it will have a low overall prediction error.
All these features are implemented in the R package presented in this paper and all of them are also available in a robust version, meaning that all these procedures can be made resistant to possible forms of contamination or outliers in the observed error signal coming from a sensor. This is possible based on the robust WV estimator, and related theory, proposed and developed in [14] .
The defined models (and combinations thereof) that can be estimated within the gmwm package are briefly listed in Table  I . The user can chose any combination of these models. The Gauss-Markov model can be chosen multiple times, whereas the others can only be chosen once. In the implementation of the GMWM the two models AR1 and GM are mathematically seen the same thing. The values are obtained by conversion with the help of the acquisition frequency.
The influence of each of these models (and thus their parameters) on a signal are visualized in Figure 2 . It is a loglog plot similar to the Allan Variance plot for the graphical interpretation. This plot helps the user define the proper model. The visual choice is a good beginning for the model definition, but the final choice has to be made on the integrated criteria. For each defined model by the user, the GMWM-package will calculate how good the estimated model fits the empirical one.
III. CASE STUDY: IMU
An applied example will now guide the reader through several features of the platform. The implementation of the methods and features presented in the previous section are shown in more detail from a practical approach. In a first step, the WV of the data is calculated and plotted. In a second step, the underlying model is manually identified through visual comparison with Figure 2 . Once the model is defined, the parameters are calculated and the cost-value verified. These steps are iterative as the user keeps a certain flexibility in the choice of the models. Nonetheless, the final model selection will be made at the end based on the implemented criteria.
A. Wavelet Variance Estimation and Plotting
The dataset has to be loaded into R. This can be done in three different ways. The first option is to load a txt-file, the second option is to load a binary-file while the third option is to use a dataset which is already provided with the GMWMpackage. Here, we decide to use the default dataset imu6 made available through the package. The required error signal time series (in our case from an IMU) can be obtained by taking static measurements over several hours (the longer the dataset, the better the estimation in general). The mean of the error signal is irrelevant for the calculations and is removed automatically. We then isolate a specific column of the data and calculate its empirical WV by using the wvar-command. In this paper we focus on the accelerometer. The plot of its corresponding WV is obtained by using the plot-command. The result of this command is shown in Figure 3 where a loglog plot of the empirical WV can be observed along with the confidence intervals (shaded area).
B. Model Identification (iterative)
The log-log plot of the WV is useful in order to understand what kind of models underlie the observed error signal. An example of how this plot is useful in this sense is given in Figure 2 where different slopes and characteristics of the plot can indicate the presence of a certain model. If we compare the latter plot with the one given in Figure 3 , from the overall shape it is clear that the signal is composed at least of a WN and RW. The slope at the small scales is not steep enough to be represented by a QN, so this model is discarded. In order to check which models appear to fit best, we use the gmwm-command to estimate them and plot the fitted model by using the plot-command. The result of using these two commands on the composite model made by the sum of the WN and RW error models is shown in Figure 4a and is represented by the orange line. Given that the value of the objective function appears to be large and given that the model (orange line) does not entirely lie within the confidence intervals of the empirical WV, we decide to add a GM, as the middle scales show a significant difference between the empirical and the theoretical WV. The results are plotted in Figure 4b where we can see that the model appears to fit the empirical WV better.
Although adding a GM model greatly improved the visual fit around the small scales, it still left a small difference at the middle scales. Thus, we decide to add another GM process to our model. The solution after the calculation is shown in Figure  4c . As a final model to consider, we decide to add the DR model, as the big scales show an increase of the slope, which could be explained by the presence of a drift-process. The Figure 4d presents this final iteration which shows an overall (almost) perfect match which however could be considered excessive given the size of the confidence intervals at the last scales. In this case we can stop the model identification, and go to the next step to extract the parameters of these models.
C. Parameter Estimation
With the set of models at hand, we can retrieve the parameters from the fitted object by using the command summary. The parameters will appear for each underlying model as well as the value of the objective function which gives an estimation of how well the fitted model describes the empirical WV (the smaller the objective function value, the better the fit to the error signal). As stated before, this is an iterative process and the steps in the previous section can be used several times.
Table II collects all the results of the iterations seen in the previous section. It can be seen how these parameter values change depending on which underlying models were included in the estimation. The general rule in this case is to try and match the empirical and the theoretical WV (implied by the fitted model) as best as possible with all the available models. 
D. Model Selection
Once a set of models has been identified as possible candidates to describe the stochastic error signal, the WVIC in Equation 3 can be used as a criterion to select which of these models appears to better predict the WV of future replicates of this error signal.
Although the platform allows to compute this criterion for each individual model, the main reason to compute it is in order to compare it to other models so as to understand which of these has a reasonably low WVIC value. To do so, the software provides the auto_imu-command in which it is possible to define an overall model which includes all the others. Once this is done, the output will provide a list of all possible model combinations placed in ascending order of the WVIC. In this manner, it is possible to check which models (that have been considered as possible candidates) appear to have a good predictive power compared to the others.
Using the additional information coming from the model selection process through the auto_imu-command, it is therefore possible to make a final decision on which model to use within the chosen navigation filter. Indeed, in our case we have that the model GM+WN+RW is second in ranking while the model 2 * GM+WN+RW is eighth among 23 possible models. This output therefore underlines that the objective function must not be the only criterion to select a model since its prediction of future replicates may not necessarily be as precise.
IV. CONCLUSION
This paper has given a brief overview of the main features of the R package called "gmwm" which provides practitioners with readily-available tools to perform sensor calibration for the stochastic component of their error signals. Given the flexibility of the GMWM method, this software is envisaging updates with new developments of this methodology. Indeed, two main updates and additional tools will consist in the possibility of considering non-stationary error signals (where, for example, the stochastic component changes as a function of the system dynamics) and multivariate calibration in which the stochastic component can for instance be shared between accelerometers or gyroscopes. Therefore, not only does this platform allow engineers to easily perform calibration tasks which were originally extremely complex to carry out, but also opens avenues to a more straightforward tackling of problems that can refine the calibration of inertial sensors even further. 
