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Abstract
In the edge computing paradigm, mobile devices offload the computational tasks to an edge
server by routing the required data over the wireless network. The full potential of edge computing
becomes realized only if a smart device selects the most appropriate server in terms of the
latency and energy consumption, among many available ones. The server selection problem is
challenging due to the randomness of the environment and lack of prior information about the
environment. Therefore, a smart device, which sequentially chooses a server under uncertainty,
aims to improve its decision based on the historical time and energy consumption. The problem
becomes more complicated in a dynamic environment, where key variables might undergo abrupt
changes. To deal with the aforementioned problem, we first analyze the required time and energy
to data transmission and processing. We then use the analysis to cast the problem as a budget-
limited multi-armed bandit problem, where each arm is associated with a reward and cost, with
time-variant statistical characteristics. We propose a policy to solve the formulated problem and
prove a regret bound. The numerical results demonstrate the superiority of the proposed method
compared to a number of existing solutions.
Keywords: Computation offloading, edge computing, multi-armed bandits, uncertainty.
I. Introduction
The popularity of mobile applications has significantly increased among users over the
past years. Some apps, for example, those based on face and/or voice recognition, produce
an excessive amount of data and require heavy computations. Even if a hand-held device
is capable of performing the computations using its own internal hardware, local data
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2processing usually yield long delay as well as excessive power consumption, thereby resulting
in a low Quality of Service (QoS). Moreover, in a long run, repetitive local computation might
affect the lifetime of the battery or other components of a mobile device.
In the next-generation wireless networks, edge servers (for example, small base stations)
are foreseen to offer computational services, meaning that the devices have the possibility to
offload their computational data through a wireless network to the edge servers so that the
data is processed remotely. Compared to the cloud servers [1], edge servers are located at
close proximity to the users, which guarantees a shorter data transmission time and thereby
a lower energy consumption [2], [3]. Needless to say, edge computing becomes more efficient
if the devices are autonomous, i.e., able to choose when and to which server to offload and
which resources to use. Implementing an autonomous behavior is, however, not a trivial
task. One reason is that unlike cloud servers, there might be multiple edge servers available
to the device at the time of offloading. Moreover, often the devices are not given any prior
information about the servers and network. In addition, the environment might be dynamic,
i.e., some statistical characteristics of the network and servers might change over time.
To deal with the aforementioned challenge, an autonomous device interacts with the
network, by sequentially choosing a server under uncertainty, and gathers some information
about the environment in each offloading round. The goal is to improve the decisions for the
next offloading rounds based on the previously consumed time and energy. This problem is
an instance of online decision-making, where the decisions are taken sequentially based on
the historical observations to optimize some objective function.
Multi-Armed Bandit (MAB) problem is a subclass of online decision-making problems
which involves a gambling machine with several arms and a gambler [4], [5]. In this paper,
we use an MAB formulation to deal with the optimal server selection problem. We investigate
an MAB problem, where pulling each arm reveals two random variables reward and cost.
The reward and cost generating processes are a priori unknown and piece-wise stationary.
At each of the consecutive rounds, the gambler pulls one arm, receives a reward, and pays
a cost. Given a finite budget, the gambler tries to maximize its accumulated reward before
the total paid cost runs out of the budget.
3A. Related Works
Similar to any other networking paradigm, resource management is a key challenge in
computation offloading due to the scarcity of resources such as the computational power,
environmental and hardware constraints such as the number of available servers, and the
dynamic status of the environment such as the task arrival rate. In [6], the authors take
advantage of supervised learning methods to solve an offloading problem in a dynamic envi-
ronment, where a single user decides which components of the application to execute locally
and which ones to offload. They jointly optimize the local execution cost and the offloading
cost using a deep neural network. The authors in [7] study the CPU task allocation problem
by formulating optimization problems based on the execution time and energy consumption.
They solve the proposed optimization problems using different approximation approaches. In
[8], the authors formulate a non-convex optimization problem to optimize both the latency
and reliability (offloading failure probability) in computation offloading of a single user. They
design three algorithms to optimize edge node candidate selection, offloading ordering, and
task allocation. In [9], the authors investigate the partial offloading of a single device and
propose an algorithm which uses a Lyapunov optimization with a given time delay constraint
to reduce the energy consumption. Similarly, [10] studies the partial offloading of a single user
where multiple antennas are available at the mobile terminal and the femto-access point.
The authors propose a numerical optimization technique to optimize latency and energy
consumption. Further, in [11], the authors consider the partial offloading problem and assume
the availability of a small cell cloud manager, which determines whether to offload or not
and which portion is needed to be offloaded. They propose different algorithms to separately
optimize the latency and consumed energy. [12] considers the offloading problem of a single
user in a multi-cloudlet environment and proposes an application-specific cloudlet selection
strategy to optimize the execution latency and energy consumption. In [13], the authors
formulate the partial offloading problem of a single user as a Markov decision process. They
use a deep reinforcement learning algorithm to find the optimal number of tasks which should
be locally executed or offloaded so that the user’s utility is maximized whereas the energy
consumption, processing delay, required payment, and task loss probability are minimized.
As mentioned previously, we model the computation offloading problem in the MAB
framework. Our approach is perhaps most closely related to [14], where a budgeted MAB
4problem is considered with a reward and a discrete cost which are independent and identically
distributed (i.i.d.) random variables. In [15], the authors take a probabilistic approach to
solve the budgeted MAB problem with i.i.d. reward and cost variables. Similarly, in [16],
the authors consider the budgeted MAB problem with i.i.d. reward and cost variables. The
proposed algorithm assigns a pulling probability to each arm based on the solution of an
optimization problem. Nevertheless, extending the developed decision-making policies to
dynamic (non-i.i.d.) environments is not straightforward. Our approach is also related to [17],
where the authors investigate a non-stationary MAB problem. However, in their formulation,
pulling arms does not result in any cost. In [18], the authors study a budgeted MAB problem,
where the reward generating processes of arms are piece-wise stationary and the cost of
pulling each arm is fixed but may be different for different arms. Further, in [19], the authors
study a stationary MAB problem with a reward variable and a continuous cost variable.
B. Our Contribution
In summary, the novelty in this paper is as follows.
• We analyze the required time for data transmission from a user’s device to a server,
as well as the required time for data processing at a server while taking the dynamic
nature and the inhomogeneity of wireless networks into account.
• We define the reward and cost in terms of the required time and energy in each offloading
round, respectively, and we derive the corresponding probability distributions.
• We use an MAB model to solve the distributed server selection problem. Thus, our work
extends state-of-the-art works, which are mostly centralized. Moreover, our proposed
solution does not require heavy information and does not cause excessive computational
complexity.
• We propose BPRPC-SWUCB, a novel MAB algorithm, to minimize the expected regret.
BPRPC-SWUCB can be used to solve a variety of dynamic decision-making problems
where taking actions yields non-i.i.d. reward and cost variables.
• We analyze BPRPC-SWUCB by proving a regret bound and compare its performance
with several existing MAB algorithms through simulation.
C. Organization
Section II describes the system model. In Section III, we introduce the concept of reward
and cost in the context of the computation offloading problem, and we derive their statistical
5characteristics. In Section IV, we describe and theoretically analyze an MAB algorithm,
named BPRPC-SWUCB. In Section VI, we present the results of numerical analysis. Section
VII concludes the paper.
II. System Model
We consider a multi-hop wireless network consisting of a set of servers that have fixed
locations at the network’s edge and a set of users that might be willing to offload their com-
putational job to one of the edge servers. We gather the servers in the set S = {1, . . . , S} so
that any device may select one of the |S| = S to offload its computational task. Throughout
the paper, we may use device and offloading user interchangeably. Moreover, we use the
terms, user’s device and source, as well as the terms, server and sink, interchangeably.
A general computation offloading procedure consists of four elements: (i) selection of a
server, (ii) sending the data to the server, (iii) processing the data and accomplishing the
task at the server, and (iv) sending the results to the device. We consider the time to be
slotted and denote one time instant by t. Moreover, we use the term round to refer to the
time period required to accomplish an offloading process entirely, i.e., to succeed in all of
the aforementioned sections. We denote the rounds by θ = 1, 2, .... Note that each round θ
includes some time instants t.
Each computational job consists of some analysis of the offloaded data. We assume that
each computational job can be divided to some homogeneous tasks with respect to the time
required to process each task. Without loss of generality, we assume that each device offloads
the same amount of the data at each round θ. If a large amount of data is to be offloaded,
we model it as multiple rounds of offloading, each with the same amount of data.
As mentioned above, in order to offload a computational task, any user transfers the
required data to a server. The transfer takes place via some intermediate helper nodes,
which act as transmitters and receivers. This could be, for example, other devices in the
network or fixedly deployed micro- or femto small base stations. At each time, every node
can act either as a transmitter or as a receiver. We select the transmission range of each
node (including the source and any sink s ∈ S) to be the same and denote it by R. That is
to say, a node can only transmit to the nodes inside the circle of radius R around that node.
In the following, we discuss the network’s model from the perspective of one exemplary user.
As it is conventional [20], [21], we assume that the intermediate nodes (devices, relays,
6small base stations, and the like), located between the source and a sink, are distributed
according to a homogeneous Poisson Point Process (PPP). Since the servers are located
at different geographical areas, the density of the aforementioned PPP varies over servers.
Therefore, we use Λs to show the network’s intensity between the user and each server
s ∈ S. Similar to [20] and [22], to take the transmission impairments of the link between
every two nodes into account, we model the links by a Bernoulli random variable with success
probability ps,θ. In other words, the transmission is successful (non-outage) with probability
ps,θ and fails (outage) with probability 1−ps,θ. Note that the outage probability depends on
the server, since the outage probability is affected by factors such as shadowing, fading, and
other similar variables which depend strongly on the geographical area as well as the network
density. Moreover, the dependency of ps,θ on the round (time period) θ accommodates the
time-variation of the channel quality. In brief, the network between each server s and the
device is modeled by a graph, where the vertices are distributed according to a PPP with
intensity Λs and there is an edge between every two vertexes with the probability ps,θ.
As mentioned before, in our problem, we analyze the smart decision-making of a single
offloading user, when given a number of choices with respect to the server; nonetheless, it
is natural that in every network, there are many of such users, each offloading some tasks
to some server. To model the collective behavior of the network mathematically, we assume
that the arrived jobs at a server s follow a Poisson distribution with the rate λs,θ. The
arrival rate depends on the server s and the offloading round θ, implying that on average,
the intensity of the job arrival changes with respect to the servers and time.
In the following assumption, we describe the mathematical model of time-variant charac-
teristics of the random variables.
Assumption 1. For any server s ∈ S, the parameters ps,θ and λs,θ are piece-wise constant
with respect to the round θ; in other words, they remain constant unless they experience a
change at some specific round(s), referred to as change point(s). Naturally, the change points
are not necessarily identical for two aforementioned parameters.
Consider a random process whose instantaneous outcomes are drawn from some probability
distribution with parameter ps,θ and/or λs,θ. Then, by the discussion above, the process is
piece-wise stationery, as the distribution of the outcomes remains time-invariant over disjoint
time intervals, but changes from one interval to the other.
7Fig. 1: An exemplary illustration of a communication network consisting of an offloading user,
four computational servers, and the intermediate transmitters and receivers. The intensity
of the intermediate nodes varies with respect to each server. The cyan circle around each
server represents its job arrival rate, where a bigger radius corresponds to a greater rate.
In Fig. 1, we illustrate an exemplary system model consisting of an offloading user and
four edge servers at some specific time t. Geographically, the network is divided into four
disjoint areas and the nodes in each area are distributed according to a homogeneous PPP.
Naturally, in the areas with higher intensity, a larger number of nodes are available. The
transparent cyan circle around each server represents the corresponding job arrival rate.
Table I summarizes most important system’s parameters together with a brief description.
TABLE I: Summary of most frequently used system parameters
Parameter
ps,θ Outage parameter of the network between the user and server s at round θ
λs,θ Job arrival rate to the server s at round θ
Λs Network’s intensity between the user and server s
R Transmission range
ρs Service rate corresponding to the server s
`s Distance between the user and the server s
8III. Statistical Characteristics of the System Variables
Conventionally, in wireless networks, each user has some strict constraints (or require-
ments) on the delay and the energy. Therefore, given multiple choices, it is natural that
a device aims at selecting a server that guarantees minimum delay as well as minimum
energy consumption. Choosing the best server is however not a trivial task, in particular
under uncertainty, i.e., when the required information is not available at the user. The
problem becomes more challenging in a dynamic environment, where the characteristics of
the network and servers vary over time.
In order to mathematically formulate the server selection problem, in the following, we
first define and analyze the reward and cost of selecting each server.
A. Reward
As mentioned earlier, in computation offloading, an important performance metric is the
total time required for an offloading round, referred to as the delay time and denoted by
ds,θ. The delay time at round θ consists of the processing time fs,θ at the server s and the
transmission time gs,θ between the source and the sink node s. Therefore, at round θ we
have
ds,θ = fs,θ + gs,θ. (1)
For the user’s quality of service (QoS) satisfaction, we require that the delay time ds,θ
remains below a pre-specified threshold, namely, δ. In other words, the QoS is satisfied if
ds,θ ≤ δ, and is not satisfied otherwise. Therefore, we define the reward, gained by the
offloading user at round θ upon choosing the server s ∈ S, as
rs,θ =

1, ds,θ ≤ δ
0, ds,θ > δ.
(2)
In the rest of this section, our goal is to find the distribution of the reward rs,θ, which is
determined based on the distribution of the delay time ds,θ. Consequently, in the following,
we determine the distribution of the processing time fs,θ and the transmission time gs,θ.
1) Processing Time
For each server, we define the service rate as the number of tasks which can be processed
by that server per unit of time. Naturally, the servers are inhomogeneous in terms of service
9rate, meaning that each server s ∈ S has some service rate ρs > λs,θ, ∀θ. We use zs,θ to
denote the service time required by the server s ∈ S at round θ.
Moreover, to be processed, each computational job arrived at a server s ∈ S has to wait
in a queue for some time depending on the job arrival rate. Consider a time instant t inside
a round (time period) θ. We denote the waiting time at time instant t by ws,t. Similarly,
we use fs,t and zs,t to denote the processing time and the service time at time instant t,
respectively. Thus, at server s ∈ S, the processing time at time t is given by
fs,t = zs,t + ws,t. (3)
We consider an M/M/1 queue model, by which zs,t and fs,t follow an exponential distri-
bution with parameter ρs and ρs − λs,t, respectively [23], [24]. By Assumption 1, the job
arrival rate remains fixed at least during a specific round θ. Therefore, for any time instant
t inside a round θ, it holds λs,θ = λs,t. In words, this implies that the expected value of the
waiting time, and consequently of the processing time, remains constant for the entire time
period of an offloading round θ. Therefore, throughout the paper, we use fs,θ to denote the
processing time at the server s for round θ, regardless of the specific time instant t inside the
round θ. Moreover, note that by Assumption 1, λs,θ is assumed to be piece-wise constant,
which implies that fs,θ follows an exponential distribution with piece-wise constant mean
1
ρs−λs,θ . Formally,
P(fs,θ = x) =

(ρs − λs,θ)e−(ρs−λs,θ)x, x ≥ 0
0, x < 0
(4)
2) Transmission Time
A path of length N is an N -hop connection between the source o and the sink s. We
represent such path by a sequence o = x1, x2, . . . , xN+1 = s, where xi denotes the i-th node
in the path and x1 and xN+1 stand for the source and the sink, respectively. Similar to [25]
and [26], we define the concept of progress. Assume a transmitter node located at xi. The
progress of a node xi+1 is defined as the projection of the link between xi and xi+1 onto
the straight line connecting the node xi and the sink s. Additionally, we say a progress is
positive if the projection happens towards the sink s and it is negative otherwise. We define
the maximum number of hops hs,max between the source o and the sink s as the maximum
10
Fig. 2: Sketch of a 2-hop communication path between the user (source) and a computation
server (sink).
N for which a path exists between o and s and all the nodes xi, i = 2, . . . , N + 1 have
positive progress. We assume that hs,max between the source o and any sink s is known.
In Fig. 2, a source node o transmits a data packet to the sink s. For the pair (o, s),
we define the distance as the length of the straight line connecting the source o and the
sink s. According to our system model, the distance is known, which we denote by `s. If
the sink s is not located within the transmission range of the source o, the data should
be transmitted using the intermediate nodes of the PPP. Therefore, several hops might be
needed to transmit the data from the source to the sink. Let Hs denote the random number
of hops between the source and a sink s. The probability of connecting the source o and the
sink s with h number of hops, h = 1, 2, ..., is computed in [27] as
P(Hs = h) = C`s [1− e−Λs|As|]h−1, (5)
where C`s is a constant which depends on the distance `s between the source and the sink
node s and 0 ≤ C`s ≤ 1. Moreover, in (5), As denotes the intersection area between the
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transmission range of a node and its next node in a path which can be calculated as [27]
|As| = R2[2 cos−1( `s2R)]− sin(2 cos
−1( `s2R))]. (6)
Hence, the expected value of the number of hops Hs yields
E[Hs] =
hs,max∑
Hs=1
HsP(Hs) = C`s
hs,max∑
Hs=1
Hs[1− e−Λs|As|](Hs−1). (7)
However, in our setting, there is a possibility of outage for a transmission between any
pair of nodes xi and xi+1; this means that the transmitter might require several attempts
until a successful reception at the receiver is achieved. Let Ki, i = 1, 2, . . . , denote the
random variable representing the number of Bernoulli trials (time instants) needed for the
first successful connection between the transmitter-receiver pair xi and xi+1. Then we have
P(Ki = ki) = ps,θ(1− ps,θ)ki−1. (8)
In words, the number of time instants (attempts) needed to achieve the first successful
connection follows a geometric distribution.
The transmission time gs,θ between the source o and the sink s at round θ is given by
gs,θ =
Hs∑
i=1
Ki. (9)
The following proposition states the statistical characteristics of the transmission time.
Proposition 1. The transmission time gs,θ is a random variable with the probability distri-
bution
P(gs,θ = k) = C`s
min {k,hs,max}∑
h=1
(
k − 1
h− 1
)
phs,θ(1− ps,θ)k−h[1− e−Λs|As|]h−1, k = 1, 2, . . . ,
(10)
and the expected value
E[gs,θ] =
C`s
∑hs,max
Hs=1 Hs[1− e−Λs|As|](Hs−1)
ps,θ
. (11)
Proof. See Appendix VIII-A. 
We observe that the expected transmission time depends on the outage parameter ps,θ;
therefore, in a dynamic environment where ps,θ is piece-wise constant, gs,θ has a piece-wise
12
constant mean, as given by (11).
3) Delay Time and Reward
Finally, the following proposition characterizes the statistics of the variable reward.
Proposition 2. Reward rs,θ is a random variable with Bernoulli distribution. Moreover, it
has a piece-wise constant expected value as
µs,θ = C`s
bδc∑
k=1
[(
1− e−(ρs−λs,θ)(δ−k)
)min {k,hs,max}∑
h=1
(
k − 1
h− 1
)
phs,θ(1− ps,θ)k−h[1− e−Λs|As|]h−1
]
.
(12)
Proof. See Appendix VIII-B. 
B. Cost
Naturally, every offloading round results in some energy consumption due to data trans-
mission to the server and data processing at the server. Consider a round θ in which the
computational task is offloaded to a server s. We denote the total required energy by cs,θ.
Due to the energy scarcity, we define the cost in terms of the consumed energy. In general,
the consumed energy, i.e., the cost cs,θ, is a function of the transmission time and processing
time. More precisely, it consists of the following parts.
• The energy required for data transmission, denoted by vg(gs,θ)pg, where pg is the energy
consumption rate for data transmission. Note that gs,θ represents the time required for
sending the data from the user to the server s at round θ. However, we need to consider
the time required for sending the data from the server back to the user at the same
round θ. We consider that the function vg(·) takes into account this round trip, for
instance, via additionally multiplying gs,θ by 2.
• The energy required for data processing at the server, denoted by vf (fs,θ)pf , where pf
is the energy consumption rate for accomplishing the job.
Note that pg and pf are known system parameters. Generally, vg(·) and vf (·), can be any
invertible function; in this paper, for the sake of computation, we consider linear functions.
Consequently, we have
cs,θ = asfs,θ + a′sgs,θ + a′′s , (13)
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where as, a′s > 0, and a′′s ≥ 0. Hence, min
s,θ
cs,θ = a′s + a′′s . Note that the cost cs,θ takes its
minimum when the data is successfully transmitted via only one hop and in the first attempt
and also when the processing time fs,θ = 0.
The following proposition determines the statistical characteristics of the variable cost.
Proposition 3. The cost cs,θ ≥ a′s + a′′s for an offloading round θ between the user’s device
and any server s is a random variable with the probability distribution as follows
P(cs,θ = x) =
C`s
as
bx−a
′′
s
a′s
c∑
k=1
[(
(ρs − λs,θ)e−(ρs−λs,θ)(
x−a′′s−a′sk
as
)
)
×
×
min {k,hs,max}∑
h=1
(
k − 1
h− 1
)
phs,θ(1− ps,θ)k−h[1− e−Λs|As|]h−1
]
. (14)
Moreover, its expected value is equal to
ηs,θ =
as
ρs − λs,θ +
a′sC`s
∑hs,max
Hs=1 Hs[1− e−Λs|As|](Hs−1)
ps,θ
+ a′′s . (15)
Proof. See Appendix VIII-C. 
The user devices play a crucial role in multi-hop wireless networks. Such devices consume
the energy stored in their batteries to participate in the process of computation offloading,
necessitating a frequent recharge. Moreover, the energy resources of mobile devices and edge
servers are often unsustainable and not environment-friendly. Consequently, we consider a
limit for the energy spent during the computation offloading. We refer to this limit as the
budget and denote it by B. Naturally, B is a deterministic constant and known to the user.
Therefore, the offloading user continues to offload the computational jobs as long as the
total spent energy, i.e., the total paid cost, does not exceed the budget B.
IV. Model and Solution based on Multi-Armed Bandits
To solve the server selection problem, we take advantage of a class of sequential optimiza-
tion problems with limited information, namely, the Multi-Armed Bandit (MAB) problem
[5]. In this section, we formulate the server selection problem in the MAB framework and
propose an algorithm to solve this problem.
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A. Budget-Limited Multi-Armed Bandits with Piece-wise Stationary Reward and Cost
We consider an MAB problem which portraits a player (device) facing a number of arms
(servers). We denote the set of arms of the MAB by S = {1, 2, . . . , S}. By pulling an arm
i ∈ S in each round θ = 1, 2, ..., the player pays some cost ci,θ and receives some reward ri,θ.
We assume that the random process of reward and cost are unknown a priori and piece-
wise stationary. Reward and cost of each arm i ∈ S follow a probability distribution with
mean µi,θ and ηi,θ at round θ, respectively. The rewards are upper bounded, i.e., there is
a constant rmax > 0 such that 0 ≤ ri,θ ≤ rmax, ∀i, θ. The costs are lower bounded, i.e.,
there is a constant 0 < cmin such that cmin ≤ ci,θ ∀i, θ. The player can continue gambling
as long as its cumulative cost remains below a given budget B. Ideally, the player’s goal is
to maximize its expected accumulated reward until the last round, which we refer to as the
stopping round. We denote by T ∗(B) and T (B) the stopping round of the optimal policy
(known as Oracle) and the stopping round of the applied policy, respectively. Formally, the
problem can be formulated as
maximize
Iθ∈S
E
 T (B)∑
θ=1
rIθ,θ

s.t.
T (B)∑
θ=1
cIθ,θ ≤ B, (16)
where Iθ denotes the played arm at round θ.
The Problem (16) is infeasible to solve since the instantaneous outcome of the random
variables reward and cost are not known a priori. Moreover, T (B) is a random variable
because it depends on the summation of some random variable cost, which by itself depends
on the choice of the arm. Therefore, we suggest an alternative problem formulation, as
described in the following. First, we define the utility in a way that it includes both reward
and cost revealed by an arm upon pulling. Such utility can be used to evaluate the efficiency
of a choice of arm as it takes both the reward and cost into account. More precisely, we
define the utility as reward per cost. Formally,
uIθ,θ =
rIθ,θ
cIθ,θ
. (17)
We then define the regret as the difference between the accumulated reward of Oracle and
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the accumulated reward of the player under the applied policy. Formally,
RT (B) =
T ∗(B)∑
θ=1
ri∗
θ
,θ −
T (B)∑
θ=1
rIθ,θ, (18)
where i∗θ = arg max
i∈S
µi,θ
ηi,θ
is the arm chosen by Oracle at round θ. Then the player’s goal is to
minimize the expected regret, i.e.,
minimize
Iθ∈S
E[RT (B)]. (19)
We propose Algorithm 1 to solve the Problem (19). In this algorithm, we define the
average reward and cost as
r¯θ(τ, i) =
θ∑
k=max{1,θ−τ+1}
ri,k1{Ik=i}
Nθ(τ, i)
, (20)
and
c¯θ(τ, i) =
θ∑
k=max{1,θ−τ+1}
ci,k1{Ik=i}
Nθ(τ, i)
, (21)
respectively, where Nθ(τ, i) =
θ∑
k=max{1,θ−τ+1}
1{Ik=i}. We also define
Eθ(τ, i) =
(1 + rmax
cmin
)rmax
√
ξ log (min{θ,τ})
Nθ(τ,i)
cmin − rmax
√
ξ log (min{θ,τ})
Nθ(τ,i)
, (22)
where ξ and τ are tunable parameters. We will elaborate on the choice of these parameters
later in Section VI.
In the initialization phase, Algorithm 1 solely explores the set of arms by selecting each
arm once and observing its reward and cost. It then uses the observations to develop an
initial approximation for the Upper Confidence Bound (UCB) on the reward-to-cost ratio
for each arm. Afterward, the algorithm continues selecting arms until the accumulated cost
exceeds the budget B. In this stage, at each round θ, the algorithm first calculates the UCB
index Ii,θ for each arm i ∈ S and then selects the arm with the highest index.
As a comparison to other budgeted MAB algorithms, such as KUBE [16] and UCB-BV1
[14], BPRPC-SWUCB is able to detect the changes in the mean reward or mean cost faster
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and thereby comply faster with the abrupt changes in the environment. This is due to the
fact that BPRPC-SWUCB uses a window length τ and takes only the last τ observations
to calculate the UCB index for each arm.
Algorithm 1 BPRPC-SWUCB: Budget-limited Piece-wise stationary Reward with Piece-
wise stationary Cost-Sliding Window Upper Confidence Bound
1: Input: Window length τ , parameters ξ, rmax, and cmin
2: for θ = 1, . . . , S do
3: Select arm Iθ = θ.
4: Observe the reward rIθ,θ and the cost cIθ,θ.
5: end for
6: while ∑θk=1 cIk,k ≤ B do
7: Calculate the index of each arm i ∈ S as
Ii,θ = r¯θ(τ, i)
c¯θ(τ, i)
+ Eθ(τ, i), (23)
where r¯θ(τ, i) and c¯θ(τ, i) are defined in (20) and (21), respectively. Moreover, Eθ(τ, i)
is defined in (22).
8: Select the arm Iθ with the highest index. Formally,
Iθ = arg maxi∈S Ii,θ. (24)
9: Observe the reward rIθ,θ and the cost cIθ,θ.
10: Set θ = θ + 1.
11: end while
V. Analysis of BPRPC-SWUCB
In this section, we prove an upper bound on the expected regret of the BPRPC-SWUCB.
We use the following definition in the rest of this paper.
∆(i) = min
µi∗θ ,θηi∗
θ
,θ
− µi,θ
ηi,θ
∣∣∣∣∣∣ ∀θ ∈ {1, . . . , T (B)} s.t. i 6= i∗θ
. (25)
We first prove an upper bound on the expected cumulative reward of the optimal policy
in the following lemma.
Lemma 1. The solution of Problem (16) is upper bounded by (B+cmin)rmax
cmin
.
Proof. See Appendix VIII-D. 
In the next theorem, we establish an upper bound on the expected regret of BPRPC-
SWUCB.
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Theorem 1. Let us denote by ΥT (B) the number of change points before the stopping round
T (B) corresponding to both the reward and cost distribution. If there exists cmax > 0 such
that ci,θ ≤ cmax ∀i, θ, then for ξ > 12 and any integer τ we have
E[RT (B)] ≤ rmax
( B
cmin
(1− cmin
cmax
) + 1
)
+
S∑
i=1
(
C(τ, i) B
cmin
log (τ)
τ
+ τΥT (B) + 2 log2(τ)
),
(26)
where
C(τ, i) =
2(1 + rmaxcmin ) + ∆(i)
cmin∆(i)
2r2maxξ
⌈
B
cminτ
⌉
B
cminτ
+ 4log (τ)
 log (τ)log (1 + 4√1− (2ξ)−1)
. (27)
Proof. See Appendix VIII-E. 
Remark 1. Based on the distribution of cost in (14), we observe that ∀i, θ, P(ci,θ = cmax)→ 0
when cmax →∞. Nevertheless, the regret bound (26) in Theorem 1 also holds true when the
cost variable is unbounded from above, which is the case in the computation offloading problem
discussed in this paper. In this case, when cmax → ∞, we achieve a regret bound of order
O(B).
If cmin
cmax
→ 1 (which is the case in many problems, for example, in the problems where the
cost is fixed for all arms or it is supported in a small interval), the first term in the regret
bound tends to zero. In this case, by choosing τ =
√
B log(B)
ΥT (B)
, and if we assume that the growth
rate of the number of change points ΥT (B) is O(Bα), for some α ∈ [0, 1), we achieve a regret
bound of order O
(
B
(1+α)
2
√
log(B)
)
.
Remark 2. Computational Complexity
The computational complexity of BPRPC-SWUCB is linear with respect to the stopping round
T(B). Note that BPRPC-SWUCB only stores the action and reward/cost history of the last τ
rounds, hence it is more space-efficient compared to algorithms that rely on the full history. It
has a linear computational complexity with respect to the window length τ . Finally, depending
on the search algorithm used to find the highest UCB index, the computational complexity
can vary with respect to the number of arms S. For example, if we use the merge sort to
sort the UCB indices of S arms, BPRPC-SWUCB will have a complexity (with respect to the
number of arms) of order O(S logS) [28].
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VI. Numerical Analysis
In this section, we investigate the empirical performance of BPRPC-SWUCB algorithm
using the theoretical results obtained in this paper. To this end, we consider a computation
offloading problem and draw the reward and cost of selecting each server based on the
corresponding probability distributions derived in Section III.
The setting of our simulation is as follows: (i) We consider a network consisting of three
edge servers, i.e., |S| = 3; (ii) As demonstrated in Section III-A, at each round θ, we sample
the reward rs,θ of selecting each server s ∈ S from a Bernoulli distribution with the piece-
wise constant mean µs,θ; (iii) The distribution for the cost is derived in Section III-B. We
can rewrite the probability distribution (14) for the cost cs,θ as
P(cs,θ = x) =

Cx(ρs−λs,θas )e
−( ρs−λs,θ
as
)x, x ≥ a′s + a′′s
0, x < a′s + a′′s
(28)
where Cx is a constant which depends on x. For a fixed x, Cx is finite due to the summations
being finite. The probability distribution in (28) is similar to an exponential distribution
with the support [a′s + a′′s ,∞]. In our simulation, we consider an exponential distribution
with as = 1 and a′s, a′′s = 1/2, ∀s ∈ S, and with the piece-wise constant mean ηs,θ; (iv)
We consider at most 6 change points in the mean reward or mean cost (including the one
corresponding to the initial round). Table II summarizes the change points in the expected
value of the reward and cost variables for each server together with their values.
We compare our algorithm with the following MAB-based policies:
• KUBE: We consider a variant of the algorithm KUBE that calculates the index for
TABLE II: The list of mean rewards and mean costs associated with each server for different
change points. The blank spaces represent there are no change points in those rounds, i.e.,
the mean remains the same as the previous change point.
Simulation Setting
Change Point Server 1 Server 2 Server 3
θ = 1
θ = 500
θ = 1000
θ = 2000
θ = 4000
θ = 8000
µ1,1 = 0.5
µ1,500 = 0.1
µ1,1000 = 0.2
µ1,2000 = 0.8
µ1,4000 = 0.2
η1,1 = 1.1
η1,500 = 1.8
η1,2000 = 1.2
η1,4000 = 1.5
µ2,1 = 0.4
µ2,1000 = 0.9
µ2,2000 = 0.1
µ2,4000 = 0.2
µ2,8000 = 0.8
η2,1 = 1.2
η2,500 = 1.9
η2,1000 = 1.1
η2,2000 = 1.2
η2,4000 = 1.9
η2,8000 = 1.1
µ3,1 = 0.3
µ3,500 = 0.8
µ3,1000 = 0.3
µ3,4000 = 0.9
µ3,8000 = 0.1
η3,1 = 1.4
η3,500 = 1.1
η3,1000 = 1.9
η3,4000 = 1.1
η3,8000 = 1.6
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each s ∈ S as (r¯θ(s)+
√
(2 log θ)/Nθ(s))/c¯θ(s), where r¯θ(s) = (1/Nθ(s))
∑θ
k=1 rs,k1{Ik=s},
c¯θ(s) = (1/Nθ(s))
∑θ
k=1 cs,k1{Ik=s}, and Nθ(s) =
∑θ
k=1 1{Ik=s} [16].
• UCB1: It calculates the index for each s ∈ S as ((∑θk=1(rIk,k/cIk,k)1{Ik=s})/Nθ(s)) +
rmax
√
(ξ′ log θ)/Nθ(s), where ξ′ is a tunable parameter [29].
• UCB-based algorithm: We define a policy which explores similar to UCB1 but
exploits similar to BPRPC-SWUCB. By implementing this algorithm, we can compare
the performance of our algorithm with a general UCB-based algorithm. It calculates an
index as (r¯θ(s)/c¯θ(s)) + (rmax/cmin)
√
(ξ′′ log θ)/Nθ(s), where ξ′′ is a tunable parameter.
• UCB-BV1: For each s ∈ S, this algorithm calculates a UCB index as (r¯θ(s)/c¯θ(s)) +
((1 + 1
cmin
)
√
log(θ−1)
Nθ(s) )/(cmin −
√
log(θ−1)
Nθ(s) ) [14].
• ε-Greedy: At each round θ, ε-Greedy chooses an arm uniformly at random with
probability ε and the best arm so far with probability 1− ε [29].
To be comparable with other algorithms, we chose the system variables so that to fulfill
the prerequisites of the other algorithms. The tuned parameters used in our simulation are
listed in Table III. Note that, based on our problem setting, we have rmax, cmin = 1.
Fig. 3 depicts the evolution of the mean reward per mean cost for the three servers. The
environment is dynamic in the sense that the optimal server in terms of the highest mean
reward per mean cost changes over time. The change points can arise due to a change in
mean reward, mean cost, or both. Note that, as mentioned before, the change points do
not have to be identical; for example, at round θ = 1000, the mean reward for server 1 is
changing while its mean cost remains fixed (Table II).
Fig. 4 depicts the simulation results of running different policies to solve the computation
offloading problem in the aforementioned network with a given budget B = 15000. It
shows the trend of regret for each policy. To be comparable, we truncated the graph of
all policies at the smallest stopping round among the different policies. As we see, BPRPC-
TABLE III: The parameters of the different policies used in the simulation.
Policy Setting
Policy UCB1 BPRPC-SWUCB ε-Greedy UCB-based
Parameters
ξ′ = 0.6 ξ = 0.6 ε = 1
θ
ξ′′ = 0.6
τ = 2000
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Fig. 3: Evolution of the mean reward per mean cost for each server.
SWUCB surpasses all other policies and is able to conform faster to abrupt changes in
the environment. As a result, BPRPC-SWUCB has a smoother curve where does not exist
sudden jumps in the regret, unlike other policies. The regret of other policies grows faster
than BPRPC-SWUCB especially close to change points. Note that algorithms other than
BPRPC-SWUCB fail in their performance due to their nature; they are designed to perform
well in a stationary environment.
Fig. 5 depicts the highest mean reward per mean cost at each round, which is known to
Oracle, and the empirically computed average reward per average cost of the chosen server
by the other policies at each round. This figure illustrates well why BPRPC-SWUCB is
performing better than other policies; it chooses the optimal server in more number of rounds
(compared to other policies) due to its ability to detect the changes in the environment.
Fig. 4: Regret of different policies for a given same budget.
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Fig. 5: The highest mean reward per mean cost at each round chosen by Oracle and the
empirically computed average reward per average cost of the chosen server by different
policies at each round.
Fig. 6 compares the performance of BPRPC-SWUCB with Oracle in terms of the choice
of servers. As expected, in the first few rounds, mainly before the second change point at
θ = 500, BPRPC-SWUCB is investing more on exploring the servers to approximate the
mean reward per mean cost of each server, and after θ = 500, it detects the best server
in most of the rounds even if there are sudden changes afterwards. This is due to using a
sliding window τ which helps to detect the best server faster. We see that BPRPC-SWUCB
has reasonably good performance compared to Oracle.
Fig. 6: Server choice for Oracle vs. BPRPC-SWUCB.
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(a) (b)
Fig. 7: The effect of parameters on the performance of BPRPC-SWUCB; 7a: Regret obtained
for different ξ and τ . 7b: Regret for ξ = 0.6 and different window lengths τ .
As mentioned earlier, the performance of BPRPC-SWUCB highly depends on the choice
of parameters. To better demonstrate this, we have shown the effect of parameters in Fig.
7. Fig. 7a depicts an overview of the amount of regret obtained for different choices of the
parameters, namely ξ and the window length τ . We see that for smaller values of ξ and
larger values of τ we have smaller regret. This graph is also obtained for a given budget
B = 15000. Fig. 7b shows the trend of regret for a slice of the previous figure corresponding
to ξ = 0.6. It clearly shows that for ξ = 0.6, a bigger τ results in a smaller regret.
Remark 3. Parameter Selection
Fig. 7 might appear different for a problem with different settings, for example, a problem
with different change points, number of change points, number of arms, and so on. Hence,
the parameters τ and ξ should be chosen based on the given problem. Generally, ξ controls
the exploration power of the algorithm. A larger ξ results in giving more importance to the
exploration rather than exploiting the arm which shows promising results. In problems with
more number of arms, a larger ξ can be useful. The window length τ is chosen based on
the number and frequency of change points. In general, selecting a smaller τ would be more
suitable if change points occur often. Moreover, a smaller τ results in storage efficiency. In
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an environment where the system variables change seldom, we may choose a larger τ .
VII. Conclusion
In this paper, we mainly focused on the computation offloading problem in a dynamic
network under uncertainty; nonetheless, the theoretical results are applicable in a number of
contexts. We derived the probability distribution of the required time for data transmission
from the user’s device to an edge server. Moreover, we analyzed the probability distribution
of the required time for data processing in a server. By leveraging the aforementioned
distributions, we derived the probability distribution of total required time and energy
for the whole offloading process. In addition, we defined the reward and cost in terms of
the required time and energy in each offloading round, respectively, and we derived the
corresponding probability distributions. We then cast the server selection problem in the
MAB framework. We developed a novel UCB-based algorithm, namely BPRPC-SWUCB,
to solve the formulated problem. We analyzed BPRPC-SWUCB theoretically by proving
an upper bound on its expected regret. The numerical results demonstrated that BPRPC-
SWUCB performs well in a non-stationary environment.
VIII. Appendix
A. Proof of Proposition 1
Fix a sink node s and a round θ. We will derive the probability distribution of gs,θ by
finding the joint distribution of the transmission time gs,θ and the number of hops Hs. From
the basics of probability theory we have
P(gs,θ = k) =
hs,max∑
h=1
P(gs,θ = k,Hs = h) =
hs,max∑
h=1
P(gs,θ = k|Hs = h)P(Hs = h). (29)
The second term P(Hs = h) is given in (5). The first term is derived in the following. For
k < h, it is trivial that P(gs,θ = k|Hs = h) = 0, as the number of attempts to transmit the
data to a server cannot be less than the number of required hops. For k ≥ h, it is a negative
binomial distribution, as proved in the following.
P(gs,θ = k|Hs = h) (a)= P(K1 +K2 + · · ·+Kh = k) (b)=
(
k − 1
h− 1
)
phs,θ(1− ps,θ)k−h, (30)
where (a) follows from the definition of gs,θ and using the given condition Hs = h. Moreover,
(b) follows from the fact that the sum of h independent and identical geometric random
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variables Ki with the same parameter ps,θ results in a negative binomial distribution with
parameters h and ps,θ [30]. Note that this form of negative binomial distribution corresponds
to the probability that k number of trials is needed until the h-th success occur. Therefore,
P(gs,θ = k|Hs = h) =

(
k−1
h−1
)
phs,θ(1− ps,θ)k−h, k ≥ h
0, k < h
(31)
Summarizing the above results, we can write an equivalent form of (29) as follows
P(gs,θ = k) =
min {k,hs,max}∑
h=1
P(gs,θ = k|Hs = h)P(Hs = h). (32)
Thus, the first part of the proposition, i.e., (10), follows by substituting (5) and (30) in (32).
Since all the variables Ki are independent and have the same expected value, it holds
E[gs,θ] = E[Ki]E[Hs]. (33)
We have E[Ki] = 1ps,θ , ∀i. Therefore, the second part of the proposition, i.e., (11), follows
by substituting (7) in (33).
B. Proof of Proposition 2
We have the distribution of the delay time ds,θ as the convolution of the two probability
distributions of processing time fs,θ and the transmission time gs,θ. From the definition of
the reward, we have rs,θ ∈ {0, 1}. Moreover, for any server s ∈ S and any round θ we have
Ps = P (rs,θ = 1) = P (ds,θ ≤ δ) (a)=
bδc∑
k=1
P(fs,θ ≤ δ − k)P(gs,θ = k), (34)
Pf = P (rs,θ = 0) = P (ds,θ ≥ δ) = 1− P (ds,θ ≤ δ) (b)= 1−
bδc∑
k=1
P(fs,θ ≤ δ − k)P(gs,θ = k), (35)
where (a) and (b) follow from the following facts; ds,θ is a random variable which is the sum
of two independent random variables fs,θ and gs,θ. Note that, fs,θ is a continuous random
variable whereas gs,θ is a discrete random variable. Moreover, we have δ− k ≥ 0 for k ≤ bδc
and P(fs,θ ≤ δ − k) = 0 for k > bδc. We can calculate the distributions Ps and Pf using
the distributions of fs,θ and gs,θ. Finally, we have Ps + Pf = 1. Hence, rs,θ is a Bernoulli
random variable with expected value (success probability) Ps. Thus, the result follows from
Assumption 1.
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C. Proof of Proposition 3
To prove the distribution, we first start by deriving the Cumulative Distribution Function
(CDF) of the random variable cost. This is not a trivial task since the random variable cs,θ is
the result of linear combination of a continuous random variable fs,θ and a discrete random
variable gs,θ. In the following, FZ and fZ denote the CDF and the PDF of the random
variable Z, respectively. Fix a server s and an offloading round θ. We have
Fc(cs,θ = x) = P(cs,θ ≤ x) =
∞∑
k=1
P(asfs,θ + a′sgs,θ + a′′s ≤ x|gs,θ = k)P(gs,θ = k)
=
∞∑
k=1
P(fs,θ ≤ x− a
′′
s − a′sk
as
)P(gs,θ = k) =
∞∑
k=1
Ff (
x− a′′s − a′sk
as
)P(gs,θ = k). (36)
Taking the derivative of the above equation yields
fc(cs,θ = x) =
d
dx
Fc(cs,θ = x) =
∞∑
k=1
d
dx
Ff (
x− a′′s − a′sk
as
)P(gs,θ = k)
=
∞∑
k=1
1
as
ff (
x− a′′s − a′sk
as
)P(gs,θ = k)
(∗)= 1
as
bx−a
′′
s
a′s
c∑
k=1
ff (
x− a′′s − a′sk
as
)P(gs,θ = k), (37)
where (∗) follows from the fact that ff (x−a′′s−a′skas ) = 0 for k > b
x−a′′s
a′s
c. The result follows by
substituting the PDF of fs,θ and the PMF of gs,θ, according to (4) and (10), respectively.
The expected value (15) can be calculated by taking expectation from (13) and using the
linearity property of the expected value operator.
D. Proof of Lemma 1
For any policy pi (including the optimal policy), let T pi(B) and Ipiθ denote its stopping
round and its arm choice at round θ, respectively. Moreover, let Bθ denote the budget left
at round θ after pulling the arm Ipiθ . Hence, Bθ = B −
∑θ
k=1 cIpik ,k. Inspired by [15], we prove
an upper bound on the expected cumulative reward of any policy pi. We have
E
[ Tpi(B)∑
θ=1
rIpi
θ
,θ
] (a)
≤
S∑
i=1
∞∑
θ=1
E[ri,θ|Ipiθ = i, Bθ ≥ 0]P(Ipiθ = i, Bθ ≥ 0) + rmax
(b)
≤
S∑
i=1
∞∑
θ=1
µi∗
θ
,θ
ηi∗
θ
,θ
E[ci,θ|Ipiθ = i, Bθ ≥ 0]P(Ipiθ = i, Bθ ≥ 0) + rmax
≤ rmax
cmin
E
[ Tpi(B)∑
θ=1
cIpi
θ
,θ
]
+ rmax
(c)
≤ (B + cmin)rmax
cmin
, (38)
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where (a) holds because of the definition of Bθ, (b) follows from µi,θηi,θ ≤
µi∗
θ
,θ
ηi∗
θ
,θ
, ∀i ∈ S, and (c)
holds because the algorithm stops before its total cost runs out of the budget B.
E. Proof of Theorem 1
Let N˜T (B)(i) denote the number of rounds arm i has been played when it was not the
optimal arm. Inspired by [17] and [14], we start by upper bounding the expected number of
times a suboptimal arm was chosen given the stopping round T (B). In the following, P(X)
and E(X) represent the probability and expectation of the random variable X under the
policy of BPRPC-SWUCB, respectively. We first prove that for i ∈ S it holds.
E[N˜T (B)(i)|T (B)] ≤ C(τ, i)T (B) log (τ)
τ
+ τΥT (B) + 2 log2(τ), (39)
where
C(τ, i) =
2(1 + rmaxcmin ) + ∆(i)
cmin∆(i)
2r2maxξ
⌈
T (B)
τ
⌉
T (B)
τ
+ 4log (τ)
 log (τ)log (1 + 4√1− (2ξ)−1)
. (40)
Let J(τ) =
2(1+ rmaxcmin )+∆(i)
cmin∆(i)
2r2maxξ log (τ). Moreover, define Γ(τ) as
Γ(τ)=
{
θ ∈{S + 1, . . . , T (B)}
∣∣∣∣µi,j=µi,θ & ηi,j=ηi,θ,∀i ∈{1, . . . , S} & ∀j s.t. θ − τ < j ≤ θ}.
(41)
We have the following [17]
N˜T (B)(i) = 1 +
T (B)∑
θ=S+1
1{Iθ=i 6=i∗θ} ≤ 1 +
T (B)∑
θ=1
1{Iθ=i 6=i∗θ ,Nθ(τ,i)<J(τ)} +
T (B)∑
θ=S+1
1{Iθ=i 6=i∗θ ,Nθ(τ,i)≥J(τ)}
(∗)
≤ 1 +
T (B)τ
J(τ) + τΥT (B) +
∑
θ∈Γ(τ)
1{Iθ=i 6=i∗θ ,Nθ(τ,i)≥J(τ)}, (42)
where (∗) follows from the Lemma (25) in [17]. For θ ∈ Γ(τ), we have
{Iθ = i 6= i∗θ, Nθ(τ, i) ≥ J(τ)} ⊂ {
r¯θ(τ, i)
c¯θ(τ, i)
>
µi,θ
ηi,θ
+ Eθ(τ, i)}︸ ︷︷ ︸
1
∪{ r¯θ(τ, i
∗
θ)
c¯θ(τ, i∗θ)
<
µi∗
θ
,θ
ηi∗
θ
,θ
− Eθ(τ, i∗θ)}︸ ︷︷ ︸
2
∪ {µi∗θ ,θ
ηi∗
θ
,θ
− µi,θ
ηi,θ
< 2Eθ(τ, i), Nθ(τ, i) ≥ J(τ)}︸ ︷︷ ︸
3
. (43)
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For the Event 3, we have
Eθ(τ, i) =
(1 + rmax
cmin
)rmax
√
ξ log (min{θ,τ})
Nθ(τ,i)
cmin − rmax
√
ξ log (min{θ,τ})
Nθ(τ,i)
≤
(1 + rmax
cmin
)rmax
√
ξ log (τ)
J(τ)
cmin − rmax
√
ξ log (τ)
J(τ)
= ∆(i)2 . (44)
Therefore, the Event 3 never occurs. Upper bound for the Events 1 and 2 are similar and
we show only for Event 1. Note that if Event 1 occurs, it implies that at least one of the
two following inequalities happens.
r¯θ(τ, i) > µi,θ + eθ(τ, i), (45)
or
c¯θ(τ, i) < ηi,θ − eθ(τ, i), (46)
where
eθ(τ, i) = rmax
√√√√ξ log (min{θ, τ})
Nθ(τ, i)
. (47)
To prove this, assume none of them happens. Therefore, we have [14]
r¯θ(τ, i)
c¯θ(τ, i)
− µi,θ
ηi,θ
= (r¯θ(τ, i)− µi,θ)ηi,θ + (ηi,θ − c¯θ(τ, i))µi,θ
c¯θ(τ, i)ηi,θ
≤ eθ(τ, i)
c¯θ(τ, i)
+ eθ(τ, i)µi,θ
c¯θ(τ, i)ηi,θ
≤ eθ(τ, i)
cmin − eθ(τ, i) +
eθ(τ, i)rmax
(cmin − eθ(τ, i))cmin = Eθ(τ, i). (48)
Hence, we upper bound the probability of (45) and (46). Using Corollary (21) in [17] for
any ν > 0 we have
P(r¯θ(τ, i) > µi,θ + eθ(τ, i)) ≤
 log (min{θ, τ})log (1 + ν)
(min{θ, τ})−2ξ(1− ν
2
16 ), (49)
and
P(c¯θ(τ, i) < ηi,θ − eθ(τ, i)) ≤
 log (min{θ, τ})log (1 + ν)
(min{θ, τ})−2ξ(1− ν
2
16 ). (50)
For the Event 2, we have similar results as follows.
P(r¯θ(τ, i∗θ) > µi∗θ ,θ + eθ(τ, i
∗
θ)) ≤
 log (min{θ, τ})log (1 + ν)
(min{θ, τ})−2ξ(1− ν
2
16 ), (51)
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and
P(c¯θ(τ, i∗θ) < ηi∗θ ,θ − eθ(τ, i∗θ)) ≤
 log (min{θ, τ})log (1 + ν)
(min{θ, τ})−2ξ(1− ν
2
16 ). (52)
Choosing ν = 4
√
1− 12ξ as suggested in [17], combinig (42) and (49)-(52), and taking
expectation result in
E[N˜T (B)(i)|T (B)] ≤ 1 +
T (B)τ
J(τ) + τΥT (B) + 4
T (B)∑
θ=1
 log (min{θ,τ})log (1+ν)

min{θ, τ} . (53)
We achieve the equation (39) using the following [17]
T (B)∑
θ=S+1
log (min{θ, τ})
min{θ, τ} ≤
τ∑
θ=2
log (θ)
θ
+
T (B)∑
θ=1
log (τ)
τ
≤ 12 log
2 (τ) + T (B) log (τ)
τ
. (54)
We rewrite the expected regret as
E[RT (B)] =
E
 T ∗(B)∑
θ=1
ri∗
θ
,θ
−E
 T (B)∑
θ=1
ri∗
θ
,θ

︸ ︷︷ ︸
1
+
E
 T (B)∑
θ=1
ri∗
θ
,θ
−E
 T (B)∑
θ=1
rIθ,θ

︸ ︷︷ ︸
2
. (55)
We bound each part separately. For the first term in Part 1, the approach is similar to
the proof of Lemma 1. However, here we bound the difference between the total reward
obtained by playing the optimal arm permanently but with two different stopping rounds:
(i) The stopping round corresponding to the optimal policy and (ii) the stopping round of
our policy. As before, we define Bθ = B −∑θk=1 cIpik ,k. We have
E
 T ∗(B)∑
θ=1
ri∗
θ
,θ
−E
 T (B)∑
θ=1
ri∗
θ
,θ
 (a)≤ ∞∑
θ=1
E[ri∗
θ
,θ|i∗θ = i∗θ, Bθ ≥ 0]P(i∗θ = i∗θ, Bθ ≥ 0) + rmax
−
∞∑
θ=1
E[ri∗
θ
,θ|Iθ = i∗θ, Bθ ≥ cmax]P(Iθ = i∗θ, Bθ ≥ cmax)
=
∞∑
θ=1
µi∗
θ
,θ
ηi∗
θ
,θ
E[ci∗
θ
,θ|i∗θ = i∗θ, Bθ ≥ 0]P(i∗θ = i∗θ, Bθ ≥ 0) + rmax
−
∞∑
θ=1
µi∗
θ
,θ
ηi∗
θ
,θ
E[ci∗
θ
,θ|Iθ = i∗θ, Bθ ≥ cmax]P(Iθ = i∗θ, Bθ ≥ cmax)
≤ rmax
cmin
(
E
 T ∗(B)∑
θ=1
ci∗
θ
,θ
−E
 T (B)∑
θ=1
ci∗
θ
,θ
)+ rmax (b)≤ rmax
cmin
(B − B
cmax
cmin) + rmax, (56)
where (a) holds because of the definition of Bθ and (b) follows from the following facts. The
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optimal policy stops before it runs out of the budget B. Hence, its total paid cost cannot
exceed B. Moreover, we have T (B) ≥ B
cmax
and ci,θ ≥ cmin, ∀i, θ.
For Part 2, we have
E
 T (B)∑
θ=1
ri∗
θ
,θ
−E
 T (B)∑
θ=1
rIθ,θ
 = E
 T (B)∑
θ=1
(ri∗
θ
,θ − rIθ,θ)
 ≤ rmaxE
 T (B)∑
θ=1
S∑
i=1
1{Iθ=i 6=i∗θ}

= rmax
S∑
i=1
E[N˜T (B)(i)|T (B)]. (57)
By replacing T (B) with B
cmin
in (39) and (40), substituting the result in (57), and combining
(56) and (57) with (55), we conclude the proof.
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