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ABSTRACT
Intelligent music production tools aim to assist the user by
automating music production tasks. Many previous sys-
tems sought to create the best possible mix based on tech-
nical parameters but rarely has subjectivity been directly in-
corporated. This paper proposes that a new generation of
tools can be designed based on evolutionary computation
methods, which are particularly suited to dealing with the
non-linearities and complex solution spaces introduced by
perceptual evaluation. These techniques are well-suited to
studio applications, in contrast to many previous systems
which prioritized the live environment. Furthermore, there
is potential to address accessibility issues in existing sys-
tems which rely greatly on visual feedback. A survey of
previous literature is provided before the current state-of-
the-art is described and a number of suggestions for future
directions in the field are made.
1. INTRODUCTION
The art of mixing multitrack audio can be considered a com-
plex act of multi-objective optimisation. The aim is to pro-
duce a mix that satisfies a number of criteria, many of which
are highly subjective in nature. For example, in a macro
sense, one may wish to maximise “quality”, which can be
achieved by optimising other characteristics, such as “clar-
ity”, “warmth”, “punchiness”, as well as conveying the de-
sired emotional characteristics and artistic intent. Solving
such a problem presents a number of possible issues, such
as identifying a solution space, adapting to the geometry of
this space and the possibly large number of parameters, and
the subjective nature of audio quality. It is proposed in this
paper that Evolutionary Computation (EC) can be used to
address some of these challenges.
EC methods mimic the process of evolution by consid-
ering a population of individual solutions over a series of
successive generations, rather than trying to deterministi-
cally improve one single solution. At the beginning of an
EC run, a population of random solutions to the given prob-
lem is created. Each individual solution is assigned a fitness
according to how well it solves that problem. The solutions
are then selected for survival and reproduction into the next
generation based on this fitness; solutions that are adept at
solving the problem (have good fitness) are more likely to
be selected than those that are not. These selected solutions
are then modified using operator functions such as muta-
tion or crossover in creating the subsequent population of
solutions. As this process is repeated, the performance of
the overall population of solutions is improved and the best-
performing candidate in the final population can be chosen
as the solution to the given problem.
EC methods have been developed from using a string-
based genomic representation as used in Genetic Algorithms
[1], to using tree based representations in Genetic Program-
ming [2] or developing a genome-phenome grammar to map
from a linear genome into a more useful representational
domain in Grammatical Evolution [3]. These methods were
developed using traditional problems that had a specific op-
timal solution such as symbolic regression and the artificial
ant trail. The solutions to such problems have simple rep-
resentations and are easily measured with a numerical fit-
ness. In more recent years such methods have been applied
to a variety of music-related applications such as composi-
tion [4], generating jazz solos [5] and musical instrument
recognition [6].
2. SUITABILITY OF EVOLUTIONARY
COMPUTING TO INTELLIGENT MUSIC
PRODUCTION
This paper proposes that there exists a good argument as to
why EC is well-suited to IMP problems. This argument is
based on the following.
Non-linearities — Due to the perceptual nature of audio
evaluation, the solution space may not be smooth and
differentiable, making optimisation methods such as
gradient descent difficult or impossible to apply. Ad-
ditionally, as each user may have a different goal in
mind, there may not exist a single global optimum.
Each user may perceive a “personal global optimum”
rather than every user agreeing on a “universal global
optimum”.
Large number of parameters — Often there are a large
number of parameters where the relationships between
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them are not well-understood. Furthering the under-
standing of these relationships helps construct more
efficient search spaces. It is also important to estab-
lish the mapping between system parameters and per-
ceptual factors.
Fitness functions — The definition of a “good” mix, or at
least a desired mix, can be complex but is ultimately
subjective. What is required is a numerical value for
fitness. Quantities to be minimised include the dis-
tance to a desired target which is known in advance,
or quantities thought to degrade audio quality, such
as inter-channel masking [7]. However, if perceptual
targets are being sought, such as “warmth” or “clar-
ity”, explicit subjective ratings can be used as a fitness
function in place of a numerical approximation.
A synthesis of these three observations leads to the use
of Interactive Evolutionary Computing/Computation (IEC).
IEC is a form of EC in which the fitness evaluation is not
based on a clearly defined formula but on the subjective re-
sponse of a user. IEC has been utilised in the solution of
various problems which are subjective, such as fashion de-
sign [8], logo design [9] and sound synthesis [10] (see [11]
for a detailed review of applications). In IEC, the system
generates solutions in the problem’s parameter space while
the user evaluates the fitness of the solution in some psycho-
logical space, which may be unique to each user.
Notably, the above examples all incorporate design prob-
lems in which aesthetics are important. In such applications,
there may not be a clearly defined optimal solution, that is
considered suitable for a range of users. Neither is the fit-
ness landscape clearly defined. The fitness function depends
greatly on what is asked of the user conducting the evalua-
tion and their understanding of the question posed and the
domain of the problem. For example, in the case of fashion
design, users may be asked to rate the fitness of presented
candidate solutions (outfits) where the target is a series of
descriptions such as “warm”, “smart”, “casual”, autum-
nal” etc. and each user may have a different understanding
of these concepts and how they are realised in an outfit.
Considering that a user must evaluate the fitness of each
solution, this can become a time-consuming activity, with
potential for high levels of cognitive demand and eventual
fatigue. This is especially problematic in audio, where each
individual solution may take tens of seconds to evaluate,
compared to visual stimuli, where a number of solutions can
be compared side-by-side. Of course, since the solutions are
evaluated by audition only, there is no obvious need for vi-
sual displays to be used and this has advantages in terms of
accessibility. To avoid user-fatigue, in parallel to the emer-
gence of IEC has been the development of hybrid methods
in which a relatively small number of solutions are evalu-
ated by the user and the fitness of remaining solutions is
merely inferred. This reduces the burden on the user for
problem types where large populations are required. One
such approach is to use clustering of solutions [12].
If “quality” is the variable to be optimised one must ap-
preciate that quality can be considered as specific to a single
product, good or service [13]. A framework for quality as-
sessment has been provided suggesting that the concept of
quality can be considered from four points of view [14]:
quality as excellence or superiority, quality as value, qual-
ity as conforming to specifications, quality as meeting or
exceeding customer expectations. While the third could
possibly lead to an objective fitness function, the other per-
spectives suggest subjective evaluation. For example, lis-
tener expectations may differ by genre — an electric guitar
may be processed differently in hip-hop compared to heavy
metal. This subjectivity furthers the case for using IEC.
3. PREVIOUS WORK
Many prior works are based on matching a sound or mix to a
target, using the distance from the target as a fitness function
to be minimised. Of course, this target must be known in ad-
vance. Heise et al. [15] compared four techniques (includ-
ing genetic algorithm and particle swarm optimisation) in
the task of adjusting the parameters of a reverberation plug-
in to best match a given room impulse response. Kolasin-
ski [16] was concerned with matching a mix to a target, by
adjusting track gains and using the Euclidean distance be-
tween spectral histograms as a similarity measure that was
to be minimised using GA. Barchiesi & Reiss [17] also at-
tempted matching to a given target mix, by optimising track
gains and track EQ filters, using least-squares. This paper
was critical of GA in general for this application, stating
that “... for the purpose of this application, the results are
quite poor as the number of tracks increases and the al-
gorithm is computationally expensive.” These performance
issues may not have been due to high-dimensionality per
se, but rather the choice of an inefficient solution space. It
was later shown that defining the mix as the sum of input
tracks produces a sub-optimal solution space for automated
mixing and that optimisation of track gains and EQ filters
benefits from carefully designed solution spaces, in which
each possible configuration exists only once [18].
There are many more papers on various “matching to a
target” applications [19, 20]. What about when there is no
target audio available? In place of an explicit target audio
there may still exist a target in some other domain, such as a
perceptual target (“Make the mix sound bright/warm...etc”).
4. FUTURE DIRECTIONS
For the problem of automated gain adjustment, a solution
space has been proposed in the form of a series of inter-
channel level balances between audio tracks [18]. This al-
lows any mix of those tracks to be retrieved. The explo-
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ration of this space by means of an Interactive Genetic Al-
gorithm (IGA) has been proposed where users consider a
mix based solely on auditory perception and offer a rating
between 1 and 10 using a numerical keypad [21]. Quan-
titative and qualitative evaluation indicates that the system
is capable of producing desired mixes comparable to those
produced by a traditional fader-based mixing interface pre-
sented on-screen, yet without the associated visual or phys-
ical demands [22].
It is possible for this space to be extended to include
equalisation parameters and pan positions [22]. However,
the number of variables to optimise can then become very
large. This is where hierarchical structure in music mixing
can be exploited, such as sub-grouping [23], by breaking
down the problem into a series of smaller problems. Adding
EQ to a kick drum, mixing the drum tracks, repeating for
other instrument groups, mixing the subgroups — these are
examples of relatively small tasks which, when combined,
form a complete mixing session.
Memetic algorithms (MA) [24] could potentially im-
prove performance. MA involves not only the evolution of
a population by means of their genes but the more general
evolution of a culture/society, which consists of both ge-
netic and non-genetic evolution which can evolve in paral-
lel. Non-genetic evolution involves the production and dis-
semination of “memes”, which spread throughout the pop-
ulation. Those memes which prove useful to the population
are adapted and passed on to subsequent generations. While
the “genes” in [21] are the inter-channel balances between
instruments, the “memes” in the population could be any of
the following example strategies:
bright: mixes should sound “brighter”, which can be achieved
by higher spectral centroid
warm: mixes should sound “warmer”, which can be achieved
by lower spectral centroid
wide: mixes are considered better if they exhibit wide stereo
impressions, achieved by panning and equalisation,
and measured using audio signal features such as the
stereo panning spectrogram [25].
punchy: preference for mixes that are punchier (having short
periods of significant change in power), as determined
by audio signal features [26].
This use of memes within the population allows certain as-
sumptions to be placed into the system initially, such as
“brighter mixes are better”, only for the user to validate or
reject these assumptions by their fitness ratings. Any spe-
cific quality can be introduced as a meme provided that
quality can be measured or approximated from the mix.
Once the genetic operations have taken place, memetic evo-
lution can be implemented in a number of ways, such as
performing heuristic-based local searches. Each individual
solution has a probability of undergoing a local search, a
meme (or set of memes) informing that search (i.e. search
for mixes with higher/lower values of certain audio fea-
tures).
From a previous study [27] we know, roughly, how these
audio signal features are distributed in a population of mixes.
The distribution of features such as spectral centroid, in
mixes of a specific song, can be well-approximated by sim-
ple parametric models, such as a Gaussian distribution. A
mix which is located far from the central tendency of such
a distribution can be assumed to be an unnatural mix, one
unlikely to be created by a real mix-engineer. The distance
from this feature can therefore be used as a fitness-penalty.
5. CONCLUSIONS
From reviewing the literature we see that relatively early
investigations into IMP did feature EC, yet did not man-
age to gain much traction during the recent revival in the
topic. Perhaps this was due to the method’s inherent “of-
fline” nature, which may not be so well-suited to live ap-
plications as other deterministic, heuristic-based methods.
EC methods can therefore be used in the development of
novel studio-based technologies, particularly for automated
mixing and various post-processing applications. A number
of EC-based music production systems have been proposed
and are currently under development. We propose a num-
ber of areas of study which have the potential to further our
understanding of music mixing. More generally, it is hoped
that the study of audio production will benefit from an in-
creased emphasis on psychoacoustics and human subjectiv-
ity, as presented herein.
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