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E-mail: kschulte@ks.uiuc.edu
Numerous functions of cells involve mechanical properties of biopolymers. Recent
studies of single molecule measurement techniques like atomic force microscopy and op-
tical tweezers have greatly advanced knowledge of these properties that govern cell mo-
tion, cell adhesion, intra-cellular motor-driven transport, or the expression of the genome.
Steered molecular dynamics (SMD) complements these observations through computa-
tional modeling and provides atomic level descriptions of the underlying events1. For
this purpose SMD applies external forces to mimic experimental set-ups or to manipulate
biomolecules to probe mechanical properties.
The combination of the experimental and computational methods yields information
on the energy landscape that controls mechanical function of biopolymers1 or conduction
through channels2, 3, on the force bearing components of proteins4, as well as on the under-
lying physical mechanisms5, 6. The new field of cellular mechanics centers around the key
role of mechanical forces that arise in cellular processes as input, as output, and as signals,
forces playing much the same role as chemicals play in cellular physiology.
This lecture will illustrate cellular mechanics through several examples and introduce
the non-equilibrium work relation as a key tool for quantitative analysis. We review the
relation, also known as the Jarzynski’s equality, and discuss its implications in relation to
the second law of thermodynamics and computer simulations. We illustrate how potentials
of mean force and thermodynamic potentials can be obtained from SMD calculations a.
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Calculating potentials of mean force from steered molecular dynamics simulations
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(Dated: January 5, 2004)
Steered molecular dynamics (SMD) permits efficient investigations of molecular processes by focus-
ing on selected degrees of freedom. We explain how one can, in the framework of SMD, employ
Jarzynski’s equality (also known as the nonequilibrium work relation) to calculate potentials of
mean force (PMF). We outline the theory that serves this purpose and connects nonequilibrium
processes (such as SMD simulations) with equilibrium properties (such as the PMF). We review
the derivation of Jarzynski’s equality, generalize it to isobaric-isothermal processes, and discuss its
implications in relation to the second law of thermodynamics and computer simulations. In the
relevant regime of steering by means of stiff springs, we demonstrate that the work on the system
is Gaussian-distributed regardless of the speed of the process simulated. In this case, the cumu-
lant expansion of Jarzynski’s equality can be safely terminated at second order. We illustrate the
PMF calculation method for an exemplary simulation and demonstrate the Gaussian nature of the
resulting work distribution.
I. INTRODUCTION
A key goal of the study of biomolecular systems is to
identify the physical mechanisms establishing their func-
tions. In a typical investigation of a respective molecular
process, the reaction path, along which the process pro-
ceeds in the configuration space, is identified or hypoth-
esized and the progress of the process is described by the
reaction coordinate.1 The potential of mean force (PMF)
plays an important role in such investigations. PMF is
basically the free energy profile along the reaction coordi-
nate and is determined through the Boltzmann-weighted
average over all degrees of freedom other than the re-
action coordinate. PMF not only succinctly captures
the energetics of the process studied, but also provides
an essential ingredient for further modeling of the pro-
cess; with all the other degrees of freedom averaged out,
the motion along the reaction coordinate is well approx-
imated as a diffusive motion on the effective potential
identified as the PMF.
Molecular dynamics is a simulation method widely ap-
plied to biomolecular systems.2 However, today’s molec-
ular dynamics simulations are limited to the nanosec-
ond time scale which is seldom long enough to observe
relevant processes. Steered molecular dynamics (SMD)
therefore applies external steering forces in the right di-
rection to accelerate processes that otherwise, due to en-
ergy barriers, are too slow. SMD, reviewed in Refs. 3
and 4, has been widely used to investigate mechanical
functions of proteins such as stretching of extracellular
matrix or muscle proteins5–7 and binding/unbinding of
protein-substrate complexes or adhesion proteins.8,9 A
typical SMD simulation steers a system by applying a
constraint (e.g., a harmonic potential) that moves along
a prescribed path in the configuration space.
As SMD is an effective method to explore molecular
processes, it is desirable to calculate within its frame-
work PMFs. However, an SMD simulation is a nonequi-
librium process, whereas PMF is an equilibrium property.
Therefore a theory is needed that connects equilibrium
and nonequilibrium. Such a theory has become available
through recent advances in nonequilibrium statistical me-
chanics, especially through the discovery of Jarzynski’s
equality.10 These advances permit one to extract equi-
librium properties from nonequilibrium processes, but in
practice efficient and convenient methods are required.
Jarzynski’s equality is an exact relation between free
energy differences and the work done through nonequilib-
rium processes. Since its first report in 1997,10,11 Jarzyn-
ski’s equality has been a subject of intensive study. The
relation with the fluctuation theorems was elucidated
by Crooks12 and by Jarzynski13. Hatano and Sasa14
generalized Jarzynski’s equality to transformations be-
tween steady states based on the steady state thermody-
namics of Oono and Paniconi15. And recently Liphardt
et al.16 tested Jarzynski’s equality in an experiment of
RNA stretching.
Jarzynski’s equality finds a natural application in the
calculation of free energy or PMF from computer simu-
lations or experiments.17–22 Particularly, it provides the
basis for the method presented in this article for calculat-
ing PMFs from SMD simulations. The method has been
applied to the investigations of protein functions such
as glycerol conduction through the membrane channel
GlpF23 and ammonia conduction through HisF.24 In a
benchmark study using the helix-coil transition of deca-
alanine as an exemplary system, the accuracy of the ap-
proximations based on the cumulant expansion was ex-
amined and compared to the traditional method of um-
brella sampling.25
This article is concerned with theoretical and practi-
cal issues regarding the method of PMF calculation from
SMD simulations. Section II reviews and discusses the
theoretical background. In section III the method is pre-
sented and related practical issues are discussed, in par-
ticular the efficiency and convenience of the method. In
section IV the method is illustrated with an exemplary
SMD simulation and the Gaussian nature of the work
distribution is demonstrated.
2II. THEORY OF SYSTEMS DRIVEN AWAY
FROM EQUILIBRIUM
Thermodynamics is concerned with states of matter
and transformations between them. Statistical mechan-
ics started with the aim of explaining the laws of ther-
modynamics based on the atomic picture of matter. It
has been successful with systems at equilibrium, but not
quite so with nonequilibrium ones. Most of the develop-
ment in statistical mechanics for nonequilibrium states
has been limited to near-equilibrium (linear response)
regimes. However, recently there has been some fur-
ther progress through the proof of theorems concern-
ing far-from-equilibrium states: the transient fluctuation
theorem,26 the steady-state fluctuation theorem,27 and
Jarzynski’s equality also known as the nonequilibrium
work relation.10
This section deals with Jarzynski’s equality, which is
the basis of the PMF calculation featured in this arti-
cle. Two different derivations, one for Hamiltonian sys-
tems and the other for stochastic systems, are presented.
Jarzynski’s equality is generalized to isobaric-isothermal
processes, and the relationship with the second law of
thermodynamics is discussed. Finally, it is demon-
strated that Jarzynski’s equality can be applied to com-
puter simulations, in particular the isobaric-isothermal
molecular dynamics simulation using the Langevin pis-
ton method.28
A. Jarzynski’s equality
Jarzynski’s equality is concerned with thermostated (in
contact with heat baths) systems that begin in equilib-
rium and subsequently are driven away from equilibrium.
Let us consider a system in contact with a heat bath at
temperature T . Suppose the equilibrium states of the
system are specified by (T, λ) where λ is a parameter
that can be controlled externally. Initially λ is, say, zero
and the system is in the equilibrium state (T, 0). The pa-
rameter λ is then changed, say, up to Λ. Over the entire
course of this process, the system is kept in contact with
the heat bath. Let W be the external work done on the
system during the process of increasing λ. We imagine to
repeat the process many times. Jarzynski10 discovered
that the Helmholtz free energy difference ∆F between
the equilibrium states, (T,Λ) and (T, 0), is related to the
work W as
〈e−βW 〉 = e−β∆F , (1)
where β = 1/kBT is the inverse temperature and kB is
the Boltzmann constant. The average 〈·〉 is over repeated
realizations of the process.
Although in general final states of the system will not
be in equilibrium, one can fix λ at Λ and wait for the sys-
tem to relax to the equilibrium state (T,Λ). During the
relaxation, no external work is done. Therefore, Jarzyn-
ski’s equality can be stated in terms of transformations
between equilibrium states: for a transformation between
two equilibrium states of a system in contact with a heat
bath at temperature T , the work W done on the system
during the transformation and the Helmholtz free energy
difference ∆F between the two equilibrium states satisfy
Eq. 1.
As shown in sections II B and IIC, Jarzynski’s equality
applies to a broad range of processes. The system under
consideration may be microscopic or macroscopic, and
the parameter λ may be, but is not limited to, a thermo-
dynamic variable (intensive or extensive). In particular,
Jarzynski’s equality does apply to traditional thermody-
namic processes such as the isothermal expansion of an
ideal gas. In the latter case the parameter λ is the vol-
ume of the gas. Most remarkably, Jarzynski’s equality
holds regardless of the speed of the process.
B. Jarzynski’s equality for Hamiltonian systems
Jarzynski’s equality was first derived for Hamiltonian
systems,10 as outlined in the following. Consider a clas-
sical mechanical system in contact with a heat bath of
constant temperature T . Let us label the system S, the
bath B, and the compound of the two SB. The compound
SB is thermally isolated and evolves according to Hamil-
tonian dynamics. Assuming that the surface energy (or
the interaction energy) between S and B is negligible, the
Hamiltonian of SB can be divided into the Hamiltonians
of S and B:
HSBλ (Γ,Θ) = H
S
λ (Γ) +H
B(Θ) , (2)
where Γ and Θ denote phases (positions and momenta) of
S and B, respectively, and the Hamiltonian of S depends
on a parameter λ. The partition function therefore is
factorized:
ZSBλ =
∫
dΓ dΘ exp[−βHSBλ (Γ,Θ)]
=
∫
dΓ exp[−βHSλ (Γ)]
∫
dΘ exp[−βHB(Θ)]
= ZSλ Z
B . (3)
Now consider a process in which the system S is ini-
tially in equilibrium with the bath B and subsequently
the parameter is changed from 0 at time 0 to Λ at time
τ . The time evolution of SB is determined by the time-
dependent Hamiltonian HSBλ (Γ,Θ), where the explicit
time dependence solely comes from the dependence on
λ. Let us denote the initial and final states by (Γ0,Θ0)
and (Γτ ,Θτ ), respectively. Since SB is thermally iso-
lated, the distribution of its initial states would be best
represented by a microcanonical ensemble. However, as
SB is a macroscopic system (even when S is not), it is
permissible to use a canonical ensemble instead. Accord-
ingly, (Γ0,Θ0) may be sampled from the distribution
1
ZSB0
exp[−βHSB0 (Γ0,Θ0)] . (4)
3Because of energy conservation, the work done during
the process must be equal to the increase in the energy
of SB:
W = HSBΛ (Γτ ,Θτ )−HSB0 (Γ0,Θ0) . (5)
Thus the average of exponential work is written as
〈e−βW 〉 =
∫
dΓ0 dΘ0
1
ZSB0
exp[−βHSB0 (Γ0,Θ0)]
× exp{−β[HSBΛ (Γτ ,Θτ )−HSB0 (Γ0,Θ0)]}
=
∫
dΓ0 dΘ0
1
ZSB0
exp[−βHSBΛ (Γτ ,Θτ )] . (6)
The initial phase (Γ0,Θ0) and the final phase (Γτ ,Θτ )
are related by a one-to-one map: the final phase can be
obtained from the initial phase by the forward time evo-
lution of the Hamiltonian system, and the initial from the
final by the backward time evolution. Therefore the inte-
gration variable can be transformed to (Γτ ,Θτ ), and ac-
cording to Liouville’s theorem the Jacobian of the trans-
formation is unity:
〈e−βW 〉 =
∫
dΓτ dΘτ
1
ZSB0
exp[−βHSBΛ (Γτ ,Θτ )]
=
ZSBΛ
ZSB0
. (7)
Finally, using Eq. 3, we obtain Jarzynski’s equality be-
tween the work W and the Helmholtz free energy differ-
ence ∆FS of the system S:
〈e−βW 〉 = Z
S
Λ
ZS0
= exp(−β∆FS) . (8)
The use of the canonical ensemble (Eq. 4) is a crucial
point of the derivation. Jarzynski (Ref. 13, p. 100) argues
that “the canonical ensemble should be viewed primarily
as a computational convenience.” This is justified as fol-
lows. The canonical average (Eq. 6) can be expressed as
an weighted integral over microcanonical averages:
〈e−βW 〉canβ =
1
ZSB0
∫
dΓ0 dΘ0
× exp[−βHSB0 (Γ0,Θ0)] e−βW
=
1
ZSB0
∫
dΓ0 dΘ0
∫
dE δ(HSB0 (Γ0,Θ0)− E)
× exp[−βHSB0 (Γ0,Θ0)] e−βW
=
1
ZSB0
∫
dE exp
[−βE + SSB0 (E)/kB
+ log〈e−βW 〉micE
]
, (9)
where 〈e−βW 〉canβ denotes the canonical average at tem-
perature T = 1/kBβ, 〈e−βW 〉micE the microcanonical aver-
age at energy E, and SSB0 (E) the entropy of SB at energy
E and λ = 0. The integral over E in Eq. 9 is dominated
by the value of E that maximizes the integrand, namely
that satisfies
−β + 1
kB
∂
∂E
SSB0 (E) +
∂
∂E
log〈e−βW 〉micE = 0 . (10)
Since the work W is done through the manipulation of
the system S which is much smaller than the bath B, the
work W must be much smaller than the energy scale of
SB. Thus the third term in the left hand side of Eq. 10
is negligible, and the value of E that satisfies Eq. 10 is
equal to the equilibrium energy of SB corresponding to
the temperature T ; let us denote this energy by E˜. From
Eq. 9, using ZSB0 = exp[−βE˜ + SSB0 (E˜)/kB], we find
〈e−βW 〉canβ = 〈e−βW 〉micE˜ . (11)
The use of the canonical ensemble instead of the micro-
canonical ensemble is therefore justified.
We have just derived Jarzynski’s equality based on
Hamiltonian dynamics. The derivation is surprisingly
simple and depends only on fundamental properties of
Hamiltonian dynamics, namely energy conservation and
Liouville’s theorem. In the following we derive Jarzyn-
ski’s equality in a different fashion.
C. Jarzynski’s equality for stochastic systems
The dynamics of a system in contact with a heat bath
is often described stochastically, without explicitly ac-
counting for the degrees of freedom of the bath. Jarzyn-
ski’s equality can be derived in this framework under two
common assumptions, the Markov property and the bal-
ance condition. This type of derivation was first given in
Ref. 11.
When the bath degrees of freedom are not explicitly
taken into account, the dynamics of the system can be
described only probabilistically, i.e., in terms of the prob-
ability distribution f(Γ, t) for the microscopic state (or
the phase) Γ of the system at time t. We assume that the
time evolution of f(Γ, t) is a Markov process described
through
∂tf(Γ, t) = Lλ(t)f(Γ, t) . (12)
The time evolution operator Lλ depends on a parameter
λ. We no longer need labels like S or B because we are
now dealing with the system S only. We also assume that
the equilibrium distribution
Ψλ(Γ) =
1
Zλ
exp[−βHλ(Γ)] (13)
is stationary under the time evolution:
LλΨλ(Γ) = 0 . (14)
This is a weak form of detailed balance and, hence, will be
referred to as the balance condition. The balance condi-
tion is a necessary condition for f(Γ, t) to relax to Ψλ(Γ)
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FIG. 1: Discretization schemes. Two schemes lead to the
same final result. The scheme at the top is used here.
when λ is held constant. The system is initially in equi-
librium corresponding to λ = 0, i.e.,
f(Γ, 0) = Ψ0(Γ) , (15)
which provides an initial condition that accompanies
Eq. 12.
For each realization of the process changing λ from 0
to Λ, a trajectory Γ(t) is obtained. From a trajectory
Γ(t) we can calculate the work done on the system:
W [Γ(t)] =
∫ τ
0
dt [∂tHλ(t)(Γ)]Γ=Γ(t) . (16)
The work W is a functional that depends on the entire
trajectory Γ(t) for 0 < t < τ . This expression will be
made clear when we discretize the process. The average
〈e−βW 〉 is then written as the path integral
〈e−βW 〉 =
∫
DΓ(t)P [Γ(t)] e−βW [Γ(t)] , (17)
where the functional P [Γ(t)] represents the probability
for observing the trajectory Γ(t). As the time evolu-
tion operator Lλ(t) and the initial probability Ψ0(Γ) com-
pletely determine the stochastic dynamics of the system,
they must also determine P [Γ(t)]. This will also be made
clear in the discretization.
The discretization scheme used is illustrated at the top
of Fig. 1. Shown at the bottom of the figure is an alterna-
tive scheme. Both schemes lead to the same final result.
Time is discretized as tn = n δt (n = 0, 1, · · · ,M), with
an infinitesimal interval δt = τ/M . Γ(t) and λ(t) are dis-
cretized accordingly: Γn = Γ(tn) and λn = λ(tn), with
λ0 = 0 and λM = Λ. As shown in Fig. 1 the discretized
process involves two alternating steps:
1. The parameter λ is externally changed from λn−1
to λn while the system resides at Γn−1. Dur-
ing this step the amount of work, Hλn(Γn−1) −
Hλn−1(Γn−1), is done on the system. The total
amount of work done during the entire process is
given as
W =
M∑
n=1
[Hλn(Γn−1)−Hλn−1(Γn−1)] , (18)
which converges to Eq. 16 in the continuum limit
(M →∞).
2. With λ fixed at λn, the system makes a transition
from Γn−1 to Γn due to its internal dynamics de-
scribed through Eq. 12. No external work is done
during this step. The change in the system en-
ergy, Hλn(Γn) − Hλn(Γn−1), can be attributed to
the heat absorbed from the bath. During the entire
process the system absorbs heat of the amount
Q =
M∑
n=1
[Hλn(Γn)−Hλn(Γn−1)] . (19)
We can easily check energy conservation:
W +Q = HλM (ΓM )−Hλ0(Γ0) . (20)
For each transition, Γn−1 → Γn, we denote by
Rλn(Γn|Γn−1) the transition probability, i.e., the proba-
bility that given its state Γn−1 at tn−1 the system makes
a transition to Γn at tn. The probability to observe a
certain discretized trajectory (Γ0, · · · ,ΓM ) is then
P (Γ0, · · · ,ΓM ) = Ψλ0(Γ0)
M∏
n=1
Rλn(Γn|Γn−1) . (21)
Thus, in the discretized framework Eq. 17 becomes
〈e−βW 〉 =
∫
dΓ0 · · · dΓM Ψλ0(Γ0)
×
[
M∏
n=1
Rλn(Γn|Γn−1)
]
e−βW , (22)
with W given as in Eq. 18. While the time evolution
of the probability f(Γ, t) is described in Eq. 12 in terms
of the operator Lλ(t), in the discretized framework it is
described in terms of the transition probability:
f(Γn, tn) =
∫
dΓn−1Rλn(Γn|Γn−1) f(Γn−1, tn−1) .
(23)
The balance condition (Eq. 14) means that the equilib-
rium distribution is stationary, which in the discretized
framework implies
Ψλn(Γn) =
∫
dΓn−1Rλn(Γn|Γn−1)Ψλn(Γn−1) . (24)
5Now we are ready to derive Jarzynski’s equality. We
start by writing e−βW in terms of the equilibrium distri-
bution Ψ:
e−βW =
M∏
n=1
exp[−βHλn(Γn−1)]
exp[−βHλn−1(Γn−1)]
=
M∏
n=1
ZλnΨλn(Γn−1)
Zλn−1Ψλn−1(Γn−1)
=
ZλM
Zλ0
M∏
n=1
Ψλn(Γn−1)
Ψλn−1(Γn−1)
. (25)
Substituting this expression into Eq. 22, we obtain
〈e−βW 〉 = ZλM
Zλ0
∫
dΓ0 · · · dΓM Ψλ0(Γ0)
×
M∏
n=1
Rλn(Γn|Γn−1)Ψλn(Γn−1)
Ψλn−1(Γn−1)
.
(26)
By using the balance condition (Eq. 24), the integrals can
be carried out one by one — starting with
∫
dΓ0, then∫
dΓ1, and so forth. For example, the integral over Γ0 is
calculated as∫
dΓ0Ψλ0(Γ0)
Rλ1(Γ1|Γ0)Ψλ1(Γ0)
Ψλ0(Γ0)
= Ψλ1(Γ1) . (27)
After carrying out all the integrals, we obtain Jarzynski’s
equality:
〈e−βW 〉 = ZλM
Zλ0
=
ZΛ
Z0
= e−β∆F . (28)
D. Jarzynski’s equality for isobaric-isothermal
systems
It is a natural attempt to generalize Jarzynski’s equal-
ity, which was originally derived for isothermal29 pro-
cesses (i.e., for the canonical ensemble), to other sta-
tistical ensembles. Inspecting the derivation of Jarzyn-
ski’s equality, one realizes that it is based on the same
exponential form shared by e−βW and the Boltzmann
factor e−βH . Therefore, for any ensemble described by
an exponential weighting factor a similar equality is ex-
pected. In particular, if a system is in contact with a
heat-volume bath at constant temperature T and pres-
sure P , its equilibrium states are distributed according
to the NPT (constant number, pressure, and tempera-
ture) ensemble which has the exponential weighting fac-
tor e−β(H+PV ), with V being the volume of the system.
In this section we prove the following: for a transforma-
tion between two equilibrium states of a system in contact
with a heat-volume bath at temperature T and pressure P ,
the work W done on the system during the transforma-
tion and the Gibbs free energy difference ∆G between the
two equilibrium states satisfy
〈e−βW 〉 = e−β∆G . (29)
The equality here is the same as the original Jarzynski’s
equality except that the Helmholtz free energy is replaced
by the Gibbs free energy.30 This is a useful result, as ex-
periments and computer simulations in biophysics are of-
ten performed at constant temperature and pressure. We
will call Eq. 29 the isobaric-isothermal Jarzynski equal-
ity and the original Jarzynski’s equality the isothermal
Jarzynski equality.
The difference from the isothermal case is that the vol-
ume V of the system fluctuates and hence needs to be
specified, in addition to the phase Γ, in order to deter-
mine a microscopic state of the system. The Hamiltonian
Hλ(Γ, V ), a function of both Γ and V in general, is as-
sumed to depend on some parameter λ which is controlled
externally. For each value of λ, the NPT partition func-
tion Yλ, the Gibbs free energy Gλ, and the equilibrium
probability distribution Ψλ(Γ, V ) are given as
Yλ =
∫
dV
∫
V
dΓ exp[−βHλ(Γ, V )− βPV ] (30a)
Gλ = − 1
β
log Yλ (30b)
Ψλ(Γ, V ) =
1
Yλ
exp[−βHλ(Γ, V )− βPV ] , (30c)
where
∫
V
dΓ denotes an integral over all possible atomic
positions contained in volume V and all possible atomic
momenta. Hereafter we denote (Γ, V ) by X.
To prove the isobaric-isothermal Jarzynski equality, we
follow the approach in section IIC. Since it is a rather
straightforward generalization, only a sketch of the basic
steps of the derivation will be given. The dynamics of
the system is described by stochastic dynamics, without
explicitly accounting for the degrees of freedom of the
bath. Again two assumptions are made: the Markov
property
∂tf(X, t) = Lλ(t) f(X, t) (31)
and the balance condition
LλΨλ(X) = 0 . (32)
Based on the same discretization scheme as in sec-
tion IIC, the work done on the system is given as
W =
M∑
n=1
[Hλn(Xn−1)−Hλn−1(Xn−1)] . (33)
The average 〈e−βW 〉 can be written in terms of transition
probabilities:
〈e−βW 〉 =
∫
dX0 · · · dXM Ψλ0(X0)
×
[
M∏
n=1
Rλn(Xn|Xn−1)
]
e−βW . (34)
6The balance condition takes the form
Ψλn(Xn) =
∫
dXn−1Rλn(Xn|Xn−1)Ψλn(Xn−1) .
(35)
We can write e−βW in terms of the equilibrium probabil-
ity Ψ:
e−βW =
M∏
n=1
exp[−βHλn(Xn−1)]
exp[−βHλn−1(Xn−1)]
=
M∏
n=1
exp[−βHλn(Xn−1)− βPV ]
exp[−βHλn−1(Xn−1)− βPV ]
=
YλM
Yλ0
M∏
n=1
Ψλn(Xn−1)
Ψλn−1(Xn−1)
. (36)
Upon substitution of Eq. 36 into Eq. 34 and completion
of the integrals, from
∫
dX0 up to
∫
dXM , we obtain the
isobaric-isothermal Jarzynski equality:
〈e−βW 〉 = YλM
Yλ0
= e−β∆G . (37)
E. Jarzynski’s equality and the second law of
thermodynamics
From Jarzynski’s equality (Eq. 1) and the convexity of
the exponential function follows the inequality
〈W 〉 ≥ ∆F , (38)
where the equality sign holds if and only if all the sampled
work values are equal, i.e., if and only if the variance of
the work W vanishes.
The following is a direct implication of the second
law of thermodynamics for isothermal processes (Ref. 31,
section 13): for a transformation between two equilib-
rium states of a system in contact with a heat bath at a
constant temperature, the work done on the system dur-
ing the transformation is not smaller than the Helmholtz
free energy difference between the two equilibrium states,
namely
W ≥ ∆F , (39)
where the equality sign holds if and only if the transforma-
tion is reversible. Jarzynski’s equality tells us that this
is true on average. For a single realization Eq. 39 might
well be violated. The chance of violation, however, is
very small. Let P (W ) be the probability distribution for
the work W . Then the probability for observing a viola-
tion by the amount of D or larger is
∫∆F−D
−∞ dW P (W ).
As shown in Ref. 32, from the inequality chain
e−β∆F =
∫ ∞
−∞
dW P (W ) e−βW
≥
∫ ∆F−D
−∞
dW P (W ) e−βW
≥ e−β(∆F−D)
∫ ∆F−D
−∞
dW P (W ) (40)
it follows∫ ∆F−D
−∞
dW P (W ) ≤ e−βD . (41)
If D is a macroscopic quantity, e−βD is extremely small;
macroscopic violations of the second law are prohibited.
The equality sign in the second law (Eq. 39) holds when
the transformation is reversible. On the other hand, the
equality sign in Eq. 38 holds when the work distribu-
tion has a vanishing variance. Generally, the variance
of work decreases as the transformation slows down, and
reaches zero in the reversible limit. This can be estab-
lished using the discretized framework of section IIC.
When the transformation is sufficiently slow, the total
M steps (Fig. 1) can be divided into I intervals, each
containing S steps (M = IS) such that (i) Sδt is much
longer than the correlation time of the stochastic dynam-
ics and (ii) the Hamiltonian changes negligibly over S
steps. Let  be the increment of the parameter λ over S
steps:  = Sδλ. The total work W can be written as the
sum of the work done in each interval:
W =
I∑
i=1
wi ,
wi =
Si∑
n=S(i−1)+1
[Hλn(Γn−1)−Hλn−1(Γn−1)] . (42)
As  → 0, which is approached as the transformation
slows down, wi satisfies
wi ∼ , var(wi) ∼ 2 . (43)
Since wi’s at different i’s are uncorrelated (Sδt is much
longer than the correlation time), we find
var(W ) =
I∑
i=1
var(wi) ∼
I∑
i=1
2 ∼  , (44)
which vanishes as → 0.
In summary, for isothermal processes the second law
of thermodynamics is derived from Jarzynski’s equality.
A similar argument applies to isobaric-isothermal pro-
cesses, with the Gibbs free energy playing the role of the
Helmholtz free energy. Another class of processes studied
in thermodynamics are those in which a thermally iso-
lated system undergoes an external operation (by chang-
ing some parameter). If the process is reversible, the en-
tropy of the system remains constant; if irreversible, the
7entropy increases. It is an interesting question whether
one can find for such processes any similar equality as
Jarzynski’s.
F. Jarzynski’s equality and computer simulations
Computer simulations cannot explicitly include baths
of infinite size (or much larger than the systems of in-
terest). However, it is possible to simulate the effect of
baths, and various algorithms have been developed in
this regard.33,34 Jarzynski’s equality is obeyed by most
of those algorithms. This is not surprising because (i)
most simulation algorithms are history-independent and
hence represent Markov processes; (ii) the balance con-
dition is a minimal effect of baths, and accordingly any
operative algorithm that simulates a bath is expected to
satisfy the balance condition.
Monte Carlo and molecular dynamics are two ma-
jor variants of molecular simulation methods. Monte
Carlo is obviously a Markov process since it is history-
independent. And Monte Carlo simulations, either
isothermal or isobaric-isothermal, satisfy the balance
condition because they are implemented based on de-
tailed balance which is an even stronger condition. As
such, Monte Carlo satisfies the two conditions for Jarzyn-
ski’s equality.11
One way to incorporate the effect of baths in molecular
dynamics simulations is to include additional terms (usu-
ally friction and random noise) in the equation of motion
in such a way that the resulting trajectories sample the
appropriate statistical ensemble. The Langevin dynam-
ics method for isothermal simulations and the Langevin
piston method28 for isobaric-isothermal simulations be-
long to this category. The resulting equation of motion is
a stochastic differential equation due to the random noise
term and can be converted to a Fokker-Planck equation
which is of the form of Eq. 12 (Ref. 35, section 4.3.4).
Then one only needs to check the balance condition, i.e.,
whether the equilibrium distribution is stationary under
the Fokker-Planck equation. Jarzynski11 did exactly this
for Langevin dynamics and confirmed that it satisfies the
balance condition. We will show in section IIG that the
Langevin piston method, too, satisfies the balance con-
dition.
Another way to incorporate the effect of baths in
molecular dynamics simulations is to introduce addi-
tional degrees of freedom while retaining the determinis-
tic nature of the dynamics.36 The resulting trajectories,
when projected onto the space of the original degrees of
freedom, are supposed to sample the appropriate ensem-
ble. Nose´-Hoover thermostat37,38 for isothermal molecu-
lar dynamics is a typical example. Even when the dynam-
ics is deterministic, an equation of the form of Eq. 12 can
still be written if one considers ensembles; an example is
provided by the Liouville equation in classical mechanics
(Ref. 39, section 9.8). Again, one only needs to check
whether the equilibrium distribution is stationary un-
der the resulting Liouville-type equation. Jarzynski10, 11
confirmed that the Nose´-Hoover thermostat indeed sat-
isfies this.
G. The Langevin piston method for
isobaric-isothermal molecular dynamics
The Langevin piston method28 is widely used
for isobaric-isothermal molecular dynamics simulations.
With the Hamiltonian
Hλ(r,p) =
3N∑
i=1
p2i
2mi
+ Uλ(r) , (45)
the Langevin piston method involves the following
stochastic differential equations:
r˙i =
pi
mi
+
b
3wV
ri (46a)
p˙i = − ∂
∂ri
Uλ(t)(r)− b3wV pi −
γi
mi
pi + σiηi (46b)
V˙ =
b
w
(46c)
b˙ = B(r,p, V, t)− P − α
w
b+ ρµ . (46d)
Here ri, pi, and mi are atomic positions, momenta, and
masses, respectively; b and w are the effective momentum
and mass, respectively, associated with the volume V .
At each instant, pressure is estimated through the virial
equation (see appendix A)
B(r,p, V, t) =
1
3V
3N∑
i=1
[
p2i
mi
− ri ∂
∂ri
Uλ(t)(r)
]
(47)
and is controlled toward P , the imposed pressure. For
temperature control, white noise variables ηi and µ are
used:
〈ηi(t)ηj(t′)〉 = δijδ(t− t′) ,
〈µ(t)µ(t′)〉 = δ(t− t′) , 〈ηi(t)µ(t′)〉 = 0 . (48)
The parameters γi, σi, α, and ρ that represent the
strengths of friction and noise are chosen such that they
obey the fluctuation-dissipation relations
σ2i = 2γikBT , ρ
2 = 2αkBT . (49)
In the original formulation of the Langevin piston
method,28 only the volume degree of freedom is used for
temperature control; in other words, γi and σi are set to
zero. However, the additional temperature control leads
to faster relaxation of energy. The following arguments
apply to either case.
The stochastic differential equations (Eq. 46a) govern
the time evolution of the microscopic state (r,p, V, b).
8Notice that b, the momentum associated with the vol-
ume, is included. From these stochastic differential equa-
tions follows the Fokker-Planck equation for the proba-
bility distribution f(r,p, V, b, t):
∂
∂t
f =−
3N∑
i=1
∂
∂ri
[(
pi
mi
+
b
3wV
ri
)
f
]
+
3N∑
i=1
∂
∂pi
[(
∂
∂ri
Uλ(t)(r) +
b
3wV
pi +
γi
mi
pi
)
f
]
− ∂
∂V
(
b
w
f
)
− ∂
∂b
[(
B(r,p, V, t)− P − α
w
b
)
f
]
+
3N∑
i=1
σ2i
2
∂2
∂p2i
f +
ρ2
2
∂2
∂b2
f . (50)
After some tedious but straightforward algebra, it can
be shown that the equilibrium distribution Ψλ(r,p, V, b)
given as
Ψλ(r,p, V, b) =
1
Yλ
exp[−βHλ(r,p)− βPV − βb2/2w]
(51a)
Yλ =
∫
db
∫
dV
∫
dp
∫
V
dr
× exp[−βHλ(r,p)− βPV − βb2/2w] (51b)
is a stationary solution of the Fokker-Planck equation.
Therefore we conclude that if the initial states are sam-
pled from Ψ0(r,p, V, b), the isobaric-isothermal Jarzynski
equality (Eq. 29) holds. Notice that the Gibbs free en-
ergy Gλ = −kBT log Yλ in this case has an additional
term due to the additional degree of freedom, b (com-
pare Eq. 30a and 51b). This additional term, however, is
canceled out in the difference ∆G.
On an additional note, the stationarity of the equilib-
rium distribution turns out to be sensitive to the form of
the virial equation. Often, p2i /mi in the virial equation
(Eq. 47) is replaced by its thermal average, kBT , and the
following form is used:33
B(r,p, V, t) =
NkBT
V
− 1
3V
3N∑
i=1
ri
∂
∂ri
Uλ(t)(r) . (52)
With this alternative form, however, the equilibrium dis-
tribution is no longer stationary.
III. CALCULATING POTENTIALS OF MEAN
FORCE FROM STEERED MOLECULAR
DYNAMICS SIMULATIONS
In this section we present a method for calculating
PMFs from SMD simulations and discuss related issues.
The method is based on Jarzynski’s equality and the
choice of a large spring constant for the guiding potential.
Since the exponential average appearing in Jarzynski’s
equality is difficult to evaluate, the cumulant expansion
is employed as an approximation. We discuss the pos-
sibility that SMD simulations through the use of stiff
springs can be made to conform to Gaussian work distri-
butions for which the cumulant expansion for PMFs can
be safely terminated at second order.
A. PMF, SMD, and Jarzynski’s equality
Consider a classical mechanical system of N particles
in contact with a heat bath at constant temperature T . A
microscopic state is specified by 3N -dimensional position
r and momentum p. Suppose that we have identified
a reaction coordinate ξ(r). The PMF Φ(ξ) along ξ is
defined by
exp[−βΦ(ξ′)] =
∫
dr dp δ(ξ(r)− ξ′) exp[−βH(r,p)] ,
(53)
where β = 1/kBT is the inverse temperature andH is the
Hamiltonian. The PMF Φ(ξ) is the Helmholtz free energy
profile along the reaction coordinate ξ; the probability of
observing the reaction coordinate at ξ is proportional to
exp[−βΦ(ξ)]. If the system is in contact with a heat-
volume bath at constant temperature T and pressure P ,
the corresponding PMF is defined by
exp[−βΦ(ξ′)] =
∫
dV
∫
dp
∫
V
dr δ(ξ(r)− ξ′)
× exp[−βH(r,p, V )− βPV ] , (54)
where
∫
V
dr denotes an integral over positions contained
in the volume V . In this case the PMF is the Gibbs
free energy profile along the reaction coordinate. For
the sake of simplicity, we will work within the isothermal
framework. The generalization to the isobaric-isothermal
framework is straightforward.
SMD is an efficient way to explore the system along
the reaction coordinate. In an SMD simulation a guiding
potential
hλ(r) =
k
2
[ξ(r)− λ]2 (55)
is added to the original Hamiltonian H. We write the
total Hamiltonian as
H˜λ(r,p) = H(r,p) + hλ(r) . (56)
The parameter λ is changed typically with a constant
velocity,
λ(t) = λ(0) + vt , (57)
covering the relevant region of ξ. Atomic force mi-
croscopy experiments can be accounted for by the same
procedure.40
9Applying Jarzynski’s equality to the H˜-system, we ob-
tain
Fλ(τ) − Fλ(0) = − 1
β
log〈exp[−βW (τ)]〉 . (58)
Here Fλ is the Helmholtz free energy of the H˜-system,
exp(−βFλ) =
∫
dr dp exp[−βH˜λ(r,p)] , (59)
and W (τ) is the work done on the H˜-system during the
time interval between zero and τ , calculated for each tra-
jectory (r(t),p(t)) as
W (τ) =
∫ τ
0
dt
[
∂
∂t
H˜λ(t)(r,p)
]
(r,p)=(r(t),p(t))
. (60)
The average 〈·〉 in Eq. 58 is taken over the ensemble of
trajectories the initial states (r(0),p(0)) of which are
sampled from the canonical ensemble corresponding to
H˜λ(0)(r(0),p(0)).
In the following section we use the so-called stiff-spring
approximation in order to extract Φ(ξ), the PMF of the
original H-system, from Fλ, the free energy of the H˜-
system.
B. The stiff-spring approximation
At a certain instant t, the value of the parameter λ is
fixed at λ(t) = λ(0)+vt. The reaction coordinate ξ(r(t)),
on the other hand, may take any value, though the guid-
ing potential (Eq. 55) holds it near λ(t). The idea of the
stiff-spring approximation is to minimize the fluctuation
of the reaction coordinate among different trajectories
by choosing a sufficiently large spring constant k for the
guiding potential.
The free energy Fλ can be expressed in terms of the
PMF Φ(ξ) as follows:
exp(−βFλ) =
∫
dr dp exp
{
−βH(r,p)− βk
2
[ξ(r)− λ]2
}
=
∫
dr dp
∫
dξ′ δ(ξ(r)− ξ′)
× exp
{
−βH(r,p)− βk
2
[ξ(r)− λ]2
}
=
∫
dξ exp
[
−βΦ(ξ)− βk
2
(ξ − λ)2
]
.
(61)
When k is large, most of the contribution to this integral
comes from the region around ξ = λ. Thus we take the
Taylor series of exp[−βΦ(ξ)] about λ,
exp[−βΦ(ξ)] = exp[−βΦ(λ)]
{
1− β ∂Φ(λ)
∂λ
(ξ − λ)
− β
2
[
∂2Φ(λ)
∂λ2
− β
(
∂Φ(λ)
∂λ
)2]
(ξ − λ)2 + · · ·
}
,
(62)
and then obtain the expansion of Eq. 61 about k = ∞
by calculating the integral for each term:
exp(−βFλ) = exp[−βΦ(λ)]
√
2pi
βk
{
1− 1
2k
[
∂2Φ(λ)
∂λ2
− β
(
∂Φ(λ)
∂λ
)2 ]
+O(1/k2)
}
. (63)
Upon taking the logarithm and dropping the irrelevant
terms that are independent of λ, we find
Fλ = Φ(λ)− 12k
(
∂Φ(λ)
∂λ
)2
+
1
2βk
∂2Φ(λ)
∂λ2
+O(1/k2) ,
(64)
which is inverted to
Φ(λ) = Fλ+
1
2k
(
∂Fλ
∂λ
)2
− 1
2βk
∂2Fλ
∂λ2
+O(1/k2) . (65)
Higher order terms can be obtained in a similar way.
In a practical application, one chooses the spring con-
stant k large enough that the fluctuation of the reaction
coordinate among different trajectories is minimized, or
smaller than the resolution one seeks. A number of tra-
jectories are generated by repeating the SMD simulation
with initial conditions sampled from the initial canonical
ensemble, and the work W (τ) is calculated as a function
of the final time τ for each trajectory (Eq. 60). The free
energy Fλ is then calculated as a function of λ by using
Eq. 58 or the cumulant expansion (Eq. 67) which will be
explained shortly. The PMF Φ is obtained from Eq. 65
up to a certain order in 1/k; the next order can be used
for checking the validity of the stiff-spring approxima-
tion. In the simplest case the PMF is calculated from
the leading order, Φ(λ) = Fλ, which is justified if the
first order term turns out to be small.
C. Cumulant expansion
The major difficulty in the use of Jarzynski’s equality
is that the exponential average 〈e−βW 〉 is dominated by
small work values that arise only rarely. An accurate es-
timate of PMF hence requires proper sampling of those
rare trajectories that result in small work values. This
point is illustrated in Fig. 2. Let P (W ) be the probability
distribution of the work, which is typically of a bell shape.
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FIG. 2: Difficulty of estimating the exponential average. Typ-
ically, the peak of P (W ) e−βW is shifted from that of the work
distribution P (W ). This makes 〈e−βW 〉 difficult to estimate.
On the other hand, 〈W 〉 and 〈W 2〉 are easier to estimate be-
cause P (W )W and P (W )W 2 are centered around the peak
of P (W ).
Then P (W ) e−βW is another bell-shaped function, but
with its peak shifted toward the left from that of P (W ).
Most work values are sampled around the peak of P (W ),
whereas the exponential average
∫
dW P (W ) e−βW can-
not be estimated accurately without properly sampling
the region around the peak of P (W ) e−βW . For example,
assume that P (W ) is a Gaussian with a width (defined
as the standard deviation) of σ. Then P (W ) e−βW is
another (unnormalized) Gaussian with the same width,
but with its peak shifted toward the left by βσ2. When
the shift is much larger than the width, there is little
overlap between P (W ) and P (W ) e−βW , which makes
the estimate of the exponential average impractical; it is
practical only when the shift-to-width ratio βσ is not too
large, namely when the work fluctuation σ is not much
larger than the temperature kBT .
Because of the difficulty in estimating the ex-
ponential average, the cumulant expansion is often
employed.10,19,25 The logarithm of an exponential aver-
age can be expanded in terms of cumulants:
log〈ex〉 = 〈x〉+ 1
2
(〈x2〉 − 〈x〉2)+ · · · , (66)
where the first and second cumulants are shown.
Marcinkiewicz’s theorem41 states that either (i) all but
the first two cumulants vanish or (ii) there are an infi-
nite number of nonvanishing cumulants. The first case
happens if and only if the variable x is sampled from a
Gaussian distribution. Using this expansion in Eq. 58,
we obtain the cumulant expansion formula for the free
energy:
Fλ(τ)−Fλ(0) = 〈W (τ)〉−β2
(〈W (τ)2〉 − 〈W (τ)〉2)+· · · .
(67)
An approximate formula is obtained by terminating the
series at a certain order. In fact, the second order for-
mula is identical with the near-equilibrium formula42,43
predating Jarzynski’s equality.
When we use an approximate formula based on the
cumulant expansion, two kinds of error are involved: the
error due to the truncation of higher order terms and
the error due to insufficient sampling. If we use the ex-
act formula (Eq. 58), we will have no truncation error,
but will have possibly a big sampling error because of
the difficulty in estimating the exponential average. On
the other hand, low order cumulants are relatively eas-
ier to estimate from limited sampling. Fig. 2 illustrates
this showing that the curves P (W )W and P (W )W 2
are centered around the peak of P (W ) while the curve
P (W ) e−βW is shifted away from it. Thus, for limited
sampling an approximate formula may work better than
the exact formula. Especially the second order cumu-
lant expansion formula has proved to be effective in SMD
simulations.23,25
The most fortunate case arises when the work distri-
bution is Gaussian, for which the second order formula
can be used without the penalty of a truncation error.
For slow processes, the work distribution is expected
to be Gaussian as suggested by the near-equilibrium
formula.42,43 For processes of arbitrary speeds, in gen-
eral, the work distribution may not be Gaussian. In the
following we argue that an SMD simulation performed
with a stiff spring leads to a Gaussian work distribution
regardless of the speed of the process; this may explain
the success of the second order formula in previous ap-
plications.
D. The Gaussian nature of the work distribution
Consider an SMD simulation performed along a re-
action coordinate ξ with a moving guiding potential
k
2 (ξ − vt)2. (For simplicity we set λ(0) = 0 in Eq. 57,
which can be done by shifting the origin of the reaction
coordinate.) Let us assume that the motion along the
reaction coordinate can be described by the overdamped
Langevin equation, which is frequently used for modeling
biomolecular processes,
dξ
dt
= −βD(ξ) ∂
∂ξ
U(ξ, t) +
√
2D(ξ) η , (68)
with a white noise variable η,
〈η(t)η(t′)〉 = δ(t− t′) . (69)
The diffusion coefficient D, in general, is ξ-dependent.
The potential U(ξ, t) is the sum of the PMF and the
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moving guiding potential:
U(ξ, t) = Φ(ξ) +
k
2
(ξ − vt)2 . (70)
The initial condition ξ(0) is sampled from the equilib-
rium distribution corresponding to the initial potential
U(ξ, 0) at temperature T . If both D and Φ are constant,
Eq. 68 describes the diffusion on a moving harmonic po-
tential, for which the work distribution is Gaussian.44 In
the following we show that if the spring constant k is suf-
ficiently large, the dynamics (after a change of variables)
is governed by essentially the same equation as the dif-
fusion on a moving harmonic potential and therefore the
work distribution is Gaussian.
Let us assume that k is chosen so large that the re-
action coordinate ξ is always close to the center of the
guiding potential, vt. Then the potential U can be ap-
proximated as
U(ξ, t) ≈ Φ(vt) + Φ′(vt) (ξ − vt) + k
2
(ξ − vt)2 , (71)
and the overdamped Langevin equation (Eq. 68) as
dξ
dt
≈ −βD(vt) [k(ξ − vt) + Φ′(vt)] +
√
2D(vt) η . (72)
The external work done between time zero and t is given
by Eq. 60, with H˜ replaced by U(ξ, t) in Eq. 70:
W (t) = −vk
∫ t
0
dt′ [ξ(t′)− vt′] . (73)
Taking the derivative, we obtain
dW
dt
= −vk(ξ − vt) . (74)
Eqs. 72 and 74 constitute a system of stochastic differen-
tial equations.
The following change of variables, (ξ,W ) → (ζ,Ω),
proves to be useful:
ζ = ξ − vt+ 1
k
Φ′(vt) (75a)
Ω =W − [Φ(vt)− Φ(0)] . (75b)
The new variable ζ is the deviation of the reaction coor-
dinate from the instantaneous minimum of the potential
U , and Ω is the irreversible (dissipative) work. (The re-
versible work is the same as the change in the PMF Φ.)
This change of variables leads to, using Eqs. 72 and 74,
dζ
dt
=
dξ
dt
− v + v
k
Φ′′(vt)
≈ dξ
dt
− v = −βkD(vt)ζ − v +
√
2D(vt) η (76a)
dΩ
dt
=
dW
dt
− vΦ′(vt) = −vkζ . (76b)
From these stochastic differential equations follows the
Fokker-Planck equation for the probability distribution
P (ζ,Ω, t):
∂P
∂t
= LP =
{
βkD(vt) + [v + βkD(vt)ζ]
∂
∂ζ
+D(vt)
∂2
∂ζ2
+ vkζ
∂
∂Ω
}
P . (77)
The adjoint of the operator L is
L† = −[v + βkD(vt)ζ] ∂
∂ζ
+D(vt)
∂2
∂ζ2
− vkζ ∂
∂Ω
. (78)
The initial distribution
P (ζ,Ω, 0) =
√
βk
2pi
exp
(
−βk
2
ζ2
)
δ(Ω) , (79)
which is Gaussian, serves as the initial condition for the
Fokker-Planck equation.
It proves to be more effective to work with the cumu-
lant generating function
Q(s, u, t) = log
∫ ∞
−∞
dζ
∫ ∞
−∞
dΩ exp(isζ+iuΩ)P (ζ,Ω, t)
(80)
than dealing with the probability distribution P directly.
Notice that P is completely determined by Q through
the inverse Fourier transform
P (ζ,Ω, t) =
1
(2pi)2
∫ ∞
−∞
ds
∫ ∞
−∞
du
× exp(−isζ − iuΩ) expQ(s, u, t) .
(81)
When Q is expanded as a power series in (s, u), the co-
efficients give cumulants (Ref. 35, section 2.7):
Q(s, u, t) =i〈ζ(t)〉s+ i〈Ω(t)〉u− 〈ζ(t)Ω(t)〉csu
− 1
2
〈ζ(t)2〉cs2 − 12 〈Ω(t)
2〉cu2 + · · · . (82)
Cumulants can be expressed in terms of moments:
〈ζΩ〉c = 〈ζΩ〉 − 〈ζ〉〈Ω〉 , 〈ζ2〉c = 〈ζ2〉 − 〈ζ〉2 , (83)
and so on. By Marcinkiewicz’s theorem,41 the degree
of the power series (Eq. 82) is either two (for Gaussian
distributions) or infinity.
Using Eqs. 77 and 80, we obtain a differential equation
governing the time evolution of the cumulant generating
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function:
∂Q
∂t
= e−Q
∫
dζ dΩ exp(isζ + iuΩ)
∂P
∂t
= e−Q
∫
dζ dΩ exp(isζ + iuΩ)LP
= e−Q
∫
dζ dΩP L† exp(isζ + iuΩ)
= e−Q
∫
dζ dΩP
{− ivs−D(vt)s2
− [iβkD(vt)s+ ivku]ζ} exp(isζ + iuΩ)
= e−Q
{
−ivs−D(vt)s2 − [βkD(vt)s+ vku] ∂
∂s
}
eQ
= −ivs−D(vt)s2 − [βkD(vt)s+ vku]∂Q
∂s
. (84)
An important property of this differential equation is that
if Q at some instant happens to be a second degree poly-
nomial, then ∂Q/∂t is also a second degree polynomial
and Q at any later (or earlier) instant remains to be a sec-
ond degree polynomial. Therefore, once P is Gaussian,
it is always Gaussian.
The general Gaussian distribution for two variables
(ζ,Ω) can be written in terms of a positive definite cor-
relation matrix C:
P =
1
2pi
√|C| exp
(
−1
2
ZTC−1Z
)
(85a)
Z =
(
ζ − 〈ζ〉
Ω− 〈Ω〉
)
, C =
( 〈ζ2〉c 〈ζΩ〉c
〈ζΩ〉c 〈Ω2〉c
)
. (85b)
Integrating out ζ gives the probability distribution for Ω,∫
dζ P =
1√
2pi〈Ω2〉c
exp
[
− (Ω− 〈Ω〉)
2
2〈Ω2〉c
]
, (86)
which is Gaussian. The probability for the total work
W is also Gaussian because W is linearly related to Ω
(Eq. 75b).
In summary, under the assumption that the over-
damped Langevin equation is a good approximation,
SMD simulations with stiff springs result in Gaussian
work distributions, for which the second order formula
of Jarzynski’s equality can be used without any trunca-
tion error. The idea of using a stiff spring was originally
motivated by the need to extract a PMF as a function of a
reaction coordinate from a free energy as a function of an
external parameter.23,25 The use of a stiff spring seems to
have another important advantage, namely keeping the
work distribution Gaussian.
E. Time evolution of cumulants
The Gaussian distribution P (Eq. 85) is completely
determined by the cumulants, 〈ζ〉, 〈Ω〉, 〈ζΩ〉c, 〈ζ2〉c, and
〈Ω2〉c. Therefore, the time evolution of P is determined
by the time evolution of the cumulants.45 Substituting
the cumulant generating function
Q = i〈ζ〉s+i〈Ω〉u−〈ζΩ〉csu− 12 〈ζ
2〉cs2− 12 〈Ω
2〉cu2 (87)
into Eq. 84, we find the differential equations governing
the time evolution of the cumulants:
d〈ζ〉
dt
= −βkD(vt)〈ζ〉 − v (88a)
d〈Ω〉
dt
= −vk〈ζ〉 (88b)
d〈ζΩ〉c
dt
= −vk〈ζ2〉c − βkD(vt)〈ζΩ〉c (88c)
d〈ζ2〉c
dt
= −2βkD(vt)〈ζ2〉c + 2D(vt) (88d)
d〈Ω2〉c
dt
= −2vk〈ζΩ〉c . (88e)
The accompanying initial condition is obtained from
Eq. 79:
〈ζ(0)〉 = 0, 〈Ω(0)〉 = 0, 〈ζ(0)Ω(0)〉c = 0,
〈ζ(0)2〉c = 1
βk
, 〈Ω(0)2〉c = 0 . (89)
Eq. 88 is a system of first-order linear ordinary differ-
ential equations, and the general solution can be easily
written in terms of integrations. However, here we seek
simpler approximate solutions. In solving Eq. 88, 〈ζ〉,
〈ζΩ〉c, and 〈ζ2〉c will feature relaxations (exponential de-
cays) with the time scale of 1/βkD. We assume that
these relaxations are much faster than the change in the
diffusion coefficient D(vt). In other words, we assume
v
βkD
 l , (90)
where l is some characteristic length scale over which the
diffusion coefficient changes considerably. This assump-
tion, which is likely to be valid because we are using stiff
springs, can be checked once the diffusion coefficient is
estimated. Under this assumption, we neglect the relax-
ations and find an approximate solution to Eq. 88:
〈ζ(t)〉 = − v
βkD(vt)
(91a)
〈Ω(t)〉 =
∫ t
0
dt′
v2
βD(vt′)
(91b)
〈ζ(t)Ω(t)〉c = − v
β2kD(vt)
(91c)
〈ζ(t)2〉c = 1
βk
(91d)
〈Ω(t)2〉c =
∫ t
0
dt′
2v2
β2D(vt)
. (91e)
Let us explore implications of this solution. For this
purpose, we rewrite Eq. 91 into the following equivalent
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equations. (In doing so, we return to the original vari-
ables, ξ and W .)
〈W (t)〉 = −vk
∫ t
0
dt′ [〈ξ(t′)〉 − vt′] (92a)
〈W (t)〉 − β
2
〈W (t)2〉c = Φ(vt)− Φ(0) (92b)
〈W (t)2〉c = −2vk
∫ t
0
dt′ 〈ξ(t′)W (t′)〉c (92c)
〈ξ(t)2〉c = 1
βk
(92d)
D(vt) =
2v2
β2
(
d〈W 2〉c
dt
)−1
. (92e)
Eq. 92a follows directly from the definition of the work
W (Eq. 73); it does not depend on the assumption of the
overdamped Langevin equation (Eq. 68). Eq. 92c also
follows directly from the definition of W :
〈W (t)2〉c = v2k2
∫ t
0
dt′
∫ t
0
dt′′ 〈[ξ(t′)− vt′][ξ(t′′)− vt′′]〉c
= 2v2k2
∫ t
0
dt′
∫ t′
0
dt′′ 〈[ξ(t′)− vt′][ξ(t′′)− vt′′]〉c
= −2vk
∫ t
0
dt′ 〈ξ(t′)W (t′)〉c . (93)
Eq. 92b is nothing but the second order formula of
Jarzynski’s equality. Eqs. 92d and 92e are consequences
of the overdamped Langevin equation and the fast-
relaxation condition (Eq. 90). Eq. 92e, which is a re-
arrangement of Eq. 91e, can be used to estimate the dif-
fusion coefficient D, which in turn can be used to check
the consistency of the fast-relaxation condition.46
IV. THE HELIX-COIL TRANSITION OF
DECA-ALANINE
In this section, through an exemplary SMD simulation,
we illustrate the PMF calculation method of section III,
and demonstrate the Gaussian nature of the resulting
work distribution.
We choose as an exemplary system the helix-coil tran-
sition of deca-alanine in vacuum. Deca-alanine is an
oligopeptide composed of ten alanine residues. In vac-
uum at room temperature a molecule of deca-alanine
folds into a helix. When it is stretched by an external
force, the molecule makes a gradual transition to a ran-
dom coil. For this system the relevant PMF is the free
energy profile as a function of the end-to-end distance of
the molecule. In an earlier study25 this system was stud-
ied to assess the accuracy of PMF calculation methods.
The PMF was estimated from irreversible (nonequilib-
rium) stretching simulations through various orders of
the cumulant expansion (Eq. 67) and through the ex-
ponential average (Eq. 58). The accuracy of the ob-
tained PMFs was assessed compared to the exact PMF
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FIG. 3: The PMF of deca-alanine with respect to its end-to-
end distance ξ. A typical helical structure at ξ = 15.2 A˚ and
a typical coil structure at ξ = 33 A˚ are shown. The backbones
are represented as ribbons. The end-to-end distance is mea-
sured between the N atom of the first residue and the capping
N atom at the C-terminus. Figure made with VMD.47
obtained from reversible (quasi-equilibrium) stretching
simulations. Shown in Fig. 3 is the exact PMF obtained
from reversible simulations along with two typical con-
figurations of deca-alanine, a helix and a coil.
Here we stretch deca-alanine in an irreversible man-
ner and examine the resulting distribution of work. In
the simulation, one end of the molecule (the N atom of
the first residue) is fixed at the origin and the other
end (the capping N atom at the C-terminus) is con-
strained to move only along the z axis. The guiding
potential hλ(r) = (k/2)[ξ(r) − λ]2, with the spring con-
stant k = 500 pN/A˚, is added to control the end-to-
end distance ξ. The molecule is stretched by chang-
ing the parameter λ from 13 to 33 A˚ with a constant
speed. Two different speeds, 10 A˚/ns and 100 A˚/ns, are
used. These speeds are, respectively, 100 and 1000 times
higher than the reversible speed.25 For the sampling of
trajectories, we select initial coordinates from a pool of
10 ns equilibrium simulation (with λ fixed at 13 A˚) and
initial momenta from the Maxwell-Boltzmann distribu-
tion. All simulations were done at constant temperature
(300K) with the temperature controlled by Langevin dy-
namics. The molecular dynamics program NAMD48 was
used with the CHARMM22 force field.49
The spring constant of 500 pN/A˚ is large enough to
ensure that the end-to-end distance ξ closely follows the
constraint center λ.25 For the PMF calculation, we use
the leading order, Φ(λ) = Fλ, in the stiff-spring approx-
imation (Eq. 65). The next order is found to be small
(less than 0.5 kcal/mol) compared to the overall scale of
the PMF.
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FIG. 4: The PMF calculation and the work distribution
from the irreversible stretching simulations with the speed
v = 10 A˚/ns. (a) Plotted against the end-to-end distance are
the average work (〈W 〉), the variance of work (〈W 2〉c), the
PMF estimated with the exponential average (Φexp), and the
PMF estimated with the second order cumulant expansion
(Φ2). The exact PMF Φexact is shown as a dashed line. (b)
Five normalized histograms of work at five different end-to-
end distances, ξ = 17, 21, 25, 29, and 33 A˚ as marked by tri-
angles in (a), are compared with the Gaussian curves (dashed
lines) determined from the mean 〈W 〉 and the variance 〈W 2〉c.
A. The work distribution and the PMF calculation
Figs. 4 and 5 show analyses of the simulations for
v = 10 and 100 A˚/ns, respectively. For each speed,
10 000 trajectories were generated. For each trajectory,
the work W is calculated as in Eq. 73. The distribution
of work indeed seems to be Gaussian throughout the en-
tire course of the process, as can be seen from Figs. 4b
and 5b in which five histograms at five different end-to-
end distances (marked by triangles in Figs. 4a and 5a)
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FIG. 5: The PMF calculation and the work distribution
from the irreversible stretching simulations with the speed
v = 100 A˚/ns. See the caption of Fig. 4 for details.
are compared with the Gaussian curves determined from
the mean 〈W 〉 and the variance 〈W 2〉c. The average work
〈W 〉 includes the irreversible work, which is discounted
by Jarzynski’s equality. In Figs. 4a and 5a, estimates of
the PMF (Φexp from the exponential average estimator
and Φ2 from the second order cumulant estimator) are
compared with the exact PMF Φexact obtained in Ref. 25.
For v = 10 A˚/ns, both Φexp and Φ2 give excellent esti-
mates for the PMF in the entire region; they are almost
indistinguishable from Φexact. For v = 100 A˚/ns, on the
other hand, the estimates are good up to ξ ≈ 25 A˚, but
afterward start to diverge from Φexact; Φexp is slightly
better for 0 . ξ . 21 A˚ and Φ2 is better for the rest of
the region.
Recall that there are two kinds of error involved in
the PMF calculation: the truncation error and the sam-
pling error (section III C). As illustrated in Fig. 2 and
15
discussed in section III C, the sampling error generally
increases with the work fluctuation
√〈W 2〉c, which in
this example grows up to 1.9 kcal/mol (3.1 kBT ) for v =
10 A˚/ns and 4.2 kcal/mol (7.0 kBT ) for v = 100 A˚/ns. In
the ideal case in which the work distribution is perfectly
Gaussian and the sampling is perfect, both Φexp and Φ2
should be equal to Φexact. The result for v = 10 A˚/ns
(Fig. 4a) seems to be very close to this ideal situation.
However, the result for v = 100 A˚/ns (Fig. 5a) shows
some discrepancy. The discrepancy between Φexp and
Φexact can be attributed entirely to the sampling error;
it would require more trajectories to make Φexp accu-
rate in the entire region. The discrepancy between Φ2
and Φexact is possibly due to both truncation error50 and
sampling error.
B. Error analysis of the PMF calculation from
finite sampling
We needed as many as 10 000 trajectories (for each
stretching speed) in order to examine the work distribu-
tion. It was possible to generate such a number of trajec-
tories because our system is fairly small (104 atoms). In
usual SMD simulations of proteins (typically involving
∼105 atoms), however, current computational technol-
ogy only permits much fewer trajectories. Therefore, it
is important to study the accuracy of the PMF calcula-
tion method in the case of small sampling sizes.
Using the 10 000 trajectories generated, we examine
the accuracy of the estimated PMFs for various sam-
pling sizes. Since the accuracy generally decreases with
the stretching distance, we use as a measure of accuracy
the relative root-mean-square (RMS) error for the total
change in the PMF, ∆Φ ≡ Φ(33 A˚)− Φ(13 A˚). Four dif-
ferent sampling sizes are considered: 10, 102, 103, and
104. For each sampling size, all 10 000 trajectories are
used. For example, for the sampling size 10, we divide
the 10 000 trajectories into 1000 sets of 10 trajectories,
estimate ∆Φ from each set with the exponential average
estimator (∆Φexp) or with the second order cumulant es-
timator (∆Φ2), calculate for each set the relative RMS
error from the exact value ∆Φexact = 21.4 kcal/mol, and
take the average of the 1000 errors calculated.
The result is shown in Fig. 6. For v = 10 A˚/ns, there is
only a small difference between the accuracies of ∆Φexp
and ∆Φ2; for the sampling size 10 the former is slightly
better, and for the other sampling sizes considered the
latter is slightly better. For v = 100 A˚/ns, on the other
hand, ∆Φ2 gives substantially better estimates; the error
of ∆Φ2 is only one half of that of ∆Φexp. Overall, the
second order cumulant estimator yields the more robust
estimate. This finding is somewhat contradictory to the
conclusion of Ref. 22.
A common question in computational studies using
Jarzynski’s equality is how to use optimally a given
amount of computing time. Is it advantageous to gener-
ate fewer slower trajectories or more faster trajectories?
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FIG. 6: Error analysis. The relative root-mean-square (RMS)
errors for ∆Φ, the total change in the PMF, estimated with
the exponential average estimator (squares) and with the sec-
ond order cumulant estimator (circles), are shown for four
different sampling sizes. The upper two curves correspond to
v = 100 A˚/ns, and the lower two curves to v = 10 A˚/ns.
In the present example, we can make three comparisons
based on equal amounts of computing time: (i) 10 trajec-
tories of 10 A˚/ns vs. 100 trajectories of 100 A˚/ns, (ii) 100
trajectories of 10 A˚/ns vs. 1000 trajectories of 100 A˚/ns,
and (iii) 1000 trajectories of 10 A˚/ns vs. 10 000 trajecto-
ries of 100 A˚/ns. As can be seen from Fig. 6, for all these
three comparisons fewer slower trajectories win.
C. Time evolution of cumulants and the diffusion
coefficient
Under the stiff-spring condition and the assumption
of the overdamped Langevin equation, time evolution of
the cumulants involving the reaction coordinate ξ and the
work W obeys the differential equations given in Eq. 88.
When the fast-relaxation condition (Eq. 90) is satisfied,
the solution to these differential equations is given by
Eq. 91, or equivalently by Eq. 92. As discussed in sec-
tion III E, Eqs. 92a and 92c are direct consequences of
the definition of the work W . Eq. 92b is a statement
of the second order formula of Jarzynski’s equality, the
validity of which was already examined in sections IVA
and IVB. Now we examine, in the present example of
deca-alanine, Eqs. 92d and 92e which are consequences
of the overdamped Langevin equation.
Fig. 7 shows 〈ξ2〉c, the variance of the reaction co-
ordinate, fluctuating around 1/βk, the value stated in
Eq. 92d. Fig. 8 shows two curves corresponding to the
position-dependent diffusion coefficient estimated with
Eq. 92e from the data for v = 10 and 100 A˚/ns, re-
spectively. Although the two curves do not completely
coincide, their overall shapes agree. As deca-alanine is
stretched from its equilibrium length (ξ = 15.2 A˚), the
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FIG. 7: The variance of the reaction coordinate ξ. (a) v =
10 A˚/ns. (b) v = 100 A˚/ns. The straight lines denote the
value 1/βk.
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FIG. 8: The position-dependent diffusion coefficient esti-
mated with Eq. 92e. The solid line is from the data for
v = 10 A˚/ns, and the dashed line v = 100 A˚/ns.
diffusion coefficient increases, reaches a peak at ξ ≈ 18 A˚,
and then decreases again. The estimated diffusion coef-
ficient is in the range of 0.01 A˚
2
/ps . D . 0.27 A˚2/ps.
Accordingly we find 0.003 A˚ . v/βkD . 0.08 A˚ for v =
10 A˚/ns and 0.03 A˚ . v/βkD . 0.8 A˚ for v = 100 A˚/ns.
Therefore v/βkD is always small compared to the length
scale over which the diffusion coefficient changes consid-
erably, validating the fast-relaxation condition (Eq. 90).
V. CONCLUDING REMARKS
We have discussed theoretical and practical issues con-
cerning the calculation of PMFs from SMD simulations.
In particular, we have noticed that, under the stiff-
spring condition and the assumption of the overdamped
Langevin equation, SMD simulations result in Gaussian
work distributions. We have demonstrated the Gaussian
nature of work distributions for an exemplary simulation.
This result supports the use of the second order cumulant
expansion in practical applications of Jarzynski’s equal-
ity in SMD simulations.
Our method of PMF calculation can be straightfor-
wardly transferred to atomic force microscopy experi-
ments if sufficiently stiff springs are chosen.
Acknowledgments
We thank Zaida Luthey-Schulten for advice on
isobaric-isothermal processes and Jin Wang for discussion
on the distribution of work. This work was supported by
NIH grants PHS-5-P41-RR05969 and R01-GM60946 and
NSF grant NRAC-MCA93S028.
APPENDIX A: VIRIAL EQUATION FOR
SYSTEMS UNDER EXTERNAL FORCES
Pressure is the force per unit area exerted by a system
on the wall of a container. When the system is in equi-
librium, the interaction between the system and the con-
tainer is balanced with the internal interaction between
the constituent particles and the pressure leaves its trace
in the internal degrees of freedom. Thus, pressure can
be expressed in terms of the internal degrees of freedom,
which is the basic idea behind the virial equation. The
virial equation is most commonly written as
P =
NkBT
V
+
1
6V
〈∑
i 6=j
~rij · ~fij
〉
, (A1)
where ~rij = ~ri−~rj is the position of particle i relative to
particle j and ~fij is the force on particle i exerted by par-
ticle j. A derivation can be found in Ref. 51, section 7.1.
The virial equation is particularly useful in computer sim-
ulations because it provides a way to calculate pressure
without explicitly modeling the interaction between the
system and the container. One can also impose certain
pressure and simulate the system under that pressure.52
Is this virial equation valid for systems subject to ex-
ternal forces, for example, in SMD simulations in which
some particles are harmonically constrained? Should one
include in this case the constraining forces in the calcu-
lation of pressure? This question is best answered by
tracing the derivation of the virial equation, bearing in
mind the more general situation (the presence of external
forces).
The virial equation is based on
d
dt
〈
N∑
i=1
~ri · ~pi
〉
= 0 , (A2)
where ~ri and ~pi are the position and the momentum of
particle i, respectively. This equation is true in equi-
librium. In fact, in equilibrium any relevant average is
time-independent. The average appearing in Eq. A2 is
just the particular one that leads to the virial equation.
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An important point is that it must be possible for the sys-
tem to reach equilibrium. Harmonic constraints applied
to some particles will certainly permit equilibrium. How-
ever, a uniform external field with a periodic boundary
condition will not; in this case the virial equation loses its
basis. Therefore we exclude from discussion those cases
in which equilibrium is impossible.
Distributing the time derivative, we obtain〈∑
i
d~ri
dt
· ~pi
〉
+
〈∑
i
~ri · d~pi
dt
〉
= 0 . (A3)
We write the force on particle i as the sum of ~fwalli (the
force due to the interaction with the wall) and ~fi (all
the other forces including the inter-particle forces and
external forces such as constraining forces):
d~pi
dt
= ~fi + ~fwalli , ~fi =
∑
j( 6=i)
~fij + ~f exti . (A4)
By using also d~ri/dt = ~pi/mi, Eq. A3 becomes〈∑
i
~p2i
mi
〉
+
〈∑
i
~ri · ~fi
〉
+
〈∑
i
~ri · ~fwalli
〉
= 0 . (A5)
The third term on the left hand side can be expressed
in terms of pressure as follows. The wall interacts with
the system only through the boundary of the system.
Thus ~fwalli is zero unless particle i happens to be on the
boundary, and only those particles present on the bound-
ary need to be included in the sum
∑
i ~ri· ~fwalli . We divide
the boundary into infinitesimal patches (denoted by α),
collect the particles on each patch, and collect all the
patches:〈∑
i
~ri · ~fwalli
〉
=
〈∑
α
∑
i∈α
~ri · ~fwalli
〉
=
∑
α
~r(α) ·
〈∑
i∈α
~fwalli
〉
, (A6)
where ~r(α) is the position of patch α. Let us denote the
area of patch α by a(α) and the outward normal vector
by ~n(α). The quantity 〈∑i∈α ~fwalli 〉, i.e., the average
force exerted on the system by the wall through patch
α, is equal to −Pa(α)~n(α). The minus sign means that
the force is inward. Substituting this in the preceding
equation leads to〈∑
i
~ri · ~fwalli
〉
= −P
∑
α
a(α)~r(α) · ~n(α)
= −P
∫
∂V
d~s · ~r . (A7)
In the last step we converted the sum into a surface inte-
gral over the boundary of the volume V . From Gauss’s
theorem follows∫
∂V
d~s · ~r =
∫
V
dr3 ~∇ · ~r = 3V . (A8)
Using these results in Eq. A5, we find
P =
1
3V
〈∑
i
(
~p2i
mi
+ ~ri · ~fi
)〉
. (A9)
Recall that ~fi includes external forces as well as the inter-
particle forces. This form of the virial equation is valid
for systems under external forces as long as an equilib-
rium exists. For pure systems free from external force,
we recover the common form (Eq. A1) after using New-
ton’s third law (~fij = −~fji) and replacing 〈~p2i /mi〉 by its
thermal average 3kBT .
The virial equation written as in Eq. A1, in terms of
relative positions rather than absolute positions, makes
the translational invariance transparent. Naturally, the
question arises whether Eq. A9 is translationally invari-
ant. Upon replacing ~ri by ~ri + ~r0, a new term appears:
P =
1
3V
〈∑
i
(
~p2i
mi
+ ~ri · ~fi
)〉
+
1
3V
~r0 ·
〈∑
i
~fi
〉
.
(A10)
In simulations, the quantity 〈∑i ~fi〉 is the average total
force on the system because the force from the wall is
not explicitly modeled. Since we assume the existence of
equilibrium, the average total force must be zero; other-
wise there would be a net acceleration. Thus, the addi-
tional term indeed vanishes and the virial equation in the
form of Eq. A9 is translationally invariant.
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