Introduction
The climate system shows wide range of variability that arises from interactions within and between different components of the Earth system. Predictable time scales of the variability differ in each component. In general, internally generated atmospheric variability, i.e. weather, loses memory within less than a month (Lorenz 1963) . However, a large number of studies support the existence of potentially predictable variations in the atmosphere on multiyear time scale (Boer and Lambert 2008; Collins et al. 2006; Meehl et al. 2009; DelSole et al. 2013) . Therefore, beyond time scales of a month, the atmospheric predictability should arise from forcing by the slowly varying boundary conditions such as changes in sea surface temperature (SST), soil moisture, or sea ice. Latif et al. (2006) reviewed different approaches of estimating multiyear to decadal SAT predictability and found all approaches indicate four regions with enhanced predictability and where long-term SAT variations are related to ocean dynamics: the North Atlantic, the North Pacific, the tropical Pacific, and the Southern Ocean. In the North Atlantic, the multidecadal SST variability, which is referred to as the Atlantic Multidecadal Oscillation (AMO; Kerr 2000) , is assumed, based on climate model simulations, to be driven by variations of1 3 is mostly the off-equatorial region that exhibits multiyear SAT predictability, whereas the equatorial Pacific depicts strong predictability on seasonal to annual but not on multiyear time scale. Finally, the Southern Ocean depicts a rather long predictability potential, in some climate models even at the multidecadal time scale, but the processes are poorly understood and strongly vary from model to model. Here we concentrate on the Northern Hemisphere.
There are two distinct classes of predictability (Lorenz 1975) : The predictability associated with initial conditions is referred to as predictability of the first kind, whereas that associated with the slowly evolving boundary conditions or external forcing, e.g., SST, anthropogenic forcing and volcanic eruptions, is defined as predictability of the second kind. On multiyear time scale, both factors could influence predictability (Meehl et al. 2009 ). DelSole and Tippett (2009a, b) proposed a method to optimize predictability integrated over all time lags and find maximizing predictable pattern. This approach is called Average Predictability Time (APT) . Using this method, previous studies exhibit multiyear predictability of SAT in the North Atlantic and North Pacific with model ensemble data and observations Jia and DelSole 2013) . Here we focus on understanding the underlying mechanism giving rise to the enhanced predictability in the localized regions yielded by the APT method. For example, it is well known that the pattern associated with the AMO, a pattern covering the whole North Atlantic poleward of the Equator, exhibits enhanced predictability. But which part of that basin-scale pattern is the most predictable, and why? What are the relevant processes?
This study is organized as follow. We briefly describe in Sect. 2 the Kiel Climate Model used, the multi-model ensemble from CMIP5 and the reanalysis data. Section 3 describes the APT method and potential predictability variance fraction approach. In Sect. 4, we present global patterns of potential predictability and explore the mechanisms that give rise to multiyear predictability in the North Atlantic and North Pacific. The paper finishes with a discussion of the results and conclusions that can be drawn from this study.
Model and data
We analyze data obtained from a control integration of the Kiel Climate Model (KCM; Park et al. 2009 ). The KCM consists of the ECHAM5 atmosphere model (Roeckner et al. 2003) and NEMO ocean-ice coupled model (Madec 2008) . The resolution of the atmospheric component is horizontally T31 (about 3.75°) with 19 vertical levels. The ocean component runs on a 2° Mercator mesh, with 1.3° horizontal resolution on average, but in the equatorial region it increases to 0.5° in the meridional direction. The ocean model uses 31 vertical levels. The KCM runs with no form of flux correction or anomaly coupling. The control run is about 5000 years long and employs constant "present-day" CO 2 -concentration of 348 ppmv. In this study, the last 4200 years is used to reduce effects of model spinup. We use annual mean data, unless stated otherwise.
We also use data of control runs from 17 CMIP5 models (Taylor et al. 2012 ; Table 1 ). In contrast to the KCM, these are pre-industrial control integrations. There is a residual warming trend in globally averaged SAT of about 0.001 °C/100 years in the KCM. However, this trend is not significant and within the range of trends calculated from the CMIP5 models amounting to 0.014 ± 0.03 °C/100 years. Moreover, although the trend in the KCM is small, we removed it before conducting the predictability analyses. This was also done in the CMIP5 analyses. Following Boer (2004) , trends have been removed by subtracting a third-order polynomial at each grid point. The results are not sensitive to the order of the polynomial. The CMIP5 data are interpolated on a common 3° × 3° resolution grid. Again, analyses are performed on annual-mean SATs, and for each model, only the last 300 years of the simulations is used. The data are concatenated to a 5100-year long multi-model time series which enters the APT method.
We also use detrended 2-meter air temperature from the twentieth century reanalysis (20CR) V2 data from 1871 to 2012 (Compo et al. 2011) . We use two SST indices in Fig. 10 . First, the AMO index defined as the detrended, 
Methods
We applied two approaches to estimate multiyear predictability in this study. First, potential predictability variance fraction (ppvf) provides general information about the fraction of slowing varying variability with respect to the total variability, i.e. potential predictability. Second, we computed the most predictable modes with the Average Predictability Time (APT) method.
Potential predictability
The potential predictability variance fraction proposed by Boer (2004) attempts to decompose variance into a long timescale part and an unpredictable "noise" part. It assumes that climate variability could be represented in the form X = ν+ε, where ν is the slow long timescale variability and ε is the remaining unpredictable noise with variance σ 2 = σ ν 2 + σ ε 2 . The potential predictability variance fraction is p = σ ν 2 /σ 2 , which is a kind of normalized signal variance. The deterministic long timescale variability that arises above the noise is presumed at least potentially predictable.
Average predictability time
For univariate cases, a standard measure of predictability is where σ 2 τ is the forecast error variance at lead time τ given by the square of the difference between the predicted and "observed" state, and σ 2 ∞ the climatological variance. In the APT method, predictability arises from the Mahalanobis signals (DelSole and Tippett 2007) . In principle, predictability is a function of the lead time τ and decays monotonically from 1 to 0. DelSole and Tippett (2009a, b) proposed the Average Predictability Time (APT) method. APT is defined as the integral of predictability over all lead times, which can be written as
Therefore, it is independent of the lead time and characterizes an integral property of the climate system. In this method, a linear regression model is used for forecast to estimate error variance in (2). The prediction model is in the form of ŷ (t+τ) = L τ x (t) , where x (t) is the predictor, ŷ (t+τ) the predicted value, and L τ is the regression operator at lead time τ obtained from the least squares method. Thus, predictability arising from nonlinear processes will be missed. Following DelSole and Tippett (2009a) , for multivariate cases, maximizing APT could be solved by a generalized eigenvalue problem where C is the covariance matrix. The term in the bracket on the left-hand is the integration of signal covariance, C yy is the total covariance of the predictand, and q is a projection vector. The eigenvalue λ in Eq. (3) gives the value of APT associated with each eigenvector. Like EOF analysis, we can obtain a set of orthogonal components ordered according to predictability time λ. The APT method is comparable to EOFs, except decomposing predictability instead of variance. More details can be found in DelSole and Tippett (2009b) .
In practice, the predictors and the predictands are projected on the leading PCs to reduce the spatial dimensions. The sensitivity of the APTs to the number of PCs and lead times has been estimated by varying the numbers, but the major results are not very sensitive. We decided to use 40 PCs accounting for 84 and 81 % of the total variance in the KCM and CMIP5 data, respectively. The maximum lead time is 20 years. The significance of the APTs is tested by a Monte Carlo method which is described in detail in Jia and DelSole (2011) .
Results
We first show the climatology of selected variables as simulated by the KCM. The barotropic streamfunction shows the well-known features of the general ocean circulation depicting, for example, the wind-driven gyres and the Antarctic Circumpolar Current (Fig. 1a) . In the North Atlantic, however, the streamfunction is too zonal, indicating a poor representation of the Northwest Corner, which is a common problem in low-resolution climate and ocean models. The AMOC, an important part of global thermohalince circulation, is shown by the overturning streamfunction. The mean AMOC strength is about 14 Sv (1 Sv = 10 6 m 3 /s) at 30°N (Fig. 1b) , which is somewhat weaker than that suggested by observations (Lumpkin and Speer 2003; Cunningham et al. 2007 ). Park and Latif (2008) 
AMOC variability showing a rich spectrum of variations from interannual, through decadal to multi-centennial time scales. They used the same simulation that is used here and concluded that the multidecadal variability of AMOC is controlled by North Atlantic processes, while multi-centennial AMOC variability by Southern Hemisphere processes. Deep convection in the North Atlantic occurs south of Greenland, in the Irminger Sea and Greenland-IcelandNorwegian (GIN) Sea (Fig. 1c) , which all contribute to the formation of North Atlantic Deep Water. In the Southern Ocean, the deep convection associated with the formation of the Antarctic Bottom Water is found in the Weddell Sea, with an annual-mean mixed layer depth (MLD) of about 1300 meters. The MLD is also relatively deep in the midlatitude North Atlantic and North Pacific, which is related to the intermediate water formation there. The annual-mean Arctic sea ice area is about 12 × 10 6 km 2 , which is slightly larger than the observed estimate of 11.3 × 10 6 km 2 from 1960 to 1990 (Rayner et al. 2003) . Due to larger sea ice extent, the deep convection in the Labrador Sea is shifted to the open ocean to south of Greenland (Fig. 1d) .
Global potential predictability
We estimate the potential predictability (see Sect. 3.1) using pentadal, decadal and 25-year means of surface air temperature (SAT) from both the KCM and the CMIP5 ensemble (Fig. 2) . Low-latitude regions display relatively low potential predictability when compared to mid-and high-latitudes, which is consistent with earlier studies using CMIP3 simulations (Boer and Lambert 2008; Boer 2009 ). This tendency becomes more obvious as the time scale increases: when considering 25-year means of SAT (bottom panels), potential predictability variance is mainly concentrated in the North Atlantic, the mid-latitude North Pacific, and the Southern Ocean. In general, potential predictability signals are stronger in the KCM than that obtained from the CMIP5 models. The larger values of ppvf in the KCM indicate that the long timescale variability is more pronounced compared to that in the CMIP5 ensemble. This may be due to the large model-tomodel differences in the CMIP5 ensemble that introduce "noise". Also, it is possible that the KCM simulates more long-timescale variability than the CMIP5 models. The most robust differences in both datasets are in the Southern Ocean, which may arise from the pronounced centennial to multi-centennial scale variability in the KCM (Park and Latif 2008; Latif et al. 2013; Martin et al. 2013 ) and CMIP5 models. The intention behind the comparison shown in Fig. 2 is not to investigate the detailed differences between the KCM and the CMIP5 models, but to indicate that essential features of potential predictability obtained from the CMIP5 models are also observed in the KCM. In the following, we focus on the Northern Hemisphere and discuss predictability only in the KCM.
APT1
The most predictable component (APT1) in the Northern Hemisphere SAT in the KCM depicts significant positive loadings along the sea ice margin in the North Atlantic, with maximum loadings extending from Southern Greenland to the northeast into the Barents Sea (Fig. 3a) . Downstream signals over land areas are generally weak, with the exception of Scandinavia. These signals have been also described in some previous studies, although these studies conducted APT analysis on global SAT Yang et al. 2013) . The value for APT1 in the KCM is 8.6 years. In general, the APT value is related to the decay time scale of the corresponding predictable mode, and larger APT values represent systems with less damping that hence are more predictable. The corresponding time series of APT1 shows pronounced multi-decadal fluctuations with a very strong spectral peak at a period of about 60 years (Fig. 3b, c) . Obviously, the APT method is time scale-selective and acts as a kind of band-pass filter on the SAT variability which exhibits a red-noise character. The APT1 mode is highly correlated with the model's AMO mode which exhibits a peak at the same period (Park and Latif 2010; Ba et al. 2014) . What is important here is that not all components of the AMO pattern are equally predictable, but that instead it is the region in the vicinity of the sea ice margin that exhibits the largest SAT predictability potential. In order to understand the processes related to the leading APT modes, we conduct a heat budget analysis of the upper North Atlantic:
Here Q is the vertically integrated heat storage, Q net the net heat flux, the integral on the right-hand side the ocean heat flux convergence, Q res the residual part presenting unresolved sub-grid scale and sub-annual processes, and H the layer thickness of 273 meters. For annual-mean data, the tendency of Q is generally small and not shown here.
We perform composite analysis on North Atlantic SST, net surface heat flux and ocean heat flux convergence using one (plus and minus) standard deviation of the APT1 time series (see red dashed lines Fig. 3b ) as thresholds. The SST composite, shown as the difference between the two polarities (Fig. 4a) , is, as expected, similar to the APT1 pattern (Fig. 3a) , with positive anomalies over the Irminger Sea and GIN Sea. The positive ocean heat flux convergence anomalies in these regions suggest that the warm SST anomalies are caused by ocean dynamics (Fig. 4b) . In fact the net surface heat flux anomalies are negative, indicating the ocean loses heat to the atmosphere (Fig. 4c) . This confirms that the anomalous warm SATs in the pattern of APT1 (Fig. 3a) are indeed driven by the ocean. The contribution of the residual part to the heat budget is relatively (4) (Fig. 4d ). Our findings with the KCM are consistent with those of DelSole et al. (2013) . They obtained a similar mode, but derived from SST, from the analysis of the CMIP5 models, and that mode is also closely related to the models' AMO. Again consistent with the KCM results, the APT pattern from the CMIP5 models is much more localized than the AMO patterns themselves. To further understand the differences between the patterns of the AMO and APT1 in the KCM, we compute composites of barotropic stream function and sea ice concentration anomalies (Fig. 5) with respect to the APT1 time series. In comparison to the long-term mean of the barotropic stream function (Fig. 1a) , the composite anomaly (Fig. 5a) indicates an intensification of the subtropical and subpolar gyre, and North Atlantic Current transporting more warm water into the Irminger Sea, Greenland Sea and Barents Sea. The intrusion of the anomalously warm water leads to sea ice melt (Fig. 5b) . This process locally accounts for more than 40 % of the explained variance in the sea ice concentration variability (not shown), which was derived from regression analysis with the APT1 time series. The changes of ice cover in the region of the sea ice margin produce large changes in the net heat flux at the air-sea interface (Fig. 4c) . This results in a higher signalto-noise ratio, which is eventually presented in the potential predictability pattern (Fig. 2) . It is the positive feedback by the sea ice that explains the localized APT1 pattern in comparison to that of the AMO in the KCM. In conclusion, the sea ice response is a key to provide largest multiyear predictability in the subpolar North Atlantic region.
APT2
The second most predictable component, APT2, of Northern Hemisphere SAT in the KCM has an APT value amounting to 7.2 years. Its pattern is characterized by negative SAT anomalies in the mid-latitude North Pacific (Fig. 6a) . The potential predictability analysis discussed above also implies enhanced predictability in this area (Fig. 2) . As for APT1, loadings over land are virtually absent. The spectrum of the APT2 time series (Fig. 6b ) exhibits peaks at a period of about 30 years and a century, and also depicts enhanced power at multi-centennial time scales (Fig. 6c) . The origin of the centennial and multi-centennial peaks is not well understood. They could be due to the influence of long-term variability in the Southern Ocean . Further, the potential predictability analysis described above, based on the 25-year means of SAT, indicates a rather long predictability potential in the North Pacific on the multidecadal and centennial time scale (bottom left panel of Fig. 2 ). The issue of basin-basin interactions on these long time scales will be the subject of further investigations and is not discussed here.
We concentrate in the following only on the North Pacific. The corresponding SST anomaly composite (Fig. 7a) shows a band of negative SST anomalies in the mid-latitude North Pacific. From the heat budget analysis, it can be inferred that, as in the APT1, the ocean dynamics drive the SST anomalies, as a strong negative heat flux convergence anomaly, i.e. heat flux divergence anomaly, is seen in the center of the negative SST anomaly (Fig. 7b) . As the SST cools, less heat is transferred from ocean to the atmosphere (Fig. 7c) , indicating that the atmosphere damps the SST anomalies there. Like in the APT1, the contribution of the residual part is rather small (Fig. 7d) .
The APT2 mode found in the KCM shows a connection to the PDO, consistent with previous studies . Its time series (Fig. 6b) is correlated with the model's PDO index at about 0.5, when the PDO index leads by 2 to 3 years. This suggests that the PDO drives the APT2 mode in some way. However, the SST anomaly composite associated with the APT2 time series is markedly different from the PDO pattern. The latter is characterized by SST anomalies of one sign in the western and central mid-latitude Pacific that are surrounded by SST anomalies of opposite signs (Mantua et al. 1997) . In contrast, the APT2 SST anomaly composite (Fig. 7a) is concentrated in a rather narrow region in the western and central Pacific where it has strong loadings of only one polarity. To investigate the physical process associated with APT2, we perform cross-correlation analysis of monthly vertical ocean temperature anomalies averaged over the central and western Pacific (145°-165°E, 40°-45°N) with the (annual) APT2 time series (Fig. 8) . The most robust link is seen in winter when APT2 of SAT lags ocean temperatures by 2 years. The negative SST anomalies in this region and at that lead time are related to the positive PDO-index phase and very likely heat flux-driven. The SST anomalies are subducted into subsurface layers in winter and preserved under the seasonal thermocline in summer. The cold temperature anomalies reemerge at the surface during the following winters in response to strong vertical mixing (Alexander and Deser 1995; Alexander et al. 1999) . It is this ocean memory that eventually provides the enhanced predictability of the North Pacific SAT. The maximum mixed layer depth increases from east to west during winter, while the mixed layer shoals to similar depth during summer. The vertical extent of temperature anomalies below the mixed layer is therefore greater in the west than the east (Alexander and Deser 1995), with the consequence that the reemergence mechanism is more effective in the western and central Pacific.
CMIP5 model ensemble results
In order to investigate the sensitivity of the results obtained from the KCM to model formulation, we also computed the most predictable components from the CMIP5 multimodel ensemble. For consistency, we conduct the analysis only for Northern Hemisphere SAT, whereas previous studies have used global SAT. The most predictable APT mode from the CMIP5 ensemble has signals concentrated along the sea ice margin in the North Atlantic sector (Fig. 9a) , which is similar to APT1 calculated from the KCM (Fig. 3a) . The APT1 value from CMIP5 is 5.6 year, as opposed to 8.6 years in the KCM. The leading APT mode from CMIP5 is correlated with the (concatenated) AMO index at 0.54, suggesting a significant link to the AMO. The changes in sea ice concentrations are consistent with those in the KCM and concentrated near the sea ice margin, but somewhat weaker (not shown). Overall, the leading APT mode from CMIP5 is in line with that in the KCM. The second most predictable mode derived from the CMIP5 ensemble is also consistent with APT2 from the KCM (Fig. 9b) . The corresponding APT value is 5.0 years, as opposed to 7.2 years in the KCM. The correlation with the (concatenated) PDO index amounts to 0.67 with no lag. Although a signal is seen in the eastern North Pacific, the most significant loadings are in the west and central midlatitude part of the basin. Thus, we conclude that the two leading APT modes from the CMIP5 ensemble support the KCM results, with the caveat that the lead-lag relationship between the PDO index and the APT2 time series is different.
Discussion
We have investigated, by means of the Average Predictability Time (APT) method, the predictability of Northern Hemisphere surface air temperature (SAT) from a control integration of the Kiel Climate Model (KCM). We have discussed the two leading APT modes, APT1 and APT2, from the KCM and compared them with the two leading APT modes computed from the CMIP5 database. We find the leading modes obtained from the KCM and CMIP5 data are consistent with each other. In the KCM, the pattern of APT1 is localized in the North Atlantic along the sea ice margin. This mode is connected to the Atlantic Multidecadal Oscillation (AMO) and driven by ocean dynamics. Sea ice provides an important positive feedback on SAT. The second most energetic APT mode, APT2, from the KCM has strongest loadings in the western and central mid-latitude North Pacific. It is linked to the Pacific Decadal Oscillation (PDO) which drives the APT mode in the first place. However, enhanced predictability is due to the reemergence mechanism, which makes the APT2 pattern rather localized and is the reason that APT2 correlates with the PDO index with a lag of 2 to 3 years. Neither of the aforementioned studies discussed the discrepancy between the highly localized APT patterns of SAT and the basin-scale SST variability patterns, the AMO and PDO.
The APT values of the leading two modes are smaller than the intrinsic time scale of the patterns. In fact, the spectra of the APT time series exhibit peaks at decadal and even centennial time scales. This is due to the fact that predictability as defined above is more related to the decay time scale rather than the variability time scale. We computed the e-folding time from the APT1 and APT2 time series, and they amount to about 7 and 5 years, respectively, in the KCM, and they are even shorter in the CMIP5 ensemble, which is also reflected in the shorter the ATP values. In summary, the APT analyses suggest that the decadal modes identified in SAT are strongly damped and their predictability rather limited.
We obtained here multiyear predictability in the northern North Atlantic (APT1), which to some extent is consistent with that described in previous studies (Boer 2004; Latif et al. 2006; Yang et al. 2013) . In this study, we connected the discrepancy between the APT1 pattern and the AMO pattern to sea ice in the North Atlantic. As the sea ice cover changes due to changes in oceanic heat transport, the net heat flux into the atmosphere may also change dramatically (Figs. 4, 5) . Previous studies support the important role of sea ice changes due to SST changes in the North Atlantic and indicated that the associated modification in heat flux could have a strong impact on the atmosphere (Deser et al. 2004 ; Van der Swaluw et al. 2007 ). Thus, the slowly-varying part of the surface air temperature, which is usually driven from the ocean and sea ice, can, through the positive sea ice feedback, increase relative to the unforced atmospheric background spectrum. This suggests an importance role of sea ice in predicting surface air temperature in the North Atlantic sector on multiyear timescale.
The second most energetic APT mode (APT2) is concentrated in the North Pacific. The PDO and the reemergence process play an important role in APT2. The PDO drives temperature anomalies at the surface; these subduct and reemerge during the subsequent winters. Thus, the regions with oceanic reemergence have high predictability. Previous studies have suggested that in the North Pacific, SST persistence is associated with the thermal inertia of the mixed layer, which can be several years due to the reemergence mechanism (Alexander and Deser 1995; Deser et al. 2003) . Through surface heat flux, this may also give rise to the enhanced predictability of surface air temperature in this region. Thus, the APT2 mode is not concurrent with the PDO in the KCM, but lags the PDO by 2 to 3 years. However, this is not the case for the APT2 from the CMIP5 models, which depicts a simultaneous link to the PDO index. The origin of this discrepancy is unknown, but it may due to large model-to-model variations and also the short length of each model output (only 300 years). As pointed out above, long-timescale (multidecadal to centennial) SAT predictability is found in the mid-and high-latitude Southern Ocean, in both the KCM and the CMIP5 models, where SAT variability is strongly linked to the abyssal ocean by deep convection .
The length of integration required to obtain stable results is also investigated with the KCM. We find that an integration of 1000 years is not long enough for the APT analysis (not shown). Further, we performed APT analysis on several individual CMIP5 models and the results were different to those when using the concatenated SATs from all models (Fig. 9) , supporting the need for long integration times. This is due to the influences of centennial to multi-centennial variability simulated by a number of climate models (e.g., Park and Latif 2008; Delworth and Zeng 2012; Latif et al. 2013; Martin et al. 2013 ). Yet the essential features derived from the very long integration of the KCM are also seen in the results obtained from the concatenated CMIP5 SATs (Figs. 2, 9 ). This suggests that by simply concatenating the time series of many models with relatively short integration times may be useful to reduce uncertainties.
Since the above results are only based on climate models, following DelSole et al. (2013) , we projected the detrended SATs from 20CR onto the leading two predictable modes (APT1 and APT2) of the KCM (Fig. 10) . The projections exhibit similar multidecadal variations as those seen in the observed AMO index (correlation 0.68) and PDO index (correlation 0.40), indicating some consistency of the most predictable modes in the KCM with observed decadal climate modes.
Conclusions
We have examined the multiyear predictability of Northern Hemisphere surface air temperature (SAT) and the underlying mechanisms, giving rise to the enhanced predictability in localized regions. To this end we investigated a multi-millennial control integration of the Kiel Climate Model (KCM), a coupled atmosphere-ocean-sea ice general circulation model, and a number of multi-century (pre-industrial) control integrations obtained from the CMIP5 climate model ensemble.
The most robust signals of multiyear SAT predictability are found in the North Atlantic and North Pacific sectors. Predictability over land areas is found to be limited to rather small regions. The most predictable pattern is closely related to the AMO, with significant signals in the sea ice margin region of the North Atlantic where positive sea ice feedback provides enhanced localized predictability of SAT. This pattern locally explains up to 40 % of the SAT variance computed from annual means. The leading APT mode derived from the CMIP5 ensemble is in good agreement with that of the KCM.
The second most predictable pattern in the KCM is concentrated in the mid-latitude North Pacific and related to the PDO, with the reemergence mechanism providing the multiyear memory. This mode locally accounts for up to 30 % of the SAT variance (computed from annual-means) in that region. The region of enhanced SAT predictability in the North Pacific is consistent with that depicted by APT2 calculated from the CMIP5 models. However, the reemergence mechanism is not obvious when considering all CMIP5 models together, which does not exclude that it operates in some of the CMIP5 models.
Due to the lack of sufficient observations, multiyear predictability studies are heavily relying on climate models. However, state-of-art climate models suffer from large biases (Flato et al. 2013; Wang et al. 2014) . In particular the simulation of SSTs in the North Atlantic and North Pacific is flawed, with cold SST biases typically on the order of several centigrade. It thus remains unclear how much of the results presented here carry over to the real world. Yet some consistency has been demonstrated between the models results and observed climate modes. This investigation suggests regions of enhanced multiyear SAT predictability in the Northern Hemisphere, and it is the processes in these regions that may deserve special attention in observational and modeling studies concerned with decadal variability and multiyear predictability.
