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Abstract
For any weighted graph we construct a cycle basis of length O(W · log n log log n),
where W denotes the sum of the weights of the edges. This improves the upper
bound that was obtained only recently by Elkin et al. (2005) by a logarithmic
factor. From below, our result has to be compared with Ω(W · log n), being the
length of the minimum cycle bases (MCB) of a class of graphs with large girth.
We achieve this bound by not restricting ourselves to strictly fundamental cycle
bases—as it is inherent to the approach of Elkin et al.—but rather also considering
weakly fundamental cycle bases in our construction. This way, we can take profit
of some nice properties of Hierarchically Partitioned Metrics (HPM) as they have
been introduced by Bartal (1998).
1 Introduction
We consider a simple undirected 2-vertex connected graph G = (V,E). A non-
negative weight function w may be defined on the edges of G. We denote the
sum of the weights of all the edges by W . A circuit C of G is a connected
subgraph of G, in which each vertex has either degree two or zero. Sometimes,
we may refer to C only through its edge set. The weight w(C) of a circuit C
is defined as the sum of the weights of its edges. The incidence vector γC ∈
{0, 1}E of a circuit C is the characteristic vector of its edge set.
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Cycle Bases. The cycle space C(G) of G is the linear vector subspace
of GF(2)E which is spanned by the incidence vectors of the circuits of G.
It is well known that ν := dim(C(G)) = |E|− |V |+1, or ν = m−n+1 with m
and n defined as usually.
A cycle basis B of G is a set of ν circuits of G which span C(G). The
weight w(B) of a cycle basis B is defined as w(B) = ∑C∈B w(C). In the
Minimum Cycle Basis (MCB) Problem, we want to find a cycle basis of mini-
mum weight. These are sought in many applications, see [Hor87] and references
therein.
For some spanning tree T of G and some non-tree edge e ∈ E \ T , we denote
by CT (e) the unique circuit in T ∪{e}, which is called the fundamental circuit
induced by e with respect to T . It is well known that the set of all the fun-
damental circuits w.r.t. a spanning tree T is a cycle basis; these cycle bases
have special and often desirable properties, and are called strictly fundamen-
tal. A cycle basis is called weakly fundamental if its circuits can be labeled as
C1, C2, . . . , Cν such that
Ci \ (C1 ∪ · · · ∪ Ci−1) 6= ∅, for all i = 2, . . . , ν. (1)
Let ei ∈ Ci \ (C1 ∪ · · · ∪ Ci−1). Notice that {e1, . . . , eν} are the co-tree arcs
with respect to some spanning tree T ⊂ E. In particular the circuit C1 is a
fundamental circuit with respect to that spanning tree T .
Metrics. The metric dG that is associated with a weighted connected graph
(G,w) is defined by the shortest-path distances in G with respect to w. The
diameter diam(G) of (G,w) is defined as
diam(G) := max{dG(u, v) : u, v ∈ V }. (2)
Let V ′ ⊂ V and consider the induced subgraph G[V ′] of G. The strong internal
diameter of V ′ is diam(G[V ′]). In contrast, the weak diameter of V ′ is the
maximum distance in G between two vertices in V ′ ([KRS01]). A metric d on
a set of elements V is said to dominate another metric d′ on V if for all u, v ∈ V
we have d′(u, v) ≤ d(u, v).
Related Work. Deo et al. ([DKP82]) conjecture that every unweighted
graph has a strictly fundamental cycle basis of length O(n2). Since strictly
fundamental cycle bases specialize general cycle bases, their conjecture may
even serve as the first estimate on the length of an MCB. Still for unweighted
graphs, Horton ([Hor87]) introduced a heuristic for computing a cycle basis
of length O(n2). Later, it was shown in [Lie03] that the resulting cycle basis
is always weakly fundamental. As the requirement of strict fundamentality
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is relaxed here, this result can only serve as a partial answer to Deo et al.’s
conjecture.
Alon et al. ([AKPW95]) gave a more direct answer to Deo et al.’s conjecture.
They prove that every weighted graph has a strictly fundamental cycle basis of
length O(W · exp(O(√log n log log n))). Recently, this was improved by Elkin
et al. ([EEST05]) to only O(W · log2 n log log n). It is known that there exist
graphs with large girth such that the length of their MCB is Ω(W · log n),
see [Bol78]. Hence, for general graphs the bound of Elkin et al. could be
improved asymptotically by at most logn log log n.
Bartal ([Bar98]) investigated a problem which—at least at first sight—could
appear not being related too much to cycle bases of graphs. He approx-
imates a general metric by a tree metric, which is defined on some aux-
iliary graph, on a so-called k-Hierarchically Well-Separated Tree (k-HST).
More precisely, the resulting tree metric dominates the initial metric and
over-estimates it—in the deterministic case on average—by a factor of at
most α(n) ∈ O(log n log log n). Later, by introducing further techniques, this
bound was decreased to only O(log n) ([FRT03]).
Contribution. We develop a way to profit from Bartal’s techniques in the
context of the Minimum Cycle Basis Problem. More precisely, based on the
3-HST that Bartal introduced, we construct for a weighted 2-vertex con-
nected undirected graph a weakly fundamental cycle basis of length O(W ·
log n log log n). Hereby, we improve the previously known best upper bound
on the length of general minimum cycle bases by a factor of logn. Also, since
there are graphs of large girth which show that no general upper bound can
drop below O(W · log n), we conclude that our construction is almost tight.
This paper is organized as follows. In Section 2 we present the two main objects
(Hierarchical Partition Metrics (HPM) and k-HSTs) that Bartal introduced
when computing approximate tree metrics, together with their major prop-
erties. Based on 3-HSTs, in Section 3 we finally present the algorithm for
computing a weakly fundamental cycle basis of length O(W · log n log log n).
In an appendix we consider it helpful to provide a detailed exposition of a
procedure originally proposed in [Bar98] to derive a k-HST from a HPM.
2 Techniques and Main Idea
Following the presentation of our algorithm will be most convenient to the
reader, when having in mind the following simple—though useful—property
of weakly fundamental cycle bases.
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Remark 1 One way to construct a weakly fundamental cycle basis B is to
define some spanning tree F and provide an order of the co-tree edges E \ F ,
say e1, . . . , eν, where F = eν+1, . . . , em. Then, the basic circuit C that we
associate with a co-tree edge ei ∈ E \ F has to contain ei and may use some
edges of the tree F and some of the co-tree edges e1, . . . , ei−1. But C must not
contain any of the edges ei+1, . . . , eν.
The key to our algorithm for constructing a short weakly fundamental cycle
basis will thus be the order in which we process the edges of G. And this
order will be dictated by a decomposition of G, the k-HST. These objects
were introduced by Bartal ([Bar98]). Since their construction is based on a
HPM, here we not only present k-HST and its properties, but also HPM.
Definition 2 A hierarchical partition metric (HPM) of a weighted connected
graph (G,w) is a length function dHPM defined on the edges of G according to
the following recursive process: Let C ⊆ E be a cut in G. For every e ∈ C, we
require that dHPM(e) ≥ diam(G), and dHPM forms a HPM over each connected
component of G \ C recursively.
Theorem 3 here below is just a specialized formulation of one of Bartal’s main
results, as best suited for our purpose.
Theorem 3 (specialized formulation of Thm 13 in [Bar98]) There ex-
ists a function α(n) ∈ Θ(n log n log log n) such that every weighted connected
graph (G,w) admits an HPM dHPM dominating dG and such that
∑
{u,v}∈E
dHPM(u, v) ≤ α(n) · W. (3)
The metric dHPM can be constructed in polynomial time.
To end with a more gentle presentation of our algorithm, we do not work
directly on HPMs. Rather, as a kind of intermediate step, we derive from an
HPM a so-called k-hierarchically well-separated tree (k-HST).
Where U is a subset of V , we denote by G[U ] the subgraph of G induced by U .
When tracing down the recursive process in Definition 2, one produces smaller
and smaller connected induced subgraphs of G until she gets down to single
nodes in V . These connected subgraphs are called clusters and their node sets
form a nested family S having V as its maximal element and all the singletons
in V as minimal elements.
We resort on the standard way of representing such a laminar family S by
a rooted tree T : the nodes of T are the sets in S and there is an arc (U,U ′)
between two sets U and U ′ in S iff U ′ ⊆ S and U ′ ⊆ U ′′ ⊆ S holds for no U ′′ in
S. Notice that V is the root of T and the leaves of T are in 1,1-correspondence
with the nodes in V . More in general, each node of T is the disjoint union of its
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children. Such a tree is called a V -tree. In a V -tree for a pair of vertices u 6= v
we consider their least common ancestor Λ(u, v) ∈ V (T ), being the vertex on
the unique uv-path in T that is closest to the root of T . Its associated cluster
in G is just G[Λ(u, v)].
Definition 4 A k-hierarchically well-separated tree (k-HST) of a weighted
connected graph (G,w) is a V -tree T with weights c on the arcs, with the
following properties:
(1) c(U,U1) = c(U,U2) for any two arcs of T with a common tail;
(2) c(U ′, U ′′) ≤ 1
k
c(U,U ′) for any two subsequent arcs (U,U ′) and (U ′, U ′′) in
T ;
(3) for each node U of T , the induced graph G[U ] is connected (what we call
a cluster).
A k-HST (T, c) induces a metric dHST over V , where dHST (u, v) is the distance
between u and v in (T, c), i.e. dHST (u, v) := c(Pu,v), where Pu,v is the unique
u, v-path in T . We only consider k-HSTs where dHST dominates dG,w. Clearly,
for such k-HSTs, the metric dHST is an HPM. We are interested in k-HSTs
of low stretch, that is, we need the condition in Theorem 3 to hold for dHST .
In [Bar98], Bartal also indicated how to obtain such a k-HST from an HPM
as in Theorem 3 by loosing only a factor of 4 to be placed in front of α.
Theorem 5 (stated in [Bar98] for weak diameters) Given a weighted graph
(G,w) and a HPM dHPM over (G,w), there exists a polynomial-time algorithm
to construct a k-HST T with metric dHST that dominates the strong internal
diameters of the subgraphs of (G,w) that are induced by T , and which ex-




dG[Λ(u,v)](u, v) ≤ dHST(u, v) ≤
k2
k − 1 · dHPM(u, v), ∀u, v ∈ V (G). (4)
Although the main idea for proving Theorem 5 has already been sketched in
[Bar98], we consider it useful to present in detail the construction of a k-HST
in an appendix.
In the algorithm that we are about to present in the next section we will
process the clusters of T bottom-up, i.e. we will only start working in a cluster
when we finished working in any of its descendents.
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3 Computing a Short Weakly Fundamental Cycle Basis
Now we present our Algorithm 1 that for a given weighted graph (G,w) of
total weight W constructs a weakly fundamental cycle basis of objective value
at most
(16 · α(n) + 1) · W, α ∈ O(log n log log n), (5)
where α refers to Bartal’s constant in Theorem 3.
The first line of Algorithm 1 is a call to a procedure Make-3-HST. We as-
sume procedure Make-3-HST performs the following tasks: (1) compute a
hierarchical partition metric dHPM holding the properties as stated in Theo-
rem 3; and (2) derive from the metric dHPM a 3-hierarchically well-separated
tree T and the corresponding metric dHST holding the properties as in (4). It
was shown in [Bar98] how both (1) and (2) could be effectively and efficiently
performed. As for (2), this can be done using the algorithm in the appendix,
just a rewriting of the procedure first described in [Bar98].
Algorithm 1 resorts on a further external procedure: we assume that where
(G,w) is a weighted graph and u is a node of G, then Dijkstra((G,w), u)
computes the u-rooted shortest path tree S = e1, e2, . . . , en−1 in (G,w); it is
assumed that the edges of S are given in the same order as they would be put
into S by the classical Dijkstra’s algorithm ([Dij59]).
After the 3-hierarchically well-separated tree T and the corresponding met-
ric dHST have been obtained, the actual iterative construction of the circuits
to be put in the basis B can start. As anticipated in Remark 1, we will accom-
pany the construction of B by also computing a spanning tree F of G plus an
ordering of the non-tree edges E(G) \ F of G. Thus, in our iterative process
we start with B := ∅ and F := ∅, and collect in the set Z all the edges that
were already processed according to the ordering that we are about to define.
Observe that Z will contain tree edges and non-tree edges. When we process
an edge e (and thus add e to Z), this has one of the two possible results:
Either F ∪ {e} is cycle-free, then we add e to F . Or F ∪ {e} contains some
cycle, then we add to B a circuit through e which only uses edges in Z, and
which is sufficiently short. For simplicity, you may think of a shortest circuit
through e that only uses edges in Z.
We now give a description of the order in which we are going to process
the edges of G. Processing the edges will be grouped according to the clusters
of T . We will color a node U ∈ V (T ) green, if all the edges of its corresponding
cluster G[U ] have been processed, i.e. E(G[U ]) ⊆ Z. Otherwise, U will have
to remain colored red. At the start of the algorithm we may thus color in
green all the leaves of T , and the algorithm terminates when the root of T
finally becomes green. The order by which we pass through the clusters of
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the k-HST will be bottom-up, i.e. we may only work in a node U ∈ V (T ), if
all its descendents are colored green. Hence, when we start working in G[U ],
some edges may have already been processed while working in clusters that
correspond to descendents of U in T . The other edges, i.e. E(G[U ]) \ Z, are
called U -proper. We process all the U -proper edges in a specific order which
we specify in the very next paragraph. After doing so, we may color U green.
The order in which we process the U -proper edges of a cluster G[U ] is as
follows. We first compute Dijkstra’s shortest path tree S ⊆ E(G[U ]) in this
cluster, rooted at some arbitrary vertex u of U . During this procedure, when-
ever a U -proper edge e gets added to S, we process this edge. Second, after
all the edges of S have been processed, or S ⊆ Z, we process—in arbitrary
order—all the U -proper edges in E(G[U ]) \ S.
In practice, we suggest to compute the basic circuits which we add in Step 24 of
Algorithm 1 as the shortest circuits through e in Z∪{e}. In general, this would
lead to shorter bases. However, our asymptotic analysis would not improve.
For the analysis, we define for a cluster G[U ]
∆(U) := diamHST(G[U ]) := max{dHST(u, v), u, v ∈ U}.
Since, according to (4), dHST is dominating the strong internal diameter of the
cluster, we find that
∆(U) ≥ diam(G[U ]). (6)
Moreover, for any two vertices v1, v2 ∈ V (G) for which Λ(v1, v2) = U , we may
bound ∆(U) as follows,
∆(U) ≤ k
k − 1 · dHST(v1, v2). (7)
Lemma 6 Let U be the cluster that is currently processed by Algorithm 1.
Each circuit C that we add to the basis B in Step 18 as the shortest circuit
through ei ∈ {v1, v2} ∈ S in Z has weight w(C) at most
w(C) ≤ 7
2
· dHST(v1, v2). (8)
Proof. Here, ei /∈ Z, and thus Λ(v1, v2) = U . Hence we will first identify a
bound on w(C) in terms of ∆(U), and finally apply (7) for k = 3. The bound
on w(C) is obtained by identifying a (possibly different) cycle C ′ in Z and with
ei ∈ C ′, and establishing w(C ′) ≤ 52 · ∆(U). The cycle C ′ will be constructed
out of two subpaths of S plus a shortest path within a subcluster of U .
We assume w.l.o.g. that v1 is closer to the root u of the shortest-path tree S
in G[U ]. Denote by U2 the child of U in T that contains v2.
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Algorithm 1 wfcb
Require: A weighted input graph (G,w).
Ensure: A weakly fundamental cycle basis B of G with w(B) = O(W ·
log n log log n).
1: (T, dHST) := Make-2-HST(G,w); // uses hpm2hst, see appendix
2: B := ∅;
3: F := ∅; // becomes a spanning tree of G related to B as in Remark 1
4: Z := ∅; // the set of edges already considered. In particular, F ⊆ Z and
each edge in Z \ F belongs to some circuit in B.
5: Color with green all the leaves of T , and with red all other nodes;
6: while some node of T is red do
7: Let U be any red node of T whose children are all green;
8: Color U with green;
9: Let u be an arbitrary vertex of G[U ];
10: S = {e1, . . . , es} := Dijkstra((G[U ], w), u); // Recall that G[U ] is
connected
11: for i = 1 to s do
12: if ei ∈ Z then
13: // void — ei already processed in a subcluster of U .
14: else if F ∪ {ei} is cycle-free then
15: F := F ∪ {ei}, Z := Z ∪ {ei};
16: else
17: // ei 6∈ Z, and F ∪ {ei} contains some cycle
18: Add to B the shortest circuit through the edge ei that only uses
edges in Z;
19: Z := Z ∪ {ei};
20: end if
21: end for
22: // By now we have S ⊆ Z.
23: for all e ∈ E(G[U ]) \ Z do
24: Add to B the unique circuit in S ∪ {e}
25: Z := Z ∪ {e};
26: end for
27: // Here we have E(G[U ]) ⊆ Z.
28: end while
We are in the situation where F ∪ {ei} contains some circuit Q with ei ∈ Q.
Consider the cut X ⊂ E(G[U ]) that corresponds to (U2, U \ U2). Observe
that ei ∈ X. As every cycle has even intersection with any cut, and since
∅ 6= {ei} ∈ Q∩X, we know that |Q∩X| ≥ 2, and in particular |F ∩X| ≥ 1. 1
But since edges in X have precisely one endpoint in U2, they cannot be con-
tained in any subcluster of U and thus are processed during U ’s iteration of
1 One could even show by induction that in fact |F ∩ X| = 1.
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the while-loop. Hence, each element of F ∩ X is part of the shortest-path
tree S in U .
We compose the not necessarily simple cycle C ′ out of the following three parts:
First, the unique path Puei ⊂ S from u to ei. Second, one path Puf ⊂ S from u
to some edge f such that Puf ∩X = {f} 6= {ei}, see Figure 1 for the location






Fig. 1. Comparing for some cluster U (on the left) the u-rooted shortest-path tree S
(in the middle) to the growing spanning tree F of the input graph (on the right)
in G[U ], for P ∈ {Puei , Puf} we know that w(P ) ≤ diam(G[U ])
(6)
≤ ∆(U).
The third and last part of the cycle C ′ is selected as a shortest path Peif
in G[U2] between the corresponding endpoints of ei and f . Such a path exists
because any cluster is connected, and Peif only uses edges in Z because it
stays within the cluster U2 all of whose edges were already processed, cf. the
comment in Line 27 of Algorithm 1.
To bound the length of Peif , recall the second property of a k-HST and con-
sider the subgraph G[U2] of G: Our bound ∆(U2) on the strong internal di-
ameter of G[U2] is by (at least) a factor of k smaller than the corresponding
bound ∆(U) on the strong internal diameter of G[U ]. As we chose T to be a
3-HST, we finally obtain w(Peif ) ≤ diam(G[U2]) ≤ ∆(U2) ≤ ∆(U)3 . In total,
this reads








Lemma 7 Let U be the cluster that is currently processed by Algorithm 1.
Each circuit C that we add to the basis B in Step 24 for some non-tree edge e =
{v1, v2} ∈ E(G[U ]) \ S has weight w(C) at most
w(C) ≤ 3 · dHST(v1, v2) + w(e). (9)
Proof. We identify a cycle C ′ that respects the length-bound in (9), but which
is already a superset of the circuit C that we add to the basis in Step 24. Again,
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from e = {v1, v2} 6∈ Z we conclude that U = Λ(v1, v2). Let P1 be the unique
uv1-path in S (thus being a shortest path), and P2 be the unique uv2-path
in S. By defining C ′ := P1 ∪ P2 ∪ {e}, we obtain
w(C) ≤ w(C ′) ≤ w(P1) + w(P2) + w(e)
(6)
≤ 2 · ∆(U) + w(e)
(7)
≤ 3 · dHST(v1, v2) + w(e).
2
Theorem 8 Every weighted graph (G,w) with total edge weight W admits a
weakly fundamental cycle basis of length at most W · O(log n log log n). Such
a basis can be computed in polynomial time.
Proof. We apply Algorithm 1 to construct a weakly fundamental cycle basis B.
The length w(B) of B is the sum of the weights of all the basic circuits which
we add in Steps 18 and 24 of the algorithm. For every non-tree edge e =
{v1, v2} ∈ E(G) \ F according to Lemma 6, Lemma 7, and Equation (4), the
length w(C) of the circuit C that is added while processing e is bounded by






·dHPM(v1, v2) ≤ w(e)+16 ·dHPM(v1, v2).
By summing this bound over all edges—although only non-tree edges with





≤ (16·α(n)+1)W, α ∈ O(log n log log n), (10)
where α(n) refers to Bartal’s constant in Theorem 3. 2
The fact that we are omitting the explicit constants in our statement of The-
orem 8 reflects that our focus is on the asymptotic improvement of the result
by Elkin et al. ([EEST05]), rather than fine-tuning these constants.
4 Conclusions
After upper bounds of O(n2) (for unweighted graphs) and O(W ·log2 n log log n)
on the weights of Minimum Cycle Bases (MCB), we provide a polynomial-time
algorithm that computes a weakly fundamental cycle basis of weight O(W ·
log n log log n). Given the fact that there exist classes of graphs of large girth
whose MCB has length Ω(W ·log n), we consider our general bound fairly close
to being asymptotically tight.
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In this appendix we present in detail a construction that Bartal ([Bar98])
sketched to derive a k-HST T from a given HPM, preserving its average
length-bound up to a constant factor. A detailed analysis of this construc-
tion establishes the following theorem.
Theorem 4 (stated in [Bar98] for weak diameters) Let (G,w) be a weighted
graph and dHPM a HPM over (G,w). There exists a polynomial-time algorithm
to construct a k-HST T with metric dHST that dominates the strong internal
diameters of the subgraphs of (G,w) that are induced by T , and which ex-










k − 1 · dHPM(u, v), ∀u, v ∈ V (G). (4)
To derive a k-HST T from an HPM, consider the V -tree T (HPM) that cor-
responds immediately to the input-HPM. The key operation is to contract
certain arcs of T (HPM) whenever the diameter of a cluster in T (HPM) would
not comply with a certain threshold-value. These threshold-values are de-
signed in particular to ensure Property 2 in Definition 4, and thus essentially
depend on the depth of the corresponding node in T (HPM). In the end, these
threshold-values are used to define the lengths of the arcs in T , and thus the
metric dHST for G.
To each cluster G[U ] for which we copy a node from T (HPM) into the k-
HST T , we associate a threshold value c(U) ∈ {diam(G)
kj




< diam(G[U ]) ≤ c(U), ∀U ∈ V (T ). (11)
We set the cost c(U,U ′) of an arc (U,U ′) as c(U)
2
. In T (HPM) it could appear
that the diameter of a child U ′ of U might not decrease sufficiently, in order
to comply with Property 2 in Definition 4, i.e. diam(U ′) ≥ c(U)
k
. In such a
situation we continue deriving T from T (HPM) as follows: do not introduce
any node for the cluster G[U ′] in T , simply contract the arc (U,U ′), and hereby
consider the children of U ′ in T (HPM) as candidates to become direct children
of U in T .
In most detail, we derive a k-HST T from an HPM by invoking the following
initial call for the recursive Algorithm 2 hpm2hst
hpm2hst(T (HPM), V (G), diam(G)),
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where T (HPM) is the V -tree that corresponds to the input-HPM.
Algorithm 2 hpm2hst
Require: A V -tree T (HPM) that encodes an HPM over (G,w);
a non-empty subset U of the vertices of V (G);
a threshold-value c(U) for which c(U)
k
< diam(G[U ]) ≤ c(U)
Ensure: A k-HST dHST defined on a new rooted V -tree T
1: Add a new artificial node for U to T
2: if |U | > 1 then
3: Let P be the children of U in T (HPM)
4: while P 6= ∅ do
5: Let U ′ ∈ P and remove U ′ from P
6: if diam(G[U ′]) ≤ c(U)
k
then
7: i := 1
8: if diam(G[U ′]) ≤ c(U)
k2
then
9: // strong internal diameter of U ′ too small – adjust i to meet
precondition
10: Let i be such that c(U)
ki+1
< diam(G[U ′]) ≤ c(U)
ki
11: end if
12: T ′ := hpm2hst(T (HPM), U ′, c(U)
ki
) // i ensures precondition for U ′





15: // strong internal diameter of U ′ too large – contract T (HPM)-
arc (U,U ′)





Recall that the leaves of the output tree T of hpm2hst are in 1, 1-correspon-
dence with the vertices of G. Hence, for any two vertices u, v ∈ V (G) we
define the metric dHST(u, v) over G as the sum of the costs of the arcs on
the unique undirected path P in T which connects their counterparts in T .
The fact that T is indeed a k-HST can be seen fairly easily: Property 3 in
Definition 4 is inherited from HPM, and Properties 1 and 2 are ensured by
Lines 13 and 12 in Algorithm 2 hpm2hst, respectively.
Lemma 9 For all u, v ∈ V (G), dHST(u, v) ≥ dG[Λ(u,v)](u, v).
Proof. The unique undirected path between u and v in T contains precisely
two arcs of cost c(Λ(u,v))
2
. Together with the definition of c(Λ(u, v)) this yields
13













Proof. On the one hand, the maximum cost of an arc on the unique undirected
path between u and v in T is c(Λ(u,v))
2
. By Property 2 in Definition 4 for the















k − 1 , or
dHST(u, v) ≤ c(Λ(u, v)) ·
k
k − 1 . (12)





≤ diam(G[Λ(u, v)]) ≤ dHPM(u, v),
which concludes the proof, when combined with (12). 2
Composing (4) and (7) indicates that it becomes interesting to us to minimize
the function f(x) = x
3
(x−1)2
over (1,∞). Here, its unique minimum is attained
at xmin = 3. Hence the metric dHST that we define through our k-HST preserves
the length bounds of the input metric dHPM rather well, when choosing k = 3.
14
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