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Resumen La planicacion de tareas y la asignacion de recursos en pro-
yectos de desarrollo de mediana a larga escala es un problema extre-
madamente complejo y es uno de los principales desafos de la gestion
del proyecto, debido a su complejidad. El objetivo es minimizar la dura-
cion y el costo del proyecto. En este trabajo proponemos un algoritmo
genetico (AG) tradicional usando codicacion binaria para representar
una solucion al problema de planicacion de proyectos software. En par-
ticular nos centramos en la eleccion del operador de cruce, junto con su
probabilidad; proponemos comparar el cambio en el rendimiento del AG
al utilizar operadores geneticos tradicionales respecto de otros mas es-
peccos para el problema. Los experimentos mostraron que utilizar una
recombinacion tradicional es capaz de aumentar el rendimiento del algo-
ritmo, manteniendo en niveles aceptables la velocidad de convergencia.
Keywords: proyectos de planicacion software, algoritmos geneticos,
cruce, probabilidades
1. Introduccion
En la actualidad, la gestion de los proyectos de desarrollo de software requie-
re de la programacion temporal, la planicacion y la monitorizacion de tareas,
asignando recursos de manera eciente para conseguir objetivos especcos, cum-
pliendo con un conjunto de restricciones. En lneas generales, la planicacion de
proyectos software [1] consiste en determinar quien debe hacer que, cuando, con
que recursos y en que momento. Las tareas pueden ser muy diversas: desde man-
tener documentos hasta escribir programas. Por recursos entendemos personal
con sus habilidades y el tiempo. Los objetivos que se persiguen es minimizar la
duracion y el costo. Ademas de cumplir con dichos objetivos se debe asegurar
una calidad mnima del producto [2].
Los objetivos en conicto y las restricciones hacen de este un problema de
optimizacion NP-hard [11], para el cual no existen soluciones algortmicas poli-
nomiales conocidas, razon por la cual, las aplicaciones de apoyo disponibles en
el mercado hacen un seguimiento pasivo del proyecto. Dado que para el admi-
nistrador del proyecto sera de gran utilidad disponer de una herramienta que le
110
2 German Dupuy - Natalia Stark - Carolina Salto
facilite obtener planicaciones de forma automatica que concilien los objetivos en
conicto a nivel de proyecto, muchos investigadores recurrieron a metaheursti-
cas, en particular algoritmos geneticos (AGs), para resolver el problema [1,2,3,9].
El trabajo de Alba y Chicano [1] es probablemente el trabajo mas conocido y
representa el estado del arte en la resolucion del problema usando AGs.
En este trabajo nos centramos en la resolucion del problema de planicacion
de proyecto de software (PSP) usando algoritmos geneticos [8]. Sin embargo, es
importante resaltar, que en algoritmos geneticos en general la eleccion de un
operador de cruce y su probabilidad de aplicacion constituyen aspectos crticos
en el dise~no del algoritmo [10], debido a que el uso de parametrizaciones inade-
cuadas frecuentemente producen una reduccion importante en el rendimiento del
algoritmo [12]. Esto se debe en general a que los espacios de busqueda resultantes
presentan caractersticas indeseables, como muchos optimos locales y multiples
regiones factibles desconectadas, que hacen que el proceso de optimizacion re-
sulte considerablemente mas difcil.
El algoritmo genetico propuesto para resolver el problema utiliza cromosomas
binarios para representar soluciones al PSP. Estas soluciones son matrices que
codican la dedicacion de cada empleado para realizar una determinada tarea.
Por simplicidad en la implementacion, estas matrices se traducen en cadenas bi-
narias que manipula el algoritmo genetico. Usar esta traduccion permite aplicar
distintos tipos de operadores de recombinacion: operadores de cruce tradicionales
(un punto, dos puntos, uniforme, entre otros) que actuaran directamente sobre
la cadena binaria que representa la matriz solucion o bien aquellos dise~nados
para la recombinacion de matrices. Por lo tanto, el objetivo que se persigue en
este trabajo consiste en determinar cual operador genetico se adapta mejor en
la resolucion del problema en cuestion, como as tambien determinar cual es
la probabilidad de cruce mas adecuada, otro aspecto en conicto relacionado
con el operador de cruce. Hemos considerado un conjunto amplio de instancias,
variando los distintos parametros del algoritmo, para evitar sesgar las conclu-
siones y evitar la posibilidad de "hand-tuning" del algoritmo para una instancia
particular del problema.
Este trabajo esta organizado como sigue. En la Seccion 2 se dene el Problema
de Planicacion de Proyectos. En la seccion 3 se trata la aplicacion del AG
al problema en cuestion, luego en la seccion 4 se describe la parametrizacion
utilizada, seguidamente se muestran los resultados en la seccion 5 y por ultimo,
en la seccion 6 se presentan algunas conclusiones y trabajos futuros.
2. Denicion del Problema
El problema de planicacion de proyectos (PSP, Project Scheduling Problem)
plantea la necesidad de un procedimiento para asignar recursos limitados a un
conjunto de tareas en un cierto plazo. Se esta frente a un proceso de toma de
decisiones que tiene como meta la optimizacion de objetivos que eventualmente
pueden estar en conicto entre s. Los recursos gestionados son personas con un
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conjunto de habilidades, un salario y un grado maximo de dedicacion al proyecto.
Los objetivos son, normalmente, minimizar la duracion y el costo del proyecto.
La formulacion del problema es como sigue [4]. Se tiene un conjunto de E
empleados y un conjunto de T tareas con ciertas habilidades requeridas, ademas
de un grafo de precedencia de tareas (TPG). Cada empleado posee un conjunto
de habilidades, recibe un salario mensual y tiene un grado maximo de dedicacion
al proyecto (cociente entre la cantidad de horas dedicadas al proyecto y la can-
tidad de horas de una jornada laboral completa). Cada tarea esta caracterizada
por un conjunto de habilidades asociadas necesarias para poder ser llevadas a
cabo y un esfuerzo expresado en personas-mes. Las tareas se deben completar
segun el orden establecido por el grafo de precedencia de tareas, el cual es un
grafo dirigido que indica que tareas deben completarse antes de iniciar otra.
El objetivo del problema es, entonces, asignar empleados a tareas, minimi-
zando tanto el costo como la duracion del proyecto. Se debe considerar que a
cada tarea la realiza al menos una persona, las habilidades de los empleados que
realizan cierta tarea deben cubrir el conjunto de habilidades requeridas por esa
tarea y, por ultimo, la dedicacion de un empleado al proyecto no debe exceder su
dedicacion maxima. Si alguna de estas restricciones no se cumplen, se considera
que la solucion al problema no es factible. Por lo tanto, una solucion al proble-
ma se puede representar por medio de una matriz X = (xik) de tama~no E  T
donde xik  0. El elemento xik es el grado de dedicacion del i-esimo empleado
a la k-esima tarea.
La calidad de una solucion depende de tres factores: la duracion y el costo
del proyecto y la factibilidad de la solucion. La duracion de cada tarea (tkdur)
es el cociente entre el esfuerzo para realizar la tarea y la sumatoria de los grados
de dedicacion de cada empleado a esa tarea. Obtenida la duracion de cada tarea
y teniendo en cuenta el TPG, se calcula el tiempo de inicio y n de cada una, lo
que da lugar a conocer la duracion del proyecto, denotada por tiempo. El costo
(costo) es el producto entre el salario del empleado y el tiempo de dedicacion
al proyecto; este ultimo es la suma de la dedicacion a cada tarea del empleado
multiplicada por la duracion de la misma.
3. Algoritmo Genetico para el PSP
En este trabajo se utiliza un AG tradicional con representacion binaria y
reemplazo generacional, a diferencia de las propuestas de Alba y Chicano [1] que
utilizan un AG de estado estacionario y de Minku et. al [9] que trabajan con
una (1+1)-AG. La solucion al problema se representa por una matriz X, donde
el elemento xij indica el grado de dedicacion del i-esimo empleado a la j-esima
tarea. Se considera que el grado de dedicacion maxima de cada empleado es
igual a 1, ya que se supone que ningun empleado trabaja horas extras, es decir
xij 2 [0; 1]. Como la dedicacion de cada empleado xij es un valor real, el intervalo
de dedicacion se discretiza en ocho valores uniformemente distribuidos, tomando
para ello tres bits [1]. Como tecnica de implementacion y por simplicidad, se
adopto que la matriz solucion X se represente como una cadena binaria en una
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Figura 1. Funcionamiento del cruce de matrices
dimension (x), es decir se realiza un procedimiento de aplanamiento de la matriz.
En consecuencia, la dimension de la cadena binaria x es igual a E  T  3. La
funcion de tness que usa el AG para medir que tan buena es una solucion es la
siguiente:
f(x) =

1=q si la solucion es factible
1=(q + p) en caso contrario
(1)
donde q = wcosto  costo + wtiempo  tiempo, p = wpenal + wt inc  t inc +
wh nocubh nocub+wextras extras y wcosto, wtiempo, wpenal, wt inc, wh nocub
y wextras son parametros predenidos, costo y tiempo son el costo y el tiempo
de nalizacion del proyecto asociados a la solucion, t inc es la cantidad de ta-
reas que no tienen empleados asociados, h nocub es la cantidad de habilidades
requeridas no cubiertas para realizar todas las tareas del proyecto, y extras es
el tiempo total de horas extras de todos los empleados durante la ejecucion del
proyecto. Como los dos terminos q y p aparecen en el denominador y el objetivo
es minimizarlos, entonces f(x) se debe maximizar.
Un punto crucial en el dise~no de un algoritmos genetico es determinar un ope-
rador de cruce adecuado al problema. Dado que algunos son mas disruptivos que
otros, el tipo de cruce usado puede dirigir una busqueda demasiado exhaustiva
sobre una region o por el contrario hacer una gran exploracion sobre el espacio
de busqueda. Como el AG propuesto en este trabajo maneja cromosomas repre-
sentados como cadenas binarias, se propone utilizar el tradicional cruce de un
punto para arreglos binarios (1X) introducido por Holland [7].
Por otra parte, como la solucion al problema es una matriz, se decidio analizar
el comportamiento del algoritmo utilizando un cruce dise~nado especialmente
para recombinar matrices, conocido como cruce 2D de un punto (2DMX) [13].
Luego de transformar la cadena binaria x en la matriz X, el cruce selecciona
una la y una columna (la misma en los dos padres) en forma aleatoria y luego
intercambia los elementos en el cuadrante superior izquierdo y en el cuadrante
113
Title Suppressed Due to Excessive Length 5
inferior derecho de ambos individuos. La Figura 1 muestra en forma graca el
funcionamiento del cruce.
Analizando el grado de ruptura que podran provocar ambos operadores, es
de esperar que el operador 1X resulte con un menor grado de ruptura de la
informacion (en este caso planicacion) contenida en las soluciones padres ya
que podra pasar las completas (cada la indica el grado de dedicacion de cada
empleado a las distintas tareas) de los padres al hijo. Por otra parte, como se
puede apreciar en la Figura 1 la preservacion de la informacion contenida en los
padres es mas compleja de lograr en el caso de que el AG utilice 2DMX.
La ecacia de un operador esta muy relacionada con su probabilidad de
aplicacion (pc). Por consiguiente, la eleccion de un valor adecuado de pc afec-
ta crticamente el comportamiento y rendimiento de los AGs. En particular la
probabilidad de cruce controla la capacidad de los AGs para explotar un pico
localizado con el objetivo de alcanzar un optimo local. Cuanto mas alta es la
probabilidad de cruce, se da lugar a una rapida explotacion. Pero, una pc muy
alta debera disromper//perturbar los individuos en forma mas rapida de lo que
puedan ser explotados. Las conguraciones sugeridas para la probabilidad de
cruce son pc = 0;6 [5], pc = 0;95[6] y pc 2 [0;75; 0;95][12]. Estos valores fueron
derivados de estudios empricos sobre un determinado conjunto de problemas de
prueba, y pueden ser inadecuado debido a que el valor de pc es especco para
el problema en estudio. Teniendo en cuenta estas consideraciones, en este tra-
bajo se plantea analizar distintos valores de probablidades, desde bajos a altos,
para determinar cual de ellas es la mas adecuada para los operadores estudia-
dos, a n de obtener un buen rendimiento del AG para resolver el problema de
planicacion de proyectos.
4. Parametrizacion
En esta seccion se muestran los valores parametricos utilizados para evaluar
el rendimiento de las variantes del AG propuesto para resolver el problema de
planicacion de proyectos de software. Para llevar a cabo esta comparacion se
proponen las siguientes variantes de AG: (i) un AG con operador de cruce bi-
nario de un punto (AG 1X) y (ii) un AG con operador de cruce sobre matrices
(AG 2DMX). Ademas, para evitar ajustar el algoritmo a una situacion particu-
lar y permitir una comparacion justa, por cada variante se propone el estudio de
su comportamiento al utilizar distintas probabilidades de cruce, a saber: 0.3, 0.5,
0.75 y 0.9, es decir, de bajos valores de cruce a altos. De esta manera, resultan el
estudio de ocho variantes algortmicas (2 cruces por 4 probabilidades cada uno).
El tama~no de la poblacion () es de 64 individuos y es inicializada aleatorea-
mente. En cada generacion se crean 64 individuos (). Como criterio de seleccion
de padres se utiliza torneo binario y el reemplazo es (+ ) utilizando seleccion
proporcional por ruleta. El operador de mutacion es el bit-ip con probabilidad
igual a 0.005. El maximo numero de evaluaciones esta jado en 20000.
Para realizar las experimentaciones y comparar los efectos de los operadores
de cruce con las distintas probabilidades se tomaron las instancias propuestas
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en [4]. Estas instancias representan una variedad de escenarios de la vida real.
Los componentes de las instancias son: empleados, tareas, habilidades, y el grafo
de precedencia de tareas (TPG). Las instancias empleadas representan proyectos
que varan en el numero de empleados: 5, 10 y 15, en el numero de tareas: 10,
20 y 30, y en el numero de habilidades de los empleados: 4 a 5, 6 a 7, 5 y 10
habilidades. Una de ellas podra ser por ejemplo un proyecto que cuenta con 10
empleados, 30 tareas, y 6 a 7 habilidades por empleado. De la combinacion de
habilidades, empleados y tareas se obtiene un total de 36 instancias. Los valores
de los pesos de la funcion de tness son [4]: wcosto = 10
 6, wtiempo = 10 1,
wpenal = 100, wtinc = 10, whnocub = 10 y wextras = 0;1.
La experimentacion realizada ha sido extensa: las ocho variantes algortmicas
en estudio se evaluaron con cada una de las instancias, en total se obtienen un to-
tal de 288 combinaciones (8 algoritmos  36 instancias). Debido a la naturaleza
estocastica de los algoritmos, cada una de ellas se ejecutan 30 veces para obtener
una muestra conable. En total se realizaron 30  288 ejecuciones haciendo un
total de 8640 ejecuciones. Hemos realizado un analisis estadstico de los resulta-
dos a n de obtener conclusiones signicativas, en particular se aplico el test no
parametrido Kruskal Wallis, considerando un nivel de signicancia de  = 0;05,
para indicar un nivel de condencia del 95% en los resultados.
El algoritmo ha sido implementado con la librera MALLBA bajo C++. El
entorno de ejecucion consiste de maquinas con triple procesador AMD Phe-
nom8450 a 2GHz, con 2 GB de RAM, bajo Linux, version 2.6.27-4GB kernel.
5. Resultados
En esta seccion se presentan y analizan los resultados obtenidos por las dos
variantes de algoritmos geneticos presentados (AG 1X y AG 2DXM). En una
primera etapa, se determina para cada variante cual es la probabilidad de cruce
que permite un mejor comportamiento del algoritmo. En una segunda fase, se
procedera a comparar las mejores variantes a n de determinar la conguracion
optima del algoritmo.
Comenzamos el estudio con el examen del rendimiento de las variantes pro-
puestas bajo distintas probabilidades de cruce. Al analizar los mejores resultados
obtenidos para AG 1X, no se observa un claro patron de comportamiento para
determinar cual probabilidad es la mas adecuada para resolver el problema o
grupo de instancias. Por tal motivo hemos recurrido a los estudios estadsticos
para denir cual probabilidad es la que brinda diferencias estadsticas signica-
tivas. El Cuadro 1 muestra los p-values del estudio estadstico realizado sobre
AG 1X al comparar los valores medios obtenidos con las distintas probabilidades
de cruce para cada una de las instancias del problema. Se puede observar que en
21 de las 36 instancias analizadas los valores son mayores a 0.05, el nivel de sig-
nicancia, indicando que el comportamiento del AG no esta inuenciado por la
probabilidad de cruce utilizada para resolver el problema PSP. En las restantes
instancias (15 de 36) donde las diferencias entre los algoritmos es signicante, se
realizo un test de multiple comparaciones que indica que AG 1X con pm = 0;3
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Cuadro 1. p-values del estudio parametrico sobre las mejores soluciones de AG 1X
discriminadas por instancia
empleados habilidades
tareas
10 20 30
5
4-5 0,265 0,020 0,051
6-7 0,239 0,018 0,149
5 0,590 0,153 0,009
10 0,000 0,001 0,531
10
4-5 0,000 0,152 0,092
6-7 0,130 0,000 0,000
5 0,404 0,008 0,044
10 0,360 0,327 0,002
15
4-5 0,331 0,001 0,081
6-7 0,015 0,016 0,072
5 0,627 0,003 0,875
10 0,093 0,112 0,167
marca las diferencias, resultando la variante algortmica con el peor comporta-
miento. En cuanto al resto de las variantes planteadas, AG 1X con pm = 0;75
y pm = 0;9 no presentan rangos de valores medios con signicancia estadstica,
pero para estas instancias en 8 de las 14 instancias 0.9 presenta valores medios
mas altos (lo que indica mejor calidad de resultados en promedio).
En cuanto a los resultados obtenidos con AG 2DXM, se observa una situacion
similar a la anterior referente a determinar en forma emprica la probabilidad
que contribuyo a obtener los mejores resultados. A diferencia del analisis es-
tadstico previo, en esta oportunidad los p-values son marcadamente menores
al nivel de signicancia 0.05, indicando que las distintas probabilidades arrojan
resultados diferentes en todas las instancias analizadas (debido a esta homoge-
neidad de resultados es que no se ha incluido el cuadro correspondiente). El test
de multiples comparaciones sugiere que en comparacion el rendimiento del algo-
ritmo fue signicantemente mejorado al usar una probabilidad de 0.9 en 27 de
las 36 instancias. Nuevamente, la probabilidad que marca las diferencias es 0.3.
Concluimos, a partir de los resultados, que AG 1X y AG 2DXM obtienen
sus mejores rendimientos cuando la probabilidad de cruce esta congurada a
0,9. Esto sugiere que el algoritmo necesita altos valores de probabilidades para
lograr obtener un buen rendimiento. Esta conguracion de ambas variantes son
las que se usaran para llevar a cabo las siguientes comparaciones.
El siguiente paso consiste en determinar cual combinacion de cruce y proba-
bilidad es la que genera un mejor rendimiento del AG para resolver el problema
de PSP. La Figura 2 muestra los valores de tness de cada algoritmo para cada
instancia. Como se puede observar AG 1X obtiene los mejores valores de t-
ness en la mayora de las instancias (valores de tness mas altos). El test no
parametrico indica que en 30 de las 36 instancias hay diferencias signicativas
entre las dos variantes, dando soporte a las observaciones anteriores. De esta
manera, el usar un cruce de un punto juega un rol importante para mejorar el
rendimiento del algoritmo.
En funcion de la cantidad de generaciones promedio que cada variante ne-
cesita para alcanzar sus mejores soluciones (ver Figura 3), AG 2DXM presenta
mayor velocidad de convergencia en 21 de las 36 instancias. Pero el estudio es-
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Figura 2. Mejores valores de tness alcanzados por cada algoritmo, discriminados por
instancia.
Figura 3. Evaluaciones promedio necesarias para obtener las mejores soluciones por
cada algoritmo, descriminadas por instancia.
tadstico realizado indica que las diferencias son signicativas solo en 9 de las
36 instancias. Esto sugiere la superioridad de AG 1X sobre AG 2DXM para
alcanzar mejores soluciones con una velocidad de convergencia similar.
Un aspecto importante a analizar es el porcentaje de exito de cada variante,
determinada por el porcentaje de soluciones obtenidas que son factibles, es decir
soluciones que cumplen con todas las restricciones impuestas en la resolucion
del problema (ver Seccion 2). El Cuadro 2 muestra el porcentaje de las mejores
soluciones de cada algoritmo que son factibles (cero indica que no se encontraron
soluciones factible). El porcentaje de factibilidad esta totalmente vinculado con
la cantidad de tareas que se deben realizar en cada proyecto: cuanto mayor es
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Cuadro 2. Porcentaje de soluciones factibles de cada algoritmo AG 1X y AG 2DXM
10 tareas 20 tareas 30 tareas
empleados habilidades AG 1X AG 2DXM AG 1X AG 2DXM AG 1X AG 2DXM
5
4-5 100 100 0 0 0 0
6-7 29 21 0 0 0 0
5 71 93 0 0 0 0
10 0 0 0 0 0 0
10
4-5 64 0 0 0 0 0
6-7 100 100 7 0 0 0
5 86 100 0 0 0 0
10 100 100 0 0 0 0
15
4-5 100 36 21 0 0 0
6-7 100 100 0 0 0 0
5 100 100 0 0 0 0
10 14 64 100 36 0 0
la cantidad de tareas menor es el porcentaje de factibilidad obtenido por ambos
algoritmos. En el caso de proyectos con 10 tareas ambos algoritmos encuentran
soluciones factibles para todas las intancias, en 9 de las 12 instancias el porcen-
taje de AG 1X esta por encima del 60%, caso similar se observa para AG 2DXM
(8 sobre 12 instancias). Tambien vale resaltar que en 7 instancias alguno de los
dos algoritmos obtienen en todas las ejecuciones soluciones factibles (porcentaje
de exito del 100%). Para proyectos con 20 tareas AG 1X obtiene mayor por-
centaje de soluciones factibles que AG 2DXM. Comparando nuestros resultados
con los porcentajes de factibilidad obtenidos en [4] y en [9], observamos que son
similares. Una observacion importante es que en las instancias que representan
proyectos con 30 tareas, los porcentajes de exito mostrados en la literatura son
cercanos a 0, no presentando importantes diferencias con nuestra propuesta.
6. Conclusiones
Este trabajo presenta una opcion evolutiva para determinar la asignacion de
tareas a empleados, con el objetivo de minimizar el tiempo de duracion del pro-
yecto. La opcion evolutiva es un algoritmo genetico tradicional con representa-
cion binaria. El estudio consistio en analizar el comportamiento de este algoritmo
bajo dos tipos de cruce: el tradicional operador de un punto para representa-
ciones binarias y un operador de cruce a nivel matricial ya que las soluciones
al problema son matrices que representan la dedicacion de cada empleado a las
tareas. Tambien se analizaron cuatro valores distintos de probabilidades de cruce
ya que es un parametro inuyente en el rendimiento de un algoritmo. Los resul-
tados muestran que para este problema es conveniente utilizar probabilidades de
cruce altas. La variante algortmica utilizando el operador tradicional obtuvo el
mejor rendimiento, obteniendo buena calidad de patrones de planicacion. Los
porcentajes de factibilidad de las soluciones obtenidas son altos para problemas
de planicacion no tan complejos, estos valores son similares a los obtenidos por
otras variantes evolutivas de la literatura para resolver el problema en cuestion.
Como trabajo futuro proponemos el desarrollo de un operador genetico mas
especco del problema o un algoritmo de busqueda local que permita mejorar
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los niveles de factibilidad de las soluciones obtenidas, para que tengan senti-
do para aquellos administradores que llevan a cabo un proyecto de desarrollo
de software. En este sentido, tambien se pondra atencion en el mecanismo de
manejo de restricciones, tal como esta planteado se usa un mecanismo de pe-
nalizacion pero se podran considerar mecanismos mas avanzados. Ademas del
estudio experimental para proponer otros pesos para la funcion de tness.
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