In crime analysis, law enforcement officials have to process a large amount of criminal data and figure out their relationships. It is important to identify different associations among criminal entities. In this paper, we propose the use of a hyperbolic tree view and a hierarchical list view to visualize criminal relationships. A prototype system called COPLINK Criminal Relationship Visualizer was developed. An experiment was conducted to test the effectiveness and the efficiency of the two views. The results show that the hyperbolic tree view is more effective for an bidentifyQ task and more efficient for an bassociateQ task. The participants generally thought it was easier to use the hierarchical list, with which they were more familiar. When asked about the usefulness of the two views, about half of the participants thought that the hyperbolic tree was more useful, while the other half thought otherwise. Our results indicate that both views can help in criminal relationship visualization. While the hyperbolic tree view performs better in some tasks, the users' experiences and preferences will impact the decision on choosing the visualization technique. D
Introduction
Information overload has been a challenge facing the police and justice systems. In crime analysis, information overload comes from the large amount of information relevant to a case, and from the great number of associations that crime analysts need to draw between a new case and any related past incidents to pull out leads for investigation [3] . However, it is difficult for crime analysts to identify such associations from textual records. This comprises a set of knowledge-intensive tasks that include identifying different entities from the text, discerning linkages between the entities which are usually cross-records, and mapping the entities and their relationships into a whole picture, sometimes onto a physical chart or graph, for better understanding. Such tasks require a great amount of mental effort. Considering the large quantity of incidents to be solved, the restrained number of hours that crime analysts can spend on each case, and the desired timeframe for solving a case, it is crucial to reduce the time spent locating relevant criminal information and their associations.
Visualization techniques have been used to address information overload problems. Card et al. [4] identified the following ways in which visual aids can amplify human cognition:
(a) crystallizing knowledge with good visual representation that may abstract patterns, reveal links, and create a concise overall view of the information accessed; (b) facilitating interactive manipulation of the representation with a working space for control of data access, selection of different levels of data abstraction, and plotting of visually communicable presentations; (c) reducing the time needed for searching data, discovering patterns, or doing inferences.
It has been exhibited that visual clues are especially helpful in systems that deal with large amounts of real-time, dynamic data to detect patterns or to gain other insights. One example is the file structure map which supports searching and browsing of document collections generated by electronic meeting systems [21] . Other examples include the three-dimensional perspective views of flight plans for detecting possible aircraft route conflicts in the Air Traffic Control system [2] , and the Sammon map designed to visualize data in a college selection application [10] . In all three cases, visualization helps discover knowledge in a more effective and timely manner.
While visualization techniques have been shown to be useful in various domains, they have not been widely studied for applications in crime analysis. In this paper, we describe our experience in applying two visualization techniques, namely hierarchical list and hyperbolic tree, to a crime analysis application. The paper is organized as follows. Section 2 reviews different visualization techniques for criminal record relationships and networked data. In Section 3, we discuss the problems in existing approaches and propose our research questions. Section 4 describes a prototype system called COPLINK Criminal Relationship Visualizer that we developed in this research. In Section 5 we report on a user study designed to test and compare the performance of a hierarchical list view and a hyperbolic tree view which we adopted. In Section 6, we summarize our findings and propose some future research directions.
Research background

Criminal relationship analysis and visualization
In crime analysis, it is often useful to identify the relationships among different entities such as people, vehicles, addresses, organizations, etc. These relationships are usually distinguished using explicit data (such as father-son, suspect-victim, owner-property) or statistical techniques such as co-occurrence analysis [13] . It is critical for crime analysts to retrieve, understand and analyze these relationships in an efficient and effective way.
Because of its cognitive benefits, information visualization has been employed for representing criminal data and relationships. One of the most commonly used visualization techniques in crime analysis is crime mapping, which helps visually locate incidents on a thematic map, search cases based on selected areas, identify spatial relationships among crimes, or expose bhot spotsQ (areas of high crime). Crime mapping is more suitable for representing information about location, distance, direction, and patterns relating to both time and geographic space [12] . Fig. 1 shows an example of mapping the changes of drug arrests over time onto a city map. The darkness of the colors indicates the degrees of increase or decrease in those arrests from the year 1997 to 1998. However, the technique is not effective for abstracting the relationships between people, places, incidents, organizations, vehicles, criminal weapons, and stolen properties.
Two-dimensional and three-dimensional networks have been studied for exploring crime associations. The Link Discovery Tool developed jointly by the University of Tennessee and the St. Petersburg Police Department is one of the early three-dimensional graphical representations of criminal relationships. It visualizes associations such as relatives, criminal contacts, telephone toll data, financial transfers, flow of resources, etc. The tool was used to display a network of wiretapped telephones with the nodes representing individual phones and the links representing incoming and outgoing calls between the phones [16] .
Another example of crime analysis systems is the COPLINK Detect, a system that automatically finds various types of criminal associations from crime data [9, 13] . It can identify relationships among five types of entities: person, vehicle, organization, location, and incident/crime type. Information generated by the system is displayed in a tabular format. Fig. 2 shows a screenshot of the result page for a search based on three search terms: (1) person bMatthew ClayQ; (2) address b1300 W Silverlake RdQ; and (3) vehicle bHOND/1983Q. In the table, this first column shows the bAddQ buttons which allow users to add an entity to perform a new search. The second column lists all entities found in the database which are related to any of the three search terms. The third column lists the id of the search term(s) to which a found entity is related. This display requires users map the ids back to the individual search terms, which makes it difficult to read. Although the entities in the results are all locations in our example, it is common that the result include mixed entity types. This display does not show the entity types of the items in the search results.
Information visualization techniques for networked data
Crime analysis data are essentially networked data because the analysis is based on multiple entities (person, vehicle, location, etc.) and there can be a linkage between any two entities. The networking of the data implies that individual entities interact with other individual entities, which in turn interact with still others [17] . A network is usually built within a distance from a particular entity and includes all relevant interactions and linkages. It can then be used to detect the importance of particular entities in that network.
Intuitively, network charts are suitable for visualizing networked data. Nodes can be designated as entities while edges can represent interactions and linkages between entities/nodes. Network charts can closely represent the real data and their relations. However, they are often too complex for display because of the bclutterQ problem (overcrowded display) and the bperceptionQ problem (different values that humans perceive from visual clues) [11] . As a result, complicated technologies, such as clustering or zooming, are often required for effective visual representation [28] .
To address these issues, other techniques have been used to render large networks. A tree metaphor is one of the alternatives. Trees have most advantages that networks have especially when cycles are not very important or if we consider trees as simplified networks [4] . The most commonly used tree structure visualization is a hierarchical folder view (e.g., the Microsoft Windows Explorer shown in Fig. 3 ). The folder/subfolder structure creates a clear sense of hierarchical structure and linkage. Another representation of a tree structure is the hyperbolic tree developed by Xerox PARC [19, 20] . Unlike the folder view which extends along horizontal or vertical lines, the hyperbolic tree radiates towards the edge of a circular space (see Fig. 4 ). Meanwhile, a hyperbolic tree is mostly used to visualize large hierarchies of data, such as Web site structures [14] . Its advantages include increasing the amount of information immediately available to users and placing more information into their attention [25, 26] . The hierarchical list view and the hyperbolic tree view have been compared in several previous studies, but no conclusive results have been drawn regarding their performance [20, 23, 26] .
Although the tree metaphor is easy to understand and widely used, it has its weaknesses in visualizing networked data. As a tree cannot represent cycles, it cannot show the link between items in different sub-trees in the hierarchy and users can easily miss the relationships between these items. Also, hierarchical structures are often used to represent bis aQ or bcompositeQ types of relationships, which are different from the bdegree of separationQ or bassociateQ relationships that often exist in networked data. 
Problems with existing approaches
There are two major problems with existing crime analysis and visualization applications. First, many tools (e.g., the Link Discovery Tool) only deal with one entity type instead of different entities such as persons, locations, and vehicles. Such tools are not able to identify the link between two persons if they are associated with other entities (e.g., if the two persons have used the same vehicle). The second problem is the insufficient or ineffective visualization support of existing tools. While network charts are most commonly used among crime analysts, they are usually drawn manually. Few software applications are available for generating network charts for crime analysis purposes. The development of powerful relational databases has enabled crime analysts to search among voluminous records to retrieve relevant criminal data. However, using existing tools, most of these data are either too crowded to be see clearly (e.g., Link Discovery Tool) or can only be viewed in tabular format (e.g., COPLINK Detect), making it difficult for crime analysts to see the big picture and draw connections. A large amount of mental effort is still needed to understand and interpret the relationships among criminal data. Considering the tradeoff between levels of abstraction and amount of information, and thus levels of simplicity and legibility, alternate visualization techniques are examined for visualizing criminal relationships.
Research questions
In this study, we focus on the second problem discussed above, i.e., the visualization problem. Based on our review, we have identified the hierarchical list and the hyperbolic tree as two of the options. According to Card et al. [4] , nodes and links in a tree can signify relations among objects without the constraint of mapping variables onto multi-dimensional axes. Thus, a tree has the potential of using space more effectively than a map. In both hierarchical list and hyperbolic tree, the root (first-level folder) and child nodes (various levels of subfolders and items inside) can be used to denote objects, while the links between them can represent connections. Different colors can be applied to the nodes to distinguish various types of objects. When used to search relations between different entities in crime analysis, they can show all the entities related to a given search term or be further expanded to show multiple levels of associations. Since the relative positions of nodes and links to one another show proximity, the visual properties express some underlying data relationship such as clustering or partial trend. In crime analysis, these visual cues can signal heavily involved entities (according to the number of their associations), or members of a criminal group (when their individual clusters of associations show great similarity).
Previous experiments comparing a hyperbolic tree browser and other text-based browsers exhibit significantly higher effectiveness in browsing and searching with a hyperbolic tree [23, 24, 26] . However, the experiment tasks were primarily designed around general retrieval tasks rather than other analysis tasks such as identifying clusters and associations in the data. Our study focuses on comparing the potential of the hyperbolic tree and the hierarchical list in visualizing networked data to support various tasks in law enforcement. In this study, we investigate the following research questions:
! Can we apply the hyperbolic tree and the hierarchical list to criminal relationship visualization?
! Is the hyperbolic tree a better method than the hierarchical list for users to find information? We consider a system bbetterQ if it can help users get the correct results more easily and quickly. ! Does the hyperbolic tree present more information/ knowledge than does the hierarchical list based on the same data set?
COPLINK Criminal Relationship Visualizer
To study these issues, we developed the COPLINK Criminal Relationship Visualizer, a prototype user interface for interactively retrieving and visualizing the criminal relationship data stored in the COPLINK Detect database which we developed in our previous research [9, 13] . COPLINK is a joint project between the University of Arizona Artificial Intelligence Lab and the Tucson Police Department (TPD), started in 1997 and funded by the National Institute of Justice (NIJ) and the National Science Foundation (NSF). The project aims to construct an efficient, userfriendly information analysis and sharing system by integrating data from various sources and enabling law enforcement agencies to use data and information more effectively [8] . The COPLINK Detect database currently contains approximately two million criminal case reports from the TPD.
COPLINK Detect analyzes crime data based on cooccurrence analysis [9, 13] . Assuming that two entities appearing in the same crimes may have an association, a nonzero co-occurrence weight can indicate the existence of an association. The higher a co-occurrence weight, the more likely that the two entities involved have a strong association. COPLINK Detect calculates the co-occurrence score between each pair of entities in the database. When a search query is submitted to the system, the entities having a high cooccurrence weights will be retrieved and used to generate the tree in the COPLINK Visualizer.
The COPLINK Visualizer includes a hyperbolic tree view and a hierarchical list view implemented in Java. The hyperbolic tree was developed based on a freely available program written in Java (http:// www.soi.city.ac.uk/~livantes/Research.html). Users can submit search terms to the system and the search terms have to be one of the five chosen entities, namely person, vehicle, organization, location, and incident/crime type. Both views group results by search terms (see Fig. 5 ). The connections between the search term(s) and the search results are displayed using parent-child relationships between nodes. In the hyperbolic tree, the center node is the search term when there is only one, and the nodes immediately surrounding the center node are the search terms when Fig. 6 . In the hyperbolic tree view, users can focus on one part of the tree enlarged in the center while still viewing the rest of the tree that is smaller and further away from the center.
there are multiple search terms; results are displayed as the children of these nodes. In the hierarchical list, the search term(s) is/are the first-level item(s); results are displayed with horizontal indents. On both views, different colors are used to denote the five entity types, making it obvious to which types of entities the search term(s) is/are related. Currently, the COPLINK Visualizer only shows the associations among different entities; it does not handle supertype/subtype relationships.
The hyperbolic tree view, with its bfocus+contextQ features, provides more advantages to users' need for visualization. First, users usually need both context and focus for viewing related data. For our application, the context refers to the overall patterns and the focus refers to detailed information about the object of interest for criminal relationship detection. Second, users prefer less scrolling for maintaining both global structure and local details at the same time [20] . Fig. 6 shows that using the hyperbolic tree, users can focus on one part of the tree and view that section enlarged and put in the center, while still viewing the rest of the tree that is smaller and farther away from the center. The hierarchical list is limited on this feature as the information space grows larger and requires more physical space for display, both horizontally and vertically [15] . However, the hierarchical list is easy to understand and many users are strongly rooted in this type of conventional linear displays [6] . Both views are included in the COPLINK Visualizer to accommodate users' varied preferences. The views also share the same function area, which provides the following functionalities:
! Search Area allows users to enter new search term(s) and start a new basic search. ! Search History records users' searching history. ! Browsing Buttons help users to go back or forward one step at a time in their search history list and redisplay a basic search. ! Number Filter and Type Filter enable users to reduce the number of nodes to show by electing how many nodes and/or what type or combinations of types of entities they want to view. The Number Filter filters out nodes having a low co-occurrence weight with the search terms, while the Type Filter allows user to remove any chosen entity types from the display.
! Rotation Button allows users to rotate the graph clockwise by 908 for better layout of the tree.
Empirical study
We designed an empirical study to examine the effectiveness and efficiency of the two views in the COPLINK Visualizer in presenting to users the relations between entities in crime data. The study looked at how different users' performances were in information searching using either the hyperbolic tree view or the hierarchical list view. The two views are readily comparable as they share the following similarities: (1) both views connect to the same relational database of scrubbed criminal relationships from the TPD; (2) they both group information by search terms; (3) under each search term, both views align search results according to their closeness to the search term; and (4) both provide similar functions such as searching and filtering.
Task design
A set of low-level, domain-independent visual tasks were used to examine general and fundamental steps users perform using an interface when trying to retrieve information [22, 29] . Examples of these low-level tasks include locate, identify, distinguish, emphasize, reveal, categorize, cluster, distribution, rank, compare, associate, and correlate [22, 29, 31] . By using these lowlevel visual tasks, we can eliminate features that are specific to the domain of a visualization application and focus only on the visualization components in system evaluation. This approach is often known as the bdefeaturingQ approach [22, 32] .
In crime investigation and analysis, it is often necessary to visually identify important objects and patterns, compare different objects, search for specific objects and groups, or identify the associations between objects [13] . Any of these tasks can be broken down into a sequence of low-level tasks. For example, to find the relationships between two people, a crime analyst would need to locate or identify the two people, compare their attributes, and associate them based on the attributes. These low-level tasks often enable users to search or verify information on the display [31] .
After consulting with our domain expert, a detective at TPD who has been working in law enforcement for more than 20 years, the following five basic task types were selected for our experiment: Altogether, 20 objective tasks (four for each search task type) were used in the experiment. By bobjective tasksQ we refer to those whose solutions are independent of individuals' personal experience and are generally agreed upon. Our expert verified that these tasks, though general in nature, would be useful in helping targeted users (i.e., crime analysts) better understand and retrieve criminal relationships.
Hypotheses
Based on our experience with the two views, the following hypotheses have been proposed.
H1.
For an bassociateQ task, the hyperbolic tree has similar effectiveness to and higher efficiency than the hierarchical list.
The global structure provided by a hyperbolic tree makes it easier to see connections among objects. On the other hand, the hierarchical list can only list items in one dimension (vertically) and there is a limit on the maximum number of nodes that can be displayed on the same screen. It requires users to remember more and slows them in understanding associations. Therefore in the bassociateQ task, participants were expected to take less time finding connections using the hyperbolic tree than using the hierarchical list.
H2. For a bclusterQ task, the hyperbolic tree has similar effectiveness to and higher efficiency than the hierarchical list.
Because a bclusterQ task requires recognition of many attributes of an object, the visual clues in the hyperbolic tree view would reduce users' need to memorize the attributes of different objects and thus result in a lower possibility of error and shorter completion time. However, if the visual contrasts among result groups are not obvious, both views would have similar effectiveness and efficiency.
H3. For a bcompareQ task, the hyperbolic tree has similar effectiveness and efficiency to the hierarchical list.
Since a bcompareQ task involves a few objects and requires few visual clues, both views would show similar effectiveness and efficiency. Although the hyperbolic view allows users to view and compare more objects on the same screen, it may not be helpful when the contrast between the two designated objects on the specified attribute is not very obvious.
H4. For an bidentifyQ task, the hyperbolic tree has similar effectiveness and efficiency to the hierarchical list.
For an bidentifyQ task, users need to browse through and see the detail of a large number of objects. The visual clues in a hyperbolic tree view would not make much difference in task performance here. Although the hyperbolic tree view would allow users to find the required object without scrolling, it may become crowded as the number of objects grows. Therefore, we hypothesized that the two views perform similarly.
H5. For a brankQ task, the hyperbolic tree has similar effectiveness and efficiency to the hierarchical list.
For a brankQ task, users need to browse through a large number of objects. We hypothesize that both views show similar effectiveness and efficiency, especially when the contrast among the objects is not obvious. The hyperbolic view allows users to see and compare more objects on the same screen, but the view would become less controllable in terms of enlarging an area of interest to see the detail, whereas one can always look at any local detail in a hierarchical list view.
Experimental setup
Two experimental conditions were created for the experiment, one with only the hierarchical list view, and the other with only the hyperbolic tree view. Both views were connected to the same database which contained scrubbed criminal data.
A total of 42 undergraduate students at the University of Arizona were recruited as participants. Each participant went through four experimental steps: (1) introduction and training, (2) demographic information survey, (3) system testing, and (4) posttest questionnaire survey. During system testing, each participant performed five tasks using each view, namely the hierarchical list view and the hyperbolic tree view. For each view, each participant was randomly assigned to one of the categories: singleterm search or multiple-term search. Under the assigned category, each participant was randomly assigned one of the two task sets (with five tasks in each set). Thus 20 tasks were designed in total (two sets of single-term search tasks and two sets of multiple-term search tasks). In the post-test questionnaire, we asked the subjects about their perceived ease of use and usefulness of the two views. Because of incomplete or missing data, the data of three participants were discarded. The data of the remaining 39 participants were used throughout our analysis.
Results and discussion
To measure users' performance of the two views, we adopted measures proposed and used in previous visualization research [18, 32] . We use the percentage of accurate answers as the measure of effectiveness and length of response time as the measure of efficiency. Users' perceived evaluations are also examined to see if the visualizer has cognitive overload or disorientation problems [14, 30] .
Quantitative analysis
Since each participant provided one data point for each task comparing the two views, we obtained in total 39 observations for each task. A two-way t-test was run to compare the performance differences between the Hyperbolic Tree view and the Hierarchical List view for each task. The results are shown in Table 1 .
5.4.1.1. Associate-H1 supported. For the bassociateQ task, the hyperbolic tree view was faster than the hierarchical list, and the difference was statistically significant (at pb0.05). The hyperbolic tree view also had a slightly higher accuracy rate, but the difference was not statistically significant. Hyperbolic tree provides the global structure even with an expanded search, thus making it easier to associate different entities. However, the subjects felt it was hard to manipulate the movement of the hyperbolic tree graph to exhibit the text of the nodes. Browsing through the hierarchical list took longer, but subjects felt more comfortable controlling the view. Although it is cognitively more demanding to find relations in this fashion, the subjects still yielded a high accuracy rate but with significantly more time.
5.4.1.2. Cluster-H2 not supported. The hyperbolic tree view provides visual clues for the distribution of entity types and the convenience of comparing each required item to the benchmark at the same time.
However, since the bclusterQ task requires subjects to browse through many attributes and visual objects, the filters provided became unusable and no other methods were available for reducing the crowding in the hyperbolic tree view. Under this condition, the hierarchical list view, with its clear text and manipulative display, yielded better results although we did not observe statistically significant difference.
Compare-H3 supported.
A bcompareQ task involves a few objects and does not require a lot of visual clues. As a result, the hierarchical list and the hyperbolic tree views did not show significant difference in effectiveness or efficiency. In fact, the hierarchical list view showed a slightly better result because the view is less crowded, making it easier for the participants to count the results.
5.4.1.4. Identify-H4 not supported. For the bidentifyQ task, the hyperbolic tree was slightly faster than the hierarchical list, but not statistically significant. What was unexpected was the statistically higher accuracy rate of the hyperbolic tree. Since the hierarchical list view displays text more clearly and systematically, we hypothesized that the hierarchical list should have shown similar effectiveness if not higher. One possible reason for the unexpected result might be the way subjects interacted with the system. We found that subjects used filters to reduce information overload when adopting the hyperbolic tree view since the view would be overcrowded otherwise. On the other hand, when using the hierarchical list view, they trusted their own counting and did not bother to use the type filter. As a result, many of the users were overwhelmed by the large amount of information that needed to be remembered.
5.4.1.5. Rank-H5 supported. In a brankQ task, subjects need to browse through a large number of objects. Although the density of links in the hyperbolic tree view can help identify the extreme case, it is not very useful when the contrast is not very obvious or more than one sub-tree has a large number of child nodes. In these situations, the clear layout of the hierarchical list view makes browsing faster than in the hyperbolic tree view.
Qualitative analysis
None of our undergraduate student participants knew much about crime data or crime analysis systems; they might have heard about such systems but had never used them before. However, most of them were able to understand the requirements of the test questions after the short training session. When asked after the experiment which view was preferred in terms of ease of use, 76.9% of the participants voted for the hierarchical list view. Their reasons include: (1) similarity to Windows Explorer-like interface reduces stress over information search in a new application and new domain; and (2) clearer text details enable easy accessibility-reading, following links, and counting. The major weaknesses of the hyperbolic tree views that the participants pointed out include: (1) the graph becomes difficult to read when a large number of result nodes are returned; (2) when the visual objects overlap one another, the view becomes less trustworthy since some nodes might be hidden behind; and (3) there is a longer learning curve for controlling the hyperbolic tree view.
When asked which view was preferred in terms of usefulness, the votes are almost equally split between the two views (48.7% for the hierarchical list vs. 51.3% for the hyperbolic tree). Those who prefer the hierarchical list emphasized that the list view organizes information in a familiar, orderly way and makes the connections understandable. Those who prefer the hyperbolic tree listed their reasons as: (1) visual clues are helpful for seeing links and dependencies between entities; (2) it is useful for identifying patterns; (3) it is efficient for comparing and contrasting number of entities related to certain nodes; (4) it is good for gaining an overall view of the information searched; (5) when one is particularly interested in a node, one can view direct associations of the node while still maintaining a picture of where one comes from.
Some participants exhibited hesitation when expanded searches were needed for finding the answers. The observation reflected that some participants were not sure where to find information although they knew that the information existed somewhere in the system. It is a sign that users need more training in order to fully grasp the necessary functions of the COPLINK Visualizer.
In order to see whether the COPLINK Visualizer is useful to law enforcement personnel, we also showed it to our domain expert (the detective) and let him perform the search tasks. Overall, he was pleased with the system and he believed the system could be useful in real-world situations in the following ways:
! to considerably reduce the time to draw connections between certain given entities; ! to visualize a group of associations for effective presentation of a case; ! to visually track the search paths in crime analysis and help find hidden links that are not recorded in the database but are known to crime analysts; ! to help detect the significant entities which have a large number of associations.
Conclusions and future directions
Our experiment has shown that the hyperbolic tree view has higher efficiency than the hierarchical list in the bidentify taskQ and higher effectiveness in the bassociate taskQ. Although the results do not show significantly superior performance for the hyperbolic tree in other tasks, we did find that the hyperbolic tree performed well even for first-time users, and that it allowed users to draw conclusions more easily. We also observed that for visualization applications, users' familiarities with the views often decide their preferences. It suggests that training will be necessary when deploying our application to law enforcement agencies.
Our study also provides some insights to the design of information retrieval systems. Because of the growth of the Internet and the lowering cost of computer hardware and software, more and more information is available. Networked data besides criminal relationship data, such as similarities between customers or relationships between products, are often available but difficult to retrieve. Our findings indicate that effective visualization techniques would be necessary and valuable in information retrieval systems involving such networked data.
One future direction is to investigate the effect of the size of the data on the performance of the two views. It would be interesting to study whether the difference between the two views would be more significant for search results with more nodes. We are also exploring the use of other visualization techniques for other tasks that are currently performed manually by crime analysts. For example, we are investigating the use of an interactive timeline builder [27] and a periodic-pattern tool [5] to visualize the temporal dimension of crime data. We are also developing a geomapping tool for visualization of crime data and relations [1, 7] . We are currently deploying some of our systems to the Tucson Police Department and we hope these tools will help law enforcement agencies to fight crimes more effectively.
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