There have been many studies on automated test generation for mobile Graphical User Interface (GUI) applications. These studies successfully demonstrate how to detect fatal exceptions and achieve high code and activity coverage with fully automated test generation engines. However, it is unclear how many GUI functions these engines manage to test. Furthermore, these engines implement only implicit test oracles. We propose Fully Automated Reinforcement LEArning-Driven Specification-Based Test Generator for Android (FARLEAD-Android). FARLEAD-Android accepts a GUI-level formal specification as a Linear-time Temporal Logic (LTL) formula. By dynamically executing the Application Under Test (AUT), it learns how to generate a test that satisfies the LTL formula using Reinforcement Learning (RL). The LTL formula does not just guide the test generation but also acts as a specified test oracle, enabling the developer to define automated test oracles for a wide variety of GUI functions by changing the formula. Our evaluation shows that FARLEAD-Android is more effective and achieves higher performance in generating tests for specified GUI functions than three known approaches, Random, Monkey, and QBEa. To the best of our knowledge, FARLEAD-Android is the first fully automated mobile GUI testing engine that uses formal specifications.
INTRODUCTION
Today, mobile GUI applications are ubiquitous, as there are more than 2.6 billion smartphone users worldwide [39] . A recent survey shows that 78% of mobile GUI application users regularly encounter bugs that cause the GUI application to fail at performing some of its functions [9] . Testing if the GUI application performs its intended functions correctly is essential for mitigating this problem.
More than 80% of the applications in the mobile market are Android GUI applications [18] and there are 2 million Android GUI applications in Google Play [20] . Therefore, many studies propose fully automated test generation engines for Android GUI applications [2, 3, 6, 10-13, 15, 19, 22, 25, 26, 28-32, 34, 36, 38, 41, 46-48] .
These engines are adept at detecting fatal exceptions and achieving high code and activity coverage. However, it is unclear how many of the GUI functions they manage to test. In practice, an automated test generation engine may achieve high coverage but fail to test many essential GUI functions. Furthermore, engines in [2, 6, 11, 25, 26, 28, 31, 34, 38, 41, 46] only check fatal exceptions, [3, 10, 12, 13, 19, 22, 29, 32, 36, 47] only target coverage, and [15, 30, 48] only focus on accessibility issues, energy bugs, and app-agnostic problems, respectively. All these approaches ignore other possible functional bugs.
To test if a GUI function works correctly, we must have an automated test oracle. All the test oracles mentioned until now (fatal exceptions, accessibility issues, app-agnostic problems, and energy bugs) are implicit [7] , meaning that they are implemented using some implied assumptions and conclusions. Since there can be many different GUI functions, implementing implicit oracles for every GUI function is impractical. Therefore, we must use specified test oracles where each test oracle is associated with a formal specification. This way, the problem reduces to checking if the generated test satisfies the formal specification. However, checking if a test satisfies a formal specification is not enough to fully automate the test generation process. We must also develop an efficient method to generate the test.
In this study, we use Reinforcement Learning (RL) to generate a test that satisfies a given GUI specification. RL is a semi-supervised machine learning methodology that has driven impressive advances in artificial intelligence in recent years, exceeding human performance in domains ranging from resource management [33] , traffic light control [5] , playing sophisticated games such as chess [40] and atari [37] , to chemistry [49] . In RL, an RL agent dynamically learns to perform its task by trial-and-error. After every action, the RL agent receives an immediate reward from the environment. This reward can be positive, negative, or zero, meaning that the last decision of the RL agent was good, bad, or neutral, respectively. Decisions made according to the RL agent's experience is said to follow the agent's policy. After enough iterations, the RL agent becomes proficient in its task. At this point, the RL agent is said to have converged to its optimal policy. Upon convergence, the RL agent is said to have minimized its expected number of bad decisions in the future. The RL agent requires no prepared training data, which decreases the manual effort spent preparing it. Therefore, RL is attractive amongst many machine learning methods.
Through dynamic execution, the RL agent learns from positive and negative rewards, on-the-fly for every action taken. Typically, an RL agent is trained to keep getting positive rewards and avoid the negative ones, indefinitely. Instead, our goal is to generate one satisfying test for a specified test oracle and terminate, which requires much less training than typical RL use cases. We exploit this fact to develop a test generator with low execution costs, which is crucial for dynamic execution tools. We call our test generator Fully Automated Reinforcement LEArning-Driven Specification-Based Test Generator for Android (FAR-LEAD-Android) and show its overview in Figure 1 . First, FARLEAD-Android requires an Android Device where the Application Under Test (AUT) is installed. Second, the developer provides a Linear-time Temporal Logic (LTL) formula as a formal specification. rlearner takes this LTL formula as input and performs RL by sending replayable actions to the Android Device and then receiving observations from the Android Device. The replayable action sequence generated during this process is called a test. rlearner checks if the generated test satisfies the LTL formula and accordingly calculates a reward after every action. Finally, as soon as rlearner finds a satisfying test, it outputs the test and terminates.
FARLEAD-Android generates tests through dynamic execution. Hence, there is an execution cost for every action. To reduce the execution cost as much as possible, we implement several improvements which we describe in the following paragraphs.
Traditional RL approaches get positive rewards only when the objective is satisfied. However, since we are interested in test generation we terminate as soon as we find a satisfying test, which restricts a typical RL agent to learning only from negative rewards. We propose LTL-based Reward Shaping, which generates positive intermediate rewards. To the best of our knowledge, ours is the first work that combines LTL and Reward Shaping.
Actions enabled in a GUI state directly affects the RL performance. If there are too many actions enabled, it takes a long time for FARLEAD-Android to generate a satisfying test. We demonstrate that if the LTL formula specifies properties about not just the observations but also actions, we can predict if the LTL formula is going to be satisfied before action execution, saving time. We call this improvement Reward Prediction.
We argue that the satisfaction of an LTL formula may not just depend on the current GUI state, but also on previous GUI states. In that case, the same state-action pair may get conflicting rewards and confuse a typical RL agent. To address this issue, we propose to encode GUI states as a sequence of action-state pairs which we call tails. Then, we encode actions as tail-action pairs which we call decisions. We put a maximum tail length to avoid state explosion.
It is common to start RL with indifference to all available decisions. This indifference leads to the random exploration of all new GUI states. We propose to use the knowledge about previously encountered actions in new GUI states by learning what we call stateless values. We call this novel stateless learning improvement as Action Label Learning.
In short, our main contributions in this paper are as follows.
(1) To the best of our knowledge, FARLEAD-Android is the first fully automated mobile GUI test generation engine that uses formal specifications. (2) We implement four novel improvements in RL; LTL-based Reward Shaping, Reward Prediction, Tails/Decisions, and Action Label Learning. (3) We evaluate FARLEAD-Android via experiments on two applications from F-Droid. We show that our approach is more effective and achieves higher performance in generating satisfying tests than three known test generation approaches, namely Monkey, Random, and QBEa.
We give background information, describe our approach, provide an example, make evaluations, explain related work, discuss issues, and conclude in Sections 2-8, respectively.
BACKGROUND
We now provide information on Android Devices and Linear-time Temporal Logic (LTL) in Sections 2.1 and 2.2, respectively.
Android Devices
We analyze an Android Device as a system which takes GUI actions as input and produces GUI states as output where we denote the set of all GUI states and GUI actions as S and A, respectively. A GUI state or state s ∈ S is the set of observed attributes about (1) the active package, (2) the focused activity, (3) widgets on the screen, and (4) contextual properties such as the screen being on or off. In any GUI state, the user interacts with the Android Device using click and other gestures, which we collectively call GUI actions or actions. A GUI action a ∈ A is either (1) widget-dependent such as click and text or (2) widget-independent such as back which presses the hardware back button. Due to widget-dependency, every GUI state has a different set of enabled actions A s ⊆ A. Note that a GUI action may have parameters. For example, a click requires two coordinates.
Initially, we assume that the Android Device is in a don't care state and we denote this GUI state as ∅ ∈ S. In a don't care state, we allow only reinitialize actions. A reinitialize action reinstalls the AUT and starts one of its launchable activities given as a parameter. We do not allow any reinitialize action in any other GUI state. We describe how we decide to restart the AUT at a GUI state other than ∅ ∈ S in Section 3.
A dynamic execution trace, or just trace, is a finite sequence of action-state pairs where the first action is a reinitialize action. We denote it as t = a 0 s 0 a 1 s 1 . . . a |t |−1 s |t |−1 where |t | ∈ N is the trace length. Note that in this definition, we omit ∅ ∈ S which is always the initial state. A test ts = a 0 a 1 . . . a |t |−1 is the finite action sequence that generates the GUI states in the trace.
In Figure 1 , we make three kinds of observations on the Android Device. We observe (1) the set of currently enabled actions A s k ⊆ A, (2) the resulting state s k +1 ∈ S after executing the selected action a k+1 ∈ A s k , and (3) a set of atomic propositions that currently 
. An atomic proposition that evaluates to true is called a label and denoted as l ∈ AP where AP is the set of all possible atomic propositions. A label l ∈ AP is an action label if it is an observation on a GUI action a ∈ A. Otherwise, it is an observation on a state s ∈ S, so it is a state label. The set of all observed state and action labels are called state and action labelings, L(s) ∈ 2 A P and L(a) ∈ 2 A P , respectively. Formally, we represent the observations as an Observation Triplet Ω(T , X, L) where (1) T : S → 2 A is a function which returns the set of enabled actions A s ⊆ A in the current state s ∈ S, (2) X : (S × A) → S is a function that returns the next state after executing the action, and (3) L : (S ∪ A) → 2 A P is a labeling function for GUI states and actions. The Observation Triplet Ω defines the necessary conditions to perform RL and the interface between the Android Device and rlearner.
Linear-time Temporal Logic (LTL)
Equation (1) defines the syntax of an LTL formula ϕ where p ∈ AP is an atomic proposition.
We interpret ϕ over a (finite) trace t = a 0 s 0 a 1 s 1 . . . a |t |−1 s |t |−1 using the pointwise semantics in Table 1 . A test ts ∈ A * is satisfying if and only if its execution trace t ∈ (A × S) * satisfies the formula ϕ.
METHODOLOGY
Reinforcement Learning (RL) [43] is a semi-supervised machine learning methodology. The main idea of RL is to calculate a reward at every state, so previous rewards drive future decisions.
In Figure 1 , rlearner is responsible for calculating rewards from observations and generate a satisfying test. We describe a general RL framework for rlearner in Algorithm 1, with six procedures explained in later sections. Algorithm 1 has three requirements. First, it requires the Observation Triplet Ω, which is the interface between the Android Device and rlearner. Second, it requires a maximum number of episodes E, where E is equal to the maximum number of tests generated before termination. If E is too small, rlearner may often terminate without finding a satisfying test. If E is too large, rlearner may spend too much time, especially over unsatisfiable specifications. The third requirement is the maximum number of steps K. At every step, rlearner executes exactly one GUI action, so K is equal to the maximum trace length. If K is too small, rlearner may not find any satisfying test. If K is too large, rlearner may generate unnecessarily long tests.
We initialize the variables required for RL in Line 1 of Algorithm 1. We also initialize an episode and a position index in Lines 2
Algorithm 1 A General RL Framework for rlearner
Require: Ω = (T, X, L) is the observation triplet E, K ∈ N are the maximum number of episodes and steps, respectively Ensure: 
makePostEpisodeUpdates() 15: t s ← a 0 . . . a k −1
16:
i ← i + 1 17: until r = 1 or i > E and 4, respectively. Every episode starts from a don't care state s −1 = ∅, as shown in Line 5. Before every episode, we update RLrelated variables in Line 6. We divide an episode into at most K number of steps. At every step, (1) we decide an action a k ∈ A s k −1 in Line 8, (2) execute the action a k and obtain the resulting state s k ∈ S in Line 9, (3) calculate a reward r ∈ [−1, 1] from labelings of the current position L(a k ) and L(s k ) in Line 10, (4) learn from the immediate reward r in Line 11, and finally (5) increment the position index k in Line 12. If the immediate reward r is equal to 1, we understand that the test satisfies the given specification. If the immediate reward r is equal to −1, we understand the latest action a k made it impossible to satisfy the given specification, no matter what actions we choose from now on. We say that a test ts is a dead-end if one of its actions gets a reward of −1. We end the episode prematurely if we get either 1 or −1 as a reward in Line 13. Otherwise, we continue until we generate K steps. After every episode, we update RL-related variables in Line 14. The test ts is the action sequence generated during the last episode, as shown in Line 15. We increment the episode index i in Line 16. We continue to a new episode until either the immediate reward r is equal to 1, which means that the test ts is satisfying, or we reach the maximum number of episodes E.
We now explain FARLEAD-Android by implementing the procedures in Algorithm 1, through Sections 3.1-3.3.
Policy
A policy is a procedure which decides on a next action a from the set of currently enabled actions A s in the current state s ∈ S. Traditionally, the ϵ-greedy and the softmax policies are the most common policies in RL [1, p.525 ]. We unify the common softmax and ϵ-greedy policies in Algorithm 2. This policy implements the procedure given in Line 8 of Algorithm 1. In the policy, ϵ ∈ [0, 1] is the probability of deciding the action, completely randomly, and Algorithm 2 ϵ-greedy Softmax Policy with Temperature
for all a ∈ A s do 3:
return random a ∈ A s with probability P (a |s) 6: end procedure T ∈ R denotes the temperature variable. High temperatures indicate low trust and vice versa. Intuitively, it makes sense to start with a high temperature and gradually decrease it (increase trust) as the learning continues. This approach is called annealing. We describe quality functions, Q-functions in short, to explain our policy. At every step, RL learns from the immediate reward r ∈ [−1, 1] by updating a quality function Q : (S ×A) → R. Using two Q-functions (Q 1 and Q 2 ) instead of one is an improvement known as Double Q-Learning. Double Q-Learning improves learning performance by reducing maximization bias (overestimation). Q-values of these Q-functions imply a probability distribution P, as shown in Line 3. We sample a GUI action from this probability distribution in Line 5.
Reward Prediction. It is trivial to see that the number of enabled actions |A s | directly affects learning performance. So, it is essential to keep |A s | as small as possible. Therefore, we modify Algorithm 1 by adding three operations immediately before Line 8. First, thanks to the observation triplet Ω = (T , X, L), we know the action labeling L(a) before executing the action a. We use this fact to eliminate all GUI actions from T (s k −1 ) that make the specification false (¬⊤) from the set of enabled actions. Second, if |A s | becomes zero, we understand that all actions in the current state lead to dead-ends, so we conclude that the previous state-action pair leads to a dead-end. Therefore, we terminate the episode with a reward of −1 to the previous state-action pair (s k −2 , a k −1 ). Finally, if |A s | was not zero at the second step and we find one action that makes the specification true (⊤), we immediately take that action and terminate FARLEAD-Android, since we have found a satisfying test. If we cannot find such an action, we continue from Line 8. We call this new improvement Reward Prediction.
Rewards
The immediate reward is typically either one, zero, or minus one, depending on whether the RL agent achieved, not yet achieved, or cannot achieve its objective anymore in the current episode, respectively. The fact that FARLEAD-Android terminates after receiving the positive reward restricts the typical agent to learn only from negative rewards.
Reward Shaping. We develop an LTL-based Reward Shaping approach that enables us to produce intermediate rewards between zero and one in Algorithm 3, so FARLEAD-Android can recieve positive rewards before termination. This algorithm implements the procedure in Line 10 of Algorithm 1.
First, in Line 2, we obtain the LTL formula ϕ k +1 from the LTL formula ϕ k by using the labeling L ∈ 2 A P . We describe how we get this new formula with an example in Section 4. We return one or minus one if the LTL formula ϕ k+1 is true or false, respectively.
Algorithm 3 LTL-based Reward Calculation with Reward Shaping
return advance(restrict(expand(ϕ), L)) 7: end procedure 8: procedure expand(ϕ in LTL) 9 :
Otherwise, we return a reward between zero and one, depending on a distance metric between ϕ k and ϕ k +1 . We measure the distance using a function N that returns the number of atomic propositions in the formula. The distance reflects the amount of change between two formulae and is zero if there is no change. As a final note, RS is an enabling parameter that takes either one or zero to enable or disable the Reward Shaping, respectively.
We now explain the projection procedure. We divide this procedure into three sub-procedures, (1) expand, (2) restrict, and (3) advance. In expand, we apply the expansion law to all U operators in the formula. We present the expansion law in Equation (2). In restrict, we substitute the atomic propositions with trues and falses according to the labeling L. Finally, in advance, we eliminate one round of ⃝ operators.
Learning
Traditionally, RL stores the quality function Q : 
▷ Myopic Update Equation 9 :
e(s, a) ← e(s, a) + 1 10: for all (s, a) ∈ S × A s.t. e(s, a) ≥ e min do 11:
13:
e(s, a) ← λe(s, a) 14: end for 15: (T , ϵ, η)←(max(T − ∆T ,T min ), max(ϵ u ϵ, ϵ min ), max(η u η, η min )) 19: end procedure eligibility trace e : (S × A) → R, which is an improvement used in RL, allows for faster backpropagation. The main idea of using the eligibility trace is to remember previous state-action pairs and update all of them at once, directly backpropagating multiple steps at a time.
We describe all the remaining procedures of Algorithm 1 in Algorithm 4. We initialize five variables in Line 2, (1) the first Q-function Q 1 , (2) the second Q-function Q 2 , (3) the temperature T , (4) the random decision probability ϵ, and (5) the learning rate η. Note that Q 0 : (S ×A) → {0} is the initial Q-function where every state-action pair maps to zero. Before every episode, we initialize an eligibility trace e to all zeros in Line 5.
The procedure in Line 7 requires four parameters, (1) the GUI state s ∈ S, (2) the executed action a ∈ A s , (3) the immediate reward r ∈ [−1, 1], and (4) the resulting state s ′ ∈ S. We give our update equation in Line 8. Our update equation does not take any future Q-values into account, so it does not use the resulting state s ′ . This is why our approach is also called myopic learning.
We ensure that the current state-action pair has non-zero eligibility in Line 9. We perform the update on all eligible state-action pairs by adding δ multiplied by η and e(s, a) to the Q-value Q(s, a) in Line 11. We force all Q-values to be between [−ρ, ρ]. This idea is known as vigilance in adaptive resonance theory, and it prevents the accumulation of too large Q-values. Our experience shows that too large Q-values may prevent further learning. α is the doubleness ratio. If it is zero, we ensure that Q 2 = Q 1 in Line 12, and therefore Double-Q is disabled. If it is one, Q 2 remains completely disjoint from Q 1 , and therefore Double-Q is enabled. We can also take α = .5 to perform mixed Double-Q learning. We ensure that the eligibility trace updates closer state-action pairs more by multiplying it with an eligibility discount rate λ in Line 13. We swap the two Q-functions half of the time to perform Double-Q learning. Note that if α = 0, Q 2 = Q 1 and therefore this swap becomes redundant.
Finally, after every episode, we decrease (1) the temperature T to perform annealing by a stepwise temperature difference ∆T , (2) the random decision probability ϵ by an update factor ϵ u to follow the traditional ϵ-greedy strategy, and (3) the learning rate η by another update factor η u to prevent forgetting previous Q-values in Line 18.
Action Label Learning. A Q-value Q(s, a) encodes information about only a single state-action pair, and therefore it is useful only if that state is the current state. Action Label Learning allows us to use Q-values in new GUI states. The main idea is to learn stateless Q-values Q A P Tails/Decisions. So far, we assumed that we always produce the same immediate reward at a state regardless of how we reached that particular state, which is not always true. We propose the Tails/Decisions approach to mitigate this issue. In this approach, we replace the set of states S and the set of actions A with a finite set of tails S = h i=0 (A × S) i where h ∈ N is the maximum tail length and a set of decisions A = S × A, respectively. This way, we can learn different Q-values for the same state-action pair with different paths. Note that h must be small to avoid state explosion.
EXAMPLE
We now describe how FARLEAD-Android works with a small example. Our Application Under Test (AUT) for this example is Chess-Walk, which is a chess game. The GUI function that we are testing for is the ability to go from MainActivity to AboutActivity and then return to MainActivity. We specify this GUI function as ϕ 0 = ⃝(pU(q ∧ ⃝(qUp))), where p and q are true if and only if the current activity matches with the word Main and the word About, respectively. According to ϕ 0 , the activity of the second GUI state must be MainActivity until it is AboutActivity and then it must be AboutActivity until it is MainActivity. Note that we impose this condition on the second GUI state and not the first because the first GUI state is a don't care state.
In our example, FARLEAD-Android finds a satisfying test in three episodes. We provide the details of these episodes in Table 2 and give the screenshots for these episodes in Figures 2-4 . For every episode, Table 2 shows the episode index i ∈ N, the initial LTL formula ϕ 0 , and the position index k ∈ N, the selected action a k ∈ A, the labeling L ∈ 2 A P after executing a k ∈ A, ϕ k projected from the previous formula ϕ k −1 , and the immediate reward r ∈ [−1, 1], for every step. The reinitialize action is the only choice at a don't care state, so every episode begins with a 0 = reinitialize chesswalk MainActivity. The labeling after a 0 is L = {p} because the resulting activity matches the word Main. We calculate the projection ϕ 1 from ϕ 0 as in Algorithm 3. Note that restrict(expand(ϕ 0 ), L)) = ϕ 0 because the first operator is ⃝, meaning that the formula states nothing about the current state and starts from the next state. We only advance ϕ 0 one step by removing a single level of ⃝ operators and get ϕ 1 = pU(q ∧ ⃝(qUp)). The number of atomic propositions in ϕ 0 and ϕ 1 are N (ϕ 0 ) = 4 and N (ϕ 1 ) = 4, respectively. Therefore, the immediate reward is r = |N (ϕ 1 ) − N (ϕ 0 )|/(N (ϕ 1 ) + N (ϕ 0 )) = 0/8 = 0. The zero reward means that a 0 is neither good nor bad for satisfying the formula.
In the first episode, FARLEAD-Android has no idea which action is going to satisfy the specification, so it chooses a random action a 1 = pauseresume. This action only pauses and then resumes the AUT, so we reach the same state, as shown in Figure 2 . The labeling is again L = {p}. This time, we expand ϕ 1 as in Equation (3). ¬(¬(q ∧ ⃝(qUp)) ∧ ¬(p ∧ ⃝(pU(q ∧ ⃝(qUp)))))
(3) L = {p} means p = ⊤ and q = ¬⊤ in the current state. Hence, we restrict ϕ 1 accordingly, as in Equation (4). Note that we do not replace atomic propositions protected by a ⃝ operator. ¬(¬(¬⊤ ∧ ⃝(qUp)) ∧ ¬(⊤ ∧ ⃝(pU(q ∧ ⃝(qUp)))))
After we minimize the resulting formula and advance one step, we obtain ϕ 2 = pU(q∧⃝(qUp))). Since ϕ 2 = ϕ 1 , we again calculate the immediate reward as zero.
Finally, after executing a 2 = back randomly, we get out of the AUT, as shown in Figure 2 , so the current activity is neither Main-Activity nor AboutActivity. Therefore, the labeling is empty, so p = q = ¬⊤. We calculate the final formula as ϕ 3 = ¬⊤. We calculate the immediate reward as r = −1 and terminate this episode.
In the second episode, FARLEAD-Android opens AboutActivity, but fails to return to MainActivity, as shown in Figure 3 . Though it gets r = −1 in the end, it also obtains r = .33 for opening AboutActivity. The intermediate reward instructs FARLEAD-Android to explore the second action again in the next episode.
In the final episode, FARLEAD-Android again opens AboutActivity and gets r = .33 as before. This time, it finds the correct action and returns to MainActivity, as shown in Figure 4 . Therefore, it 
receives r = 1 and terminates. The action sequence generated in the final episode is the satisfying test for the specification ϕ 0 .
EVALUATION
In this section, we demonstrate the effectiveness and the performance of FARLEAD-Android through experiments on a VirtualBox guest with Android 4.4 operating system and 480x800 screen resolution. In evaluation, a virtual machine is better than a physical Android device because (1) anyone can reproduce our experiments without the physical device, and (2) even if a physical device is available, it must be the same with the original to produce the same results. We downloaded two applications from F-Droid, namely Chess-Walk and Notes. F-Droid [21] is an Android GUI application database, and many Android testing studies use it. We find F-Droid useful because it provides old versions and bug reports of the applications. Table 3 shows the GUI-level specifications we obtained for Chess-Walk and Notes applications. These specifications come from four sources, (1) app-agnostic test oracles [48] , (2) bug reports in the F-Droid database, (3) novel bugs we found, and (4) specifications we manually created. Note that we can specify the same GUI function with different LTL formulae. In an LTL formula, an action label starts with the word action. Otherwise, it is a state label. There are two kinds of action labels, type and detail. An action type label constrains the action type, while an action detail label constrains the action parameters. Using these label categories, we define three levels of detail for LTL formulae with (a) only state labels, (b) state labels and action type labels, and (c) all labels. Intuitively, FARLEAD-Android should be more effective as the level of detail goes from (a) to (c). Note that specifications ϕ C and ϕ I are inexpressable with a level (a) formula because they explicitly depend on action labels. ϕC
App-Agnostic
Pausing and resuming the AUT should not change the screen.
ϕD
Bug Reports
The AUT should prevent the device from sleeping but it does not.
App-Agnostic
When the user changes some settings, the AUT should remember it later. ϕF
Manually Created
The user must be able to start a game and make a move. )))))))))) ( 19] ))))))))
ϕI
Bug Reports
Even if the user cancels a note, a dummy note is still created. We investigate FARLEAD-Android in three categories, FAR-LEADa, FARLEADb, and FARLEADc, indicating that we use a level (a), (b), or (c) formula, respectively. For specifications ϕ C and ϕ D , the LTL formula does not change from level (b) to (c) because the specified action does not take any parameters. Hence, we combine FARLEADb and FARLEADc as FARLEADb/c for these specifications. Other than FARLEAD-Android, we perform experiments on three known approaches, (1) random exploration (Random), (2) Google's built-in monkey tester (Monkey) [19] , and (3) Q-Learning Based Exploration optimized for activity coverage (QBEa) [26] . Random explores the AUT with completely random actions using the same action set of FARLEAD-Android. Monkey also explores the AUT randomly, but with its own action set. QBEa chooses actions according to a pre-learned probability distribution optimized for traversing activities. We implement these approaches in FARLEAD-Android so we can check if they satisfy our specifications, on-the-fly.
For every specification in Table 3 , we execute Random, Monkey, QBEa, FARLEADa, FARLEADb, and FARLEADc 100 times each for a maximum of E = 500 episodes. The maximum number of steps is K = 4 or K = 6, depending on the specification, so every execution runs up to 500 episodes with at most six steps per episode. We keep the remaining parameters of FARLEAD-Android fixed throughout our experiments. We use these experiments to evaluate the effectiveness and the performance of FARLEAD-Android in Sections 5.1 and 5.2, respectively. In Section 5.3, we discuss the impact of the detail levels on the effectiveness/performance. In Section 5.4, we 
compare the number of steps taken in our experiments with known RL-LTL methods.
Effectiveness
We say that an engine was effective at satisfying a GUI-level specification if it generated a satisfying test at least once in our experiments. Table 4 shows the total number of specifications that our engines were effective at satisfying. Our results show that FARLEADa, FAR-LEADb, and FARLEADc were effective at more specifications than Random, Monkey, and QBEa. Hence, we conclude that FARLEAD-Android is more effective than other engines.
Performance
We say that an engine failed to satisfy a GUI-level specification if it could not generate a satisfying test in one execution. We consider 
Average Maximum Figure 5 shows the number of failures of all the engines across 100 executions in logarithmic scale. According to this figure, FAR-LEADa, FARLEADb, and FARLEADc failed fewer times than Random, Monkey, and QBEa at ϕ E , ϕ F , and ϕ H , indicating that FARLE-AD-Android achieved higher performance for these specifications. Only FARLEAD-Android was effective at ϕ G and ϕ I , so we ignore those specifications in evaluating performance. Figure 6 shows the average and the maximum times required to terminate for all the engines with every specification across 100 executions in logarithmic scale. According to this figure, FARLEADb and FARLEADc spent less time on average and in the worst case than Random, Monkey, and QBEa for the remaining specifications ϕ A -ϕ D , indicating that FARLEAD-Android achieved higher performance when it used a level (b) or (c) formula. However, our results show that QBEa and Monkey spent less time than FARLEADa for ϕ A and ϕ B because these specifications are about traversing activities only, a task which QBEa explicitly specializes on and Monkey excels at [5] . As a last note, FARLEADa outperformed QBEa for ϕ H even though QBEa spent less time than FARLEADa because QBEa failed more than FARLEADa. Hence, we conclude that FARLEAD-Android achieves higher performance than Random, Monkey, and QBEa unless the specification is at level (a) and about traversing activities only. Table 4 shows that FARLEADb and FARLEADc were effective at more specifications than FARLEADa. Hence, we conclude that FARLEAD-Android becomes more effective when the level of detail goes from (a) to (b) or (c). Figure 5 shows that FARLEADa failed more times than FAR-LEADb and FARLEADc at ϕ E -ϕ H , indicating that FARLEADb and FARLEADc outperformed FARLEADa. FARLEADa was not effective at ϕ C and ϕ I , so we ignore those specifications in evaluating performance. Figure 6 shows that FARLEADa spent more time than FARLEADb and FARLEADc at the remaining specifications, ϕ A , ϕ B , and ϕ D , indicating that FARLEADb and FARLEADc again outperformed FARLEADa. Furthermore, Figure 6 shows that FARLEADc spent less time than FARLEADb in all specifications except ϕ C and ϕ D , where FARLEADb and FARLEADc are equivalent. Hence, we conclude that the performance of FARLEAD-Android increases as the level of detail goes from (a) to (c).
Impact of LTL Formula Levels
Overall, both the effectiveness and the performance of FARLEAD-Android increase with the level of detail in LTL formula. Hence, we recommend developers to provide as much detail as possible to get the highest effectiveness and performance from FARLEAD-Android. Figure 7 shows the average and the maximum number of steps required to terminate for all the engines with every specification across 100 executions in logarithmic scale. The number of steps is a known measure used to compare RL methods logically constrained with LTL formulae [23, 24, 44, 45] . Known RL-LTL methods take a high number of steps, in the order of hundreds of thousands, because these methods aim to converge to an optimal policy. FARLEAD-Android took less than four thousand steps in all experiments since it terminates as soon as it finds a satisfying test, which occurs before convergence. Figures 6 and 7 show that the number of steps is a similar metric to the test times, indicating that the number of steps is suitable for evaluating performance. We evaluate performance using the test times instead of the number of steps because the test times will directly affect the developer's ability to test more.
Number of Steps to Terminate
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Several studies [23, 24, 44, 45] use an LTL specification as a highlevel guide for an RL agent. The RL agent in these studies never terminate and has to avoid violating a given specification indefinitely. For this purpose, they define the LTL semantics over infinite traces and train the RL agent until it converges to an optimal policy. Convergence ensures that the RL agent will continue to satisfy the specification. The goal of FARLEAD-Android is not to train an RL agent until it converges to an optimal policy but to generate one satisfying test and terminate before the convergence occurs. Hence, we define the LTL semantics over finite traces. As a result, FARLEAD-Android requires much fewer steps, which is crucial due to the high execution cost of Android devices. We also develop many improvements to the RL algorithm, so FARLEAD-Android generates a satisfying test with as few steps as possible. To the best of our knowledge, FARLEAD-Android is the first engine that combines RL and LTL for test generation.
Two studies [4, 8] use RL for model checking LTL properties. These studies do not prove LTL properties but focus on finding counterexamples. This type of model checking can replace testing given an appropriate model. However, such models are not readily available for Android applications, and it is hard to generate them.
Two studies [26, 35] use RL to generate tests for GUI applications. Although engines proposed in these studies are automated, they do not check if they test a target GUI function or not. In literature, this is a known issue called the oracle problem. We propose a solution to this problem by specifying GUI functions as monitorable LTL formulae.
Monitoring LTL properties dynamically from an Android device is not a new idea. To the best of our knowledge, there are three Android monitoring tools, RV-Droid [16] , RV-Android [14] , and ADRENALIN-RV [42] . All these tools monitor LTL properties at the source code level. Instead, our monitoring is at the GUI level. Furthermore, these tools do not generate tests. They assume that a test is given and focus only on monitoring properties. Instead, FARLEAD-Android performs test generation and monitoring at the same time.
FARLEAD-Android monitors an LTL specification by making changes to it at every step using the projection procedure. This kind of LTL monitoring is called LTL progression (formula rewriting). Icarte et al. [44] and RV-Droid [16] use LTL progression. As an alternative, RV-Android [14] first translates an LTL specification into a Past Time Linear Temporal Logic (PTLTL) formula and monitors past actions using that formula. Using LTL progression enables us to use Reward Shaping [27] . To the best of our knowledge, FARLEAD-Android is the first engine that uses Reward Shaping in RL-LTL.
Effectiveness of FARLEAD-Android depends heavily on the exact definitions of atomic propositions, GUI states, and actions. We believe FARLEAD-Android will be able to generate tests for more GUI functions as these definitions get richer. To the best of our abilities, we made these definitions as comprehensive as possible.
Android devices and applications are non-deterministic. As a result, the same tes t sometimes gets different rewards. RL is known to be robust against non-determinism, so this was not a problem in our experiments. However, due to the non-determinism, a satisfying test ts may not always generate the same execution trace t and therefore may not always satisfy a given LTL formula ϕ. We say that a satisfying test ts is reliable under an LTL formula ϕ if and only if all possible execution traces of the test ts satisfy the LTL formula ϕ. Replaying the test ts several times may help to establish confidence in test reliability.
FARLEAD-Android is trivially sound because it guarantees that the specification is satisfied if termination occurs before the maximum number of episodes. However, it is not complete because it cannot decide unsatisfiability. For this purpose, if FARLEAD-Android terminates without producing a satisfying test, we could either use a model checker or warn the developer to investigate the associated GUI function manually.
FARLEAD-Android is fully automated, does not need the source code of the AUT, and does not instrument the AUT. FARLEAD-Android requires the developer to have experience in LTL. A converter that transforms a user-friendly language, for example, Gherkin Syntax, to LTL could make FARLEAD-Android even more practical for the developer.
When the LTL formula is of level (c), it usually takes a single episode to generate a satisfying test. It is possible to use this fact to store tests as level (c) LTL formulae instead of action sequences. Storing tests as LTL has two advantages. First, it is more portable where GUI actions may be too specific. For example, a click requires two coordinates that could be different for various devices. However, one can abstract these details in a single LTL formula and obtain tests for as many devices as possible. Second, the LTL formula encodes the test oracle in addition to the test, whereas the test only specifies the action sequence and not what should we check at the end. We believe these advantages are side benefits of our approach.
Although an RL agent typically stores the quality function Q as a look-up table, in theory, any regression method (function approximator) can replace the look-up table [1, p.533 ]. If the function approximator is an artificial neural network, then this approach is called Deep Reinforcement Learning (Deep RL) [37] . Deep Double SARSA and Deep Double Expected SARSA are two example variants of the original Deep RL [17] . Deep RL requires large amounts of data to train and therefore, may result in high execution cost.
We could add fatal exceptions to FARLEAD-Android as a contextual attribute of the current state, such as crashed = true|false. So, ϕ crash = ⊤U[crashed = true] will effectively look for a crash. However, this is not the intended use of FARLEAD-Android. With ϕ crash , we expect FARLEAD-Android to be less effective than a test generation engine optimized for crash detection. However, FARLEAD-Android can be effective at reproducing known bugs, as we show in our experiments. We have also found two new bugs while investigating our experimental AUTs. We have reported these bugs to the respective developers of these AUTs using the issue tracking system.
We can specify the reachability of every activity in the AUT using LTL. Then, the tests FARLEAD-Android generate will achieve 100% activity coverage, assuming all activities of the AUT are indeed reachable. However, this approach may fail to test many essential GUI functions of the AUT, as we state in Section 1.
Though we have experimented only on virtual machines, FARLE-AD-Android also supports physical Android devices, the Android Emulator, and any abstract model that receives the actions and returns the observations described in Figure 1 .
To evaluate a test generation tool in terms of its effectiveness at testing a GUI function, we must modify it for monitoring the LTL specification, on-the-fly. Such a modification requires a high amount of engineering, so we implemented the simple Random and Monkey approaches in FARLEAD-Android. We also included QBEa since FARLEAD-Android already had the support for RL, which QBEa uses. Since Monkey and QBEa are known to be efficient in achieving high activity coverage, we expect that comparisons with other test generation tools will also yield similar results.
Finally, many external factors may affect our experimental results. Examples are the Android OS version, issues with the Android Debugging Bridge (ADB), the size of the AUT, and the complexity of the specified GUI function. Therefore, we believe that FARLEAD-Android would benefit from replication studies under various conditions.
