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Abstract 
Paninian Grammar framework provides a better solution for parsing free word order languages and Stanford Parser gives the 
dependencies for English language (Fixed word order language). In this paper, we map the Stanford parser dependencies to 
karaka relations. By using VerbNet, we capture the syntax and semantics of verb. We present the issues that encounter while 
doing adaptation and proposed solution to overcome these problems. We are using Hindi Dependency parser for verification of 
results. With this adaptation of Stanford Parser, an English-Hindi parallel treebank can be created. 
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1. Introduction 
Paninian theory was given by Panini for Sanskrit language. In Paninian grammar framework, a sentence is 
treated as modifier-modified relations. “In a sentence, Karaka is the name given to the relation substituting between 
a verb and noun 1”. There are basically six types of Karaka relations. 
 
Karaka relations 
k1 Karta, carries out the action. 
k2  Karma, represents the object/patient of the verb 
k3 Karna, represents the instrument of the action 
k4 Sampradana,  is the beneficiary of the action 
5 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons. rg/licenses/by-nc-nd/4.0/).
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k5  Apadaan,  represents source of the activity 
k7 Adhikarana, is the locus of the karma 
Some other relations also exist that shows dependency relations indirectly. Like k1s which means ‘karta 
samanadhikarana’ which resembles to karta. It is well known that dependency grammar is well-suited for free word 
order language.1, 2, 3, 4 
PG (Paninian Grammar) has been successfully applied to Indian languages5, and it is argued that PG is suited to 
languages that have free word order languages. In 1997, Bharati et al., states that PG can be applied to English6. 
Initially, Begum et al. in 2008, gives the dependency annotation scheme for Indian languages using PG framework7. 
This is done by mapping between post-positions and Karakas. Later, Vaidya et al., presented an annotation scheme 
for English based on Karakas8. H. Chaudhry et al., discussed the issues in building English dependency treebank9 
and divergences between English and Hindi parallel dependency treebank with PG 10. 
In our proposed solution, we are using Stanford parser13, Hindi dependency parser with Anncorra guidelines12 
and VerbNet11. Stanford parser takes English language sentences as input and gives output in terms of typed 
dependencies between different words of sentence. The output is also shown in tagging, parsing, collapsed 
dependencies. Hindi Full Parser gives the analysis of a sentence in terms of syntactic dependency relations using the 
information obtained from shallow parser as input. Suppose an example: 
 
1. कताबे मेज पर रखी ह। 
              kiwAbe meja para raKI hEM 
In fig. 1, Dependency tree is shown,  given by the Hindi full parser when we parse the above Hindi sentence. 
 
 
                  k1                                                  k7 
                                        KkiwAbe                                  meja para 
Fig. 1. Dependency tree. 
VerbNet is a lexicon of approximately 5800 English verbs, and groups verbs according to shared syntactic 
behaviors, thereby revealing generalizations of verb behavior. Verb plays an central role in sentence construction. 
So, with the use of semantics and syntax of verbs, we will find the karaka relations. 
2. Problem description 
The annotation scheme for English using PG is challenging task.  Identifying Karaka relations in English is 
difficult due to its word order. We are using Stanford parser for parsing the English sentences. To find the Karaka 
relations, we follow Anncorra guidelines12. Then we look, what are the issues that encounters while we do mapping 
the output of Stanford parser to karaka relations. These issues are below. 
2.1. Not direct mapping 
We cannot direct map subject-object-verb dependencies to Karaka relations.  There are some sentences where 
direct mapping works fine but not for all the sentences. For this, we compare the dependency of word  given by 
parser and the corresponding karaka relations given by Paninian framework. Here are some examples for karaka 
relations. For each karaka relation, example sentence is shown followed by the typed dependency given by the 
Stanford parser. 
 k1: Karta denotes the agent who is doing the action for the verb. 
2. Ram Killed the Rawan in Lanka 
        nsubj(killed-2, Ram-1) 
raKI hEM 
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This “nsubj” dependency is showing that Ram is subject and we map subject to k1, which is correct. Now 
consider an another sentence: 
3. Rice-pudding was eaten by Ram 
        dobj(by-4, Ram-5) 
Here, “dobj” is showing that “Ram” is object, which is not true. Hence, there is no direct mapping exist. 
 k2: Here, we have shown that there are many dependencies that can be mapped to k2. Dependencies like 
nsubjpass, dobj, iobj, prep_for can be used for k2.    
4. Dole was defeated by Clinton 
        nsubjpass(defeated-3, Dole-1) 
5. What does S.O.S. stand for? 
        prep_for(stand-4, What-1) 
From here, we can conclude that there is no single and unique dependency that can be direct mapped to k2 
 k4: k4 is the beneficiary of the action, means for whom the action is carried out. 
6. What famous model was married to Billy Joel ?  
        prep_to(married-5, Joel-8) 
“Joel” is the beneficiary in sentence (6)  so “Prep_to” is k4 and in sentence (7) “country” is a place not 
beneficiary, so cannot be k4, which contradicts. 
7. What country do the Galapagos Islands belong to ? 
        det(country-2, What-1) 
        prep_to(belong-7, country-2) 
 For Adhikarana(k7): k7 shows the location of the karta or karma. K7 can be drawn from “prep_on” 
dependencies. 
8. Books are on the table 
        prep_on(are-2, table-5) 
In the above sentence (8), table is the location of books. So Prep_on can be mapped to k7. 
9. On average, how many miles are there to the moon? 
        prep_on(are-7, average-2) 
Here, k7 is “average” which is not corresponds to any location. So, “Prep_on” dependencies cannot be mapped 
to k7 always. 
2.2. Copula verbs 
In English, there is a concept of copula verbs. Is, am, are, was, were, and are used as copula verbs. They link the 
subject to a predicate (such as a subject complement).  
10. What are some interesting facts and information about dogsledding? 
        Root(ROOT-0, what-1) 
        Cop(what-1, are-2) 
From above dependencies we can see that root is “What” because of the copula verb “are”. But in PG framework 
root is verb always. So, while using PG, we have to take care of these copula verbs. 
3. Proposed solution 
From above examples, we have seen that one karaka relations can be mapped to many Stanford typed 
dependencies. On basis of these, we have prepared a karaka mapping table. This is shown below for some karaka 
relations in Table 1. For each of the karaka relation we have to select one dependency for a particular sentence. We 
have divide the all sentences into two types i.e. verb dependent and verb independent.  
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Table 1.Karaka Mapping table. 
k1 k2 k3 k4 k5 k7 
agent 
prep_by 
nsubj 
prep_for 
prep_on 
xsubj 
iobj 
nsubj 
prep_for 
nsubjpass 
prep_on 
xcomp 
prep_with prep_to 
nsubjpass 
nsubj 
iobj 
prep_from 
nsubj 
nsubjpass 
prep_on 
tmod 
dobj 
prep_of ccomp     
attr dobj     
Below are the steps of our proposed solution. 
3.1. Check whether karaka relations are verb independent or dependent 
In many cases, sentences having copula verbs are verb independent. Let us see some examples sentences. We are 
handling the copula verbs by exchanging it with root. Like in the below sentence, verb will be ‘is’ instead of ‘what’.  
11. What is fedora?  
        root(ROOT-0, What-1)  
        cop(What-1, is-2)  
        nsubj(What-1, Fedora-3) 
In the above sentence, the word ‘what’ is not dependent of verb ‘is’, it resembles to the ‘k1’. From here, we will 
determine the ‘k1s’ karaka relation. 
3.2. Verb dependent cases 
For verb dependent type of sentences, we are using VerbNet. Below are the steps: 
1) Find the verb of the sentence given by Stanford Parser. Use morph analyzer or Hindi shallow parser to find 
actual root word of verb if verb contains any suffix such as ‘ing’ etc. 
2) Find the corresponding verb class of that verb from VerbNet. 
3) Now, we have to find the verb frame or Description number. For finding this, we are matching the syntax 
of sentence that is given by Stanford parser with the syntax in VerbNet for a particular verb in Description 
tag. 
4) After find syntax, we look at the values of it in corresponding verb class. 
5) Now, we compare these syntax values with karaka mapping table. 
Each VerbNet class has an ID and members that have the behavior as the base class. Again these members can 
have subclasses. In the second step, we have to find the base verb class in which the particular verb is used as a 
member or as a subclass. VerbNet has defined some types of frames (like basic transitive, resultative etc) for which 
that particular verb is used and each type of frames have different syntax. This syntax is also different for different 
verbs. We can differentiate between the “NP V NP PP. instrument” and “NP V NP PP. resultative” type of frames 
by preposition. If the preposition “with” is used, then it is instrument and if preposition “to” is used, then it is a 
result. Let’s have an example to explain all these above steps. 
12. The student needs a book from library 
The following are the parse tree and typed dependencies of above sentence. 
Parse tree: 
(ROOT 
  (S 
    (NP (DT The) (NN student)) 
    (VP (VBZ needs) 
      (NP (DT a) (NN book)) 
      (PP (IN from) 
        (NP (DT the) (NN library)))))) 
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Typed dependencies: 
det(student-2, The-1) 
nsubj(needs-3, student-2) 
root(ROOT-0, needs-3) 
det(book-5, a-4) 
dobj(needs-3, book-5) 
det(library-8, the-7) 
prep_from(needs-3, library-8) 
According to our first step, our main verb in sentence (12) is ‘need’ which is shown by root dependency. Now, 
we will find the base class of  ‘need’ verb in VerbNet. The base class of ‘need’ is ‘require’. The syntax of our 
example is: 
     NP VP NP PP NP 
This is easily visible in the above parse tree. Now we will match this syntax structure to ‘require’ verb syntax 
structures. Below is the some part of ‘require’ verb class that matches to above syntax. 
<DESCRIPTION descriptionNumber="8.1" primary="NP V NP PP.source" 
secondary="NP-PP; from-PP" xtag="0.2" />  
- <SYNTAX> 
- <NP value="Pivot"> 
  <SYNRESTRS />  
  </NP> 
  <VERB />  
- <NP value="Theme"> 
  <SYNRESTRS />  
  </NP> 
- <PREP value="from"> 
  <SELRESTRS />  
  </PREP> 
- <NP value="Source"> 
  <SYNRESTRS />  
  </NP> 
  </SYNTAX> 
In description tag, primary= NP V NP PP. Source. Here PP. Source shows that the word which is followed by 
preposition is the source of the activity. We have stored these words like ‘pivot’ etc to its specified karaka relations 
in a table. From that table we are matching both syntax structures. This is explained in the following fig 2. 
 
 
 
    
                                                   Pivot      verb          theme     from    source 
 
 
    k1           root          k2                         k5 
 
 
 
Fig. 2. Matching of Syntax. 
3.3. Handling of control verbs 
In the similar way as we done above, control verbs can be handled. Promise and persuade are two control verbs. 
Let’s have an example sentence with promise verb. It is a subject control verb.  
      NP          V            NP         PP       Source 
       NP          VP           NP         PP         NP 
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13. Ram promised Mohan to leave. 
 nsubj(promised-2, Ram-1) 
 root(ROOT-0, promised-2) 
 iobj(promised-2, Mohan-3) 
 det(house-5, the-4) 
 dobj(promised-2, house-5) 
Parse tree: 
 (ROOT 
  (S 
    (NP (NNP Ram)) 
    (VP (VBD promised) 
      (NP (NNP Mohan)) 
      (NP (DT the) (NN house))))) 
 
 
 
 
 
Fig. 3. Dependency tree of sentence 
Fig.3 shows the karaka relation of this sentence. We can clearly see the contradiction of dependencies for the 
word ‘Mohan’. Stanford parser is showing it is indirect object (k2) and in fig.3 it is k4. Now, we will solve this by 
using VerbNet. Promise is the Main verb and its structure is shown below: 
<DESCRIPTION descriptionNumber="0.2" primary="NP V NP NP" secondary="NP-NP" 
xtag="0.2" />  
- <EXAMPLES> 
  <EXAMPLE>Ram promised Mohan the house</EXAMPLE>  
  </EXAMPLES> 
- <SYNTAX> 
- <NP value="Agent"> 
  <SYNRESTRS />  
  </NP> 
  <VERB />  
- <NP value="Recipient"> 
  <SYNRESTRS />  
  </NP> 
- <NP value="Topic"> 
  <SYNRESTRS />  
  </NP> 
  </SYNTAX> 
We map these NP values to karaka relations as shown in the following fig.4. We map Mohan to k4 because k4 is 
always a recipient of action done by the verb. The mappings are: 
 NP-k1-agent 
 V-verb 
 NP-K4-recipient 
 NP-K2-topic 
4. Results 
For validation of our system output, we are using Hindi Full Parser that generates the karaka information for a 
Hindi sentence. Firstly, for a English sentence, we map its Stanford dependencies to Karaka relations using our 
              promised 
 
           k1            k4      k2 
 
     Ram    Mohan       the house 
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approach. 
 
 
                                                              Agent       verb         recipient    topic 
 
                                                             K1         root          k4            k2 
 
 
 
Fig. 4. Matching of Syntax. 
Then, we use Hindi Full Parser output of corresponding English Sentence. Finally, we match the output. If the 
output matches, then our mapping is done correctly. For example, consider the previous sentence (12). Using our 
approach we conclude the following: 
Karta (k1) : Student, Karma (k2): book, Aapadaan (k5): library 
And now, the corresponding Hindi sentence is: 
वधाथ      को   पुताकालय       से   एक    कताब    चाहए 
viXArWI   ko    puswAkAlaya   se   eka     KiwAba  cAhie 
For this sentence, the output of Hindi Full Parser is shown below: 
 
 
Fig.5. Dependency tree. 
As we can see in the above fig. 5, our approach output matches the Hindi Parser’s output. For result evaluation, 
we have taken 1000 English sentences. We apply our procedure and mapping to karaka relations for each sentence 
and then compare the output to its corresponding Hindi Parser output. The percentage is calculated for each karaka 
relation separately. For this, firstly the total number of sentences are taken in which that karaka is involved and then 
the number of sentences that mapped correctly by our approach. The following results are obtained that are shown 
in table 2. 
Table 2.Percentage of karaka relation that are mapped correctly 
k1 k2 k3 k4 k5 k7 
69.7% 57.7% 72.2% 44.7% 51.6% 74.1% 
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