Abstract: This paper describes the HCE m model, designed to estimate the size of a cluster running Hadoop, in a given timeframe on cloud environments. The HCE m consists of a light optimisation layer for MapReduce jobs and a model to estimate the size of a Hadoop cluster. Additionally, this paper presents a comparative study of HCE m using similar applications and workloads in two production Hadoop clusters, the Amazon Elastic MapReduce and a private cloud in a large financial company, in order to evaluate the performance of the model in real and intensive processing environments. The estimates generated by the HCE m model and processing performed are representative and consistent, which can help researchers and engineers understand the workload characteristics of Hadoop clusters in their production environments. The performance differences shown between the real environments, confirmed that the increased sharing of physical computing host resources reduces the accuracy of the model. This paper is a revised and expanded version of a paper entitled 'Model to estimate the size of a Hadoop cluster -HCEm' presented at the
Introduction
The rapid growth of volume, variety and velocity of data -known as big data (Zikopoulos et al., 2012) continues to present significant challenges for academic and industrial fields, being a source of research, innovation, competitive advantage and increased productivity.
In business and science environments, the amount of data, much of which is semistructured or unstructured, growing constantly. In addition, the pace of the competitive market and, the pressure to reduce costs and increase results generate a growing demand to transform this avalanche of data into useful information in the shortest possible time (Herodotou, 2012) , thereby stimulating the use of clusters of computers. This scenario is suitable for using Hadoop MapReduce (White, 2012) , a scalable and fault tolerant open source system, that implements the MapReduce programming model (Dean and Ghemawat, 2004) , for processing large distributed and parallel databases.
The utilisation of Hadoop in cloud environments presents a viable and fast solution for organisations that need to process large databases, but lack computational and human resources. For example, Amazon Elastic MapReduce (Amazon EMR) (Amazon.com, 2014a ) is a service platform of Amazon web service (AWS) (Amazon.com, 2014b) where a user can provision a Hadoop cluster in minutes with any number of nodes, perform their processing and pay only for the used resources. Similarly, if the organisation has a private cloud, a Hadoop cluster could be allocated in a few minutes, perform the processing and then be deallocated.
Despite the fact that a cluster can be quickly allocated in a cloud platform, the users are constantly faced with the problem of defining the appropriate size of a Hadoop cluster for processing a given workload in a given time interval. Users need to specify the number of nodes, as well as the amount of CPU, RAM and disk space for each node. To ensure that Hadoop performs efficiently, users need to set configuration parameters, at the execution level of MapReduce jobs (Babu, 2010) .
Given this scenario, this paper presents a model to estimate the size for a Hadoop cluster running a job at a given time interval. The proposed approach is based on gathering information, the basis of the rules for adjusting Hadoop settings, from actual workload and simulations. It also presents comparative studies of the use of the model in public cloud and private cloud environments, both in large company environments with intensive workloads.
Main contributions
• A model capable of estimating the size of the cluster for Hadoop, according to workload and a given time interval was proposed. The proposed model estimates the number of hosts and their configurations of CPU, RAM and HD.
• An evaluation of the proposed model was done using the public cloud of Amazon EMR, where a study of Hadoop was performed in a real environment. This scenario allowed the observation of new situations, that could not be observed in a simulated environment, where unexpected factors arose directly influencing the analysis and requiring adjustments.
• An evaluation of the proposed model was done using the private cloud of a large company, a real scenario with intensive workload, in order to ratify the values observed in the Amazon EMR, allowing a comparison of the HCE m in two production environments.
Hadoop framework
Hadoop is an open-source project of The Apache Software Foundation (2014) that aims to provide scalable and reliable distributed computing. This framework enables the processing of large distributed datasets through clusters of computers using a simple programming model and can run on a single server or even thousands of machines, where each host provides storage and computational processing (The Software Foundation Apache, 2013). Furthermore, Hadoop was designed to detect and handle failures in the application layer, providing a highly available service through a computer set, which is also prone to failure (The Software Foundation Apache, 2013). The Hadoop framework is best known for its central projects, Hadoop MapReduce (Perera and Gunarathne, 2013) and its distributed file system, Hadoop distributed file system (HDFS) (Borthakur, 2008) which will be discussed in the following sections.
Hadoop distributed file system
The HDFS is a distributed and fault-tolerant file system, designed to handle the storage of large files (Borthakur, 2008; White, 2012; Shvachko et al., 2010) . HDFS is similar to common file systems with its hierarchical organisation of files, however it is optimised for applications that perform many reads and few writes.
The data in HDFS is divided into blocks, replicated into the nodes of Hadoop cluster, as illustrated in Figure 1 . This feature provides ideal conditions for Hadoop MapReduce applications, processing smaller subsets of data in the locations that these blocks are stored (White, 2012) .
The HDFS uses the master/slave architecture where the master is called NameNode, and the slave is called DataNode, as illustrated in Figure 1 . The NameNode is responsible for managing the entire distributed file system of the Hadoop, the metadata of files and directories and responding to client requests, among other things. The DataNode stores blocks of HDFS files and, periodically, sends reports to the NameNode with information of all blocks and files stored as well as accepting requests for reading or writing of local or remote clients, through a NameNode request (Borthakur, 2008) . 
Hadoop MapReduce
MapReduce is a computational model for processing distributed data (Dean and Ghemawat, 2004) and is implemented by Hadoop. Hadoop MapReduce works with jobs, units of work that the client wants to accomplish, containing input data, the MapReduce program and configuration information.
Hadoop MapReduce uses a master/slave architecture. The JobTracker process is the master, responsible for accepting jobs submissions, task scheduling in slave processes and providing administrative functions. The slave processes are calledTaskTrackers, responsible for locally performing the tasks of a job.
Hadoop MapReduce has two distinct tasks that execute a job, namely MapTask and ReduceTask. Internally, each phase of a Hadoop MapReduce job executes several steps to perform its processing (White, 2012) . In the next sections, we will discuss the execution of these tasks.
MapTask
We can define the pipeline of execution of the MapTask as illustrated in Figure 2 , where the main phases are:
• Input data: represents the data to be processed by a Hadoop MapReduce job.
• Input split: represents the input data to be processed by each MapTask.
• Parse: represents the reading of an input split record and performs its conversion into an object <key/value>.
• Function mapper: represents the user-developed Mapper Class job implementation. This function inputs an object <key/value> and is performed for each record of the input split.
• Sort buffer, partitions, sort and spill: the MapTask has a circular memory buffer with a predetermined size, called a sort buffer. Inside it, the objects of the mapper function's output processing are written (White, 2012) . When the stored data reaches a certain threshold, they are divided into partitions and saved to temporary files on the local disk (spill).
• Merge: after processing of the input split records, Hadoop groups all spill files into a single output file, which is sorted and partitioned, and then saved to the local disk. After the merge, MapTask is finalised and the JobTracker is notified. 
ReduceTask
The ReduceTask pipeline can be defined in several phases, as illustrated in Figure 3 . The main functions of each phase are:
• Copy: after the MapTask process completes, the ReduceTasks copy their respective data partitions over the network. These partitions are copied into a reserved memory area and whenever a certain threshold is reached the data is written to a file on the local disk (spill) (White, 2012 ).
• Merge: after the outputs of all MapTasks have been copied to the ReduceTask, Hadoop combines all files generated during the copy in a single file on the local disk.
• Sort: Hadoop MapReduce will group the files and sort records in rounds, using a predetermined number of files until it has processed all the files generated during the spill (White, 2012) . The sort generates a record for each key, containing all their respective values.
• Function reducer: represents the user-developed reducer class implementation of the Hadoop MapReduce job. This function inputs the records from the files generated during the merge/sort, converted into key/list <value> objects.
• Write: writes the result of the Reducer Function to the default file system.
Related works
Several papers have been written about various characteristics of the Hadoop cluster that are important to this work, such as its use in fully virtualised environments, optimising performance, Hadoop benchmarking evaluation and performance models.
Hadoop cluster in virtualised environments
In theory, we can assume that the overhead of the virtualisation layer, which acts as the processes that control the network communication, I/O, memory and disk space allocation, has a great effect on system performance because they are run as processes (Kontagora and Gonzalez-Velez, 2010 ). However, it was observed that the performance of the Hadoop cluster improved in one fully virtualised environment, as well as making considerable gains with regard to scalability and fault tolerance (Kontagora and Gonzalez-Velez, 2010) . These results are ratified in VMware Inc. (2012a Inc. ( , 2013 and Li et al. (2013) , which shown that a Hadoop cluster in fully virtualised environments, when physical hosts have four virtual machines, may perform at a higher level than a similar environment formed by physical machines. Greatly increasing the parallelism can also harm performance (Li et al., 2013) , making it necessary to find the right balance, in order to not saturate the resources of the physical host. Therefore, running Hadoop in a virtualised environment can have several benefits, such as reduced implementation time, on-demand usage, high availability, fault tolerance, hardware consolidation, and can improve, data centre efficiency and safety (VMware Inc., 2012b). The research also showed that the I/O to disk might be the main limiting factor for Hadoop cluster performance in virtual environments (Ishii et al., 2013) . In cloud platforms, the users have little or no control over the amount of virtual machines per physical host, but they can reduce the number of tasks running concurrently on each VMin order to reduce competition for the use of the virtual disk. In addition to providing performance and fault tolerance, the model of cloud computing is a trend in computing (Yang, 2011) and cannot be ignored. Considering the analysed studies, it is clear that Hadoop cluster are feasible in virtualised platforms, and consequently on cloud platforms.
Optimising performance in a Hadoop cluster
Hadoop can run in environments with thousands of machines, so efforts to implement performance improvements on hardware or software levels can result in considerable gains. The first level optimisations would use robust hardware with fast CPUs composed of multiple cores, abundant RAM, multiple high performance hard drives and a high-speed network (INTEL, 2010; Heger, 2013) . This can, however, result in an underutilisation of computing resources and add unnecessary expenses, hence more specific optimisations will be necessary.
Studies assessed the dependencies of parameters such as the size of the input data, number of nodes, the number of ReduceTasks, the overhead of copying data to the HDFS, the block size of files, the amount of memory allocated, complexity of the job among others. The results showed that the performance of hard drives is the limiting factor in MapTasks which produce large data outputs (Wlodarczyk et al., 2011; Joshi, 2012) . However, setting the number of ReduceTasks is not a trivial matter and depends on the size of the Hadoop cluster, the input data to be processed and the amount of resources available for processing the job (Zhang et al., 2013) . Other researchers have concluded that the processing performance of the Hadoop cluster improved significantly with the addition of more nodes (Rizvandi et al., 2011; Maurya and Mahajan, 2012) .
The finer adjustments in the Hadoop framework are specified, according to the type of processing to be performed, the hardware and settings used, the virtualisation system used, the operating system and other variables. In this study, a light optimisation layer was used -one that is generic enough to suit most cases where a Hadoop cluster is the adapted solution, without increasing the complexity of the project or related costs.
Hadoop benchmarking
A substantial amount of research has been published showing that the use of benchmark techniques provides effective methods for performing measurements, evaluations and comparisons of various processes, including the processing performed by Hadoop.
After analysing several benchmark tools, like BenchmarkMRBS (Sangroya et al., 2012a (Sangroya et al., , 2012b (MapReduce benchmark suite), HiBench (Inc GitHub, 2014) (the Hadoop benchmark suite), Mochi Benchmark (Tan et al., 2009 ) and benchmark tools present in Hadoop distributions (White, 2012) , HiBench was chosen. This tool has a set of programs with multiple workloads typical of the Hadoop framework, which assist in evaluation in terms of performance, network throughput, use of system resources and data access patterns, as well as being easy to install, configure and use. Large companies such as IBM (2014) and Intel (2014) have used it. The main applications of HiBench for stress testing are: Sort, WordCount, TeraSort, Nutch indexing, PageRank, Bayesian classification, K-means clustering and enhanced DFSIO.
Estimators models of job MapReduce
For some time researchers have been seeking to develop models able to predict the cost of workload processing and create optimisations for configuration parameters of the Hadoop framework in order to improve the performance of processing Hadoop MapReduce jobs. Various studies were analysed, such as the starfish project , which was developed over several studies Lim et al., 2010 Lim et al., , 2013 , a system capable of making automatic adjustments to the configuration parameters of a Hadoop cluster for a given job, so it may perform well. The starfish project consists a combination of techniques for cost optimisations based on database queries, robust adaptive queries, static and dynamic analysis of programs, data sampling with dynamic generation of profiles, runtime and statistical machine learning applied to data stream systems. However, since the Hadoop framework has over 200 configuration parameters it is difficult to control adjustments using a few nodes and little processing overhead. Furthermore, there is a need for further training in new jobs and their system of collecting information, which generates overhead in processing and interferes with the running of MapReduce jobs.
One of the challenges in the analysis of Hadoop is to predict the performance of individual jobs (Song et al., 2013) . Some authors have tried to overcome this challenge through a model that seeks to predict the execution time of a Hadoop MapReduce job, using a sample of the input data and analysing the complexity of MapReduce jobs (Song et al., 2013) , using linear regression methods. However, it is necessary to modify the Hadoop MapReduce application and the collection of information creates processing overhead and interferes with the execution time of jobs. In addition, there is the need to train the model for new jobs, because, model accuracy is compromised even though data from similar jobs can be used.
Another proposed model (Lin et al., 2012) was able to estimate the complexity and time execution of tasks in Hadoop MapReduce, using a method that divides the processing from the perspective of resource usage, and uses detailed formulas to estimate the time of a MapTask and a ReduceTask separately.
To achieve the objectives of this research the model was needed a to predict the average time of a MapReduce job, quickly, simply and accurately, but without the need to conduct constant and/or long workouts on the model. This paper also develops a model that does not generate distortions in processing time by involving different estimates.
Model to estimate the size of Hadoop cluster -HCE m
The HCE m (model to estimate a Hadoop cluster) seeks to estimate the size of a cluster for a MapReduce process in a given workload and at a given time interval. Furthermore, HCE m defines the basic computer resource (CPU, RAM, HD) hosts, and sets the main parameters of the Hadoop framework configuration according to the workload and the available computational resources. The scope of HCE m is the Hadoop version 1.x, running on a virtualised platform, all with similar hosts, and batch processing of large files, which are of the write-once-read many type, that are recorded on HDFS. The optimisations proposed by HCE m are limited to the main configuration parameters of the Hadoop framework.
The HCE m is structured through two sub-processes, called Hadoop cluster profile and Hadoop cluster estimator, which will be presented in detail in the following sections.
Hadoop cluster profile
In the Hadoop cluster profile sub-process, shown in Figure 4 , the main features of the cluster, in which Hadoop is running, are mapped, and a profile is made up of ten parameters, defined in Table 1 , based on some of the definitions presented below.
• Job default: A Hadoop MapReduce job used to test the computational efficiency of the CPU, and to measure the relative computational complexity (RCC) of the mapper/reducer function (Lin et al., 2012 ).
• RCC: Represents the ratio of the cost to run a mapper/reducer function of a job, and the cost of running the mapper/reducer function of the default job, to processing the same workload (Lin et al., 2012 ).
• ParSef: Represents the cost to convert a line of the entry data-base into a key/value object (Lin et al., 2012 ).
• SortCef: Represents the CPU cost of internal sorting operations performed during the execution of a Hadoop MapReduce job (Lin et al., 2012 ).
• SerCef: Represents the CPU cost of the write operation of a record within the memory buffer, and serialisation of the register to the standard output stream (Lin et al., 2012) . 10 ReduceSysCost Cost of the system to start the ReduceTask.
Hadoop cluster estimator
The Hadoop cluster estimator sub-process performs some analysis using a sample base to estimate the size of the cluster for the Hadoop framework to run a job and process a given workload, given a timeframe. The Hadoop cluster estimator has several activities which are illustrated in Figure 5 and detailed below.
• Activity 1 -analysis of Hadoop: the aim of this activity is to collect information from the configuration files of the Hadoop framework, defined in Table 2 .
• Activity 2 -analysis of job objective: ten parameters are collected in this activity, as shown in Table 3 . They are generated by processing the Objective Job, which is the MapReduce job used to estimate the size of the cluster with a sample database as input.
• Activity 3 -estimator tasks (map/reduce): the data collected in previous activities (Tables 1 to 3 ) used to estimate the average length of individual MapTask and ReduceTask jobs, due to changes in the workload and configuration parameters of the Hadoop framework. The model used by HCE m to make estimates was based on the work of Lin et al. (2012) , with improvements to consider the execution of tasks in parallel on the same TaskTracker. The HCE m divides the processing of jobs from the perspective of resource utilisation, which facilitates studying the impact of changes in parameter settings.
• Activity 4 -Optimiser tasks (map/reduce): The main objective is to reduce disk I/O operations, which represent a greater bottleneck for processing the Hadoop MapReduce jobs than CPU usage (Ishii et al., 2013) . In MapTask it tries to reduce the number of writes to disk, while in ReduceTask it tries to keep the intermediate data into memory during the copy phase. Therefore, in this study, only a few configuration parameters were used in order to reduce the complexity of the optimisation layer, while maintaining alignment with the model that estimates the tasks. Furthermore, the use of a reduced number of parameters facilitates the observation of results in a cluster with fewer nodes, essential for a test environment.
• Optimiser task activities use the parameters detailed in Table 4 to optimise the tasks (map/reduce), which directly influence the estimates made by the estimator tasks activity, allowing the application of more reasonable values. In addition to these parameters it sets others, based on recommendations by WHITE (2012), and detailed in Table 6 . These parameters are necessary to sustain the scalability of a Hadoop cluster and, are adjusted automatically through a rule base, detailed in Table 5 and limited by the computational resources available in nodes.
• Activity 5 -Estimator cluster: The estimator cluster activity uses a group of parameters as input, detailed in Table 7 . Some of these parameters were estimated in the activities previously presented, although others should be provided by users and are related to computing resources (CPU, HD, RAM) available in the virtualisation platform. The set of parameters used by the HCE m model provides accurate estimates of the cluster size, since it captures the inner details of the processing tasks (Map/Reduce). Thus, the cluster size is calculated by using the formulas and definitions below.
• TimeAvailableMap (TAM): Represents the map task's available execution time, calculated according to job processing available time, and the estimated time of the MapTask arrived at through equation (1).
• TimeAvailableReduce (TAR): Represents the reduce tasks available execution time, calculated according to job processing available time and the estimated time of the ReduceTasks. This time is calculated in equation (2).
• MapSimultaneous (MS): Represents the amount of MapTasks to be executed in parallel to achieve the proposed time in TAJ (Table 7) . This value is calculated by equation (3).
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• RamSlaves (RS): Represents the amount of RAM per slave, required to process the input data of the MapReduce job in the time frame defined by TAJ (Table 7) . It is denoted by equation (4).
The value 2,500 is the amount of memory to run the operating system and the TaskTracker and DataNode daemons.
• ReduceSimultaneous (RS): Represents the number of ReduceTasks to be executed in parallel to achieve the proposed time in TAJ (Table 7) . This value is calculated according to equation (5).
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• NumSlaves (NS): Represents the number of hosts that slaves need to run the MapReduce job and process the input data, in the time frame defined by TAJ (Table 7) . This value is calculated by equation (6).
• CPUSlaves (CS): Represents the amount of CPU that slave nodes need to process the input data in a MapReduce job in the time frame defined by TAJ (Table 7) . This value is calculated by equation (7).
The number 1 is relative to the CPU allocated to the operating system and the TaskTracker and DataNode daemons.
• LocalHD (LHD): Is the space, in gigabytes, for the operating system disk and temporary files required for job processing. The estimated value is increased to prevent the disk from having more than 70% utilisation, and response time grows exponentially (Somasundaram et al., 2011) . This value is estimated by equation (8). 100 2 15,360 1,024 70
The value 15,360 is the space required for the operating system and 1,024 is a constant used to convert the result in gigabytes.
• DiscHDFS (DHDFS): Represents the space for the HDFS, in gigabytes. In addition, the estimated value is increased to prevent the disk from having more than 70% utilisation and response time grows exponentially (Somasundaram et al., 2011) . This value is calculated by equation (9). 100 1, 024 70
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• RAMMaster (RAMM): Represents master host amount of RAM to manage the Hadoop cluster. This value is defined by equation (10).
To estimate the size of the cluster, the number of hosts, as well as its basic settings (CPU, HD, RAM), the proposed model is integrated into the activities of estimator tasks and optimiser tasks. Depending on the parameters TimeAvailableJob, CPUAvailable, RAMAvailable and HDAvailable, the values of the parameters MapMaximum and ReduceMaximum are defined to represent the amount of concurrent tasks that can be performed by a TaskTracker, which are essential to define the size of the cluster.
Analysis of results
Two batteries of tests were performed, the first using the public cloud of Amazon EMR (Amazon.com, 2014a) and the second using a large company private cloud infrastructure, which allowed observation of HCE m behaviour in real environments where public and private clouds are widely used. The databases used in this study were derived from squid proxy (Software Foundation Squid, 2014) log files, sequential text files, composed of lines similar to those illustrated in Figure 6 . Furthermore, in all tests the size of file block of HDFS was configured to 128 MB. The Hadoop cluster profile was generated by a WordCount variant and the samples used for objective job analysis had 1.2 GB and a MapReduce job was used to count the number of IPs repeated in the input database.
First round of tests -Amazon EMR public cloud
In this round of tests, using the Amazon EMR public cloud (Amazon.com, 2014a) , an analysis was carried out using two sets of tests. In the first, a cluster was created in Amazon EMR where several processes were performed and their results compared to the estimated results generated by HCE m . In the second set of tests, performed in reverse mode, the cluster was estimated by HCE m , allocated on Amazon EMR, and then the processing was performed and the results compared with the estimates generated by HCE m . The databases used in these tests had different sizes. In the first set of tests a 92 GB database was used and in the second set of tests a database of 1 TB (20 files of 500 GB each) was used. All tests were performed on Amazon EMR, using the m1.large profile, detailed in Table 8 , and the cluster was created in the network structure of the AWS existing in Brazil.
First set of tests
A four node cluster was allocated in this set with one master and three slaves, including Apache recommended default values (The Apache Software Foundation, 2014) used in the Hadoop configurations, as shown in Figure 7 (a), since some of the parameters automatically adjusted by Amazon EMR were not part of the group of parameters used on HCE m .
The cluster used in the Amazon EMR real environment was allocated according to the estimated size and configurations indicated by HCE m .
Results from the processing and values estimated by HCE m , summarised in Figure 7(b) , show that the time difference is approximately 12 minutes, or less than 5% of the total time. Moreover, considering the computational resources (CPU, RAM, HD) of the m1.large profile, it was observed that the cluster used for processing the 92 GB database was overestimated, considering the time of 2:30h. Estimates generated by HCE m suggest that the hosts require only 50% of the total RAM capacity and 20% of the original storage.
Second set of tests
In this set of tests, the HCE m estimated the amount of resources and tasks (map/reduce) per TaskTracker, considering the proposed time of 200 minutes, and computational resources of the m1.large profile. Furthermore, the HCE m also estimated the amount of ReduceTasks considering the approximate time of seven minutes. Therefore, the HCE m estimated the size of the cluster and set the main configuration parameters values, as illustrated in Figure 8(a) . Analysing the processing results, illustrated in Figure 8(b) , one can see that the cluster for the Hadoop framework as estimated by HCE m , as well as adjustments to the configuration parameters, were suitable for processing the objective job workload. In addition, it allowed HCE m to simulate various scenarios, considering the parameters used.
Second round of tests -private cloud of a large company
This round of tests, in a large company private cloud, used a database of 1 TB (20 files of 500 GB each) and all hosts had the same profile, detailed in Table 9 , with no control over the location of hosts. All hosts were, however, in the same datacentre.
The HCE m was used to estimate the amount of resources and tasks (map/reduce) per task tracker, considering the proposed time of 200 minutes and the amount of computational resources of the hosts profile (Table 9 ). An amount of 800 reduce tasks was defined to facilitate the first round analysis correlation, and the HCE m estimated the average time, as illustrated in Figure 9 (b). The Hadoop main configuration parameter values were also defined similarly to the settings for the first round of tests, as illustrated in Figure 9(a) , to facilitate the comparison of the results from the two rounds of tests.
From the processing results, illustrated in Figure 9 (b), the Hadoop framework cluster estimated by HCE m , correctly performed the processing workload within the proposed time, showing that the adjustments in Hadoop settings allow for more efficient usage of computational resources in the hosts.
Table 9
Instance configuration m1.large of the Amazon web services Comparing the first and second round results, shown in Table 10 and Figure 11 , the HCE m efficiency was observed to be better in the private cloud than in the public cloud. This is due to its lower workload and it consequently has a smaller share of physical host computer resources in the cloud infrastructure. However, the accuracy of the model is compatible in both cloud environments. 
Conclusions
This paper presented a model to estimate the size of a cluster, adjusted according to the workload and the time interval, for the Hadoop framework. Even though the model was efficient in its estimates, further efforts to refine the model and define a simpler method to generate the profile of the cluster are needed. It was observed that the HCE m was effective in estimating an appropriate cluster for the processing workload, maximising the allocated computing resources. Therefore, it is a promising model to identify problems related to over-allocation and under-allocation of computing resources in a Hadoop cluster, and may help to reduce IT costs in an organisation. Furthermore, the clusters estimated by HCE m , performed well, processing the workload within 86.58% and 89.69% of the proposed time, in a public and a private cloud respectively. The difference in assertiveness can be explained by the increase in computational resource sharing of the physical hosts in a public cloud.
Analysing the results collected in tests in real environments, with high workloads, it was noted that the HCE m showed consistent results for large, complex cloud environments.
