Abstract. In this paper we classify the irreducible Harish-Chandra bimodules with full support over filtered quantizations of conical symplectic singularities under the condition that none of the slices to codimension 2 symplectic leaves has type E 8 . More precisely, we show that the top quotient HC(A λ ) of the category of Harish-Chandra bimodules over the quantization A λ with parameter λ embeds into the category of representations of the algebraic fundamental group, Γ, of the open leaf. The image coincides with the representations of Γ/Γ λ , where Γ λ is a normal subgroup of Γ that can be recovered from the quantization parameter λ. As an application of our results, we describe the Lusztig quotient group in terms of the geometry of the normalization of the orbit closure in almost all cases.
1. Introduction 1.1. Harish-Chandra bimodules over quantizations of symplectic singularities. The goal of this paper is to study Harish-Chandra bimodules over quantizations of conical symplectic singularities.
Let us start by defining Harish-Chandra bimodules in the general setting of filtered quantizations of graded Poisson algebras.
Let A be a finitely generated commutative associative unital algebra. Suppose that A is equipped with two additional structures: an algebra grading A = Following [L1] , by a Harish-Chandra (shortly, HC) A-bimodule we mean an A-bimodule B that can be equipped with an increasing exhaustive bimodule filtration B = i B i such that [A i , B j ] ⊂ B i+j−d (which implies that the actions of A on gr B from the left and from the right coincide) and gr B is a finitely generated A-module. Such a filtration will be called good. For example, the regular bimodule A is HC.
The most classical example here is when A = U(g) for a semi-simple Lie algebra g, here d = 1. A Harish-Chandra bimodule is the same thing as a finitely generated U(g)-bimodule with locally finite adjoint action of g. These bimodules were extensively studied in the Lie representation theory.
The algebras A we are interested in are filtered quantizations of conical symplectic singularities.
Let us recall the definition of a conical symplectic singularity. Let Y be a normal Poisson algebraic variety such that the Poisson bracket on the smooth locus Y reg is nondegenerate. Let ω denote the corresponding symplectic form on Y reg . Following Beauville, we say that Y has symplectic singularities if there is a resolution of singularities ρ :Ỹ → Y such that ρ * ω extends to a regular 2-form onỸ . We say that a variety Y with symplectic singularities is a conical symplectic singularity if it is equipped with an action of the one-dimensional torus C × such that
• C × contracts Y to a single point (and so Y is automatically affine), • and the degree of the Poisson bracket on C[Y ] is −d for d ∈ Z >0 . In particular, A := C[Y ] is a graded Poisson algebra as above.
Examples of conical symplectic singularities include the following.
(1) The nilpotent cone N in a semisimple Lie algebra g. More generally, let O ⊂ g be a nilpotent orbit andÕ be its G-equivariant cover (where G stands for the simply connected group with Lie algebra g). Then the algebra C[Õ] is finitely generated and Y := Spec(C [Õ] ) is a conical symplectic singularity. (2) Let V be a symplectic vector space and Γ be a finite group of linear symplectomorphisms of V . Then Y := V /Γ is a conical symplectic singularity. There are many other examples of conical symplectic singularities (preimages of Slodowy slices in Spec(C[Õ]), affine Nakajima and hypertoric varieties, etc.) but only (1) and (2) are relevant for the present paper.
For a general conical symplectic singularity Y (subject to minor technical conditions) the filtered quantizations of Y (i.e., of C[Y ]) were classified in [L9] . The result can be stated as follows -we will recall it in more detail below in Section 1.3. There is a finite dimensional vector space h * Y defined over Q and a finite crystallographic reflection group W Y acting on h * Y such that the filtered quantizations of Y are in a natural one-to-one correspondence with h * Y /W Y . We will write A λ for the filtered quantization corresponding to λ ∈ h * Y . In the examples of conical symplectic singularities mentioned above we get algebras of great interest for Representation theory. When Y is the nilpotent cone in g, its filtered quantizations are the central reductions of U(g), while for Y := Spec(C[Õ]) we get interesting Dixmier algebras in the sense of Vogan, [V] . In the case when Y = V /Γ we get spherical symplectic reflection algebras of Etingof and Ginzburg, [EG] .
The goal of this paper is to classify irreducible Harish-Chandra A λ -bimodules that are faithful as left or, equivalently, right modules (both conditions are equivalent to the condition that the associated variety of the bimodule coincides with Y , we will recall associated varieties below). Below we will call such bimodules HC bimodules with full support. One could hope that the classification in this case will shed some light on that in the general case.
The classification of irreducible HC bimodules with full support is known in many cases. For example, the result for Y = N is classical -it will be recalled below in Section 5.1 -as this case turns out to be important for the classification in the general case. Various special cases and partial results for Y = Spec(C [O] ) were obtained in [L1, LO, L7] . The case of Y = V /Γ was considered in [L3] and then in [S] . In the latter paper a complete classification was obtained in the case when V = U ⊕ U * and Γ acts on U as a complex reflection group.
However, even in some simple cases, most notably for the Kleinian singularities V /Γ, where dim V = 2 and Γ is not cyclic, the classification is not known. It turns out that this case is crucial for understanding the case of general Y . We consider the Kleinian case in the next section.
Results for quantizations of Kleinian singularities. So let Y = C
2 /Γ. Recall that, up to conjugation in SL 2 (C), the subgroups Γ are classified by the type ADE Dynkin diagrams. In particular, to Γ we can assign the Cartan space h Γ and the Weyl group W Γ (of the corresponding ADE type). The space h * Y and the group W Y mentioned in the previous section are h * Γ and W Γ in our case. Quantizations of Y were extensively studied in the past with equivalent (see, e.g. [L4] ) constructions given in [CBH] (a special case of the general symplectic reflection algebra construction), [H] (as a quantum Hamiltonian reduction), [P] (as the central reduction of a suitable finite W-algebra).
Let us describe the classification result in this case. We have an affine isomorphism between h * Y and the affine subspace (CΓ) Here is a conjectural classification result for faithful irreducible HC bimodules over A λ . We can also describe the top quotient of the category of HC bimodules as a tensor category, Theorem 5.1. Consider the affine Weyl group W a Γ := W Γ ⋉ Λ r , where Λ r is the root lattice in h * Γ . This group naturally acts on h * Γ by affine transformations. Conjecture 1.1. The following claims are true:
(
The irreducible HC A λc -bimodules with full support are in bijection with the irreducible representations of Γ/Γ c . Theorem 1.2. Conjecture 1.1 is true when Γ is not of type E 8 .
At this point, we do not know what happens in the E 8 -case (clearly, (1) should not be difficult to check). We also note that the type A case of Conjecture 1.1 (i.e. of cyclic Γ) was proved in [S] .
The most essential ingredient of the proof of Theorem 1.2 is to relate the HC bimodules over A λ and over the central reduction U λ of U(g) (where g is a semisimple Lie algebra of the same type as Γ) corresponding to λ. This is a special case of the general extension result for HC bimodules that also allows to reduce the classification in general to that in the Kleinian case.
1.3. Results for quantizations of symplectic singularities. Now assume that Y is a general conical symplectic singularity and let A λ for λ ∈ h for the 2-dimensional symplectic formal disk, i.e., the formal neighborhood of 0 in the symplectic vector space C 2 . So we can consider the corresponding Cartan spaceh *
Let us write λ i for the component of λ in h * i ⊂h * i and let c i ∈ CΓ i be the element corresponding to λ i as explained in the previous section. Let us write Γ i,λ for the normal subgroup Γ i,c i from Conjecture 1.1. Now note that we have a natural group homomorphism
reg . Let Γ λ be the minimal normal subgroup of Γ containing all Γ i,λ . Theorem 1.3. Suppose that Conjecture 1.1 holds for all Γ i , i = 1, . . . , k. Then there is a bijection between the irreducible HC A λ -bimodules with full support and the irreducible Γ/Γ λ -modules.
There is a stronger version on the level of tensor categories, Theorem 6.1. Remark 1.4. More generally, for two different filtered quantizations A λ ′ , A λ of Y one can consider HC A λ ′ -A λ -bimodules and ask to classify such irreducible bimodules with full support. The situation there is more complicated than in the case of λ ′ = λ, we have partial results on the classification (including a complete classification in the case when h * 0 = 0) that we will explain sketching required modifications in Section 6.2. One reason we chose to omit complete proofs in the general case is that the case λ ′ = λ is much less technical but also is more important for applications, including those in Lie representation theory.
1.4. Applications to Lusztig's quotient. One application of Theorem 1.3 is to give a geometric interpretation of Lusztig's quotients, [Lu, Section 13] , for almost all cases (with the exception of one case in E 7 and three in E 8 ). These finite groups were introduced by Lusztig in his work on computing the characters for finite groups of Lie type. Namely, from a two-sided cell c in a Weyl group W Lusztig has produced a finite groupĀ c . He also established a connection of this group to nilpotent orbits, as follows.
Let g be a semisimple Lie algebra with Weyl group W . Then the two-sided cells in W are in one-to-one correspondence with the so called special orbits in g. Lusztig has proved thatĀ c can be realized as the quotient of the component group A(O c ), that is the G-equivariant fundamental group of O c , where G := Ad(g). Lusztig also found a way to relateĀ c with the component group of another orbit, in a Levi subalgebra of g.
The quotientsĀ c were further studied in [LO] . There the author and Ostrik computed A c in terms of the two-sided W -module [c] Dmytro Matvieievskyi for the many comments that allowed me to improve the exposition. This work has been funded by the Russian Academic Excellence Project '5-100'. This work was also partially supported by the NSF under grant DMS-1501558.
Preliminaries
2.1. Non-commutative period map. In this section we will discuss quantizations of smooth symplectic algebraic varieties and their important invariant, the non-commutative period following [BK, L4] .
Let X be a symplectic algebraic variety. So O X is a Poisson sheaf of algebras. By a formal quantization of X we mean a pair (D h , ι), where
]-flat, and complete and separated in h-adic topology,
We note that in the case when X is affine, to give a formal quantization of X is the same as to give a formal quantization of C[X].
Bezrukavnikov and Kaledin in [BK] defined an invariant of D h called the non-commutative period that lies in
. Let us explain the construction as we will need it below. The first step in the construction is passing from a quantization D h to its quantum jet bundle: J ∞ D h that is a pro-coherent sheaf of algebras on X equipped with a flat connection.
Let us start with recalling the usual jet bundle J ∞ O X . Consider X × X with the projections p 1 , p 2 : X × X → X. By the jet bundle J ∞ O X we mean p 1 * ( O ∆ ), where we write O ∆ for the completion of O X×X along the diagonal ∆. This is a pro-coherent sheaf on O X whose fiber at x ∈ X is the completion O ∧x X at x. This bundle comes with a flat connection ∇ (derivatives along the first copy of X). • the set of isomorphism classes of quantizations,
• and the set of isomorphism classes of Harish-Chandra torsors over (Aut A h , Der A h ) that specialize to the torsor of formal coordinate systems at h = 0.
. The exact sequence of Lie algebras
lifts to an exact sequence of Harish-Chandra pairs
Here the first torsor corresponds to the additive group h
and G is defined in [BK, Section 3.2] . The exact sequence gives rise to the map Per :
where we write Quant(X) for the set of isomorphism classes of formal quantizations of X. This map sends a quantization D h to the obstruction class for lifting the corresponding Harish-Chandra torsor to a G-torsor. The degree 0 term of Per(D h ) is the class of the symplectic form ω on X.
We will be interested in the situation when C × acts on X with t.ω = t d ω for d ∈ Z >0 . Of course, the cohomology class of ω is 0. We say that a formal quantization D h is graded if the action of
We will need to understand the behavior of the period under regluing. Namely, let us take a graded formal quantization D h . Cover X with C
× -stable open affine subsets U i and let us write 
Proof. This follows from two observations:
The second observation follows from the construction of Per.
To finish this section, let us mention a generalization to the relative situation. Let S be a scheme over C. We will mostly be interested in the case when S = Spec(C[t]/(t 2 )). Let X be a smooth symplectic scheme (of finite type) over S (meaning, in particular, that now ω ∈ Ω 2 (X/S)), let π : X → S be the corresponding morphism. The notion of a formal quantization still makes sense but now D h is a sheaf of
The set of isomorphism classes of the formal quantizations of X will be denoted by Quant(X/S). To D h we can assign its period Per(D h ) ∈ H 2 DR (X/S) [[h] ] in the same way as before.
2.2. Classification of quantizations of symplectic varieties. Let us now discuss classification questions and some consequences.
The following is (a somewhat weaker version of) the main result of [BK] .
Proposition 2.2. Let S be a C-scheme of finite type and X be a smooth symplectic S-scheme of finite type. Assume that
This proposition has the following corollary proved in [L4, Section 2.3].
Corollary 2.3. Let S = pt and we have a C × -action on X as before. Then the period map gives a bijection between the isomorphism classes of graded formal quantizations and hH 2 (X, C).
We are going to use Proposition 2.2 to study the derivations of quantizations of affine varieties.
Lemma 2.4. Let X be an affine smooth symplectic variety and δ be a derivation of C [X] . Let D h be a formal quantization of X. Then δ lifts to a derivation of the
Thanks to the Gauss-Manin connection, we have an identification
. We can consider two quantizations ofX. First, we haveD h . This isomorphism coincides with 1 + tδ modulo h. We can write α as α 0 + tα 1 . Then α
2.3. Symplectic singularities, their Q-terminalizations and quantizations. The definition of a conical symplectic singularity as well as basic examples were recalled in Section 1.1. In this section we will study some further properties of conical symplectic singularities and their quantizations.
Let Y be a conical symplectic singularity. Let us recall the notation: Γ, L i , Γ i ,h * i , i = 1, . . . , k, h * j , j = 0, . . . , k from Section 1.3. First, let us discuss covers. LetŶ 0 be a finiteétale cover of Y . Then C[Ŷ 0 ] is a finitely generated algebra (follows from the Stein factorization forŶ 0 ։ Y ) and we set Y := Spec(C[Ŷ 0 ]). This is an affine Poisson variety. The proof of the following lemma was explained to me by Dmytro Matvieievskyi.
Lemma 2.5. The Poisson varietyŶ is a conical symplectic singularity.
Proof. Note that the natural morphism ϕ :Ŷ → Y is finite. For any symplectic leaf L, the restriction ϕ : ϕ −1 (L) → L is an etale cover. In particular, the codimension of Y reg \Ŷ 0 inŶ reg is at least 2. SoŶ reg is symplectic. Let us show thatŶ has symplectic singularities. By a result of Namikawa, [N1, Theorem 6] , it is enough to show thatŶ has rational Gorenstein singularities. The latter follows from [Br, Theorem 6.2] . Now to prove thatŶ is conical we just need to observe that the action of C × on Y reg lifts toŶ 0 perhaps after replacing C × with a cover.
Let us discuss certain partial Poisson resolutions of Y : Q-factorial terminalizations (Qterminalizations for short). These are Poisson partial resolutions ρ : X → Y , where X is normal and has the following two properties:
(1) The variety X is Q-factorial: every Weil divisor of X is Q-Cartier, meaning that some its positive integral multiple is Cartier. (2) codim X X sing 4. Namikawa proved that, in the present situation, this is equivalent to X being terminal.
The action of C × on Y then lifts to X by a result of Namikawa. Note that ρ is an isomorphism over Y reg and is a resolution of singularities over
Let us record the following fact for the future use. Lemma 2.6. We have
Now let us discuss filtered quantizations following [BPW, L9] . The space h * Y mentioned in Section 1.3 is naturally identified with H 2 (X reg , C). So, by the results recalled in Section 2.2, to λ ∈ h * Y we can assign the graded formal quantization D
λh . This is a graded formal quantization of X. Moreover, X has a universal graded Poisson deformation
To explain when this happens we need the Namikawa-Weyl group W Y . Recall the simply laced Weyl groupW i associated with Γ i . The group π 1 (L i ) acts onW i by diagram automorphisms. We set
, this is a crystallographic reflection group acting faithfully on h *
Example 2.7. Let us start with Y = C 2 /Γ, where Γ is a finite subgroup of SL 2 (C). Pick c ∈ (CΓ) Γ of the form c = 1 + γ =1 c γ γ, where γ → c γ : CΓ \ {1} → C is a Γ-invariant function. Consider the Crawley-Boevey-Holland algebra H c := C x, y #Γ/(xy − yx − c). Let e ∈ CΓ be the averaging idempotent. Then we can consider the spherical subalgebra eH c e (with unit e). It was explained in Section 1.2 how to get λ c ∈ h * Y =h * i from c. We have A λc = eH c e for all c. The parameter λ is recovered from the quantization uniquely up to the W Y -conjugacy, where
The construction of Example 2.7 has the following useful and elementary corollary.
Example 2.9. Let g be a semisimple Lie algebra and Y = N be the nilpotent cone in g. Its quantizations are the central reductions of U(g). Namely, recall that under the HarishChandra isomorphism the center Z of U(g) gets identified with C[h * ] W , where h, W are the Cartan space and the Weyl group of g. For λ ∈ h * define the central reduction
, where we write m λ for the maximal ideal of Z corresponding to λ. We note that h Y = h, W Y = W . Indeed, this reduces to the case when g is simple.
In that case, we have a unique codimension 2 symplectic leaf a.k.a. the subregular orbit. The slice to that orbit in Y has the same type as g when g is simply laced and the same type as the unfolding of the diagram of g else (for example for type B n for n > 1 we get A 2n−1 ). In the non-simply laced case, π 1 acts via the group of diagram automorphisms that folds that diagram.
Note that U λ is the filtered quantization of
We are going to explain the meaning of parameters λ 0 , . . . , λ k . The parameter λ 0 ∈ H 2 (Y reg , C) is the period of the microlocalization A λh | Y reg . The parameters λ i (defined up to W i -conjugacy) are recovered from the restriction of A λh to the formal neighborhood of y i ∈ L i . Namely, consider the completion A ∧y i λh with respect to the maximal ideal that is obtained as the inverse image of the maximal ideal of y i under the projection
Now assume that d is even (we can always replace d with a multiple). Consider the symplectic vector space V := T y i L i and form the homogeneous Weyl algebra
We can also form A λ i h , the homogeneous version of the quantization of C 2 /Γ i with parameter λ i . The following result was obtained in [L8, Section 3] , it explains the meaning of λ i (up to the W i -conjugacy).
Finally, let us explain the classification results for filtered quantizations of Y obtained in [L9, Section 3] .
It should not be difficult to prove that the restriction in the proposition is not needed. Also this restriction holds in most of interesting examples.
2.4.
Harish-Chandra and Poisson bimodules. Let X be a Poisson scheme. By a Poisson O X -module we mean a coherent sheaf M of O X -modules equipped with a map of sheaves (of vector spaces) {·, ·} : O X ⊗ C M → M satisfying the Leibnitz and Jacobi identities (that are special cases of (2) and (3) below).
Let X come equipped with an action of C × that is compatible with the Poisson bracket on O X in the following way: there is a positive integer d such that t.{·, ·} = t −d {·, ·} for all t ∈ C × . We say that a Poisson module M is graded if it is C × -equivariant and C × rescales the bracket O X ⊗ M → O X in the same way. Now let Y be a conical symplectic singularity and X = Y reg . In this case we can fully classify coherent graded Poisson modules on Y reg following [L6] . Recall the finite group Γ = π alg 1 (Y reg ). LetỸ 0 denote the universal algebraic cover (with Galois group Γ). Then we have the following result proved in [L6] (the semisimplicity is not mentioned there but follows from the proof).
Lemma 2.12. The following statements are true:
(1) Every coherent graded Poisson OỸ 0 -module is the direct sum of several copies of OỸ 0 (with grading shifts). (1) For local sections a of D and m of M we have am − ma = h{a, m}.
(2) The Jacobi identity: {{a, b}, m} = {a, {b, m}} − {b, {a, m}}. (3) The Leibnitz identities: {ab, m} = a{b, m} + {a, m}b, {a, bm} = {a, b}m + b{a, m}, {a, mb} = {a, m}b + m{a, b}.
Note that when h acts on M h by 0 what we get is precisely the notion of a Poisson O Xmodule from above. As the other extreme, we have a situation when
Here (1) allows to recover {·, ·} from the bimodule structure on M h . Note that the h-adic filtration on M h is automatically complete and separated.
When C × acts on D h as above, we can talk about graded Poisson D h -bimodules. We are now going to describe a connection between graded Poisson bimodules and the HC bimodules. Let X := Spec(A). Let D h be a graded formal quantization of X and let
can form the Rees algebra R (A). Then R (A) is naturally identified with C[ ] ⊗ C[h]
A h . Now let B be a HC A-bimodule. Choose a good filtration on B. Then the Rees bimodule R (B) is a R (A)-bimodule and also a Poisson A h -bimodule. We will call such bimodules graded Poisson R (A)-bimodules.
Let us introduce some notation for HC bimodules in the case when A = A λ . We denote the category of HC A λ -bimodules by HC(A λ ). To B ∈ HC(A λ ) we can assign its associated variety VA(B) that, by definition, is the support of the C[Y ]-module gr B in Y . This is a Poisson subvariety. We note that VA(B) = Y if and only if B is not faithful as a left (equivalently, right) bimodule. Let us write HC(A λ ) for the Serre quotient of HC(A λ ) by the subcategory of all bimodules with proper associated variety. We call HC(A λ ) the category of HC bimodules with full support.
Let us explain a connection between the categories of HC bimodules and of the graded Poisson R (A)-bimodules. The functor B → B /( − 1)B maps from the category of graded Poisson bimodules to the category of HC bimodules. It is not difficult to see that it is a Serre quotient functor, the kernel consists of the -torsion modules.
The connection described in the previous paragraph can be extended to non-affine varieties. Namely, for a graded formal quantization D h of a normal variety X we can form the microlocal sheaf D := D h,f in /( − 1)D h,f in on X (where "microlocal" means that the sections are only defined on the C × -stable open subsets). We can define the notion of a HC bimodule over D as a bimodule with a complete and separated good filtration. The category of HC D-bimodules is the quotient of the category of Poisson D -bimodules by the full subcategory of -torsion bimodules. Now let us discuss tensor structures. The tensor product of Harish-Chandra bimodules is again Harish-Chandra, so HC(A λ ) is a monoidal category. The quotient HC(A λ ) is monoidal. Also note that for two HC A λ -bimodules B 1 , B 2 , the bimodules Hom A λ (B 1 , B 2 ) and Hom A opp λ (B 1 , B 2 ) are again HC. These functors also descend to HC(A λ ). Finally, we need to recall the construction of restriction functors for HC bimodules considered in this (and greater) generality in [L8] . We use the setting of Lemma 2.10. Note that both algebras R (A λ ), R (A ⊗ A λ i ) come equipped with the Euler derivations coming from the gradings. We will denote these derivations by eu, eu ′ . 
It was shown in [L1] , that this construction indeed gives a functor HC(A λ ) → HC(A λ i ). This functor is exact and tensor. On the level of associated graded bimodules the functor becomes (the algebraization of) the restriction of the Poisson bimodule to the slice. In particular, it descends to HC(A λ ) → HC(A λ i ).
Extending Poisson bimodules from Y
reg to Y 3.1. Main result. Let Y be a conical symplectic singularity and A λ its filtered quantization. Let D be the microlocalization of 
We can further restrict this formal quantization to Y × i , note that this restriction is also the restriction of D reg . Our primary goal in this section is to understand conditions for a Poisson D reg -bimodule B to extend to a graded Poisson A -bimodule. Note that when acts on B by zero, then we can take Γ(B ) for this extension: it is easy to see that it is finitely generated and localizes back to B . In general, Γ(B ) is still a finitely generated Poisson A -bimodule but it does not need to localize to B , e.g., it may happen that Γ(B ) = 0.
Here is the main result to be proved in this section. We will explain the meaning of B | Y × i below in Section 3.2. We note that the implication (1)⇒(2) is easy because of the natural isomorphism Γ(B )
The proof is in two steps. . We will do so by considering jet bundles for Poisson bimodules over quantizations of smooth symplectic varieties. Recall that the jet bundles of O X and of its formal quantization were discussed in Section 2.1.
We is an isomorphism. Note that
So it is enough to show that (3.1) is an isomorphism when B is annihilated by k for some k, which we will assume until the end of the proof.
Note that, by (*), B is filtered with J ∞ V for various vector bundles V. For B := J ∞ V, (3.1) is clear. So it remains to show that • ∇ is exact on the category of Poisson J ∞ Dbimodules that are annihilated by k and are filtered by the bundles of the form J ∞ V. This amounts to showing that R 1 (J ∞ V) ∇ = 0. This will follow from a stronger statement: that the higher derived functors of ∇ in the category of D-modules on X vanish, i.e, (
Extension to codimension
Proof. The proof is in several steps. (1) is equivalent to the claim that ι * j ι j * B = B for all j. We are going to prove that ι * j ι j * B = B is equivalent to the claim that the restriction
The proof is in several steps.
Step
Also note that ι j * B is flat over
. Note that ι j * (B )/ k ι j * (B ) ֒→ ι j * (B ,k ) and also ι j * (B ,ℓ )/ k ι j * (B ,ℓ ) ֒→ ι j * (B ,k ) for all k < ℓ. So we have subsheaves ι j * (B ,1 ) ℓ := ι j * (B ,ℓ )/ ι j * (B ,ℓ ) ⊂ ι j * (B ,1 ) and also ι j * (B ,ℓ ) ∞ = ι j * (B )/ ι j * (B ). Note that ι j * (B ,1 ) ℓ is a decreasing chain of subsheaves and ι j * (B ,1 ) ∞ lies in their intersection. Also note that all these subsheaves are Poisson.
Step 2. We claim that the following statements are equivalent:
The sequence ι j * (B ,1 ) k stabilizes and, in the stable range, ι j * (B ,1 )/ι j * (B ,1 ) k is supported on L j . To prove (1)⇔(2) observe first that (1) -module supported on L j has finite length (it is bounded above by the multiplicity of that module on L j ). To prove (3)⇒(2) we observe that once ι j * (B ,1 ) k stabilizes, we have ι j * (B ,k ) = ι j * (B ,k+1 )/ k ι j * (B ,k+1 ). It follows that the subsheaf ι j * (B ,1 ) ∞ is the stable subsheaf ι j * (B ,1 ) k .
Step 3 
So it remains to show that (3) is equivalent to (3').
Step 4. Let U be an open affine subvariety of
completion of D (U). Using this one can easily
show that D | Y j is a flat right D (U)-module. So (3)⇔(3 ′ ) will be proved as long as we show that
where we write
,ℓ . To finish the proof of (3.2) it remains to observe that
, whilef is invertible on B i ,ℓ . 3.4. Extension to Y . The goal of this section is to prove the following result. Together with Lemma 3.4, this will finish the proof of Proposition 3.1.
Let ι ′ denote the embedding of Y sreg to Y .
Proof. What we need to prove is that
Following the proof of [GL, Lemma 5.6 .3], we see that that (*) will follow once we know that 
Enhanced restriction functor
In this section we partially generalize constructions from [L1, L3] of "enhanced" restriction functors. Namely, we are going to produce a full embedding HC(A λ ) ֒→ CΓ -mod of monoidal categories (that upgrades the usual restriction functor from [L8, Section 3] associated to the open leaf whose target category is Vect).
The functor we need will be constructed as the compostion of two intermediate functors. The first functor will be a full monoidal embedding HC(
) (the definition of the latter category will be given in Section 4.2). Then we will produce a monoidal equivalence HC
In Section 4.4 we establish basic properties of the composite functor HC(A λ ) ֒→ CΓ -mod.
The last two sections contain developments that are very closely related to to the enhanced restriction functor. In Section 4.5 we will first give an alternative formulation of the extension criterium from Section 3 in terms of the representations of the groups Γ, Γ i , i = 1, . . . , k. Second, let Γ ′ ⊂ Γ be a normal subgroup andŶ be the cover of Y corresponding to Γ/Γ ′ . LetÂ be a Γ/Γ ′ -filtered quantization ofŶ . We will relate the categories HC(Â) and HC(Â Γ/Γ ′ ). These two results play a crucial role in describing HC(A λ ). Finally, in Section 4.6 we discuss translation equivalences between the categories HC for different parameters and show that these equivalences intertwine the enhanced restriction functors. 
The following claim is the main result of this section.
Proof. Let δ ij , α ij have the same meaning as in the discussion preceding Lemma 2.1.
Since the periods of D
h coincide, it follows from Lemma 2.1 that (α ij ) is a 1-coboundary: there are closed forms α i and functions f ij with f ji = −f ij , α ij = α i − α j + df ij and f ki + f ij + f jk = 0. We can further assume that the forms α i and the functions f ij are C × -invariant. Let δ i be the symplectic vector field on U i corresponding to α i . By Lemma 2.4, δ i lifts to a derivation δ i of D 1 h | U i . We can assume that δ i has degree −d with respect to the C × -action. So we can replace θ ij with exp(−hδ i )θ ij exp(hδ j ) and assume that α i = 0. Hence α ij = df ij .
Let us prove that δ ij is an inner derivation of D 1 h | U ij . More precisely, we will see that there are
. This is true modulo h by the previous paragraph. Let f
)) has degree −2d. The 1-form corresponding to this derivation modulo h therefore has degree −d. It is closed an hence exact. Arguing in this way, we see that there are elements f ij with required properties.
It remains to prove that f ik = h log(exp(h −1 f ij ) exp(h −1 f jk )). Clearly,
So it is a formal power series g ijk (h). Since we know that f ij + f jk + f ki = 0 we see that g ijk (h) is divisible by h. On the other hand, z ijk is C × -invariant hence constant. So it follows that it is zero and completes the proof of the proposition. Proof. LetX be a Q-factorial terminalization ofỸ . We can consider its universal Poisson deformationX h over h * Y and the affinizationỸ h := Spec(C[X h ]). The second cohomology groups H 2 (X reg , C) is canonically independent of the choice of the terminalizationX. So Γ acts on H 2 (X reg , C) = h * Y . Note that any element g ∈ Γ gives rise to a twisted Q-factorial terminalizationX g and hence to a twisted deformationX . This is an equivalence whose inverse is the push-forward functor followed by taking Γ-invariants.
Embedding HC(
Summarizing, we get a full monoidal embedding LocỸ 0 : 
We want to prove that it is essentially surjective. Our first step is the following lemma. 
⊕k for some k. 
Similarly, choose a smooth point y inỸ reg \Ỹ 0 . Then B |Ỹ 0 ∩Ỹ ∧y extends toỸ ∧y and modulo h this extension is O ⊕k Y ∧y . The proof is the same as in the previous paragraph. Now we can argue as in the proofs of Lemmas 3.4 and 3.5 to show that (4.1) holds. In particular, the leftÃ In particular, this corollary shows that • † is independent of the regluing elements. The next property of • † we will need is the existence of a right adjoint functor. This functor will be denoted by • † . Namely, let ψ denote the equivalence HC(A
The following properties are proved similarly to the analogous properties established in [L1, Sections 3, 4] and [L3, Section 3] .
Lemma 4.6. The functor • † has the following properties:
(1) The functor • † is left inverse of • † . In particular, • † is a full embedding. Proposition 4.8. Let V be a CΓ-module and let V ′ be its restriction to Γ ′ . In the notation above, the following two conditions are equivalent.
(1) V lies in the image of HC(A) under • † .
(2) V ′ lies in the image of HC(Â) under • † ′ (this is our notation for the • † forŶ ).
Let us choose a covering U i of Y reg . LetŶ 0 be the preimage of Y reg inŶ and let
. Consider the quantizationÃ :=Ã λ 1 , where λ 1 is constructed from λ, a quantization parameter for A. Let f ij be the elements used to reglue A| Y reg toÃ Γ | Y reg . Their pullbacks π ′ * (f ij ) are then used to reglueÂ|Ŷ 0 toÃ Γ ′ |Ŷ 0 . This gives rise to an equivalence
Now we are ready to prove that conditions (1) and (2) 
give mutually inverse equivalences HC(A λ ) ⇆ HC(A λ ′ ). It remains to show that these equivalences intertwine the embeddings HC(A λ ), HC(A λ ′ ) ֒→ CΓ -mod. To check this, for B ∈ HC(A λ ), we need to establish a good filtration on (4.5)
in a natural way such that the restriction of its associated graded to Y reg is naturally identified with gr B| Y reg . For this we take the natural filtration of the tensor product bimodule on (4.5). Since gr
This finishes the proof of the lemma.
Classification for quantizations of Kleinian singularities
The goal of this section is to prove a more precise version of Theorem 1.2.
Theorem 5.1. Let Γ ⊂ SL 2 (C) be a finite subgroup not of type E 8 . The following claims are true:
(1) For each c ∈ (CΓ) Γ , there is a minimal normal subgroup
The scheme of the proof of (2) is, essentially, as follows. First, we show that a onedimensional representation of Γ lies in the image of • † if and only if Γ c acts trivially on it. For this we use the known description of HC(U λ ) (here U λ is the central reduction of the universal enveloping algebra U(g), and g is the simply-laced Lie algebra of the same type as Γ) and Proposition 4.7 that allows us to relate HC(U λ ) and HC(A λ ). To extend (2) to higher dimensional irreducible representations of Γ we use translation equivalences and Proposition 4.8.
5.1.
One-dimensional representations in the image of • † . Our first task is to describe the one-dimensional representations of Γ lying in the image of • † . The initial step is to recall the description of the category HC(U λ ).
Let g be a simply-laced semisimple Lie algebra and h ⊂ g be a Cartan subalgebra. For λ ∈ h * , we write U λ for the central reduction corresponding to λ. Let Λ denote the weight lattice in h * and Λ r ⊂ Λ be the root lattice. Note that (Λ/Λ r ) * coincides with Proof. In the proof we can assume that λ is regular. Indeed, if λ ′ −λ ∈ Λ, then the images of HC(U λ ) and HC(U λ ′ ) in C(Λ/Λ r ) * -mod are the same, as was explained in Lemma 4.9 (in the case of general Y ).
Note that to an irreducible HC U-bimodule, B, we can assign an element of Λ/Λ r as follows: this is the Λ r -coset of weights of g in its adjoint (and hence locally finite) action on B. It is easy to see that since B is irreducible, all the weights lie in a single coset.
Let us show that the irreducible Γ g -module corresponding to this element coincides with B † . Indeed, Γ g is identified with the center Z of the simply connected algebraic group G with Lie algebra g. The functor • † constructed above is a special case of the functor • † constructed in [L1, Section 3] : the source of that functor is the category HC(U) of all HC U-bimodules and the target is the category HC Z (W) of Z-equivariant HC bimodules over the W-algebra W constructed for the principal orbit. This W-algebra coincides with the center of U. By the construction of the functor in [L1] it is clear that if Z acts on B via a character χ, then it acts on B † via that character as well. This shows the claim on the coincidence of two Γ g -modules in the beginning of the paragraph.
So we need to understand the set {λ+Λ r }, where λ runs over the possible weights of HC bimodules in HC(U λ ). All classes from W ae λ /W a λ are realized by translation bimodules. So we need to show that no other classes appear. All weights that appear in B ∈ HC(U λ ) also appear in pr λ (V ⊗ U λ ), where V is a finite dimensional g-module and pr λ stands for the projection to the infinitesimal block with central character λ. Also note that for every B ∈ HC(U λ ) there is a module M in the infinitesimal block O λ of the BGG category O such that B ⊗ U λ M = 0, this follows, for example, from [BG] . For M we can take a Verma module ∆(w · λ) for w ∈ W . So we reduce to showing that all weights that appear in pr λ (V ⊗ ∆(w · λ) ) are of the form w · λ + χ with χ + Λ r ∈ W 
which is precisely what we need.
With Lemma 5.2 we can now use Proposition 4.7 to describe the one-dimensional representations of Γ in the image of HC(A λ ). For this, note that Γ/(Γ, Γ) ∼ = Γ g . So the one-dimensional Γ-modules are in a one-to-one correspondence with Λ/Λ r . Proposition 5.3. Let V be a one-dimensional Γ-module. Then the following claims are equivalent:
Proof. The variety Y has a unique symplectic leaf of codimension 2 and the corresponding Kleinian group Γ has the same type as g. Note the homomorphism Γ → Γ g of algebraic fundamental groups is the epimorphism Γ ։ Γ/(Γ, Γ). Indeed, assume that Γ → Γ g is not surjective. Equivalently, there is a nontrivial irreducible Γ g -module, say V , with trivial pull-back to Γ. By Proposition 4.7, V lies in the image of HC(U λ ) for all λ. This contradicts Lemma 5.2. The surjectivity can also be checked case by case.
According to Lemma 5.2, (1) is equivalent to V lying in the image of HC(U λ ). The latter condition is equivalent to (2), this is a special case of Proposition 4.7. Proof. In the proof of the lemma we can assume that λ is real, i.e., λ ∈ R ⊗ Z Λ. Indeed, the locus of λ such that c ′ ∈ CΓ ′ c is the union of affine subspaces of h * defined over R. Similarly, the locus of parameters λ with given group W ae λ /W a λ is the union of affine subspaces of h * defined over R. We claim that for λ ′ ∈ W a λ lying in the fundamental alcove we have c 6. Classification for quantizations of symplectic singularities 6.1. Structure of HC(A λ ). In this section we consider a conical symplectic singularity Y without dimension two slices of type E 8 . Let, as before, Γ denote the algebraic fundamental group of Y reg . Let Γ i , i = 1, . . . , k, be the Kleinian groups corresponding to codimension 2 symplectic leaves so that we have group homomorphisms ϕ i : Γ i → Γ. Inside Γ i we have the normal subgroup Γ i,λ . Namely, let λ i be the component of λ in h * i . We can produce c i ∈ CΓ i out of λ i and form the normal subgroup Γ i,c i ⊂ Γ i . To unload the notation, we write Γ i,λ for Γ i,c i . Finally, let Γ λ denote the minimal normal subgroup of Γ containing ϕ i (Γ i,λ ) for all i.
The following theorem is a direct corollary of Proposition 4.7 combined with Theorem 1.2. Pick Cartan and Borel subalgebras h ⊂ b ⊂ g. Let W denote the Weyl group of g. Recall that the center of U(g) is identified with C[h * ] W via the Harish-Chandra isomorphism. We say that a two-sided ideal J ⊂ U(g) has integral central character if its intersection with the center is the maximal ideal in C[h * ] W of an integral point. We say that an orbit O is special if there is a two-sided ideal J ⊂ U(g) with integral central character such that the associated variety of U(g)/J is O. Now let A λ is a filtered quantization of Y . As such, it comes equipped with a natural homomorphism U(g) → A λ , see, e.g., [L9, Section 5] . Let J λ denote the kernel. Clearly if J λ has integral central character, then O is special. Conversely, we have the following result.
Proposition 7.1. Let O be a special orbit. There is λ ∈ h * Y such that J λ has integral central character if and only if O is not one of the following four special orbits (in the Bala-Carter notation):
(*) A 4 + A 1 in E 7 , and A 4 + A 1 , E 6 (a 1 ) + A 1 , A 4 + 2A 1 in E 8 .
This proposition will be proved in the next section (in a stronger form that explains how to compute λ). It was shown that in [L9, Section 4] that O is birationally induced from a birationally rigid orbit O ′ in a Levi subalgebra l and the pair (l, O ′ ) is defined uniquely up to Gconjugacy. By definition, this means the following. Let l be a Levi subalgebra and p = l ⋉ n be a parabolic subalgebra with this Levi subalgebra. Let O ′ be a nilpotent orbit in l. [PT] together with results of [L5, Section 5] .
Consider the homogeneous space G/N and its sheaf of differential operators, D G/N . So we get a sheaf of algebras D G/N ⊗ A ′ on G/N. The group L acts on D G/N ⊗ A ′ in a Hamiltonian way, the quantum comoment map is the sum of the quantum comoment maps Φ D , Φ A for the actions of L on D G/N and on A ′ . These quantum comoment maps are as follows. We set Φ D,η (x) := x G/N − η, x for η ∈ (l * ) L and Φ A is chosen so that it vanishes of z(l). We then can form the quantum Hamiltonian reduction with respect to the L-action getting a sheaf of filtered algebras on G/P to be denoted by D η (G, P, A ′ ). This sheaf can be viewed a filtered quantization of G × P (Y ′ × n) and every quantization is realized in this form.
We claim that the quantization D −ρ ′ (G, P, A ′ ) has period zero. Thanks to [L4, Section 5] this follows once we show that (a) the quantization
reg is even (meaning that it is the specialization at h = 1 of a graded formal quantization that is even in the sense of [L4, Step 6. Consider the case when g is classical. Here Γ ∼ = (Z/2Z) ⊕ℓ for some positive integer ℓ. Hence all irreducible representations of Γ 0 are 1-dimensional. So the condition V ⊗ U ∼ = Γ 0 V ⊕ dim U implies that U must be trivial over Γ 0 and hence Γ 0 ⊂ Γ λ . But the cardinalities of these two groups are the same by an argument above in this proof and so we get Γ 0 = Γ λ .
Step 7. Now let g be exceptional. Then Γ 0 is an index 2 subgroup of Γ and so is Γ λ . In all cases the group A has only one quotient of order 2, as can be deduced from the tables, say, in [CM, Section 8.4 ]. So, again, Γ 0 = Γ λ .
Remark 7.5. In [Lu] Lusztig observed thatĀ c coincides with A(O 1 ) for a suitable nilpotent orbit O 1 in a Levi subalgebra l 1 . His proof is a case by case argument. We would like to sketch how this result follows from Proposition 7.4 (and an explicit computation of (l 1 , O 1 ) can be done using Proposition 7.3). First of all, note that if O is birationally induced from (l 1 , O 1 ), then O ֒→ G× P 1 (O 1 ×n 1 ), which gives an epimorphism π 1 (O) ։ π 1 (G × P 1 (O 1 × n 1 )) ∼ = π 1 (O 1 ). Identify z(l) with z(l)
* via the Killing form of g. Now pick a small complex neighborhood U of λ ∈ h * Y = z(l)
* . The locus of λ ′ ∈ U with Γ λ ′ = Γ λ has the form (λ + Π) ∩ U for a uniquely determined vector subspace Π ⊂ z(l) * . Take the centralizer of Π ⊂ z(l) in g for l 1 . For O 1 we take the orbit in l 1 induced from (l ′ , O ′ ). Then one can see that A(O 1 ) = Γ/Γ λ .
