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In a recent study [Rohde et al., quant-ph/0603130 (2006)] of several quantum error correcting
protocols designed for tolerance against qubit loss, it was shown that these protocols have the un-
desirable effect of magnifying the effects of depolarization noise. This raises the question of which
general properties of quantum error-correcting codes might explain such an apparent trade-off be-
tween tolerance to located and unlocated error types. We extend the counting argument behind the
well-known quantum Hamming bound to derive a bound on the weights of combinations of located
and unlocated errors which are correctable by nondegenerate quantum codes. Numerical results show
that the bound gives an excellent prediction to which combinations of unlocated and located errors
can be corrected with high probability by certain large degenerate codes. The numerical results are
explained partly by showing that the generalized bound, like the original, is closely connected to the
information-theoretic quantity the quantum coherent information. However, we also show that as a
measure of the exact performance of quantum codes, our generalized Hamming bound is provably
far from tight.
PACS numbers: 03.67.Pp,03.67.-a,03.67.Lx
I. INTRODUCTION
Quantum computing offers the potential to solve com-
putational problems intractable on classical computers.
One of the great challenges facing the development of
quantum computers is decoherence, a problem which af-
fects all known quantum computing architectures. This
has motivated much research into fault-tolerant quantum
computing [1, 2]. The most fundamental building blocks
in fault-tolerant quantum circuits are quantum error cor-
recting codes (QECC’s) [3, 4, 5, 6], which encode logical
qubits in a way that tolerates some number of physical
errors.
In certain physical realizations of quantum computing,
errors of two distinct types will be present: located and
unlocated errors. A located error is one that leaves behind
a classical signal indicating which qubit was affected. An
unlocated error, on the other hand, corrupts the state of a
qubit without leaving any such additional evidence. An
important example of a located error is qubit loss; for
example the loss of a photon in optical quantum com-
puting1. (We use the terms located error and loss inter-
changeably in this paper. Loss errors are also known as
erasure errors in some contexts, e.g. [7].)
Traditionally QECC’s have focused on correcting unlo-
cated errors. Specifically, most existing codes and proto-
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1 In principle, one can use a quantum non-demolition measurement
to non-destructively test for the presence of a photon.
cols aim to protect against unlocated depolarizing noise
(where each qubit with some probability enters the max-
imally mixed state). Recently, however, especially with
the advent of photonic quantum computing architectures
[8, 9], several codes and protocols have been suggested
for dealing specifically with located errors in the form of
qubit loss [10, 11]. It has recently been shown [12] that
these loss-tolerant protocols have the negative side-effect
of amplifying depolarizing noise. Since scalable quantum
computing requires tolerance against both error types,
it is important to understand what type of fundamen-
tal constraints exist on the ability of quantum error-
correcting codes to correct combinations of the two noise
types.
In this paper we consider a generalization of the quan-
tum Hamming bound. For any nondegenerate quantum
error-correcting code, our generalized bound provides an
upper limit on the values (tl, tu) such that any error pat-
tern consisting of tl located errors and tu unlocated errors
can be corrected by the code. We study a number of as-
pects of the behaviour of this bound. We compare the
bound to the performance of large concatenated codes,
and show that the bound gives a very tight correspon-
dence to the maximum values (tl, tu) such that most pat-
terns of tl located errors and tu unlocated errors can be
corrected by the code. That is, the bound appears to pre-
dict which located and unlocated error weights are cor-
rectable with high probability by certain codes. Despite
this, we show that the bound is in fact quite loose in
bounding those error weights that can be corrected with
certainty by a code. We also consider the behaviour of
the bound in the limit of large code size, and show that
2it reduces to a simple condition relating to the coher-
ent information of the error channel, a quantity that is
known to be closely connected to the quantum capacity
of a noisy channel.
In the remainder of this introductory section, we briefly
review nondegenerate quantum error-correcting codes
and the quantum Hamming bound. Then in the section
that follows, the generalized bound is introduced.
Nondegenerate quantum error-correcting codes
and the quantum Hamming bound: A QECC that
encodes k qubits into n qubits is a 2k-dimensional sub-
space of the 2n-dimensional state space on n qubits. De-
note this subspace V . A quantum code that corrects t
unlocated errors is said to be nondegenerate if each of
the subspaces σV are orthogonal to one another, where
σ takes the value of all possible n-qubit tensor prod-
ucts of Pauli operators having weight2 at most t. That
is, the code can distinguish any correctable Pauli error
from the others, since it is possible to perform a measure-
ment to determine which of the orthogonal subspaces σV
has been entered. Hence, by the result known as the dis-
cretization of errors ([1], Sec. 10.3.1), all errors affecting
t or less qubits (whether Pauli or not) will be correctable
by the code.
The quantum Hamming bound [13] expresses the fact
that, since the subspaces σV are all orthogonal to one
another, the sum of the dimensions of the σV cannot
exceed the number of dimensions of the entire state space
of n qubits. There are
∑t
i=0
(
n
i
)
3i distinct n-qubit tensor
products of Pauli operators that have weight at most t .
The 3i term arises from the fact that at every location
there are three non-identity Pauli errors that may occur
– X , Y and Z. Each subspace σV has dimensionality
2k, and the total state space has dimensionality 2n, and
hence the quantum Hamming bound is:
t∑
i=0
(
n
i
)
3i2k ≤ 2n. (1)
Interestingly, this bound does not make any assumptions
about the nature of the encoding or recovery operations.
Instead it is based purely on a counting argument. While
the Hamming bound does not cover degenerate quan-
tum codes, of which there are many examples, it provides
some insight into the behaviour of QECC’s in general –
to date no quantum codes are known to violate the Ham-
ming bound [1].
II. THE GENERALIZED QUANTUM
HAMMING BOUND
We now modify the quantum Hamming bound to ac-
commodate for error patterns which are a combination
2 The weight of σ is the number of non-identity terms in the tensor
product.
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FIG. 1: Shows the values of (tu, tl) which satisfy the general-
ized quantum Hamming bound, for n = 50 (black), n = 40,
n = 30, n = 20 and n = 10 (light gray) codes.
of unlocated and located errors:
Theorem 1 If a nondegenerate code encoding k logical
qubits into n qubits corrects all error patterns consisting
of at most tu unlocated and tl located errors, then the
following generalized quantum Hamming bound holds:
4tl
tu∑
i=0
(
n− tl
i
)
3i2k ≤ 2n. (2)
Proof: Assume that tl located errors have occurred (and
that the location and number of these errors are known
to the decoder), and that in addition no more than tu
unlocated errors have occurred on the remaining n − tl
qubits. The code is nondegenerate, so for reliable decod-
ing to occur the subspaces σV must be orthogonal to
one another, where σ ranges over all n-qubit Pauli ten-
sor products that have weight at most tu on the n − tl
qubits where located errors have not occurred (and arbi-
trary weight on the tl qubits where located errors have
occurred). There are 4tl
∑tu
i=0
(
n−tl
i
)
3i such values of σ.
Each subspace σV has dimension 2k, and the total state-
space has dimension 2n, hence Eq. (2) follows. 
It is insightful to consider the limiting behavior of this
modified bound. In the limit where no located errors have
occurred, the bound simply reduces to the original quan-
tum Hamming bound, as expected. In the opposing limit,
where only located errors occur, the inequality reduces to
tl ≤ (n− k)/2. This bound reaffirms the well-known no-
cloning limit and represents an intuitive upper bound3.
The bound is shown graphically for some small values of
n in Fig. 1.
3 The no-cloning theorem states that for an arbitrary unknown
state |ψ〉, it is impossible to perform the transformation |ψ〉 →
|ψ〉 ⊗ |ψ〉, i.e. to make two identical copies of the state. To see
how this relates to the number of located errors one can correct
for, consider the following. Suppose we encode a single logical
qubit into an n qubit codeword. If we divide the codeword in
two and give each half to a different party, both parties would
3III. LARGE-n LIMIT
In this section we derive the large-n limiting form of
the generalized Hamming bound, expressed as a function
of the error rates tl/n and tu/(n− tl).
From Eq. (2) it follows that
4tl
(
n− tl
tu
)
3tu2k ≤ 2n, (3)
where all terms other than i = tu in the sum have been
dropped. In the large-n limit the i = tu term dominates
the left hand side of Eq. (2), so Eq. (3) and (2) are es-
sentially equivalent in this limit.
Taking the logarithm (base 2) of both sides of Eq. (3),
and substituting
(
A
B
)
= A!B!(A−B)! gives
2tl+log(n−tl)!−log tu!−log(n−tl−tu)!+tu log 3+k ≤ n
(4)
Now, Stirling’s approximation states that for large N ,
logN ! ≈ N logN −N log e. (5)
Using this approximation, Eq. (4) becomes (after some
simplification, and after dividing both sides by n)
2q − p(1− q) log p+ p(1− q) log 3
−(1− q)(1 − p) log(1− p)− 1 + r . 0,(6)
where q ≡ tl/n, p ≡ tu/(n− tl), and r ≡ k/n. The vari-
ables q and p can be interpreted as the rate of unlocated
errors and located errors respectively. (The appropriate-
ness of the denominator n− tl in the definition of p is ex-
plained by the fact that if both a located and unlocated
error is by coincidence applied to the same qubit then
the result is simply a located error). r is the information
rate of the code (that is, the average number of encoded
qubits transmitted per physical qubit sent through the
channel).
Eq. (6) has a particularly simple form when expressed
in terms of coherent information [14]. The coherent in-
formation is a measure of how well a channel E preserves
quantum correlations that exist between a system Q and
other auxiliary systems when Q is sent through E .
Definition 1 (Coherent Information) Let ρ be the
state of some system Q. Let R be an auxiliary system
be able to reproduce the original codeword if they could correct
n/2 or more located errors, since they are both missing half their
qubits. Thus, for k = 1, tl ≤ (n − 1)/2. For k > 1, consider the
following. Suppose our encoding operation maps the first k − 1
logical qubits to the first k − 1 codeword qubits directly, and
the remaining logical qubit to the remaining n− k+1 codeword
qubits. This strategy maximizes our ability to correct errors on
the last logical qubit, assuming a unitary encoding operation.
Now if tl ≥ (n − k + 1)/2 we could clone the last logical qubit.
Thus, tl ≤ (n− k)/2.
which purifies ρ. That is, there is some pure joint state
|ψ〉 of Q and R such that ρ = trR(|ψ〉〈ψ|). Say that the
channel E is applied to system Q only, resulting in the a
joint state (E ⊗ I)(|ψ〉〈ψ|) on QR and the reduced state
E(ρ) on Q. By definition, the coherent information equals
I(ρ, E) ≡ S[E(ρ)]− S[(E ⊗ I)(|ψ〉〈ψ|)],
where S[·] denotes the von Neumann entropy.
Consider a channel ǫ, parameterized by p and q, that
has the following effect on a qubit: with probability p
an unlocated depolarizing error is applied, and indepen-
dently with probability q a located depolarizing error is
applied. That is, the channel modifies an arbitrary qubit
state σ as follows:
E(σ ⊗ |NL〉〈NL|) = (1− q)(1 − p)σ ⊗ |NL〉〈NL|
+(1− q)
p
2
I ⊗ |NL〉〈NL|+
q
2
I ⊗ |L〉〈L|, (7)
where the states |NL〉 and |L〉 represent the classical sig-
nal indicating whether a located error has occurred, and
where I is the one-qubit identity matrix.
Suppose that σ is equal to one-half of a maximally-
entangled qubit pair (that is, σ is a maximally mixed
state). Then it is straightforward to evaluate the two
required von Neumann entropy values in Definition 1,
giving S[E(ρ)] = H [(1 − q)(1 − p), 13 (1 − q)p,
1
3 (1 −
q)p, 13 (1 − q)p,
1
4q,
1
4q,
1
4q,
1
4q] and S[(E ⊗ I)(|ψ〉〈ψ|)] =
H [ 12 (1−q),
1
2 (1−q),
1
2q,
1
2q], whereH [·] denotes the Shan-
non entropy of a probability distribution. By utilizing the
formula for Shannon entropy, one obtains the following
expression for the coherent information of the maximally-
mixed state sent through the depolarizing channel with
unlocated/located error rates (p, q):
I(ρ, E) = 1 + (1− q)(1 − p) log(1− p)
+ p(1− q) log p− p(1− q) log 3− 2q. (8)
Comparing with Eq. (6), we see that the large-n limit
of the generalized Hamming bound can be written suc-
cinctly as
I(ρ, E) ≥ r. (9)
Note that in [15] a similar relation was found between
the asymptotic form of the original quantum Hamming
bound and the coherent information of a unlocated depo-
larizing channel. This indicates that our generalization of
the quantum Hamming bound is in some sense a natural
one.
IV. NUMERICAL RESULTS: LARGE
CONCATENATED CODES
In this section we give numerical results which show
that there exist codes whose performance against combi-
nations of unlocated and located noise is closely governed
4by the generalized quantum Hamming bound. The codes
we consider are created by concatenating the 5 qubit code
with itself several times. These codes are degenerate, and
so a priori do not necessarily satisfy a Hamming bound.
However these codes have decoding algorithms that are
optimal and efficient [16], making them amenable to nu-
merical study.
Poulin’s method [16] for efficiently performing the
maximum-likelihood decoding and correction of a 5L-
qubit multiply-concatenated code can be described
briefly as follows. Input to the decoder are the a pri-
ori error distributions of each qubit. That is, for each
i = 1, . . . , 5L we have a vector [p
(i)
I , p
(i)
X , p
(i)
Y , p
(i)
Z ] which
represents the probability of each of the four Pauli errors
affecting qubit i. For example, if the i-th qubit is known
to have experienced a located depolarization error, the
i-th input distribution will equal [0.25, 0.25, 0.25, 0.25],
otherwise it will equal [1 − p, p/3, p/3, p/3], where p is
the rate of unlocated depolarization errors. The decoder
consists of L “passes”. In the first pass, the decoder cor-
rects each of the 5L−1 5-qubit blocks separately. For each
5-qubit block, this step consists of measuring the syn-
drome s of that block with respect to the 5-qubit code,
applying a recovery operation R which consists of some
pattern of Pauli operators whose syndrome matches s,4
and outputting the posterior error probability distribu-
tion [pI , pX , pY , pZ ]. The posterior error probability dis-
tribution describes the probability that the combined ef-
fect of the error pattern and recovery pattern on a given
block corresponds to either an encoded I, X , Y , or Z
operation on that block. (The values are straightforward
to calculate, given knowledge of the prior distributions
[p
(i)
I , p
(i)
X , p
(i)
Y , p
(i)
Z ], the recoveryR, and the stabilizers and
logical operators of the code.) Thus, for each of the 5L−1
code blocks we have a distribution over encoded errors. In
the second pass, these are reinterpreted as the a priori er-
ror distributions on a series of 5L−1 physical qubits, and
the entire procedure above is repeated, giving the distri-
bution of errors on a series of 5L−2 blocks at the next
level of decoding. When the procedure has been carried
out for L passes in total, we are left with a distribution
over the four possible logical errors of the single 5L-qubit
code block. The logical operation with the highest prob-
ability is selected, and applied to the state as a recovery
operation. This completes the maximum-likelihood de-
coding and correction of the input state.
Fig. 2 shows the results of simulating the above proce-
dure for a range of different located and unlocated error
weights, for the 59 = 1953125-qubit code. The simulation
consisted of approximately 20000 trials. For each trial,
the number of unlocated errors (tu) and the number of
located errors (tl) were chosen randomly from the entire
plot area. A random Pauli error pattern was then chosen,
4 For any given syndrome s there are 64 such patterns; it doesn’t
matter which one is chosen.
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FIG. 2: A plot of those randomly-chosen error weights which
caused a decoding failure for the 59-qubit code. Also shown
for comparison is the location of the generalized quantum
Hamming bound.
consistent with the chosen values tu and tl. Maximum-
likelihood syndrome decoding was then performed, and
a point was plotted on the figure whenever the decoding
failed. The results show that the weights of the uncor-
rectable errors form a region that very closely resem-
bles the generalized quantum Hamming bound. Simi-
lar results (not shown) were achieved with a multiply-
concatenated 7 qubit code.
However, the results do not imply that the bound is
“tight” in the usual sense. This is because the results of
Fig. 2 indicate a different property of the code to that
which the quantum Hamming bound indicates. The nu-
merical results show which error weights have some rea-
sonable probability of being uncorrectable. On the other
hand, the quantum Hamming bound places a limit on
which error weights are correctable with certainty. To il-
lustrate the point, note that there is a simple argument
to show that there exists a Pauli error pattern having
(tu, tl) = (9842, 0) that is uncorrectable by the 5
9-qubit
code. This point is far inside the Hamming bound shown
in Fig. 2. However, a randomly chosen (tu, tl) = (9842, 0)
error pattern will have an extremely small probability of
being uncorrectable, hence it will not be encountered in
experiments such as Fig. 2.
V. TIGHTER BOUND
In [7], the following simple general property of QECCs
was observed: a QECC can correct all weight-t located
errors if and only if it can correct all weight-2t unlocated
errors. This result can be generalized to the following
theorem, which in turn provides a way to tighten the
generalized quantum Hamming bound.
5Theorem 2 A quantum error-correcting code can cor-
rect all patterns of t unlocated errors if and only if it can
correct all patterns of errors that are a combination of 2m
located errors and t−m unlocated errors. This statement
holds for all integers 0 ≤ m ≤ t.
Proof: Let L be a set of 2m locations within the code.
Let {E
(L,t−m)
i } be the set of all Pauli operators that act
as the non-identity on at most t −m qubits outside the
set L (but with no restriction on how they act on the
qubits in the set L). From the quantum error-correcting
conditions ([1], Sec. 10.3) it follows that the code C can
correct all combinations of 2m located errors and t−m
unlocated errors if an only if
PE
(L,t−m)†
i E
(L,t−m)
j P = α
(L,m)
ij P (for all i, j, L),
(10)
for some complex numbers α
(L,m)
ij , and where P projects
onto the codespace.
Now, clearly the set of products {E
(L,t−m)†
i E
(L,t−m)
j }
just corresponds to the set {E
(L,2(t−m))
i }, that is the set
of Pauli operators which act as the non-identity on at
most 2(t −m) qubits outside the set L (but with no re-
striction on how they act on the qubits in the set L). So,
the above condition can be written equivalently as
PE
(L,2(t−m))
i P = β
(L,m)
i P (for all i, L), (11)
for some complex β
(L,m)
i .
Now, each E
(L,2(t−m))
i acts as the non-identity on
at most 2m + 2(t − m) = 2t qubits. In fact, the set
{E
(L,2(t−m))
i } over all possible i and L is the entire set of
Pauli operators that act on at most 2t qubits, which we
denote {E
(∅,2t)
i }. Then Eq. (11) can be written equiva-
lently as
PE
(∅,2t)
i P = γiP (for all i), (12)
for some complex γi. Thus, the statement “a code can
correct all patterns of errors that are a combination of
2m located depolarization errors and t − m unlocated
depolarization errors” holds if and only if the condition in
Eq. (12) holds. But Eq. (12) does not depend on m. Thus
the different versions of the statement for the various
values of m are all equivalent to one other (since they
are each equivalent to Eq. (12)), including the one where
m is set to zero. This completes the proof. 
Fig. 3 illustrates how Theorem 2 can be used to gen-
erate a bound which is significantly tighter than the
generalized quantum Hamming bound, in the case of
large codes having an asymptotically zero rate (that is,
k/n ≈ 0, such is the case for large multiply-concatenated
codes). No nondegenerate QECC can exist which corrects
all errors of a weight corresponding to a point above the
dashed line. If such a code did exist, Theorem 2 would im-
ply that the same code would break the original quantum
Hamming bound (that is, be able to correct a number of
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FIG. 3: An illustration of the generalized quantum Hamming
bound, in comparison to the tighter bound that is obtained
using Theorem 2, for large rateless codes.
unlocated errors corresponding to a point on the X-axis
of Fig. 3 to the right of where the solid line intersects),
thus giving a contradiction. The tighter bound can be
stated formally as follows:
Theorem 3 If a nondegenerate code encoding k logical
qubits into n qubits corrects all error patterns consisting
of at most tu unlocated and tl located errors, then the
following bound holds:
tu+⌊tl/2⌋∑
i=0
(
n
i
)
3i2k ≤ 2n (13)
Proof: By Theorem 2, the code can correct all patterns
of tu+ ⌊tl/2⌋ unlocated errors. Thus, the quantum Ham-
ming bound (Eq. (1)) applies, with t = tu+ ⌊tl/2⌋, hence
Eq. (13). 
Thus, although it would appear that dimension-
counting arguments in the form of the generalized quan-
tum Hamming bound can give an accurate indication of
the located and unlocated error weights which can be
corrected with high probability by certain codes, in gen-
eral it provides a poor indication of which error weights
can be corrected exactly.
VI. DISCUSSION & CONCLUSION
We have derived two versions of a bound on the num-
ber of unlocated and located errors correctable by nonde-
generate QECCs. The first was derived using dimension-
counting arguments in a direct generalization of the
quantum Hamming bound. It was seen to be an accu-
rate prediction of the performance of large concatenated
codes against random combinations of located and un-
located errors. This is likely to extend to most typical
6large codes, due to the asymptotic connection between
the bound and the “coherent information”, which in turn
is closely related to the performance of “random hashing”
error-correcting protocols.
A significantly tighter version of the bound was de-
rived by applying the quantum error-correction condi-
tions. Thus, it would appear to be a general feature
of QECCs that the set of unlocated and located error
weights correctable with certainty differs significantly to
the set correctable with high probability.
Both forms of the bound show a general “trade-off”
between a code’s ability to simultaneously correct both
unlocated and located errors. However, the trade-off is
well-behaved: requiring a code to correct a small number
of unlocated errors will only have a small impact of the
code’s ability to simultaneously correct located errors.
Thus, the high sensitivity of the various loss-tolerant
protocols to unlocated noise is not likely to be at-
tributable to general properties of QECCs, but rather
to particular features of the protocols employed. Rather,
we speculate that as a consequence of Theorem 2 the
loss-specific codes such as parity codes [10] and horticul-
tural codes [11] will also have high tolerance to unlocated
noise, when considered apart from the protocols in whose
context they were defined.
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