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Abstract
The dissertation consists of two parts. In the first part approximate methods for multidi-
mensional weakly singular integral operators with operator-valued kernels are investigated.
Convergence results and error estimates are given. There is considered an application of
these methods to solving radiation transfer problems. Numerical results are presented, too.
In the second part we consider a polynomial collocation method for the numerical solution
of a singular integral equation over the interval. More precisely, the operator of our integral
equation is supposed to be of the form aI + bµ−1SµI with S the Cauchy singular integral
operator, with piecewise continuous coefficients a and b, and with a Jacobi weight µ. To
the equation [aI + bµ−1SµI]u = f we apply a collocation method, where the collocation
points are the Chebyshev nodes of the first kind and where the trial space is the space of
polynomials multiplied by another Jacobi weight. For the stability and convergence of this
collocation method in weighted L2 spaces, we derive necessary and sufficient conditions.
Moreover, the extension of these results to an algebra generated by the sequences of the
collocation method applied to the mentioned singular integral operators is discussed and the
behaviour of the singular values of the discretized operators is investigated.
Keywords
Banach algebra methods, Cauchy singular integral equation, Collocation method, Discrete
convergence theory, Multigrid iteration methods, Radiation transfer problem, Splitting prop-
erty, Stability, Weakly singular integral equation
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Chapter I
Fully discretized collocation schemes for
weakly SIE’s with operator-valued
kernels
1 Introduction
In this part we consider fully discretized approximate schemes (which are based on a piecewise constant ap-
proximation of the solution) for a weakly singular integral equation (SIE)
u(x) =
∫
G
K(x, y)u(y) dy + f(x), x ∈ G, (1.1)
where G ⊂ Rd is a bounded set, where the operator-valued kernel K : G × G \ {x = y} → L(E) and the
vector-valued function f : G→ E are given, and where E is a Banach space. The function f is assumed to
be smooth and the kernel K is allowed to have a weak singularity on the diagonal :
‖K(x, y)‖L(E) ≤ b |x− y|−ν , ν < d, b = const.
The integral equation (1.1) and methods for its approximate solution in the case a complex-valued kernel K
already investigated in the book [6]. Our aim is a generalization of some of these results to the case of operator-
valued kernels. The first step to this end was done in the paper [1], where the smoothness properties of the
exact solution of the equation (1.1) are described.
Actually, the results of [6] and [1] allow us to obtain only a semidiscretization : in some grid points
ξj,h ∈ Gj,h the approximate values uh(ξj,h) ∈ E to u(ξj,h) are to be determined. To get a full discretization,
we introduce an approximation of the Banach space E by finite dimensional spaces En and modify the
numerical methods in such a way that values unh(ξj,h) ∈ En are determined.
Our analysis will be based on the discrete convergence theory (compact and regular convergence technique)
described, for example, in [6] - [8].
As an example for the application of our approximate methods we solve a radiation transfer problem in
Rd. Moreover we present some numerical results in the two dimensional case, where a linear system of order
N ∼ 100000 is solved. Note that this is a usual size of an approximating system for multidimensional integral
equations.
The present part is organized as follows. In Chapter 2 we introduce the notation and recall some facts
on weakly singular integral operators. Chapter 3 is devoted to a generalization of the piecewise constant
collocation method described in [6] to the case of the integral equation (1.1) with L(E)− valued kernels. In
Chapter 4 we construct a discretization of separable Banach spaces and apply it to the approximate solution of
linear equations of the type u = Ku + f, where K is a compact operator in a Banach space. The discrete
convergence analysis of fully discretized methods being our main results is presented in Chapter 5. The last two
chapters are dedicated to the approximate solution of a radiation transfer problem with the help of the previous
results.
2 Notation and preliminaries
In this chapter we make several assumptions on the set G and the kernel K(x, y), and introduce some function
spaces which will be used during the whole part. Some general results concerning weakly singular integral
operators with operator-valued kernels are presented, too.
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2.1 Metric dG
Let G ⊂ Rd be an open bounded set. For two points x, y ∈ G , belonging to a common connectivity
component of G, we define the (inner) distance dG(x, y) as the infimum of the lengths of all polygonal
paths in G joining x and y . If x and y lie in different connectivity components let dG(x, y) = d∗ with
d∗ = sup{dG(x1, x2)}, where the supremum is taken over all pairs of points x1, x2 in common connectivity
components. Note that d∗ = ∞ is possible although G ⊂ Rd is bounded; for instance, d∗ = ∞ for G
presented in Figure 1. Obviously, (G, dG) is a topological space, which can be transformed into a metric space.
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Figure 1: dG(x, y) = |x− z|+ |z − y|
Let us denote by G∗ the completion of G in this topology. In general, G∗ need not to be compact in the metric
dG. For example, if G has a countable number of connectivity components then G∗ is non-compact. For the
connected region G in Figure 1, G∗ is non-compact, too. Nevertheless, for problems from practice, G∗ is
usually compact.
2.2 Assumptions on the boundary of G
We will use the following standard designations of an open ball, a closed ball and a sphere in Rd :
B(x, r) = {y ∈ Rd| |x− y| < r},
B(x, r) = {y ∈ Rd| |x− y| ≤ r},
S(x, r) = {y ∈ Rd| |x− y| = r}.
In what follows we assume that G ⊂ Rd is an open bounded set with piecewise smooth boundary. More
precisely, the following condition is sufficient.
Condition (PS) The boundary ∂G of G ⊂ Rd can be covered by a finite number of compact hypersur-
faces Γi which may meet each other on manifolds of dimensions not exceeding d− 2. There exist constants
c0 > 0 and r0 > 0 such that every piece Γi ∩ B(x, r0), x ∈ Γi, in a suitable orthogonal system of coor-
dinates obtained from the original system by the translation of the origin to x and a rotation of the axes, is
repreresentable in the form
zd = ϕ(z′), z′ = (z1, . . . , zd−1) ∈ Zi,x ,
where Zi,x ⊂ Rd−1 is a closed region and the function ϕ = ϕi,x is continuous on Zi,x and continuously dif-
ferentiable with |grad ϕ(z′)| ≤ c0 everywhere in Zi,x except a possible manifold of dimension not exceeding
d− 2.
A ball, cube, cylinder, cone and sets diffeomorphic to them have (PS)-boundaries. The region between two
tangential balls has also (PS)-boundary.
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2.3 Weakly SIE’s with operator-valued kernels
Let E be a Banach space and G ⊂ Rd be an open bounded set. As usually we denote by L(E) the Banach
space of linear bounded operators on E.
We shall consider the integral equation
u(x) =
∫
G
K(x, y)u(y) dy + f(x), x ∈ G, (2.1)
where f : G −→ E and K : G×G −→ L(E) are given functions and u : G −→ E is to be determined.
Note that the integral is to be understood in the sense of Bochner (see [9], Chapter V).
The kernel K(x, y) is allowed to be weakly singular on the diagonal x = y :
‖K(x, y)‖L(E) ≤ b|x− y|−ν , x, y ∈ G, ν < d, b = const.
Let us emphasize the condition ν < d which guarantees the integrability of the kernel’s norm (the ”weakness”
of the singularity). Namely ∫
G
‖K(x, y)‖L(E) dy ≤ bσd
ρd−ν
d− ν , x ∈ G,
where ρ is the diameter of G and σd is the area of the unit sphere in Rd.
2.4 Some functional spaces
As usually, by Lp(G,E), 1 ≤ p <∞,we denote the Banach spaces of all Lebesgue measurable p− summable
functions u : G→ E. For integration we use the concept of Bochner’s integral introduced, for instance, in [9],
Chapter V. The norms in these spaces are given by
‖u‖Lp(G,E) = ‖u‖p :=
{∫
G
‖u(x)‖pE dx
}1/p
.
Furthermore, L∞(G,E) is the Banach space of all measurable and essentially bounded functions u : G→ E
with the norm
‖u‖L∞(G,E) = ‖u‖∞ := ess sup
x∈G
‖u(x)‖E.
Let ρ(x) = dist(x, ∂G) := inf{|x− y| : y ∈ ∂G} , x ∈ G,
ωλ(x) :=

1, λ < 0 ,
[1 + | ln ρ(x)|]−1, λ = 0 ,
ρ(x)λ, λ > 0 ,
x ∈ G ,
and denote by Cm,ν(G,E) the space of m times continuously differentiable functions u : G −→ E having
finite norm
‖u‖Cm,ν(G,E) = ‖u‖m,ν :=
∑
0≤|α|≤m
sup
x∈G
ω|α|−(d−ν)(x)‖Dαu(x)‖L(E) .
Finally, by BC(G,E) we denote the space of bounded continuous functions u : G −→ E equipped with the
norm
‖u‖BC(G,E) := sup
x∈G
‖u(x)‖E.
2.5 Restrictions on the kernel K(x, y) of the integral equation (2.1)
To formulate the conditions on the kernel K(x, y) we need the following definition of a derivative for operator-
valued functions.
DEFINITION 2.1. We say that L : G → L(E) is continuously differentiable on G in the sense of the
operator strong convergence topology if , for any x ∈ G, there exists a linear bounded operator L′(x) :
Rd → L(E) (the derivative of L at x) such that
lim
t→0
1
t
‖[L(x+ tz)− L(x)− tL′(x)z]u‖E = 0 ∀u ∈ E, ∀z ∈ Rd,
where the function L′(·)z : G→ L(E) is continuous in the operator strong convergence topology, i.e.
lim
y→x ‖[L
′(y)z − L′(x)z]u‖E = 0 ∀u ∈ E, ∀z ∈ Rd.
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Let α = (α1 . . . αd), β = (β1 . . . βd) denote multi-indices with non-negative integers αj , βj , and |α| =
α1 + · · ·+ αd. Furthermore let
Dαx =
(
∂
∂x1
)α1
· · ·
(
∂
∂xd
)αd
,
Dβx+y =
(
∂
∂x1
+
∂
∂y1
)β1
· · ·
(
∂
∂xd
+
∂
∂yd
)βd
.
We assume that the kernel K(x, y) satisfies the following conditions (A1) and (A2).
(A1) The kernel K is m times (m ≥ 1) continuously differentiable on G × G \ {x = y} in the sense
of the operator strong convergence topology (see Definition 2.1 ), and there exist constants ν ∈ (−∞, d) and
b ∈ (0,∞) such that, for 0 ≤ |α| + |β| ≤ m , (x, y) ∈ G×G, x 6= y,
‖DαxDβx+yK(x, y)‖L(E) ≤ b

1, if ν + |α| < 0 ,
1 + | ln |x− y| |, if ν + |α| = 0 ,
|x− y|−ν−|α|, if ν + |α| > 0 .
(A2) For any x, y ∈ G, x 6= y, the operator K(x, y) : E −→ E is compact.
It follows from assumptions (A1) and (A2) that the solutions of the equation (2.1) have some smoothness
properties.
THEOREM 2.2 (see [1], Theorem 1.8). Let f ∈ Cm,ν(G,E) and let K satisfy (A1) and (A2). If the integral
equation (2.1) has a solution u ∈ L1(G,E) , then u ∈ Cm,ν(G,E).
Let us denote by T the weakly singular integral operator of the equation (2.1)
(Tu)(x) =
∫
G
K(x, y)u(y) dy, x ∈ G. (2.2)
Under conditions (A1) and (A2) we obtain the compactness of the operator T .
LEMMA 2.3 (see [1], Lemma 2.5 ). Let G∗ be compact and let K(x, y) satisfy (A1) and (A2). Then the
operator T : Lp(G,E)→ BC(G,E), p > d/(d− ν), is compact.
COROLLARY 2.4. Let the conditions of Lemma 2.3 be fulfilled. Then the operator T : BC(G,E) →
BC(G,E) is compact.
3 Piecewise constant collocation method
This chapter is devoted to the convergence analysis of the piecewise constant collocation method (PCCM)
and related methods for weakly singular integral equations with operator-valued kernels. The methods are
constructed in such a way that, in the case of not too strong singularities, they are of the accuracy O(h2),
where h is the maximal diameter of the cells.
3.1 Partition of G
For any h (0 < h < h) we introduce measurable sets (cells) Gj,h ⊂ Rd (j = 1, . . . , lh) of
diam Gj,h := sup
x1,x2∈Gj,h
|x1 − x2| ≤ h (3.1)
such that meas G0j,h = meas Gj,h (i.e. the Lebesgue measures of the interior and the closure of a cell are
equal), G0j,h ∩G0i,h = ∅ for i 6= j and
(G \Gh) ∪ (Gh \G) ⊂ {x ∈ Rd : ρ(x) = dist(x, ∂G) ≤ h2} =: Sh, (3.2)
where
Gh =
lh⋃
j=1
Gj,h.
Condition (3.2) means that the approximation of G by Gh is of h2− accuracy.
In addition, we assume that in any boundary-incident cell Gj,h (i.e. in cells with non-void ∂G ∩ coGj,h) one
can take a non-void measurable part G′j,h ⊂ Gj,h ∩G such that
diamdG G
′
j,h ≤ h (3.3)
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and
Gj,h \G′j,h ⊂ Sh. (3.4)
Here co A stands for the convex span of A ⊂ Rd and diamdG A denotes the diameter of A with respect to
the metric dG. Note, that for inner cells (i.e. for cells with void ∂G ∩Gj,h) one has
diamdG Gj,h = diam Gj,h ≤ h.
In any cell Gj,h we choose a collocation point ξj,h:
ξj,h =
(meas Gj,h)
−1 ∫
Gj,h
y dy (center of gravity of Gj,h) if co Gj,h ⊂ G,
arbitrary point belonging G′j,h if co Gj,h ∩ ∂G 6= ∅,
(3.5)
requiring that the center of gravity of any inner cell belongs to this cell.
We denote by Ξh := {ξj,h}lhj=1 the set of these collocation points.
3.2 Short introduction to the discrete convergence theory
In this section we present a short exposition of results concerning the discretization of linear equations of the
type u = Tu+ f, where T is a compact operator in a Banach space.
Let F and Fh, 0 < h < h, be Banach spaces and let ph ∈ L(F,Fh) be so-called restriction operators
satisfying the condition
‖phu‖Fh → ‖u‖F as h→ 0 ∀u ∈ F. (3.6)
DEFINITION 3.1. We shall call a family (uh)0<h<h¯ of elements uh ∈ Fh discretely convergent to an
element u ∈ F if
‖uh − phu‖Fh → 0 as h→ 0.
In this case we write uh− → u.
In a similar way the discrete convergence of sequences is defined : a sequence (uhn) of uhn ∈ Fhn with
hn → 0 discretely converges to u ∈ F if ‖uhn − phnu‖Fhn → 0 as n→∞.
DEFINITION 3.2. A family (uh)0<h<h¯ of elements uh ∈ Fh is said to be discretely compact if any sequence
(uhn), formed by elements of this family, with hn → 0 contains a discretely convergent subsequence.
With the help of these definitions, the concept of the discrete convergence families of operators is intro-
duced.
DEFINITION 3.3. A family (Th)0<h<h¯ of linear bounded operators Th ∈ L(Fh,Fh) is called discretely
convergent to an operator T ∈ L(F,F) if the following implication holds:
Fh 3 uh− → u ∈ F ⇒ Thuh− → Tu.
For this we write Th− → T.
DEFINITION 3.4. We say that the discrete convergence Th− → T is compact, or Th− → T compactly, if
Th− → T and the following implication holds:
lim sup
h→0
‖uh‖Fh <∞⇒ (Thuh) is discretely compact.
Let us consider the equation
u = Tu+ f, (3.7)
where u, f ∈ F and T ∈ L(F,F). We approximate (3.7) by the equations
uh = Thuh + phf, 0 < h < h¯, (3.8)
where Th ∈ L(Fh,Fh). We are interested in the discrete convergence uh− → u, where u ∈ F and uh ∈ Fh
are the solutions of equations (3.7) and (3.8), respectively.
THEOREM 3.5 (see [6] , Theorem 4.1). Assume that Th− → T compactly, where Th ∈ L(Fh,Fh) and
T ∈ L(F,F) are compact operators. Suppose that the homogeneous equation v = Tv has in F only the
trivial solution v = 0F. Then equation u = Tu+ f has a unique solution u ∈ F and there exists an h0 > 0
such that, for 0 < h < h0, equation uh = Thuh + phf has a unique solution uh ∈ Fh. Furthermore,
uh− → u with the error estimate
c1eh ≤ ‖uh − phu‖Fh ≤ c2eh, 0 < h < h0, (3.9)
where eh = ‖Thphu− phTu‖Fh and c1, c2 are positive constants not depending on h and f .
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3.3 PCCM and related methods
Starting from the approximate partition of G described in Section 3.1 we represent an approximate solution to
integral equation (2.1) as a piecewise constant function (denote by C(Gh,E) the set of these functions)
uh =
lh∑
j=1
uj,hχj,h , χj,h(x) =
{
1, x ∈ Gj,h ,
0, x /∈ Gj,h.
In the integral equation we approximate the domain of integration G by Gh
u(x) =
∫
Gh
K(x, y)u(y) dy + f(x), Gh =
lh⋃
j=1
Gj,h.
Replacing u by uh, collocating at the points ξj,h, and taking into account that∫
Gj,h
K(x, y)uj,h dy =
[∫
Gj,h
K(x, y) dy
]
uj,h, x ∈ G, j = 1, . . . , lh,
we obtain a system of linear operator equations to find the values uj,h (j = 1, . . . , lh), namely the piecewise
constant collocation method (PCCM)
ui,h =
lh∑
j=1
[∫
Gj,h
K(ξi,h, y) dy
]
uj,h + f(ξi,h), i = 1, . . . , lh. (3.10)
In general, Gh need not to be contained in G, and therefore we assume that the kernel K(x, y) is extended to
G×Gh so that conditions (A1) and (A2) remain valid.
Mostly the integrals in (3.10) cannot be evaluated exactly. Using a natural procedure we obtain a modification
of the PCCM
ui,h =
lh∑
j=1
dist(ξi,h,coGj,h)≥h
meas(Gj,h)K(ξi,h, ξj,h)uj,h + f(ξi,h), i = 1, . . . , lh. (3.11)
It is clear that (3.11) is a rather coarse approximation to (3.10). Nevertheless, in many cases both methods are
of the same accuracy.
Here is a further modification of the PCCM (proposed by L.Kantorovich):
ui,h =
lh∑
j=1,j 6=i
meas(Gj,h)K(ξi,h, ξj,h)(uj,h − ui,h)+
+
[∫
Gh
K(ξi,h, y) dy
]
ui,h + f(ξi,h), i = 1, . . . , lh. (3.12)
Note that method (3.12) is of the same complexity as the basic method (3.10) - one needs to calculate the
integrals ∫
Gh
K(ξi,h, y) dy =
lh∑
j=1
∫
Gj,h
K(ξi,h, y) dy, i = 1, . . . , lh.
We want to make use of Theorem 3.5. To this end introduce the spaces
F := BC(G,E), ‖u‖F = sup
x∈G
‖u(x)‖E,
Fh := C(Gh,E), ‖uh‖Fh = max1≤j≤lh ‖uh(ξj,h)‖E,
and restriction operators
ph ∈ L(F,Fh), phu =
lh∑
j=1
u(ξj,h)χj,h,
as in Section 3.2. Further, we treat (2.1) as equation
u = Tu+ f
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in the space F, where the operator T ∈ L(F,F) is defined in (2.2). Denoting by Th, T ′h, T ′′h ∈ L(Fh,Fh)
the following discretized operators
Th(uh) :=
lh∑
i=1
χi,h
lh∑
j=1
[∫
Gj,h
K(ξi,h, y) dy
]
uj,h ,
T ′h(uh) :=
lh∑
i=1
χi,h
lh∑
j=1
dist(ξi,h,coGj,h)≥h
meas(Gj,h)K(ξi,h, ξj,h)uj,h ,
T ′′h (uh) :=
lh∑
i=1
χi,h
 lh∑
j=1,j 6=i
meas(Gj,h)K(ξi,h, ξj,h)(uj,h − ui,h) +
[∫
Gh
K(ξi,h, y) dy
]
ui,h
 ,
we can rewrite the systems (3.10) - (3.12) as the equations
uh = Thuh + phf, uh = T ′huh + phf, uh = T
′′
h uh + phf
in the space Fh, respectively.
3.4 Compact convergence of the discretized operators
Now we present technical details for the proof of the main results of this chapter - Theorem 3.13. Notice that
all statements of this section are obtained analogously to corresponding results from [6]. Therefore, for the
illustration of peculiarities in the case of the operator-valued kernel we turn our attention to the proof of one
assertion only, namely Lemma 3.10. The other results of this section we give without proof.
LEMMA 3.6 (see [6], Lemma 2.3). Let the kernel K(x, y) be differentiable on (G × G) \ {x = y} in the
sense of the operator strong convergence topology and satisfy condition (A1) with m = 1 . Then, for any
u ∈ L∞(G,E) and any x1, x2 ∈ G ,
‖(Tu)(x1)− (Tu)(x2)‖E ≤ ‖u‖L∞(G,E)

dG(x1, x2), ν < d− 1 ,
dG(x1, x2)(1 + | ln dG(x1, x2)|), ν = d− 1 ,
[dG(x1, x2)]
d−ν
, ν > d− 1 .
LEMMA 3.7 (see [6], Lemma 5.1). Let ∂G satisfy condition (PS); denote by
Γh = {x ∈ G : ρ(x) < h}, h > 0,
the boundary layer of thickness h. Suppose that the kernel K(x, y) meets assumption (A1). Then
sup
x∈G
∫
Γh
‖K(x, y)‖L(E) dy ≤ c εν,h , εν,h =

h, ν < d− 1 ,
h(1 + | lnh|), ν = d− 1 ,
hd−ν , ν > d− 1 ,
(3.13)
where the constant c is independent of h.
LEMMA 3.8 (see [6], Lemma 5.2). Let the following conditions be fulfilled:
1. G ⊂ Rd is open and bounded, G∗ is compact, ∂G satisfies condition (PS);
2. the partition of G and the collocation points have properties (3.1) - (3.5);
3. the kernel K(x, y) complies with assumptions (A1) and (A2).
Then Th− → T compactly.
For the proof of the following lemma we need to remark that, for any fixed x ∈ G, x 6= ξj,h,∫
Gj,h
K(x, ξj,h)u′(ξj,h)y dy = K(x, ξj,h)u′(ξj,h)
∫
Gj,h
y dy,
since K(x, ξj,h)u′(ξj,h) : G −→ E is a linear continuous operator (see [9], Corollary V.5.2).
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LEMMA 3.9 (see [6], Lemma 5.3). Suppose that assumptions of the previous lemma are satisfied with some
ν < d (see condition (A1)) and let u ∈ C2,µ(G,E) be a function such that for any x1, x2 ∈ G,
‖u(x1)− u(x2)‖E ≤ const

dG(x1, x2), µ < d− 1 ,
dG(x1, x2)[1 + | ln dG(x1, x2)|], µ = d− 1 ,
[dG(x1, x2)]
d−µ
, µ > d− 1 ,
(3.14)
where ν ≤ µ < d. Then
‖Thphu− phTu‖Fh ≤ const εν,h εµ,h .
As a consequence of condition (A1), we obtain the following inequalities (3.15) - (3.17) (see [6, §3.1])
‖DαyDβx+yK(x, y)‖L(E) ≤ b′

1, ν + |α| < 0 ,
1 + | ln |x− y| |, ν + |α| = 0 ,
|x− y|−ν−|α|, ν + |α| > 0 ,
(3.15)
∫
G∩B(x,r)
‖DαxDβx+yK(x, y)‖L(E) dy ≤ c

rd, ν + |α| < 0 ,
rd(1 + | ln r|), ν + |α| = 0 ,
rd−ν−|α|, 0 < ν + |α| < d ,
(3.16)
∫
G\B(x,r)
‖DαxDβx+yK(x, y)‖L(E) dy ≤ c′

1, ν + |α| < d ,
1 + | ln r|, ν + |α| = d ,
rd−ν−|α|, ν + |α| > d ,
(3.17)
where the constants b′, c, c′ depend on d, ν, b and the diameter of G only.
LEMMA 3.10 (cf. [6], Lemma 5.5). Let the following assumptions be fulfilled:
1. G ⊂ Rd is open and bounded, G∗ is compact, ∂G meets condition (PS);
2. the partition of G and the collocation points satisfy conditions (3.1) - (3.5);
3. the kernel K(x, y) complies with assumptions (A1) for m = 2 and (A2).
Then, we have
‖T ′h − Th‖L(Fh,Fh) ≤ const ε′ν,h, ε′ν,h =

h2, ν < d− 2 ,
h2[1 + | ln h|], ν = d− 2 ,
hd−ν , ν > d− 2 .
Proof. Introduce the index sets
Jh(x) := {1 ≤ j ≤ lh, dist(x, coGj,h) < h},
Jh(∂G) := {1 ≤ j ≤ lh, dist(∂G, coGj,h) < h},
where dist(A,B) = infx∈A,y∈B |x− y|, for A,B ⊂ Rd. We have
‖T ′h − Th‖L(Fh,Fh) = sup‖uh‖Fh=1
max
1≤i≤lh
∥∥∥∥∥∥∥
lh∑
j=1
 ∫
Gj,h
K(ξi,h, y) dy
uj,h
−
lh∑
j=1
j /∈Jh(ξi,h)
 ∫
Gj,h
K(ξi,h, ξj,h) dy
uj,h
∥∥∥∥∥∥∥∥
E
≤ sup
‖uh‖Fh=1
max
1≤i≤lh
∥∥∥∥∥∥∥
∑
j∈Jh(ξi,h)
 ∫
Gj,h
K(ξi,h, y) dy
uj,h
∥∥∥∥∥∥∥
E
+ sup
‖uh‖Fh=1
max
1≤i≤lh
∥∥∥∥∥∥∥∥
lh∑
j=1
j /∈Jh(ξi,h)
 ∫
Gj,h
[K(ξi,h, y)−K(ξi,h, ξj,h)] dy
uj,h
∥∥∥∥∥∥∥∥
E
≤ λ′h + λ′′h + λ′′′h + c ε2ν,h,
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where
λ′h = sup
x∈G
∑
j∈Jh(x)
∫
G′j,h
‖K(x, y)‖L(E) dy,
λ′′h = sup
x∈G
∑
j∈Jh(∂G)\Jh(x)
∫
G′j,h
‖K(x, y)−K(x, ξj,h)‖L(E) dy,
λ′′′h = sup
x∈G
lh∑
j=1
j /∈Jh(∂G)∪Jh(x)
∥∥∥∥∥
∫
Gj,h
[K(x, y)−K(x, ξj,h)] dy
∥∥∥∥∥
L(E)
.
It follows from estimation (3.16) that
λ′h ≤ sup
x∈G
∫
G∩B(x,2h)
‖K(x, y)‖L(E) dy ≤ const ε′ν,h.
Further, taking into account the estimate (see [1], Remark 1.5)
‖K(x, y)−K(x, ξj,h)‖L(E) ≤ sup
t∈[0,1]
[
n∑
k=1
∥∥∥∥∂K(x, ty + (1− t)ξj,h)∂yk
∥∥∥∥2
L(E)
]1/2
|y − ξj,h|
and (3.15) we obtain
λ′′h ≤ sup
x∈G
∑
j∈Jh(∂G)\Jh(x)
∫
G′j,h
sup
t∈[0,1]
[
n∑
k=1
∥∥∥∥∂K(x, ty + (1− t)ξj,h)∂yk
∥∥∥∥2
L(E)
]1/2
|y − ξj,h|dy
≤ c h sup
x∈G
∫
y∈G
ρ(y)≤2h,|x−y|≥h

1, if ν < −1,
1 +
∣∣ln |x− y|∣∣, if ν = −1,
|x− y|−ν−1, if ν > −1.
Applying (3.13) if ν < d− 1, (3.17) if ν > d− 1, and the inequality (see [6], (5.2))
sup
x∈G
∫
Γh\B(x,ah)
|x− y|−d dy ≤ ca = const (a > 0)
in case ν = d− 1 we find :
λ′′h ≤ c′ε′ν,h.
Due to the choice of the collocation points we have, for j /∈ Jh(∂G),∫
Gj,h
(y − ξj,h) dy = 0.
Now using this fact and the linearity and continuity of the operator ∂K(x,ξj,h)∂y : R
d → L(E) for any fixed x ∈
G, x 6= ξj,h, we get
λ′′′h = sup
x∈G
lh∑
j=1
j /∈Jh(∂G)∪Jh(x)
∥∥∥∥∥
∫
Gj,h
[K(x, y)−K(x, ξj,h)− ∂K(x, ξj,h)
∂y
(y − ξj,h)]dy
∥∥∥∥∥
L(E)
.
Hence, with the help of inequalities (3.15) and (3.17) we can estimate
λ′′′h ≤ c′′h2

1, if ν < d− 2,
1 +
∣∣lnh∣∣, if ν = d− 2,
hd−ν−2, if ν > d− 2.
 = c′′ ε′ν,h.
This completes the proof of the lemma.
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LEMMA 3.11 (see [6], Lemma 5.6). Suppose the assumptions of the previous Lemma are fulfilled and there
exists a constant c0 > 0 such that
|ξi,h − ξj,h| ≥ c0h (i 6= j). (3.18)
Then
‖T ′′h − Th‖L(Fh,Fh) ≤ const ε′ν,h.
Moreover, if
dG(x1, x2) ≤ const |x1 − x2|, ∀x1, x2 ∈ G, (3.19)
then, for any function u ∈ BC(G,E) satisfying (3.14) with ν ≤ µ < d, we have
‖(T ′′h − Th)phu‖Fh ≤ const εν,h εµ,h.
The last result of this Section is an immediate consequence of Lemma 2.3.
LEMMA 3.12. Let the conditions of Lemma 2.3 be satisfied. Then the operators Th, T ′h, T ′′h : C(Gh,E) →
C(Gh,E) are compact.
3.5 Main results
The following theorem is the generalization of the results of Chapter 5 from [6] to the case of operator-valued
kernels.
THEOREM 3.13. Let the following assumptions be fulfilled:
1. G ⊂ Rd is open and bounded, G∗ is compact, ∂G satisfies condition (PS);
2. the partition of G and the collocation points have properties (3.1) - (3.5);
3. the kernel K(x, y) complies with assumptions (A1) for m = 2 and (A2);
4. f ∈ C2,µ(G,E), ν ≤ µ < d, meets condition (3.14);
5. integral equation (2.1) has a unique solution u ∈ BC(G,E) .
Then there is an h0 > 0 such that, for 0 < h < h0 , the systems (3.10)- (3.12) are uniquely solvable.
Moreover the following error estimates hold:
i. For the piecewise constant collocation method (3.10) , the estimate
max
1≤i≤lh
‖ui,h − u(ξi,h)‖E ≤ const εν,hεµ,h (3.20)
is true. Thereby, for the function
uh(x) =
lh∑
j=1
[∫
Gj,h
K(x, y) dy
]
uj,h + f(x), (3.21)
we have
sup
x∈G
‖uh(x)− u(x)‖E ≤ const εν,hεµ,h. (3.22)
ii. For the approximation method (3.11), we obtain
max
1≤i≤lh
‖ui,h − u(ξi,h)‖E ≤ const(εν,hεµ,h + ε′ν,h). (3.23)
In addition, the function
uh(x) =
lh∑
j=1
dist(x,coGj,h)≥h
meas(Gj,h)K(x, ξj,h)uj,h + f(x) (3.24)
satisfies the estimate
sup
x∈G
‖uh(x)− u(x)‖E ≤ const(εν,hεµ,h + ε′ν,h). (3.25)
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iii. For the Kantorovich-Krylov modification (3.12), estimate (3.20) holds, if conditions (3.18) and (3.19)
are fulfilled. Moreover, for function (3.21) with uj,h from (3.12), the estimate (3.22) is true.
Proof. The operators T ∈ L(F,F) (see Corollary 2.4) and Th, T ′h, T ′′h ∈ L(Fh,Fh) (see Lemma 3.12) are
compact.
In Lemma 3.8 we have proved that Th− → T compactly. From Lemma 3.10 and Lemma 3.11 it follows that
‖T ′h − Th‖L(Fh,Fh) ≤ const ε′ν,h → 0 as h→ 0,
‖T ′′h − Th‖L(Fh,Fh) ≤ const ε′ν,h → 0 as h→ 0.
Therefore, we have also the compact convergence T ′h− → T and T ′′h− → T .
Thus, for the approximate methods (3.10)–(3.12), the assumptions of Theorem 3.5 are fulfilled. The error
estimate (3.9) yields for these methods, respectively,
‖uh − phu‖Fh ≤ c2‖Thphu− phTu‖Fh ,
‖uh − phu‖Fh ≤ c2‖T ′hphu− phTu‖Fh ≤ c2‖Thphu− phTu‖Fh + const ε′ν,h,
‖uh − phu‖Fh ≤ c2‖T ′′h phu− phTu‖Fh ≤ c2(‖Thphu− phTu‖Fh + ‖(T ′′h − Th)phu‖Fh),
where u ∈ F = BC(G,E) is the solution of integral equation (2.1).
Note that from condition (A1) a similar inequality follows, where ν is replaced by µ (ν ≤ µ ≤ n). Recalling
that f ∈ C2,µ(G,E), we conclude with the help of Theorem 2.2 that u ∈ C2,µ(G,E). Further, due to
condition (3.14) and Lemma 3.6 , u = Tu+ f satisfies a similar condition. In Lemma 3.9 we have obtained,
for any u ∈ C2,µ(G,E) meeting (3.14), that
‖Thphu− phTu‖Fh ≤ const εν,hεµ,h .
Hence, the error estimates take the following forms:
for method (3.10) ‖uh − phu‖Fh ≤ const εν,hεµ,h;
for method (3.11) ‖uh − phu‖Fh ≤ const(εν,hεµ,h + ε′µ,h);
for method (3.12) ‖uh − phu‖Fh ≤ const(εν,hεµ,h + ‖(T ′′h − Th)phu‖Fh).
We recognize here estimate (3.20) for method (3.10) as well estimate (3.23) for method (3.11). To get (3.20)
for method (3.12),we refer to Lemma 3.11 which gives, for u ∈ C2,µ(G,E) satisfying (3.14), that
‖(T ′′h − Th)phu‖Fh ≤ const εν,hεµ,h.
We mention that, in the proof of Lemma 3.9, the following estimate (see [6], (5.36))
sup
x∈G
∥∥∥∥∥∥∥
lh∑
j=1
∫
G′j,h
K(x, y)[u(y)− u(ξj,h)] dy
∥∥∥∥∥∥∥
E
≤ const εν,hεµ,h
was obtained.
Using this inequality, Lemma 3.7, and (3.20) we obtain (3.22) for the function (3.21):
sup
x∈G
‖u(x)− uh(x)‖E = sup
x∈G
∥∥∥∥∥∥∥
lh∑
j=1
 ∫
Gj,h
K(x, y) dy
uj,h − ∫
G
K(x, y)u(y) dy
∥∥∥∥∥∥∥
E
≤ sup
x∈G
lh∑
j=1
∥∥∥∥∥∥∥
∫
Gj,h
K(x, y) dy [uj,h − u(ξj,h)]
∥∥∥∥∥∥∥
E
+ sup
x∈G
∥∥∥∥∥∥∥
lh∑
j=1
∫
Gj,h
K(x, y)u(ξj,h) dy −
∫
G
K(x, y)u(y) dy
∥∥∥∥∥∥∥
E
≤ sup
x∈G
lh∑
j=1
∫
Gj,h
‖K(x, y)‖L(E) dy‖uj,h − u(ξj,h)‖E + sup
x∈G
∥∥∥∥∥∥∥
lh∑
j=1
∫
G′j,h
K(x, y)[u(y)− u(ξj,h)] dy
∥∥∥∥∥∥∥
E
+ const‖u‖Eε2ν,h ≤ ‖uh − phu‖Fh sup
x∈G
∫
Gh
‖K(x, y)‖L(E) dy + const εν,hεµ,h ≤ const εν,hεµ,h.
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Next we prove estimate (3.25) for the function uh(x) defined in (3.24). Denote by u0j,h the solution of system
(3.10) and by u0h(x) the function defined in (3.21). Then
u0h(x)− uh(x) =
lh∑
j=1
j /∈Jh(x)
∫
Gj,h
[K(x, y)−K(x, ξj,h)]u0j,h dy
+
∑
j∈Jh(x)
∫
Gj,h
K(x, y)u0j,h dy +
lh∑
j=1
j /∈Jh(x)
∫
Gj,h
K(x, ξj,h)[u0j,h − uj,h] dy .
Further, using the notation from the proof of Lemma 3.10 and applying (3.20) for u0j,h and (3.23) for uj,h we
find
sup
x∈G
‖u0h(x)− uh(x)‖E ≤ c
[
λ′h + λ
′′
h + λ
′′′
h + ε
2
ν,h + max
1≤j≤lh
(
‖u0j,h − u(ξj,h)‖E + ‖uj,h − u(ξj,h)‖E
)]
≤ c′(ε′ν,h + ε2ν,h + εν,hεµ,h) ≤ c′′(ε′ν,h + εν,hεµ,h).
Finally, the estimate (3.25) for uh(x) follows immediately from the respective estimate (3.22) for u0h(x), and
the proof of Theorem 3.13 is complete.
4 Discretization of separable Banach spaces
In this chapter we construct a discretization of separable Banach spaces and apply it to the approximate solution
of linear equations of the type u = Ku+ f, where K is a compact operator in a Banach space.
4.1 Further information from discrete convergence theory
Here some definitions and results are presented concerning the discretization of linear equations in a Banach
space. For a more complete description of the theory we refer to Vainikko ([7], [8]).
We denote the set of natural numbers by N and infinite subsets of N will be designed by N′ ,N′′ asf.
Let E,En be Banach spaces and let R = (rn)n∈N be a system of restriction operators rn : E → En, such
that, for arbitrary ϕ,ψ ∈ E and scalars α, β, the conditions
(R1) ‖rn(αϕ+ βψ)− (αrnϕ+ βrnψ)‖En −→ 0 (n ∈ N)
and
(R2) ‖rnϕ‖En −→ ‖ϕ‖E (n ∈ N)
hold true.
DEFINITION 4.1. A sequence {ϕn}n∈N′ of elements ϕn ∈ En is called discretely convergent to an element
ϕ ∈ E if
‖ϕn − rnϕ‖En −→ 0 (n ∈ N
′
).
In this case we write ϕn− → ϕ (n ∈ N′).
DEFINITION 4.2. We say that a sequence {ϕn}n∈N of elements ϕn ∈ En is discretely compact if, for any
set N′ ⊂ N, there exists a set N′′ ⊂ N′ and an element ϕ ∈ E, such that
ϕn− → ϕ (n ∈ N′′).
Further, let E1,E1n,E2,E2n be Banach spaces and let R1 = (r1n)n∈N and R2 = (r2n)n∈N be systems of
restriction operators rin : Ei → Ein (i = 1, 2) satisfying assumptions (R1) and (R2).
DEFINITION 4.3. A sequence {An}n∈N of operators An ∈ L(E1n,E2n) is said to be discretely convergent
to an operator A ∈ L(E1,E2) if the following implication holds:
E1n 3 ϕn− → ϕ ∈ E1 ⇒ E2n 3 Anϕn− → Aϕ ∈ E2.
For this we write An− → A.
DEFINITION 4.4. A sequence {An}n∈N of operators An ∈ L(E1n,E2n) is called stable convergent to an
operator A ∈ L(E1,E2) if the following conditions are satisfied:
1) An− → A (n ∈ N),
2) there exists an n0 ∈ N, such that the inverse operators A−1n exist for all n ≥ n0 and
‖A−1n ‖ ≤ const (n ≥ n0).
In this case we write An− → A stable.
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DEFINITION 4.5. We say that a sequence {An}n∈N of operators An ∈ L(E1n,E2n) is regularly convergent
to an operator A ∈ L(E1,E2) if the following conditions are satisfied:
1) An− → A (n ∈ N),
2) ‖ϕn‖ ≤ const , {Anϕn} − discretely compact ⇒ {ϕn} − discretely compact.
For this we write An− → A regularly.
Now we consider the equations
Aϕ = ψ, (4.1)
Anϕn = ψn (n ∈ N), (4.2)
where A ∈ L(E1,E2) and An ∈ L(E1n,E2n).
In what follows we denote by kerA the kernel of an operator A.
THEOREM 4.6 (see [7] , §3 Konvergenzsatz 3). Let the following conditions be satisfied:
1) A ∈ L(E1,E2), kerA = {0};
2) An ∈ L(E1n,E2n) are Fredholm operators with index zero (n ∈ N);
3) An− → A regularly ;
4) ψn− → ψ (n ∈ N).
Then equation (4.1) has a unique solution ϕ∗ ∈ E1. Furthermore, there exists an n0 ∈ N and a constant C,
such that for any n > n0 equation (4.2) has a unique solution ϕ∗n ∈ E1n, the operators An are invertible and
‖A−1n ‖ ≤ C. Moreover there exist constants C1, C2, so that C2 ≤ C and ϕ∗n− → ϕ∗ with the error estimate
C1‖Anr1nϕ∗ − ψn‖E2n ≤ ‖ϕ∗n − r1nϕ∗‖E1n ≤ C2‖Anr1nϕ∗ − ψn‖E2n . (4.3)
REMARK 4.7. Usually the element ψn in equation (4.2) has the form ψn = r2nψ, and then error estimate
(4.3) is shaped like
C1‖Anr1nϕ∗ − r2nAϕ∗‖E2n ≤ ‖ϕ∗n − r1nϕ∗‖E1n ≤ C2‖Anr1nϕ∗ − r2nAϕ∗‖E2n . (4.4)
4.2 A construction of En and rn for a separable Banach space
Let E be a Banach space and let E has a complete sequence {ϕn}n∈N (i.e. the closed linear subspace
[ϕ1, ϕ2, . . .] spanned by {ϕn} coincides with E), so that every finite subsequence of {ϕn}n∈N is linearly
independent. Obviously, in every separable Banach space we can choose such a sequence, and conversely, if a
Banach space has such sequence {ϕn}n∈N then it is separable.
We put En := [ϕ1, ϕ2, . . . , ϕn] with the norms ‖ · ‖En := ‖ · ‖E = ‖ · ‖ for all n ∈ N.
Further, let DEn(ϕ) denote the set of elements of best approximation of ϕ ∈ E by elements of the Banach
space En , i.e.
DEn(ϕ) = {ϕ0 ∈ En | ‖ϕ− ϕ0‖ = inf
ϕn∈En
‖ϕ− ϕn‖}.
We have DEn(ϕ) = {ϕ} for every ϕ ∈ En and, moreover, the following lemma.
LEMMA 4.8 (see [4] , Chap.I Corollary 2.2). DEn(ϕ) is not empty for every ϕ ∈ E and every En =
[ϕ1, ϕ2, . . . , ϕn].
This property allows us to introduce a mapping piEn : E −→ En by the condition
piEn(ϕ) ∈ DEn(ϕ) (ϕ ∈ E).
We remark, the mapping piEn is in general multi-valued and non linear. However, the following theorems hold.
THEOREM 4.9 (see [4] , Chap.I Theorem 6.1). Let En = [ϕ1, ϕ2, . . . , ϕn]. Then
1) piEn(αϕ) = αpiEn(ϕ) for every ϕ ∈ E and arbitrary scalar α.
2) piEn(ϕ+ ϕn) = piEn(ϕ) + piEn(ϕn) = piEn(ϕ) + ϕn for every ϕ ∈ E and all ϕn ∈ En.
3) ‖piEn(ϕ)‖ ≤ 2‖ϕ‖ for all ϕ ∈ E.
THEOREM 4.10 (see [4] , Chap.I Theorem 6.2). If piEn is one-valued, piEn is a linear bounded operator
of E onto En.
THEOREM 4.11 (see [4] , Chap.II Theorem 5.5). If E has a basis {ϕn}n∈N, then piEn is one-valued for
every En = [ϕ1, ϕ2, . . . , ϕn].
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Further, since {ϕn} is a complete sequence of E, we conclude that
lim
n→∞ ‖ϕ− piEn(ϕ)‖ = 0. (4.5)
Notice, if a Banach space E has a basis {ϕn}n∈N, we can take rn := piEn , n ∈ N. If this is not the case the
construction of rn is more complicated.
Let us denote by Hnϕ the coset of level n of an element ϕ ∈ E:
Hnϕ := {ψ ∈ E | ∃ψn ∈ En,∃α 6= 0 ψ = αϕ+ ψn}.
The construction of rn :
1) For every ϕ ∈ En = Hn0 we put rn(ϕ) = piEn(ϕ) = ϕ;
2) From every coset of level n different from En we choose exactly one representative and denote the set
of these representatives by Rn. Consequently, {Hnϕ : ϕ ∈ Rn} is a partition of the set {Hnϕ : ϕ ∈ E}.
For ϕ ∈ Rn we take rn(ϕ) as an arbitrary, but fixed element of DEn(ϕ).
3) For ψ ∈ E \ (En ∪ Rn) we define rn(ψ) as follows. Let ϕ ∈ Rn be uniquely determined element
such that ψ ∈ Hnϕ and put rn(ψ) = αrn(ϕ) + ψn, where ψ = αϕ+ ψn and ψn ∈ En.
LEMMA 4.12. The operators rn, which we have constructed above, have the following properties:
(r1) ‖rn(ϕ+ ψ)− (rn(ϕ) + rn(ψ))‖ −→ 0 (n ∈ N)
(r2) rn(αϕ) = αrn(ϕ) (n ∈ N)
(r3) ‖rn(ϕ)− ϕ‖ −→ 0 (n ∈ N)
(r4) ‖rn‖ := sup
ϕ∈E\{0}
‖rn(ϕ)‖
‖ϕ‖ ≤ const (n ∈ N)
(r5) ωn → ϕ⇒ ‖rn(ωn)− rn(ϕ)‖ → 0 (n ∈ N)
(r6) rn(ϕ+ χn) = rn(ϕ) + rn(χn) = rn(ϕ) + χn (n ∈ N)
for arbitrary ϕ,ψ ∈ E, each sequence {ωn}n∈N (ωn ∈ E), any χn ∈ En and any scalar α.
Proof. At first, owing to statement (3) of Theorem 4.9, we obtain that the operators rn satisfy (r4) (‖rn‖ ≤
2, n ∈ N). Furthermore, property (r3) immediately follows from (4.5).
Next we check (r2) and (r6). Let ψ = αϕ+χn, with α 6= 0 and χn ∈ En. Then we have ϕ,ψ ∈ Hnφ , where
φ ∈ Rn and the operator rn is defined for the element φ in item (2) of the construction of the rn. Therefore
there exist vectors ϕn, ψn ∈ En and α1, α2 6= 0, such that
ϕ = α1φ+ ϕn, ψ = α2φ+ ψn.
Whence
α2φ+ ψn = αα1φ+ αϕn + χn.
If α2 6= αα1 we get φ ∈ En. Then ϕ,ψ ∈ En and it is clear that
rn(ψ) = αrn(ϕ) + rn(χn) = αrn(ϕ) + χn.
If α2 = αα1, then ψn = αϕn + χn. Further, from the construction of the operator rn we have
rn(ϕ) = α1rn(φ) + ϕn, rn(ψ) = α2rn(φ) + ψn,
and, consequently,
rn(ψ) = α2rn(φ) + ψn = αα1rn(φ) + αϕn + χn = αrn(ϕ) + χn = αrn(ϕ) + rn(χn).
Therefore, assertions (r2) and (r6) are proved.
Now we show the validity of (r1) and (r5). Let ϕ,ψ be arbitrary elements of E and let {ωn}n∈N be a sequence
of ωn ∈ E, such that ωn → ϕ. Further we take an arbitrary real number ε > 0.
Since {ϕn} is a complete system of E, there exist elements ϕε, ψε, such that
ϕε =
∞∑
i=1
αiϕ
i, ψε =
∞∑
i=1
βiϕ
i, (4.6)
‖ϕ− ϕε‖ < ε, ‖ψ − ψε‖ < ε. (4.7)
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From (4.6) it follows that there exists a number n0 ∈ N, such that
‖
∞∑
i=n0+1
αiϕ
i‖ < ε and ‖
∞∑
i=n0+1
βiϕ
i‖ < ε. (4.8)
We denote ϕ˜ =
n0∑
i=1
αiϕ
i and ψ˜ =
n0∑
i=1
βiϕ
i
. Then, inequalities (4.7) and (4.8) imply
‖ϕ− ϕ˜‖ < 2ε, ‖ϕ− ψ˜‖ < 2ε, ‖ϕ+ ψ − (ϕ˜+ ψ˜)‖ < 4ε.
Observing that ϕ˜, ψ˜ ∈ En for every n ≥ n0, we obtain for n ≥ n0
‖rn(ϕ+ ψ)− (rn(ϕ) + rn(ψ))‖ = ‖rn(ϕ+ ψ) + ϕ˜+ ψ˜ − ϕ˜− ψ˜ − (rn(ϕ) + rn(ψ))‖
≤ ‖rn(ϕ+ ψ)− ϕ˜− ψ˜‖+ ‖rn(ϕ)− ϕ˜‖+ ‖rn(ψ)− ψ˜‖
≤ ‖rn(ϕ+ ψ − ϕ˜− ψ˜)‖+ ‖rn(ϕ− ϕ˜)‖+ ‖rn(ψ − ψ˜)‖ ≤ ‖rn‖(4ε+ 2ε+ 2ε) ≤ 16ε.
Since ε > 0 was arbitrary chosen, we can conclude that, for every ϕ,ψ ∈ E,
‖rn(ϕ+ ψ)− (rn(ϕ) + rn(ψ))‖ −→ 0, n −→ 0.
Further, because ωn → ϕ, there exists an n1 ∈ N, such that
‖ωn − ϕ‖ < ε (n ≥ n1).
Therefore, for n ≥ max(n0, n1) we get
‖rn(ωn) − rn(ϕ)‖ ≤ ‖rn(ωn) − ϕ˜‖ + ‖ϕ˜ − rn(ϕ)‖ ≤ ‖rn‖(‖ωn − ϕ˜‖ + ‖ϕ − ϕ˜‖) ≤ 10ε.
Whence, (r5) holds.
This theorem means that, in every separable Banach space, we are able to choose a system {En}n∈N of finite
dimensional subspaces, such that E1 ⊂ E2 ⊂ . . . ⊂ En ⊂ . . . ⊂ E with ‖ · ‖En = ‖ · ‖E (n ∈ N), and a
family {rn}n∈N of restriction operators rn : En → E, which are uniformly bounded, either linear or quite
similar to linear (one can say asymptotic linear), and so that limn→∞ ‖rnϕ− ϕ‖ = 0 for any ϕ ∈ E.
REMARK 4.13. Property (r3) implies that the discrete convergence is equivalent to the usual convergence,
i.e. ϕn− → ϕ if and only if ϕn → ϕ (see Def. 4.1).
4.3 Approximation of the linear equations
Here the results of the previous section are applied to the approximate solution of Fredholm equations of the
second kind (u+Ku = f ).
Let E, E˜ be Banach spaces. We assume that E is continuously imbedded into E˜, i.e. E ⊂ E˜ and there exists
a constant C such that
‖ϕ‖E˜ ≤ C‖ϕ‖E ∀ϕ ∈ E.
Further, let En ⊂ E˜, n ∈ N, be Banach spaces with the norms ‖ · ‖En = ‖ · ‖E˜ and let R = (rn)n∈N be a
system of operators rn ∈ L(E,En) satisfying the following condition
‖rnϕ− ϕ‖E˜ → 0, as n→∞, ∀ϕ ∈ E. (4.9)
Using the principle of uniform boundedness, it is easy to draw a conclusion from linearity rn and condition
(4.9) that
‖rn‖L(E,En) ≤ const, n ∈ N.
Denoting by I and In the identity operators in E and En, respectively, we consider the equations
(I +K)ϕ = ψ, (4.10)
(In + rnK)ϕn = rnψ (n ∈ N), (4.11)
where K ∈ L(E˜,E) is a compact operator , ϕ,ψ ∈ E and ϕn ∈ En.
LEMMA 4.14. The sequence {In + rnK}n∈N of the operators (In + rnK) ∈ L(En) converges regularly
to the operator (I +K) ∈ L(E).
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Proof. At first we show that (In + rnK)− → (I +K). Let ϕn− → ϕ, then we have
‖(In + rnK)ϕn − rn(I +K)ϕ‖E˜
≤ ‖ϕn − rnϕ‖E˜ + ‖rn‖L(E,En)‖K‖L(E˜,E)(‖ϕn − rnϕ‖E˜ + ‖rnϕ− ϕ‖E˜)→ 0
because of ‖rn‖ ≤ const, n ∈ N, and assumption (4.9). Therefore, (In + rnK)− → (I +K).
Now, let ‖ϕn‖ ≤ const, n ∈ N, and let {(In + rnK)ϕn}n∈N be a discretely compact sequence. We take
an arbitrary set N′ ⊂ N. Due to the compactness of the operator K, we can choose a set N′′ ⊂ N′ and an
element ψ′ ∈ E, such that Kϕn → ψ′ (n ∈ N′′). Furthermore, there exists a set N′′′ ⊂ N′′ and an element
ψ′′ ∈ E, so that (In + rnK)ϕn− → ψ′′, since {(In + rnK)ϕn}n∈N is a discretely compact sequence.
We put ψ˜ := ψ′′ − ψ′. Then, for n ∈ N′′′ , we have
‖ϕn − rnψ˜‖E˜ = ‖ϕn − rnψ′′ + rnψ′‖E˜ ≤ ‖(In + rnK)ϕn − rnψ′′‖E˜ + ‖rn‖L(E,E˜)‖Kϕn − ψ′‖E → 0.
Whence, ϕn− → ψ˜ (n ∈ N′′′), and {ϕn}n∈N is a discretely compact sequence. Consequently, we obtain
(In + rnK)− → (I +K) regularly (see Def. 4.5).
Now we obtain the result concerning the discrete convergence ϕ∗n− → ϕ∗, where ϕ∗ ∈ E and ϕ∗n ∈ En
are the solutions of equations (4.10) and (4.11), respectively.
THEOREM 4.15. If ker(I +K) = {0}, then equation (4.10) has a unique solution ϕ∗ ∈ E. Furthermore,
there exists an n0 ∈ N and a constant C, such that for any n > n0 equation (4.11) has a unique solution
ϕ∗n ∈ En, the operators (In+rnK) are invertible and ‖(In+rnK)−1‖ ≤ C.Moreover, there exist constants
C1, C2, so that C2 ≤ C and ϕ∗n− → ϕ∗ with the error estimate
C1‖rnKrnϕ∗ − rnKϕ∗‖E˜ ≤ ‖ϕ∗n − rnϕ∗‖E˜ ≤ C2‖rnKrnϕ∗ − rnKϕ∗‖E˜. (4.12)
Proof. Since the operator (I +K) ∈ L(E) is a Fredholm operator with index zero, the unique solvability of
(4.10) follows from the condition ker(I +K) = {0}.
Next we show that the sequence {In + rnK}n∈N of the operators (In + rnK) ∈ L(En) stable converges to
the operator (I + K) ∈ L(E). To this end we will prove that there exists a number n0 ∈ N and a constant
γ > 0 such that for all n > n0 we have
‖(In + rnK)ϕn‖En > γ‖ϕn‖En , ∀ϕn ∈ En. (4.13)
Suppose that such a number n0 and a constant γ do not exist.Then there is an infinite set N
′ ⊂ N and a
sequence {ϕn}n∈N′ of vectors ϕn ∈ En such that ‖ϕn‖En = 1 and ‖(In + rnK)ϕn‖ → 0, n ∈ N
′
.
Define ϕn = 0 for n /∈ N′ , n ∈ N. We get that the sequence {(In + rnK)ϕn} is discretely compact and
‖ϕn‖ ≤ 1, n ∈ N. Due to the previous Lemma the sequence {ϕn} is discretely compact, too. Hence the
sequence {ϕn}n∈N′ contains a discretely convergence subsequence : ϕn− → ϕ ∈ E (n ∈ N
′′ ⊂ N′).
Then in view of condition (4.9) we get ϕ 6= 0 and (In + rnK)ϕn− → (I +K)ϕ, (n ∈ N′′). On other hand
(In + rnK)ϕn− → 0, therefore (I + K)ϕ = 0. This contradicts the conditions of the theorem and proves
(4.13).
Further, from (4.13) we obtain that ker(In + rnK) = {0}, n > n0, and since the operators (In + rnK) ∈
L(En) are Fredholm operators with index zero we get the invertibility of them for all n > n0. Again (4.13)
implies that
lim sup
n→∞
‖(In + rnK)−1‖ <∞.
Now error estimate (4.12) follows from the inequalities
‖ϕ∗n − rnϕ∗‖E˜ ≤ ‖(In + rnK)−1‖L(En)‖(In + rnK)(ϕ∗n − rnϕ∗)‖E˜,
‖(In + rnK)(ϕ∗n − rnϕ∗)‖E˜ ≤ ‖In + rnK‖L(En)‖ϕ∗n − rnϕ∗‖E˜,
and from the fact that for the solutions of equations (4.10) and (4.11) we have
(In + rnK)(rnϕ∗ − ϕ∗n) = rnKrnϕ∗ − rnKϕ∗.
Finally, using error estimate (4.12) we obtain
‖ϕ∗n − rnϕ∗‖E˜ ≤ C2‖rn‖L(E,En)‖K‖L(E˜,E)‖rnϕ∗ − ϕ∗‖E˜ ≤ const ‖rnϕ∗ − ϕ∗‖E˜ → 0,
i.e. ϕ∗n− → ϕ∗.
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Next we consider the case of non linear restriction operators rn : E→ En. Let E˜ = E and let the Banach
spaces En satisfy the following assumptions:
1) E1 ⊂ E2 ⊂ . . . ⊂ En ⊂ . . . ⊂ E,
2) ‖ · ‖En = ‖ · ‖E = ‖ · ‖, n ∈ N,
3) dimEn = m(n) <∞ and En = span {ϕn1 , ϕn2 , . . . ϕnm(n)}.
Further, let the restriction operators (rn)n∈N have properties (r1)-(r6). We notice, that the property (r3) and
finite dimensionality of En imply the separability of the Banach space E.
It is well known that the operator (I +K) can be written in the following form
I +K = B + C,
where B ∈ L(E) is an invertible operator, B−1 ∈ L(E), and C ∈ L(E) is a finite dimensional operator.
Now, for every n ∈ N, we denote by E˜n the Banach space with the basis {Bϕni }m(n)i=1 and with the norm
‖ · ‖E˜n = ‖ · ‖E = ‖ · ‖. We get E˜1 ⊂ E˜2 ⊂ . . . ⊂ E˜n ⊂ . . . ⊂ E. Further, we take the restriction
operators r˜n : E → E˜n, n ∈ N, with properties (r1)-(r6) (for instance we are able to construct r˜n like in the
previous section or we can put r˜n := BrnB−1). Since C is a finite dimensional operator, there exist linearly
independent vectors {ϕjc}mj=1 such that
Cϕ =
m∑
j=1
βjϕϕ
j
c, ∀ϕ ∈ E.
Now, instead of equation (4.11) we consider the equation
Anϕn = (B + Cn)ϕn := Bϕn +
m(n)∑
i=1
αni
m∑
j=1
βjϕni
r˜nϕ
j
c = r˜nψ, (4.14)
where
ϕn =
m(n)∑
i=1
αni ϕ
n
i ∈ En, Cϕni =
m∑
j=1
βjϕni
ϕjc, and An : En → E˜n.
LEMMA 4.16. Let {ϕn} be a sequence of vectors ϕn ∈ En, such that ‖ϕn‖ ≤ const. Then we have
‖Cnϕn − r˜nCϕn‖ → 0.
Proof. Let Cϕn =
∑m
j=1 β
j
ϕnϕ
j
c. Because ‖ϕn‖ ≤ const, we get ‖Cϕn‖ ≤ const, and consequently∑m
j=1 |βjϕn | ≤ const. Further, we have
m∑
j=1
βjϕnϕ
j
c = Cϕn =
m(n)∑
i=1
αni Cϕ
n
i =
m(n)∑
i=1
αni
m∑
j=1
βjϕni
ϕjc.
Whence βjϕn =
∑m(n)
i=1 α
n
i β
j
ϕni
. Now we take an arbitrary number ε > 0. Then, in view of condition (r3),
there exists an n0 ∈ N and vectors {ϕ˜jc}mj=1 such that ‖ϕ˜jc − ϕjc‖ < ε and ϕ˜jc ∈ E˜n0 for every 1 ≤ j ≤ m.
Using properties (r2),(r4) and (r6) we obtain, for all n > n0,
‖Cnϕn − r˜nCϕn‖ =
∥∥∥∥∥∥
m∑
j=1
βjϕn r˜nϕ
j
c − r˜nCϕn
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
m∑
j=1
βjϕn r˜nϕ
j
c −
m∑
j=1
βjϕn ϕ˜
j
c
∥∥∥∥∥∥
+
∥∥∥∥∥∥
m∑
j=1
βjϕn ϕ˜
j
c − r˜nCϕn
∥∥∥∥∥∥ =
∥∥∥∥∥∥
m∑
j=1
βjϕn r˜n(ϕ
j
c − ϕ˜jc)
∥∥∥∥∥∥+
∥∥∥∥∥∥r˜n
 m∑
j=1
βjϕn ϕ˜
j
c − Cϕn
∥∥∥∥∥∥
≤ ε2‖r˜n‖
m∑
j=1
|βjϕn | ≤ const ε.
Hence ‖Cnϕn − r˜nCϕn‖ → 0.
LEMMA 4.17. The sequence {An}n∈N of the operators An ∈ L(En, E˜n) defined by (4.14) converges
discretely to the operator (I +K) ∈ L(E).
Proof. Let ϕn− → ϕ, i.e. ‖ϕn − rnϕ‖ → 0. Taking an arbitrary real number ε > 0 we get:
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• In view of condition (r3) there exists a number n1 ∈ N, such that, for all n > n1,we have ‖ϕn−ϕ‖ < ε
and ‖Bϕ− r˜nBϕ‖ < ε.
• From condition (r1) it follows that there is a number n2 ∈ N so that, for any n > n2, we obtain
‖r˜n(Bϕ+ Cϕ)− r˜n(Bϕ)− r˜n(Cϕ)‖ < ε.
• In view of condition (r5) we can take a number n3 ∈ N, such that, for all n > n3, the inequality
‖r˜nCϕn − r˜nCϕ‖ < ε is valid.
• Since ϕn− → ϕ, we have ‖ϕn‖ ≤ const and, consequently, because of Lemma 4.16, there exists a
number n4 ∈ N, such that, for all n > n4, we have ‖Cnϕn − r˜nCϕ‖ < ε.
Now, using assumptions (r2),(r4) and (r6), we get, for all n > max(n1, n2, n3, n4),
‖Anϕn − r˜n(I +K)ϕ‖ = ‖Bϕn + Cnϕn − r˜n(Bϕ+ Cϕ)‖
≤ ‖r˜n(Bϕ+ Cϕ)− r˜n(Bϕ)− r˜n(Cϕ)‖+ ‖Bϕ− r˜nBϕ‖+ ‖Bϕn −Bϕ‖
+ ‖Cnϕn − r˜nCϕn‖+ ‖r˜nCϕn − r˜nCϕ‖ ≤ (4 + ‖B‖)ε.
That means ‖Anϕn − r˜n(I +K)ϕ‖ → 0 and, consequently, An− → (I +K).
LEMMA 4.18. The sequence {An}n∈N defined by (4.14) converges regularly to the operator (I+K) ∈ L(E).
Proof. Let ‖ϕn‖ ≤ const, and let {Anϕn}n∈N be a discretely compact sequence. We take an arbitrary set
N′ ⊂ N. Then, for any ε > 0, we get:
• Since {Anϕn}n∈N is a discretely compact sequence, there exists a set N′′ ⊂ N′ , a vector ψ′ ∈ E, and
a number n1 ∈ N′′ , such that, for all n > n1, n ∈ N′′ , we have ‖Anϕn − r˜nψ′‖ < ε.
• Since C ∈ L(E) is a compact operator, there is a set N′′′ ⊂ N′′ , a vector ψ′′ ∈ E, and a number
n2 ∈ N′′′ , such that, for all n > n2, n ∈ N′′′ , we have ‖Cϕn − ψ′′‖ < ε.
• From condition (r5) it follows that we can find a number n3 ∈ N′′′ , such that, for all n > n3, n ∈ N′′′ ,
the inequality ‖r˜nCϕn − r˜nψ′′‖ < ε holds.
• In view of assumption (r3) there exists a number n4 ∈ N, such that, for all n > n4, n ∈ N, we obtain
‖r˜nψ′ − ψ′‖ < ε, ‖r˜nψ′′ − ψ′′‖ < ε and ‖rn(B−1ψ′ −B−1ψ′′)− (B−1ψ′ −B−1ψ′′)‖ < ε.
• Since ‖ϕn‖ ≤ const, we can take a number n5 ∈ N, such that, for all n > n5, n ∈ N, we have
‖Cnϕn − r˜nCϕn‖ < ε (see Lemma 4.16).
Now, using assumptions (r2),(r4) and (r6) we obtain, for all n > max(n0, n1, n2, n3, n4, n5), n ∈ N ′′′ ,
‖ϕn − rn(B−1ψ′ −B−1ψ′′)‖
≤ ‖rn(B−1ψ′ −B−1ψ′′)− (B−1ψ′ −B−1ψ′′)‖+ ‖B−1Bϕn − (B−1ψ′ −B−1ψ′′)‖
≤ ε+ ‖B−1‖(‖Anϕn − r˜nψ′‖+ ‖r˜nψ′ − ψ′‖+ ‖r˜nψ′′ − ψ′′‖+ ‖Cnϕn − r˜nψ′′‖)
≤ ε+ ‖B−1‖(3ε+ ‖Cnϕn − r˜nCϕn‖+ ‖r˜nCϕn − r˜nψ′′‖) ≤ const ε.
Whence, ϕn− → B−1(ψ − ψ′), n ∈ N′′′ ⊂ N′ , and {ϕn}n∈N is a discretely compact sequence.
We remark that the operators An, n ∈ N, are finite dimensional. In particular, they are Fredholm operators
with index zero. Therefore, we can apply Theorem 4.6 to equations (4.10) and (4.14) and obtain the following
theorem.
THEOREM 4.19. If ker(I +K) = {0}, then equation (4.10) has a unique solution ϕ∗ ∈ E. Furthermore,
there exists an n0 ∈ N and a constant C, such that, for any n > n0, equation (4.14) has a unique solution
ϕ∗n ∈ En, the operators An are invertible, and ‖A−1n ‖ ≤ C. Moreover, there exist constants C1, C2, so that
C2 ≤ C and ϕ∗n− → ϕ∗ with the error estimate
C1‖Anrnϕ∗ − rn(I +K)ϕ∗‖ ≤ ‖ϕ∗n − rnϕ∗‖ ≤ C2‖Anrnϕ∗ − r˜n(I +K)ϕ∗‖.
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4.4 Approximation using two indexes
Let F,Fh, 0 < h < h, and E be Banach spaces, such that, for all 0 < h < h,
Fh = E×E× . . .×E︸ ︷︷ ︸
lh times
, ‖uh‖Fh = max1≤i≤lh ‖[uh]i‖E,
with lh <∞. Further, let (ph)0<h<h be a system of restriction operators ph ∈ L(F,Fh), such that
‖phu‖Fh → ‖u‖F (h→ 0) ∀u ∈ F.
Moreover, let En ⊂ E, n ∈ N, be Banach spaces with the norms ‖ · ‖En = ‖ · ‖E, n ∈ N, and let (rn)n∈N be
a system of restriction operators rn ∈ L(E,En), n ∈ N, such that
‖ϕ− rnϕ‖E → 0, ∀ϕ ∈ E.
In view of the principle of uniform boundedness, the conditions on the operators rn imply that ‖rn‖ ≤ const.
Now, we denote by Fnh the Banach spaces Fnh ⊂ Fh
Fnh = En ×En × . . .×En︸ ︷︷ ︸
lh times
, ‖unh‖Fnh := ‖u
n
h‖Fh = max1≤i≤lh ‖[u
n
h]i‖E,
and by Rnh the operators Rnh := (δi,jrn)
lh
i,j=1 ,where δij is the Kronecker symbol. We have R
n
h ∈ L(Fh,Fnh),
‖Rnhuh − uh‖Fh = max1≤i≤lh ‖[R
n
huh − uh]i‖E = max
1≤i≤lh
‖rn[uh]i − [uh]i‖E → 0, n→∞,
for any fixed 0 < h < h, and
‖Rnhuh‖Fnh = max1≤i≤lh ‖[R
n
huh]i‖E = max
1≤i≤lh
‖rn[uh]i‖E ≤ ‖rn‖ max
1≤i≤lh
‖[uh]i‖E = ‖rn‖ ‖uh‖Fh .
Consequently, ‖Rnh‖ ≤ const for all 0 < h < h and n ∈ N.
Let us consider the equations
(I − T )u = f, u, f ∈ F, (4.15)
(Inh −RnhTh)unh = Rnhphf, unh ∈ Fnh, (4.16)
where T ∈ L(F) and Th ∈ L(Fh) are compact operators and I, Inh are the identity operators in F and Fnh,
respectively.
A direct application of Theorem 3.5 and Theorem 4.15 gives us the following result.
LEMMA 4.20. Assume that Th− → T compactly, where Th ∈ L(Fh,Fh) and T ∈ L(F,F) are compact
operators. Suppose that the homogeneous equation v = Tv has in F only the trivial solution v = 0F. Then
equation (4.15) has a unique solution u ∈ F and there exists an h0 > 0 such that, for any 0 < h < h0,
equation uh = Thuh + phf has a unique solution uh ∈ Fh. Moreover, we can take a number nh ∈ N and
a constant Ch, such that, for any n > nh, equation (4.16) has a unique solution unh ∈ Fnh, the operators
(Inh − RnhTh) are invertible, and ‖(Inh − RnhTh)−1‖ ≤ Ch. Furthermore, there exist constants C˜h, so that
C˜h ≤ Ch and the error estimate
‖unh −Rnhphu‖Fh ≤ C‖Thphu− phTu‖Fh + C˜h‖RnhThRnhuh −RnhThuh‖Fh
holds true, where C is a positive constant not depending on h, n, and f .
REMARK 4.21. ‖unh −Rnhphu‖Fh → 0 in the following sense : for arbitrary ε > 0 there exists an h0 > 0,
such that, for any 0 < h < h0, we can choose a number nh ∈ N such that, for all n > nh, we have
‖unh −Rnhphu‖Fh < ε.
However, it is possible to improve this result (Lemma 4.20), namely we shall show that there exists a
constant C˜ so that C˜h < C˜. We get
THEOREM 4.22. Assume that Th− → T compactly, where Th ∈ L(Fh,Fh) and T ∈ L(F,F) are
compact operators. Suppose that the homogeneous equation v = Tv has in F only the trivial solution
v = 0F. Then equation (4.15) has a unique solution u ∈ F and there exists an h0 > 0 such that, for any
0 < h < h0, we can take a number nh ∈ N, such that, for all n > nh, equation (4.16) has a unique solution
unh ∈ Fnh and the following error estimate holds true
‖unh −Rnhphu‖Fh ≤ C(‖Thphu− phTu‖Fh + ‖Rnhphu− phu‖Fh), (4.17)
where C is a positive constant not depending on h, n, and f .
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Proof. It is enough to show the following assertion: there are constants γ > 0 and h0 > 0, such that, for any
0 < h < h0, we can take a number nh with
‖(Inh −RnhTh)unh‖ ≥ γ‖unh‖ ∀unh ∈ Fnh, ∀n > nh.
If this is not true then, for any γ > 0 and h0 > 0, there exists an h ∈ (0, h0), a set N′ ⊂ N, and vectors
unh ∈ Fnh with ‖unh‖ = 1, such that
‖(Inh −RnhTh)unh‖ < γ ∀n ∈ N′.
Consequently, there are two sequences {hk}k∈N, {γk}k∈N of positive numbers with lim
k→∞
hk = lim
k→∞
γk = 0,
and there are infinite sets Nk ⊂ N and vectors unhk ∈ Fnhk with ‖unhk‖ = 1, such that
‖(Inhk −RnhkThk)unhk‖ < γk ∀n ∈ Nk.
Since Th are compact operators for all h, we obtain that, for any k ∈ N, there exists a set Nk ⊂ Nk and a
vector uhk ∈ Fhk , such that ‖uhk − Thkunhk‖ → 0, n ∈ Nk.
Moreover, there is a set N′ ⊂ N and a vector u ∈ F such that ‖Thkuhk − phku‖ → 0, k ∈ N
′
, since {Th} is
a discretely compact family.
Now, we take an arbitrary ε > 0. Then
• There exists a number N ∈ N such that, for all k > N and for any n ∈ Nk, we have ‖(Inhk −
RnhkThk)u
n
hk
‖ < ε.
• For any k ∈ N, there is an Nk ∈ Nk such that for all n > Nk, n ∈ Nk, we get ‖Thkunhk − uhk‖ < ε.
• For every k ∈ N, there is an N ′k ∈ N such that, for any n > N
′
k, n ∈ N, the inequality ‖Rnhkuhk −
uhk‖ < ε is valid.
• For any k ∈ N, a number N ′′k ∈ N can be taken that, for every n > N
′′
k , n ∈ N, we obtain
‖RnhkThkuhk − Thkuhk‖ < ε.
• There exists an N ′ ∈ N′ such that, for all k > N ′ , k ∈ N′ , we have ‖Thkuhk − phku‖ < ε.
We obtain, for all k > N and any n > max{Nk, N ′k}, n ∈ Nk,
‖unhk − uhk‖ ≤ ‖unhk −Rnhkuhk‖+ ‖Rnhkuhk − uhk‖
≤ ‖(Inhk −RnhkThk)unhk‖+ ‖RnhkThkunhk −Rnhkuhk‖+ ε ≤ (2 + ‖Rnhk‖)ε ≤ cε,
where c is a constant not depending on k and n. Whence ‖uhk‖ > 1/2 for k large enough. Next putting
nk > max{Nk, N ′k, N
′′
k }, nk ∈ Nk, for any k > max{N,N
′}, k ∈ N′ , we obtain
‖uhk − phku‖ ≤ ‖uhk − unkhk‖+ ‖unkhk − phku‖ ≤ cε+ ‖(Inhk −RnkhkThk)unkhk‖+ ‖RnkhkThkunkhk − phku‖
≤ (1 + c)ε+ ‖RnkhkThkunkhk −RnkhkThkuhk‖+ ‖RnkhkThkuhk − Thkuhk‖+ ‖Thkuhk − phku‖ ≤ const ε.
Consequently, we get u 6= 0 and uhk− → u, k ∈ N
′
. But we know, that (Ih − Th)− → (I − T ) which
implies (Ihk − Thk)uhk− → (I − T )u, k ∈ N
′
. On the other hand we have
‖uhk − Thkuhk‖ ≤ ‖uhk − phku‖+ ‖phku− Thkuhk‖ → 0, k ∈ N
′
.
Hence (Ihk−Thk)uhk− → 0, k ∈ N
′
, such that (I−T )u = 0 in contradiction to the condition ker(I−K) =
{0}.
Now the error estimate (4.17) follows from Theorem 3.5, Theorem 4.15 and the inequality
‖unh −Rnhphu‖ ≤ ‖unh −Rnhuh‖+ ‖Rnh‖‖uh − phu‖,
where u, unh and uh are the solutions of the equations (4.15), (4.16), and uh−Thuh = phf, respectively. The
proof is complete.
Now, let us consider the case of the non linear restriction operators rn. We assume that the Banach spaces
En satisfy the following conditions:
1) E1 ⊂ E2 ⊂ . . . ⊂ En ⊂ . . . ⊂ E,
2) ‖ · ‖En = ‖ · ‖E, n ∈ N,
3) En is finite dimensional, n ∈ N.
Moreover, let the restriction operators (rn)n∈N have properties (r1)-(r6). Then, for every fixed h, we obtain
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1) F1h ⊂ F2h ⊂ . . . ⊂ Fnh ⊂ . . . ⊂ Fh,
2) ‖ · ‖Fnh = ‖ · ‖Fh , n ∈ N,
3) Fnh is finite dimensional with the basis {ujh,n}m(h,n)j=1 , n ∈ N,
4) the restriction operators (Rnh)n∈N satisfy conditions (r1)-(r6).
Every operator (Ih − Th) can be rewritten in the following form
Ih − Th = Bh − Ch,
where Bh ∈ L(Fh) is an invertible operator,B−1h ∈ L(Fh), and Ch ∈ L(Fh) is a finite dimensional operator.
Now, for every n ∈ N, we denote by F˜nh the Banach space with the basis {Bhuih,n}m(h,n)i=1 and with the norm
‖·‖F˜nh := ‖·‖Fh .We get F˜
1
h ⊂ F˜2h ⊂ . . . ⊂ F˜nh ⊂ . . . ⊂ Fh, for any h. Further, for all h, we take restriction
operators R˜nh ∈: Fh → F˜nh, n ∈ N, with properties (r1)-(r6). Since Ch are finite dimensional operators, there
exist vectors {ujCh}
m˜(h)
j=1 such that
Chuh =
m˜(h)∑
j=1
βh,juh u
j
Ch
, ∀uh ∈ Fh.
Now, instead of equation (4.16) we consider the equation
Anhu
n
h = (Bh − Cnh )unh = R˜nhphf, (4.18)
where
Cnhu
n
h =
m(h,n)∑
i=1
αih,n
m˜(h)∑
j=1
βh,j
uih,h
R˜nhu
j
Ch
, unh =
m(h,n)∑
i=1
αih,nu
i
h,n ∈ Fnh, Chuih,n =
m˜(h)∑
j=1
βh,j
uih,n
ujCh .
THEOREM 4.23. Assume that Th− → T compactly, where Th ∈ L(Fh,Fh) and T ∈ L(F,F) are
compact operators. Suppose that the homogeneous equation v = Tv has in F only the trivial solution
v = 0F. Then equation (4.15) has a unique solution u ∈ F and there exists an h0 > 0 such that, for any
0 < h < h0, equation uh = Thuh + phf has a unique solution uh ∈ Fh. Moreover, we can find a number
nh ∈ N, such that, for any n > nh, equation (4.18) has a unique solution unh ∈ Fnh. Furthermore the
following error estimate holds true
‖unh −Rnhphu‖Fh ≤ C1‖Thphu− phTu‖Fh + ‖phu−Rnhphu‖Fh
+ C2‖R˜nh(Ih − Th)uh −AnhRnhuh‖Fh + ‖uh −Rnhuh‖Fh , (4.19)
where C1, C2 are positive constants not depending on h, n and f .
Proof. We show that there are constants γ > 0 and h0 > 0, such that, for any 0 < h < h0, we can take a
number nh with
‖Anhunh‖ ≥ γ‖unh‖ ∀unh ∈ Fnh, ∀n > nh.
Assume that this is not the case. Then, for any γ > 0 and h0 > 0, there exists an h ∈ (0, h0), a set N′ ⊂ N,
and vectors unh ∈ Fnh with ‖unh‖ = 1, such that
‖Anhunh‖ < γ ∀n ∈ N′.
Consequently, there are two sequences {hk}k∈N, {γk}k∈N of positive numbers with lim
k→∞
hk = lim
k→∞
γk = 0,
and there are infinite sets Nk ⊂ N and vectors unhk ∈ Fnhk with ‖unhk‖ = 1, such that
‖Anhkunhk‖ < γk ∀n ∈ Nk.
Since Th are compact operators for all h, we obtain that, for any k ∈ N, there exists a set Nk ⊂ Nk and a
vector uhk ∈ Fhk , such that ‖uhk − Thkunhk‖ → 0, n ∈ Nk.
Moreover, there is a set N′ ⊂ N and a vector u ∈ F such that ‖Thkuhk − phku‖ → 0, k ∈ N
′
, since {Th} is
a discretely compact family.
Let ε > 0. Then
• There exists an number N ∈ N such that, for all k > N and for any n ∈ Nk, we have ‖Anhkunhk‖ ≤ ε.
• For any k ∈ N, there is an Nk ∈ Nk such that, for all n > Nk, n ∈ Nk,we obtain ‖Thkunhk−uhk‖ < ε.
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• For every k ∈ N, one can find a number N ′k ∈ N such that, for any n > N
′
k, n ∈ N, and for all
1 ≤ j ≤ m˜(hk), we get ‖R˜nhku
j
Chk
− ujChk ‖ < ε.
• There exists an N ′ ∈ N′ such that, for all k > N ′ , k ∈ N′ , we have ‖Thkuhk − phku‖ < ε.
• Since ‖unhk‖ = 1, for all k and n ∈ Nk, there exists a constant ck = ‖Chk‖, k ∈ N, such that
‖Chkunhk‖ =
∥∥∥∥∥∥
m˜(hk)∑
j=1
βhk,juhk
ujChk
∥∥∥∥∥∥ ≤ ck, n ∈ Nk,
and, consequently,
m˜(hk)∑
j=1
|βhk,juhk | ≤ Ck, n ∈ Nk,
where the constant Ck is independent of n.
Hence, for all k ∈ N and any n > N ′k, n ∈ Nk,
‖Chkunhk − Cnhkunhk‖ =
∥∥∥∥∥∥
m˜(hk)∑
j=1
βhk,juhk
ujChk
−
m˜(hk)∑
j=1
βhk,juhk
R˜nhku
j
Chk
∥∥∥∥∥∥ ≤ Ckε.
This implies that, for all k ∈ N, there exists a number N ′′k ∈ Nk such that, for all n > N
′′
k , n ∈ Nk, we get
‖Chkunhk − Cnhkunhk‖ < ε. Further, for all k > N, k ∈ N, and any n > max{Nk, N
′′
k }, n ∈ Nk, we have
‖unhk − uhk‖ ≤ ‖Anhkunhk‖+ ‖Ihkunhk − [Bhkunhk − Cnhkunhk ]− uhk‖
≤ ε+ ‖(Bhk − Chk + Thk)unhk − [Bhkunhk − Cnhkunhk ]− uhk‖
≤ ε+ ‖Chkunhk − Cnhkunhk‖+ ‖Thkunhk − uhk‖ ≤ 3ε.
Thus ‖uhk‖ > 1/2 for k large enough. Now, for any k > N, k ∈ N, we take an nk > max{Nk, N
′′
k }, nk ∈
Nk, and obtain, for all k > max{N,N ′}, k ∈ N′ ,
‖uhk − phku‖ ≤ ‖(Ihk − Thk)uhk‖+ ‖Thkuhk − phku‖
≤ ε+ ‖(Ihk − Thk)‖‖uhk − unkhk‖+ ‖Bhkunkhk − Chkunkhk‖
≤ ε+ 3‖(Ihk − Thk)‖ε+ ‖Ankhkunkhk‖+ ‖Chkunkhk − Cnkhk unkhk‖ ≤ const ε.
Consequently, u 6= 0 and uhk− → u, k ∈ N
′
. But since (Ih−Th)− → (I−T ),we have (Ihk−Thk)uhk− →
(I − T )u, k ∈ N′ . On the other hand,
‖uhk − Thkuhk‖ ≤ ‖uhk − phku‖+ ‖phku− Thkuhk‖ → 0, k ∈ N
′
.
Hence, (Ihk − Thk)uhk− → 0, k ∈ N
′
, and (I − T )u = 0, in contradiction to ker(I −K) = {0}.
Finally, due to Theorem 3.5 and Theorem 4.19, we obtain error estimate (4.19)
‖unh −Rnhphu‖ ≤ ‖phu− uh‖+ ‖Rnhphu− phu‖+ ‖uh −Rnhuh‖+ ‖Rnhuh − unh‖
≤ C1‖Thphu− phTu‖+ ‖phu−Rnhphu‖+ C2‖R˜nh(Ih − Th)uh −AnhRnhuh‖+ ‖uh −Rnhuh‖.
The proof is complete.
5 Fully discretized equations
Now we return to the consideration of approximate schemes for the weakly singular integral equation (2.1).
Applying the piecewise constant collocation method, which was described in Chapter 2, we obtain one of the
operator equations (3.10) - (3.12), where every Banach space Fh can be treated like the Banach space
[E]lh = E×E× . . .×E︸ ︷︷ ︸
lh times
, with the norm ‖uh‖Fh = max1≤i≤lh ‖[uh]i‖E.
Further, let En ⊂ E, n ∈ N, be Banach spaces with the norms ‖ · ‖En = ‖ · ‖E, n ∈ N, and let (rn)n∈N be a
system of restriction operators rn ∈ L(E,En), n ∈ N, such that
‖ϕ− rnϕ‖E → 0, ∀ϕ ∈ E. (5.1)
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We denote by Fnh the Banach spaces Fnh ⊂ Fh
Fnh = En ×En × . . .×En︸ ︷︷ ︸
lh times
, ‖unh‖Fnh = ‖u
n
h‖Fh = max1≤i≤lh ‖[u
n
h]i‖E,
and by Rnh ∈ L(Fh,Fnh) the operators Rnh := (δi,jrn)lhi,j=1 , where δij is the Kronecker symbol.
Let us consider the fully discretized equations
(Inh −RnhTh)unh = Rnhfh, (5.2)
(Inh −RnhT ′h)unh = Rnhfh, (5.3)
(Ihn −RnhT ′′h )Rnhunh = Rnhfh, (5.4)
where Inh ∈ L(Fnh) is the identity operator , unh ∈ Fnh and fh = phf, [fh]i = f(ξi,h).
We shall assume that
f ∈ C2,µ(G,E), ν ≤ µ < d, (5.5)
and, for any x1, x2 ∈ G,
‖f(x1)− f(x2)‖ ≤ const

dG(x1, x2), µ < d− 1 ,
dG(x1, x2)[1 + | ln dG(x1, x2)|], µ = d− 1 ,
[dG(x1, x2)]
d−µ
, µ > d− 1 .
(5.6)
Using Theorems 3.13 and 4.22, we obtain a result concerning the discrete convergence of the solution of fully
discretized schemes (5.2)-(5.4) to the solution of equation (2.1).
THEOREM 5.1. Let the following conditions be fulfilled:
1) G ⊂ Rd is open and bounded, G∗ is compact, ∂G satisfies condition (PS);
2) the partition of G and the collocation points have properties (3.1) - (3.5);
3) the kernel K(x, y) complies with assumptions (A1) for m = 2 and (A2);
4) f ∈ C2,µ(G,E), ν ≤ µ < d, meets condition (5.6);
5) integral equation (2.1) has a unique solution u ∈ BC(G,E) ;
6) En ⊂ E and ‖ · ‖En = ‖ · ‖E, n ∈ N ;
7) the restriction operators rn ∈ L(E,En) satisfy (5.1).
Then, there is an h0 > 0 and there exist nh0 ∈ N ( nh0 depends on h ) such that, for 0 < h < h0 and
n > nh0 , systems (5.2)- (5.4) are uniquely solvable, and the following error estimates hold:
i) For method (5.2) , the estimate
max
1≤i≤lh
‖[unh]i − u(ξi,h)‖E ≤ const (εν,hεµ,h + ‖Rnhphu− phu‖Fnh ) (5.7)
is true, where
εν,h =

h, ν < d− 1 ,
h[1 + | ln h|], ν = d− 1 ,
hd−ν , ν > d− 1 .
Thereby, for the function
unh(x) =
lh∑
j=1
[∫
Gj,h
K(x, y) dy
]
[unh]j + f(x), (5.8)
we have
sup
x∈G
‖unh(x)− u(x)‖E ≤ const (εν,hεµ,h + ‖Rnhphu− phu‖Fnh ). (5.9)
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ii) For method (5.3), the estimate
max
1≤i≤lh
‖[unh]i − u(ξi,h)‖E ≤ const (εν,hεµ,h + ε′ν,h + ‖Rnhphu− phu‖Fnh ) (5.10)
is true, where
ε′ν,h =

h2, ν < d− 2 ,
h2[1 + | ln h|], ν = d− 2 ,
hd−ν , ν > d− 2 .
Moreover, for the function
unh(x) =
lh∑
j=1
dist(x,coGj,h)≥h
meas(Gj,h)K(x, ξj,h)[unh]j + f(x), (5.11)
we have
sup
x∈G
‖unh(x)− u(x)‖E ≤ const(εν,hεµ,h + ε′ν,h + ‖Rnhphu− phu‖Fnh ) (5.12)
iii) For method (5.4), the estimate
max
1≤i≤lh
‖[unh]i − u(ξi,h)‖E ≤ const (εν,hεµ,h + ‖Rnhphu− phu‖Fnh ) (5.13)
holds, provided that
|ξi,h − ξj,h| ≥ c0h (i 6= j), c0 > 0,
dG(x1, x2) ≤ const |x1 − x2|, ∀x1, x2 ∈ G,
where the constants are independent of h . Furthermore, for function (5.8) with uj,h found from (5.4),
sup
x∈G
‖unh(x)− u(x)‖E ≤ const (εν,hεµ,h + ‖Rnhphu− phu‖Fnh ). (5.14)
REMARK 5.2. In view of Theorem 4.23 we can obtain the same result for the case of the non linear restriction
operators rn.
6 Application to a radiation transfer problem
Here we present an application of the results obtained in the previous chapters to the solution of a radiation
transfer problem.
6.1 General information
Let G ⊂ Rd be an open, bounded, and convex set. Let us denote by S = Sd−1 = {s ∈ Rd| |s| = 1} the
unit sphere in Rd and by Sx = {s ∈ S| x+ λs ∈ G for a λ > 0}, x ∈ ∂G, the set of directions from x into
G. We consider the following radiation transfer problem: Find a function φ : G× S → R such that
n∑
j=1
sj
∂φ(x, y)
∂xj
+ σ(x, s)φ(x, s) =
∫
S
g(x, s, s′)φ(x, s′) ds′ + f(x, s) (x ∈ G, s ∈ S),
φ(x, s) = 0 (x ∈ ∂G, s ∈ Sx).
(6.1)
Here σ ∈ C(G× S,R), g ∈ C(G× S × S,R), and f ∈ C(G× S,R) are given.
If we denote by τ(x, s) the function
τ(x, s) = |x− y|
∫ 1
0
σ
(
(1− t)x+ ty, x− y|x− y|
)
dt,
problem (6.1) can be transformed to the integral equation (see [1])
u = Tu+ f, (6.2)
(Tu)(x) =
∫
G
K(x, y)u(y) dy, (6.3)
φ(x, s) =
0∫
−ρ(x,s)
e−τ(x,x+λs)u(x+ λs, s) dλ, x ∈ G, s ∈ S, (6.4)
6. APPLICATION TO A RADIATION TRANSFER PROBLEM 31
where u ∈ BC(G,C(S)) and ρ(x, s) is the distance from x to ∂G in the direction −s. The kernel K(x, y)
has values in L(C(S)) and can be characterized by its values on functions v ∈ C(S):
(K(x, y)v)(s) = g(x, s,
x− y
|x− y| )e
−τ(x,y)|x− y|−(d−1)v( x− y|x− y| ), s ∈ S. (6.5)
LEMMA 6.1 (see [1], Lemma 4.1). Assume the existence and continuity of the derivatives DαxDβs σ(x, s) on
G × S for |α| + |β| ≤ m and DαxDβsDγs′g(x, s, s′) on G × S × S for |α| + |γ| ≤ m, |β| ≤ m. Then the
operator-valued function K : (G×G) \ {x = y} → L(Cm(S)) defined by (6.5) satisfies condition (A1) with
ν = d− 1,E = Cm(S). Since K(x, y) ∈ L(Cm(S)) is a one dimensional operator , (A2) is also fulfilled.
REMARK 6.2 (see [1],p.61). In atmospheric optics as well as in the theory of nuclear reactors, it is physically
motivated to assume, that σ, g and f are non-negative functions besides∫
S
g(x, s, s′) ds′ ≤ σ(x, s) (x ∈ G, s ∈ S).
From here we have that equation (6.2) is uniquely solvable in BC(G,C(S)).
COROLLARY 6.3. Let σ and g be non-negative functions, which satisfy the smoothness conditions of
Lemma 6.1 and let ∫
S
g(x, s, s′) ds′ ≤ σ(x, s), (x ∈ G, s ∈ S).
Since T : BC(G,C(S))→ BC(G,Cm(S)), equation (6.2) is uniquely solvable in BC(G,Cm(S)).
6.2 Approximate methods
Let us apply the modified piesewise constant collocation method (3.11) to the integral equation (6.2).
Putting E = Cm(S) we obtain the following equation
uh = T ′huh + fh, (6.6)
in the Banach space Fh,
Fh = [Cm(S)]
lh = Cm(S)×Cm(S)× . . .×Cm(S)︸ ︷︷ ︸
lh times
, ‖uh‖Fh = max1≤i≤lh ‖[uh]i‖Cm(S),
where the operator T ′h ∈ L([Cm(S)]lh) and the function fh ∈ [Cm(S)]lh were introduced in Chapter 2:
[fh]i = f(ξi,h),
[T ′huh]i =
lh∑
j=1
dist(ξi,h,coGj,h)≥h
meas(Gj,h)K(ξi,h, ξj,h)[uh]j .
It is evident that the Banach space E = Cm(S) has a basis. Hence using a basis of Cm(S) and the results of
Chapter 3 we can construct the finite dimensional Banach spaces E1 ⊂ E2 ⊂ . . . ⊂ En ⊂ . . . ⊂ Cm(S) and
the restriction operators rn ∈ L(Cm(S),En), such that ‖ · ‖En = ‖ · ‖Cm(S), n ∈ N, and
‖ϕ− rnϕ‖Cm(S) → 0, as n→∞ ∀ϕ ∈ Cm(S).
Now we are able to use method (5.3) for the approximate solution of integral equation (6.2). In view of Theorem
5.1 we obtain the discrete convergence of the approximate solution to the solution of radiation transfer problem
(6.2).
However, the construction of the Banach spaces En and of the restriction operators rn is a matter of some
difficulty. Therefore, we try to simplify this method. Namely, we will approximate the solution uh of equation
(6.6) by the piecewise constant functions.
At first we remark that, if we denote
ηhij =
{
0 if dist(ξi,h, ξj,h) < h ,
ξi,h−ξj,h
|ξi,h−ξj,h| if dist(ξi,h, ξj,h) ≥ h,
(6.7)
khij(s) =
{
0 if dist(ξi,h, ξj,h) < h ,
−g(ξi,h, s, ηhij)e−τ(ξi,h,ξj,h)|ξi,h − ξj,h|−(n−1)meas(Gj,h) if dist(ξi,h, ξj,h) ≥ h,
(6.8)
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the operator T ′h can be rewritten in the following form
[T ′huh]i = −
lh∑
j=1
khij(s)[uh]j(η
h
ij). (6.9)
Obviously, if σ and g satisfy the smoothness conditions formulated in Lemma 6.1, then khij ∈ Cm(S) for all
1 ≤ i, j ≤ lh. Therefore, we get that the operator T ′h belongs to the Banach space L([L∞(S)]lh , [Cm(S)]lh).
In particular, there exists a constant Ch, such that
‖T ′huh‖[Cm(S)]lh ≤ Ch‖uh‖[L∞(S)]lh ,
where the constant Ch is independent of uh ∈ [L∞(S)]lh .
We immediately obtain the following results.
LEMMA 6.4. Let fh ∈ [Cm(S)]lh and let the functions σ and g satisfy the smoothness conditions formulated
in Lemma 6.1. If uh ∈ [L∞(S)]lh is a solution of equation (6.6) then uh ∈ [Cm(S)]lh .
COROLLARY 6.5. We assume that the conditions of Lemma 6.4 are fulfilled. Then the null space of the
operator (I − T ′h) ∈ L([L∞(S)]lh)) is equal to the null space of the operator (I − T ′h) ∈ L([Cm(S)]lh)).
Moreover, since the operator T ′h is finite dimensional we get that T ′h ∈ L([L∞(S)]lh , [Cm(S)]lh) is a
compact operator.
Next we construct a partition of the unit sphere S. We mention that the sphere S can be identified with
Π = [0, 2pi)× [0, pi]× [0, pi]× . . .× [0, pi]︸ ︷︷ ︸
(d−2) times
Now, for any n ∈ N, we divide the parallelepiped Π into 2nd−1 parts, such that every part k,n, 1 ≤
k ≤ 2nd−1, is a cube in Rd−1 with diagonal equal pin
√
d− 1, k1,n
⋂
k2,n = ∅, if k1 6= k2, and Π =⋃2nd−1
k=1 k,n. So every cube k,n, 1 ≤ k ≤ 2nd−1, uniquely determines a part 4k,n of the unit sphere S,
where
4k1,n
⋂
4k2,n = ∅ if k1 6= k2 and S =
2nd−1⋃
k=1
4k,n.
Further, by En, n ∈ N, we denote the space of piecewise constant functions:
ϕn(s) =
2nd−1∑
k=1
ϕk,nχ4k,n(s), χ4k,n(s) =
{
1, s ∈ 4k,n
0, s /∈ 4k,n,
(6.10)
with the norm ‖ϕn‖En := ‖ϕn‖L∞(S).
In every part 4k,n, 1 ≤ k ≤ 2nd−1, we take the point αk,n ∈ 4k,n corresponding to the central point of the
cube k,n.
Let us define the restriction operators rn ∈ L(Cm(S),En) by
rnϕ =
2nd−1∑
k=1
ϕ(αk,n)χ4k,n ∀ϕ ∈ Cm(S). (6.11)
Denoting ω = pin we get, for m ≥ 1,
‖rnϕ− ϕ‖L∞(S) ≤ C‖ϕ‖Cm(S)ω → 0, as n→∞,
where the constant C does not depend on ϕ ∈ Cm(S).
Now the restriction operators Rnh ∈ L([Cm(S)]lh , [En]lh) can be defined in the following way: Rnh =
(δijrn)lhi,j=1, where δij is the Kronecker symbol. We obtain, for m ≥ 1 and all uh ∈ [Cm(S)]lh ,
‖Rnhuh − uh‖[L∞(S)]lh ≤ max
1≤i≤lh
‖rn[uh]i − [uh]i‖L∞(S) ≤ C‖uh‖[Cm(S)]lhω → 0.
Finally, we approximate integral equation (6.2) by the equations
unh = R
n
hT
′
hu
n
h +R
n
hfh, 0 < h < h¯, n ∈ N, (6.12)
where unh ∈ Fnh = [En]lh is the unknown function.
Now we are able to apply Theorem 4.15 to equations (6.6) and (6.12). This fact and Theorem 3.13 allow us to
obtain the following result.
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THEOREM 6.6. Let the following conditions be fulfilled:
1) G ⊂ Rd is open, bounded and convexity, ∂G satisfies condition (PS);
2) the partition of G and the collocation points have properties (3.1) - (3.5);
3) the functions σ and g comply with the smoothness conditions formulated in Lemma 6.1 for m = 2;
4) f ∈ C2,1(G,C2(S)) meets condition (3.14);
5) integral equation (6.2) has a unique solution u ∈ BC(G,C2(S));
6) En = {ϕn | ϕn satisfies (6.10)}, where ‖ · ‖En = ‖ · ‖L∞(S), n ∈ N;
7) the restriction operators rn ∈ L(C2(S),En), n ∈ N, are defined by (6.11).
Then, there is an h0 > 0 and nh0 ∈ N (nh0 depends on h) such that, for 0 < h < h0 and n > nh0 , equation
(6.12) has a unique solution unh ∈ [En]lh and the error estimate
max
1≤i≤lh
‖[unh]i − u(ξi,h)‖L∞(S) ≤ const [h+ h2(1 + | lnh|)2] + Chω (6.13)
holds with ω = pin . Further, we have
max
1≤i≤lh
‖[u¯nh]i − u(ξi,h)‖C2(S) ≤ const [h+ h2(1 + | lnh|)2] + C ′hω, (6.14)
where
u¯nh = T
′
hu
n
h + fh.
Thereby, for the function
u˜nh(x) =
lh∑
j=1
dist(x,coGj,h)≥h
meas(Gj,h)K(x, ξj,h)[u¯nh]j + f(x),
we get
sup
x∈G
‖u˜nh(x)− u(x)‖C2(S) ≤ const [h+ h2(1 + | lnh|)2] + C ′′hω. (6.15)
The constants Ch, C ′h, and C ′′h are independent of n, but they depend on h.
Proof. In view of Theorems 3.13 and 4.15 it remains to check the error estimates (6.13), (6.14) and (6.15). We
denote by uh the exact solution of the equation uh − T ′huh = fh. Then, inequalities (3.23) and (4.12) imply
‖unh − phu‖[L∞(S)]lh ≤ ‖unh −Rnhuh‖[L∞(S)]lh + ‖Rnhuh − uh‖[L∞(S)]lh + ‖uh − phu‖[L∞(S)]lh
≤
(
1 + C˜h‖Rnh‖L([C2(S)]lh ,[L∞(S)]lh )‖T ′h‖L([L∞(S)]lh ,[C2(S)]lh )
)
‖uh −Rnhuh‖[L∞(S)]lh
+ ‖uh − phu‖[C2(S)]lh ≤ Ch‖uh‖Fhω + C[h+ h2(1 + | lnh|)2].
Now, since ‖uh − phu‖Fh → 0 we have ‖uh‖Fh ≤ const and estimate (6.13) is clear. Moreover, (6.14)
follows from the estimate
‖u¯nh − phu‖Fh ≤ ‖T ′hunh + fh − (T ′huh + fh)‖Fh + ‖uh − phu‖Fh
≤ ‖T ′h‖L([L∞(S)]lh ,[C2(S)]lh )(‖unh −Rnhuh‖[L∞(S)]lh + ‖Rnhuh − uh‖[L∞(S)]lh ) + ‖uh − phu‖Fh .
Finally, error estimate (6.15) can be proved in a similar way as (3.25).
REMARK 6.7. Equation (6.12) can be rewritten in a more convenient form
Cnik +
lh∑
j=1
2nd−1∑
m=1
Cnjmk
h
ij(αk,n)χ4m,n(η
h
ij) = f(ξi,h, αk,n), 1 ≤ i ≤ lh, 0 ≤ k ≤ 2nd−1. (6.16)
Moreover, for the solution unh of equation (6.12) we have
[unh]i(s) =
2nd−1∑
k=0
Cnikχ4k,n(s).
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6.3 Two grid iteration method
System (6.16) is of order N ∼ nd−1hd. A direct solution of this large system is possible only in the case
of rough discretizations with not too small discretization parameters h∗ and ω∗. Using multi grid iteration
methods, it is possible to solve this system for much more fine discretizations with h << h∗ and ω <<
ω∗(n >> n∗).
Introduce approximate partitions of G into cells Gj,h (j = 1, . . . , lh) and Gj,h∗ (j = 1, . . . , lh∗) and choose
corresponding collocation points ξj,h ∈ Gj,h ∩G and ξj,h∗ ∈ Gj,h∗ ∩G like in Chapter 2. For simplicity we
assume that the following compatibility conditions are fulfilled:
(a) every cell Gj,h (j = 1, . . . , lh) is contained in a cell (”panel”) Gj′,h∗ (1 ≤ j′ ≤ lh∗) and, conversely,
every panel Gj′,h∗ (j′ = 1, . . . , lh∗) is a union of some cells Gj,h (1 ≤ j ≤ lh);
(b) every collocation point ξj′,h∗ (j′ = 1, . . . , lh∗) occurs as a collocation point for a cell Gj,h ⊂ Gj′,h∗ ,
i.e. Ξh∗ ⊂ Ξh.
Introduce the space Fh∗ = C(Gh∗ ,E) and the restriction operator ph∗ ∈ L(F,Fh∗) in a similar way as
Fh = C(Gh,E) and ph ∈ L(F,Fh), where F = BC(G,E). Further, we define connection operators
between Fh and Fh∗ as follows:
ph∗h ∈ L(Fh,Fh∗) - the restriction operator,
(ph∗huh)(ξj,h∗) = uh(ξj,h∗) for uh ∈ Fh, ξj,h∗ ∈ Ξh∗ ;
phh∗ ∈ L(Fh∗ ,Fh) - the piecewise constant prolongation operator,
(phh∗uh∗)(ξj,h) = uh∗(Πh∗hξj,h) for uh∗ ∈ Fh∗ , ξj,h ∈ Ξh;
where Πh∗h : Ξh → Ξh∗ ,Πh∗hξj,h = ξj′,h∗ if Gj,h ⊂ Gj′,h∗ (see conditions (a) and (b) above).
Let us introduce the space En∗ and the restriction operator R
n∗
h∗ ∈ L(Elh∗ ,E
lh∗
n∗ ) in a similar way as En and
Rnh ∈ L(Elh ,Elhn ). We recall that E = Cm(S).
We treat systems (6.6), (6.12) and their counterparts corresponding to the rough discretization, respectively, as
equations
(Ih − T ′h)uh = phf and (Ih∗ − T ′h∗)uh∗ = ph∗f,
(Inh −RnhT ′h)unh = Rnhphf and (In∗h∗ −Rn∗h∗T ′h∗)un∗h∗ = Rh∗h∗ph∗f.
Now the two grid iteration method (w.r.t. discretization parameter h) for system (6.6) can be defined as
(uh)k+1 = T n∗hh∗(uh)
k + f n∗hh∗ , k = 0, 1, 2, . . . , (6.17)
where
T n∗hh∗ = T
′
h − phh∗ [T ′h∗(In∗h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT
′
h(Ih − T ′h),
f n∗hh∗ = phf + phh∗ [T
′
h∗(I
n∗
h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT
′
hphf.
THEOREM 6.8. Let the following conditions be fulfilled:
1. G ⊂ Rd is open, bounded and convex, ∂G satisfies condition (PS);
2. the partitions of G and the collocation points corresponding to the discretization parameters h and
h∗ (h < h∗) have properties (3.1) - (3.5) and content the compatibility conditions (a) and (b) introduced
above;
3. the functions σ and g comply with the smoothness conditions formulated in Lemma 6.1 for m = 2;
4. f ∈ C2,1(G,C2(S)) meets condition (3.14);
5. integral equation (6.2) has a unique solution u ∈ BC(G,C2(S)).
Then, for sufficiently small h∗ > 0 and n∗ large enough,
‖T n∗hh∗‖L([C2(S)]lh ) ≤ Ch∗(1 + | lnh∗|) + Ch∗ω∗ < 1,
where ω∗ = pin∗ , the constant C does not depend on h, h∗ and n∗, and the constant Ch∗ is independent of
h and n∗ (but it depends on h∗).
Hence, for iteration process (6.17) and the exact solution uh of system (6.6), we obtain
‖uh − (uh)k‖[C2(S)]lh ≤ ‖uh − (uh)0‖[C2(S)]lh [Ch∗(1 + | lnh∗|) + Ch∗ω∗]k, k = 1, 2, . . . (6.18)
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Proof. At first we transform the expression of the operator T n∗hh∗
T n∗hh∗ = phh∗ [ph∗hT
′
h − T ′h∗Rn∗h∗ph∗h]T ′h + phh∗T ′h∗(In∗h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ [ph∗hT
′
h − T ′h∗Rn∗h∗ph∗h]T ′h
+ (Ih − phh∗ph∗h)T ′h = (Ih − phh∗ph∗h)T ′h + phh∗(Ih∗ − T ′h∗)
−1[ph∗hT
′
h − T ′h∗Rn∗h∗ph∗h]T ′h
+ phh∗ [T
′
h∗(I
n∗
h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ − (Ih∗ − T ′h∗)
−1][ph∗hT
′
h − T ′h∗Rn∗h∗ph∗h]T ′h.
Further we remark that, analogously to the proof of Theorem 5.2 from [6], we are able to prove that
‖(Ih − phh∗ph∗h)Th‖L([C2(S)]lh ) ≤ const h∗(1 + | lnh∗|),
‖(ph∗hTh − Th∗ph∗h)Th‖L([C2(S)]lh ,[C2(S)]lh∗ ) ≤ const h∗(1 + | lnh∗|),
where the operator Th was defined in Chapter 2. Since, according to Lemma 3.10, ‖Th − T ′h‖ < const h we
get similar estimates for the operator T ′h
‖(Ih − phh∗ph∗h)T ′h‖L([C2(S)]lh ) ≤ const h∗(1 + | lnh∗|),
‖(ph∗hT ′h − T ′h∗ph∗h)T ′h‖L([C2(S)]lh ,[C2(S)]lh∗ ) ≤ const h∗(1 + | lnh∗|).
Next, from the proof of Theorem 6.6 it follows that there is an h0 > 0, numbers nh0 ∈ N, and constants Ch
such that, for 0 < h < h0 and n > nh0 , we have
‖T ′h(Inh −RnhT ′h)−1Rnh + Ih − (Ih − T ′h)−1‖L([C2(S)]lh ) ≤ Chω, (6.19)
where ω = pin .
Note also that ‖phh∗‖ = ‖ph∗h‖ = 1 and ‖(Ih − T
′
h)
−1‖ ≤ const for all 0 < h < h0. Consequently, to
prove the inequality ‖T n∗hh∗‖ ≤ Ch∗(1 + | lnh∗|) + Ch∗ω∗, it is sufficient to establish that
‖[ph∗hT ′h − T ′h∗Rn∗h∗ph∗h]T ′h‖L([C2(S)]lh ,[C2(S)]lh∗ ) ≤ Ch∗(1 + | lnh∗|) + Ch∗ω∗.
But, this estimate immediately follows from the inequality
‖[ph∗hT ′h − T ′h∗Rn∗h∗ph∗h]T ′h‖L([C2(S)]lh ,[C2(S)]lh∗ ) ≤ ‖[ph∗hT ′h − T ′h∗ph∗h]T ′h‖L([C2(S)]lh ,[C2(S)]lh∗ )
+ ‖T ′h∗‖L([L∞(S)]lh∗ ,[C2(S)]lh∗ )‖ph∗hT ′h −Rn∗h∗ph∗hT ′h‖L([C2(S)]lh ,[L∞(S)]lh∗ ).
It is easy to check that the solution of the equation uh = T ′huh + phf satisfies the equation
uh = T n∗hh∗uh + f
n∗
hh∗ .
Finally, for h∗ > 0 small enough and sufficiently large n∗, we have ‖T n∗hh∗‖ < 1. Hence the last equation
is uniquely solvable and the iterates from (6.17) converge to its solution (i.e. to the solution of equation (6.6))
with speed (6.18).
Next we introduce the two grid iteration method (w.r.t. both discretization parameters h and n) for system
(6.12) ((6.16))
(unh)
k+1 = Tnn∗hh∗ (u
n
h)
k + fnn∗hh∗ , k = 0, 1, 2, . . . , (6.20)
where
Tnn∗hh∗ = R
n
hT
′
h −Rnhphh∗ [T ′h∗(In∗h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT
′
h(I
n
h −RnhT ′h),
fnn∗hh∗ = R
n
hphf +R
n
hphh∗ [T
′
h∗(I
n∗
h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT
′
hR
n
hphf.
If we take (unh)
0 = Rnh(uh)
0 (with (uh)0 ∈ Fh) iteration method (6.20) can be rewritten in an equivalent
form 
(unh)
0 = Rnh(uh)
0;
(uh)
k+1 = T˜nn∗hh∗ R
n
h(uh)
k + f˜nn∗hh∗ , k = 0, 1, 2, . . . ;
(unh)
k+1 = Rnh(uh)
k+1
, k = 0, 1, 2, . . . ;
(6.21)
where (uh)k ∈ Fh(k ∈ N) and
T˜nn∗hh∗ = T
′
h − phh∗ [T ′h∗(In∗h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT
′
h(I
n
h −RnhT ′h) (Tnn∗hh∗ = RnhT˜nn∗hh∗ ),
f˜nn∗hh∗ = phf + phh∗ [T
′
h∗(I
n∗
h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT
′
hR
n
hphf (f
nn∗
hh∗ = R
n
h f˜
nn∗
hh∗ ).
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THEOREM 6.9. Let the conditions of Theorem 6.8 be fulfilled and let (unh)0 = Rnh(uh)0 (with (uh)0 ∈ Fh).
Then, for sufficiently small h∗ > 0 and n∗, n large enough,
‖T˜nn∗hh∗ Rnh‖L([C2(S)]lh ) ≤ Ch∗(1 + | lnh∗|) + Ch∗ω∗ + Chh∗ω < 1,
where ω∗ = pin∗ , ω =
pi
n , the constant C does not depend on h, h∗, n and n∗, the constant Ch∗ is independent
of h, n and n∗ (but depends on h∗) and the constant Chh∗ does not depend on n (but on h and h∗).
Thereby, for the iteration method (6.20) and the exact solution unh of system (6.12), we have
‖unh − (unh)k‖[L∞(S)]lh ≤ ‖uh − (uh)0‖[C2(S)]lh [Ch∗(1 + | lnh∗|) + Ch∗ω∗ + Chh∗ω]k, k = 1, 2, . . . ,
(6.22)
where uh is the exact solution of iteration process (6.21).
Proof. For the estimate of the norm of the operator T˜nn∗hh∗ Rnh we write
T˜nn∗hh∗ R
n
h = T
n∗
hh∗ + [T
′
hR
n
h − T ′h]
+ phh∗ [T
′
h∗(I
n∗
h∗ −Rn∗h∗T ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗h[T
′
h(I
n
h −RnhT ′h)Rnh − T ′h(Ih − T ′h)]
Further we have
‖T ′hRnh − T ′h‖L([C2(S)]lh ) ≤ ‖T ′h‖L([L∞(S)]lh ,[C2(S)]lh )‖I˜h −Rnh‖L([C2(S)]lh ,[L∞(S)]lh ) ≤ C ′hω,
where I˜h ∈ L([C2(S)]lh , [L∞(S)]lh) is the identity operator. Hence, we get also
‖T ′h(Inh −RnhT ′h)Rnh − T ′h(Ih − T ′h)‖L([C2(S)]lh ) ≤ ‖T ′h − T ′hRnh‖L([C2(S)]lh )
+ ‖T ′hT ′h − T ′hRnhT ′h‖L([C2(S)]lh ) + ‖T ′hRnhT ′h − T ′hRnhT ′hRnh‖L([C2(S)]lh ) ≤ ‖T ′h − T ′hRnh‖L([C2(S)]lh )
+ ‖T ′h − T ′hRnh‖L([C2(S)]lh )‖T ′h‖L([C2(S)]lh ) + ‖T ′hRnh‖L([C2(S)]lh )‖T ′h − T ′hRnh‖L([C2(S)]lh ) ≤ C ′′hω.
Since, according to Theorem 6.8, ‖T n∗hh∗‖ ≤ Ch∗(1 + | lnh∗|) + Ch∗ω we obtain
‖T˜nn∗hh∗ Rnh‖L([C2(S)]lh ) ≤ Ch∗(1 + | lnh∗|) + Ch∗ω∗ + Chh∗ω.
Thus ‖T˜nn∗hh∗ Rnh‖ < 1, for h∗ > 0 small enough and sufficiently large n∗, n, and the operator Ih − T˜nn∗hh∗ Rnh
is invertible in Elh .
Now, let vh be the solution of the equation
vh = T˜nn∗hh∗ R
n
hvh + fh
with an fh ∈ Elh . Then the function vnh = Rnhvh is a solution of the equation
vnh = T
nn∗
hh∗ v
n
h +R
n
hfh = R
n
hT˜
nn∗
hh∗ v
n
h +R
n
hfh.
Therefore the operator Inh −Tnn∗hh∗ is an operator from Elhn onto Elhn , because the operator Rnh ∈ L(Elh ,Elhn )
is a surjective mapping. Hence, since the operator Inh − Tnn∗hh∗ is a finite dimensional operator, it is invertible.
It is easy to check that the solution of the equation unh = RnhT ′huh +Rnhphf satisfies the equation
unh = T
nn∗
hh∗ u
n
h + f
nn∗
hh∗ .
Consequently, since fnn∗hh∗ = R
n
h f˜
nn∗
hh∗ , the solution u
n
h of equation (6.12) is equal to Rnhuh, where uh is the
exact solution of iteration method (6.21).
Now, error estimate (6.22) immediately follows from the equality
unh − (unh)k = Rnh [uh − (uh)k].
The proof is complete.
We observe that at every iteration step of both two grid methods (6.17) and (6.20) one has to solve a system
of type (6.16) but corresponding to the rough discretization.
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6.4 Multigrid iteration methods
Let hi, i = 0, 1, 2, . . ., be discretization parameters (hi > hi+1), such that the partitions of G and collocation
points corresponding to hi satisfy the compatibility conditions (a) and (b) for each pair of the discretization
parameters (hi, hi+1), i = 0, 1, . . .. Introduce Fhi , phi ,Eni , R
ni
hi
, phihi+1 , phi+1hi , i = 0, 1, . . . , like in the
previous section.
Suppose equation (6.6) with h = hi has to be solved, i.e.
Aiuhi = phif, (6.23)
where Ai = Ihi − T ′hi . An approximation to uhi can be computed by the following iterative process:
(uhi)
k+1 = Biphif + (Ihi −BiAi)(uhi)k. (6.24)
Here Bi denotes some approximate inverse of Ai.
Note that the two grid iteration method (6.17) is obtained by taking the approximate inverse
B
(1)
i = Ihi + phihi−1 [T
′
hi−1(I
ni−1
hi−1 −R
ni−1
hi−1T
′
hi−1)
−1
R
ni−1
hi−1 + Ihi−1 ]phi−1hiT
′
hi .
Now we introduce approximate inverses B(2)i , B
(3)
i , which use i + 1 levels (multigrid methods). They are
defined recursively as follows:{
B
(2)
0 = [T
′
h0
(In0h0 −Rn0h0T ′h0)
−1
Rn0h0 + Ih0 ],
B
(2)
i = Ihi + phihi−1Q
(2)
i−1phi−1hiT
′
hi
, i = 1, 2, . . . ,{
B
(3)
0 = [T
′
h0
(In0h0 −Rn0h0T ′h0)
−1
Rn0h0 + Ih0 ],
B
(3)
i = (Ihi − phihi−1phi−1hi) + phihi−1Q(3)i−1(Ai−1phi−1hi + phi−1hiT ′hi), i = 1, 2, . . . ,
with Q(j)i , j = 2, 3, given by
Q
(j)
i =
γ−1∑
m=0
(Ihi −B(j)i Ai)
m
B
(j)
i , i = 0, 1, 2, . . . ,
for some positive integer γ.
REMARK 6.10. Q(j)i satisfies the equality
(Ihi −Q(j)i Ai) = (Ihi −B(j)i )
γ
or
Q
(j)
i = (Ihi − (Ihi −B(j)i )
γ
)A−1i .
Set
A˜−1i = [T
′
hi−1(I
ni−1
hi−1 −R
ni−1
hi−1T
′
hi−1)
−1
R
ni−1
hi−1 + Ihi−1 ],
C
(j)
i = Ihi −B(j)i Ai, j = 1, 2, 3,
ζ
(j)
i = ‖C(j)i ‖, j = 1, 2, 3.
LEMMA 6.11. Let ωi = pini . Then
ζ
(2)
i ≤ ζ(1)i + di−1ωi−1 + ζ(2)i−1
γ
(ζ(1)i + di−1ωi−1 + ‖T
′
hi‖), (6.25)
ζ
(3)
i ≤ ζ(1)i + di−1ωi−1 + ζ(2)i−1
γ
(ζ(1)i + di−1ωi−1 + 1), (6.26)
where i = 1, 2, . . . and the constants dj depend on hj only.
Proof. By definition we have
C
(2)
i = Ihi −B(2)i Ai = Ihi − (Ihi + phihi−1Q(2)i−1phi−1hiT ′hi)Ai
= Ihi − (Ihi + phihi−1 [Ihi−1 − C(2)i−1
γ
]A−1i−1phi−1hiT
′
hi)Ai
= Ihi − (Ihi + phihi−1A−1i−1phi−1hiT ′hi)Ai + phihi−1C(2)i−1
γ
A−1i−1phi−1hiT
′
hiAi
= C(1)i + phihi−1 [A˜
−1
i−1 −A−1i−1]phi−1hiT ′hiAi + phihi−1C(2)i−1
γ
[A−1i−1 − A˜−1i−1]phi−1hiT ′hiAi
+ phihi−1C
(2)
i−1
γ
phi−1hi(B
(1)
i Ai −Ai + Ihi − Ihi)
= C(1)i + phihi−1 [A˜
−1
i−1 −A−1i−1]phi−1hiT ′hiAi + phihi−1C(2)i−1
γ
[A−1i−1 − A˜−1i−1]phi−1hiT ′hiAi
+ phihi−1C
(2)
i−1
γ
phi−1hi(T
′
hi − C(1)i )
38 Chapter I
and
C
(3)
i = Ihi −B(3)i Ai = Ihi − [(Ihi − phihi−1phi−1hi) + phihi−1Q(j)i−1(Ai−1phi−1hi + phi−1hiT ′hi)]Ai
= Ihi + (phihi−1phi−1hi − Ihi)Ai − phihi−1 [Ihi−1 − C(3)i−1
γ
]A−1i−1(Ai−1phi−1hi + phi−1hiT
′
hi)Ai
= Ihi + (phihi−1phi−1hi − Ihi)Ai − phihi−1(phi−1hi +A−1i−1phi−1hiT ′hi)Ai
+ phihi−1C
(3)
i−1
γ
(phi−1hi +A
−1
i−1phi−1hiT
′
hi)Ai = Ihi − (Ihi + phihi−1A˜−1i−1phi−1hiT ′hi)Ai
− phihi−1 [A−1i−1 − A˜−1i−1]phi−1hiT ′hiAi + phihi−1C(3)i−1
γ
[A−1i−1 − A˜−1i−1]phi−1hiT ′hiAi
+ phihi−1C
(3)
i−1
γ
phi−1hi [(Ihi + phihi−1A˜
−1
i−1phi−1hiT
′
hi)Ai − Ihi + Ihi ]
= C(1)i − phihi−1 [A−1i−1 − A˜−1i−1]phi−1hiT ′hiAi
+ phihi−1C
(3)
i−1
γ
[A−1i−1 − A˜−1i−1]phi−1hiT ′hiAi − phihi−1C(3)i−1
γ
phi−1hi [C
(1)
i − Ihi ].
Since, according to estimate (6.19),
‖A˜−1i−1 −A−1i−1‖ = ‖T ′hi−1(I
ni−1
hi−1 −R
ni−1
hi−1T
′
hi−1)
−1
R
ni−1
hi−1 + Ihi−1 − (Ihi−1 − T ′hi−1)
−1‖ ≤ Chi−1ωi−1,
we obtain inequalities (6.25) and (6.26).
LEMMA 6.12 (see [3], Lemma 2.3.3). Let k ∈ R, k > 0 and γ ∈ N be given, let {vi|vi > 0, i ∈ N} be
a non-increasing sequence with r = inf
i
vi
vi−1
> 0, and let {wi} be defined by{
w1 = v1
wi = vi + w
γ
i−1(vi + k).
If γ ≥ 2 and v1 < 12 (
√
1 + kr
2 − kr ), then vi ≤ wi ≤ 2vi.
Note that, for j = 2, 3,
Q
(j)
0 = A˜
−1
0 +
γ−1∑
m=1
(Ih0 − A˜−10 A0)
m
A˜−10 = A˜
−1
0 +
γ−1∑
m=1
[(A−10 − A˜−10 )A0]
m
A˜−10 .
Hence, we get
ζ
(j)
1 ≤ ζ(1)1 + d0ω0. (6.27)
Further, in view of Lemma 6.11, Lemma 6.12, and inequality (6.27), we obtain the following lemma.
LEMMA 6.13. Let γ ≥ 2 and let ζ(1)i satisfy
ζ
(1)
i + di−1ω
2
i−1 ≤ vi = ri−1v1, i = 1, 2, . . . ,
for some 0 < r < 1. Then,
1. if v1 ≤ 12r (
√
r2 + c2 − c) with c = sup
i
‖T ′hi‖, it follows that ζ
(2)
i ≤ 2vi,
2. if v1 ≤ 12r (
√
r2 + 1− 1), it follows that ζ(3)i ≤ 2vi.
Now, with the help of Lemma 6.13 and Theorem 6.8, the result concerning the convergence of iterative
process (6.24), follows immediately.
THEOREM 6.14. Let the following conditions be fulfilled:
1. G ⊂ Rd is open, bounded and convex, ∂G satisfies condition (PS);
2. the partitions of G and the collocation points corresponding to the discretization parameters hi, i =
0, 1, 2, . . . , have properties (3.1) - (3.5) and each pair of the discretization parameters (hi, hi+1), i =
0, 1, . . . , satisfies the compatibility conditions (a) and (b) introduced in the previous section;
3. the functions σ and g comply with the smoothness conditions formulated in Lemma 6.1 for m = 2;
4. f ∈ C2,1(G,C2(S)) meets condition (3.14);
5. integral equation (6.2) has a unique solution u ∈ BC(G,C2(S)).
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Then,
(1) for sufficiently small h0 > 0 and n0 large enough, the estimate
[Ch0(1 + | lnh0|) + Ch0ω0] + d0ω0 ≤
1
2r
(
√
r2 + c2 − c)
with c = sup
i
‖T ′hi‖ and some 0 < r < 1 is true. Further, if
inf
i
Chi(1 + | lnhi|) + [Chi + di]ωi
Chi−1(1 + | lnhi−1|) + [Chi−1 + di−1]ωi−1
≤ r,
we get
‖C(2)i ‖ ≤ 2ri−1[Ch0(1 + | lnh0|) + (Ch0 + d0)ω0].
Hence, for the iteration method (6.24) with Bi = B(2)i and the exact solution uhi of system (6.6), we
obtain
‖uhi − (uhi)k‖ ≤ ‖uhi − (uhi)0‖(2ri−1[Ch0(1 + | lnh0|) + (Ch0 + d0)ω0])
k
, k = 1, 2, . . . ;
(2) for sufficiently small h0 > 0 and n0 large enough, we have
[Ch0(1 + | lnh0|) + Ch0ω0] + d0ω0 ≤
1
2r
(
√
r2 + 1− 1)
with some 0 < r < 1. Moreover, if
inf
i
Chi(1 + | lnhi|) + [Chi + di]ωi
Chi−1(1 + | lnhi−1|) + [Chi−1 + di−1]ωi−1
≤ r,
then
‖C(3)i ‖ ≤ 2ri−1[Ch0(1 + | lnh0|) + (Ch0 + d0)ω0].
Hence, for the iteration process (6.24) with Bi = B(3)i and the exact solution uhi of system (6.6), we
obtain
‖uhi − (uhi)k‖ ≤ ‖uhi − (uhi)0‖(2ri−1[Ch0(1 + | lnh0|) + (Ch0 + d0)ω0])
k
, k = 1, 2, . . .
Now, we introduce an approximate inverse B(4)i for the operator Ai = Inihi − RnihiT ′hi , which uses i + 1
levels (multigrid method). It is defined recursively by
B
(4)
0 = [T
′
h0
(In0h0 −Rn0h0T ′h0)
−1
Rn0h0 + Ih0 ],
B
(4)
i = Ihi + phihi−1Q
(4)
i−1phi−1hiT
′
hi
, i = 1, 2, . . . ,
B(4)i = Inihi +Rnihiphihi−1Q
(4)
i−1phi−1hiT
′
hi
= RnihiB
(4)
i , i = 1, 2, . . . ,
(6.28)
with Q(4)i given by
Q
(4)
i =
γ−1∑
m=0
(Ihi −B(4)i Ai)
m
B
(4)
i , i = 0, 1, 2, . . . ,
for some positive integer γ.
Hence an approximation to the solution unihi of equation (6.12) is obtained by the following iterative process:
(unihi )
k+1 = B(4)i Rnihiphif + (Inihi − B
(j)
i Ai)(unihi )
k
. (6.29)
If we take (unihi )
0 = Rnihi (uhi)
0 (with (uhi)0 ∈ Fhi), the iteration method (6.29) can be rewritten equivalently
as 
(unihi )
0 = Rnihi (uhi)
0;
(uhi)
k+1 = C(4)i R
ni
hi
(uhi)
k +B(4)i R
ni
hi
phif, k = 0, 1, 2, . . . ,
(unihi )
k+1 = Rnihi (uhi)
k+1
, k = 0, 1, 2, . . . ,
(6.30)
where
C
(4)
i = T
′
hi − phihi−1Q(4)i−1phi−1hT ′hiAi.
Denoting ζ(4)i = ‖C(4)i Rnihi‖ we obtain the following assertion.
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LEMMA 6.15. Let ωi = pini . Then
ζ
(4)
i ≤ ζ(2)i + di,0ωi, i = 1, 2, . . . ,
where the the constants di,0 depend on i, hi and h0.
Proof. At first we remark that ‖B(4)0 ‖ ≤ Ch0 . Hence, we get
‖Q(4)i ‖ ≤ d˜i,h0 , i = 0, 1, . . . ,
where the constant d˜i,h0 depends on i and h0. Further, we have B
(4)
i = B
(2)
i by definition and, consequently,
ζ
(4)
i ≤ ζ(2)i + ‖T ′hiRnihi − T ′h‖+ ‖phihi−1Q
(4)
i−1phi−1h[T
′
hiAi − T ′hiAi]‖.
Finally, since, according to the proof of Theorem 6.9,
‖T ′hiRnihi − T ′h‖ ≤ C ′hiωi and ‖[T ′hiAi − T ′hiAi]‖ ≤ C ′′hiωi,
we obtain the statement of the lemma.
Now, with the help of the previous lemma, Theorem 6.8, and Lemma 6.13, the next result follows.
THEOREM 6.16. Let the conditions of Theorem 6.14 be fulfilled and let (unihi )0 = (uhi)0 (with (uhi)0 ∈
Fhi). Then, for sufficiently small h0 > 0 and n0 large enough,
[Ch0(1 + | lnh0|) + Ch0ω0] + d0ω0 ≤
1
2r
(
√
r2 + c2 − c)
with c = sup
i
‖T ′hi‖ and some 0 < r < 1. Further, if
inf
i
Chi(1 + | lnhi|) + [Chi + di]ωi
Chi−1(1 + | lnhi−1|) + [Chi−1 + di−1]ωi−1
≤ r,
then, for sufficiently large n0, ni and h0 small enough,
‖C˜(4)i Rnihi‖ ≤ 2ri−1[Ch0(1 + | lnh0|) + (Ch0 + d0)ω0] + di,0ωi < 1.
Hence, for the iteration method (6.29) and the exact solution unihi of system (6.12), we obtain
‖unihi − (unihi )
k‖ ≤ ‖uhi − (uhi)0‖(2ri−1[Ch0(1 + | lnh0|) + (Ch0 + d0)ω0] + di,0ωi)
k
, k = 1, 2, . . . ,
where uhi is the exact solution of the iteration method (6.30).
7 Radiation transfer problem in the two dimensional case
Let G ⊂ R2 be an open, bounded, and convex set. In the two dimensional case, S is the unit circle and
consequently functions on S can be treated like 2pi− periodic functions on R.
Therefore, instead of equation (6.6) on the unit circle S, we will analyze the following equation on the interval
[0, 2pi].
[u˜h]i(s) +
lh∑
j=1
k˜hij(s)[u˜h]i(β
h
ij) = [f˜h]i(s) 1 ≤ i ≤ lh, s ∈ [0, 2pi], (7.1)
where, for all 1 ≤ i, j ≤ lh,
k˜hi,j(s) = k
h
i,j(cos s, sin s) ∈ Cm([0, 2pi]),
[f˜h]i(s) = [fh]i(cos s, sin s) ∈ Cm([0, 2pi]),
(cosβhij , sinβ
h
ij) = η
h
i,j .
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7.1 Use of piecewise constant functions for the second discretization
Now, for every n ∈ N, we introduce the functions ϕ˜nk on the interval [0, 2pi] :
ϕ˜n0 = χ[0,pin ](s) + χ[ (2n−1)pin ,2pi]
(s),
ϕ˜nk = χ[ (2k−1)pin , (2k+1)pin ]
(s), 1 ≤ k < n. (7.2)
Further, for any n ∈ N, let En be the Banach space with the basis {ϕ˜nk}n−1k=0 and with the norm ‖ϕn‖En =
maxs∈[0,2pi] ϕn(s) ∀ϕn ∈ En.
Next we define the restriction operators rn ∈ L(Cm([0, 2pi]),En) and Rnh ∈ L([Cm([0, 2pi])]lh , [En)]lh) :
rnϕ =
n−1∑
k=0
ϕ(
2kpi
n
)ϕ˜nk (s) ∀ϕ ∈ Cm([0, 2pi]). (7.3)
[Rnhuh]i(s) = (rn[uh]i)(s), uh ∈ [Cm([0, 2pi])]lh . (7.4)
Obviously, we have, for m ≥ 1,
‖Rnhuh − uh‖L∞([0,2pi]) ≤ C‖uh‖Cm([0,2pi])ω → 0, uh ∈ [Cm([0, 2pi])]lh ,
where ω = 2pin and the constant C is independent of h, n and uh.
Hence we obtain the approximate method
unh −RnhT˜ ′hunh = Rnh f˜h, (7.5)
where unh ∈ [En]lh and
[T˜ ′hu
n
h]i(s) = −
lh∑
j=1
k˜hij(s)[u
n
h]j(β
h
ij), s ∈ [0, 2pi].
Now, analogously to Theorem 6.6, we get the discrete convergence of the solution of equation (7.5) to the
solution of the radiation transfer problem (6.2).
THEOREM 7.1. Let the following conditions be fulfilled:
1. G ⊂ R2 is open, bounded and convex, ∂G satisfies condition (PS);
2. the partition of G and the collocation points have properties (3.1) - (3.5);
3. the functions σ and g comply with the smoothness conditions formulated in Lemma 6.1 for m = 2;
4. f ∈ C2,1(G,C2(S)) meets condition (3.14);
5. integral equation (6.2) has a unique solution u ∈ BC(G,C2(S));
6. the Banach space En, n ∈ N, is spanned by {ϕ˜nk}n−1k=0 (see (7.2)), where ‖ϕn‖En = max
s∈[0,2pi]
ϕn(s);
7. the restriction operators rn and Rnh are defined by (7.3) and (7.4), respectively.
Then there is an h0 > 0 and nh0 ∈ N (nh0 depend on h) such that, for 0 < h < h0 and n > nh0 , equation
(7.5) has a unique solution unh ∈ [En]lh , where the error estimates
max
1≤i≤lh
max
s∈[0,2pi]
|[unh]i(s)− u(ξi,h)(s)| ≤ const [h+ h2(1 + | lnh|)2] + Chω
holds. Further, we have
max
1≤i≤lh
‖[u¯nh]i − u(ξi,h)‖C2(S) ≤ const [h+ h2(1 + | lnh|)2] + C ′hω,
where
u¯nh = T
′
h(u
n
h(cos s, sin s)) + fh.
Thereby, for the function
u˜nh(x) =
lh∑
j=1
dist(x,coGj,h)≥h
meas(Gj,h)K(x, ξj,h)[u¯nh]j + f(x),
we get
sup
x∈G
‖u˜nh(x)− u(x)‖C2(S) ≤ const [h+ h2(1 + | lnh|)2] + C ′′hω.
The constants Ch, C ′h, and C ′′h are independent of n, but they depend on h.
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The two grid iteration method (6.20) (w.r.t. both discretization parameters h and n) for equation (7.5) has
the form
(unh)
k+1 = RnhT˜
nn∗
hh∗ (u
n
h)
k +Rnh f˜
nn∗
hh∗ , k = 0, 1, 2, . . . , (7.6)
where
T˜nn∗hh∗ = T˜
′
h − phh∗ [T˜ ′h∗(In∗h∗ −Rn∗h∗ T˜ ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT˜
′
h(I
n
h −RnhT˜ ′h),
f˜nn∗hh∗ = phf + phh∗ [T˜
′
h∗(I
n∗
h∗ −Rn∗h∗ T˜ ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT˜
′
hR
n
hphf,
and the restriction operators Rnh are defined by (7.4). Hence, we obtain the following theorem.
THEOREM 7.2 (cf. Theorem 6.9). Let the following conditions be fulfilled:
1. G ⊂ R2 is open, bounded and convex, ∂G satisfies condition (PS);
2. the partitions of G and the collocation points corresponding to the discretization parameters h and
h∗ (h < h∗) have properties (3.1) - (3.5) and content the compatibility conditions (a) and (b) introduced
in Section 5.3;
3. the functions σ and g comply with the smoothness conditions formulated in Lemma 6.1 for m = 2;
4. f ∈ C2,1(G,C2(S)) meets condition (3.14);
5. integral equation (6.2) has a unique solution u ∈ BC(G,C2(S));
6. (unh)0 = Rnh(uh)0 (with (uh)0 ∈ Fh).
Then, for sufficiently small h∗ > 0 and n∗, n large enough, the estimate
‖T˜nn∗hh∗ Rnh‖L([C2(S)]lh ) ≤ Ch∗(1 + | lnh∗|) + Ch∗ω∗ + Chh∗ω < 1
is true, where ω∗ = pin∗ , ω =
pi
n , the constant C does not depend on h, h∗, n and n∗, the constant Ch∗ is
independent of h, n and n∗ (but depends on h∗) and the constant Chh∗ does not depend on n (but on h and
h∗).
Thereby, for iteration method (7.6) and the exact solution unh of system (7.5), we have
‖unh − (unh)k‖[L∞(S)]lh ≤ ‖uh − (uh)0‖[C2(S)]lh [Ch∗(1 + | lnh∗|) + Ch∗ω∗ + Chh∗ω]k, k = 1, 2, . . . ,
where uh is the exact solution of the equation uh = T˜nn∗hh∗ Rnhuh + f˜nn∗hh∗ .
7.2 Second discretization with the help of piecewise linear functions
Now, for any n ∈ N, as En we take the Banach space [ϕ˜n1 , ϕ˜n2 , . . . , ϕ˜nn−1] with the norm ‖ϕn‖En =
‖ϕn‖C[0,2pi], where ϕ˜nk are piecewise linear functions (see Fig.3).
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Figure 3: Functions ϕ˜nk .
Further, we define the restriction operators rn ∈ L(Cm[0, 2pi],En) and Rnh ∈ L([Cm([0, 2pi])]lh , [En]lh)
by
rn(ϕ)(s) =
n−1∑
k=0
ϕ(
2pi
n
k)ϕ˜nk (s), (7.7)
[Rnhuh]i(s) = (rn[uh]i)(s). (7.8)
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Obviously, the operators Rnh are uniformly bounded (‖Rnh‖ = 1) and, if m ≥ 2, we have
‖Rnhuh − uh‖[C([0,2pi])]lh ≤ C‖uh‖[Cm([0,2pi])]lhω2,
where ω = 2pin , and the constant C is independent of h, n and uh.
Now, we again consider the equation
[Inh −RnhT˜ ′h]unh = Rnh f˜h (7.9)
with the operator T˜ ′h ∈ L([En]lh , [En]lh) defined by
[T˜ ′hu
n
h]i(s) = −
lh∑
j=1
k˜hij(s)[u
n
h]j(β
h
ij), s ∈ [0, 2pi].
Similar to Theorem 6.6 we obtain the following result.
THEOREM 7.3. Let the following conditions be fulfilled:
1. G ⊂ Rd is open, bounded and convex, ∂G satisfies condition (PS);
2. the partition of G and the collocation points have properties (3.1) - (3.5);
3. the functions σ and g comply with the smoothness conditions formulated in Lemma 6.1 for m = 2;
4. f ∈ C2,1(G,C2(S)) meets condition (3.14);
5. integral equation (6.2) has a unique solution u ∈ BC(G,C2(S));
6. the Banach space En is spanned by {ϕ˜n1 , ϕ˜n2 , . . . , ϕ˜nn−1}, where ‖ϕn‖En = ‖ϕn‖C[0,2pi] and the ϕ˜nk
are piecewise linear functions (see Fig.3);
7. the restriction operators rn and Rnh are defined by (7.7) and (7.8), respectively.
Then, there is an h0 > 0 and nh0 ∈ N ( nh0 depends on h) such that, for 0 < h < h0 and n > nh0 , equation
(7.9) is uniquely solvable, where the error estimate
max
1≤i≤lh
max
s∈[0,2pi]
|[unh]i(s)− u(ξi,h)(s)| ≤ const [h+ h2(1 + | lnh|)2] + Chω2
holds. Further, we have
max
1≤i≤lh
‖[u¯nh]i − u(ξi,h)‖C2(S) ≤ const [h+ h2(1 + | lnh|)2] + C ′hω2,
where
u¯nh = T
′
h(u
n
h(cos s, sin s)) + fh.
Thereby, for the function
u˜nh(x) =
lh∑
j=1
dist(x,coGj,h)≥h
meas(Gj,h)K(x, ξj,h)[u¯nh]j + f(x),
we get
sup
x∈G
‖u˜nh(x)− u(x)‖C2(S) ≤ const [h+ h2(1 + | lnh|)2] + C ′′hω2.
The constants Ch, C ′h, and C ′′h are independent of n, but they depend on h.
Further, we introduce the two grid iteration method (w.r.t. both discretization parameters h and n) for
equation (7.9)
(unh)
k+1 = RnhT˜
nn∗
hh∗ (u
n
h)
k +Rnh f˜
nn∗
hh∗ , k = 0, 1, 2, . . . , (7.10)
where
T˜nn∗hh∗ = T˜
′
h − phh∗ [T˜ ′h∗(In∗h∗ −Rn∗h∗ T˜ ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT˜
′
h(I
n
h −RnhT˜ ′h),
f˜nn∗hh∗ = phf + phh∗ [T˜
′
h∗(I
n∗
h∗ −Rn∗h∗ T˜ ′h∗)
−1
Rn∗h∗ + Ih∗ ]ph∗hT˜
′
hR
n
hphf,
and the restriction operators Rnh are defined by (7.8). Analogously to Theorem (7.2) we obtain the following
result.
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THEOREM 7.4. Let the conditions of Theorem 7.2 be fulfilled. Then, for sufficiently small h∗ > 0 and n∗, n
large enough, the inequality
‖T˜nn∗hh∗ Rnh‖L([C2(S)]lh ) ≤ Ch∗(1 + | lnh∗|) + Ch∗ω2∗ + Chh∗ω2 < 1
is true, where ω∗ = pin∗ , ω =
pi
n , the constant C does not depend on h, h∗, n and n∗, the constant Ch∗ is
independent of h, n and n∗ (but depends on h∗) and the constant Chh∗ is independent of n (but depends on
h and h∗).
Thereby, for the iteration method (7.10) and the exact solution unh of system (7.9), we have
‖unh − (unh)k‖[L∞(S)]lh ≤ ‖uh − (uh)0‖[C2(S)]lh [Ch∗(1 + | lnh∗|) + Ch∗ω2∗ + Chh∗ω2]
k
, k = 1, 2, . . . ,
where uh is the exact solution of the equation uh = T˜nn∗hh∗ Rnhuh + f˜nn∗hh∗ .
7.3 Numerical results
In this section we present some simple numerical examples for the solution of the radiation transfer problem in
the two dimensional case by the approximation methods (7.9) and (7.10). In all examples we take zero as the
initial approximant ((unh)0 = 0) for two grid method. We compute the error ε of our methods according to the
following expression
ε = max
0≤i<lh
max
0≤k<n
∣∣∣∣[unh]i(2kpin )− u(xi1, xi2, 2kpin )
∣∣∣∣ ,
where ξi = (xi1, xi2) ∈ G, 0 ≤ i < lh, are the collocation points. In our case we can expect the theoretical
convergence rate
ε ≤ Ch+ Chω2 for the basic method (7.9),
ε ≤ (Ch∗ + Ch∗ω2∗ + Chh∗ω2)m for the two grid method (7.10) after m iterations.
(7.11)
Example 1 Let the domain of integration G be the square G = {x = (x1, x2) ∈ R2 | 0 < x1, x2 < 1}
and let
g(x1, x2, s, s′) = 1, σ(x1, x2, s) = 0,
f(x1, x2, s) = 1−
1∫
0
1∫
0
1√
(x1 − y1)2 + (x2 − y2)2
dy1dy2,
where 0 < x1, x2 < 1 and 0 ≤ s, s′ ≤ 2pi. Obviously, we have that the solution of equation (6.2) is
u(x1, x2, s) ≡ 1. The next table shows the values of the error ε for the basic method (7.9).
h 0.707 0.3536 0.1768 0.0884 0.048766 0.03928 0.02946
lh 4 16 64 256 841 1296 2304
ω n
3.1416 2 0.44194 0.254484 0.209343
2.0944 3 4.2338 0.4418 0.254495
1.257 5 4.2338 4.749 0.4418
0.628 10 4.2338 4.748 1.0241
0.4185 15 4.749 1.0243 0.6456
0.314 20 1.0241 0.6454
The error ε for the two grid iteration method (7.10) is given in the following tables.
h = 0.2357 h∗ = 0.707
lh = 36 lh∗ = 4
n = 20 n∗ = 10
ω = 0.31416 ω∗ = 0.62831
N = 720 N∗ = 40
iteration 1 2 3
ε 8.403 34.9619 128.434
h = 0.1179 h∗ = 0.3536
lh = 144 lh∗ = 16
n = 20 n∗ = 10
ω = 0.31416 ω∗ = 0.62831
N = 2 880 N∗ = 160
iteration 1 2 3
ε 9.9294 56.2408 335.333
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h = 0.03536 h∗ = 0.1768
lh = 1 600 lh∗ = 64
n = 20 n∗ = 10
ω = 0.31416 ω∗ = 0.62831
N = 32 000 N∗ = 640
iteration 1 2 3
ε 2.3955 4.1566 7.506
h = 0.0094 h∗ = 0.047
lh = 22 500 lh∗ = 900
n = 4 n∗ = 2
ω = 1.5708 ω∗ = 3.1416
N = 90 000 N∗ = 1 800
iteration 1
ε 1.85
h = 0.0043 h∗ = 0.03
lh = 100 241 lh∗ = 2 209
n = 4 n* = 2
ω = 1.5708 ω∗ = 3.1416
N = 432 964 N∗ = 4 418
iteration 1 2
ε 0.4859 0.4678
Example 2 We take G from Example 1 and
g(x1, x2, s, s′) = (x1 + x2) cos(s), σ(x1, x2, s) = (x1 + x2),
f(x1, x2, s) = 1−
1∫
0
1∫
0
(x1 + x2) cos(s) exp[−0.5(x1 + y1 + x2 + y2)
√
(x1 − y1)2 + (x2 − y2)2]√
(x1 − y1)2 + (x2 − y2)2
dy1dy2,
where 0 < x1, x2 < 1 and 0 ≤ s, s′ ≤ 2pi. One can easily check that u(x1, x2, s) ≡ 1 is the solution of
equation (6.2). In the following table the quantity of the error ε for the basic method (7.9) is presented.
h 0.707 0.3536 0.1768 0.0884 0.048766
lh 4 16 64 256 841
ω n
1.5708 4 3.054 2.581 1.839 1.0776 0.809
0.628 10 3.094 2.676 1.927 1.149
0.4185 15 3.098 2.688 1.937 1.157
0.2514 25 3.098 2.688 1.939
0.1257 50 3.098 2.687 1.938
Since we have got a big error for the basic method we do not apply the two grid method to Example 2.
Example 3 Let the domain of integration G be like in the previous examples and let
g(x1, x2, s, s′) = (x1 + x2) cos(s) cos(s′), σ(x1, x2, s) = (x1 + x2) sin(s),
τ(x1, x2, y1, y2) = −12
√
(x1 − y1)2 + (x2 − y2)2(x1 + x2 + y1 + y2) sin(arg(x1 − y1, x2 − y2)),
f(x1, x2, s) = 1−
1∫
0
1∫
0
(x1 + x2) cos(s) cos(arg(x1 − y1, x2 − y2)) exp(τ(x1, x2, y1, y2))√
(x1 − y1)2 + (x2 − y2)2
dy1dy2,
where 0 < x1, x2 < 1 and 0 ≤ s, s′ ≤ 2pi. One can easily check that u(x1, x2, s) ≡ 1 is the solution of
equation (6.2). The next table shows values of the error ε for the basic method (7.9).
h 0.707 0.3536 0.1768 0.0884 0.048766
lh 4 16 64 256 841
ω n
1.5708 4 0.752 0.4224 0.399 0.0973 0.118
0.628 10 0.7492 0.44185 0.224 0.1117
0.4185 15 0.7488 0.443 0.2 0.1122
0.2514 25 0.7489 0.4454 0.1936
0.1257 50 0.749 0.446 0.191
The error ε for two grid iteration method (7.10) is given in the following tables.
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h = 0.2357 h∗ = 0.707
lh = 36 lh∗ = 4
n = 20 n∗ = 10
ω = 0.31416 ω∗ = 0.62831
N = 720 N∗ = 40
iteration 1 2 3 4 5
ε 1.31 0.3259 0.5143 0.5304 0.6134
h = 0.2357 h∗ = 0.707
lh = 36 lh∗ = 4
n = 210 n∗ = 30
ω = 0.029 ω∗ = 0.209
N = 7 560 N∗ = 1200
iteration 1 2 3 4 5
ε 1.23 0.302 0.494 0.5121 0.6006
h = 0.1179 h∗ = 0.3536
lh = 144 lh∗ = 16
n = 20 n∗ = 10
ω = 0.31416 ω∗ = 0.62831
N = 2 880 N∗ = 160
iteration 1 2 3 4
ε 1.25 0.726 1.22 1.91
h = 0.1179 h∗ = 0.3536
lh = 144 lh∗ = 16
n = 45 n∗ = 15
ω = 0.1396 ω∗ = 0.4189
N = 6 480 N∗ = 240
iteration 1 2 3 4
ε 1.19 0.58 0.98 1.48
h = 0.1179 h∗ = 0.3536
lh = 144 lh∗ = 16
n = 100 n∗ = 25
ω = 0.0628 ω∗ = 0.25
N = 14 400 N∗ = 400
iteration 1 2 3 4
ε 1.09 0.512 0.86 1.29
h = 0.03536 h∗ = 0.1768
lh = 1 600 lh∗ = 64
n = 20 n∗ = 10
ω = 0.31416 ω∗ = 0.62831
N = 32 000 N∗ = 640
iteration 1
ε 1.99
h = 0.04286 h∗ = 0.1285
lh = 1 089 lh∗ = 121
n = 40 n∗ = 20
ω = 0.157 ω∗ = 0.314
N = 43 560 N∗ = 2 420
iteration 1
ε 1.59
From the numerical results presented above we can conclude that the quantity of the constant C in (7.11) is of
the order 10. Although we obtained Ch, Chh∗ ∼ 1 in our examples, from the theoretical results, in general we
have to expect the following values of the constants C,Ch, Chh∗ in general case.
C Ch Ch∗ Chh∗
Basic method 10 – 20 30 – 50 — —
Two grid method 10 – 20 — 100 – 150 200 – 300
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Chapter II
A collocation method for Cauchy singular
integral equations over the interval
1 Introduction
In this part we consider a collocation method based on weighted polynomials for the approximate solution of
singular integral equations on (−1, 1), in particular of the type
(Au)(x) = a(x)u(x) +
b(x)
pii
1∫
−1
u(t)
t− xdt = f(x), x ∈ (−1, 1), (1.1)
where u is the unknown function and a, b, f are given. The integral is to be understood in the sense of Cauchy
principal value. All functions involved are assumed to be complex-valued.
The theory of numerical methods for such equations has been given by many authors (see for example
[3], [4], [13]). The approximation methods analyzed in these papers are essentially based on special mapping
properties of the operator AωI, where ω is a generalized Jacobi weight depending on the coefficients a and
b. We emphasize, that these methods can be interpreted as a generalization of that which has been used in the
particular case when a ≡ 0 and b ≡ i. For this particular case the unknown function u(t) is replaced by
v(t)(1 − t2)−1/2, the integral is approximated by quadrature sums determined by the zeros of the Chebyshev
polynomials of the first kind and collocation is effected at the zeros of the Chebyshev polynomials of the
second kind. A drawback of the traditional methods is the fact that they are restricted to integral operators with
Ho¨lder continuous coefficients a and b.Moreover, the determination of the parameters of Gaussian quadrature
formulas associated with generalized Jacobi weights can be expensive and not so simple.
In the present paper we propose a numerical method, which is independent of the coefficients a and b
of integral equation (1.1) and where weighted polynomials will be used as ansatz functions. There already
exist several results devoted to this method. In the paper [14], such a collocation method is considered in the
weighted L2− space L2ν(−1, 1), where ν(x) belongs to a class of Jacobi weights, but the coefficient b has to
satisfy b(±1) = 0. For the case when ν(x) is the Chebyshev weight of the first kind, ν(x) = (1 − x2)−1/2,
a finite section (Galerkin) and a collocation method were investigated in [15]. An advantage of these methods
in comparison with the traditional numerical methods is the use of the same collocation points independently
of the coefficients a and b. This is very useful for solving nonlinear Cauchy singular integral equations by a
Newton iteration method, which can be understood as the step by step solution of linear equations of type (1.1),
the coefficients of which are different in each step. As a disadvantage of such numerical methods we observe
that, in general, the invertibility of the operator A of the original equation is not sufficient for the stability of
the method.
In this paper the stability of the collocation method with respect to Chebyshev nodes of the first kind is
investigated in the space L2ν(−1, 1),where ν(x) is a Jacobi weight. We obtain necessary and sufficient stability
conditions in the case of piecewise continuous coefficients. This research can be considered as an immediate
continuation of [11], where the collocation with respect to Chebyshev nodes of the second kind is analyzed.
Moreover, we present new results concerning the behaviour of the singular values of the matrices related to
the collocation method. We remark that the results on singular values can be extended to the collocation with
respect to Chebyshev nodes of the second kind.
Our approach will be based on Banach algebra methods that make use of the fact that the stability of an
operator sequence can be formulated equivalently as an invertibility problem in a Banach algebra. The appli-
cation of Banach algebra techniques is known as a powerful tool when investigating approximation methods
for equations with discontinuous coefficients (see for instance [19], [8], and [9]). Besides, this way allows
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us to obtain necessary and sufficient conditions for the stability of operator sequences {An} belonging to
a C∗− algebra A0, which is generated by the sequences of the collocation method for equations of type
(1.1). These stability conditions can be formulated in the following way. There exist ∗− homomorphisms
W1 : A0 → L(L2ν),W2 : A0 → L(L2ν),W3 : A0 → L(l2), and W4 : A0 → L(l2) such that a sequence
{An} ∈ A0 is stable if and only if the operators W1{An},W2{An},W3{An}, and W4{An} are invertible.
It is important that such stability results for sequences belonging to a C∗− algebra A0, can be generalized
to the case of systems of Cauchy singular integral equations. In addition, we point out that one can obtain the
same results for the collocation with respect to Chebyshev nodes of the second kind.
This part is organized as follows. In Chapter 2 we introduce some notation and describe the collocation
method to be analyzed in this paper. In Chapter 3, after the introduction of a Banach algebra of operator se-
quences F and ∗− homomorphisms W1,W2,W3,W4 we summarize some basic facts on Banach algebra
techniques. In Chapter 4, it is shown that operator sequences of the collocation method for equations of type
(2.1) belong to the Banach algebra F . In the next three chapters, using the local principal of Allan and Dou-
glas we prove that the invertibility of the operators W1{An},W2{An},W3{An}, and W4{An} involves the
stability of sequences {An} ∈ A0. In Chapter 8 the necessary and sufficient conditions for the convergence of
the collocation method for equations of type (2.1) are established. The results of this chapter are actually new,
but similar to the respective results of [11]. Nevertheless, the theorem on the stability of sequences from the
whole algebra A0 (see Theorem 9.11) is completely new and we use it as the starting point for studying of the
behavior of the singular values of the matrices of the proposed collocation method in Chapter 9.
2 Preliminaries
2.1 Cauchy SIE’s on the interval (−1, 1)
A function a : [−1, 1]→ C is called piecewise continuous if it has one-sided limits a(x±0) for all x ∈ (−1, 1)
and is continuous at ±1. For definiteness, we assume that its values coincide with the limits from the left. The
set of piecewise continuous functions on [−1, 1] is denoted by PC.
We will analyze a polynomial collocation method for an integral equation of the type
a(x)u(x) +
b(x)
µ(x)
1
pii
1∫
−1
µ(y)u(y)
y − x dy +
1∫
−1
k(x, y)u(y) dy = f(x), −1 < x < 1, (2.1)
where a, b : [−1, 1] → C stand for given piecewise continuous functions, where the weight function µ is
of the form µ(x) := vγ,δ(x) := (1 − x)γ(1 + x)δ with real numbers −1 < γ, δ < 1, where the kernel
k : [−1, 1] × [−1, 1] → C is supposed to be continuous, where the given right-hand side f is assumed to
belong a weighted L2− space L2ν , and where u stands for the unknown solution. The Hilbert space L2ν is
defined as the space of all functions u : (−1, 1) → C which are square integrable with respect to the weight
ν := vα,β , −1 < α, β < 1. The inner product of this space is defined by
〈u, v〉ν :=
∫ 1
−1
u(x)v(x)ν(x) dx
and the norm by ‖u‖ν :=
√〈u, u〉ν .
In short operator notation (2.1) takes the form
Au := (aI + bµ−1SµI +K)u = f. (2.2)
Here aI : L2ν → L2ν denotes the multiplication operator defined by (au)(x) := a(x)u(x), the operator
S : L2ν → L2ν is the Cauchy singular integral operator given by
(Su)(x) :=
1
pii
∫ 1
−1
u(y)
y − x dy,
and K : L2ν → L2ν stands for the integral operator with kernel k(x, y).
Note that the condition −1 < α, β < 1 for the exponents of the classical Jacobi weight ν(x) guarantees that
the singular integral operator S : L2ν → L2ν is continuous, i.e. S ∈ L(L2ν) (see [7], Theorem 1.4.1).
2.2 A polynomial collocation method
We denote by σ(x) = (1 − x2)− 12 the Chebyshev weight of the first kind and by ϕ(x) = (1 − x2) 12 the
Chebyshev weight of the second kind on the interval (−1, 1). Further, let Tn and Un stand for the orthonormal
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polynomial of degree n w.r.t. σ and ϕ, respectively. It is well known that
T0(x) =
1√
pi
, Tn(cos s) =
√
2
pi
cosns, n ≥ 1, s ∈ (0, pi),
and
Un(cos s) =
√
2
pi
sin(n+ 1)s
sin s
, n ≥ 0, s ∈ (0, pi).
For the numerical solution of the singular integral equation (2.2), we consider the polynomial collocation
method
a(xσjn)un(x
σ
jn) +
b(xσjn)
µ(xσjn)
1
pii
1∫
−1
µ(y)un(y)
y − xσjn
dy +
1∫
−1
k(xσjn, y)un(y)dy = f(x
σ
jn), j = 1, ..., n, (2.3)
where the collocation points xσjn = cos
2j−1
2n pi (j = 1, ..., n) are the Chebyshev nodes of the first kind and
where the trial function un is sought in the space of all functions un = ϑpn with a polynomial pn of
degree less than n and with the Jacobi weight ϑ =
√
ν−1ϕ = v
1
4−α2 , 14− β2 . To investigate the convergence of
collocation method (2.3) we rewrite it in the operator form
Anun =Mnf, un ∈ im Ln. (2.4)
Here Ln denotes the orthogonal projection of L2ν onto the n dimensional trial space im Ln of all polynomials
of degree less than nmultiplied by ϑ. By Mn we denote the interpolation projection defined by Mnf ∈ im Ln
and (Mnf)(xσjn) = f(xσjn), j = 1, ..., n. Finally, the discretized integral operator An : im Ln → im Ln is
given by An :=MnA|im Ln .
Further, if we set
u˜n(x) := ϑ(x)Un(x), n = 0, 1, 2, ...,
then the solution of (2.4) can be represented in the form
un(x) =
n−1∑
k=0
ξknu˜k(x),
and, with respect to the orthonormal system {u˜n}∞n=0 in L2ν , the orthogonal projection Ln takes the form
Lnu =
n−1∑
k=0
〈u, u˜k〉ν u˜k.
Moreover, the projection Mn can be written as the weighted interpolation operator Mn := ϑLσnϑ−1I, where
Lσn denotes the polynomial interpolation operator with respect to the nodes xσjn (j = 1, ..., n).
In accordance with Part I, we call the collocation method stable if the operators An are invertible at least for
all sufficiently large n and if the norm of the inverse operators A−1n is bounded uniformly with respect to n.
Of course, the norm is the operator norm in the space im Ln if the last is equipped with the restriction of the
L2ν norm. We call the method (2.4) convergent if, for any right-hand side f ∈ L2ν and for any approximating
sequence fn ∈ im Ln with ‖f − fn‖ν → 0, the approximate solutions un obtained by solving Anun = fn
converge to the exact solution u of (2.2) in the norm of L2ν . Note that the stability implies bounded condition
numbers for the matrix representation of An in a convenient basis and, together with the consistency relation
AnLn → A, it implies the convergence.
3 Stability reformulated as the invertibility in a Banach algebra
In this chapter we introduce the Banach algebra of approximate operators together with some auxiliary notation.
3.1 Approximation properties of the interpolation operators Mn
For a classical Jacobi weight ω let xωkn and λωkn stand for the nodes and the Christoffel numbers of the
Gaussian rule w.r.t. the weight ω, respectively. We have
λωkn =
∫ 1
−1
lωkn(x)ω(x) dx with lωkn(x) =
n∏
j=1
j 6=k
x− xωjn
xωkn − xωjn
=
pωn(x)
(x− xωkn)(pωn)′(xωkn)
,
where pωn(x) is the w.r.t. ω orthonormal polynomial of degree n.
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LEMMA 3.1 ([18],Theorem 9.25). Let µ, ν be classical Jacobi weights with µν ∈ L1(−1, 1) and let j ∈ N
be fixed. Then for each polynomial q with deg q ≤ jn,
n∑
k=1
λµkn|q(xµkn)||ν(xµkn)| ≤ const
∫ 1
−1
|q(x)|µ(x)ν(x) dx,
where the constant does not depend on n and q.
Further, let Qµn denote the Gaussian quadrature rule w.r.t. the weight µ,
Qµnf =
n∑
k=1
λµknf(x
µ
kn).
We remark that the Christoffel numbers and the Gaussian quadrature rule with respect to the weight σ have the
form
λσkn =
pi
n
and Qσnf =
pi
n
n∑
k=1
f(xσkn).
Moreover, let us write R = R(−1, 1) for the set of all functions f : (−1, 1) → C, which are bounded and
Riemann integrable on each closed subinterval of (−1, 1).
LEMMA 3.2 ([6], Satz III.1.6b and Satz III.2.1). Let µ(x) = (1− x)γ(1 + x)δ with γ, δ > −1. If f ∈ R
satisfies
|f(x)| ≤ const (1− x)ε−1−γ(1 + x)ε−1−δ, −1 < x < 1,
for some ε > 0, then limn→∞Qµnf =
∫ 1
−1 f(x)µ(x) dx. If even
|f(x)| ≤ const (1− x)ε− 1+γ2 (1 + x)ε− 1+δ2 , −1 < x < 1,
then limn→∞ ‖f − Lµnf‖µ = 0.
Hence the interpolation operators Mn satisfy the following the approximation property.
COROLLARY 3.3 (cp. [11], Lemma 2.5). Let f ∈ R and |f(x)| ≤ C(1− x)ε− 1+α2 (1 + x)ε− 1+β2 , −1 <
x < 1, for some ε > 0. Then limn→∞ ‖f −Mnf‖ν = 0.
Proof. Introduce the quadrature rule
Qnf =
∫ 1
−1
(Lσnf)(x)ϕ(x) dx =
n∑
k=1
σknf(xσkn),
where
σkn =
∫ 1
−1
lσkn(x)ϕ(x) dx =
∫ 1
−1
lσkn(x)(1− x2)σ(x) dx =
pi
n
ϕ2(xσkn)
for n > 2. Consequently,
Qnf =
pi
n
n∑
k=1
ϕ2(xσkn)f(x
σ
kn).
Since the nodes xσkn of the quadrature rule Qn are the zeros of 2Tn = Un − Un−2, the estimate∫ 1
−1
|(Lσnf)(x)|2ϕ(x) dx ≤ 2Qn|f |2 (3.1)
holds true (see [6],Hilfssatz 2.4, §III.2). As an immediate consequence we obtain
‖Mnf‖2ν = ‖Lσnϑ−1f‖
2
ϕ ≤
2pi
n
n∑
k=1
|ϑ−1(xσkn)ϕ(xσkn)f(xσkn)|2 = 2Qσn|ϑ−1ϕf |2. (3.2)
Now let  > 0 be arbitrary and p be a polynomial such that ‖ϑp− f‖ν < . For n > deg p we have
‖Mnf − f‖2ν ≤ 2
(
‖Mn(ϑp− f)‖2ν + ‖ϑp− f‖2ν
)
. Since, in view of Lemma 3.2,
lim
n→∞Q
σ
n|ϑ−1ϕ(ϑp− f)|2 = ‖ϑ−1ϕ(ϑp− f)‖2σ = ‖ϑp− f‖2ν ,
we get via (3.2) that lim supn→∞ ‖Mnf − f‖2ν < 62.
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3.2 Limit operators
By l2 we denote the Hilbert space of all square summable sequences ξ := {ξk}∞k=0 of complex numbers
equipped with the inner product 〈ξ, η〉l2 :=
∑∞
k=0 ξkηk. Further we introduce the discrete weights
ωkn :=
√
pi
n
ϕ(xσkn)ϑ
−1(xσkn) =
√
pi
n
v
1
4+
α
2 ,
1
4+
β
2 (xσkn).
Now we are in the position to define the four limit operators. We introduce the index set T := {1, 2, 3, 4}, and,
for ω ∈ T, we define projections L(ω)n on some Hilbert spaces Xω and operators E(ω)n : im Ln → im L(ω)n .
The strong limit in L(Xω) of the operator sequence {E(ω)n An(E(ω)n )
−1
L
(ω)
n } we denote by Wω{An}. In
particular, we define the spaces Xω, the projections L(ω)n , and the operators E(ω)n by
X1 := X2 := L2ν , L
(1)
n := L
(2)
n := Ln, E
(1)
n := Ln, E
(2)
n :=Wn,
X3 := X4 := l2, L(3)n := L
(4)
n := Pn, E
(3)
n := Vn, E
(4)
n := V˜n,
where
Wnu :=
n−1∑
k=0
〈u, u˜n−1−k〉ν u˜k, Pn{ξ0, ξ1, ξ2, ...} := {ξ0, ..., ξn−1, 0, 0, 0, ...},
Vnu := {ω1nu(xσ1n), ..., ωnnu(xσnn), 0, 0, ...}, V˜nu := {ωnnu(xσnn), ..., ω1nu(xσ1n), 0, 0, ...}.
Immediately from the definitions we conclude that
(E(1)n )
−1
= Ln, (E(2)n )
−1
=Wn
(E(3)n )
−1
ξ =
n∑
k=1
ξk−1
ωkn
l˜σkn, (E
(4)
n )
−1
ξ =
n∑
k=1
ξn−k
ωkn
l˜σkn,
with
l˜σkn(x) :=
ϑ(x)
ϑ(xσkn)
lσkn(x) =
ϑ(x)Tn(x)
ϑ(xσkn)(x− xσkn)T ′n(xσkn)
.
Between the operators Vn and V˜n, we have the following relation
V˜nV
−1
n Pn = VnV˜
−1
n Pn = W˜nPn, (3.3)
where W˜n ∈ L(im Pn) is defined by
W˜n{ξ0, ξ1, ..., ξn−1} = W˜−1n {ξ0, ξ1, ..., ξn−1} = {ξn−1, ξn−2, ..., ξ0}.
Furthermore, the operators E(1)n and E(2)n are isometries, i.e.
(E(ω)n )
∗
= (E(ω)n )
−1
, ω ∈ {1, 2}. (3.4)
For ω ∈ {3, 4}, we have the following result
LEMMA 3.4.
(V −1n )
∗
=
1
2
Vn(Ln + Ln−1), (V˜ −1n )
∗
=
1
2
V˜n(Ln + Ln−1),
and, consequently
V ∗n = ((V
−1
n )
∗
)
−1
= (2Ln − Ln−1)V −1n , V˜ ∗n = ((V˜ −1n )
∗
)
−1
= (2Ln − Ln−1)V˜ −1n .
Proof. For symmetry reasons, we may restrict our consideration to the operator (V −1n )∗. Let u = u˜j = ϑUj ,
then 〈
V −1n ξ, u
〉
ν
=
〈
n∑
k=1
ξk−1
ωkn
ϑ
ϑ(xσkn)
lσkn, ϑUj
〉
ν
=
〈
n∑
k=1
ξk−1
ωkn
lσkn
ϑ(xσkn)
, ϕ2Uj
〉
σ
,
and for j = 0, ..., n− 2, we obtain
〈
V −1n ξ, u˜j
〉
ν
=
pi
n
n∑
k=1
ξk−1
ωkn
ϑ−1(xσkn)ϕ
2(xσkn)Uj(x
σ
kn) =
n∑
k=1
ξk−1ωknϑ(xσkn)Uj(x
σ
kn) = 〈ξ, Vnu˜j〉l2 .
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For j = n− 1, using the relation
(1− x2)Un−1(x) = 12 [γn−1Tn−1(x)− γn+1Tn+1(x)], (3.5)
where γ0 =
√
2 and γn = 1 for n ≥ 1, and the fact that
γn+1Tn+1(xσkn) = −γn−1Tn−1(xσkn), (3.6)
we get for n > 1
〈
V −1n ξ, u˜n−1
〉
ν
=
1
2
〈
n∑
k=1
ξk−1
ωkn
lσkn
ϑ(xσkn)
, Tn−1 − Tn+1
〉
σ
=
pi
2n
n∑
k=1
ξk−1
ωkn
ϑ−1(xσkn)Tn−1(x
σ
kn)
=
pi
2n
n∑
k=1
ξk−1
ωkn
ϑ−1(xσkn)ϕ
2(xσkn)Un−1(x
σ
kn) =
1
2
n∑
k=1
ξk−1ωknϑ(xσkn)Un−1(x
σ
kn) =
1
2
〈ξ, Vnu˜n−1〉l2 .
Finally, we observe a property, which is proved completely analogous to [11], Lemma 2.1.
LEMMA 3.5. The sequences
{
E
(ω1)
n
(
E
(ω2)
n
)−1
L
(ω2)
n
}
converge weakly to zero for all indices ω1, ω2 ∈ T
with ω1 6= ω2.
Proof. We have to prove the weak convergence to zero for all operator sequences outside the main diagonal of
Table II.1.
1. Uniform boundedness. First we remark that the uniform boundedness of the sequences {Ln} and {Wn}
Table II.1: Table of E(ω1)n (E(ω2)n )−1L(ω2)n .
ω2
1 2 3 4
ω1
1 Ln WnLn V −1n Pn V˜ −1n Pn
2 WnLn Ln WnV −1n Pn WnV˜ −1n Pn
3 VnLn VnWnLn Pn VnV˜ −1n Pn
4 V˜nLn V˜nWnLn V˜nV −1n Pn Pn
is obvious. Let u ∈ im Ln, u = ϑpn, where pn is a polynomial of degree less than n, and let ξ ∈ im Pn.
Using Lemma 3.1 and (3.2), we obtain uniform boundedness of the sequences {Vn} and
{
V −1n
}
:
‖Vnu‖2l2 =
pi
n
n∑
k=1
ϕ2(xσkn)|pn(xσkn)|2 ≤ const
∫ 1
−1
|ϑ(x)pn(x)|2ϑ−2(x)ϕ2(x)σ(x) dx = const ‖u‖2ν .
∥∥V −1n ξ∥∥2ν =
∥∥∥∥∥
n∑
k=1
ξk−1
√
n
pi
ϕ−1(xσkn)ϑ(x
σ
kn)l˜
σ
kn
∥∥∥∥∥
2
ν
≤ 2Qσn
∣∣∣∣∣
n∑
k=1
√
n
pi
ξk−1 l˜σkn(x)
∣∣∣∣∣
2
= 2
n∑
k=1
|ξk−1|2 = 2‖ξ‖2l2 .
Uniform boundedness of the sequences
{
V˜n
}
and
{
V˜ −1n
}
is obtained analogously.
2. The weak convergence of {WnLn}.
〈f,WnLnu˜m〉ν = 〈f, u˜n−1−m〉ν → 0, n→∞,
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which holds for all f ∈ L2ν and m ∈ N.
3. The weak convergence of {VnLn}, {V˜nLn}, {VnWnLn}, {V˜nWnLn}. Setting ej := {δkj}∞k=0, we
get, for n > max{m, j},
〈ej−1, VnLnu˜m〉l2 = ωjnu˜m(xσjn) =
√
pi
n
ϕ(xσjn)Um(x
σ
jn) =
√
2
n
sin
(m+ 1)(2j − 1)
2n
pi → 0, n→∞,
and the weak convergence of {VnLn} follows. Analogously we proceed with {VnWnLn}, {V˜nLn}, and
{V˜nWnLn}.
4. The weak convergence of {V −1n Pn}, {V˜ −1n Pn}. The weak convergence of {V −1n Pn} follows from
〈
u˜m, V
−1
n Pnej−1
〉
ν
=
1
ωjnϑ(xσjn)
〈
ϕ2Um, l
σ
jn
〉
σ
=
√
pi
n
ϕ(xσjn)Um(x
σ
jn)→ 0, n→∞.
Analogously we obtain the weak convergence of {V −1n Pn}.
5. The weak convergence of {WnV −1n Pn}, {WnV˜ −1n Pn}. We have
〈
u˜m,WnV
−1
n Pnej−1
〉
ν
=
〈
u˜n−1−m, V −1n Pnej−1
〉
ν
=
√
2
n
sin
(n−m)(2j − 1)
2n
pi → 0, n→∞,
and the weak convergence of {WnV −1n Pn} follows. Analogously we get the weak convergence of {WnV˜ −1n Pn}.
6. The weak convergence of {V˜nV −1n Pn}, {VnV˜ −1n Pn}. The relation〈
em−1, V˜nV −1n Pnej−1
〉
l2
= 〈em−1, en−j〉l2
shows the weak convergence to zero of the sequence {V˜nV −1n Pn}. With the sequence {VnV˜ −1n Pn} we can
proceed analogously.
COROLLARY 3.6. The sequences
{(
E
(ω1)
n
)−∗(
E
(ω2)
n
)∗
L
(ω2)
n
}
converge weakly to zero for all indices
ω1, ω2 ∈ T with ω1 6= ω2.
3.3 A Banach algebra F of approximation sequences
Next we define the algebra of operator sequences - the basic algebra for our further considerations. By F we
denote the set of all sequences {An} = {An}∞n=1 of linear operators An : im Ln → im Ln, for which there
exist operators Wω{An} ∈ L(Xω) such that, for all ω ∈ T,
E(ω)n An(E
(ω)
n )
−1
L(ω)n →Wω{An},
(
E(ω)n An(E
(ω)
n )
−1
L(ω)n
)∗
→Wω{An}∗,
holds in the sense of strong convergence for n→∞. If we define
λ1{An}+ λ2{Bn} := {λ1An + λ2Bn}, {An}{Bn} := {AnBn}, {An}∗ := {A∗n},
and
‖{An}‖F := sup
{
‖AnLn‖L(L2ν) : n = 1, 2, ...
}
,
then it is not hard to see that F becomes a Banach algebra with unit element {Ln}. Further, from Lemma 3.5
and Corollary 3.6 we conclude
COROLLARY 3.7. For all ω ∈ T and all compact operators Tω ∈ K(Xω), the sequences {A(ω)n } ={
(E(ω)n )
−1
L
(ω)
n TωE
(ω)
n
}
belong to F , and, for ω1 6= ω2, we get the strong limits
E(ω1)n A
(ω2)
n (E
(ω1)
n )
−1
L(ω1)n → 0,
(
E(ω1)n A
(ω2)
n (E
(ω1)
n )
−1
L(ω1)n
)∗
→ 0.
Now using Corollary 3.7 and Lemma 3.4 one can prove the following important result.
LEMMA 3.8. F is a C∗− algebra with identity and the mappings Wω : F → L(Xω), {An} 7→Wω{An}, ω ∈
T, are unital ∗− homomorphisms.
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Taking into account Corollary 3.7 we define the subset J ⊂ F of all sequences of the form
4∑
ω=1
{
(E(ω)n )
−1
L(ω)n TωE
(ω)
n
}
+ {Cn}
where Tω ∈ K(Xω) and where {Cn} is in the ideal N ⊂ F of all sequences {Cn} tending to zero in norm,
i.e. of all sequences with ‖CnLn‖L(L2ν) → 0. Now, the following theorem is crucial for our stability and
convergence analysis.
THEOREM 3.9 ([19], Theorem 10.33). The set J forms a two-sided closed ideal of F . A sequence
{An} ∈ F is stable if and only if the operators Wω{An} : Xω → Xω, ω ∈ T, are invertible and if the coset
{An}+ J is invertible in F/J .
3.4 An auxiliary Banach algebra F2
To prove some technical details, we introduce the auxiliary C∗-algebra F2 of all sequences {An} = {An}∞n=1
of linear operators An : im Ln → im Ln, for which there exist operators Wω{An} ∈ L(Xω) such that
E(ω)n An(E
(ω)
n )
−1
L(ω)n →Wω{An} and
(
E(ω)n An(E
(ω)
n )
−1
L(ω)n
)∗
→Wω{An}∗
strongly for ω ∈ {1, 2}. Furthermore, we define the subset J2 ⊂ F2, of all sequences of the form
2∑
ω=1
{
(E(ω)n )
−1
L(ω)n TωE
(ω)
n
}
+ {Cn}
where Tω ∈ K(Xω) and where {Cn} is in the ideal N ⊂ F . Obviously, the set J2 forms a two-sided closed
ideal of F2. Moreover F ⊂ F2 and J2 ⊂ J .
3.5 Integral operators with continuous kernels
In addition to the operator sequences corresponding to the collocation method applied to compact operators,
the sequences of quadrature discretizations of integral operators with continuous kernels are contained in J ,
too. Indeed, we can formulate the following lemma.
LEMMA 3.10 (cp. [11], Lemma 2.4). Suppose the function k(x, y)ρ−1(y), where ρ = √νϕ = ϑ−1ϕ, is
continuous on [−1, 1]× [−1, 1] and that K is the integral operator with kernel k(x, y). Then {MnKLn} ∈
J2 ⊂ J . Moreover, if the approximations Kn ∈ L(im Ln) are defined by
Kn = (E(3)n )
−1
(pi
n
k(xσ(j+1)n, x
σ
(k+1)n)ρ(x
σ
(j+1)n)ϑ(x
σ
(k+1)n)
)n−1
j,k=0
E(3)n Ln,
then the norm of the operators Kn − LnK|im Ln tends to zero, and {Kn} is in J2 ⊂ J .
Proof. Since ∫ 1
−1
lσkn(y)ϕ(y) dy =
∫ 1
−1
lσkn(y)ϕ
2(y)σ(y) dy =
pi
n
ϕ2(xσkn),
the operators Kn can be written as MnKn, where
(Knun)(x) =
∫ 1
−1
ϕ(y)Lσn[k(x, ·)ϕ−1un](y) dy.
Obviously, due to the Arzela-Ascoli theorem the operator K : L2ν → C[−1, 1] is compact. Hence, according
to Corollary 3.3,
lim
n→∞ ‖MnKLn − LnKLn‖L(L2ν) = 0
and it is sufficient to show that limn→∞ ‖KnLn−KLn‖L(L2ν ,C[−1,1]) = 0. To this end, we introduce operators
K˜n : im Ln → C[−1, 1]
(K˜nun)(x) =
∫ 1
−1
ϕ(y)Lσn[k(x, ·)ρ−1](y)(ϑ−1un)(y) dy.
Due to the exactness of the Gauss rule we have, for j = 0, ..., n− 2,
K˜nu˜j =
〈
Lσn[k(x, ·)ρ−1], ϕ2Uj
〉
σ
=
〈
Lσn[k(x, ·)ρ−1Uj ], ϕ2
〉
σ
= Knu˜j ,
4. THE OPERATOR SEQUENCE OF THE COLLOCATION METHOD 57
and in view of relations (3.5), (3.6)
2K˜nu˜n−1 =
〈
Lσn[k(x, ·)ρ−1], 2ϕ2Un−1
〉
σ
=
〈
Lσn[k(x, ·)ρ−1], Tn−1 − Tn+1
〉
σ
=
〈
Lσn[k(x, ·)ρ−1Un−1], ϕ2
〉
σ
= Knu˜n−1.
Consequently
KnLn = K˜n(2Ln − Ln−1).
Now, we consider limn→∞ ‖K˜nLn−KLn‖L(L2ν ,C[−1,1]). We take an arbitrary u ∈ L2ν and get Lnu = ϑpn,
where pn is a certain polynomial of degree less than n.By kn(x, y) we refer to the best uniform approximation
to k(x, y)ρ−1(y) in the space of polynomials with degree less than n in both variables. Using (3.1) we get,
for x ∈ [−1, 1],
∣∣∣(K˜nLnu−KLnu) (x)∣∣∣ = ∣∣∣∣∫ 1−1 ϕ(y) (Lσn[k(x, ·)ρ−1](y)− k(x, y)ρ−1(y)) pn(y) dy
∣∣∣∣
≤
∣∣∣∣∫ 1−1 ϕ(y)Lσn[k(x, ·)ρ−1 − kn(x, ·)](y)pn(y) dy
∣∣∣∣
+
∣∣∣∣∫ 1−1 ϕ(y)[k(x, y)ρ−1(y)− kn(x, y)](y)pn(y) dy
∣∣∣∣
≤
(∫ 1
−1
|Lσn[k(x, ·)ρ−1 − kn(x, ·)](y)|2ϕ(y) dy
)1/2
‖pn‖ϕ
+
(∫ 1
−1
|k(x, y)ρ−1(y)− kn(x, y)|2ϕ(y) dy
)1/2
‖pn‖ϕ
≤
(
2pi
n
n∑
k=1
|k(x, xσkn)ρ−1(xσkn)− kn(x, xσkn)|2ϕ2(xσkn)
)1/2
‖Lnu‖ν
+ ‖k(·, ·)ρ−1 − kn(·, ·)‖∞‖1‖ϕ‖Lnu‖ν ≤ (
√
2 + 1)‖k(·, ·)ρ−1 − kn(·, ·)‖∞‖1‖ϕ‖Lnu‖ν .
Thus, since limn→∞ ‖k(·, ·)ρ−1 − kn(·, ·)‖∞ = 0, we obtain
lim
n→∞ ‖KnLn −KLn‖L(L2ν ,C[−1,1]) ≤ limn→∞ ‖K˜nLn −KLn‖L(L2ν ,C[−1,1])‖2Ln − Ln−1‖L(L2ν)
+ lim
n→∞ ‖K(Ln − Ln−1)‖L(L2ν ,C[−1,1]) = 0.
4 The operator sequence of the collocation method
In this chapter we show that the sequence of discretized operators An := MnA|im Ln is an element of the
Banach algebra F .
4.1 Basic facts
At first we summarize some well-known results which will be needed in the following. We start with recalling
the well-known relations between the Chebyshev polynomials of first and second kind
SϕUn = iTn+1, n = 0, 1, 2, ... (4.1)
Sϕ−1Tn = −iUn−1, n = 0, 1, 2, ... U−1 ≡ 0, (4.2)
and
Tn+1 =
1
2
(Un+1 − Un−1), n = 0, 1, 2, ..., U−1 ≡ 0. (4.3)
Now we consider an η with 0 < η ≤ 1. By C0,η := C0,η[−1, 1] we denote the Banach space of all Hoelder
continuous functions f : [−1, 1]→ C with respect to the exponent η. The norm in this space is defined by
‖f‖C0,η := ‖f‖∞ + sup
{ |f(x)− f(y)|
|x− y|η : x, y ∈ [−1, 1], x 6= y
}
,
where ‖f‖∞ := sup{|f(x)| : −1 ≤ x ≤ 1}.
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LEMMA 4.1 ([23], Lemma 4.13). If ω ∈ C0,η with η > 12 [1 + max{α, β, 0}], then the commutator
ωS − SωI belongs to K(L2ν ,C0,λ) for some λ > 0.
LEMMA 4.2 ([19], Proposition 9.7, Theorem 9.9). Assume that a, b ∈ C0,η are real valued functions, where
η ∈ (0, 1) and [a(x)]2 + [b(x)]2 > 0 for x ∈ [−1, 1]. Furthermore, assume that the integers λ± satisfy the
relations
α0 := λ+ + g(1) ∈ (−1, 1) and β0 := λ− − g(−1) ∈ (−1, 1),
where g : [−1, 1]→ R is a continuous function such that
a(x)− ib(x) =
√
[a(x)]2 + [b(x)]2eipig(x).
Then there exists a positive function ω ∈ C0,η such that, for each polynomial of degree n, the function
avα0,β0ωp+ iSbvα0,β0ωp is a polynomial of degree n− k, where k = −λ+ − λ− and where, by definition,
a polynomial of negative degree is identically zero.
Finally, we will use the following special case of Lebesgue’s dominated convergence theorem.
REMARK 4.3. If ξ, η ∈ l2, ξn = {ξnk }, |ξnk | < |ηk| for all n > n0, and if limn→∞ ξnk = ξk for all
k = 0, 1, 2, ..., then limn→∞ ‖ξn − ξ‖l2 = 0.
4.2 Multiplication operators
Now, for the singular integral operator A ∈ L(L2ν) (cf. (2.2)), we show that the sequence {MnALn}
belongs to the algebra F , and we compute Wω{An}. Similarly to the case when the collocation points are the
Chebyshev nodes of the second kind (see [11], §3) we prove this fact separately for multiplication operators,
for the singular integral operator µ−1Sµ with the special weight µ = ρ (see Lemma 3.10) and for µ−1Sµ
with a general µ.
For the description of the occurring strong limits we need some new operators:
Jν ∈ L(L2ν ,L2σ) J−1ν ∈ L(L2σ,L2ν) V ∈ L(L2ν)
Jνu :=
∞∑
n=0
γn〈u, u˜n〉νTn J−1ν u :=
∞∑
n=0
1
γn
〈u, Tn〉σu˜n V u :=
∞∑
n=0
〈u, u˜n〉ν u˜n+1
(4.4)
where γ0 =
√
2 and γn = 1 for n ≥ 1, and their adjoint operators
J∗ν ∈ L(L2σ,L2ν) J−∗ν ∈ L(L2ν ,L2σ) V ∗ ∈ L(L2ν)
J∗νu =
∞∑
n=0
γn〈u, Tn〉σu˜n J−∗ν u =
∞∑
n=0
1
γn
〈u, u˜n〉νTn V ∗u =
∞∑
n=0
〈u, u˜n+1〉ν u˜n.
LEMMA 4.4 (cp. [11], Lemma 3.8). Let a ∈ PC, A = aI,An = MnaLn. Then {An} ∈ F . In particular,
W1{An} = A,W2{An} = J−1ν aJν ,W3{An} = a(1)I and W4{An} = a(−1)I .
Proof. 1. Uniform boundedness. Using (3.2) and Lemma 3.1, we obtain for un ∈ im Ln, un = ϑpn
‖Mnaun‖2ν ≤ 2‖a‖2∞Qσn|ϑ−1ϕϑpn|
2 ≤ const ‖a‖2∞
1∫
−1
ϕ2(x)|pn(x)|2σ(x)dx = const ‖a‖2∞‖un‖2ν (4.5)
2. Convergence of {An}. Corollary 3.3 implies
Mnau˜m → au˜m, n→∞,
for all m ∈ N. Consequently
W1(A) = lim
n→∞MnaLn = aI = A.
3. Convergence of {A∗n}. The determination of the adjoint sequence is based upon a formula for the Fourier
coefficients of the interpolating function Mnf. For this goal, we write
Mnf =
n−1∑
j=0
αjn(f)u˜j
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and get, for j = 0, 1, ..., (n− 2),
αjn(f) = 〈Mnf, u˜j〉ν = 〈Lσnϑ−1f, ϕ2Uj〉σ
=
pi
n
n∑
k=1
f(xσkn)ϑ
−1(xσkn)ϕ
2(xσkn)Uj(x
σ
kn) =
pi
n
n∑
k=1
f(xσkn)ν(x
σ
kn)ϕ(x
σ
kn)u˜j(x
σ
kn).
For j = n− 1, n ≥ 2, we use relations (3.5) and (3.6) to obtain
αn−1,n(f) = 〈Mnf, u˜n−1〉ν = 〈Lσnϑ−1f, ϕ2Un−1〉σ =
1
2
〈Lσnϑ−1f, Tn−1〉σ
=
pi
2n
n∑
k=1
f(xσkn)ϑ
−1(xσkn)Tn−1(x
σ
kn) =
pi
2n
n∑
k=1
f(xσkn)ϑ
−1(xσkn)ϕ
2(xσkn)Un−1(x
σ
kn)
=
pi
2n
n∑
k=1
f(xσkn)ν(x
σ
kn)ϕ(x
σ
kn)u˜n−1(x
σ
kn).
Thus,
αj,n(f) = εjn
pi
n
n∑
k=1
f(xσkn)ν(x
σ
kn)ϕ(x
σ
kn)u˜j(x
σ
kn), (4.6)
where εjn = 1 for j = 0, 1, ..., (n− 2) and εn−1,n = 1/2. As an immediate consequence of (4.6) we obtain,
for u, v ∈ L2ν ,
〈MnaLnu, v〉ν =
n−1∑
j=0
〈v, u˜j〉ν
n−1∑
l=0
〈u, u˜l〉ν〈Mnau˜l, u˜j〉ν
=
n−1∑
j=0
εjn
pi
n
n∑
k=1
a(xσkn)
n−1∑
l=0
〈u, u˜l〉ν u˜l(xσkn)ν(xσkn)ϕ(xσkn)u˜j(xσkn)〈v, u˜j〉ν
=
n−1∑
l=0
pi
n
n∑
k=1
a(xσkn)
n−1∑
j=0
εjn〈v, u˜j〉ν u˜j(xσkn)ν(xσkn)ϕ(xσkn)u˜l(xσkn)〈u, u˜l〉ν
= 〈u, (2Ln − Ln−1)Mna12(Ln + Ln−1)v〉ν
Thus,
(MnaLn)∗ = (2Ln − Ln−1)Mna12(Ln + Ln−1), (4.7)
whence we get the strong convergence in L2ν of (MnaLn)∗ to aI .
4. Convergence of {WnAnWn}. We are going to verify the convergence of WnMnaWnu˜m for each fixed
m ≥ 0. Let n > m. With the help of (4.6), the formula for the Fourier coefficients of the interpolating function
Lσnf
Lσnf =
n−1∑
j=0
α˜jn(f)Tj with α˜jn(f) =
pi
n
n∑
k=1
f(xσkn)Tj(x
σ
kn), (4.8)
as well as the identity
u˜n−1−m(xσkn) = ϑ(x
σ
kn)ϕ
−1(xσkn)ϕ(x
σ
kn)Un−1−m(x
σ
kn)
= ρ−1(xσkn)
√
2
pi
sin
(n−m)(2k − 1)pi
2n
= (−1)k+1ρ−1(xσkn)γmTm(xσkn), (4.9)
where γ0 =
√
2 and γm = 1 for m > 0, we get using Lemma 3.2
WnMnaWnu˜m =
n−1∑
j=0
αn−1−j,n(au˜n−1−m)u˜j
=
n−1∑
j=0
εn−1−j,n
pi
n
n∑
k=1
a(xσkn)u˜n−1−m(x
σ
kn)ν(x
σ
kn)ϕ(x
σ
kn)u˜n−1−j(x
σ
kn)u˜j
=
n−1∑
j=0
εn−1−j,n
pi
n
n∑
k=1
a(xσkn)γmTm(x
σ
kn)γjTj(x
σ
kn)u˜j
=
n−1∑
j=0
pi
n
n∑
k=1
a(xσkn)(Jν u˜m)(x
σ
kn)Tj(x
σ
kn)J
−1
ν Tj = J
−1
ν L
σ
naJν u˜m → J−1ν aJν u˜m in L2ν .
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Thus,
WnMnaWn = J−1ν L
σ
naJνLn → J−1ν aJν in L2ν . (4.10)
5. Convergence of {(WnAnWn)∗}. In view of (4.10) we have, for all u, v ∈ L2ν ,
〈WnMnaWnu, v〉ν = 〈J−1ν LσnaJνLnu, v〉ν = 〈LσnaJνLnu, J−∗ν Lnv〉σ
=
pi
n
n∑
j=1
a(xσjn)(JνLnu)(x
σ
jn)(J
−∗
ν Lnv)(xσjn) = 〈JνLnu, LσnaJ−∗ν Lnv〉σ = 〈u, J∗νLσnaJ−∗ν Lnv〉ν ,
i.e.
(WnMnaWn)∗ = J∗νL
σ
naJ
−∗
ν Ln → J∗νaJ−∗ν (4.11)
in L2ν .
6. Convergence of {VnAnV −1n Pn}. Firstly we get a matrix representation of the operator VnMnaV −1n Pn.
VnMnaV
−1
n Lnξ = VnMna
n∑
k=1
ξk−1
ωkn
l˜σkn = Vn
n∑
k=1
ξk−1
ωkn
a(xσkn)l˜
σ
kn = {a(xσ(k+1)n)ξk}n−1k=0 .
Therefore
VnAnV
−1
n Pn =
(
a(xσ(k+1)n)δkj
)n−1
k,j=0
(4.12)
And we have, for each fixed j and for n > j,
VnAnV
−1
n Pnej−1 = a(x
σ
jn)ej−1 → a(1)ej−1.
Consequently, we get the strong convergence in l2 of VnAnV −1n Pn to a(1)I .
7. Convergence of {(VnAnV −1n Pn)∗}. From (4.12) we obtain
(VnAnV −1n Pn)
∗ =
(
a(xσ(k+1)n)δkj
)n−1
k,j=0
and the strong convergence in l2 of (VnAnV −1n Pn)∗ to a(1)I .
8. Convergence of {V˜nAnV˜ −1n Pn}. In view of (3.3) we have
V˜nAnV˜
−1
n Pn = W˜nVnAnV
−1
n W˜nPn.
Using (4.12) we get
V˜nAnV˜
−1
n Pn =
(
a(xσ(n−k)n)δkj
)n−1
k,j=0
. (4.13)
Consequently, we obtain the strong convergence in l2 of V˜nAnV˜ −1n Pn to a(−1)I .
9. Convergence of {(V˜nAnV˜ −1n Pn)∗}. Due to (4.13) we get the strong convergence in l2 of (V˜nAnV˜ −1n Pn)∗
to a(−1)I .
4.3 Singular integral operator µ−1Sµ with special weight µ = ϑ−1ϕ
LEMMA 4.5 (cp. [11], Lemma 3.9). Suppose A = ρ−1SρI, where ρ = ϑ−1ϕ = √νϕ and An =MnALn.
Then {An} ∈ F and
W1{An} = A, W2{An} = iJ−1ν ρV ∗, W3{An} = S, W4{An} = −S
with
S =
(
1− (−1)j−k
pii(j − k) −
1− (−1)j+k+1
pii(j + k + 1)
)∞
j,k=0
Proof. 1. Uniform boundedness. From (4.1) it follows that Sρun is a polynomial with a degree of at most
n for un ∈ im Ln. Hence, applying (3.2), Lemma 3.1, and the boundedness of the operator S : L2σ → L2σ, we
obtain, for un ∈ im Ln,
‖Mnρ−1Sρun‖2ν ≤ 2Qσn|Sρun|2 ≤ const
∫ 1
−1
|(Sρun)(x)|2σ(x) dx
= const ‖Sρun‖2σ ≤ const ‖ρun‖2σ = const ‖un‖2ν .
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2. Convergence of {An}. Again with the help of (4.1) as well as with the help of Corollary 3.3 we see that, for
fixed m and for n > m,
Mnρ
−1Sρu˜m = iMnρ−1Tm+1 → iρ−1Tm+1 = ρ−1Sρu˜m.
Whence, the strong convergence of {An} to A is proved.
3. Convergence of {A∗n}. The well-known Poincare-Bertrand commutation formula implies that, for
u ∈ L2ν and v ∈ L2ν−1 ,
〈Su, v〉 = 〈u, Sv〉,
where 〈., .〉 denotes the L2(−1, 1) inner product without weight. Consequently, the adjoint operator of
S : L2ν → L2ν is equal to ν−1Sν : L2ν → L2ν . Again, taking into account that SρLnu is a polynomial with a
degree of at most n (cf. (4.1)), we get, for j = 0, ..., n− 2 and u ∈ L2ν ,
〈Mnρ−1SρLnu, u˜j〉ν = 〈Lσnϕ−1SρLnu, ϕ2Uj〉σ =
pi
n
n∑
k=1
ϕ−1(xσkn)(SρLnu)(x
σ
kn)ϕ
2(xσkn)Uj(x
σ
kn)
= 〈SρLnu, LσnϕUj〉σ = 〈SρLnu, σν−1LσnϕUj〉ν = 〈ρLnu, ν−1SσLσnϕUj〉ν = 〈u, LnϑSσLσnρu˜j〉ν
and, using relations (3.5) and (3.6),
〈Mnρ−1SρLnu, u˜n−1〉ν = 〈Lσnϕ−1SρLnu, ϕ2Un−1〉σ
=
pi
2n
n∑
k=1
ϕ−1(xσkn)(SρLnu)(x
σ
kn)Tn−1(x
σ
kn) =
1
2
〈SρLnu, LσnϕUn−1〉σ =
1
2
〈u, LnϑSσLσnρu˜n−1〉ν .
Hence, in view of (4.2)
(Mnρ−1SρLn)∗ =
1
2
LnϑSσL
σ
nρ(Ln + Ln−1) =
1
2
ϑSσLσnρ(Ln + Ln−1).
Using Lemma 3.2, we obtain the strong convergence of (Mnρ−1SρLn)∗ to ϑSϑ−1.
4. Convergence of {WnAnWn}. In view of (4.1), (4.3), (4.10), (3.5) and Lemma 3.2 ,we have, for all fixed
m > 0 and n > (m+ 1),
WnMnρ
−1SρWnu˜m =WnMnρ−1Sρu˜n−1−m = iWnMnρ−1Tn−m
=
i
2
WnMnρ
−1ϑ−1(u˜n−m − u˜n−m−2) = − i2WnMnϕ
−1Wn(u˜m+1 − u˜m−1)
= − i
2
J−1ν L
σ
nϕ
−1Jν(u˜m+1 − u˜m−1) = i2J
−1
ν L
σ
nϕ
−1(γm−1Tm−1 − γm+1Tm+1)
= iJ−1ν L
σ
nϕ
−1ϕ2Um−1 → iJ−1ν ϕUm−1 = iJ−1ν ρu˜m−1.
Obviously,
WnMnρ
−1SρWnu˜0 = iWnMnρ−1Tn = 0.
Hence, by means of the shift operator V introduced in (4.4) we can formulate the derived convergence result
as follows:
WnMnρ
−1SρWn = iJ−1ν L
σ
nρV
∗Ln → iJ−1ν ρV ∗ in L2ν . (4.14)
5. Convergence of {(WnAnWn)∗}. Using (4.14), we get, for all u, v ∈ L2ν ,
〈WnMnρ−1SρWnu, v〉ν = i〈J−1ν LσnρV ∗Lnu, Lnv〉ν = i〈LσnρV ∗Lnu, J−∗ν Lnv〉σ
=
ipi
n
n∑
k=1
ρ(xσkn)(V
∗Lnu)(xσkn)(J
−∗
ν Lnv)(x
σ
kn) = i〈ϑ−1ϕ2V ∗Lnu, Lσnϕ−1J−∗ν Lnv〉σ
= i〈V ∗Lnu, ν−1ϕϑ−2Mnρ−1J−∗ν Lnv〉ν = i〈u, LnVMnρ−1J−∗ν Lnv〉ν .
Thus, we have (see Corollary 3.3)
(WnMnρ−1SρWn)∗ = −iLnVMnρ−1J−∗ν Ln → −iV ρ−1J−∗ν in L2ν .
6. Convergence of {VnAnV −1n Pn}. For n > m > 0, one has
VnMnρ
−1SρV −1n em−1 = VnMnρ
−1S
ρ
ωmn
l˜σmn
= Vn
n∑
k=1
1
ωmn
ρ−1(xσkn)(Sρl˜
σ
mn)(x
σ
kn)l˜
σ
kn =
{
ωjn
ωmn
ρ−1(xσjn)S(ρl˜
σ
mn)(x
σ
jn)
}n
j=1
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We compute, for x 6= xσkn,
(ρ−1Sρl˜kn)(x) =
1
ρ(x)ϑ(xσkn)T
′
n(xσkn)
1
pii
∫ 1
−1
ϕ(y)Tn(y)
(y − xσkn)(y − x)
dy
=
1
ρ(x)ϑ(xσkn)T
′
n(xσkn)
1
pii
1
x− xσkn
∫ 1
−1
(
1
y − x −
1
y − xσkn
)
ϕ(y)Tn(y) dy
and, taking into account (4.2),
1
pi
∫ 1
−1
1
y − xϕ(y)Tn(y) dy =
1
pi
∫ 1
−1
1− y2
y − x Tn(y)σ(y) dy
=
1
pi
∫ 1
−1
1− x2
y − x Tn(y)σ(y) dy −
1
pi
∫ 1
−1
y2 − x2
y − x Tn(y)σ(y) dy
= (1− x2)Un−1(x)− 1
pi
∫ 1
−1
(y + x)Tn(y)σ(y) dy = (1− x2)Un−1(x). (4.15)
We remark that, for n > 0,
T
′
n(x) = nUn−1(x) and T
′
n(x
σ
kn) =
√
2
pi
n(−1)k+1
ϕ(xσkn)
. (4.16)
In view of ωjn =
√
pi
nρ(x
σ
jn) and (4.16), we have, for j 6= k,
ωjn
ωkn
ρ−1(xσjn)(Sρl˜
σ
kn)(x
σ
jn) =
√
pi
2
(−1)k+1
in
1
xσjn − xσkn
[ϕ2(xσjn)Un−1(x
σ
jn)− ϕ2(xσkn)Un−1(xσkn)]
=
1
in
ϕ(xσkn)− (−1)j+kϕ(xσjn)
xσkn − xσjn
=: s(n)jk .
With the help of
d
dx
[(1− x2)Un−1(x)] = (1− x2)U ′n−1(x)− 2xUn−1(x) = −xUn−1(x)− nTn(x)
we get
ωkn
ωkn
ρ−1(xσkn)(Sρl˜
σ
kn)(x
σ
kn) = −
1
ni
xσkn
ϕ(xσkn)
=: s(n)kk .
It follows
s
(n)
jk =

− cos
k+j−1
2n pi
in sin k+j−12n pi
, j + k even,
− cos
k−j
2n pi
in sin k−j2n pi
, j + k odd,
(4.17)
and, consequently for fixed k and 1 ≤ j ≤ n or for fixed j and 1 ≤ k ≤ n,
|s(n)jk | ≤ const
{
1
k+j−1 , j + k even,
1
|k−j| , j + k odd.
(4.18)
Using Remark 4.3, we have, for fixed m > 0,
{s(n)1m, s(n)2m, ..., s(n)nm, 0, ...} →
{
lim
n→∞ s
(n)
jm
}∞
j=1
=: {sjm} in l2,
where sjk = limn→∞ s(n)jk , i.e.
sjk =
{
− 2pii(j+k−1) , j + k even,
2
pii(j−k) , j + k odd,
=
1− (−1)j−k
pii(j − k) −
1− (−1)j+k−1
pii(j + k − 1) . (4.19)
Thus,
VnAnV
−1
n Pn → S := [s(j+1)(k+1)]∞j,k=0 on l2.
7. Convergence of {(VnAnV −1n Pn)∗}. Now, in view of (4.18), it is easy to see that
(VnAnV −1n Pn)
∗ → S∗ = [s(k+1)(j+1)]∞j,k=0 on l2.
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8. Convergence of {V˜nAnV˜ −1n Pn} and {(V˜nAnV˜ −1n Pn)∗}. From
s
(n)
n+1−j,n+1−k =

cos k+j−12n pi
in sin k+j−12n pi
, j + k even,
− cos
j−k
2n pi
in sin j−k2n pi
, j + k odd,
= −s(n)j,k
and
V˜nAnV˜
−1
n Pn = W˜nVnAnV
−1
n W˜nPn,
we get
V˜nAnV˜
−1
n Pn → −S and (V˜nAnV˜ −1n Pn)∗ → −S∗
in l2.
4.4 Singular integral operator µ−1Sµ with general weight µ
Now we deal with the general operator µ−1SµI and the corresponding sequence {Mnµ−1SµLn} of the
collocation method, where µ = vγ,δ. For the exponents in the weight functions µ and ν, we suppose
−1 < α− 2γ < 1, −1 < β − 2δ < 1, (4.20)
α0 := γ +
1
4
− α
2
6= 0, β0 := δ + 14 −
β
2
6= 0. (4.21)
Note that condition (4.20) ensures the boundedness of the integral operator A ∈ L(L2ν).
LEMMA 4.6 (cp. [11], Lemma 3.10). Suppose A = µ−1SµI and An =MnALn, where µ = vγ,δ satisfies
(4.20) and (4.21). Then {An} ∈ F and
W1{An} = A, W2{An} = iJ−1ν ρV ∗,
W3{An} = S+Aµ+, W4{An} = −S−Aµ−. (4.22)
Here ρ = ϑ−1ϕ, S is the same as in Lemma 4.5, and
Aµ± = B± +D±AD
−1
± −A−D±AD−1± WV± −V±A∗W (4.23)
with
A :=
(
(2k + 1)(1− δj,k)
pii(k + j + 1)(j − k)
)∞
j,k=0
, D± :=
(
(2j + 1)2χ±δj,k
)∞
j,k=0
, (4.24)
χ+ =
1
4
+
α
2
− γ, χ− = 14 +
β
2
− δ,
B± :=
(
b±(k+1)δj,k
)∞
j,k=0
,V± :=
(
d±(k+1)δj,k
)∞
j,k=0
,W :=
(
(−1)k+1√
2pi
δj,k
)∞
j,k=0
. (4.25)
Moreover, choosing ζ± = −χ±, the b±k and d±k are defined by
b±k :=
64(−1)k+1
pii
∫ ∞
0
(
2s
(2k−1)pi
)2ζ± − 1
([(2k − 1)pi]2 − [2s]2)2 s
2 cos s ds, (4.26)
d±k :=
√
2
pi
∫ ∞
s∗
{
512s
[2s]2ζ± − [(2k − 1)pi]2ζ±
([(2k − 1)pi]2 − [2s]2)3 +
64
s
(1 + 2ζ±)[2s]2ζ± − [(2k − 1)pi]2ζ±
([(2k − 1)pi]2 − [2s]2)2
+
4
s3
(4ζ2± − 1)[2s]2ζ± − [(2k − 1)pi]2ζ±
[(2k − 1)pi]2 − [2s]2
}
12 cos s+ 12s sin s− 4s2 cos s
[(2k − 1)pi]1+2ζ± s ds
+
√
2
pi
12 cos s∗ + 12s∗ sin s∗ − 4(s∗)2 cos s∗
[(2k − 1)pi]1+2ζ±
{
32s∗
[2s∗]2ζ± − [(2k − 1)pi]2ζ±
([(2k − 1)pi]2 − [2s∗]2)2
+
4
s∗
(1 + 2ζ±)[2s∗]2ζ± − [(2k − 1)pi]2ζ±
[(2k − 1)pi]2 − [2s∗]2
}
+
√
2
pi
16
(2k − 1)pi
∫ s∗
0
(
2s
(2k−1)pi
)2ζ± − 1
[(2k − 1)pi]2 − [2s]2 s
2 cos s ds,
(4.27)
where s∗ ∈ (pi2 , 3pi2 ) is the solution of the equation cos s+ s sin s = 0.
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Proof. 1. Uniform boundedness Since (4.21) holds, we can choose integers λ± such that α0 − λ+ and
λ−−β0 are in (−1, 0). Moreover, by g(x) we denote a linear function such that g(1) = α0−λ+ and g(−1) =
λ−−β0. Then, aˆ(x) := − cot[pig(x)] is a continuous function on [−1, 1] and aˆ(x)−i =
√
[aˆ(x)]2 + 1eipig(x).
By Lemma 4.2, there exists a positive function ω ∈ ∩η∈(0,1)C0,η such that (aˆI + iS)µωun is a polynomial
of degree less then n− k for each un ∈ im Ln, where k = −λ+ − λ−. Now we use the decomposition
µ−1SµI = iaˆI − i(µω)−1(aˆI + iS)µωI + (µω)−1(ωS − Sω)µI. (4.28)
The uniform boundedness of {MnaˆLn} follows from Lemma 4.4. Taking into account (3.2), Lemma 3.1, and
the boundedness of S : L2vα−2γ,β−2δ → L2vα−2γ,β−2δ we get, for un ∈ im Ln and qn = (aˆI + iS)µωun,
‖Mn(µω)−1qn‖2ν ≤ 2Qσn|ϑ−1ϕ(µω)−1qn|
2 ≤ const
∫ 1
−1
|qn|2ϑ−2ϕ2µ−2σ dx
= const ‖qn‖2νµ−2 ≤ const ‖µωun‖2νµ−2 ≤ const ‖un‖2ν , (4.29)
which proves the uniform boundedness of the sequence of the collocation method corresponding to the second
term in (4.28). To handle the third term we set Hω := ωS − Sω. Due to (4.20) , 12 [1 + max{α − 2γ, β −
2δ, 0}] < 1. Thus , in view of Lemma 4.1 , we have Hω ∈ K(L2νµ−2 ,C0,λ), for some λ > 0, which implies
µ−1Hωµ ∈ K(L2ν). Moreover, choosing an ε > 0 such that
ε < min
{
1 + α
2
− γ, 1 + α
2
,
1 + β
2
− δ, 1 + β
2
}
and applying Corollary 3.3, we get {(Mn − Ln)ω−1µ−1HωµLn} ∈ N and, consequently,
{Mnω−1µ−1HωµLn} ∈ J . (4.30)
2. Convergence of {An}. Using decomposition (4.28) together with Lemma 4.4 and Corollary 3.3, we
infer that, for each fixed m = 0, 1, 2, ...,
MnaˆLnu˜m → aˆu˜m,
Mn(µω)−1(aˆI + S)µωLnu˜m → (µω)−1(aˆI + S)µωu˜m,
Mn(µω)−1HωµLnu˜m → (µω)−1Hωµu˜m.
Thus, {An} strongly converges to A.
3. Convergence of {A∗n}. At first we consider sequences of the form {Mnb0bµ−1Sµ}, where b0 ∈ PC
and b is a differentiable function with b′ ∈ C0,1[−1, 1] and b(±1) = b′(±1) = 0. We use the decomposition
bµ−1SµI = bρ−1SρI + µ−1(bS − SbI)µI
+ µ−1(Sbµρ−1I − bµρ−1S)ρI =: bρ−1SρI +K1 +K2. (4.31)
In the same way as for (4.30) one can show that {MnKjLn} ∈ J , j = 1, 2. With the help of Lemma 4.4 and
Lemma 4.5 the inclusion {Mnb0bµ−1SµLn} ∈ F follows. Using this fact and the estimate (see (4.5))
‖Mn(b− b˜)µ−1SµLn‖L(L2ν) = ‖Mn(b− b˜)LnMnµ
−1SµLn‖L(L2ν) ≤ C‖b− b˜‖∞ (4.32)
we get
{Mnbµ−1SµLn} ∈ F for all b ∈ PC with b(±1) = 0. (4.33)
Now, for fixed m, we take the function ϕ−1u˜m. This function belongs to L2ν and fulfills the conditions of
Corollary 3.3 such that Mnϕ−1u˜m → ϕ−1u˜m. By (Mnϕ−1Ln)∗ = (2Ln − Ln−1)Mnϕ−1 12 (Ln + Ln−1)
(see (4.7), which is also true for a = ϕ−1) we get
lim
n→∞(Mnµ
−1SµLn)∗u˜m = lim
n→∞(Mnϕ
−1LnMnϕµ−1SµLn)∗u˜m
= lim
n→∞(Mnϕµ
−1SµLn)∗(2Ln − Ln−1)Mnϕ−1 12(Ln + Ln−1)u˜m =W1{Mnϕµ
−1SµLn}∗ϕ−1u˜m
in L2ν .
4. Convergence of {WnAnWn}. Again, using decomposition (4.31), we get, for all differentiable function
b with b′ ∈ C0,1[−1, 1] and b(±1) = b′(±1) = 0,
W2{Mnbµ−1SµLn} =W2{Mnbρ−1SρLn},
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since the operators K1,K2 ∈ K(L2ν ,C0,λ), for some λ > 0. Using this fact and estimate (4.32) we obtain
W2{Mnbµ−1SµLn} =W2{Mnbρ−1SρLn}, (4.34)
for all b ∈ PC with b(±1) = 0.
Further, for fixed m, we take the function ϕ− 13Tm. This function belongs to L2σ and fulfills the conditions of
Lemma 3.2 such that Lσnϕ−
1
3Tm → ϕ− 13Tm in L2σ. Moreover, with the help of (3.1) and Lemma 3.1 we get,
for un ∈ im Ln,
‖J−1ν Lσnϕ−
1
3 JνLnun‖2ν = ‖Lσnϕ−
1
3 Jνun‖2ν ≤
2pi
n
n∑
k=1
ϕ
4
3 (xσkn)|Jνun(xσkn)|2
≤ const
∫ 1
−1
ϕ
4
3 (x)|Jνun(x)|2σ(x) dx ≤ const ‖Jνun‖2σ = const ‖un‖2ν .
Hence the sequence {J−1ν Lσnϕ−
1
3 JνLn} is uniformly bounded. Consequently, by (4.10), which is also true
for a = ϕ− 13 , the sequence {WnMnϕ− 13Wn} = {J−1ν Lσnϕ−
1
3 JνLn} converges strongly to J−1ν ϕ−
1
3 Jν in
L2ν . Using this convergence, (4.34), Lemma 4.4, and Lemma 4.5 we obtain the strong convergence
WnMnµ
−1SµWn =WnMnϕ−
1
3WnWnϕ
1
3µ−1SµWn
→ J−1ν ϕ−
1
3 JνW2{Mnϕ 13 ρ−1SρLn} = J−1ν ϕ−
1
3 JνJ
−1
ν ϕ
1
3 JνiJ
−1
ν ρV
∗ = iJ−1ν ρV
∗
in L2ν .
5. Convergence of {(WnAnWn)∗}. From the previous part of the proof we have Lσnϕ− 13Tm → ϕ− 13Tm
in L2σ, for any fixed m. Hence, taking into account that (WnMnϕ−
1
3Wn)∗ = J∗νL
σ
nϕ
− 13 J−∗ν Ln (see (4.11))
and with the help of (4.33) we get, for all fixed m,
lim
n→∞(WnMnµ
−1SµWn)∗u˜m = lim
n→∞(WnMnϕ
− 13WnWnMnϕ
1
3µ−1SµWn)∗u˜m
= lim
n→∞(WnMnϕ
1
3µ−1SµWn)∗J∗νL
σ
nϕ
− 13 J−∗ν Lnu˜m =W2{Mnϕ
1
3µ−1SµLn}∗J∗νϕ−
1
3 J−∗ν u˜m
in L2ν .
6. Convergence of {VnAnV −1n Pn} and {(VnAnV −1n Pn)∗}. To get these limits, we consider the structure
of the corresponding matrices more closely. Setting B := µ−1SµI − ρ−1SρI and Bn = MnBLn, using
(4.15) and (4.16) we compute, for x 6= xσkn,
(Bl˜σkn)(x) =
1
pii
∫ 1
−1
[
µ(y)
µ(x)
− ρ(y)
ρ(x)
]
ϑ(y)Tn(y) dy
ϑ(xσkn)T
′
n(xσkn)(y − xσkn)(y − x)
=
1
ϑ(xσkn)T
′
n(xσkn)
1
xσkn − x
1
pii
∫ 1
−1
[
µ(y)
µ(x)
− ρ(y)
ρ(x)
] [
1
y − xσkn
− 1
y − x
]
ϑ(y)Tn(y) dy
=
1
ϑ(xσkn)T
′
n(xσkn)
1
xσkn − x
1
pii
∫ 1
−1
1
µ(x)
[
µ(y)
ρ(y)
− µ(x)
ρ(x)
] [
1
y − xσkn
− 1
y − x
]
ϕ(y)Tn(y) dy
=
1
ϑ(xσkn)T
′
n(xσkn)
1
xσkn − x
{
1
pii
∫ 1
−1
[
µ(xσkn)
µ(x)
− ρ(x
σ
kn)
ρ(x)
]
1
ρ(xσkn)
ϕ(y)Tn(y)
y − xσkn
dy
+
1
pii
∫ 1
−1
([
µ(y)
µ(x)
− ρ(y)
ρ(x)
]
1
ρ(y)
−
[
µ(xσkn)
µ(x)
− ρ(x
σ
kn)
ρ(x)
]
1
ρ(xσkn)
)
ϕ(y)Tn(y)
y − xσkn
dy
− 1
pii
∫ 1
−1
1
µ(x)
[
µ(y)
ρ(y)
− µ(x)
ρ(x)
]
ϕ(y)Tn(y)
y − x dy
}
=
1
ϑ(xσkn)T
′
n(xσkn)
1
xσkn − x
{
1
i
[
µ(xσkn)
µ(x)
− ρ(x
σ
kn)
ρ(x)
]
1
ρ(xσkn)
ϕ2(xσkn)Un−1(x
σ
kn)
+
1
pii
∫ 1
−1
[
µ(y)
ρ(y)
− µ(x
σ
kn)
ρ(xσkn)
]
1
µ(x)
ϕ(y)Tn(y)
y − xσkn
dy − 1
pii
∫ 1
−1
1
µ(x)
[
µ(y)
ρ(y)
− µ(x)
ρ(x)
]
ϕ(y)Tn(y)
y − x dy
}
=
1
xσkn − x
{
ϕ(xσkn)
ni
[
µ(xσkn)
µ(x)
− ρ(x
σ
kn)
ρ(x)
]
+
(−1)k+1√
2pi
1
ni
µ(xσkn)
µ(x)
ϕ(xσkn)d
n
k
− (−1)
k+1
√
2pi
1
ni
ρ(xσkn)
ρ(x)
ϕ(x)dn(x)
}
,
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where
dn(x) :=
∫ 1
−1
[
µ(y)ρ(x)
ρ(y)µ(x)
− 1
]
ϕ(y)
ϕ(x)
Tn(y)
y − x dy, d
n
k := d
n(xσkn).
Consequently, we get
VnBnV
−1
n Pn =
(
ω(j+1)n
ω(k+1)n
(Bl˜σ(k+1)n)(x
σ
(j+1)n)
)n−1
j,k=0
= Bn +DnAnD−1n −An −DnAnD−1n WnVn −VnA∗nWn, (4.35)
with
Bn :=
(
(Bl˜σ(j+1)n)(x
σ
(j+1)n)δj,k
)n−1
j,k=0
, An :=
(
ϕ(xσ(k+1)n)
ni
1− δj,k
xσ(k+1)n − xσ(j+1)n
)n−1
j,k=0
,
and
Wn :=
(
(−1)k+1√
2pi
δj,k
)n−1
j,k=0
Vn :=
(
dnk+1δj,k
)n−1
j,k=0
Dn :=
(
ρ(xσ(j+1)n)
µ(xσ(j+1)n)
δj,k
)n−1
j,k=0
,
where the diagonal elements in An are equal to zero by definition. We have to show that, for any fixed
m = 1, 2, ..., the sequences {VnBnV −1n Pnem−1} and {(VnBnV −1n Pn)∗em−1} converge in l2 to Aµ+em−1
and (Aµ+)∗em−1, respectively.
a) At first we turn to the limits for the operators An. We define
a
(n)
j,k =
ϕ(xσ(k+1)n)
ni
1− δj,k
xσ(k+1)n − xσ(j+1)n
, 0 ≤ j, k ≤ n− 1.
We observe that, for fixed j and k with k 6= j and for n→∞,
a
(n)
j,k =
1
ni
sin 2k+12n pi
2 sin k+j+12n pi sin
j−k
2n pi
→ 1
pii
2k + 1
(k + j + 1)(j − k) (4.36)
and, for fixed k and j = 0, 1, ..., n− 1, j 6= k and n > 2k,
|a(n)jk | ≤ C
2k + 1
|j − k|(k + j + 1) , (4.37)
and the same result for fixed j and k = 0, 1, ..., n− 1, k 6= j, and n > 2j. Using (4.36) and (4.37) together
with Remark 4.3, we see that Anem−1 → Aem−1 and A∗nem−1 → A∗em−1, for any fixed m = 1, 2, ....
b) In this item we consider the convergence of the operators DnAnD−1n . We introduce the function χ(x) :=
ρ(x)[µ(x)]−1 = (1− x)χ+(1 + x)χ− with
χ+ :=
1
4
+
α
2
− γ, χ+ := 14 +
β
2
− δ (4.38)
and define
a˜
(n)
jk =
χ(xσ(j+1)n)
χ(xσ(k+1)n)
ϕ(χ(xσ(k+1)n))
in
1− δjk
xσ(k+1)n − xσ(j+1)n
0 ≤ j, k ≤ n− 1.
Then, the condition (4.20) is equivalent to
−1
4
< χ± <
3
4
. (4.39)
We observe that, for fixed j and k with k 6= j and for n→∞,
a˜
(n)
j,k =
(
sin 2j+14n pi
sin 2k+14n pi
)2χ+ (
cos 2j+14n pi
cos 2k+14n pi
)2χ−
1
ni
sin 2k+12n pi
2 sin k+j+12n pi sin
j−k
2n pi
→
(
2j + 1
2k + 1
)2χ+ 1
pii
2k + 1
(k + j + 1)(j − k) =: a˜jk. (4.40)
For 0 ≤ j, k ≤ n2 , j 6= k we have the estimate
|a˜(n)jk | ≤ C
(
2j + 1
2k + 1
)2χ+ ( 1− 2j+12n
1− 2k+12n
)2χ−
2k + 1
|j − k|(k + j + 1) .
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For fixed k, n > 3k and n > j > n2 we get, if χ− ≥ 0,
|a˜(n)jk | ≤ C
(n
k
)2χ+ 1
n
k
n
= C
k1−2χ+
n2(1−χ+)
,
and, if χ− < 0,
|a˜(n)jk | ≤ C
(n
k
)2χ+ (2n− 2j − 1
2n
)2χ− 1
n
k
n
≤ C (n− j)
2χ−k1−2χ+
n2(1−χ++χ−)
,
Thus, we obtain for fixed k and j = 0, 1, ..., n− 1, j 6= k and n > 3k
|a˜(n)jk | ≤
C
1
j
1
2+ε
if j ≤ n2 ,
C 1nε
1
(n−j) 12+ε
if j > n2 ,
(4.41)
with some ε > 0. For fixed j, n > 3j and n > k > n2 we get, if χ− ≤ 0
|a˜(n)jk | ≤ C
(
j
n
)2χ+ 1
n
≤ C j
2χ+
n(1+2χ+)
,
and, if χ− > 0
|a˜(n)jk | ≤ C
(
j
n
)2χ+ ( 2n
2n− 2k − 1
)2χ− 1
n
2n− 2k − 1
2n
≤ C (n− k)
1−2χ−j2χ+
n2(1+χ+−χ−)
,
Thus, we obtain for fixed j and k = 0, 1, ..., n− 1, k 6= j and n > 3j
|a˜(n)jk | ≤
C
1
k
1
2+ε
if k ≤ n2 ,
C 1nε
1
(n−k) 12+ε
if k > n2 ,
(4.42)
with some ε > 0. Using (4.40),(4.41) and (4.42), together with Remark 4.3 we conclude
lim
n→∞
 n2∑
j=0,j 6=k
|a˜(n)jk − a˜jk|2 +
n−1∑
j=n2+1,j 6=k
|a˜(n)jk |2 +
∞∑
j=n2+1,j 6=k
|a˜jk|2
 = 0
and
lim
n→∞
 n2∑
k=0,j 6=k
|a˜(n)jk − a˜jk|2 +
n−1∑
k=n2+1,j 6=k
|a˜(n)jk |2 +
∞∑
k=n2+1,j 6=k
|a˜jk|2
 = 0,
which imply the l2 convergence
DnAnD−1n ek → D+AD−1+ ek, (DnAnD−1n )∗ej → (D+AD−1+ )∗ej , (4.43)
where A and D+ are defined in (4.24).
c) Next we compute the limits b+k := limn→∞ bnk , where we have set bnk := (Blσkn)(xσkn). In particular, we
shall show that, for some ε > 0,
|bnk | ≤
C
min{k, n+ 1− k}ε , k = 1, 2, ..., n. (4.44)
At first we consider n ≥ 2k − 1. We define ζ(x) = [ρ(x)]−1µ(x) = [χ(x)]−1 = (1− x)ζ+(1 + x)ζ− . Using
(4.16), we get
bnk =
1
pii
∫ 1
−1
[
µ(y)
µ(xσkn)
− ρ(y)
ρ(xσkn)
]
ϑ(y)Tn(y)
ϑ(xσkn)T
′
n(xσkn)(y − xσkn)2
dy
=
(−1)k+1√
2pi
1
ni
∫ 1
−1
ζ(y)− ζ(xσkn)
ζ(xσkn)
ϕ(y)Tn(y)
(y − xσkn)2
dy
=
(∫ − 12
−1
+
∫ x˜σ2k,n
− 12
+
∫ 1
2 (1+x
σ
kn)
x˜σ2k,n
+
∫ 1
1
2 (1+x
σ
kn)
)
F (y, xσkn) dy =: I
n
1,k + I
n
2,k + I
n
3,k + I
n
4,k,
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where x˜σ2k,n = max{− 12 , cos 2k−1n pi} and
F (y, x) :=
(−1)k+1
pi
1
ni
ϕ(y)
ζ(x)
ζ(y)− ζ(x)
(y − x)2 cos s, y = cos
s
n
.
We observe xσkn ≥ 0 for n ≥ 2k − 1. For −1 < y < − 12 , we have 2 > |y − xσkn| > 12 and 2 > 1− y > 32 .
Thus,
|In1,k| ≤
C
n
1
(1− xσk,n)ζ+
∫ − 12
−1
[(1 + y)ζ− + (1− xσk,n)ζ+ ](1 + y)
1
2 dy
≤ C
n
[
1 +
(n
k
)2ζ+] ≤ C√
n
≤ C√
k
, (4.45)
since − 34 < ζ± < 14 (recall (4.39) and ζ± = −χ±). From (4.45) we conclude limn→∞ In1,k = 0 and
b+k = limn→∞(I
n
2,k + I
n
3,k + I
n
4,k) = lim
n→∞
∫ ∞
0
G(s, xσkn) ds, (4.46)
where
G(s, x) :=
{
1
nF (cos
s
n , x) sin
s
n if 0 < s <
2pi
3 n,
0 if 2pi3 n < s.
Let 12 (1 + x
σ
kn) < y = cos
s
n < 1. This is equivalent to the restriction 0 < s < s
n
k , where 2k−14 pi < s
n
k <
2k−1
2 pi. Moreover, y − xσkn > 12 (1− xσkn) and
|G(s, xσkn)| ≤
C
n
[(
1− y
1− xσkn
)ζ+
+ 1
]
(1− y) 12
(1− xσkn)2
1
n
sin
s
n
| cos s|
≤ C
n
[( s
k
)2ζ+
+ 1
]
s
n
(n
k
)4 s
n2
≤ C
k4
[( s
k
)2ζ+
+ 1
]
s2. (4.47)
Consequently,
|In4,k| ≤
C
k4
∫ 2k−1
2 pi
0
[( s
k
)2ζ+
+ 1
]
s2 ds ≤ C
k
. (4.48)
For the case x˜σ2k,n < y = cos sn <
1
2 (1 + x
σ
kn) we have the restriction snk < s < min{(2k − 1)pi, 2pi3 n} and
the estimate
|F (y, xσkn)| ≤ C
ϕ(y)
n
|ζ ′(ζ1)|
ζ(xσkn)
∣∣∣∣∣ cos s− cos 2k−12 picos sn − cos 2k−12n pi
∣∣∣∣∣
= C
ϕ(y)
n
|ζ ′(ζ1)|
ζ(xσkn)
∣∣∣∫ 10 sin [ 2k−12 pi + λ (s− 2k−12 pi)] dλ∣∣∣
1
n
∫ 1
0
sin 1n
[
2k−1
2 pi + λ
(
s− 2k−12 pi
)]
dλ
≤ Cϕ(y)
n
|ζ ′(ζ1)|
ζ(xσkn)
∣∣∣ 1
s− 2k−12 pi
∫ s
2k−1
2 pi
sinu du
∣∣∣
1
n
∫ 1
2
0
sin 1n
[
2k−1
2 pi + λ
(
s− 2k−12 pi
)]
dλ
≤ Cϕ(y)
n
|ζ ′(ζ1)|
ζ(xσkn)
min
{
1,
∣∣s− 2k−12 pi∣∣−1}
k
n2
for a ζ1 ∈ (x˜σ2k,n, [1 + xσkn]/2). Since in this case
1− y > 1− 1
2
(1 + xσkn) =
1
2
(1− xσkn)
and
1− y < 1− cos 2k − 1
n
pi = 2 sin2
2k − 1
2n
pi = 2
(
1 + cos
2k − 1
2n
pi
)(
1− cos 2k − 1
2n
pi
)
< 4(1− xσkn),
we get that 1− y ∼ 1− xσkn ∼ 1− ζ1 and
|G(s, xσkn)| ≤ C
1
n
s
n
n2
k2
n2
k
min
{
1,
∣∣∣∣s− 2k − 12 pi
∣∣∣∣−1
}
s
n2
= C
s2
k3
min
{
1,
∣∣∣∣s− 2k − 12 pi
∣∣∣∣−1
}
, (4.49)
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|In3,k| ≤ C
1
k3
∫ (2k−1)pi
0
s2min
{
1,
∣∣∣∣s− 2k − 12 pi
∣∣∣∣−1
}
ds
≤ C 1
k
∫ (2k−1)pi
0
min
{
1,
∣∣∣∣s− 2k − 12 pi
∣∣∣∣−1
}
ds = C
1 + log k
k
. (4.50)
In the last case − 12 < y < x˜σ2k,n, i.e. (2k − 1)pi < s < 2pi3 n we obtain the relations
1− y > 1− cos 2k − 1
n
pi = 2 sin2
2k − 1
2n
pi = 2
(
1 + cos
2k − 1
2n
pi
)(
1− cos 2k − 1
2n
pi
)
≥ 2(1− xσkn),
and
1− y > xσkn − y = (1− y)− (1− xσkn) >
1
2
(1− y). (4.51)
Consequently, we get
|F (y, xσkn)| ≤
C
n
[(
1− y
1− xσkn
)ζ+
+ 1
]
(1− y) 12
(1− y)2
and
|G(s, xσkn)| ≤ C
1
n
[( s
k
)2ζ+
+ 1
]
n3
s3
s
n2
= C
[( s
k
)2ζ+
+ 1
]
1
s2
. (4.52)
Since 2(1− ζ+) > 1, we obtain the estimate
|In2,k| ≤ C
∫ ∞
(2k−1)pi
[( s
k
)2ζ+
+ 1
]
1
s2
ds ≤ C
k
. (4.53)
From the upper estimates in the inequalities (4.47), (4.49) and (4.52) we conclude that the function
f(s) := C
{
max{s2ζ++2, s2} if 0 < s < (2k − 1)pi
(s2ζ+ + 1)s−2 if (2k − 1)pi < s <∞
with the constant C, depending on ζ± and k only, is an integrable majorant for the functions G(s, xσkn), n >
3
2 (2k − 1), in (4.46). Thus, we can change the order between the limit and the integration, and we obtain
b+k =
∫ ∞
0
lim
n→∞G(s, x
σ
kn) ds
=
(−1)k+1
pii
∫ ∞
0
lim
n→∞
{
1
n2
sin
s
n
 (2 sin2 s2n)ζ+ (2 cos2 s2n)ζ−(
2 sin2 2k−14n pi
)ζ+ (2 cos2 2k−14n pi)ζ− − 1

1
4 sin2 (2k−1)pi−2s4n sin
2 (2k−1)pi+2s
4n
cos s sin
s
n
}
ds
=
(−1)k+1
pii
∫ ∞
0
lim
n→∞
s2
n4
[(
2s
(2k − 1)pi
)2ζ+
− 1
]
(4n)4 cos s
4 ([(2k − 1)pi]2 − [2s]2)2 ds
=
64(−1)k+1
pii
∫ ∞
0
(
2s
(2k−1)pi
)2ζ+ − 1
([(2k − 1)pi]2 − [2s]2)2 s
2 cos s ds.
The formula (4.26) is shown.
Due to the estimates (4.45), (4.48), (4.50) and (4.53) we have |bnk | ≤ Ck−ε for some ε > 0 and for 1 ≤
k ≤ n+12 . Now, we consider n+12 ≤ k ≤ n and j = n + 1 − k. Then 1 ≤ j ≤ n+12 and, in view of
xσ(n+1−j)n = −xσjn, ϕ(−y) = ϕ(y) and Tn(−y) = (−1)nTn(y),
bnk =
(−1)j√
2pi
1
ni
∫ 1
−1
ζ˜(y)− ζ˜(xσjn)
ζ˜(xσjn)
ϕ(y)Tn(y)
(y − xσjn)2
dy,
where ζ˜(y) = ζ(−y). Hence, we get |bnk | ≤ Cj−ε = C(n+1− k)−ε for n+12 ≤ k ≤ n and (4.44) is shown.
d) Let us compute the limits d+k = limn→∞ dnk with
dnk =
1
ζ(xσkn)
∫ 1
−1
ζ(y)− ζ(xσkn)
y − xσkn
ϕ(y)
ϕ(xσkn)
Tn(y) dy.
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In particular, we shall show that, for some ε > 0,
|dnk | ≤
C
min{k, n+ 1− k}ε , k = 1, 2, ..., n. (4.54)
At first we consider n ≥ 2k − 1. We shall use partial integration. For this goal we consider the polynomials
Sn(x) =
[
1
n+ 1
Tn+1(x)− 1
n− 1Tn−1(x)
]
,
for which we have the following relation (see (4.3) and (4.16))
Tn(x) =
1
2
[Un(x)− Un−2(x)] = 12S
′
n(x). (4.55)
Further, we obtain, for n ≥ 2,√
pi
2
Sn(xσ1n) =
1
n+ 1
cos
(n+ 1)pi
2n
− 1
n− 1 cos
(n− 1)pi
2n
= − 1
n+ 1
sin
pi
2n
− 1
n− 1 sin
pi
2n
< 0,√
pi
2
Sn(xσ2n) =
1
n+ 1
cos
3(n+ 1)pi
2n
− 1
n− 1 cos
3(n− 1)pi
2n
=
1
n+ 1
sin
3pi
2n
+
1
n− 1 sin
3pi
2n
> 0.
Moreover, since S′n(x) = 2Tn(x) and Tn(x) < 0, x ∈ (xσ2n, xσ1n),we get that Sn(x) decreases monotonously
on the interval (xσ2n, xσ1n). Consequently, the polynomial Sn(x) has exactly one root in the interval (xσ2n, xσ1n).
We denote this root by x+n . Obviously, x+n has the form
x+n = cos
s∗n
n
,
pi
2
< s∗n <
3pi
2
. (4.56)
Now, we take arbitrary s ∈ (pi2 , 3pi2 ) and compute, for sufficiently large n,√
pi
2
Sn(cos
s
n
) =
1
n+ 1
cos
n+ 1
n
s− 1
n− 1 cos
n− 1
n
s =
1
n+ 1
[
cos s cos
s
n
− sin s sin s
n
]
− 1
n− 1
[
cos s cos
s
n
+ sin s sin
s
n
]
=
[
1
n+ 1
− 1
n− 1
]
cos s cos
s
n
−
[
1
n+ 1
+
1
n− 1
]
sin s sin
s
n
= − 2 cos s
n2 − 1
[
1−O( 1
n2
)
]
− 2n sin s
n2 − 1
[
s
n
+O(
1
n3
)
]
= −2[cos s+ s sin s]
n2 − 1 +O(
1
n4
).
It means that there exist constants c, d and N ∈ N such that, for all s ∈ (pi2 , 3pi2 ) and for any n > N,
−2[cos s+ s sin s] + c
n2
< (n2 − 1)Sn(cos s
n
) < −2[cos s+ s sin s] + d
n2
.
Since Sn(cos s
∗
n
n ) = 0 the following inequality should be fulfilled
c
n2
≤ 2[cos s∗n + s∗n sin s∗n] ≤
d
n2
.
Whence we conclude that s∗n tends to s∗, where s∗ ∈ (pi2 , 3pi2 ) is the unique solution of the equation cos s+
s sin s = 0.
Further defining x−n = −x+n and taking into account that Sn(−x) = (−1)n+1Sn(x), we obtain Sn(x±n ) = 0.
Now, in view of (4.55) and applying two times partial integration we get
dnk =
1
ζ(xσkn)ϕ(x
σ
kn)
∫ 1
−1
ζ(y)− ζ(xσkn)
y − xσkn
ϕ(y)Tn(y) dy
=
1
ζ(xσkn)ϕ(x
σ
kn)
(∫ x−n
−1
+
∫ 1
x+n
)
ζ(y)− ζ(xσkn)
y − xσkn
ϕ(y)Tn(y) dy
+
1
2ζ(xσkn)ϕ(x
σ
kn)
∫ x+n
x−n
[
ϕ(y)
ζ(y)− ζ(xσkn)− ζ ′(y)(y − xσkn)
(y − xσkn)2
− ϕ′(y)ζ(y)− ζ(x
σ
kn)
y − xσkn
]
Sn(y) dy
=
1
ζ(xσkn)ϕ(x
σ
kn)
(∫ x−n
−1
+
∫ 1
x+n
)
ζ(y)− ζ(xσkn)
y − xσkn
ϕ(y)Tn(y) dy
± S˜n(x
±
n )
4ζ(xσkn)ϕ(x
σ
kn)
[
ϕ(x±n )
ζ(x±n )− ζ(xσkn)− ζ ′(x±n )(x±n − xσkn)
(x±n − xσkn)2
− ϕ′(x±n )
ζ(x±n )− ζ(xσkn)
x±n − xσkn
]
+
∫ x+n
x−n
F˜ (y, xσkn) dy =: d
n,1
k,− + d
n,1
k,+ + d
n,2
k,+ − dn,2k,− + d˜nk ,
4. THE OPERATOR SEQUENCE OF THE COLLOCATION METHOD 71
where
S˜n(y) =
1
(n+ 1)(n+ 2)
Tn+2(y) +
1
(n− 1)(n− 2)Tn−2(y)−
2
n2 − 1Tn(y)
and
F˜ (y, x) =
S˜n(y)
4ϕ(x)ζ(x)
[
2ϕ(y)
ζ(y)− ζ(x)− ζ ′(y)(y − x) + 12ζ ′′(y)(y − x)2
(y − x)3
−2ϕ′(y)ζ(y)− ζ(x)− ζ
′(y)(y − x)
(y − x)2 + ϕ
′′(y)
ζ(y)− ζ(x)
y − x
]
.
The term dn,1k,− can be estimated for n ≥ 5 (since in this case x−n < − 12 )
|dn,1k,−| ≤ C
∫ x−n
−1
[
(1 + y)ζ
−
(1− xσkn)ζ+
+ 1
]
(1 + y)1/2
(1− xσkn)1/2
dy = C
[
(1 + x−n )
3/2+ζ−
(1− xσkn)1/2+ζ+
+
(1 + x−n )
3/2
(1− xσkn)1/2
]
≤ C
[(
1
n
)3+2ζ− (n
k
)1+2ζ+
+
1
n3
n
k
]
≤ C
[
1
n2(1+ζ−−ζ+)k1+2ζ+
+
1
n2
]
such that limn→∞ dn,1k,− = 0 and
|dn,1k,−| ≤
C
k3/2
. (4.57)
To consider dn,1k,+, we use the substitution y = cos
s
n and get
dn,1k,+ =
∫ 1
x+n
H(y, xσkn) dy =
(∫ max{x+n , 12 (1+xσkn)}
x+n
+
∫ 1
max{x+n , 12 (1+xσkn)}
)
H(y, xσkn) dy
=
(∫ s∗n
min{s∗n,snk}
+
∫ min{s∗n,snk}
0
)
H˜(s, xσkn) ds =: J
n
1,k + J
n
2,k,
with snk = n arccos 12 (1 + x
σ
kn),
H(y, x) =
√
2
pi
ϕ(y)
ϕ(x)ζ(x)
ζ(y)− ζ(x)
y − x cos s, y = cos
s
n
,
and
H˜(s, x) =
{
1
nH(cos
s
n , x) sin
s
n if 0 < s < s
∗
n
0 if s∗n < s < 3pi2 .
In the case snk < s < s∗n, i.e. if x+n < y = cos sn <
1
2 (1 + x
σ
kn), we have the estimate
|H(y, xσkn)| ≤ C
ϕ(y)
ϕ(xσkn)
|ζ ′(ζ1)|
ζ(xσkn)
for a ζ1 ∈ (x+n , 12 (1 + xσkn)). Since in this case (1 − y) ∼ (1 − xσkn) ∼ (1 − ζ1) (i.e. there exist constants
c1, c2, c3 such that (1− y) ≤ c1(1− xσkn) ≤ c2(1− ζ1) ≤ c3(1− y), for all n), we get
|H˜(s, xσkn)| ≤ C
1
n
s
k
n2
k2
s
n
=
C
k3
s2
and
|Jn1,k| ≤
C
k3
∫ 3
2pi
0
s2 ds ≤ C
k3
.
For Jn2,k we have 0 < s < snk . This is equivalent to the restriction 12 (1 + x
σ
kn) < y = cos
s
n < 1. Hence
y − xσkn > 12 (1− xσkn),
|H(y, xσkn)| ≤ C
(
1− y
1− xσkn
)1/2 [( 1− y
1− xσkn
)ζ+
+ 1
]
1
1− xσkn
,
and
|H˜(s, xσkn)| ≤
C
n
s
k
[( s
k
)2ζ+
+ 1
]
n2
k2
s
n
=
C
k3
[( s
k
)2ζ+
+ 1
]
s2.
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Thus,
|Jn2,k| ≤
C
k3
∫ 3
2pi
0
[( s
k
)2ζ+
+ 1
]
s2 ds ≤ C
k3/2
.
Consequently,
|dn,1k,+| ≤
C
k3/2
, (4.58)
and the functions H˜(s, xσkn) possess an integrable majorant
|H˜(s, xσkn)| ≤ C[s2+2ξ+ + s2], 0 < s <
3pi
2
,
where the constant C depend on ξ± and k only. Thus, we can change the order between the limit and the
integration and obtain
lim
n→∞ d
n,1
k,+ =
∫ 3pi
2
0
lim
n→∞ H˜(s, x
σ
kn) ds =
√
2
pi
∫ s∗
0
lim
n→∞
2s
(2k − 1)pi
[(
2s
(2k − 1)pi
)2ζ+
− 1
]
∗
∗ s
n2
8n2 cos s
[(2k − 1)pi]2 − [2s]2 ds =
√
2
pi
16
(2k − 1)pi
∫ s∗
0
(
2s
(2k−1)pi
)2ζ+ − 1
[(2k − 1)pi]2 − [2s]2 s
2 cos s ds.
To estimate dn,2k,± we remark that S˜n(−x) = (−1)nS˜n(x) and write√
pi
2
S˜n(cos t) =
cos(n+ 2)t
(n+ 1)(n+ 2)
+
cos(n− 2)t
(n− 1)(n− 2) −
2 cosnt
n2 − 1
=
[
1
(n+ 1)(n+ 2)
+
1
(n− 1)(n− 2)
]
cosnt cos 2t+
[
1
(n− 1)(n− 2) −
1
(n+ 1)(n+ 2)
]
sinnt sin 2t
− 2
n2 − 1 cosnt =
[
(2n2 + 4) cos 2t
(n2 − 1)(n2 − 4) −
2
n2 − 1
]
cosnt+
6n
(n2 − 1)(n2 − 4) sinnt sin 2t
=
2n2(cos 2t− 1) cosnt+ 4 cos 2t cosnt+ 8 cosnt+ 6n sin 2t sinnt
(n2 − 1)(n2 − 4)
=
8 cosnt+ 4 cos 2t cosnt+ 6n sin 2t sinnt− 4n2 sin2 t cosnt
(n2 − 1)(n2 − 4) . (4.59)
For n ≥ 5 (see (4.56)), the term dn,2k,− can be estimated
|dn,2k,−| ≤ C
1 + s∗n + (s
∗
n)
2
n4
(n
k
)1+2ζ+ {s∗n
n
[(
k
n
)2ζ+
+
(
s∗n
n
)2ζ−−2]
+
n
s∗n
[(
k
n
)2ζ+
+
(
s∗n
n
)2ζ−]}
≤ C
{
1
n4
1
k
+
1
n2
1
k
+
1
n2(1+ζ−−ζ+)k1+2ζ+
}
such that limn→∞ dn,2k,− = 0 and
|dn,2k,−| ≤
C
k3/2
. (4.60)
Now, we consider the term dn,2k,+. There are two cases possible : x+n ≥ 12 (1 + xσkn) and xσ(2k)n < x+n <
1
2 (1 + x
σ
kn). In first case we have 1− xσkn > x+n − xσkn ≥ 12 (1− xσkn) and
|dn,2k,+| ≤
C
n4
(n
k
)1+2ζ+ { 1
n
[(
k
n
)2ζ+
+
(
1
n
)2ζ+
+
(
1
n
)2ζ+−2 k2
n2
]
n4
k4
+ n
[(
k
n
)2ζ+
+
(
1
n
)2ζ+] n2
k2
}
= C
{(
1
k
)5
+
(
1
k
)5+2ζ+
+
(
1
k
)3
+
(
1
k
)3+2ζ+}
≤ C
k3/2
.
In second case we have
|dn,2k,+| ≤
C
n4
(n
k
)1+2ζ+ { 1
n
|ζ ′′(ζ2|+ n|ζ ′(ζ1)|
}
,
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for some ζ1, ζ2 ∈ (x+n , 12 (1 + xσkn)). Since in this case 1− ζ1,2 > 12 (1− xσkn) we obtain
|dn,2k,+| ≤
C
n4
(n
k
)1+2ζ+ { 1
n
(
k
n
)2ζ+−4
+ n
(
k
n
)2ζ+−2}
= C
{
1
k5
+
1
k3
}
.
Consequently,
|dn,2k,+| ≤
C
k3/2
(4.61)
and with the aid of (4.59) we obtain
lim
n→∞ d
n,2
k,+ =
1
4
√
2
pi
lim
n→∞
8 cos s∗n + 4 cos s
∗
n + 12s
∗
n sin s
∗
n − 4(s∗n)2 cos s∗n
(n2 − 1)(n2 − 4)
81/2+ζ+
21/2+ζ−(
n
(2k − 1)pi
)1+2ζ+ {s∗n
n
2ζ−
8ζ+
[(
2s∗n
n
)2ζ+
−
(
(2k − 1)pi
n
)2ζ+] 64n4
([(2k − 1)pi]2 − [2s∗n]2)2
− s
∗
n
n
2ζ−
8ζ+
(
2s∗n
n
)2ζ+ [ζ−
2
− 8ζ+n
2
[2s∗n]2
]
8n2
[(2k − 1)pi]2 − [2s∗n]2
+
n
s∗n
2ζ−
8ζ+
[(
2s∗n
n
)2ζ+
−
(
2k − 1
n
)2ζ+] 8n2
[(2k − 1)pi]2 − [2s∗n]2
}
=
√
2
pi
12 cos s∗ + 12s∗ sin s∗ − 4(s∗)2 cos s∗
[(2k − 1)pi]1+2ζ+
{
32s∗
[2s∗]2ζ+ − [(2k − 1)pi]2ζ+
([(2k − 1)pi]2 − [2s∗]2)2
+
4
s∗
(1 + 2ζ+)[2s∗]2ζ+ − [(2k − 1)pi]2ζ+
[(2k − 1)pi]2 − [2s∗]2
}
.
Finally, we write
d˜nk =
(∫ − 12
x−n
+
∫ x˜σ2k,n
− 12
+
∫ x˜+n
x˜σ2k,n
+
∫ x+n
x˜+n
)
F˜ (y, xσkn) dy =: I˜
n
1,k + I˜
n
2,k + I˜
n
3,k + I˜
n
4,k,
where x˜σ2k,n = max{− 12 , cos 2k−1n pi} and x˜+n = min{x+n , 12 (1 + xσkn)}.
For x−n < y < − 12 , we have 2 > |y − xσkn| > 12 and 2 > 1 − y > 32 . With the help of the relations
(−x−n ) = x+n , S˜n(−y) = (−1)nS˜n(y) and of the substitution y = cos sn we obtain
|I˜n1,k| ≤
C
(1− xσkn)1/2+ζ+
∫ x+n
1
2
{
(1− y) 12 [(1− y)ζ−−2 + (1− xσkn)ζ+]
+ (1− y)− 12 [(1− y)ζ−−1 + (1− xσkn)ζ+]+ (1− y)− 32 [(1− y)ζ− + (1− xσkn)ζ+]
}
S˜n(y) dy
≤ C
(n
k
)1+2ζ+ ∫ pi3 n
pi
2
1 + s+ s2
n4
s
n2
{
s
n
[( s
n
)2ζ−−4
+
(
k
n
)2ζ+]
+
n
s
[( s
n
)2ζ−−2
+
(
k
n
)2ζ+]
+
n3
s3
[( s
n
)2ζ−
+
(
k
n
)2ζ+]}
ds ≤ C
∫ pi
3 n
pi
2
{
s4
n6k
+
s2
n4k
+
1
n2k
+
s2ζ−
n2(1−ζ++ζ−)k1+2ζ+
}
ds
≤ C

1
n +
1
n1−2ζ+k1+2ζ+
ζ− > − 12
1
n +
logn
n1−2ζ+k1+2ζ+
ζ− = − 12
1
n +
1
n2(1−ζ++ζ−)k1+2ζ+
ζ− < − 12
≤ C
nε
for some ε > 0. Consequently, limn→∞ I˜n1,k = 0,
|I˜n1,k| ≤
C
kε
, (4.62)
and
d˜+k = limn→∞ d˜
n
k,+ = lim
n→∞ I˜
n
2,k + I˜
n
3,k + I˜
n
4,k = lim
n→∞
∫ ∞
pi
2
G˜(s, xσkn) ds (4.63)
where
G˜(s, x) =

0 if pi2 < s < s
∗
n
1
n F˜ (cos
s
n , x) sin
s
n if s
∗
n < s <
2pi
3 n
0 if 2pi3 n < s
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Now, we consider 12 (1 + x
σ
kn) < y = cos
s
n < x
+
n . This is equivalent to the restriction s∗n < s < snk , where
2k−1
4 pi < s
n
k <
2k−1
2 pi, such that y − xσkn > 12 (1− xσkn) and
|G˜(s, xσkn)| ≤ C
{
s
n
[( s
n
)2ζ+
+
(
k
n
)2ζ+
+
( s
n
)2ζ+−2 k2
n2
+
( s
n
)2ζ+−4 k4
n4
]
n6
k6
+
n
s
[( s
n
)2ζ+
+
(
k
n
)2ζ+
+
( s
n
)2ζ+−2 k2
n2
]
n4
k4
+
n3
s3
[( s
n
)2ζ+
+
(
k
n
)2ζ+] n2
k2
}(n
k
)1+2ζ+ s3
n6
≤ C
{
s4+2ζ+
k7+2ζ+
+
s2+2ζ+
k5+2ζ+
+
s2ζ+
k3+2ζ+
+
s4
k7
+
s2
k5
+
1
k3
}
≤ C
{
s2ζ+
k3+2ζ+
+
1
k3
}
(4.64)
Consequently,
|I˜n4,k| ≤ C
∫ 2k−1
2 pi
pi
2
{
s2ζ+
k3+2ζ+
+
1
k3
}
ds ≤ C
k3/2
(4.65)
For the case x˜σ2k,n < y = cos sn < x˜
+
n ≤ 12 (1 + xσkn) we have the restriction max{snk , s∗n} < s <
min{(2k − 1)pi, 2pi3 n} and the estimate
|F˜ (y, xσkn)| ≤
S˜n(y)
ϕ(xσkn)ζ(x
σ
kn)
(ϕ(y)|ζ ′′′(ζ3)|+ |ϕ′(y)||ζ ′′(ζ2)|+ |ϕ′′(y)||ζ ′(ζ1)|)
for some ζ1, ζ2, ζ3 ∈ (x˜σ2k,n, x˜+n ). Since in this case (1− y) ∼ (1− xσkn) ∼ (1− ζ1,2,3) we get
|G˜(s, xσkn)| ≤ C
(n
k
)1+2ζ+ {k
n
(
k
n
)2ζ+−6
+
n
k
(
k
n
)2ζ+−4
+
n3
k3
(
k
n
)2ζ+−2}k3
n6
≤ C
k2
(4.66)
and
|I˜n3,k| ≤
C
k2
∫ (2k−1)pi
pi/2
ds ≤ C
k
. (4.67)
In the last case − 12 < y < x˜σ2k,n, i.e. (2k − 1)pi < s < 2pi3 n, we have the relation (see (4.51))
1− y > xσkn − y >
1
2
(1− y).
Consequently, we obtain
|G˜(s, xσkn)| ≤ C
(n
k
)1+2ζ+ { s
n
[( s
n
)2ζ+
+
(
k
n
)2ζ+] n6
s6
+
n
s
[( s
n
)2ζ+
+
(
k
n
)2ζ+] n4
s4
+
n3
s3
[( s
n
)2ζ+
+
(
k
n
)2ζ+] n2
s2
}
s3
n6
≤ C
{
1
s2(1−ζ+)k1+2ζ+
+
1
s2k
}
(4.68)
and, since 2(1− ζ+) > 1,
|I˜n2,k| ≤ C
∫ ∞
(2k−1)pi
{
1
s2(1−ζ+)k1+2ζ+
+
1
s2k
}
ds ≤ C
k2
(4.69)
From the upper estimates in the inequalities (4.64), (4.66) and (4.68) we conclude that the function
f˜(s) := C
{
max{s2ζ+ , 1} if pi2 < s < (2k − 1)pi
(s2ζ+ + 1)s−2 if (2k − 1)pi < s <∞
with the constant C, depending on ζ± and k only, is an integrable majorant for the function G˜(s, xσkn), n >
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3
2 (2k − 1), in (4.63). Thus, we can change the order between the limit and the integration, and we obtain
d˜+k =
∫ ∞
s∗
1
4
√
2
pi
lim
n→∞
12 cos s+ 12s sin s− 4s2 cos s
(n2 − 1)(n2 − 4)
81/2+ζ+
21/2 + ζ−(
n
(2k − 1)pi
)1+2ζ+ {2s
n
2ζ−
8ζ+
[(
2s
n
)2ζ+
−
(
(2k − 1)pi
n
)2ζ+] 512n6
([(2k − 1)pi]2 − [2s]2)3
− 2s
n
2ζ−
8ζ+
(
2s
n
)2ζ+ [ζ−
2
− 8ζ+n
2
[2s]2
]
64n4
([(2k − 1)pi]2 − [2s]2)2
+
s
n
2ζ−
8ζ+
(
2s
n
)2ζ+ [ (ζ2+ − ζ+)64n4
[2s]4
ζ2− − ζ−
4
− 8ζ−ζ+n
2
[2s]2
]
8n2
[(2k − 1)pi]2 − [2s]2
+
2n
s
2ζ−
8ζ+
[(
2s
n
)2ζ+
−
(
(2k − 1)pi
n
)2ζ+] 64n4
([(2k − 1)pi]2 − [2s]2)2
− 2n
s
2ζ−
8ζ+
(
2s
n
)2ζ+ [ζ−
2
− 8ζ+n
2
[2s]2
]
8n2
[(2k − 1)pi]2 − [2s]2
−
[
n
s
+
n3
s3
]
2ζ−
8ζ+
[(
2s
n
)2ζ+
−
(
(2k − 1)pi
n
)2ζ+] 8n2
[(2k − 1)pi]2 − [2s]2
}
s
n2
ds
=
√
2
pi
∫ ∞
s∗
{
512s
[2s]2ζ+ − [(2k − 1)pi]2ζ+
([(2k − 1)pi]2 − [2s]2)3 +
64
s
(1 + 2ζ+)[2s]2ζ+ − [(2k − 1)pi]2ζ+
([(2k − 1)pi]2 − [2s]2)2
+
4
s3
(4ζ2+ − 1)[2s]2ζ+ − [(2k − 1)pi]2ζ+
[(2k − 1)pi]2 − [2s]2
}
12 cos s+ 12s sin s− 4s2 cos s
[(2k − 1)pi]1+2ζ+ s ds
The formula (4.27) is shown.
Due to the estimates (4.57), (4.58), (4.60), (4.61), (4.62), (4.65), (4.67) and (4.69) we have |dnk | ≤ Ck−ε for
some ε > 0 and for 1 ≤ k ≤ n+12 . Now, we consider n+12 ≤ k ≤ n and j = n+1− k. Then 1 ≤ j ≤ n+12
and, in view of xσ(n+1−j)n = −xσjn, ϕ(−y) = ϕ(y) and Tn(−y) = (−1)nTn(y),
dnk =
(−1)n+1
ζ˜(xσjn)
∫ 1
−1
ζ˜(y)− ζ˜(xσjn)
y − xσjn
ϕ(y)
ϕ(xσjn)
Tn(y) dy,
where ζ˜(y) = ζ(−y). Hence, we get |dkn| ≤ Cj−ε = C(n+1−k)−ε for n+12 ≤ k ≤ n and (4.54) is proved.
e) Using the estimates (4.37), (4.41) and (4.42) together with (4.54) and Remark 4.3, we get, for each fixed
m = 1, 2, ..., the l2 limit relations
VnA∗nWnem−1 → V+A∗Wem−1
DnAnD−1n WnVnem−1 → D+AD−1+ WV+em−1
and the corresponding limit relations for the adjoint operators, where the operators V+ and W are defined by
(4.25).
In view of this, items (a),(b), (c), and Lemma 4.5 we obtain the strong convergence of {VnAnV −1n Pn} and
{(VnAnV −1n Pn)∗}.
7. Convergence of {V˜nAnV˜ −1n Pn} and {(V˜nAnV˜ −1n Pn)∗}. This convergence follows from the previous
considerations and the equalities
a
(n)
(n−1−j)(n−1−k) =
ϕ(xσ(n−k)n)
ni
1− δn−1−j,n−1−k
xσ(n−k)n − xσ(n−j)n
= −
ϕ(xσ(k+1)n)
ni
1− δj,k
xσ(k+1)n − xσ(j+1)n
= −a(n)j,k 0 ≤ j, k ≤ n− 1,
a˜
(n)
(n−1−j)(n−1−k) =
χ(xσ(n−j)n)
χ(xσ(n−k)n)
ϕ(xσ(n−k)n)
ni
1− δn−1−j,n−1−k
xσ(n−k)n − xσ(n−j)n
= −
χ˜(xσ(j+1)n)
χ˜(xσ(k+1)n)
ϕ(xσ(k+1)n)
ni
1− δj,k
xσ(k+1)n − xσ(j+1)n
0 ≤ j, k ≤ n− 1,
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bnn+1−k =
(−1)n−k√
2pi
1
ni
∫ 1
−1
ζ(y)− ζ(xσ(n+1−k)n)
ζ(xσ(n+1−k)n)
ϕ(y)Tn(y)
(y − xσ(n+1−k)n)2
dy
= − (−1)
k+1
√
2pi
1
ni
∫ 1
−1
ζ˜(y)− ζ˜(xσkn)
ζ˜(xσkn)
ϕ(y)Tn(y)
(y − xσkn)2
dy 1 ≤ k ≤ n,
dnn+1−k =
1
ζ(xσ(n+1−k)n)
∫ 1
−1
ζ(y)− ζ(xσ(n+1−k)n)
y − xσ(n+1−k)n
ϕ(y)
ϕ(xσ(n+1−k)n)
Tn(y) dy
=
(−1)n+1
ζ˜(xσkn)
∫ 1
−1
ζ˜(y)− ζ˜(xσkn)
y − xσkn
ϕ(y)
ϕ(xσkn)
Tn(y) dy 1 ≤ k ≤ n,
where χ˜(y) = χ(−y), ζ˜(y) = ζ(−y), and a(n)j,k , a˜(n)j,k , bnk , and dnk are defined in items (a),(b), (c), and (d),
respectively.
4.5 The C∗− algebra A0
Now we introduce a Banach algebra A0, which is the smallest C∗− subalgebra of F generated by all
sequences of the ideal J and by all sequences of the form
{Mn(aI + bµ−1SµI)Ln}, a, b ∈ PC,
where µ := vγ,δ satisfies (4.20) and (4.21).
Later we shall give necessary and sufficient conditions for the stability of operator sequences {An} belonging
to the C∗− algebra A0. It is important that the stability results for the sequences {An} ∈ A0 can be extended
to the case of systems of CSIE’s.
Moreover, the C∗− algebra A0 will be used for the analysis of the behaviour of the singular values of the
matrices of the collocation method for equations of type (2.2) (see chapter 9).
5 An algebra of Toeplitz matrices
In this chapter we shall show that the operators W3,4{An}, for {An} ∈ A0, belong to an algebra of Toeplitz
matrices.
5.1 Some notation and preliminaries
We consider the C∗− algebra L(l2) of linear and bounded operators in l2. By alg T (PC), we denote the
closed C∗− subalgebra of L(l2) generated by the Toeplitz matrices (gˆj−k)∞j,k=0 with piecewise continuous
generating functions g(t) :=
∑
l∈Z gˆlt
l defined on T := {t ∈ C : |t| = 1} and continuous on T\{1,−1}.
First we recall some results on the Gohberg-Krupnik symbol for operators from alg T (PC).
LEMMA 5.1 (e.g. [16], Theorem 16.2). There is a continuous mapping Symb from alg T (PC) to a set of
functions defined over T× [0, 1]. For each R ∈ alg T (PC), the corresponding function SymbR(t, µ) will
be called the symbol of R. This symbol has the properties:
1. For any fixed point (t, µ) ∈ T × [0, 1] the mapping alg T (PC) → C, R 7→ Symb(t, µ), is a multi-
plicative functional.
2. For any t 6= ±1, the value SymbR(t, µ) is independent of µ, and the function t 7→ SymbR(t, 0) is
continuous on {t ∈ T : =t > 0} and on {t ∈ T : =t < 0} with the limits
SymbR(1 + 0, 0) := lim
t→+1,=t>0
SymbR(t, 0) = SymbR(1, 1),
SymbR(1− 0, 0) := lim
t→+1,=t<0
SymbR(t, 0) = SymbR(1, 0),
SymbR(−1 + 0, 0) := lim
t→−1,=t<0
SymbR(t, 0) = SymbR(−1, 1),
SymbR(−1− 0, 0) := lim
t→−1,=t>0
SymbR(t, 0) = SymbR(−1, 0).
Moreover, the functions µ 7→ SymbR(±1, µ) are continuous on [0, 1].
3. For any R ∈ alg T (PC), the operator R is Fredholm if and only if the symbol SymbR does not
vanish over T× [0, 1].
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4. For any Fredholm operator R ∈ alg T (PC), the index of R is the negative winding number of the
closed curve
Γ :=
{
SymbR(e
is, 0) : 0 < s < pi
} ∪ {SymbR(−1, s) : 0 ≤ s ≤ 1}∪{
SymbR(−eis, 0) : 0 < s < pi
} ∪ {SymbR(1, s) : 0 ≤ s ≤ 1}
with respect to the point zero, where the direction of the curve Γ is determined by the parameterizations
of its definition.
5. An operator R ∈ alg T (PC) is compact if and only if its symbol function SymbR(t, µ) vanishes over
T× [0, 1].
For any Toeplitz matrix T (g) = (gˆj−k)∞j,k=0 with piecewise continuous generating function g(t) :=
∑
l∈Z gˆlt
l
defined on T and continuous on T\{1,−1}, the symbol is given by
SymbT (g)(t, µ) =
{
g(t) if t ∈ T\{1,−1}
µg(t+ 0) + (1− µ)g(t− 0) if t = ±1.
LEMMA 5.2 ([2], Theorem 4.97). Any Hankel matrix H(g) = (gˆj+k+1)∞j,k=0 with piecewise continuous
function g(t) := ∑l∈Z gˆltl defined on T and continuous on T\{1,−1} belongs to alg T (PC) and its
symbol is defined by
SymbH(g)(t, µ) =
{
0 if t ∈ T\{1,−1}
−ti[g(t+ 0)− g(t− 0)]√µ(1− µ) if t = ±1.
LEMMA 5.3 ([19], Lemma 11.4). Suppose the generating function g(t) = ∑l gˆltl of the Toeplitz matrix
(gˆj−k)∞j,k=0 is piecewise continuous on T and continuous on T\{1,−1}, and take a complex z with |<z| <
1/2. Then the matrix
R := ([j + 1]zδj,k)∞j,k=0(gˆj−k)
∞
j,k=0([k + 1]
−zδj,k)∞j,k=0
belongs to alg T (PC), and its symbol is given by
SymbR(t, µ) =
{
g(t) if t ∈ T\{1,−1}
µg(t+0)+(1−µ)g(t−0)ei2piz
µ+(1−µ)ei2piz if t = ±1.
Furthermore, for any fixed Toeplitz matrix T (g) = (gˆj−k)∞j,k=0 ∈ alg T (PC) with a generating function
which is piecewise twice continuously differentiable, the operator valued function {z ∈ C : |<z| < 1/2} 3
z 7→ ([j + 1]zδj,k)∞j,k=0T (g)([k + 1]−zδj,k)∞j,k=0 ∈ alg T (PC) is continuous in the operator norm.
From this lemma one can easily obtain the following result.
COROLLARY 5.4. Suppose the generating function g(t) = ∑l gˆltl of the Toeplitz matrix (gˆj−k)∞j,k=0 is
piecewise continuous on T and continuous on T\{1,−1}, and take a complex z with |<z| < 1/2. Then the
matrix
R :=
([
j +
1
2
]z
δj,k
)∞
j,k=0
(gˆj−k)
∞
j,k=0
([
k +
1
2
]−z
δj,k
)∞
j,k=0
belongs to alg T (PC), and its symbol is given by
SymbR(t, µ) =
{
g(t) if t ∈ T\{1,−1}
µg(t+0)+(1−µ)g(t−0)ei2piz
µ+(1−µ)ei2piz if t = ±1.
Furthermore, for any fixed Toeplitz matrix T (g) = (gˆj−k)∞j,k=0 ∈ alg T (PC) with a generating function
which is piecewise twice continuously differentiable, the operator valued function {z ∈ C : |<z| < 1/2} 3
z 7→ ([j + 12 ]zδj,k)∞j,k=0T (g)([k + 12 ]−zδj,k)∞j,k=0 ∈ alg T (PC) is continuous in the operator norm.
LEMMA 5.5 ([20], Satz 3.3 and [11], Lemma 7.1). Assume the Mellin transform m̂(z) :=
∞∫
0
m(σ)σz−1dσ
of the univariate function m : (0,∞)→ C is analytic in the strip 1/2− ε < <z < 1/2+ ε for a small ε > 0.
Moreover, suppose
sup
z:1/2−ε<<z<1/2+ε
∣∣∣∣ dkdzk m̂(z)(1 + |z|)k
∣∣∣∣ <∞, k = 0, 1, ....
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Then m is infinitely differentiable on (0,∞). The operators M+1,M−1 ∈ L(l2) defined by
M+1 :=
(
m
(
j + 12
k + 12
)
1
k + 12
)∞
j,k=0
M−1 :=
(
(−1)j−km
(
j + 12
k + 12
)
1
k + 12
)∞
j,k=0
belong to the algebra alg T (PC), and their symbols are given by
SymbM+1(t, µ) =
{
m̂( 12 +
i
2pi log
µ
1−µ ) if t = 1
0 else,
SymbM−1(t, µ) =
{
m̂( 12 +
i
2pi log
µ
1−µ ) if t = −1
0 else.
From Lemma 5.1 and Lemma 5.5 we conclude
COROLLARY 5.6. For arbitrary ε > 0, an operator R ∈ alg T (PC) admits the representation
R = (gˆj−k)∞j,k=0 +M+1 +M−1 +Rc +Rε (5.1)
where the l2 operator norm of Rε is less than ε, where Rc ∈ L(l2) is a compact operator, where the
generating function g of the Toeplitz matrix is piecewise continuous on T and continuous on T\{1,−1}, and
where
M+1 =
(
m+
(
j + 12
k + 12
)
1
k + 12
)∞
j,k=0
M−1 =
(
(−1)j−km−
(
j + 12
k + 12
)
1
k + 12
)∞
j,k=0
with m± are suitably chosen functions from C∞(0,∞) (M±1 ∈ alg T (PC)).
5.2 The operators W3{An} and W4{An}
Now we prove that the operators W3,4{An} belong to the algebra alg T (PC) and calculate the symbols of
these operators.
LEMMA 5.7. Let (4.20) and (4.21) hold, and let An := Mn[aI + bµ−1SµI + K]Ln. Then the operators
W3,4{An} belong to the algebra alg T (PC) and their symbols are defined by
SymbW3{An} = a(1) + b(1)

1, if t ∈ T,=t > 0
−1, if t ∈ T,=t < 0
i cot
(
pi
[
1
4 + χ+ +
i
4pi log
µ
1−µ
])
if t = 1
i cot
(
pi
[
1
4 − i4pi log µ1−µ
])
if t = −1.
(5.2)
SymbW4{An} = a(−1)− b(−1)

1, if t ∈ T,=t > 0
−1, if t ∈ T,=t < 0
i cot
(
pi
[
1
4 + χ− +
i
4pi log
µ
1−µ
])
if t = 1
i cot
(
pi
[
1
4 − i4pi log µ1−µ
])
if t = −1.
(5.3)
Proof. At first we prove the statements of the Lemma for the operator W3{An}.
For the limits of the discretized multiplication operators (see Lemma 4.4), the proof is obvious. It remains to
consider the limit operators S and Aµ+ (see Lemmata 4.5 and 4.6). Moreover, since the diagonal entries in the
diagonal matrices B+ and V+ tend to zero (see (4.44) and (4.54)) and since the compact operators belong to
alg T (PC), we only have to show that S,A, and D+AD−1+ belong to alg T (PC) (see (4.22) and (4.23)).
For the matrix S we have the relation S = T (φ) − H(φ), where T (φ) and H(φ) are Toeplitz and Hankel
matrices with the generating function φ(t) = sgn (=t), t ∈ T. From Lemma 5.1 and Lemma 5.2 we obtain
that S ∈ alg T (PC), where its symbol is given by
SymbS(t, µ) =

1 if t ∈ T,=t > 0
−1 if t ∈ T,=t < 0
±(2µ− 1) + 2i√µ(1− µ) if t = ±1
=

1 if t ∈ T,=t > 0
−1 if t ∈ T,=t < 0
i cot
(
pi
[
1
4 ± i4pi log µ1−µ
])
if t = ±1.
(5.4)
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Now, we consider the matrix D+AD−1+ . We start with a well-known formula for the Mellin transform (see
e.g. [5, 7])
1
1− x =
1
2
∫
z:<z=1/2
x−z{−i cot(piz)} dz, x > 0,
where the integral is defined in the principal value sense. By straightforward transformations and by the residue
theorem (see (4.38) for the analyticity of the integrand), we conclude
2x2χ+
1− x2 =
∫
{z:<z=1/2}
x−(2z−2χ+){−i cot(piz)} dz = 1
2
∫
{ζ:<ζ=1−2χ+}
x−ζ
{
−i cot
(
pi
(
ζ
2
+ χ+
))}
dζ
=
1
2
∫
{ζ:<ζ=1/2}
x−ζ
{
−i cot
(
pi
(
ζ
2
+ χ+
))}
dζ.
Subtracting the similar formula for x
[χ+−1/4]
1−x , we obtain
2x2χ+
1− x2 −
x[χ+−1/4]
1− x =
1
2
∫
{ζ:<ζ=1/2}
x−ζB(ζ) dζ, (5.5)
where
B(ζ) := −i cot
(
pi
(
ζ
2
+ χ+
))
+ i cot
(
pi
(
ζ + χ+ − 14
))
. (5.6)
Taking a ψ ∈ R with max{−1/2,−2χ+} < ψ < 1/4−χ+ and applying, again, a simple transformation and
the residue theorem, we arrive at
(1− x)
{
2x2χ+
1− x2 −
x[χ+−1/4]
1− x
}
=
1
2
{∫
{ζ:<ζ=1/2}
x−ζB(ζ) dζ −
∫
{ζ:<ζ=1/2}
x−(ζ−1)B(ζ) dζ
}
=
1
2
{∫
{ζ:<ζ=ψ}
x−ζB(ζ) dζ − 2x[χ+−1/4] −
∫
{ζ:<ζ=−1/2}
x−ζB(ζ + 1) dζ
}
=
1
2
∫
{ζ:<ζ=ψ}
x−ζ
{
B(ζ)−B(ζ + 1)
}
dζ − x[χ+−1/4].
Therefore
κ(x) := (1− x) 2x
2χ+
1− x2 =
1
2
∫
{ζ:<ζ=ψ}
x−ζ
{
B(ζ)−B(ζ + 1)
}
dζ, x > 0.
Consequently, we get for j 6= k
κ
(
j + 12
k + 12
)
=
(
1− j +
1
2
k + 12
)(
j + 12
k + 12
)2χ+ 2
1− (j+
1
2 )
2
(k+ 12 )
2
= (k − j)
(
j+ 12
k+ 12
)2χ+
(2k + 1)
(k − j)(j + k + 1) ,
and
D+AD−1+ =
1
2
∫
{ζ:<ζ=ψ}
 1
pii
(
j+ 12
k+ 12
)−ζ
(1− δj,k)
j − k

∞
j,k=0
{
B(ζ)−B(ζ + 1)
}
dζ. (5.7)
Obviously, the matrix
(
1
pii
(1−δj,k)
j−k
)∞
j,k=0
is a Toeplitz matrix and its generating function
g(ei2pis) =
∑
l 6=0
1
pii
1
l
ei2pils = 1− 2s, 0 ≤ s < 1,
is piecewise continuous on T and continuous on T\{1}. Thus, in view of Corollary 5.4, for any fixed ζ ∈
{ζ : <ζ = ψ} the matrix
Tζ :=
 1
pii
(
j+ 12
k+ 12
)−ζ
(1− δj,k)
j − k

∞
j,k=0
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belongs to alg T (PC) and its symbol is given by
SymbTζ =
{
1− 2s if t = e−i2pis ∈ T\{1}
µ−(1−µ)e−i2piζ
µ+(1−µ)ei2piζ if t = 1
=
{
1− 2s if t = ei2pis ∈ T\{1}
−i cot
(
pi
[
1
2 + ζ +
1
2pii log
µ
1−µ
])
if t = 1.
Note that the integral in (5.7) is to be understood in the sense of Bochner (see [24]).This is possible since the
operator function {ζ : <ζ = ψ} 3 ζ 7→ Tζ is continuous (see Corollary 5.4) and uniformly bounded and since
{ζ : <ζ = ψ} 3 ζ 7→ [B(ζ)−B(ζ +1)] is a continuous and absolutely integrable function. Consequently, the
integral representation (5.7) proves that the operator D+AD−1+ is in alg T (PC) and its symbol is equal
SymbD+AD−1+ (t, µ) =
1
2
∫
{ζ:<ζ=ψ}
SymbTζ (t, µ)
{
B(ζ)−B(ζ + 1)
}
dζ
=
1
2
(∫
{ζ:<ζ=ψ}
SymbTζ (t, µ)B(ζ) dζ −
∫
{ζ:<ζ=ψ+1}
SymbTζ−1(t, µ)B(ζ) dζ
)
.
We observe that SymbTζ is 1-periodic with respect to the variable ζ, and, applying the residue theorem, we
arrive at
SymbD+AD−1+ (t, µ) =
1
2
∫
{ζ:<ζ=ψ}
SymbTζ (t, µ)B(ζ) dζ −
1
2
∫
{ζ:<ζ=ψ+1}
SymbTζ (t, µ)B(ζ) dζ
= SymbT1/4−χ+ (t, µ)−
{
0 if t ∈ T\{1}
B
(
1
2 +
i
2pi log
µ
1−µ
)
if t = 1
=
{
1− 2s if t = ei2pis ∈ T\{1}
i cot
(
pi
[
1
4 + χ+ +
i
4pi log
µ
1−µ
])
if t = 1.
(5.8)
In particular, if χ+ = 0 we obtain that the operator D+AD−1+ is equal to the operator A. Therefore
A ∈ alg T (PC) and
SymbA(t, µ) =
{
1− 2s if t = ei2pis ∈ T\{1}
i cot
(
pi
[
1
4 +
i
4pi log
µ
1−µ
])
if t = 1.
(5.9)
From this we conclude that W3{An} ∈ alg T (PC), and in view of (5.4),(5.8), (5.9) and (4.22), (4.23) we get
(5.2), because the symbol of the compact operators B+,D+AD−1+ WV+, and V+A∗W are zero.
Completely analogous we obtain that W4{An} ∈ alg T (PC), and its symbol is defined by (5.3).
Now, since the mappings W3,4 : F → L(l2) are ∗− homomorphisms (see Lemma 3.8) we can easily obtain
COROLLARY 5.8. Let {An} ∈ A0. Then the operators W3,4{An} belong to the algebra alg T (PC).
6 The local principle of Allan and Douglas
To a general Banach algebra with identity and to a general central subalgebra we can apply the local principle
of Allan and Douglas in order to analyze the invertibility of an element. In this chapter we formulate the
corresponding assertions for our specific setting.
6.1 The subalgebra A of the algebra F
In this section we prove that further sequences of approximate operators belong to the algebra F . Using these
sequences and the operator sequences of the collocation method, we shall form a C∗− algebra which is the
basic algebra for the stability analysis of the collocation method.
For R ∈ alg T (PC), using the projections Pn, we define the finite sections Rn := PnR|im Pn ∈ L(im Pn).
Furthermore, using the notation from section 3.2, we form the operators Rωn := (Eωn )−1RnEωnLn, ω ∈ {3, 4},
mapping im Ln into im Ln. We will show that the sequences {R3n} and {R4n} belong to the algebra F . This
fact can be proved like in the case when the collocation points are the Chebyshev nodes of the second kind (see
[11], Lemma 4.1), but we make use of new ideas and prove it separately for the special case ν = σ and for
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general ν.
For k, n ∈ Z and n ≥ 1, let ϕ˜nk denote the characteristic function of the interval [ kn , k+1n ) multiplied by
√
n.
Then the operators
E˜n : l2Z → L2(R), {ξk}∞k=−∞ 7→
∞∑
k=−∞
ξkϕ˜
n
k
and
(E˜n)−1 : im E˜n → l2Z,
∞∑
k=−∞
ξkϕ˜
n
k 7→ {ξk}∞k=−∞
act as isometries. Further we denote the orthogonal projection from L2(R) onto im E˜n by L˜n. We have the
following result
LEMMA 6.1 ([8], Proposition 2.10). For any operator R ∈ alg T (PC) the sequence E˜nR(E˜n)−1L˜n :
L2(R)→ L2(R) is strongly convergent.
If we define L0n : L2σ → L2σ, V 0n : im L0n → im Pn, (V 0n )−1 : im Pn → im L0n, and W˜ : l2 → l2 by
W˜ ξ =
{
(−1)kξk
}∞
k=0
, L0nu =
n−1∑
k=0
〈u, Tk〉σTk,
V 0n u =
{√
pi
n
u(xσ(k+1)n)
}n−1
k=0
, (V 0n )
−1ξ =
n∑
k=1
√
n
pi
ξk−1lσkn,
then we get the following lemma.
LEMMA 6.2. The sequences {V −1n V 0n JνLn} and {J−1ν (V 0n )−1VnLn} belong to the algebra F2.
Proof. 1. Uniform boundedness. Since Jν ∈ L(L2ν ,L2σ), J−1ν ∈ L(L2σ,L2ν) and since the sequences
Vn : im Ln → im Pn and V −1n : im Pn → im Ln are uniformly bounded (see Lemma 3.5), it remains to
show the uniform boundedness of the sequences V 0n : im L0n → im Pn and (V 0n )−1 : im Pn → im L0n. Let
u ∈ im L0n, u = pn, where pn is a polynomial of degree less then n, and let ξ ∈ im Pn. Using the exactness
of the Gauss rule and orthonormality of
√
n
pi l
σ
kn we obtain
‖V 0n u‖2l2 =
pi
n
n∑
k=1
|pn(xσkn)|2 =
∫ 1
−1
|pn(x)|2σ(x) dx = ‖u‖2σ,
‖(V 0n )−1ξ‖2σ = ‖
n∑
k=1
ξk−1
√
n
pi
lσkn‖2σ =
n∑
k=1
|ξk−1|2 = ‖ξ‖2l2 .
2. Convergence of {V −1n V 0n JνLn} and {J−1ν (V 0n )−1VnLn}. At first we rewrite these sequences in another
form. We have
V −1n V
0
n JνLnu = V
−1
n V
0
n
(
n−1∑
k=0
〈u, u˜k〉νγkTk
)
= V −1n
{
n−1∑
k=0
√
pi
n
〈u, u˜k〉νγkTk(xσ(j+1)n)
}n−1
j=0
=
n∑
j=1
ρ−1(xσjn)
n−1∑
k=0
〈u, u˜k〉ν(Jν u˜k)(xσjn)l˜σjn =Mnρ−1JνLnu,
and
J−1ν (V
0
n )
−1VnLnu = J−1ν (V
0
n )
−1
{√
pi
n
ρ(xσ(j+1)n)
n−1∑
k=0
〈u, u˜k〉ν u˜k(xσ(j+1)n)
}n−1
j=0
= J−1ν
 n∑
j=1
ρ(xσjn)
n−1∑
k=0
〈u, u˜k〉ν u˜k(xσjn)lσjn(x)
 = J−1ν LσnρLnu.
Using Lemma 3.2, Corollary 3.3, and these representations we get, for all m ∈ N, n > m,
V −1n V
0
n JνLnu˜m =Mnρ
−1Jν u˜m = γmMnρ−1Tm → ρ−1γmTm = ρ−1Jν u˜m in L2ν ,
J−1ν (V
0
n )
−1VnLnu˜m = J−1ν L
σ
nρu˜m → J−1ν ρu˜m in L2ν .
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Consequently,we have strong convergence V −1n V 0n JνLn → ρ−1Jν and J−1ν (V 0n )−1VnLn → J−1ν ρI in L2ν .
3. Convergence of {WnV −1n V 0n JνWnLn} and {WnJ−1ν (V 0n )−1VnWnLn}. From relations (4.6),(4.8) and
(4.9) we have, for m < n,
WnV
−1
n V
0
n JνWnLnu˜m =WnMnρ
−1γn−1−mTn−1−m =
n−1∑
j=0
αn−1−j,n(γn−1−mTn−1−mρ−1)u˜j
=
n−1∑
j=0
εn−1−j,n
pi
n
n∑
k=1
ρ(xσkn)γn−1−mTn−1−m(x
σ
kn)u˜n−1−j(x
σ
kn)u˜j
=
n−1∑
j=0
εn−1−j,n
pi
n
n∑
k=1
ρ(xσkn)u˜m(x
σ
kn)γjTj(x
σ
kn)u˜j
=
n−1∑
j=0
pi
n
n∑
k=1
ρ(xσkn)u˜m(x
σ
kn)Tj(x
σ
kn)J
−1
ν Tj = J
−1
ν L
σ
nρu˜m.
Consequently, we get thatWnV −1n V 0n JνWnLn = J−1ν LσnρLn,WnJ−1ν (V 0n )−1VnWnLn =Mnρ−1JνLn, and
the strong convergence of these sequences follows from the previous item.
4. Convergence of the adjoint sequences. From Lemma 3.4 and the fact that (V 0n )∗ = (V 0n )−1 one can easily
obtain the existence of the strong limit for the respective adjoint sequences.
LEMMA 6.3. Let ν = σ. Then, for any operator R ∈ alg T (PC), the sequences {R3n} and {R4n} belong
to the algebra F . If R is the Toeplitz operator (gˆj−k)∞j,k=0, then
W3(R3n) =W4(R
4
n) = R, W4(R
3
n) =W3(R
4
n) = R˜, R˜ := (gˆk−j)
∞
j,k=0.
Proof. 1. Uniform boundedness of these sequences is obvious.
2. Convergence of {R3n} For k = 1, ..., n, define functions
ϕnk (x) =
{√
n
pi , cos
k
npi ≤ x < cos k−1n pi,
0, otherwise,
and let Sn, S˜n : L2σ → L2σ refer to the operators
Snu =
√
n
pi
n∑
k=1
〈u, ϕnk 〉σ l˜σkn, S˜nu =
n∑
k=1
〈u, ϕnk 〉σϕnk .
Then, in view of the uniform boundedness of V −1n ,
‖Snu‖2σ ≤ C
n∑
k=1
|〈u, ϕnk 〉σ|2 = C‖S˜nu‖2σ ≤ C‖u‖2σ,
i.e. the sequence {Sn} ⊂ L(L2σ) is uniformly bounded. Moreover, for the characteristic function u = χ[x,y]
of an interval [x, y] ⊂ [−1, 1], we have∣∣∣∣〈u, ϕnk 〉σ −√pinu(xσkn)
∣∣∣∣ =
∣∣∣∣∣
√
n
pi
∫ k
npi
k−1
n pi
[
u(cos s)− u(cos 2k − 1
2n
pi)
]
ds
∣∣∣∣∣
≤
{
0, x, y /∈ (cos knpi, cos k−1n pi) ,√
pi
n , otherwise,
which implies
‖Snu−Mnu‖2σ =
∥∥∥∥∥
√
n
pi
n∑
k=1
[
〈u, ϕnk 〉σ −
√
pi
n
u(xσkn)
]
l˜σkn
∥∥∥∥∥
2
σ
≤ C 2pi
n
.
Consequently, Snu→ u in L2σ for all u ∈ L2σ. In particular, we get the following equivalences (ξnk ∈ C), in
view of Lemma 3.1 and (3.2),
n∑
k=1
ξnk l˜
σ
kn → u in L2σ ⇔ lim
n→∞
∥∥∥∥∥
n∑
k=1
ξnk l˜
σ
kn − Snu
∥∥∥∥∥
σ
= 0⇔ lim
n→∞
n∑
k=1
∣∣∣∣√pinξnk − 〈u, ϕnk 〉σ
∣∣∣∣2 = 0
⇔ lim
n→∞
∥∥∥∥∥
n∑
k=1
√
pi
n
ξnkϕ
n
k − S˜nu
∥∥∥∥∥
σ
= 0⇔
√
pi
n
n∑
k=1
ξnkϕ
n
k → u in L2σ.
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Since Sn → I in L2σ, the convergence V −1n PnRPnVnLnu→ g in L2σ for an u ∈ L2σ is equivalent to
R3nSnu = V
−1
n PnRPnVnSnu = V
−1
n PnRPn{〈u, ϕnk 〉σ}nk=1 → g in L2σ
and, due to the previous considerations, equivalent to
n∑
j=1
n∑
k=1
rj−1,k−1〈u, ϕnk 〉σϕnj → g in L2σ, (6.1)
where R = [rj,k]∞j,k=0.
The mapping T : L2σ → L2(0, 1) defined by (Tu)(s) =
√
piu(cospis) is an isometrical isomorphism, whereby
Tϕnk = ϕ˜
n
k . Consequently, (6.1) is equivalent to
χ[0,1]
∑
j∈Z
∑
k∈Z
rj−1,k−1〈χ[0,1]Tu, ϕ˜nk 〉L2(R)ϕ˜nj → χ[0,1]Tg in L2(R). (6.2)
The left-hand side of (6.2) can be written as χ[0,1]E˜nR(E˜n)−1L˜nχ[0,1]Tu, and Lemma 6.1 guarantees the
convergence of this sequence. Hence, we have proved that the strong limit W1{R3n} exists.
3. Convergence of {WnR3nWn} By definitions and by taking into account (4.9) we find, for u ∈ L2ν ( ν is
arbitrary),
VnWnu = Vn
(
n−1∑
m=0
〈u, u˜m〉ν u˜n−1−m
)
=
{√
pi
n
ρ(xσ(k+1)n)
n−1∑
m=0
〈u, u˜m〉ν u˜n−1−m(xσ(k+1)n)
}n−1
k=0
=
{
(−1)k
n−1∑
m=0
〈u, u˜m〉ν(Jν u˜m)(xσ(k+1)n)
}n−1
k=0
= W˜V 0n JνLnu (6.3)
Consequently, for ν = σ,
WnV
−1
n PnRPnVnWn = J
−1
σ (V
0
n )
−1VnLnV −1n PnW˜RW˜PnVnLnV
−1
n V
0
n JσLn. (6.4)
In case R = (gˆj−k)∞j,k=0 is a Toeplitz matrix with generating function g(t) =
∑
k∈Z gˆkt
k, t ∈ T we get
W˜RW˜ = R−, where R− is the Toeplitz matrix with the generating function g(−t). Hence, since W˜ 2 = I,
W˜RW˜ ∈ alg T (PC) if R ∈ alg T (PC). So, by (6.4), Lemma 6.2 and previous considerations we get the
existence of W2{R3n}.
4. Convergence of {VnR3nV −1n Pn} and {V˜nR3nV˜ −1n Pn} Obviously,
VnV
−1
n PnRPnVnV
−1
n Pn = PnRPn → R in l2
for each R ∈ alg T (PC). In view of (3.3), we have
V˜nV
−1
n PnRPnVnV˜
−1
n Pn = W˜nPnRW˜nPn,
which, in case of R = T (g) = (gˆj−k)∞j,k=0, is equal to PnR˜Pn with R˜ = (gˆk−j)∞j,k=0. Hence we get the
existence of the strong limit of W˜nPnRW˜nPn in l2 for any Toeplitz matrices R = T (g) and for the linear
combination of two of them. Further, using the well known relation (see e.g. [2], §7.6)
PnT (g1)T (g2)Pn = PnT (g1)PnT (g2)Pn + W˜nPn[T (g˜1g˜2)− T (g˜1)T (g˜2)]W˜nPn,
where g˜1(t) = g˜1(1/t), g˜2(t) = g˜2(1/t), we obtain
W˜nPnT (g1)T (g2)W˜nPn = W˜nPnT (g1)W˜nPnW˜nPnT (g2)W˜nPn + Pn[T (g˜1g˜2)− T (g˜1)T (g˜2)]Pn.
Whence the strong limit of W˜nPnT (g1)T (g2)W˜nPn exists, for Toeplitz matrices T (g1) and T (g2).Moreover,
if we have the convergence of W˜nPnRkW˜nPn for a sequence of operators Rk ∈ alg T (PC), then it is true
for the limit operator (in the sense of operator norm). Consequently, the strong limit of W˜nPnRW˜nPn exists
for all R ∈ alg T (PC).
5. Convergence of the adjoint sequences The strong convergence for the adjoint sequences immediately
follows from Lemma 3.4 and previous considerations.
The proof for {R4n} is completely analogous.
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LEMMA 6.4. For any operator R ∈ alg T (PC) the sequences {R3n} and {R4n} belong to the algebra F .
If R is the Toeplitz operator (gˆj−k)∞j,k=0, then
W3(R3n) =W4(R
4
n) = R, W4(R
3
n) =W3(R
4
n) = R˜, R˜ := (gˆk−j)
∞
j,k=0.
Proof. The statements of this lemma follow from Lemma 6.3 and the relations
Ln = ρ−1Ln,σρI, Wn = ρ−1Wn,σρI, Vn = Vn,σρI, V˜n = V˜n,σρI,
where by Ln,σ,Wn,σ, Vn,σ, V˜n,σ are denoted the operators Ln,Wn, Vn, V˜n in the special case ν = σ and
where the multiplication operator ρI : L2ν → L2σ is an isometry.
By A we denote the smallest C∗-subalgebra of F generated by all sequences of the ideal J , by all
sequences {Rωn} with ω ∈ {3, 4} and R ∈ alg T (PC), and by all sequences of the form
{Mn(aI + bµ−1SµI)Ln}, a, b ∈ PC,
where µ := vγ,δ satisfies (4.20) and (4.21). We shall prove the missing invertibility of the coset of collocation
sequence in the quotient algebra F/J (see Theorem 3.9) by showing the invertibility in the quotient algebra
A/J . For {An} ∈ F , we write {An}0 for the coset {An}+ J of F/J .
6.2 A subalgebra in the center of the quotient algebra A/J
In this section we show that the coset of the sequences of discretized multiplication operators with continuous
functions form a subalgebra contained in the center of the quotient algebra A/J . At first, we prove some
auxiliary results.
LEMMA 6.5 (see [11], Lemma 4.1). Suppose χs and χb are continuous functions over [−1, 1] such that
|χs(x)|, |χb(x)| ≤ 1, x ∈ [−1, 1], such that χs has a small support with supp [χs ◦ cos] ⊆ [t − εs, t + εs],
where cos is considered as a function defined on [0, pi], and such that χb has a support with supp [χb ◦ cos]∩
[t − εb, t + εb] = ∅. Then, for any R ∈ alg T (PC) and for any ε > 0, there exists a constant C such that
εb/εs > C implies the locality property∥∥∥∥(χb(xσ(j+1)n)δj,k)n−1j,k=0Rn (χs(xσ(j+1)n)δj,k)n−1j,k=0
∥∥∥∥
L(l2)
≤ ε,∥∥∥∥(χs(xσ(j+1)n)δj,k)n−1j,k=0Rn (χb(xσ(j+1)n)δj,k)n−1j,k=0
∥∥∥∥
L(l2)
≤ ε.
Moreover, if the support of χs satisfies supp [χs ◦ cos] ⊆ [t− εs, t+ εs] ⊂ [0, pi − εb], then we get∥∥∥∥(I − Pn)RPn (χs(xσ(j+1)n)δj,k)n−1j,k=0
∥∥∥∥
L(l2)
≤ ε,∥∥∥∥(χs(xσ(j+1)n)δj,k)n−1j,k=0 PnR(I − Pn)
∥∥∥∥
L(l2)
≤ ε.
Proof. The assertions of the lemma are a simple consequence of the more general estimates∥∥∥(d1jδj,k)∞j,k=0R (d2jδj,k)∞j,k=0∥∥∥L(l2) ≤ ε, (6.5)∥∥∥(d2jδj,k)∞j,k=0R (d1jδj,k)∞j,k=0∥∥∥L(l2) ≤ ε (6.6)
which hold for any two sequences d1k and d2k with |dik| ≤ 1, with d1k = 0 for each k in {k : |t−k/n| ≥ εs},
and with d2k = 0 in {k : |t − k/n| ≤ εb}. Here t is a fixed non-negative real and, like in the lemma, we
suppose εb/εs > C for a sufficiently large constant C depending on R and ε, only. Of course, it suffices to
prove (6.6) since (6.5) follows by passing to the adjoint matrices.
It is not hard to see that, if the assertion of (6.6) is true for two operators R1 and R2, then it is true for the
linear combination and for the product of R1 and R2. Moreover, if it is true for a sequence of operators, then
it holds for the limit operator (in the sense of operator norm) as well. Hence, it is sufficient to verify statement
(6.6) for the generating Toeplitz matrices R = (gˆj−k)∞j,k=0 with gˆk the Fourier coefficients of a piecewise
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smooth function g. Now, without loss of generality, we assume t = 0. From Young’s inequality for discrete
convolution operators we conclude
∥∥∥(d2jδj,k)∞j,k=0R (d1jδj,k)∞j,k=0 (ξk)∞k=0∥∥∥L(l2) ≤ C
( ∑
k: k<nεs
|ξk|
)√ ∑
l: l=j−k,k<nεs,j>nεb
|gˆl|2
≤ C
√ ∑
k: k<nεs
1
√∑
k
|ξk|2
√ ∑
l: l>n(εb−εs)
|gˆl|2 ≤ C
√
εs
εb − εs ‖(ξk)
∞
k=0‖l2 .
In the last step we have used the fact that the Fourier coefficients gˆl of a piecewise smooth function g satisfy
the estimate |gˆl| ≤ C/l for l 6= 0. Obviously, the last right-hand side is less than ε‖(ξk)k‖l2 if εb/εs > C
for sufficiently large C.
LEMMA 6.6. Let T (φ) =
(
1−(−1)j−k
ipi(j−k)
)∞
j,k=0
be the Toeplitz matrix with the generating function φ =
sgn =t, t ∈ T, and let χ, χ˜ be continuous functions with supp χ, supp χ˜ ⊂ (−1, 1). Then the sequence
{MnχLn [Mnρ−1SρLn − [T (φ)]3n]Mnχ˜Ln} belongs to the ideal J2 ⊂ J .
Proof. From (4.17) we have
Mnρ
−1SρLn − [T (φ)]3n = V −1n
{
[1− (−1)j+k]
2
(
cos j−k2n pi
ni sin j−k2n pi
− 2
pii(j − k)
)n−1
j,k=0
− [1 + (−1)
j+k]
2
(
cos j+k−12n pi
ni sin j+k−12n pi
)n−1
j,k=0
}
VnLn. (6.7)
Now we define functions k1(t, s) and k2(t, s) on [0, pi]2 by
k1(t, s) :=
χ(cos t)χ˜(cos s)
piiρ(cos t)ϑ(cos s)
[
cos (t−s)2
sin (t−s)2
− 2
t− s
]
,
k2(t, s) :=
χ(cos t)χ˜(cos s)
piiρ(cos t)ϑ(cos s)
cos t+s2
sin t+s2
.
Clearly, these functions are continuous, and the integral operators K1,K2 corresponding to the kernels
k1(arccosx, arccos y) and k2(arccosx, arccos y), respectively, can be approximated by quadrature methods
K1n,K
2
n ∈ L(im Ln) such that
K1n =MnχLnV
−1
n
(
cos j−k2n pi
ni sin j−k2n pi
− 2
pii(j − k)
)n−1
j,k=0
VnLnMnχ˜Ln, (6.8)
K2n =MnχLnV
−1
n
(
cos j+k−12n pi
ni sin j+k−12n pi
)n−1
j,k=0
VnLnMnχ˜Ln, (6.9)
and that the sequences K1n,K2n ∈ J2 (see Lemma 3.10). Further, in view of (6.3), we obtain
PnW˜Pn = V 0n JνWnV
−1
n Pn,
PnW˜Pn = VnWnJ−1ν (V
0
n )
−1Pn.
Using these relations and (6.7),(6.8),(6.9), we can write
MnχLn[Mnρ−1SρLn− [T (φ)]3n]Mnχ˜Ln =
1
2
[K1n−K2n]−
1
2
V −1n V
0
n JνWn[K
1
n+K
2
n]WnJ
−1
ν (V
0
n )
−1VnLn.
Now, the assertion of the lemma immediately follows from Lemma 6.2.
LEMMA 6.7. Let M+1 and M−1 be the operators defined in Lemma 5.5, and let χ, χ˜ be continuous
functions with supp χ, supp χ˜ ⊂ (−1, 1). Then the sequences {MnχLn[M+1]3n Mnχ˜Ln} and {MnχLn
[M−1]3nMnχ˜Ln} belong to the ideal J2 ⊂ J .
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Proof. Setting
k(x, y) =
χ(x)χ˜(y)
ρ(x)ϑ(y)
m+
(
arccosx
arccos y
)
1
arccos y
,
the operator {MnχLn[M+1]3nMnχ˜Ln} takes the form Kn of Lemma 3.10 and, consequently,
{MnχLn[M+1]3nMnχ˜Ln} ∈ J2 ⊂ J .
The proof for M−1 is analogous.
Now we can prove that the set of discretized multiplication operators forms a subalgebra contained in the
center of the quotient algebra A/J .
LEMMA 6.8 (cp. [11], Lemma 5.1). The cosets {MnfLn}0, where f ∈ C[−1, 1], belong to the center of
A/J .
Proof. We have to show that the commutators of {MnfLn} with the generating elements of A are con-
tained in J . First we observe MnfLnMnaLn = MnfaLn, which implies {MnfLn}0{MnaLn}0 =
{MnaLn}0{MnfLn}0.
Next we turn to the commutators of the discretized multiplication operators with the discretized Cauchy sin-
gular integral operator. Firstly we suppose f = p is a polynomial of degree not greater than m. Then we get
MnpLn−m = pLn−m for n > m. Consequently,
MnpLnMnµ
−1SµLn −Mnµ−1SµLnMnpLn =Mnpµ−1SµLn −Mnµ−1SµMnpLn
=Mnµ−1(pS − Sp)µLn +Mnµ−1Sµ(I −Mn)p(Ln − Ln−m).
Obviously, the sequence {Mnµ−1(pS − Sp)µLn} belongs to J . Moreover, we observe the identity
Ln − Ln−m =WnLmWn and, consequently,
Mnµ
−1Sµ(I −Mn)p(Ln − Ln−m) =Mnµ−1Sµ(I −Mn)pWnLmWn
= [Mnµ−1(Sp− pS)µLn +Mnpµ−1SµLn −Mnµ−1SµLnMnpLn]WnLmWn,
which shows that the sequence {Mnµ−1Sµ(I −Mn)p(Ln − Ln−m)} belongs to J, too.
Taking into account the closedness of J and (4.5), we arrive at the relation {MnfLn}0{Mnµ−1 SµLn}0 =
{Mnµ−1SµLn}0{MnfLn}0 valid for all f ∈ C[−1, 1].
Next, we have to consider the commutators of the discretized multiplication operators {Mn fLn} with the
sequences {R3n} and {R4n} for the matrices R ∈ alg T (PC). For similarity reasons, we only treat {R3n}. In
view of representation (5.1),we have to consider the cases R = (gˆj−k)∞j,k=0 and R = M+1,M−1. We start
with R = (gˆj−k)∞j,k=0. If the function f is Lipschitz and if the generating function g of R is a trigonometric
polynomial, then we get(
f(xσ(j+1)n)δj,k
)n−1
j,k=0
Rn −Rn
(
f(xσ(j+1)n)δj,k
)n−1
j,k=0
=
(
[f(xσ(j+1)n)− f(xσ(k+1)n)]gˆj−k
)n−1
j,k=0
and
|[f(xσ(j+1)n)− f(xσ(k+1)n)]gˆj−k| ≤
C
n
|j − k||gˆj−k|,
where gˆk = 0 for all sufficiently large |k|.
Hence, the norm of the commutator {MnfLn}{R3n} −{R3n}{MnfLn} tends to zero. Consequently, due to
(4.5) and the closedness of J , for continuous f and g, we get {MnfLn}{R3n} − {R3n}{MnfLn} ∈ J .
For piecewise twice continuously differentiable functions g and Lipschitz continuous f, we only get the
estimate
|[f(xσ(j+1)n)− f(xσ(k+1)n)]gˆj−k| ≤
C
n
|j − k|
1 + |j − k| ≤
C
n
. (6.10)
This, however, allows us to replace R3n by R˜3n = V −1n
(
χ(xσ(j+1)n)δj,k
)n−1
j,k=0
Rn
(
χ(xσ(j+1)n) δj,k)
n−1
j,k=0 Vn
with a continuous function χ which is identically equal to one except in two small neighborhoods of the
two interval end-points and such that supp χ ⊂ (−1, 1). Indeed, J is closed and the difference between
[MnfLnR3n−R3nMnfLn] and the modified operator [MnfLnR˜3n− R˜3nMnfLn] is small due to (6.10) and to
a simple Frobenius (Hilbert-Schmidt) norm estimate. In view of Lemma 6.6 and since the discretized singular
integral operator commutes with the discretized multiplication operators by the previous part of the present
proof, we conclude that the commutator of {R˜3n} and {MnfLn} is in J for R = T (φ) generated by
φ = sgn =t. In other words, we get {MnfLn}{[T (φ)]3n} − {[T (φ)]3n}{MnfLn} ∈ J .
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Further, a general generator function, piecewise continuous on T and continuous on T\{1,−1} can be rep-
resented in the form g(t) = λg+(t)φ(t) + µg−(t)φ(t) + gc(t) with fixed numbers λ, µ, with g±(t) =
t−1 ± 1, φ(t) = sgn =t, and with a continuous function gc(t). Then we get the representation
T (g) = λT (g+)T (φ) + µT (g−)T (φ) + T (gc). (6.11)
Now we notice that the matrices T (g±) consist of two non-zero diagonals, namely the main diagonal and the
one above the main diagonal. Therefore,
Pn−1T (g±)T (φ)Pn = Pn−1T (g±)PnT (φ)Pn. (6.12)
Since the commutator is linear with respect to f we can suppose that |f(x)| ≤ 1, x ∈ [−1, 1], and f(−1) = 0.
In view of (4.5), we even can suppose that f is idendically zero in a small neighbourhood of −1. Due to
Lemma 6.5 we can consider instead of the commutator [{MnfLn}{R3n} − {R3n}{MnfLn}], the sequence
{MnχLn}[{MnfLn}{R3n} − {R3n}{MnfLn}], with a continuous function χ such that χ(x) = 1 for all
x ∈ supp f, and which is idendically zero in a small neighbourhood of −1. Furthermore, there exists N ∈ N
such that for each n > N we have χ(xσnn) = 0, i.e.(
χ(xσ(j+1)n)δj,k
)n−1
j,k=0
Pn =
(
χ(xσ(j+1)n)δj,k
)n−1
j,k=0
Pn−1 (6.13)
Consequently, the just proved relation {MnfLn[T (g)]3n − [T (g)]3nMnfLn} ∈ J for g = gc, g± and g = φ,
and (6.11),(6.12), and (6.13) show that {MnfLn[T (g)]3n− [T (g)]3nMnfLn} ∈ J holds for general generators
g, too.
Finally, we consider the commutator for the case R = M+1,M−1. Since the commutator is linear with
respect to f we may suppose that |f(x)| ≤ 1, x ∈ [−1, 1], and f(−1) = 0. If f(1) = 0, too, then in
view of (4.5), Lemma 6.5 and the closedness of J , we only have to show that {MnχLnR3nMnχ˜Ln} ∈ J
for continuous functions χ and χ˜ which vanish in small neighbourhoods of the points ±1. And this inclu-
sion follows from Lemma 6.7. If f(1) 6= 0, then the commutator MnfLnR3n − R3nMnfLn is the sum of
MnfLnR
3
nMn[1 − f/f(1)]Ln and Mn[f/f(1) − 1]LnR3nMnfLn. Due to this and (4.5), we only have to
show that {MnχLnR3nMnχ˜Ln} ∈ J for continuous functions χ and χ˜ such that |χ(x)|, |χ˜(x)| ≤ 1, and
such that one of the two vanishes in a small neighbourhood of 1 and the other in a small neighbourhood of
−1. In view of Lemma 6.5, we even may suppose that both functions χ and χ˜ vanish in small neighbourhoods
of ±1. Thus, {MnfLnR3n −R3nMnfLn} ∈ J for R =M+1,M−1, and the proof is completed.
Now we formulate the local principle of Allan and Douglas applied to the algebra A/J and to a central
subalgebra C of A/J . Due to Lemma 6.8 the set
C := {{MnfLn}0 : f ∈ C[−1, 1]}
forms a C∗-subalgebra of the center of A/J . This subalgebra is *-isomorphic to C[−1, 1] via the isomor-
phism {MnfLn}0 7→ f, and, consequently, the maximal ideal space of C is equal to {Iτ : τ ∈ [−1, 1]}
with
Iτ :=
{{MnfLn}0 : f ∈ C[−1, 1], f(τ) = 0} .
By Jτ we denote the smallest closed ideal of A/J which contains Iτ , i.e.
Jτ := closA/J
{
m∑
j=1
{AjnMnfjLn}0 : {Ajn} ∈ A, fj ∈ C[−1, 1], fj(τ) = 0,m = 1, 2, ...
}
. (6.14)
The local principle of Allan and Douglas claims
THEOREM 6.9. The ideal Jτ is a proper ideal in A/J for all τ ∈ [−1, 1]. Suppose {An}0 is an arbitrary
element of A/J . Then {An}0 is invertible if and only if {An}0 + Jτ is invertible in (A/J )/Jτ for all
τ ∈ [−1, 1].
7 The local invertibility
7.1 Some auxiliary facts
For further considerations we need Fredholm and invertibility conditions for the operator aI+bS : L2ω → L2ω,
with a, b ∈ PC and ω = vα,β . For this goal, we define c := (a+ b)/(a− b) on [−1, 1] and we associate to
this operator the function
c(x, µ) :=

(1− µ)c(x− 0) + µc(x+ 0), µ ∈ [0, 1], x ∈ (−1, 1),
c(1) + [1− c(1)]fα(µ), µ ∈ [0, 1], x = 1,
1 + [c(−1)− 1]fβ(µ), µ ∈ [0, 1], x = −1,
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where
fα(µ) =
{
sinαpiµ
sinαpi e
−iαpi(µ−1), α 6= 0,
µ, α = 0,
and fβ is defined analogously. Note that, for z1, z2 ∈ C, the function z1+(z2−z1)fα(µ), µ ∈ [0, 1], describes
the circular arc from z1 to z2 such that the straight line segment [z1, z2] is seen from the points of the arc
under an angle of pi(1 + α). Thus, if c(x ± 0) is finite for all x ∈ [−1, 1], the image of c(x, µ) is a closed
curve in the complex plane which possesses a natural orientation, and by wind c(x, µ) we denote the winding
number of this curve w.r.t. the origin 0.
LEMMA 7.1 ([7], Theorem 9.4.1). Let a, b ∈ PC. The operator aI + bS is Fredholm in L2ω if and only if
a(x± 0)− b(x± 0) 6= 0 for all x ∈ [−1, 1] and c(x, µ) 6= 0 for all (x, µ) ∈ [−1, 1]× [0, 1]. In this case, the
operator is one-sided invertible and ind (aI + bS) = −wind c(x, µ).
Further, to analyze the local invertibility we will utilize the following two-projections lemma.
LEMMA 7.2 (e.g. [19], Section 1.16 or [8]). Suppose that B is a unital C∗-algebra, and that p, q ∈ B
are two projections (i.e. self-adjoint idempotent elements) such that the spectrum σB(pqp) coincides with the
interval [0, 1]. Then the smallest closed subalgebra of B, which contains p, q, and the unit element e, is
*-isomorphic to the C∗-algebra of all continuous 2 × 2 matrix functions on [0, 1], which are diagonal at 0
and 1. The isomorphism can be chosen in such a way that it maps e, p, and q into the functions
µ 7→
(
1 0
0 1
)
, µ 7→
(
1 0
0 0
)
, and µ 7→
(
µ
√
µ(1− µ)√
µ(1− µ) 1− µ
)
, (7.1)
respectively.
7.2 The local invertibility at points τ with −1 < τ < 1
In this section we analyze the invertibility of {An}0 + Jτ , where {An} ∈ A0, in (A/J )/Jτ for τ in the
interior of the interval [−1, 1] (see Theorem 6.9). We fix a τ with −1 < τ < 1 and set
hτ (x) :=
{
0 if − 1 ≤ x ≤ τ,
1 if τ < x ≤ 1.
Then, for a ∈ PC, we get
{MnaLn}0 + Jτ = a(τ + 0){MnhτLn}0 + a(τ − 0){Mn(1− hτ )Ln}0 + Jτ .
Further, we take two continuous functions b and b˜ belonging to C0,1, such that b(±1) = b′(±1) = 0, b(τ) = 1
and such that b(x) + b˜(x) ≡ 1, x ∈ [−1, 1]. Then, in view of decomposition (4.31), we have
{Mnµ−1SµLn}0 + Jτ = {Mn(b+ b˜)µ−1SµLn}0 + Jτ = {Mnρ−1SρLn}0 + Jτ .
Consequently, the subalgebra of (A/J )/Jτ containing all cosets {Mn[aI+bµ−1SµI]Ln}0+Jτ is generated
by e = {Ln}0 + Jτ ,
p :=
1
2
({Ln}0 + {Mnρ−1SρLn}0)+ Jτ , (7.2)
q := {MnhτLn}0 + Jτ . (7.3)
Next we verify that our projections p and q from (7.2) and (7.3) satisfy the assumptions of the Lemma 7.2,
i.e. that p and q are projections and that σ(A/J )/Jτ (pqp) = [0, 1]. If this is done, then we can apply Lemma
7.2 and we see that the local algebra (A/J )/Jτ is *-isomorphic to a C∗-algebra of continuous 2× 2 matrix
functions on [0, 1] which are diagonal at 0 and 1. The isomorphism can be chosen in such a way that it maps
{Ln}0 + Jτ , 12
({Ln}0 + {Mnρ−1SρLn}0) + Jτ , and {MnhτLn}0 + Jτ into the functions given in (7.1),
respectively. In particular, {Mn[aI + bµ−1SµI + K]Ln}0 + Jτ is invertible in (A/J )/Jτ (recall that
{MnKLn} ∈ J due to the proof of Lemma 3.10) if the corresponding matrix symbol function
µ 7→
(
(1− µ)c(τ − 0) + µc(τ + 0) √µ(1− µ)[d(τ + 0)− d(τ − 0)]√
µ(1− µ)[c(τ + 0)− c(τ − 0)] µd(τ − 0) + (1− µ)d(τ + 0)
)
,
where
c(τ ± 0) = a(τ ± 0) + b(τ ± 0), d(τ ± 0) = a(τ ± 0)− b(τ ± 0),
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is invertible. This, however, is satisfied if the operator A = aI + bµ−1SµI +K is invertible in L2ν by the
invertibility criteria of singular integral operators (Lemma 7.1). In other words, the invertibility condition of
the coset {MnALn}0 + Jτ in (A/J )/Jτ does not impose a new condition on the operator equation.
Now we turn to the operators p and q and show that these are selfadjoint projections. Obviously, q2 = q, and
using (4.7) we have
(
{MnhτLn}0 + Jτ
)∗
=
{
(2Ln − Ln−1)Mnhτ 12(Ln + Ln−1)
}0
+ Jτ
=
{
(Ln − 12WnL1Wn)Mnhτ (Ln +WnL1Wn)
}0
+ Jτ = {MnhτLn}0 + Jτ .
Hence, q is a selfadjoint projection. Now, we prove that the same is true for p. In view of (4.1), (4.3) and (3.5),
we get
ρ−1Sρϕρ−1Sρu˜k = ρ−1SϕSϕUk = iρ−1SϕTk+1
=
{
1
2ρ
−1(Tk − Tk+2) if k = 1, 2, ...,
− 12ρ−1T2 if k = 0,
=
{
ϕu˜k if k = 1, 2, ...,
ϕu˜0 − 1√2ρ−1T0 if k = 0.
Thus, by the continuity of ρ−1Sρ : L2ν → L2ν , we have
ρ−1Sρϕρ−1SρI = ϕI +K0, K0u = − 1√
2
〈u, u˜0〉νρ−1T0. (7.4)
Now, we write
Mnϕρ
−1SρLnu =Mnϕρ−1Sρ
n−1∑
k=0
〈u, u˜k〉ν u˜k = iMnϑ
n−1∑
k=0
〈u, u˜k〉νTk+1
= iMnϑ
n−2∑
k=0
〈u, u˜k〉νTk+1 = ϕρ−1SρLn−1u = ϕρ−1Sρ(Ln −WnL1Wn)u.
Consequently, due to this and (7.4), we have the identity
Mnρ
−1SρLnMnϕρ−1SρLn =Mn(ϕI +K0)Ln(Ln −WnL1Wn)
and
{Mnρ−1SρLn}0{Mnρ−1SρLn}0 + Jτ = 1
ϕ(τ)
{Mnρ−1SρLn}0{Mnϕρ−1SρLn}0 + Jτ
=
1
ϕ(τ)
{Mn(ϕI+K0)Ln(Ln−WnL1Wn)}0+Jτ = 1
ϕ(τ)
{MnϕLn}0+Jτ = {Ln}0+Jτ , −1 < τ < 1.
Hence, we conclude p2 = p. Further, from (4.1), (4.3) and the three-term-recurrence relation
Uk+1(x) = 2xUk(x)− Uk−1, k = 1, 2, ...,
we find
V = ψI − iϑSρI, V ∗ = ψI + iϑSρI, ψ(x) = x. (7.5)
This implies
{Mnρ−1SρLn}0 + Jτ = − i
ϕ(τ)
{MniϑSρLn}0 + Jτ = − i
ϕ(τ)
(
{V ∗Ln}0 − {MnψLn}0
)
+ Jτ
and, consequently,(
{Mnρ−1SρLn}0 + Jτ
)∗
=
i
ϕ(τ)
(
{LnV Ln}0 − {MnψLn}0
)
+ Jτ
=
1
ϕ(τ)
{MnϑSρLn}0 + Jτ = {Mnρ−1SρLn}0 + Jτ .
Thus, we get p∗ = p.
Now we turn to the spectrum. It remains to prove σ(A/J )/Jτ (pqp) = [0, 1]. To this end, we introduce G as
the smallest C∗-subalgebra of L(L2ν) which contains all operators aI + bµ−1SµI with a, b ∈ PC[−1, 1]
and the ideal K = K(L2ν) of all compact operators in L2ν . By J Gτ , τ ∈ [−1, 1], we denote the smallest closed
ideal of G/K, which contains all cosets fI +K with f ∈ C[−1, 1] and f(τ) = 0. We need the following
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LEMMA 7.3 (see [11], Lemma 6.2). If {An}0+Jτ is invertible in (A/J )/Jτ , then (W1{An}+K)+J Gτ
is invertible in (G/K)/J Gτ .
Proof. Take {An} ∈ A and assume that there exists a sequence {Bn} ∈ A such that {Bn}0{An}0 + Jτ =
{Ln}0+Jτ . Then BnAn = Ln+Jn+
∑4
ω=1(E
(ω)
n )−1L
(ω)
n TωE
(ω)
n +Cn with some Tω ∈ K(Xω) and some
{Jn}0 ∈ Jτ , {Cn} ∈ N . For each ε > 0 there exist sequences {A(j)n } ∈ A and functions fj ∈ C[−1, 1] with
fj(τ) = 0 such that, ‖{Jn}0 − {Dn}0‖A/J < ε for Dn :=
∑mε
j=1A
(j)
n MnfjLn. Hence, there are operators
Tω,ε ∈ K(Xω) and {Cεn} ∈ N such that∥∥∥∥∥∥JnLn −
mε∑
j=1
A(j)n MnfjLn −
4∑
ω=1
(E(ω)n )
−1L(ω)n Tω,εE
(ω)
n − CεnLn
∥∥∥∥∥∥
L(L2ν)
< ε, n = 1, 2, ... .
We conclude ‖W1{Jn} −
∑mε
j=1W1{A(j)n }fjI − T1,ε‖L(L2ν) ≤ ε, which implies W1{Jn}+K ∈ J Gτ . Thus,
because of W1{Bn}W1{An} = I +W1{Jn}+T1, the coset (W1{An}+K)+J Gτ is invertible from the left
in (G/K)/J Gτ . The invertibility from the right can be shown analogously.
The product pqp is a selfadjoint non-negative element of (A/J )/Jτ , which implies that the spectrum
σ(A/J )/Jτ (pqp) is a subset of [0, 1]. We prove that the spectrum of pqp coincides with the whole interval.
From ([22], exerc. 10.2), we have that σ(A/J )/Jτ (pqp)∪{0} = σ(A/J )/Jτ (qpp)∪{0}, and it remains to show
that σ(A/J )/Jτ (qp) ⊃ (0, 1). For this, assume that there exists a λ ∈ (0, 1) such that qp− λe is invertible in
(A/J )/Jτ . Since
qp− λe = 1
2
{MnhτLn}0
({Ln}0 + {Mnρ−1SρLn}0)− λ{Ln}0 + Jτ ,
from Lemma 7.3 we conclude that (A + K) + J Gτ := hτ (I + ρ−1SρI) − 2λI + K + J Gτ is invertible in
(G/K)/J Gτ . If −1 ≤ x < τ, then we have (A+K)+J Gx = (−2λI +K)+J Gx , and −2λI +K is invertible
in G/K. If τ < x ≤ 1, then (A+K) + J Gx = ([1− 2λ]I + ρ−1SρI +K) + J Gx , which is also invertible in
(G/K)/J Gx (see Lemma 7.1). From the local principle of Allan and Douglas we conclude the Fredholmness of
hτ (I + ρ−1SρI)− 2λI in L2ν . But this is a contradiction since 0 ∈ [1− 1λ , 1] = [λ−hτ (τ+0)λ , λ−hτ (τ−0)λ ].
Now, the results of this section entail the following lemma.
LEMMA 7.4. Let {An} ∈ A0 and let W1{An} be invertible. Then for all τ ∈ (−1, 1) the cosets {An}0+Jτ
are invertible too.
7.3 The local invertibility for τ = ±1
In this section we analyze the invertibility of {An}0+J±1, where {An} ∈ A0 in (A/J )/J±1 (see Theorem
6.9) and show that the invertibility of the operators W3{An} and W4{An} imply the invertibility of {An}0+
J+1 and {An}0 + J−1 in (A/J )/J±1, respectively.
For symmetry reasons, we may restrict our consideration to the invertibility of {An}0 + J1 in (A/J )/J1.
At first we prove some auxiliary results.
Let C1 denote the class of continuous functions f : [−1, 1]→ [0, 1] satisfying f(1) = 1.
LEMMA 7.5. Suppose R ∈ alg T (PC) is invertible and consider the sequence R3n, then the coset
{[R−1]3n}0 + J1 is the inverse of {R3n}0 + J1 in (A/J )/J1.
Proof. To show the assertion of this lemma, we only have to prove that, for any R1, R2 ∈ alg T (PC),
[R1]3n[R2]
3
n − [R1R2]3n = V −1n
{
[R1]n[R2]n − [R1R2]n
}
VnLn ∈ J1 (7.6)
We choose a function f ∈ C1 such that supp f ⊂ [1− ε, 1] for a small prescribed ε > 0. Then
MnfLnV
−1
n
{
[R1]n[R2]n − [R1R2]n
}
VnLn = V −1n
{(
f(xσ(j+1)n)δj,k
)n−1
j,k=0
R1(Pn − I)R2
}
VnLn
However, for an arbitrary prescribed small positive threshold and for sufficiently small ε in the restriction of
the support of f, the norm of the matrix
(
f(xσ(j+1)n)δj,k
)n−1
j,k=0
R1(Pn − I) is less than this threshold by
Lemma 6.5. Consequently,
inf
f∈C1
∥∥∥{MnfLn}0{[R1]3n[R2]3n − [R1R2]3n}0∥∥∥A/J = 0,
and (7.6) is true.
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LEMMA 7.6. Let a sequence {Cn} ∈ A be the sum of two sequences {An} and {Bn} and assume that
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]An[MnfLn] + JnLn∥∥∥L(L2ν) = 0 (7.7)
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]Bn[MnfLn] + JnLn∥∥∥L(L2ν) = 0. (7.8)
Then {Cn}0 ∈ J1.
Proof. From (7.7) and (7.8) we have that, for each ε > 0, there are functions fA,ε, fB,ε ∈ C1, and sequences
{JA,εn }, {JB,εn } ∈ J , such that, for all n ∈ N,∥∥∥[MnfA,εLn]An[MnfA,εLn] + JA,εn Ln∥∥∥L(L2ν) ≤ ε,∥∥∥[MnfB,εLn]Bn[MnfB,εLn] + JB,εn Ln∥∥∥L(L2ν) ≤ ε.
Using this we get, for n ∈ N,∥∥∥[MnfA,εfB,εLn](An +Bn)[MnfA,εfB,εLn]+
[MnfB,εLn]JA,εn [MnfB,εLn] + [MnfA,εLn]J
B,ε
n [MnfA,εLn]
∥∥∥
L(L2ν)
≤ const ε,
Consequently,
inf
f∈C1
∥∥∥{MnfLn}0{Cn}0{MnfLn}0∥∥∥A/J = 0,
and {Cn}0 ∈ J1.
Now we turn to the local invertibility. In exactly the same way as in the case when the collocation points
are the Chebyshev nodes of the second kind (see [11], Lemma 7.2) we obtain
LEMMA 7.7. Suppose (4.20) and (4.21) and consider An =Mn[aI+bµ−1SµI+K]Ln and R :=W3{An}.
Then the cosets {R3n}0+J1 and {An}0+J1 coincide. In particular, {An}0+J1 is invertible if R is invertible.
Proof. We have to show the local equivalence of An and R3n, i.e. that {R3n −An}0 ∈ J1. In view of Lemma
7.6, it is enough to prove the following statements (see Lemmata 4.4, 4.5 and 4.6) :{
[a(1)I]3n −MnaLn
}0
∈ J1, (7.9){
[S]3n −Mnρ−1SρLn
}0
∈ J1, (7.10)
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]V −1n BnVn[MnfLn] + JnLn∥∥∥L(L2ν) = 0, (7.11)
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]V −1n DnAnD−1n WnVnVn[MnfLn] + JnLn∥∥∥L(L2ν) = 0, (7.12)
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]V −1n VnA∗nWnVn[MnfLn] + JnLn∥∥∥L(L2ν) = 0, (7.13)
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]V −1n [An − PnAPn]Vn[MnfLn] + JnLn∥∥∥L(L2ν) = 0, (7.14)
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]V −1n [DnAnD−1n − PnD+AD−1+ Pn]Vn[MnfLn] + JnLn∥∥∥L(L2ν) = 0, (7.15)
since the operators B+,V+A∗W, and D+AD−1+ WV+ are compact (see the beginning of the proof of
Lemma 5.7). The first inclusion (7.9) is an immediate consequence of the limit a(τ) → a(1) for τ → 1 and
the resulting relation
inf
f∈C1
∥∥∥{MnfLn}0{[a(1)I]3n −MnaLn}0∥∥∥A/J
≤ C inf
f∈C1
sup
n∈N
∥∥∥(f(xσ(k+1)n)[a(1)− a(xσ(k+1)n)]δj,k)n−1j,k=0∥∥∥L(l2) = 0.
Next we turn to (7.10). We introduce the function
g(s) :=
cos s
sin s
− 1
s
, s ∈
[
−3
4
pi,
3
4
pi
]
.
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Then the function g is bounded. Hence, due to the definition of S and due to (4.17), the entries rnj,k of
Vn
(
[S]3n −Mnρ−1SρLn
)
V −1n ,
for 0 ≤ j ≤ n2 and 0 ≤ k < n, can be estimated by
|rnj,k| =
∣∣∣∣∣1− (−1)j−kipi 1(j − k) − 1− (−1)j+k+1ipi 1j + k + 1 − 1− (−1)j−k2ni cos
j−k
2n pi
sin j−k2n pi
+
1− (−1)j+k+1
2ni
cos j+k+12n pi
sin j+k+12n pi
∣∣∣∣∣ =
∣∣∣∣1− (−1)j+k+12ni g
(
j + k + 1
2n
pi
)
− 1− (−1)
j−k
2ni
g
(
j − k
2n
pi
)∣∣∣∣ ≤ Cn .
Consequently, we get
inf
f∈C1
∥∥∥{MnfLn}0{[S]3n −Mnρ−1SρLn}0∥∥∥A/J
= inf
f∈C1
sup
n∈N
∥∥∥V −1n (f(xσ(k+1)n)δj,k)n−1j,k=0Vn([S]3n −Mnρ−1SρLn)V −1n Vn∥∥∥L(l2)
≤ C inf
f∈C1
sup
n∈N
∥∥∥∥(f(xσ(j+1)n)rnj,k)n−1j,k=0
∥∥∥∥
L(l2)
.
Using a Frobenius norm estimate and choosing f with a support supp (f ◦ cos) ⊂ [0, ε] with an arbitrary
prescribed small ε, we get
inf
f∈C1
∥∥∥{MnfLn}0{[S]3n −Mnρ−1SρLn}0∥∥∥A/J ≤ Cn
√√√√√ n−1∑
j=0
2j+1≤2nε
n−1∑
k=0
1 ≤ C√ε,
and the inclusion (7.10) follows.
Now, we introduce the function Φ(s) = cos
√
s, s ∈ [0, pi24 ]. Then
h(s, t) :=
Φ′(s)
Φ(s)− Φ(t) −
1
s− t
is bounded for s, t ∈ [0, pi24 ] and, for s, t ∈ [0, pi2 ],
sin s
cos t− cos s −
2s
s2 − t2 =
2sΦ′(s2)
Φ(s2)− Φ(t2) −
2s
s2 − t2 = 2sh(s
2, t2).
Hence, we get, for 0 ≤ j, k ≤ n−12∣∣∣∣∣ ϕ(x
σ
(k+1)n)
ni(xσ(k+1)n − xσ(j+1)n)
− 2k + 1
pii(k + j + 1)(j − k)
∣∣∣∣∣ =
∣∣∣∣∣ 1ni sin 2k+12n picos 2k+12n pi − cos 2j+12n pi
− 1
ni
2 2k+12n pi(
2j+1
2n pi
)2 − ( 2k+12n pi)2
∣∣∣∣∣ =
∣∣∣∣∣ pini 2k + 1n h
((
2k + 1
2n
pi
)2
,
(
2j + 1
2n
pi
)2)∣∣∣∣∣ ≤ C 2k + 1n2 . (7.16)
Further, the entries of PnD+AD−1+ Pn −DnAnD−1n can be written in the form(
2j + 1
2k + 1
)2χ+ (2k + 1)(1− δj,k)
pii(k + j + 1)(j − k) −
χ(xσ(j+1)n)
χ(xσ(k+1)n)
ϕ(xσ(k+1)n)(1− δj,k)
ni(xσ(k+1)n − xσ(j+1)n)
=
χ(xσ(j+1)n)
χ(xσ(k+1)n)
[
2k + 1
pii(j + k + 1)(j − k) −
ϕ(xσ(k+1)n)
ni(xσ(k+1)n − xσ(j+1)n)
]
(1− δj,k)
+
[
1−
χ(xσ(j+1)n)
4χ−
(
2j+1
2n pi
)2χ+
](
2j + 1
2k + 1
)2χ+ (2k + 1)(1− δj,k)
pii(k + j + 1)(j − k)
4χ−
(
2k+1
2n pi
)2χ+
χ(xσ(k+1)n)
+
[
1− 4
χ−
(
2k+1
2n pi
)2χ+
χ(xσ(k+1)n)
](
2j + 1
2k + 1
)2χ+ (2k + 1)(1− δj,k)
pii(k + j + 1)(j − k) .
7. THE LOCAL INVERTIBILITY 93
Denoting the first addend on the right-hand side by r˜njk, using (7.16) and taking into account (4.38), we obtain
the Frobenius norm estimate
sup
n∈N
∥∥∥∥(f(xσ(j+1)n)r˜njkf(xσ(k+1)n))n−1j,k=0
∥∥∥∥
L(l2)
≤ C
n2
√√√√√ n−1∑
j=0
2j+1≤2ε
n−1∑
k=0
2k+1≤2ε
(2j + 1)4χ+(2k + 1)2−4χ+
≤ C
n2
√ ∑
1≤j≤2nε
j4χ+
√ ∑
1≤k≤2nε
k2−4χ+ ≤ C
√
(nε)4χ++1
√
(nε)3−4χ+
n2
= Cε2,
for any f ∈ C1 with supp (f ◦ cos) ⊂ [0, ε]. Furthermore we get
inf
f∈C1
sup
n∈N
∥∥∥[MnfLn]V −1n [DnAnD−1n − PnD+AD−1+ Pn]Vn[MnfLn]∥∥∥L(L2ν)
≤ inf
f∈C1
sup
n∈N
∥∥∥[MnfLn]V −1n (r˜nj,k)n−1j,k=0Vn[MnfLn]∥∥∥L(L2ν)
+ C inf
f∈C1
sup
n∈N
∥∥∥∥∥∥Pn
(
f(xσ(j+1)n)
[
1−
χ(xσ(j+1)n)
4χ−
(
2j+1
2n pi
)2χ+
]
δj,k
)n−1
j,k=0
Pn
∥∥∥∥∥∥
L(l2)
∗
∗ ∥∥PnD+AD−1+ Pn∥∥L(l2)
∥∥∥∥∥∥Pn
(
f(xσ(k+1)n)
4χ−
(
2k+1
2n pi
)2χ+
χ(xσ(k+1)n)
δj,k
)n−1
j,k=0
Pn
∥∥∥∥∥∥
L(l2)
+C inf
f∈C1
sup
n∈N
∥∥PnD+AD−1+ Pn∥∥L(l2)
∥∥∥∥∥Pn
(
f(xσ(k+1)n)
[
1− 4
χ−
(
2k+1
2n pi
)2χ+
χ(xσ(k+1)n)
]
δj,k
)n−1
j,k=0
Pn
∥∥∥∥∥
L(l2)
= 0,
(7.17)
since the function 4
χ−x2χ+
χ(cosx) → 1, if x → 0, and since the operator D+AD−1+ is bounded. Consequently,
(7.15) holds. Completely analogous, we get that (7.14) holds and
inf
f∈C1
sup
n∈N
∥∥∥[MnfLn]V −1n [A∗n − PnA∗Pn]Vn[MnfLn]∥∥∥L(L2ν) = 0. (7.18)
For a fixed k0,we have the projection Pk0 ∈ L(l2) is compact. Hence, {V −1n Pk0VnPk0PnA∗WPnVnLn} ∈
J , and,in view of (7.18) and (4.54), we arrive at
inf
f∈C1
inf
Jn∈J
sup
n∈N
∥∥∥[MnfLn]V −1n VnA∗nWnVn[MnfLn] + JnLn∥∥∥L(L2ν)
≤ inf
f∈C1
sup
n∈N
∥∥∥V −1n VnVn[MnfLn]V −1n [A∗n − PnA∗Pn]Vn[MnfLn]V −1n WnVn∥∥∥L(L2ν)
+ inf
f∈C1
sup
n∈N
∥∥∥[MnfLn]V −1n (I − Pk0)VnVnV −1n PnA∗WPnVn[MnfLn]∥∥∥L(L2ν)
≤ C inf
f∈C1
sup
n∈N
∥∥∥∥Pn(I − Pk0)(f(xσ(j+1)n)dnj+1δj,k)n−1j,k=0 Pn
∥∥∥∥
L(l2)
≤ C sup
n∈N
sup
k0≤k≤n/4
1
kε
=
C
kε0
,
for some ε > 0. Consequently, we have proved (7.13). Similarly, we can show that (7.12) is true. And it
remains to prove (7.11).
We have {V −1n Pk0BnVnLn} ∈ J , for a fixed k0. Consequently, in view of (4.44), we get
inf
f∈C1
inf
{Jn}∈J
sup
n∈N
∥∥∥[MnfLn]V −1n BnVn[MnfLn] + JnLn∥∥∥L(L2ν)
≤ inf
f∈C1
sup
n∈N
∥∥∥∥Pn(I − Pk0)(f2(xσ(j+1)n)bnj+1δj,k)n−1j,k=0 Pn
∥∥∥∥
L(l2)
≤ C sup
n∈N
sup
k0≤k≤n/4
1
kε
=
C
kε0
,
for some ε > 0, and (7.11) is shown.
Further, in view of Corollary 5.8, Lemmata 7.5 and 3.8, and using the last lemma and (7.6) we conclude
COROLLARY 7.8. Let {An} ∈ A0 and let R :=W3{An}. Then the cosets {R3n}0 +J1 and {An}0 +J1
coincide in (A/J )/J1. In particular, {An}0 + J1 is invertible if R is invertible.
Analogously we have that for all {An} ∈ A0 invertibility of W4{An} implies invertibility of {An}0 + J−1.
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8 Main theorem
Due to Theorem 3.9 and the results of chapter 6, the necessary and sufficient condition for the convergence
of the collocation method (2.3) is the invertibility of the four limit operators Wω{An}, ω ∈ T which are
defined in Lemmata 4.4 and 4.6. The first W1{An} = A ∈ L(L2ν) is the operator of the original equation and
the second is W2{An} = J−1ν [aJν + bi[νϕ]1/2V ∗] ∈ L(L2ν). The third and fourth operators W3{An} and
W4{An} are operators in the discrete l2 space. In this section we turn to the invertitibility of these operators.
Firstly we prove that the invertibility of the operators W1{An},W3{An} and W4{An} imply the invertibility
of W2{An}, where An =Mn[aI + µ−1SµI +K]Ln.
LEMMA 8.1. The operator W2{An} is invertible in L2ν if and only if the operator B := aI + bρ−1SρI
with ρ = [νϕ]1/2 is invertible in L2ν .
Proof. Clearly, the invertibility of W2{An} is equivalent to the invertibility of C := ρ−1[aJν+ibρV ∗]. From
(4.1), (4.3) and the three-term recurrence relation
Tk+1(x) = 2xTk(x)− γk−1Tk−1(x), k = 1, 2, ...,
as well as from (7.5) we find
Jν = ρ
[
ϕI − iψρ−1SρI], V = ψI − iϕρ−1SρI, V ∗ = ψI + iϕρ−1SρI, ψ(x) = x.
Hence, the operator C is again a singular integral operator. Thus, the invertibility of C is equivalent to the
Fredholmness of C with the index 0 or to the Fredholmness of CV with the index −1.With the help of (7.4),
we get
CV = a(ϕI − iψρ−1SρI)(ψI − iϕρ−1SρI) + ibI
= −iaϕ2ρ−1SρI − iaψ2ρ−1SρI + ibI +K = i(bI − aρ−1SρI) +K,
with a compact operator K : L2ν → L2ν . Now the assertion of the Lemma follows from b−ab+a = −
(
a+b
a−b
)−1
and Lemma 7.1.
Further, we denote c(x) = a(x)+b(x)a(x)−b(x) , x ∈ [−1, 1], and choosing a real number k with |k| < 1/2 we introduce
a function fk(µ)
fk(µ) :=
µ
µ+ (1− µ)ei2pik , µ ∈ [0, 1].
Clearly, 1 − fk(µ) = f−k(1 − µ) and the linear rational function [0, 1] 3 µ 7→ fk(µ) describes the circular
arc connecting the points zero and one such that the straight line segment [0, 1] is seen from the points of the
arc under an angle of pi(1− 2k).
LEMMA 8.2. Assume that the operators W1{An},W3{An} and W4{An} are invertible, then the operator
W2{An} is invertible too.
Proof. From the general theory of one-dimensional singular integral equations (see Lemma 7.1) we get that if
W1{An} is invertible then zero is not on the curve
Γ1 :=


(1− µ)c(x− 0) + µc(x+ 0), µ ∈ [0, 1], x ∈ (0, 1)
c(1) + [1− c(1)]fγ−α/2(µ), µ ∈ [0, 1], x = 1
1 + [c(−1)− 1]fδ−β/2(µ), µ ∈ [0, 1], x = −1
: (x, µ) ∈ [−1, 1]× [0, 1]

and the winding number wind Γ1 with respect the to origin is zero. Analogously, in view of Lemma 8.1,
W2{An} is invertible if and only if zero is not on the curve
Γ2 :=


(1− µ)c(x− 0) + µc(x+ 0), µ ∈ [0, 1], x ∈ (0, 1)
c(1) + [1− c(1)]f1/4(µ), µ ∈ [0, 1], x = 1
1 + [c(−1)− 1]f1/4(µ), µ ∈ [0, 1], x = −1
: (x, µ) ∈ [−1, 1]× [0, 1]

and if the winding number wind Γ2 with respect to the origin is zero.
Further, from Lemmata 5.1 and 5.7 we obtain that if W3{An} and W4{An} are invertible, then the curves
Γ3 :=
{
a(1) + b(1)i cot
(
pi
[
1
2
+
α
2
− γ + iλ
])
: −∞ ≤ λ ≤ ∞
}
∪
{
a(1) + b(1)i cot
(
pi
[
1
2
− 1
4
− iλ
])
: −∞ ≤ λ ≤ ∞
}
(8.1)
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and
Γ4 :=
{
a(−1)− b(−1)i cot
(
pi
[
1
2
+
β
2
− δ + iλ
])
: −∞ ≤ λ ≤ ∞
}
∪
{
a(−1)− b(−1)i cot
(
pi
[
1
2
− 1
4
− iλ
])
: −∞ ≤ λ ≤ ∞
}
(8.2)
determined by the symbol functions SymbW3{An} and SymbW4{An}, respectively, do not run through the
zero point and the winding numbers wind Γ3 and wind Γ4 with respect to zero vanish.
Now, setting e2piλ = µ/(1− µ), µ ∈ [0, 1] and choosing k with |k| < 1/2, we get
(−i) cot
(
pi
[
1
2
+ k + iλ
])
=
(1− µ)− µe−i2pik
(1− µ) + µe−i2pik ,
and
a(1) + b(1)i cot
(
pi
[
1
2 + k + iλ
])
a(1)− b(1) = c(1) + [1− c(1)]f−k(1− µ), (8.3)
a(−1)− b(−1)i cot (pi [ 12 + k + iλ])
a(−1)− b(−1) = 1 + [c(−1)− 1]f−k(1− µ). (8.4)
Consequently, if W3{An} and W4{An} are invertible, then the absence of zero on the curve Γ2 and the
vanishing winding number wind Γ2 are equivalent to the absence of zero on the curve Γ1 and the vanishing
winding number wind Γ1, since zero is not contained in the domains enclosed by the curves Γ3 and Γ4.
Furthermore, introducing the numbers
k± = =
{
1
2pi
log
a(±1) + b(±1)
a(±1)− b(±1)
}
=
1
2pi
arg
a(±1) + b(±1)
a(±1)− b(±1) , −
1
2
< k± ≤ 12 . (8.5)
we show that the condition for Wω{An}, ω = 3, 4 to be Fredholm and to have a vanishing index can be
expressed by the conditions
k+ ∈

{
m : −1/2 + [α/2− γ] < m < 1/4}, if [α/2− γ] ≥ 0,
{
m : −1/2 < m < min{1/4, 1/2 + [α/2− γ]}}
∪{m : max{1/4, 1/2 + [α/2− γ]} < m ≤ 1/2}, if [α/2− γ] < 0,
(8.6)
and
k− ∈

{
m : −1/4 < m < 1/2− [β/2− δ]}, if [β/2− δ] ≥ 0,
{
m : −1/2 < m < min{−1/4,−1/2− [β/2− δ]}}
∪{m : max{−1/4,−1/2− [β/2− δ]} < m ≤ 1/2}, if [β/2− δ] < 0.
(8.7)
LEMMA 8.3. The operator W3{An} is Fredholm with index equal zero if and only if the condition (8.6) is
fulfilled.
Proof. In view of Lemma 5.1, it is enough to show that zero is not on the curve Γ3 or in its interior if and only
if (8.6) is satisfied.
We observe that the curve Γ3 is the union of two arcs (see (8.1) and (8.3)). Thus, the point zero is not in the
closed convex hull of the arc {a(1) + b(1)i cot(pi[ 12 + k + iλ]) : λ ∈ R} if and only if
ν1 + (1− ν) {f−k(1− µ) + c(1)fk(µ)} 6= 0, 0 ≤ ν, µ ≤ 1,
i.e., if and only if
ν1 + (1− ν)c(1) 6= −f−k(1− µ)
fk(µ)
= −1− µ
µ
ei2pik, 0 ≤ ν, µ ≤ 1.
This holds if and only if (see (8.5))
ν1 + (1− ν)|c(1)|ei2pik+ /∈ ei2pik[−∞, 0], 0 ≤ ν ≤ 1,
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which is equivalent to
k+ ∈

{m : −1/2 + k < m < 1/2}, if k ≥ 0,
{m : −1/2 < m < 1/2 + k}, if k < 0.
(8.8)
Furthermore, zero is contained in the interior of the convex hull of this arc if and only if
k+ ∈

{m : −1/2 < m < −1/2 + k}, if k ≥ 0,
{m : 1/2 + k < m < 1/2}, if k < 0.
(8.9)
Moreover, zero is contained in the segment (a(1)− b(1), a(1) + b(1)) if and only if k+ = 1/2.
Now we notice that zero is not on the curve Γ3 or in its interior if and only if
i) zero is not contained in the convex hulls of the arcs {a(1) + b(1)i cot(pi[ 12 + α2 − γ + iλ]) : λ ∈ R}
and {a(1) + b(1)i cot(pi[ 12 − 14 + iλ]) : λ ∈ R},
ii) zero is contained in the interior of both convex hulls,
iii) zero is contained in the segment (a(1) − b(1), a(1) + b(1)), if both arcs lie in one half-plane with
respect to the line containing this segment.
In other words, zero is not on the curve Γ3 or in its interior if and only if (8.6) is satisfied.
Completely analogous we get that the condition for W4{An} to be Fredholm and to have a vanishing index
is equivalent to condition (8.7).
REMARK 8.4. The point zero is on the arc {c(1) + [1 − c(1)]f1/4(1 − µ) : µ ∈ [0, 1]} if and only if
k+ = 1/4. And, the point zero is on the arc {1 + [c(−1) − 1]f1/4(1 − µ) : µ ∈ [0, 1]} if and only if
k− = −1/4.
REMARK 8.5. In the particular case of singular integral operators A = aI + bµ−1SµI +K with µ(x) :=√
ν(x)ϕ(x), the operators Aµ± are zero (see the Lemma 4.6) and, consequently, the operators W3{An} and
W4{An} are one-sided invertible (see [1], Corollary 2.6).
Using the results of this chapter we can easily obtain the main theorem.
THEOREM 8.6. Suppose that the conditions (4.20) and (4.21) are satisfied, that the coefficient functions a
and b are piecewise continuous on [−1, 1], and that the kernel function k(x, y) is continuous on [−1, 1] ×
[−1, 1]. The polynomial collocation method (2.3) for the approximate solution of (2.1) is stable and convergent
if and only if
i) the operator A ∈ L(L2ν) is invertible,
ii) the conditions (8.6) and (8.7) hold,
iii) the operator W3{An} is one-sided invertible,
iv) the operator W4{An} is one-sided invertible.
REMARK 8.7. In the particular case of singular integral operators A = aI + bµ−1SµI +K with µ(x) :=√
ν(x)ϕ(x), the condition ii) holds for all coefficient functions a, b satisfying condition i)(see Remark 8.4).
Moreover the conditions iii) and iv) are fulfilled in this case too (see Remark 8.5).
9 Behavior of the singular values
The singular values of a matrix A ∈ Cn×n are the non-negative square roots of the eigenvalues of A∗A. In
this chapter we consider the asymptotic behavior of the singular values of our collocation method (2.3) - (2.4).
We remark, all results of this chapter remain valid for the collocation method with Chebyshev nodes of the
second kind which was investigated in [11].
9.1 Preliminaries
For the reader’s convenience, we start with recalling some definitions and facts from a Fredholm theory for
approximation sequences needed in what follows. For more complete expositions of the theory we refer to [9]
and [21].
Let F0 denote the C∗− algebra of all bounded sequences {An} of matrices An ∈ Cn×n, provided with the
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supremum norm and elementwise operations. Further, let N be the two-sided closed ideal of F0 consisting of
all sequences {An} ∈ F0 with limn→∞ ‖An‖ = 0.
Given a strongly monotonically increasing sequence η : N → N, let Fη refer to the C∗− algebra of all
bounded sequences {An} with An ∈ Cη(n)×η(n) and write Nη for the ideal of all sequences {An} ∈ Fη
which tend to zero in the norm. Further, let Rη stand for the restriction mapping Rη : F0 → Fη, {An} 7→
{Aη(n)}. This mapping is a ∗− homomorphism from F0 onto Fη which moreover maps N onto Nη. Given
a C∗− subalgebra B of F0, let Bη denote the image of B under Rη which is a C∗− algebra again.
DEFINITION 9.1. Let B be a C∗− subalgebra of the algebra F0.
a) A ∗− homomorphism W : B → C of B into a C∗− algebra C is called fractal if, for every strongly
monotonically increasing sequence η, there is a ∗− homomorphism Wη : Bη → C such that W =WηRη.
b) The algebra B is called fractal if the canonical homomorphism pi : B → B/(B ∩N ) is fractal.
The following theorem gives a criteria for fractality of algebras.
THEOREM 9.2 ([9], Theorem 1.31). Let B be a unital C∗− subalgebra of F0. Then B is fractal if and
only if there exists a family {Wt}t∈T of unital and fractal ∗− homomorphisms Wt from B into unital C∗−
algebras Ct such that the following equivalence holds for every sequence {Bn} ∈ B : The coset {Bn}+B∩N
is invertible in B/(B ∩N ) if and only if Wt{Bn} is invertible in Ct for every t ∈ T.
Recall that the center of an algebra is the set of all elements which commute with every element of the
algebra.
DEFINITION 9.3. Let B be a unital C∗− algebra. An element k ∈ B is said to be of central rank one if,
for every b ∈ B, there is an element µ(b) belonging to the center of B, such that kbk = µ(b)k. An element
of B is called of finite central rank if it is the sum of a finite number of elements of central rank one, and it is
called centrally compact if it lies in the closure of the set of all elements of finite central rank.
We denote the set of all centrally compact elements in B by J (B). It is easy to check that both the elements
of finite central rank and the centrally compact elements form two-sided ideals in B.
Let B refer to a unital C∗− subalgebra of F0. Besides the ideal J (B) we consider a further ideal, K(B),
which is the smallest closed two-sided ideal of B containing all sequences {Kn} ∈ B with dim im Kn ≤ 1
for all n.
LEMMA 9.4 ([12], Proposition 5.6). Let B be a unital and fractal C∗− subalgebra of F0 which contains
N . Then, K(B) = J (B).
Based on the ideal of the centrally compact sequences in F0 one can introduce an appropriate class of
Fredholm sequences.
DEFINITION 9.5. A sequence {An} ∈ F0 is said to be a Fredholm sequence if it is invertible modulo the
ideal J (F0) of the centrally compact sequences.
Let c denote the set of all convergent sequences of complex numbers. We say that the center of an unital
C∗− algebra B ⊆ F0 is c if this center consists exactly of the sequences {cnIn} with {cn} ∈ c and the
n×n identity matrices In. It is not hard to see that the center of a fractal unital C∗− subalgebra of F0 which
contains the ideal N is c.
If B is a unital C∗− subalgebra of F0 which contains N and has center c, then every central rank one
sequence in B is also a central rank one sequence in F0, hence, J (B) ⊆ J (F0).
DEFINITION 9.6. The C∗− subalgebra B of F0 is called Fredholm inverse closed if J (B) = B ∩J (F0).
Thus, if B is Fredholm inverse closed C∗− subalgebra of F0, and if {Bn} ∈ B is a Fredholm sequence
(i.e. invertible modulo J (F0) ), then {Bn} is invertible modulo B ∩ J (F0) (due to the common inverse
closedness of (B + J (F0))/J (F0) ∼= B/(B ∩ J (F0)) ) and , hence, {Bn} is invertible modulo J (B).
A representation of a C∗− algebra B is a pair (H,pi) constituted by a Hilbert space H and a ∗− homomor-
phism pi from B into L(H). A subspace M of H is invariant for pi if pi(b)M ⊆M for all b ∈ B. The zero
space {0} and the space H itself are invariant for every representation. A non-zero representation (H,pi) of
a C∗− algebra B is irreducible if {0} and H are the only closed subspaces of H which are invariant for pi.
LEMMA 9.7 ([21], Theorem 3). Let B be a unital C∗− algebra and pi : B → L(H) an irreducible
representation of B. Then pi(J (B)) ⊆ K(H), where K(H) is the ideal of compact linear operators on H.
LEMMA 9.8 ([12], Theorem 5.8). Let B be a C∗− subalgebra of F0 and let {Jn} be a sequence in
J (F0)∩B. Then, for every irreducible representation pi : B → L(H) of B, the operator pi{Jn} is compact.
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Let B be a unital and fractal C∗− subalgebra of F0 which contains the ideal N . A central rank one
sequence of B is said to be of essential rank one if it does not belong to the ideal N . For every essential rank
one sequence {Kn}, let J {Kn} refer to the smallest closed ideal of B which contains the sequence {Kn}
and the ideal N . In [21] it is shown that, if {Kn} and {Jn} are sequences of essential rank one in B, then
either J {Kn} = J {Jn} or J {Kn} ∩ J {Jn} = N . Calling {Kn} and {Jn} equivalent in the first case we
get a splitting of the sequences of essential rank one into equivalence classes, which we denote by S. Further,
with every s ∈ S, there is associated a unique irreducible representation Ws of B into the algebra L(Hs) for
some Hilbert space Hs such that the ideal J {Kn} is mapped onto the ideal K(Hs) of the compact operators
on Hs and that the kernel of the mapping Ws : J {Kn} → K(Hs) is N .
Let {An} be a sequence in F0. By Λn we denote the set of singular values of the matrix An.
DEFINITION 9.9. We say that the singular values of a sequence {An} ∈ F0 have the splitting property if
there are εn → 0(εn ≥ 0) and d > 0 such that Λn ⊂ [0, εn] ∪ [d,∞] for all n, and the singular values of
{An} are said to meet the k− splitting property if, in addition, for all sufficiently large n exactly k singular
values of An lie in [0, εn].
Now, an important result of [21] and [9] reads as follows.
THEOREM 9.10 ([21], Theorem 10 and [9], Theorem 5.27 and Theorem 5.30). Let B be a unital, fractal
and Fredholm inverse closed C∗− subalgebra of F0 which contains the ideal N .
a) If {Bn} ∈ B is a Fredholm sequence, then the operators Ws{Bn} are Fredholm operators for every s ∈ S,
and there are only finitely many s ∈ S for which Ws{Bn} is not invertible.
b) If {Bn} ∈ B is Fredholm, then its singular values have the k− splitting property with
k =
∑
s∈S
dimkerWs{Bn}.
c) If the family {Ws}s∈S is sufficient for the stability of sequences in B (in the sense that the invertibility of all
operators Ws{Bn} implies the stability of {Bn} ) and if all operators Ws{Bn} are Fredholm for a sequence
{Bn} ∈ B, and there are at most finitely many among them which are not invertible, then this sequence is
Fredholm.
9.2 The splitting property of the singular values
At first, due to Theorem 3.9, Lemma 7.4 and Corollary 7.8 we obtain necessary and sufficient conditions for
the stability of operator sequences {An} belonging to the C∗− algebra A0.
THEOREM 9.11. a) A sequence {An} ∈ A0 is stable if and only if the operators Wω{An}, ω ∈ T, are
invertible.
b) The mapping
smb : A0 → L(L2ν)× L(L2ν)× L(l2)× L(l2),
{An} 7→ (W1{An},W2{An},W3{An},W4{An})
is a ∗− homomorphism with the kernel N .
The second assertion is a simple consequence of the fact that every ∗− homomorphism between C∗−
algebras which preserves spectra also preserves norms. In view of Theorem 9.2 we have the fractality of the
algebra A0.
COROLLARY 9.12. The algebra A0 is fractal.
Proof. We have to prove that all homomorphisms Wω, ω ∈ T, are fractal. This is evident, since these ho-
momorphisms act as strong limits and the strong limit of an infinite subsequence of {An} coincides with the
strong limit of {An} itself.
Our next objective is to characterize the image of the ideal J (A0) under the mapping smb introduced in
Theorem 9.11.
THEOREM 9.13. The homomorphism smb maps J (A0) onto K(L2ν)×K(L2ν)×K(l2)×K(l2).
Proof. Since, for any ω ∈ T, Wω is a ∗− homomorphism and K(Xω) ⊂ Wω(A0) we can easy check that
all Wω, ω ∈ T, are irreducible representations of A0. Hence, the mapping smb : A0 → L(L2ν)× L(L2ν)×
L(l2)× L(l2) is an irreducible representation, too. Now, from Lemma 9.7 we conclude that
smb(J (A0)) ⊆ K(L2ν)×K(L2ν)×K(l2)×K(l2).
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For the reverse inclusion firstly recall that, by definition, the set J of all sequences
4∑
ω=1
{
(E(ω)n )
−1
L(ω)n TωE
(ω)
n
}
+ {Cn}
with Tω ∈ K(Xω) and {Cn} ∈ N is contained in A0. Since every compact operator can be approximated
as closely as desired by an operator with finite dimensional range, we have J ⊆ K(A0) and thus, by Lemma
9.4, J ⊆ J (A0). Moreover, it is easy to check that
smb(J ) = K(L2ν)×K(L2ν)×K(l2)×K(l2),
and this observation finishes the proof.
In view of Lemma 9.8 we have that the ideals J (A0) and A0 ∩ J (F0) of A0 coincide. Now from
Theorem 9.10 we obtain the main result of this chapter
THEOREM 9.14. a) A sequence {An} ∈ A0 is Fredholm if and only if the operators Wω{An} are Fredholm
operators for every ω ∈ T.
b) If {An} ∈ A0 is Fredholm, then its singular values have the k− splitting property with
k =
∑
ω∈T
dimkerWω{An}.
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