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BOUNDARY REPRESENTATIONS OF λ-HARMONIC AND
POLYHARMONIC FUNCTIONS ON TREES
MASSIMO A. PICARDELLO, WOLFGANG WOESS
Abstract. On a countable tree T , allowing vertices with infinite degree, we consider an
arbitrary stochastic irreducible nearest neighbour transition operator P . We provide a
boundary integral representation for general eigenfunctions of P with eigenvalue λ ∈ C.
This is possible whenever λ is in the resolvent set of P as a self-adjoint operator on a
suitable ℓ2-space and the on-diagonal elements of the resolvent (“Green function”) do
not vanish at λ. We show that when P is invariant under a transitive (not necessarily
fixed-point-free) group action, the latter condition holds for all λ 6= 0 in the resolvent set.
These results extend and complete previous results by Cartier, by Figa`-Talamanca and
Steger, and by Woess. For those eigenvalues, we also provide an integral representation
of λ-polyharmonic functions of any order n, that is, functions f : T → C for which
(λ · I −P )nf = 0. This is a far-reaching extension of work of Cohen et al., who provided
such a representation for simple random walk on a homogeneous tree and eigenvalue
λ = 1. Finally, we explain the (much simpler) analogous results for “forward only”
transition operators, sometimes also called martingales on trees.
1. Introduction
Let T be a countable tree without leaves (vertices with only one neighbour). We allow
vertices with countably many neighbours. On T , we consider a random walk which is of
nearest neighbour type, that is, the transition probabilities p(x, y) are > 0 if and only
if x and y are neighbours. We are interested in general eigenfunctions of the transition
operator acting on functions f : T → C by
Pf(x) =
∑
y
p(x, y)f(y) .
When this is an infinite sum, it is required to converge absolutely. For λ ∈ C, a λ-
harmonic function h : T → C is one that satisfies Ph = λ ·h. If we consider ∆ = P − I as
a discrete Laplace operator (where I is the identity operator), then h is an eigenfunction
of the Laplacian with eigenvalue λ− 1.
First of all, if λ is real and λ > ρ(P ) , the spectral radius of the random walk, then every
positive λ-harmonic function has a unique integral representation over the boundary at
infinity of T with respect to the λ-Martin kernel, in analogy with the Poisson represen-
tation of positive eigenfunctions of the Laplacian on the unit disk. The same holds for
λ = ρ(P ) in case P is ρ-transient.
2010 Mathematics Subject Classification. 31C20; 05C05, 28A25, 60G50 .
Key words and phrases. Tree, stochastic transition operator, λ-harmonic functions, polyharmonic func-
tions, Martin kernel, boundary integral.
Supported by Austrian Science Fund projects FWF P24028 and W1230. The second author acknowl-
edges support by as a distinguished visiting scientist at TU Graz.
1
2 M. A. Picardello and W. Woess
Furthermore, for those eigenvalues one has a similar integral representation for any
real (or complex) eigenfunction, where the integral of the Martin kernel is taken with
respect to a distribution, that is, a finitely additive signed measure which is defined on
the collection of all boundary arcs. However, this distribution does in general not extend
to a σ-additive measure on the Borel σ-algebra of the boundary.
When T is locally finite and λ > ρ(P ) (or = ρ(P ) in the ρ-transient case), this is com-
prised in the seminal paper of Cartier [4]; see also Picardello and Woess [12]. The
analogous result in the non-locally finite case is comprised in the textbook of Woess [14,
§9.D], which seemingly has remained unobserved by researchers working in this field.
The first goal of this paper is to formulate and prove this general representation theo-
rem in the greatest possible generality, that is, for arbitrary complex-valued λ-harmonic
functions, where λ ∈ res(P ) = C \ spec(P ), the resolvent set of P . Here, P is interpreted
as a self-adjoint, bounded operator on ℓ2(T,m), where m is the measure on the vertex
set which makes P reversible, that is, m(x)p(x, y) = m(y)p(y, x) for all x, y ∈ T . That
measure is unique up to normalisation. There is one restriction for the general representa-
tion, namely, that λ has to be such that the on-diagonal matrix elements G(x, x|λ) of the
resolvent operator G(λ) = (λ ·I−P )−1 do not vanish. This holds always when |λ| ≥ ρ(P ).
(The use of the letter G is motivated by the usual name “Green function” for its matrix
elements.) We show that the condition on λ allows us to construct the general analogue
of the λ-Martin kernel. Our corresponding integral representation is Theorem 3.7 below.
Among other, this generalises a similar result of Figa`-Talamanca and Steger [8]
concerning the case when T is the regular, locally finite tree which is the Cayley graph of
the group 〈a1 , . . . , ar | aj = a−1j , j = 1, . . . , r〉, and when P is invariant under that group.
Our Theorem 3.7 does not require any group structure. But in addition, we also study
in more detail the specific case where T is not necessarily locally finite and P is invariant
under the action of an arbitrary group of automorphisms of T which is not required to act
with trivial vertex stabilisers, so that T is not necessarily a Cayley graph of that group.
Indeed, its closure will be a locally compact group that may be non-discrete and even
non-unimodular. In this very general group-invariant situation, we provide an extension
of another result of [8], namely, that the Green kernel may vanish on the diagonal only for
λ = 0, see Theorem 4.6. Thus, we have the integral representation in the group invariant
case for all λ-harmonic functions, where λ ∈ res(P ), with the only possible exception of
λ = 0.
Next, we turn our attention to λ-polyharmonic functions. A function f : T → C is
λ-polyharmonic of order n, if
(λ · I − P )nf = 0.
If n = 1, this means that f is λ-harmonic. If n = 2 this means that λ · f − Pf is
λ-harmonic, and so on.
In the setting of the classical Laplacian ∆ on a Euclidean domain, polyharmonic func-
tions are functions for which ∆nh ≡ 0. Their study goes back to work in the 19th century,
Boundary representations on trees 3
see e.g. Almansi [1]. A basic reference is the monograph by Aronszajn, Creese and
Lipkin [2], and there is ongoing study. The discrete analogue of polyharmonic functions
on trees (λ = 1) was studied in a long paper by Cohen et al. [5]. For the special case
of simple random walk on a locally finite, homogeneous tree, they provide a boundary
integral representation for polyharmonic functions. Here, we provide a far-reaching gener-
alisation: in Theorem 5.3 we explain how this can by achieved more directly for arbitrary
λ-polyharmonic functions in the general setting of a nearest neighbour random walk on
a countable tree T (locally finite or not), whenever λ ∈ res(P ) fulfils the above condition
that G(x, x|λ) 6= 0 for every x ∈ T .
Finally, in the appendix §6, we explain how all the above results are obtained very
easily for “forward only” transition operators on rooted countable trees, see in particular
Proposition 6.7. In this case, the only exceptional eigenvalue is λ = 0.
2. Basic facts
We briefly recall the basic ingredients. For two vertices x, y ∈ T , we write x ∼ y if they
are neighbours. The degree of x is its number of neighbours. Given any pair of vertices
x, y, the geodesic or geodesic path from x to y is the unique shortest path π(x, y) from x
to y, and the distance d(x, y) is the length (number of edges) of π(x, y).
A ray or geodesic ray in T is a sequence [x0 , x1 , x2 , . . . ] such that xi−1 ∼ xi and all xi
are distinct. Two rays are equivalent, if they differ by finitely many initial vertices. An
end of T is an equivalence class of rays. For any vertex x and end ξ, there is a unique ray
π(x, ξ) which starts at x and represents ξ. We write ∂T for the set of all ends of T . For
x, y ∈ T with x 6= y, the branch or cone Tx,y is the subtree spanned by all vertices w with
y ∈ π(x, w), and the boundary arc ∂Tx,y is the set of all ends which have a representative
ray in Tx,y .
We set T̂ = T ∪∂T and T̂x,y = Tx,y∪∂Tx,y . We put the topology on T̂ which is discrete
on the vertex set, while a neighbourhood base of ξ ∈ ∂T is given by the collection of all
T̂x,y which contain ξ. (Here, we may fix x and vary only y 6= x.) We obtain a metrisable
space which is compact precisely when T is locally finite (all vertex degrees are finite).
Otherwise, it is not complete. Following an idea of Soardi, this defect can be overcome
by introducing additional boundary points, one associated with each vertex of infinite
degree, see Cartwright, Soardi and Woess [3] or the exposition in [14, §9.B].
In order to describe convergence to ends, we choose a root vertex o ∈ T . For any pair
of elements v, w ∈ T̂ , their confluent v ∧ w with respect to o is the last common vertex
on the geodesics π(o, v) and π(o, w). Then a sequence (xn) in T converges to an end ξ if
and only if |xn ∧ ξ| → ∞, where |x| = d(x, o).
Next, let us turn to the random walk. Let Xn be the random position at time n ≥ 0.
The n-step transition probability p(n)(x, y) = Pr[Xn = y|X0 = x] is the (x, y)-element of
the matrix power P n, with P 0 = I, the identity matrix. The spectral radius
ρ = ρ(P ) = lim sup
n→∞
p(n)(x, y)1/n
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is independent of x and y. Let λ ∈ C be such that |λ| > ρ. The associated Green function
is
(2.1) G(x, y|λ) =
∞∑
n=0
p(n)(x, y) λ−n−1
The series converges absolutely. It may or may not converge at λ = ρ, in which case we
say that the random walk is ρ-transient, and ρ-recurrent, respectively. Next, let us write
f (n)(x, y) = Pr[Xn = y, Xk 6= y for k < n | X0 = x]
for the probability that the random walk starting at x reaches y at time n, but not before.
We set
(2.2) F (x, y|λ) =
∞∑
n=0
f (n)(x, y) λ−n and U(x, x|λ) =
∑
v
p(x, v)F (v, x|λ) .
Writing U(x, x|λ) as a power series in λ−1, the coefficient of λ−n is the probability that
the first return to the starting point x occurs at time n (n ≥ 1). These series certainly
converge for |λ| > ρ, since this is true for the Green function.
(2.3) Lemma. The following identities hold on a tree for |λ| > ρ as well as for λ = ±ρ.
(a) For any geodesic path [x0 , x1 , . . . , xk] ,
F (x0 , xk|λ) = F (x0 , x1|λ)F (x1 , x2|λ) · · ·F (xk−1 , xk|λ)
(b) For any pair of neighbours x, y, we have F (x, y|λ) 6= 0 and
λF (x, y|λ) = p(x, y) +
∑
v 6=y
p(x, v)F (v, x|λ)F (x, y|λ).
(c) For any pair of neighbours x, y, we have∑
v
p(x, v)
∣∣F (v, x|λ)∣∣ ≤ |λ| and ∣∣F (x, y|λ)F (y, x|λ)∣∣ ≤ 1,
with equality only for λ = ±ρ in the ρ-recurrent case, and
G(x, x|λ) = 1
λ− U(x, x|λ) =
F (x, y|λ)/p(x, y)
1− F (x, y|λ)F (y, x|λ) .
(d) For arbitrary x, y ∈ T ,
G(x, y|λ) = F (x, y|λ)G(y, y|λ) .
In case of vertices x with infinite degree, the sums appearing in (b) and (c) converge
absolutely.
Proof. For (a) and the formula displayed in (b), see e.g. [14, Prop. 9.3], while the first of
the two displayed formulas for G(x, x|λ) in (c), as well as (d) are valid for general Markov
chains [14, Thm 1.38].
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Regarding (c), as mentioned above, the function U(x, x|λ) is a power series in λ−1 whose
coefficients are non-negative. It converges for |λ| > ρ, and for positive λ ∈ [ρ , +∞),
it is continuous and decreasing with value 0 at +∞. If one had U(x, x|λ0) = λ0 for
some positive λ0 > ρ, then G(x, x|λ) would have a pole at λ0, in contradiction with
the fact that it is analytic for |λ| > ρ. Thus U(x, x|λ) < λ for every real λ > ρ, and
U(x, x|ρ) = U(x, x|−ρ) ≤ λ with equality precisely when the random walk is ρ-recurrent.
Consequently, for complex λ with |λ| > ρ, and even for |λ| ≥ ρ in the ρ-transient case,
we have ∑
v
p(x, v)
∣∣F (v, x|λ)∣∣ ≤ U(x, x∣∣ |λ|) < |λ| .
This proves the first inequality stated in (c), and it shows that for |λ| = ρ, also ∣∣F (x, y|λ)∣∣ ≤
F (x, y|ρ) <∞.
It also implies that in the context of (b), one has for complex |λ| > ρ, resp., for |λ| ≥ ρ
in the ρ-transient case that ∑
v 6=y
p(x, v)
∣∣F (v, x|λ)∣∣ < |λ| ,
which in turn implies F (x, y|λ) 6= 0 , as stated in (b).
These arguments also comprise the statement on absolute convergence.
Finally, for the second inequality and the formula for G(x, x|λ) in (c), we use (b) to see
that
(2.4) F (x, y|λ)
(
λ− U(x, x|λ)
)
= p(x, y)
(
1− F (x, y|λ)F (y, x|λ)
)
.
This yields the displayed formula, as well as the second inequality in the same way as the
first one. 
At this point, we can define the λ-Martin kernel by
(2.5) K(x, w|λ) = G(x, x ∧ w|λ)
G(o, x ∧ w|λ) =
F (x, x ∧ w|λ)
F (o, x ∧ w|λ) , x ∈ T , w ∈ T̂ .
For fixed x, it is continuous in the second variable. It is an easy exercise to derive from
Lemma 2.3 that for any ξ ∈ ∂T , the function x 7→ K(x, ξ|λ) is a λ-harmonic function (see
also below):
(2.6)
∑
y∼x
p(x, y)K(y, ξ|λ) = λK(x, ξ|λ) for every x ∈ T.
Note that when x has infinite degree, this sum does indeed converge absolutely by Lemma
2.3. The following is well known.
(2.7) Proposition. For real λ > ρ, as well as for λ = ρ in the ρ-transient case, every
positive λ-harmonic function h has a unique Poisson-Martin integral representation
h(x) =
∫
∂T
K(x, ξ|λ) dνh(ξ) ,
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where νh is a non-negative Borel measure on ∂T with total mass h(o).
For the case when T is locally finite, this as well as the identities of Lemma 2.3 are
comprised in the influential and elegant paper of Cartier [4]. The extension to the
non-locally finite case goes back to Soardi, see [3] and [14, §9.B+C]. In the last two
references, it is assumed that λ = 1. For general positive λ and h, the result is obtained by
applying the standard case to the h-process, whose transition probabilities are ph(x, y) =
p(x, y)h(y)
/(
λ h(x)
)
.
As outlined in the introduction, one of the aims of this paper is an integral represen-
tation for all λ-harmonic functions for arbitrary λ ∈ res(P ) = C \ spec(P ) up to some
possible exceptional values. Proposition 2.7 will follow from that general result. The
spectrum spec(P ) ⊂ [−ρ , ρ] is going to be defined in the next part, which is going to be
important for all subsequent considerations.
(2.8) Analytic continuation. We define a measure m on T as follows:
for x ∈ T with π(o, x) = [x0 , x1 , . . . , xk] , m(x) = p(x0 , x1) · · · p(xk−1 , xk)
p(x1 , x0) · · · p(xk , xk−1) .
In particular, m(o) = 1. We have reversibility: m(x)p(x, y) = m(y)p(y, x) for all x, y.
Thus, P acts as a self-adjoint operator on the Hilbert space ℓ2(T,m) of all functions
f : T → R with 〈f, f〉 <∞, where
〈f, g〉 =
∑
x
f(x)g(x)m(x) .
It is well-known that the spectral radius (= norm) of this operator is ρ, and that spec(P )
is symmetric around the origin. Now, for λ ∈ C with |λ| > ρ, the function G(x, y|λ)
is the (x, y)-matrix element of the resolvent operator G(λ) = (λ I − P )−1 on ℓ2(T,m).
Therefore, it extends analytically to the resolvent set res(P ) ⊂ C \ [−ρ , ρ].
In particular, we note at this point that for λ ∈ res(P ), the function G(x, x|λ) has no
pole, so that by continuity we see from Lemma 2.3 and its proof that
(2.9)
∣∣U(x, x|λ)∣∣ < |λ| , G(x, y|λ) 6= 0 and ∣∣F (x, y|λ)F (y, x|λ)∣∣ < 1
for x ∼ y and |λ| > ρ , and also for |λ| = ρ in the ρ-transient case. Now,
F (x, y|λ) = G(x, y|λ)/G(y, y|λ) and U(x, x|λ) = λ− 1/G(x, x|λ)
extend to meromorphic functions in λ on res(P ). We conclude from Lemma 2.3 that for
neighbours x, y ∈ T ,
(2.10)
if G(x, x|λ)G(y, y|λ) 6= 0 then U(x, x|λ) and F (x, y|λ) are analytic at λ ,
F (x, y|λ) 6= 0 and F (x, y|λ)F (y, x|λ) 6= 1
The case when G(x, x|λ0) = 0 is quite special. We know from Lemma 2.3(c) and (2.9)
that G(x, x|λ) 6= 0 for λ ∈ C with |λ| > ρ. Replacing F (x, y|λ) by G(x, y|λ)/G(y, y|λ)
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and F (y, x|λ) by G(y, x|λ)/G(x, x|λ), we can transform the second identity of Lemma
2.3(c) into
(2.11)
G(x, y|λ)
p(x, y)
= G(x, x|λ)G(y, y|λ)−G(x, y|λ)G(y, x|λ) = G(y, x|λ)
p(y, x)
.
A priori, this holds for |λ| > ρ, but by analytic continuation, it must also hold in all of
res(P ). Reordering the terms,
(2.12) G(x, y|λ)
( 1
p(x, y)
+G(y, x|λ)
)
= G(x, x|λ)G(y, y|λ)
Thus, if G(x, x|λ0) = 0 for some λ0 ∈ res(P ), then for any y ∼ x,
p(x, y)G(y, x|λ0) = p(y, x)G(x, y|λ0) ∈ {0,−1} .
Now, for any λ ∈ res(P ), we have that G(·, x|λ) ∈ ℓ2(T,m) and PG(·, x|λ) = λG(·, x|λ)−
δx . In particular, when G(x, x|λ0) = 0 (which can only happen for |λ| < ρ)∑
y
p(x, y)G(y, x|λ0) = −1 ,
whence p(x, y)G(y, x|λ0) = p(y, x)G(x, y|λ0) must have value −1 for precisely one neigh-
bour of x, while the value is 0 for all other neighbours. In presence of invariance of the
transition probabilities under a transitive action of a group of automorphisms of trees,
this fact can be used to exclude that the degenerate case G(x, x|λ0) = 0 can occur, see
further below. 
3. The general Poisson-Martin integral representation on trees
In view of last considerations on analytic continuation, we now define
res∗(P ) = {λ ∈ res(P ) : G(x, x|λ) 6= 0 for all x}.
(2.10) tells us that for any λ ∈ res∗(P ), we can form the λ-Martin kernel (2.5), because
the denominator does not vanish. By our assumptions, PK(·, w|λ) is well defined as a
function of the first variable. That is, even at vertices with infinite degree, the involved
sum is absolutely convergent, and for ξ ∈ ∂T , equation (2.6) is valid even when λ ∈ res∗(P )
with |λ| ≤ ρ. Indeed, to be precise, write
K(x, ξ|λ) = G(x, v|λ)
G(o, v|λ) , where v ∈ π(o, ξ) , v
− = x ∧ ξ ,
so that we can compute in ℓ2(T,m)
(3.1) PK(x, ξ|λ) = 1
G(o, v|λ) PG(λ)1v(x) =
1
G(o, v|λ) λG(λ)1v(x) .
We now consider distributions. For any x ∈ T \ {o}, is predecessor x− is the neighbour
of x which is closer to o. We write Tx = To,x , as well as To = T . A complex distribution
on the collection of all boundary arcs
Fo = {∂Tx : x ∈ T}
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is a set function ν : Fo → C such that for every x,
(3.2) ν(∂Tx) =
∑
y:y−=x
ν(∂Ty) .
When deg(x) = ∞, we require that this sum converges absolutely. Note that this does
in general not imply that ν extends to a σ-additive distribution on the Borel σ-algebra
of ∂T . However, ν clearly extends to the collection of all boundary arcs ∂Tx,y , where
x, y ∈ T (x 6= y). Indeed, if o /∈ Tx,y then ∂Tx,y = ∂Ty ∈ Fo . If o ∈ Tx,y then
∂T \ ∂Tx,y = ∂Ty,x = ∂Tx and we can define ν(∂Tx,y) = ν(∂T ) − ν(∂Tx). In particular,
after a change of the root from o to o′, the distribution satisfies (3.2) also on Fo′ .
A locally constant function on T is a function f : T → C such that the set of edges
Ef = {[x, y] ∈ E(T ) : f(x) 6= f(y)} is finite.
The union of all geodesic segments which connect o to the endpoints of the edges in Ef
forms a finite subtree τf of T . If τ is any finite subtree of T containing o, and x ∈ τ , then
let
Sτ (x) = {y ∈ τ : y− = x} ,
a finite set, possibly empty (the successors of x in τ). If τ = τf for f as above, then f
constant on each set Tx \
⋃{
Ty : y ∈ Sτ (x)
}
. In particular, f extends to a continuous
function on ∂T . We also call the resulting function on ∂T locally constant. Thus, a
function ϕ on ∂T is locally constant if there is a finite subtree τ of T which contains o
such that
(3.3) ϕ has constant value on each set ∂Tx \
⋃{
∂Ty : y ∈ Sτ (x)
}
, x ∈ τ .
We shall denote that value by ϕx.
This definition is clearly independent of the choice of the root, and if τ ′ is another finite
subtree which fulfils the same requirement for ϕ, then so does the union τ ∪ τ ′. We can
now define
(3.4)
∫
∂T
ϕdν =
∑
x∈τ
ϕx
(
ν(∂Tx)−
∑
y∈Sτ (x)
ν(∂Ty)
)
.
(3.2) guarantees that this definition does not depend on the specific choice of the finite tree
τ for which (3.3) holds. It also does not depend on the choice of the root o. Consequently,
the integral is linear on the vector space of all locally constant functions on ∂T .
We return to the λ-Martin kernel, where λ ∈ res∗(P ).
Now let x ∈ T and π(o, x) = [o = x0 , x1 , . . . , xk = x]. Then x ∧ ξ ∈ {x0 , x1 , . . . , xk}
for every ξ ∈ ∂T , and
K(x, ξ|λ) = K(x, xi|λ) when
{
ξ ∈ ∂Txi \ ∂Txi+1 , i ≤ k − 1,
ξ ∈ ∂Txk , i = k .
Thus, ϕ = K(x, ·|λ) is locally constant on ∂T , and we can use π(o, x) as a tree τ for which
(3.3) holds. We subsume.
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(3.5) Proposition. For a distribution ν as above, the function
h(x) =
∫
∂T
K(x, ξ|λ) dν(ξ)
is a λ-harmonic function, and
(3.6)
h(x) =
k−1∑
i=0
K(x, xi|λ)
(
ν(∂Txi)− ν(∂Txi+1)
)
+K(x, x|λ) ν(∂Tx)
= K(x, o|λ)ν(∂T ) +
k∑
i=1
(
K(x, xi|λ)−K(x, xi−1|λ)
)
ν(∂Txi) .
We call h the Poisson transform of ν. The fact that Ph = λ · h follows from (3.6),
using absolute convergence in (3.2) and (3.1).
As outlined in the introduction, for real λ > ρ, the following theorem goes back to
[4] in the locally finite case. The below proof transfers [14, Thm. 9.37] to complex λ;
we present its main part here with additional care regarding absolute convergence in the
non-locally finite case.
(3.7) Theorem. Let λ ∈ res∗(P ), or λ = ±ρ in the ρ-transient case. A function h : T →
C satisfies Ph = λ · h if and only if it is of the form
h(x) =
∫
∂T
K(x, ξ|λ) dν(ξ) ,
where ν is a complex distribution on Fo . The distribution ν is determined by h, that is,
ν = νh, where
νh(∂T ) = h(o) and νh(∂Tx) = F (o, x|λ) h(x)− F (x, x
−|λ)h(x−)
1− F (x−, x|λ)F (x, x−|λ) , x 6= o .
Proof. Via analytic continuation (2.8), the following identities are a consequence of Lemma
2.3(c).
(3.8)
G(x, x|λ)p(x, y) = F (x, y|λ)
1− F (x, y|λ)F (y, x|λ) and
λG(x, x|λ) = 1 +
∑
y:y∼x
F (x, y|λ)F (y, x|λ)
1− F (x, y|λ)F (y, x|λ) ,
and when deg(x) = ∞, the last sum converges absolutely. Indeed, the first identity is
part of Lemma 2.3(c). The second one then follows from the first one by applying the
operator identity
P G(λ) = G(λ)P = λ ·G(λ)− I .
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We now show first that if h is λ-harmonic, then νh as defined in the theorem is indeed a
complex distribution on Fo , and h is its Poisson transform. We start with the identity
λG(x, x|λ)h(x) =
∑
y
G(x, x|λ)p(x, y)h(y) ,
and recall that the sum on the right hand side is assumed to converge absolutely, when
deg(x) =∞. Using (3.8), we rewrite this as(
1 +
∑
y:y∼x
F (x, y|λ)F (y, x|λ)
1− F (x, y|λ)F (y, x|λ)
)
h(x) =
∑
y:y∼x
F (x, y|λ)
1− F (x, y|λ)F (y, x|λ) h(y) .
Using that the involved sums converge absolutely, we can regroup the terms and get
(3.9) h(x) =
∑
y : y∼x
F (x, y|λ) h(y)− F (y, x|λ)h(x)
1− F (x, y|λ)F (y, x|λ) .
Convergence is again absolute when deg(x) =∞ .
For x = o, the last identity says that νh(∂T ) =
∑
y∼o ν
h(∂Ty). Suppose that x 6= o.
Then by (3.9),∑
y:y−=x
νh(∂Ty) = F (o, x|λ)
∑
y : y−=x
F (x, y|λ) h(y)− F (y, x|λ)h(x)
1− F (x, y|λ)F (y, x|λ)
= F (o, x|λ)
(
h(x)− F (x, x−|λ) h(x
−)− F (x−, x|λ)h(x)
1− F (x, x−|λ)F (x−, x|λ)
)
= F (o, x|λ) h(x)− F (x, x
−|λ)h(x−)
1− F (x, x−|λ)F (x−, x|λ) = ν
h(∂Tx)
So νh is indeed a signed distribution on Fo . We verify that
∫
∂T
K(x, ξ|λ) dνh(ξ) = h(x).
For x = o this is true. Let x 6= o. With the notation of (3.6), we simplify(
K(x, xi|λ)−K(x, xi−1|λ)
)
νh(∂Txi) = F (x, xi|λ) h(xi)− F (x, xi−1|λ) h(xi−1) ,
whence we obtain∫
∂T
K(x, ξ|λ) dνh(ξ) = K(x, o|λ)h(o) +
k∑
i=1
(
F (x, xi|λ)h(xj)− F (x, xi−1|λ)h(xi−1)
)
= F (x, x|λ)h(x) = h(x) ,
as proposed.
Finally, we need to verify that given ν and its Poisson transform h, we have ν = νh.
We omit this part of the proof, which is precisely as in [14, Thm. 9.37], with the only
generalisation that Ph = λ · h, not necessarliy having λ = 1. 
(3.10) Remarks on σ-additivity. If the distribution ν on Fo is non-negative, then
it extends uniquely to a σ-additive measure on the Borel σ-algebra on ∂T . This is a
consequence of measure theoretic basics, such as the extension theorems of Caratheodory
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or Kolmogorov. In the context of boundaries of trees, this fact seems less understood, so
we give an outline. Let A be the product σ-algebra on NN. It is generated by all cylinder
sets
C(a1 , . . . , ak) = {(mn) ∈ NN : mi = ai , i = 1, . . . , k} ,
where k ≥ 1 and a1 , . . . , ak ∈ N. We also allow k = 0 with the corresponding cylinder set
being all of NN.
Now suppose that for each k ∈ N, we have a probability distribution pk on Nk, such
that for all k and all (m1 , . . . , mk) ∈ Nk,
(3.11) pk(m1 , . . . , mk) =
∑
mk+1∈N
pk+1(m1 , . . . , mk , mk+1) .
Then there is a unique probability measure Pr on NN, such that for every cylinder set,
Pr
(
C(a1 , . . . , ak)
)
= pk(a1 , . . . , ak) .
A nice exposition, given in the context of Martin boundary theory, is due to Dynkin [7].
There are of course various other sources.
How is the relation with trees ? Let N∗ =
⋃∞
k=0N
k be the collection of all words over N.
For k = 0, we intend that N0 consists of the empty word o, and Nk is the collection of all
words of length k. We put a tree structure on T = N∗, where the root is the empty word
o, and neighbourhood is defined in terms of predecessors: for k ≥ 1, the predecessor of
x = (m1 , . . . , mk) is x
− = (m1 , . . . , mk−1). Then ∂T = N
N and ∂Tx = C(m1 , . . . , mk).
With this identification, a sequence of probability distributions pk on N
k which satisfy
(3.11) corresponds bijectively to a measure ν on Fo as in (3.2) by
ν(∂Tx) = pk(m1 , . . . , mk) , where x = (m1 , . . . , mk)
If we start with a countable tree T where deg(x) = ∞ for every vertex, then we can
choose a root o and label the successors of any vertex by the natural numbers. In this
way, we identify T with N∗.
A tree which has vertices with finite degree can be embedded into N∗ in an obvious way,
and then pk will assign value 0 to sequences (m1 , . . . , mk) which do not correspond to ver-
tices of the tree. This explains that for any countable tree, any non-negative distribution
on Fo extends to a Borel measure on the boundary of the tree.
Finally, we may ask when a complex distribution ν on Fo which satisfies (3.2) extends
to a σ-additive Borel measure on ∂T . In the locally finite case, a necessary and sufficient
criterion was given by Cohen, Colonna and Singman [6], which generalises to the
non-locally finite case as follows: finite total variation of ν is equivalent with existence of
some M < ∞ such that for any sequence of pairwise disjoint boundary arcs ∂Txn (and
not only those where all xn have the same predecessor), one has
(3.12)
∑
n
|ν(∂Txn)| ≤ M .
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(In the locally finite case, it is sufficient that any such series converges, and the upper
bound follows.) We omit the details. 
4. Invariance under general transitive group actions
We now study nearest neighbour random walks on countable trees which are invariant
under a general subgroup Γ of the automorphism group of T which acts transitively on
the vertex set. Invariance means that p(γx, γy) = p(x, y) for all x, y ∈ T and γ ∈ Γ. Let
I = Γ\E(T ) be the set of orbits of Γ on the set of oriented edges of T . If j ∈ I is the orbit
(type) of (x, y) ∈ E(T ) then we write pj = p(x, y) and −j for the orbit of (y, x). This is
independent of the representative (x, y), and defines an involution: −(−j) = j. We have
−j = j if and only if there is γ ∈ Γ which inverts (x, y). For each j ∈ I and fixed x ∈ T ,
we set dj = |{y ∼ x : (x, y) ∈ I}|. This is independent of x by transitivity of Γ.When
−j 6= j we may well have d−j 6= dj. (For example, we may have I = {±1} with d−1 = 1
and d1 = q ∈ N.) The degree of any vertex x is
deg(x) =
∑
j∈I
dj , and
∑
j∈I
dj pj = 1 .
In particular, each dj is finite. Conversely, if we start with a finite or countable set I with
an involution j 7→ −j and a collection (dj)j∈I of natural numbers, then for the regular
tree T with degree
∑
j dj ≤ ∞ , there is a group Γ ≤ Aut(T ) which acts transitively
such that I is its set of orbits and the associated cardinalities are dj . We postpone the
explanation of this and a few other group-theoretic facts to the end of the present section.
As a specific example, when dj = 1 for all j then we can take the discrete group
(4.1) Γ = 〈aj , j ∈ I | a−1j = a−j for all j ∈ I〉 .
When j 6= −j then we can take just one out of aj and a−j as a free generator; when
j = −j then aj is a generator whose square is the group identity. In this example, Γ acts
transitiviely with trivial stabilisers, and the fact that this provides all possible groups
which act in this way on a countable tree is a well-known basic part of Bass-Serre Theory,
see Serre [13].
Here, we shall always assume that the vertex degree is ≥ 3, so that our random walk has
to be ρ-transient by a result of Guivarc’h [9]. The Green function G(x, x|λ) = G(λ) is
again independent of x, and if (x, y) is an oriented edge of type j, then G(x, y|λ) = Gj(λ)
depends only on j. If G(λ0) = 0 for λ0 ∈ res(P ) then there must be a unique j0 ∈ I such
that
−j0 = j0 , dj0 = 1 , pj0 Gj0(λ0) = −1 , and pjG−j(λ0) = 0 for all j 6= j0 .
This follows from the last lines of Remarks 2.8. Namely, if we fix x ∈ T then there
is precisely one y ∼ x such that p(x, y)G(y, x|λ0) = p(y, x)G(x, y|λ0) = −1, while
p(x, v)G(v, x|λ0) = p(v, x)G(x, v|λ0) = 0 for all other v ∼ x.
Thus, if dj ≥ 2 for all j with −j = j, then G(λ) 6= 0 for all λ ∈ res(P ).
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(4.2) Corollary. For any nearest neighbour random walk on a finitely or countably gen-
erated free group, G(λ) 6= 0 for all λ ∈ res(P ), so that res∗(P ) = res(P ).
By reversibility, we have
(4.3) pj G−j(λ) = p−j Gj(λ) ,
and (2.12) becomes
(4.4) p−j Gj(λ)
2 +Gj(λ)− pj G(λ)2 = 0 .
When λ > ρ is real, the right one among the two solutions of this equation is
(4.5) Gj(λ) =
1
2p−j
(√
1 + 4pjp−j G(λ)2 − 1
)
,
because the functions G(λ) and Gj(λ) are decreasing in those λ. In other regions of the
plane, there may be the minus sign in front of the root. We now show that the only
possible λ0 ∈ res(P ) for which G(λ0) = 0 is λ0 = 0.
(4.6) Theorem. If 0 6= λ ∈ res(P ) then G(λ) 6= 0, so that res(P ) \ res∗(P ) ⊂ {0}.
Proof. We modify and extend an argument of [8, p. 17]. Suppose that G(λ0) = 0 for
some λ0 ∈ res(P ). By analyticity, there is an open ball B centred at λ0 with closure
B− ⊂ res(P ) such that G(λ) 6= 0 for λ ∈ B− \ {λ0}. By continuity, we may also choose
B such that 2|G(λ)| < 1 for all λ ∈ B−.
We know from (2.8) that (2.10) holds for those λ, and as we have observed above, there
is precisely one j0 ∈ I such that p−j0 Gj0(λ0) = −1, andby (4.3) we must have −j0 = j0
and dj0 = 1.
For all j ∈ I0 = I \ {j0}, we have Gj(λ0) = 0, so that the right solution of (4.4) at λ0 is
the one given by (4.5). By continuity, this must also hold in a neighbourhood of λ0 . On
the other hand, by the choice of B, the right hand side of (4.4) is analytic in B, so that
by analytic continuation, (4.4) must hold for Gj(λ) in all of B. Analogously,
Gj0(λ) =
1
2p−j
(
−
√
1 + 4pjp−j G(λ)2 − 1
)
for λ ∈ B .
We now note that for complex t with |t| < 1, one has ∣∣√1 + t − 1∣∣ < |t|. Thus, for
λ ∈ B and j ∈ I0, (4.5) gives |Gj(λ)| ≤ 2pj |G(λ)|2. When in addition λ 6= λ0, setting
Fj(λ) = Gj(λ)/G(λ), we can transform the identity of Lemma 2.3(b) into
λ =
G(λ)
Gj0(λ)
+
∑
j∈I0
d−jp−jFj(λ) .
By the above, for λ ∈ B,∑
j∈I0
d−jp−j|Fj(λ)| ≤ 2|G(λ)|
∑
j∈I0
d−jp−jpj < 2|G(λ)| ,
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since d−jp−j ≤ 1. Thus, when λ → λ0, the sum tends to 0, and we also know that
G(λ)/Gj0(λ)→ 0. Therefore λ0 = 0, which we have excluded. 
(4.7) Corollary. In case of group-invariance under a transitive automorphism group of
T , the integral representation of Theorem 3.7 holds for all eigenvalues λ ∈ res(P ) with
the only possible exception of λ = 0.
We remark that it may well happen that 0 is part of the resolvent set of P for certain
choices of the probabilities pj , see [8].
(4.8) General transitive group actions. We now add some details on group actions.
For any tree (or graph), the automorphism group Aut(T ) of all neighbourhood preserving
bijections of the vertex set is equipped with the topology of point-wise convergence. If T
is locally finite, then the vertex stabilisers {γ ∈ Aut(T ) : γx = x} for x ∈ T are open-
compact, so that Aut(T ) is a locally compact, totally disconnected group. When T is not
locally finite, this is more delicate. However, given the transition operator, resp. matrix
P =
(
p(x, y)
)
x,y∈T
, we are interested in the group
Aut(T, P ) = {γ ∈ Aut(T ) : p(γx, γy) = p(x, y) for all x, y} .
When Aut(T, P ) acts transitively (even when T is not locally finite), it is closed in the
topology of point-wise convergence and acts with open-compact vertex stabilisers whose
orbits are all finite, see Kaimanovich and Woess [10, Prop. 2.7]. Hence, if Γ is a
group as assumed at the beginning of this section, we can pass to its closure in Aut(T, P ),
or rather assume right away without loss of generality that Γ = Aut(T, P ).
We now address the converse question: we start with a finite or countable set I with
an involution j 7→ −j and a collection (dj)j∈I of natural numbers and look for a group
Γ ≤ Aut(T ) which acts transitively and realises I as the set of orbits and the associated
cardinalities dj .
To begin, we fix j together with dj and d−j .
Let us first consider the case when under the given involution, −j 6= j. Then we
consider the regular tree Tj = T (dj, d−j) with degree dj + d−j . We orient its edges such
that each vertex has d−j ingoing and dj outgoing edges. All edges are given the “colour” j.
Then we consider the group Γj of all automorphisms of Tj which preserve the orientation.
This is a closed subgroup of Aut(Tj) which acts transitively, and the stabiliser of any
vertex x has two sub-orbits on the neighbours of x, namely the forward and the backward
neighbours.
Next, consider the special case when j = −j and thus dj = d−j. Then we take Tj to
be the regular tree with degree dj and Γj = Aut(Tj), its full automorphsim group. (Note
that when dj = d−j = 1, the tree Tj consists of two vertices connected by one edge.) The
stabiliser of any vertex acts transitively on its neighbours, which is what we need.
Now, we consider the reduced index set I ′, where for each j ∈ I with −j 6= j, we keep
only one of j and −j and eliminate the other one. At this point, we consider the free
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product graph
T = ∗
j∈I′
Tj .
For this purpose, choose a root oj in each tree Tj and set T
′
j = Tj \{oj}. The vertex set of
T then consists of all alternating words over the set
⋃
j∈I′ T
′
j , that is all finite sequences
(4.9) x1x2 · · ·xn , where n ≥ 0 and xk ∈ T ′j(k) for some j(k) ∈ I ′ with j(k + 1) 6= j(k).
For n = 0, this is the empty word o. The edges of T are as follows for all n ≥ 1.
(a) A vertex x1 · · ·xn−1xn as above is connected by an edge with colour j(n) to
x1 · · ·xn−1yn if and only if there is an edge from xn to yn in Tj(n).
(b) A vertex x1 · · ·xn−1 is connected by an edge with colour j(n) to x1 · · ·xn−1xn if
and only if there is an edge from oj(n) to xn in Tj(n).
In both cases, the resulting edges inherit their eventual orientation from Tj .
Thus, T is a tree which contains countably many copies of each Tj : any element
x1 · · ·xn−1 with j(n− 1) 6= j together with the collection of all x1 · · ·xn−1xn with xn ∈ T ′j
spans such a copy, in which the root of Tj corresponds to x1 · · ·xn−1 .
Each Γj embeds into Aut(T ) as follows. Let γ ∈ Γj and x1 · · ·xn ∈ T as in (4.9).
• If j(1) 6= j and γoj = oj then γ(x1 · · ·xn) = x1 · · ·xn , in particular γo = o in T .
• If j(1) 6= j and γoj 6= oj then γ(x1 · · ·xn) = (γoj)x1 · · ·xn .
• If j(1) = j and γx1 = oj then γ(x1 · · ·xn) = x2 · · ·xn .
• If j(1) = j and γx1 6= oj then γ(x1 · · ·xn) = (γx1)x2 · · ·xn .
The subgroup of Aut(T ) generated by
⋃
j∈I′ Γj preserves the colours and the eventual
orientations of the edges. It acts transitively and has all the required properties. 
5. The integral representation of λ-polyharmonic functions
We return to the general setting of §2. A λ-polyharmonic function of order n ≥ 1 is a
function f : T → C such that
(λ I − P )n f ≡ 0 .
If n = 1, this means that f is λ-harmonic. If n = 2 this means that λ · f − Pf is
λ-harmonic, and so on.
In the setting of the classical Laplacian ∆ on a Euclidean domain, polyharmonic func-
tions are functions for which ∆nh ≡ 0. Their study goes back to work in the 19th century,
see e.g. Almansi [1]. A basic reference is the monograph by Aronszajn, Creese and
Lipkin [2], and there is ongoing study.
The discrete analogue of polyharmonic functions on trees (λ = 1) was studied in a
long paper by Cohen et al. [5]. For the case of simple random walk on a homogeneous
tree, they provide a boundary integral representation for polyharmonic functions. Here,
we shall explain how this can by achieved more directly for arbitrary λ-polyharmonic
functions in the general setting of a nearest neighbour random walk on a countable tree
T (locally finite or not), whenever λ ∈ res∗(P ). We know from Lemma 2.3 and the
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observation of (2.8) that all λ ∈ C \ {±ρ} with |λ| ≥ ρ belong to res∗(P ), and we also
know from Theorem 4.6 that in the group-invariant case res∗(P ) differs from the resolvent
set res(P ) at most by {0}.
The key to our integral representation is the following proposition, where for x ∈ T
and ξ ∈ ∂T , we denote by K(r)(x, ξ|λ) the rth derivative of the function λ 7→ K(x, ξ|λ).
Differentiability of that function follows from (2.5), i.e., the fact that it is the quotient of
the Green functions at vertices of T – a property which is specific to the nearest neighbour
case.
(5.1) Proposition. For λ ∈ res∗(P ), |λ| > ρ,
(λ I − P )K(r)(·, ξ|λ) = r K(r−1)(·, ξ|λ) .
Therefore, setting
h(x|λ) =
∫
∂T
K(·, ξ|λ) dν(ξ) ,
its rth derivative h(r)(x|λ) with respect to λ satisfies
(λ I − P )h(r)(· |λ) = r h(r−1)(· |λ) .
Proof. Given x and ξ, let c = x ∧ ξ. We can write K(x, ξ|λ) = G(x, c|λ)/G(o, c|λ), which
is legitimate since our λ is such that the denominator does not vanish. When T is locally
finite, it is obvious that in the identity
P K(x, ξ|λ) = λK(x, ξ|λ) ,
we may exchange the derivatives with respect to λ with the application of P , even when
T is not locally finite. The fact that this is also true in the non-locally finite case follows
from Lemma 5.2 below, together with (3.1).
Next, formula (3.6) of Proposition 3.5 shows that
∫
∂T
K(x, ξ|λ) dν(ξ) is in fact a finite
linear combination of functions K(x, xi|λ), so that the second statement is immediate. 
Let us now clarify why derivation and summation in (3.1) can be exchanged even in
the non-locally finite case. We recall (without proof) some basic facts which are part of
the functional calculus for the resolvent of a bounded self-adjoint operator on a Hilbert
space within our context; see e.g. Kato [11], Yosida [15, Ch. VIII], or various other
textbooks.
(5.2) Lemma. For λ ∈ res(P ), we have the following for the resolvent operator G(λ) =
(λ I − P )−1 on ℓ2(T,m).
The operator-valued mapping λ 7→ G(λ) is analytic, and its rth derivative G(r)(λ) with
respect to λ satisfies
G(r)(λ) = (−1)r r! (G(λ))r+1 (operator power of order r + 1), and
P G(r)(λ) =
dr
dλr
(
P G(λ)
)
= r ·G(r−1)(λ) + λ ·G(r)(λ) , r ≥ 1.
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For r = 1, the first formula may be seen as a consequence of the resolvent equation
G(λ1)−G(λ2) = (λ2 − λ1) ·G(λ1)G(λ2) .
Subsequently, one can proceed by induction on r. Reading things element-wise, we have
for example
G′(x, y|λ) = −
∑
v
G(x, v|λ)G(v, y|λ) and
G′′(x, y|λ) = 2
∑
v,w
G(x, v|λ)G(v, w|λ)G(w, y|λ)
as well as ∑
v
p(x, v)G′(v, y|λ) = G(x, y|λ) + λG′(x, y|λ),
etc. At this point, wee see that Proposition 5.1 is valid in general.
If h is a λ-harmonic function then by Theorem 3.7 there is a unique distribution ν on
∂T such that
h(x) = h(x|λ) =
∫
∂Tx
K(x, ξ|λ) dν(ξ) .
and we can consider the functions
h(r)(x) = h(r)(x|λ) =
∫
∂Tx
K(r)(x, ξ|λ) dν(ξ) .
From Proposition 5.1 we infer that
(λ I − P )rh(r) = r! · h .
So, since h is λ-harmonic, the derived function h(r) is λ-polyharmonic of order r+1. This
leads us to the main theorem of this section.
(5.3) Theorem. For λ ∈ res∗(P ), every λ-polyharmonic function f of order n has an
integral representation
f(x) =
n−1∑
r=0
∫
∂T
K(r)(x, ξ|λ) dνr(ξ) ,
where the collection of distributions (ν0 , . . . , νn−1) in the sense of (3.2) is uniquely deter-
mined by f . Conversely, every function which has an integral representation as above is
λ-polyharmonic of order n.
Proof. We use induction on n. The statement is true for n = 1 by Theorem 3.7. Now
suppose it is true for n− 1. Let f be polyharmonic of order n. Then we have the integral
representation of the λ-harmonic function
h(x) =
1
(n− 1)!(λ I − P )
n−1f =
∫
∂T
K(x, ξ|λ) dνn−1(ξ)
18 M. A. Picardello and W. Woess
for the uniquely determined distribution νn−1 on ∂T . Deriving n − 1 times with respect
to λ, Proposition 5.1 yields
(λ I − P )n−1h(n−1) = (n− 1)! h = (λ I − P )n−1f .
Thus, the function f−h(n−1) is λ-polyharmonic of order n−1. By the induction hypothesis,
it has a unique integral representation
f(x)− h(n−1)(x) =
n−2∑
r=0
∫
∂T
K(r)(x, ξ|λ) dνr(ξ) .
Since
h(n−1)(x) =
∫
∂T
K(n−1)(x, ξ|λ) dνn−1(ξ) ,
the result follows. 
The isotropic case
We now consider the specific case when T = Tq is the homogeneous tree with degree
q+1, and P is simple random walk, i.e., p(x, y) = 1/(q+1) when x ∼ y. In this situation,
[5, Thm. 4.1] gives an integral representation of polyharmonic functions for λ = 1. By
making use of Theorem 5.3 above, we give a simpler proof of that result, and we also
extend it to general eigenvalues λ. First of all, it is well known at least since [4] (and
has been computed again and again by many authors) that spec(P ) = [−ρ , ρ], where
ρ = 2
√
q/(q + 1). Thus, by Theorem 4.6, res∗(P ) = res(P ) = C \ [−ρ , ρ]. For λ ∈ res(P )
and neighbours x, y ∈ T , the function F (λ) = F (x, y|λ) has also been re-computed many
times, usually in the variable z = 1/λ, on the basis of the quadratic equation which results
from Lemma 2.3(b). The expression of the λ-Martin kernel becomes
K(x, ξ|λ) = F (λ)h(x,ξ) , where F (λ) = F−(λ) = (q + 1)λ
2q
(
1−
√
1− ρ2/λ2
)
,
and h(x, ξ) = d(x, x ∧ ξ) − d(o, x ∧ ξ) is the horocycle index of x with respect to ξ. We
compute
K ′(x, ξ|λ) = K(x, ξ|λ) h(x, ξ) f(λ) , where f(λ) = − 1
λ
√
1− ρ2/λ2 .
From here, we get recursively
(5.4)
K(r)(x, ξ|λ) = K(x, ξ|λ)
r∑
k=1
h(x, ξ)k fk,r(λ) , where
f1,r(λ) = f
(r−1)(λ) [derivative of order r − 1] , fr,r(λ) = f(λ)r , and
fk,r(λ) = f
′
k,r−1(λ) + f(λ)fk−1,r−1(λ) for r ≥ 2 , k = 2, . . . , r − 1 .
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Now suppose that f is a λ-polyharmonic function of order n for our simple random walk
on the homogeneous tree. Let
f(x) =
∫
∂T
K(x, ξ|λ) dν0(ξ) +
n−1∑
r=1
∫
∂T
K(r)(x, ξ|λ) dνr(ξ)
be its unique integral representation according to Theorem 5.3. By (5.4), we can rewrite
the last sum in terms of new distributions ν¯k as
n−1∑
k=1
∫
∂T
K(x, ξ|λ) h(x, ξ)k dν¯k , where ν¯k =
n−1∑
r=k
fk,r(λ) νr .
Since f(λ) 6= 0, the upper triangular (n−1)×(n−1)-matrix An−1(λ) =
(
fk,r(λ)
)
1≤k≤r≤n−1
is invertible. Thus, we can restate Theorem 5.3 in this case as follows.
(5.5) Corollary. For simple random walk on T = Tq and λ ∈ C \ [−ρ , ρ], let f be a
λ-polyharmonic function of order n. Then f has an integral representation
f(x) =
n−1∑
k=0
∫
∂T
K(x, ξ|λ) h(x, ξ)k dν¯k(ξ) ,
where the collection of distributions (ν¯0 , . . . , ν¯n−1) in the sense of (3.2) is uniquely deter-
mined by f .
(Note that ν¯0 = ν0 .) Uniqueness follows from invertibility of An−1(λ). In the special
case λ = 1, this corollary is [5, Thm. 4.1]. Indeed, note that for simple random walk
on Tq , the kω(v) of [5] is −h(v, ω) in our notation, where v ∈ T and ω ∈ ∂T . Also,
F (1) = 1/q, so that Corollary 5.5 yields the representation of [5, Thm. 4.1].
Next, in forthcoming work we shall study the interplay of the boundary integral repre-
sentation with the limiting behaviour of polyharmonic functions in our general setting.
6. Appendix: remarks on “forward only” transition operators
So far we have assumed p(x, y) > 0 whenever x ∼ y. On a countable tree T with
root vertex o as before, we now consider a different, simpler type of random walks. To
keep notation different, we denote the stochastic transition matrix by Q =
(
q(x, y)
)
x,y∈T
,
assuming that
q(x, y) > 0 ⇐⇒ x = y− .
The associated random walk (Yn)n≥0 starting at o is such that d(Yn, o) = n. The general
n-step-transition probabilities are
(6.1)
q(n)(x, y) = q(x0 , x1) q(x1 , x2) · · · q(xn−1 , xn) ,
if y ∈ Tx and π(x, y) = [x = x0 , x1 , . . . , xn = y] ,
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while q(n)(x, y) = 0 in all other cases. Of course, we define q(0)(x, y) = δx(y). It is clear
that (Yn) converges almost surely to a ∂T -valued random variable Y∞ , whose distribution
is the Borel measure on ∂T given by
(6.2) ν(∂Tx) = q
(n)(o, x) , where n = |x| .
(Recall that |x| = d(x, o).) In fact, this is precisely the situation defined in (3.10), and
we can recover the transition probabilities from ν by
q(x, y) = ν(∂Ty)/ν(∂Tx) , when x = y
− .
For λ ∈ C, a λ-harmonic function h is defined as before: Qh = λ · h, or equivalently,∑
y : y−=x
ν(∂Ty) h(y) = ν(∂Tx) h(x) for every x ∈ T .
For λ = 1, such functions are often called martingales, which is completely justified.
Indeed, keeping in mind (3.10), we can view the random variables Yn to be defined on the
probability space
(
∂T,ν
)
by Yn(ξ) = yn , where yn is the n
th vertex on the ray π(o, ξ). The
filtration (Fn)n∈N of the Borel σ-algebra of ∂T induced by the stochastic process (Yn) is the
one where Fn is the sub-σ-algebra generated by the collection of atoms {∂Tx : |x| = n}.
Then the martingales with respect to this filtration are precisely the sequences
(
h(Yn)
)
,
where Qh = h; compare with [7] or with [14, §7.C.I]. Analogously, λ-harmonic functions
correspond to λ-martingales, where
Eν [h(Yn+1) | Fn] = λ h(Yn) .
For λ > 0, the Martin boundary theory for non-negative λ-harmonic functions with
respect to Q works in the same way as for irreducible Markov chains, since every x ∈ T
can be reached from o with positive probability. Indeed, in analogy with Theorem 3.7, it
works for all λ 6= 0.
In our situation, the random walk starting at x ∈ T can visit a vertex y at most once,
namely at time n = d(x, y) and when x lies on π(o, y). Therefore,
G(x, y|λ) = F (x, y|λ)/λ = q(n)(x, y)/λn+1 , where n = d(x, y) .
which is non-zero if and only if and only if y ∈ Tx . We can define the λ-Martin kernel as
in (2.5), and (6.1) yields
(6.3) K(x, ξ|λ) = KQ(x, ξ|λ) =

λ|x|
q(|x|)(o, x)
, if x ∈ π(o, ξ) ,
0 , otherwise.
It is straightforward that the locally constant function x 7→ KQ(x, ξ|λ) is λ-harmonic. In
order to make a notational difference from the “bidirectional” case, we write σ instead of
ν for a finitely additive complex distribution on ∂T as in (3.2). Then
(6.4) h(x) =
∫
∂T
KQ(x, ξ|λ) dσ(ξ) = λ
|x|
q(|x|)(o, x)
σ(∂Tx) .
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is λ-harmonic for Q. Conversely, if h is λ-harmonic, the σ can be recovered from h by
(6.4) and a distribution in our sense. We get the following.
(6.5) Lemma. For λ 6= 0, equation (6.4) provides a one-to-one correspondence between
λ-harmonic functions for Q and complex distributions on ∂T .
As in §5, λ-polyharmonic functions of order n for Q are those which are annihilated
by (λ I −Q)n. We can proceed exactly as in §5; the analogue of Proposition 5.1 remains
valid, and we have for the rth derivative with respect to λ
(6.6) K
(r)
Q (x, ξ|λ) = |x|(|x| − 1) · · · (|x| − r + 1)KQ(x, ξ|λ)
Now the following is obtained in exactly the same way as Theorem 5.3.
(6.7) Proposition. For λ ∈ C \ {0}, every λ-polyharmonic function f of order n for Q
has an integral representation
f(x) =
n−1∑
r=0
∫
∂T
K
(r)
Q (x, ξ|λ) dσr(ξ) ,
where the collection of distributions (σ0 , . . . , σn−1) in the sense of (3.2) is uniquely deter-
mined by f . Conversely, every function which has an integral representation as above is
λ-polyharmonic of order n for Q.
For real t, expand the polynomial
t(t− 1) · · · (t− r + 1) =
r∑
k=1
ak,r t
k
By (6.6), we can re-order the integral terms of Proposition 6.7:
n−1∑
r=0
K
(r)
Q (x, ξ|λ) dσr(ξ) = KQ(x, ξ|λ) dσ0(ξ) +
n−1∑
k=1
n−1∑
r=k
|x|k ak,rKQ(x, ξ|λ) dσr(ξ) .
Setting σ¯0 = σ0 and σ¯k =
∑n−1
r=k ak,r σr, we get the modified integral representation
f(x) =
n−1∑
k=0
|x|k
∫
∂T
K(x, ξ|λ) dσ¯k(ξ) ,
and the distributions σ¯0 , . . . , σ¯n−1 are uniquely determined by f , because the upper di-
agonal matrix
(
ak,r
)
1≤j≤r≤n
is invertible.
(6.8) Corollary. For the forward transition operator Q on T and λ ∈ C \ {0} let f be a
λ-polyharmonic function of order n. Then f has a representation
f(x) =
n−1∑
k=0
|x|k hk(x)
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where the collection of λ-harmonic functions (h0 , . . . , hn−1) for the forward operator Q is
uniquely determined by f .
This is our analogue of Corollary 5.5 for arbitrary “forward only” transition operators
on trees. It generalises [5, Thm. 5.1] to all forward transition operators on countable
trees and and all eigenvalues different from 0.
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