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Abstract
The aim of this paper is to propose an abstract construction of spaces which keep the main properties of
the (already known) Hardy spaces H 1. We construct spaces through an atomic (or molecular) decomposi-
tion. We prove some results about continuity from these spaces into L1 and some results about interpolation
between these spaces and the Lebesgue spaces. We also obtain some results on weighted norm inequalities.
Finally we present partial results in order to understand a characterization of the duals of Hardy spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of real Hardy spaces started in the 60’s, and in the 70’s the atomic Hardy space
appeared. Let us recall its definition first (see [9]).
Let (X,d,μ) be a space of homogeneous type. Let  > 0 be a fixed parameter. A function
m ∈ L1loc(X) is called an -molecule associated to a ball Q if
∫
X
mdμ = 0, for all i  0,
( ∫
2i+1Q\2iQ
|m|2 dμ
)1/2
 μ
(
2i+1Q
)−1/22−i and ( ∫
Q
|m|2 dμ
)1/2
 μ(Q)−1/2.
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Then a function f belongs to H 1CW(X) (called the “Hardy space of Coifman–Weiss” on X and
described in [9]) if there exists a decomposition
f =
∑
i∈N
λimi, μ-a.e.,
where mi are -molecules and λi are coefficients which satisfy∑
i
|λi | < ∞.
It was proved in [26] that the whole space H 1CW does not depend on , as in fact one obtains the
same space replacing -molecules by atoms or ′-molecules with ′ > 0.
In the Euclidean case (X = Rn with the Lebesgue measure) this space has many different
characterizations (see for instance [26]):
f ∈ H 1CW
(
R
n
) ⇐⇒ f ∈H1 := {f ∈ L1(Rn); ∇(√− )−1(f ) ∈ L1(Rn,Rn)} (1.1)
⇐⇒ x → sup
y∈Rn, t>0
|x−y|t
∣∣e−t√−(f )(y)∣∣ ∈ L1(Rn) (1.2)
⇐⇒ x →
( ∫
y∈Rn, t>0
|x−y|t
∣∣t∇e−t√−(f )(y)∣∣2 dy dt
tn+1
)1/2
∈ L1(Rn), (1.3)
where ∇(√−)−1 is the Riesz transform. The spaceH1 defined by (1.1) was the original Hardy
space of E.M. Stein (see [25]) and [26] provided the equivalence with the definition using the
maximal function and the area integral. The link with H 1CW(R
n) (due to R. Coifman one year
later in [17]) can be understood from the celebrated theorem of C. Fefferman which says (in
vague terms)
h ∈ (H1)∗ ⇐⇒ ‖h‖BMO := ( sup
Q ball
1
μ(Q)
∫
Q
∣∣∣∣f − 1μ(Q)
∫
Q
f dμ
∣∣∣∣2 dμ)1/2 < ∞.
Here BMO is the space of John–Nirenberg. In fact it is relatively easy to show that
h ∈ (H 1CW(Rn))∗ ⇐⇒ ‖h‖BMO < ∞,
hence the identification between H1 and H 1CW(Rn).
The space H 1CW(X) is a good substitute of L
1(X) for many reasons. For instance, Calderón–
Zygmund operators map H 1CW(X) to L
1(X) whereas they do not map L1(X) to L1(X). In
addition, H 1CW(X) (and its dual) interpolates with Lebesgue spaces Lp(X), 1 < p < ∞. That
is why H 1CW(X) is a good space to extend the scale of Lebesgue spaces (L
p(X))1<p<∞ for p
tends to 1 and its dual BMO for p tends to ∞.
F. Bernicot, J. Zhao / Journal of Functional Analysis 255 (2008) 1761–1796 1763However, there are situations where H 1CW(X) is not the right substitute to L
1(X) and there
has been recently a number of works with goal to define an adapted Hardy space [1,2,4,11–
16,20]. For example H 1CW(X) is not well adapted to operators such as the Riesz transform on
Riemannian manifolds (or on graphs) or the maximal regularity operator [1,2,6,20,24]. That is
why in [11,20] the authors define a new space H 1L by the L1(X) norm of the previous maximal
functions (in (1.2) and (1.3)) with another operator L instead of the Laplacian . With this new
definition, they show that under some conditions on L, the space H 1L has an equivalent molecular
definition. They have studied the intermediate spaces between H 1L and the Lebesgue spaces and
also the dual space (H 1L)∗.
Our aim here is to construct abstract Hardy spaces by a molecular (or atomic) decomposition
and we want to use the weakest assumptions to obtain good properties for these spaces. Mainly,
we want to have a criterion for the continuity of an operator from the Hardy space into L1(X)
and to have an interpolation result between the Hardy space and Lebesgue spaces. We will finish
this paper by the study of the dual space. In a forthcoming paper [8], the authors will present an
application of these abstract results to the problem of maximal Lq regularity.
2. Definitions
Let (X,d,μ) be a space of homogeneous type. We omit the space X and we shall write Lp
for Lp(X,R) if no confusion arises. Here we are working with real valued functions and we will
use “real” duality. We have the same results with complex duality and complex valued functions.
So d is a quasi-distance on the space X and μ a Borel measure which satisfies the doubling
property:
∃A> 0, ∃δ > 0, ∀x ∈ X, ∀r > 0, ∀t  1, μ(B(x, tr))
μ(B(x, r))
Atδ, (2.1)
where B(x, r) is the open ball with center x ∈ X and radius r > 0. We call δ the homogeneous
dimension of X. For Q a ball, and i  0, we write Si(Q) the scaled corona around the ball Q:
Si(Q) :=
{
x, 2i  1 + d(x, c(Q))
rQ
< 2i+1
}
,
where rQ is the radius of the ball Q and c(Q) its center. Note that S0(Q) corresponds to the ball
Q and Si(Q) ⊂ 2i+1Q for i  1, where λQ is as usual the ball with center c(Q) and radius λrQ.
Let us denote by Q the collection of all balls:
Q := {B(x, r), x ∈ X, r > 0}.
Let B := (BQ)Q∈Q be a collection of L2-bounded linear operator, indexed by the collection Q.
We assume that these operators BQ are uniformly bounded on L2: there exists a constant
0 <A′ < ∞ so that:
∀f ∈ L2, ∀Q ball, ∥∥BQ(f )∥∥2 A′‖f ‖2. (2.2)
In the rest of the paper, we allow the constants to depend on A, A′ and δ.
Now, we define atoms and molecules by using the collection B.
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associated to a ball Q if there exists a real function fQ such that
m = BQ(fQ),
with
∀i  0, ‖fQ‖2,Si (Q) 
(
μ
(
2iQ
))−1/22−i .
We call m = BQ(fQ) an atom if in addition we have supp(fQ) ⊂ Q. So an atom is exactly an
∞-molecule.
The functions fQ in this definition are normalized in L1. It is easy to show that
‖fQ‖1  1 and ‖fQ‖2  μ(Q)−1/2.
So by the L2-boundedness of the operators BQ, we have that each molecule belongs to the
space L2. However a molecule is not (for the moment) in the space L1. In Section 7, we will put
some further conditions on the operators BQ which will guarantee that the molecules will form
a bounded set in the space L1. But for the moment, we want to work with the most general case.
Now we are able to define our abstract Hardy spaces:
Definition 2.2. A measurable function h belongs to the molecular Hardy space H 1,mol if there
exists a decomposition:
h =
∑
i∈N
λimi μ-a.e.,
where for all i, mi is an -molecule and λi are real numbers satisfying∑
i∈N
|λi | < ∞.
We define the norm
‖h‖H 1,mol := infh=∑i∈N λimi
∑
i
|λi |.
Similarly we define the atomic space H 1ato replacing -molecules by atoms.
We will see that the “finite Hardy spaces” are more practicable and are sufficient for interpo-
lation. We define them:
Definition 2.3. According to the atomic space H 1ato, we set that a function f ∈ H 1F,ato if f admits
a finite atomic decomposition. We equip this space with the norm
‖f ‖H 1F,ato := inff=∑N λ m
N∑
|λi |,
i=1 i i i=1
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space H 1F,,mol with the finite molecular decompositions.
Remark 2.4. As each molecule and each atom belongs to L2, it is obvious that these previous
spaces are included into L2 (not continuously). The space H 1F,ato is dense into H 1ato and similarly
for the molecular spaces.
Let us make some remarks.
Remark 2.5. (1) First we only require that the decomposition
h(x) =
∑
i∈N
λimi(x)
is well defined for almost every x ∈ X. So the assumption is very weak and it is possible that
the measurable function h does not belong to L1loc. It is not clear whether these abstract normed
vector spaces are complete. The problem is that we do not know whether the decompositions for
h converge absolutely. See Section 7 for a condition insuring this. However we do not need the
completeness for the moment.
(2) We have the following continuous inclusions:
∀0 <  < ′, H 1ato ↪→ H 1′,mol ↪→ H 1,mol. (2.3)
In fact the space H 1ato corresponds to the space H 1∞,mol. For 0 <  < ′ < ∞ the space H 1′,mol is
dense in H 1,mol. In the general case, it seems to be very difficult to study the dependence of the
space H 1,mol with the parameter  and we will not study this question here.
(3) We have seen that each molecule is an L2 function. So it is obvious that L2 ∩ H 1,mol is
dense in H 1,mol and that L
2 ∩H 1ato is dense in H 1ato.
(4) The two norms of H 1ato and of H 1F,ato may not be equivalent (see [23] for a counter-example
in the case of the Coifman–Weiss space).
3. Comparison with other Hardy spaces
3.1. The space of Coifman–Weiss
Due to its atomic definition, the Hardy space H 1CW(R
n) of Coifman–Weiss is obtained by
choosing the operator BQ as follows:
BQ(f )(x) = f (x)1Q(x)− |Q|−1
(∫
Q
f
)
1Q(x).
Our atoms are the same as the ones defined in [26]. However, our molecule is different from the
one in [26]. In fact, because the BQ has the property that suppBQ(f ) ⊂ Q for any f , atoms
and -molecules are the same with our definition. Hence, for BQ with this specific property, our
atomic and molecular spaces are the same.
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Let X = Rn and V a nonnegative function on X. We consider the Schrödinger operator
L(f )(x) := −f (x)+ V (x)f (x).
First case: V is compactly supported and V ∈ Lp with 2p > n  3 (we refer to [16] for the
details).
By this assumption, it is well known that −L generates an L2-bounded semigroup (Kt )t>0,
whose kernels satisfy some gaussian estimates. J. Dziuban´ski and J. Zienkiewicz define a Hardy
space H 1L by a maximal operator. A function f ∈ L1(Rn) belongs to H 1L if
‖f ‖H 1L :=
∥∥∥sup
t>0
∣∣Ktf (x)∣∣∥∥∥
1
< ∞.
Using the properties of semigroup, the authors introduce
ω(x) := lim
s→∞Ks1Rn(x)
and prove that the limit exists and that there is a constant c > 0 such that
∀x ∈ Rn, c ω(x) 1. (3.1)
With this function, they obtain an atomic decomposition of their Hardy space H 1L with the fol-
lowing definition of atoms: a function b is an H 1L-atom if there exists a ball Q such that b is
supported in Q and satisfies
‖b‖2  |Q|−1/2 and
∫
Q
b(x)ω(x)dx = 0.
So we can identify their space H 1L with our atomic space H 1ato by choosing our operators BQ as
BQ(f )(x) := f (x)1Q(x)−
(
1
ω(Q)
∫
f (x)ω(x)dx
)
1Q(x).
Then due to (3.1), the two definitions of atoms are equivalent and so
H 1L = H 1ato.
Second case: V is a nonnegative polynomial (we refer to [14,13] for the details).
In this case, it is well known that −L generates a L2-bounded semigroup (Tt )t>0, which
satisfies some gaussian estimates. J. Dziuban´ski defines a Hardy space in the same way as above:
a function f ∈ L1 belongs to H 1L if
‖f ‖H 1L :=
∥∥∥sup∣∣Ttf (x)∣∣∥∥∥
1
< ∞.t>0
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m(x,V ) :=
∑
β
∣∣DβV (x)∣∣1/(|β|+2)
which is bounded below by a constant c > 0. In [13] the author shows an atomic decomposition
of this space with the following definition: a function b is an H 1L-atom if there exists a ball
Q = B(y0, r) with
supp(b) ⊂ Q, ‖b‖2  |Q|−1/2, r m(y0,V )−1
and if r  14m(y0,V )−1 then ∫
Q
b(x)dx = 0.
This definition of atoms is a particular case of ours if we define the operator BQ for Q = B(y0, r)
a ball by
BQ(f )(x) :=
⎧⎨⎩
f (x)1Q(x) if 14m(y0,V )
−1 < r m(y0,V )−1,
f (x)1Q(x)− ( 1|Q|
∫
Q
f (y)dy)1Q(x) if r  14m(y0,V )−1,
0 if r > m(y0,V )−1.
With this choice we have
H 1L = H 1ato.
It is shown in [15] that one can take w as a reverse Hölder weight with exponent n/2 to obtain
an identical atomic decomposition with the measure ω(x)dx instead of the Lebesgue measure.
3.3. Hardy spaces associated to divergence form elliptic operators
Let X = Rn and A be an n × n matrix-valued function satisfying the ellipticity condition:
there exist two constants Λ λ > 0 such that
∀ξ, ζ ∈ Cn, λ|ξ |2  Re(Aξ · ξ) and |Aξ · ζ |Λ|ξ ||ζ |.
We define the second order divergence form operator
L(f ) := −div(A∇f ).
In [20] S. Hofmann and S. Mayboroda define a Hardy space H 1L associated to this operator and
give several characterizations. For f ∈ L1 we have the equivalence of the following norms:
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∥∥∥∥( ∫ ∫
t>0, y∈Rn
|x−y|t
∣∣t2Le−t2Lf (y)∣∣2 dt dy
tn+1
)1/2∥∥∥∥
1
 ‖f ‖1 +
∥∥∥∥ sup
t>0, y∈Rn
|x−y|t
(
1
tn
∫
B(y,t)
∣∣e−t2Lf (z)∣∣2 dz)1/2∥∥∥∥
1
.
In addition, they prove a molecular decomposition with the following definition: let  > 0 and
M > n/4 be fixed, a function m ∈ L2 is an H 1L-molecule if there exists a ball Q ⊂ Rn such that:
∀i  0, ‖m‖2,Si (Q)  2−i
∣∣2i+1Q∣∣−1/2, (3.2)
∀i  0, ∀k ∈ {1, . . . ,M}, ∥∥(r−2Q L−1)km∥∥2,Si (Q)  2−i∣∣2i+1Q∣∣−1/2. (3.3)
We do not know how to realize these molecules with our definition. However with
BQ(f ) :=
(
r2QL
)M
e
−r2QL(f ) or BQ(f ) :=
(
Id − (Id + r2QL)−1)M(f ),
our -molecules are H 1L-molecules. So we have the inclusion
H 1,mol ↪→ H 1L.
3.4. Hardy spaces associated to a general semigroup
Let X = Rn. In [11], X.T. Duong and L. Yan have studied the space H 1L with a more gen-
eral operator L. They assume that there exists ω ∈ (0,π/2) such that L generates a holomorphic
semigroup e−zL with 0 |Arg(z)| < π/2 −ω, which has an H∞ calculus on L2(Rn) and gaus-
sian estimates for its kernel. Then they define a Hardy space H 1L by: for all functions f ∈ L1
f ∈ H 1L ⇐⇒
∥∥∥∥( ∫ ∫
t>0, y∈Rn
|x−y|t
∣∣t2Le−t2Lf (y)∣∣2 dt dy
tn+1
)1/2∥∥∥∥
1
.
They obtained a molecular decomposition using tent spaces (Proposition 4.2 of [11]): a function
m is called a H 1L-molecule associated to a ball Q ⊂ Rn if
m(x) =
∞∫
0
t2Le−t2L
[
a(t, .)
]
(x)
dt
t
with a(t, x) satisfying
supp(a) ⊂ {(x, t) ∈ X × (0,∞), x ∈ Q, 0 < t  rQ} and ‖a‖2, dx dt
t
 |Q|−1/2.
This definition of molecules is probably less restrictive than ours. So with the choice
BQ(f ) :=
(
r2 L
)
e
−r2QL(f ) or BQ(f ) := f − e−r2QL(f )Q
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previous example, we only know the inclusion
H 1,mol ↪→ H 1L.
See also the work of P. Auscher, A. McIntosch and E. Russ [3], where a similar construction is
done on a Riemannian manifold with doubling property, L being the Hodge–De Rham Laplacian.
One of the observation there is that one does not need pointwise bounds on the heat kernel but
L2 off-diagonal bounds similar to the ones we use in Section 7. Again the Hardy space we obtain
is included in the one of [3].
Conclusion. We have seen that our abstract construction is sometimes equal to and sometimes
smaller than other ones. We will see in Section 5 that our space is big enough to interpolate with
Lebesgue spaces. However, we think that this smallness is the main difficulty (which we will
explain in Section 8) for the identification of the dual spaces (H 1,mol)∗ and (H 1ato)∗.
4. Continuity theorem on the Hardy space
It is well known that a Calderón–Zygmund operator is continuous from the Coifman–Weiss
space H 1CW to L
1
. We propose some general conditions which guarantee the continuity from our
Hardy spaces into L1.
We have the two following results:
Theorem 4.1. Let T be an L2-bounded sublinear operator satisfying the following “off-
diagonal” estimates: for all ball Q, for all j  2 there exist some coefficient αj (Q) such that for
all L2-functions f supported in Q(
1
μ(2j+1Q)
∫
Sj (Q)
∣∣T (BQ(f ))∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |2 dμ
)1/2
. (4.1)
If the coefficients αj (Q) satisfy
Λ := sup
Q ball
∑
j2
μ(2j+1Q)
μ(Q)
αj (Q) < ∞, (4.2)
then there exists a constant C such that
∀f ∈ H 1F,ato,
∥∥T (f )∥∥
L1  C‖f ‖H 1F,ato .
Theorem 4.2. Let T be an L2-bounded sublinear operator satisfying the following “off-
diagonal” estimates: for all ball Q, for all k  0, j  2, there exist some coefficient αj,k(Q)
such that for every L2-function f supported in Sk(Q)(
1
μ(2j+k+1Q)
∫
S (2kQ)
∣∣T (BQ(f ))∣∣2 dμ)1/2  αj,k(Q)( 1
μ(2k+1Q)
∫
Sk(Q)
|f |2 dμ
)1/2
. (4.3)
j
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Λ := sup
k0
sup
Q ball
[∑
j2
μ(2j+k+1Q)
μ(2k+1Q)
αj,k(Q)
]
< ∞, (4.4)
then for all  > 0 there exists a constant C = C() such that
∀f ∈ H 1F,,mol,
∥∥T (f )∥∥1  C‖f ‖H 1F,,mol .
Remark 4.3. (1) It is possible that a particular corona Sk(Q) is empty. So we have normalized
by μ(2k+1Q).
(2) One can weaken even more (4.1) and (4.3). For example (4.1) can be replaced by∫
X\4Q
∣∣T (BQ(f ))∣∣dμ μ(Q)1/2(∫
Q
|f |2 dμ
)1/2
in which case the proof is almost tautological. Also let us explain why we choose a condition
like (4.1). Our Hardy spaces depend both on  and on the collection B = (BQ)Q∈Q, so write
them (just in this remark) H 1
,mol,B and H
1
ato,B. Take an L
2
-bounded operator T . Assume that for
′ > 0 it satisfies the condition (4.1) with some coefficients αj (Q) satisfying:
Λ := sup
Q ball
∑
j2
μ(2j+1Q)
μ(Q)
αj (Q)2j
′
< ∞. (4.5)
Then it is easy to show that for m = BQ(fQ) an atom (of H 1ato,B) associated to the ball Q,
the function T (BQ(fQ)) is an ′-molecule of H 1′,TB (associated to Q). Here we write TB :=
(T BQ)Q∈Q the new collection of L2-bounded operators. So we claim that T is also continuous
from H 1ato,B into H
1
′,mol,TB. We have an analogous result with (4.3) and the molecular spaces.
Also the assumptions (4.1) and (4.3) naturally appear when we want to work with these Hardy
spaces.
(3) Notice that when  = ∞, Theorem 4.2 becomes Theorem 4.1. So it suffices to prove the
last one.
(4) We have seen that the “finite Hardy spaces” are included in the L2 space (not continuously
imbedded). That is why we have not to use an eventual extension of T : T is already defined on
the whole “finite Hardy spaces.”
Proof of Theorem 4.2. Due to the definition of the “finite” Hardy spaces (Definition 2.3), we
are reduced to show the following estimate: there exists a constant C = C() such that for all
-molecule m: ∥∥T (m)∥∥
L1  C
(
Λ+ ‖T ‖L2→L2
)
. (4.6)
Using definition we know that there exists a ball Q and a function fQ such that
m = BQ(fQ).
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have
m = BQfQ =
∑
k0
BQ(1Sk(Q)fQ).
Using the sublinearity of T , we obtain that∣∣T (m)∣∣∑
k0
∣∣T BQ(1Sk(Q)fQ)∣∣.
By decomposing the integral with the coronas (Sj (2kQ))j0 which is a partition of X, we have∥∥T (m)∥∥
L1 
∑
k0
∥∥T BQ(1Sk(Q)fQ)∥∥1

∑
k0
j0
∫
Sj (2kQ)
∣∣T (BQ(1Sk(Q)fQ))∣∣dμ

∑
k0
j0
μ
(
2k+j+1Q
)( 1
μ(2j+k+1Q)
∫
Sj (2kQ)
∣∣T (BQ(1Sk(Q)fQ))∣∣dμ)

∑
k0
j0
μ
(
2k+j+1Q
)( 1
μ(2j+k+1Q)
∫
Sj (2kQ)
∣∣T (BQ(1Sk(Q)fQ))∣∣2 dμ)1/2.
Using the “off-diagonal” estimates (4.3) on T and the doubling condition for the measure μ (for
the terms j  1), we get
∥∥T (m)∥∥
L1 
∑
k0
j2
μ
(
2k+1Q
)μ(2k+j+1Q)
μ(2k+1Q)
αj,k(Q)
(
1
μ(2k+1Q)
∫
2k+1Q
|1Sk(Q)fQ|2 dμ
)1/2
+
∑
k0
j1
A2jδμ
(
2k+1Q
)( 1
μ(2k+1Q)
∫
X
∣∣T (BQ(1Sk(Q)fQ))∣∣2 dμ)1/2

∑
k0
j2
μ
(
2k+1Q
)μ(2k+j+1Q)
μ(2k+1Q)
αj,k(Q)μ
(
2k+1Q
)−1/2‖fQ‖2,Sk(Q)
+
∑
k0
j1
A2jδμ
(
2k+1Q
)1/2‖T BQ‖L2→L2‖fQ‖2,Sk(Q).
Then we use (2.2) to estimate ‖T BQ‖L2→L2 , and with the L2-decay on fQ, we have
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L1 
∑
k0
j2
μ
(
2k+1Q
)μ(2k+j+1Q)
μ(2k+1Q)
αj,k(Q)μ
(
2k+1Q
)−1/2
μ
(
2k+1Q
)−1/22−k
+A′‖T ‖L2→L2
∑
k0
j1
2−k+jδ

∑
k0
2−k
[∑
j2
μ(2k+j+1Q)
μ(2k+1Q)
αj,k(Q)+ 2δ+1‖T ‖L2→L2
]
Λ+ ‖T ‖L2→L2 .
So we have proved the result for all -molecules. The results is then a direct consequence of the
sublinearity of the operator. 
Remark 4.4. In order to verify the assumption (4.4), with the doubling property of μ it is suffi-
cient to check the stronger condition:
sup
k0
sup
Q ball
[∑
j2
2jδαj,k(Q)
]
< ∞. (4.7)
In the two previous theorems, we have an L2-bounded operator, which under assumptions
is bounded from H 1F,ato into L1. It is obvious that H
1
F,ato is dense in H 1ato, so we would like to
extend our operator to the whole space H 1ato. This operation seems to not be obvious and requires
to be careful. We want to finish this section by explaining this technical question.
The first problem is due to the fact that the two norms ‖ ‖H 1ato and ‖ ‖H 1F,ato may not be
equivalent. (See [23] for an example in the case of the Coifman–Weiss space.)
Let us introduce the space
S :=
{
f ∈ H 1ato; f =
n∑
i=1
λimi, (mi)i atoms ‖f ‖H 1ato  10
−1
(
n∑
i=1
|λi |
)}
,
which is a subspace of H 1F,ato ⊂ H 1ato. We have also the following property:
Lemma 4.5. The set S is dense in H 1ato.
Proof. Let f ∈ H 1,mol be a nonzero function. Then there exists an infinite decomposition with
atoms:
f =
∞∑
i=1
λimi and
∞∑
i=1
|λi |
(
1 + 10−1)‖f ‖H 1ato .
Let fN be the partial sums, defined by
fN :=
N∑
λimi.i=1
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‖fN‖H 1ato  10
−1
N∑
i=1
|λi |.
However fN converges to f for the H 1ato-norm, so for N large enough we can deduce from this
inequality that
‖f ‖H 1ato  2‖fN‖H 1ato 
1
5
N∑
i=1
|λi | 15
∞∑
i=1
|λi | 12‖f ‖H 1ato .
This last inequality is not possible so we conclude that for N large enough, fN is an element
of S. We have proved that S is dense in H 1ato. 
Then by density, we can construct an extension as described in the following proposition.
Proposition 4.6. Assume that the Hardy space H 1ato is a Banach space. Let T be an L2 bounded
linear operator such that there is a constant C with:
∀f ∈ S, ∥∥T (f )∥∥1  C‖f ‖H 1ato .
(This assumption is satisfied for a H 1F,ato–L1 bounded operator.) Then there exists a linear oper-
ator T˜ continuously acting from H 1ato into L1 such that:
∀f ∈ S, T˜ (f ) = T (f ).
Proof. The problem is due to the fact that the set S may not be a vectorial space. We are going
to follow the ideas of [20]. We know that T is acting from S into L1. So we define a new norm
on VS (the vectorial space generated by S) by
∀f ∈ VS, ‖f ‖T ,1 :=
∥∥T (f )∥∥1 + ‖f ‖H 1ato .
This is really a norm because H 1ato is a Banach space. We call VS the completion of VS with this
norm. In addition as H 1ato is a Banach space, we have the inclusion VS ↪→ H 1ato.
It is obvious that T is bounded from VS into L1. Since VSato is a vectorial space, there exists
an extension T˜ of T defined on the whole space VS. We will prove now that VS = H 1ato. We have
already seen the first inclusion VS ⊂ H 1ato, so we now prove the other one. Let f ∈ H 1ato, there is
also an infinite atomic decomposition
f =
∑
i∈N
λimi
with ∑
|λi |
(
1 + 1
10
)
‖f ‖H 1ato .i∈N
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fN =
N∑
i=1
λimi
belongs to the set S. By the assumption for N1 N2 large enough integers, we have∥∥T (fN1)− T (fN2)∥∥1 = ∥∥T (fN1 − fN2)∥∥1 = ∥∥T (λN1+1mN1+1 + · · · + λN2mN2)∥∥1

N2∑
i=N1+1
|λi |.
So the sequence (T (fN))N is of Cauchy in the space L1. The sequence (fN)N is also a Cauchy’s
sequence of S for the new norm and also converges in VS. There exists a function h ∈ VS ⊂ H 1ato
such that fN −→
N→∞h. In particular, we have that fN → h in H
1
ato sense. However fN converges
to f in H 1ato sense too, so we can conclude that h = f and so that f ∈ VS. We have also shown
that H 1ato = VS and also finished the proof. 
Now the main problem is to prove that for all functions f ∈ H 1ato ∩L2
T (f ) = T˜ (f ).
This question is not clear and is solved in the particular case of the Coifman–Weiss space in [22]
by using duality. Their arguments use some specificities of the space H 1CW and are not true for
our abstract and general case.
So the problem of a continuous extension of our L2 bounded operator is not obvious and asks
some interesting questions. Fortunately, according to our aim, to have an interpolation result does
not require to solve this problem. We will see in the next section that we have just to estimate
the action of an operator on the collection of atoms to be able to interpolate with the Lebesgue
spaces.
Example 4.7. Theorem 4.2 (resp. Theorem 4.1) applies to T = Id if (4.3) (resp. (4.1)) holds. In
this case, (4.3) becomes a condition on BQ which implies H 1,mol ↪→ L1 (see Section 7).
Example 4.8. In the case of Coifman–Weiss Hardy space H 1CW, this result generalizes the
Calderón–Zygmund conditions. We choose
BQ(f )(x) = f (x)1Q(x)−
(
μ(Q)−1
∫
Q
f dμ
)
1Q(x).
Let T be an L2 bounded operator. If we assume that the kernel K(x,y) of T satisfies
the Calderón–Zygmund assumptions: there exists h > 0 such that for all x = y and y′ ∈
B(y, d(x, y)/2),
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μ(B(x, d(x, y)))
,
∣∣K(x,y)−K(x,y′)∣∣ d(y, y′)h
μ(B(x, d(x, y)))d(x, y)h
,
then it is easy to prove that T satisfies the assumptions in Theorem 4.1. So T is continuous from
H 1CW = H 1ato into L1, which is the classical result.
So here we have obtained simple conditions for L2-bounded operators to be bounded from
H 1F,ato to L
1
. These conditions generalize the “Calderón–Zygmund” conditions in the classical
case. In next section, we are interested in interpolation results.
5. Interpolation theorem between L2 and H 1ato
The goal of this section is to find some general conditions on BQ operators which give us an
interpolation result like: if T , an L2-bounded operator, is continuous from H 1 to L1 then T is
Lp-bounded for all (or some) exponents p ∈ (1,2]. We will use real L2-duality defined by
∀f,g ∈ L2, 〈f,g〉 :=
∫
f (x)g(x) dμ(x).
Associated to this duality, we denote the adjoint operation by ∗.
Definition 5.1. We set AQ for the operator Id−BQ (here we can choose AQ(f ) = f 1Q−BQ(f )
too). For σ ∈ [1,∞] we define the maximal operator:
∀x ∈ X, Mσ (f )(x) := sup
Q ball
x∈Q
(
1
μ(Q)
∫
Q
∣∣A∗Q(f )∣∣σ dμ)1/σ (5.1)
and a sharp maximal function adapted with our operators: for s > 0,
∀x ∈ X, Ms (f )(x) := sup
Q ball
x∈Q
(
1
μ(Q)
∫
Q
∣∣B∗Q(f )(z)∣∣s dμ(z))1/s .
This kind of sharp maximal functions was already introduced by J.M. Martell in [21]. The stan-
dard maximal “Hardy–Littlewood” operator is defined by: for s > 0,
∀x ∈ X, MHL,s(f )(x) := sup
Q ball
x∈Q
(
1
μ(Q)
∫
Q
∣∣f (z)∣∣s dμ(z))1/s .
For convenience, we recall the definition of a linearizable operator (see Definition V.1.20
of [18]):
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and a linear operator U defined from L2 into L2(X,B) such that:
∀f ∈ L2, ∣∣T (f )(x)∣∣= ∥∥U(f )(x)∥∥B, μ-a.e.
Examples of linearizable operators are given by maximal operators or quadratic functionals
for T . Linearizable operators are sublinear. Our main result is:
Theorem 5.3. Let σ ∈ (2,∞]. Assume that for all balls Q and all functions h ∈ L2, we have(
1
μ(Q)
∫
Q
∣∣A∗Q(h)∣∣σ dμ)1/σ  inf
x∈QMHL,2(h)(x).
Let T be an L2-bounded, linearizable, operator. Assume that T is continuous from H 1F,ato (or
H 1ato) into L1 then for all p ∈ (σ ′,2] there exists a constant C = C(p) such that:
∀f ∈ L2 ∩Lp, ∥∥T (f )∥∥
p
C‖f ‖p.
In addition we have the following estimate:
‖T ‖Lp→Lp  ‖T ‖θL2→L2
[‖T ‖1−θ
H 1F,ato→L1
+ ‖T ‖1−θ
L2→L21μ(X)<∞
]
where θ is given by
1
p
= θ
2
+ 1 − θ
1
.
The implicit constant depends on A,A′, δ,p.
Here the quantity 1μ(X)<∞ means 1 if μ(X) < ∞ and 0 if μ(X) = ∞ and σ ′ is the conjugate
exponent of σ . We need some preparation before proving this result.
Remark 5.4. As we will see in the proof, we only use (in Lemma 5.5) the fact that there is a
constant CH such that for all atom m of H 1ato,∥∥T (m)∥∥1  CH .
This assumption is equivalent to the continuity from H 1F,ato to L
1 and is weaker than the conti-
nuity from H 1ato to L1.
By Definition 5.2, the operator T is associated to a linear operator U from L2 into L2(X,B).
We fix a measurable function φ
φ : X → {λ ∈ B∗, ‖λ‖B∗  1}
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∀f ∈ L2, V (f ) :
{
X → R,
x → B
〈
U(f )(x),φ(x)
〉
B∗ .
(5.2)
So V is L2-bounded because∥∥V (f )∥∥2  ∥∥B〈U(f )(.), φ(.)〉B∗∥∥2  ∥∥∥∥U(f )(.)∥∥B∥∥φ(.)∥∥B∗∥∥2

∥∥∥∥U(f )(.)∥∥B∥∥2 = ∥∥T (f )∥∥2.
By the same argument we can prove that V is bounded from H 1F,ato to L1 because we have
∀f ∈ H 1F,ato,
∥∥V (f )∥∥1  ∥∥T (f )∥∥1.
By duality we know that V ∗ is continuous from L∞ into (H 1F,ato)∗. So we have the following
two lemmas.
Lemma 5.5. Let C1 := ‖T ‖H 1F,ato→L1 . Then:
∀f ∈ L∞ ∩L2, ∥∥M2(V ∗f )∥∥∞  C1‖f ‖∞.
Proof. Fix a function f ∈ L2 ∩L∞. By the L2-boundedness of V we have that V ∗(f ) ∈ L2. Fix
a ball Q. Using the L2-boundedness of BQ we conclude that B∗Q(V ∗f ) exists and belongs to L2.
Let h be supported in Q and normalized by ‖h‖2 = 1, and set φQ := μ(Q)−1/2h. Then it is easy
to see that m = BQ(φQ) is an atom. With the continuity of V from H 1F,ato to L1, we obtain:∣∣∣∣∫ V (m)f dμ∣∣∣∣ ‖V ‖H 1F,ato→L1‖f ‖∞  C1‖f ‖∞.
In addition, since m and f are L2-functions, we have∫
V (m)f dμ =
∫
mV ∗(f ) dμ =
∫
μ(Q)−1/2BQ(h)V ∗(f ) dμ
= μ(Q)−1/2
∫
hB∗QV ∗(f ) dμ.
In consequence, we get
∀h ∈ L2(Q), ‖h‖2,Q = 1,
∣∣∣∣∫ hB∗QV ∗(f ) dμ∣∣∣∣ C1μ(Q)1/2‖f ‖∞.
Hence, B∗QV ∗(f ) ∈ L2(Q) and∥∥B∗QV ∗(f )∥∥2,Q  C1μ(Q)1/2‖f ‖∞,
which concludes the proof. 
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∀f ∈ L2, ∥∥Ms (V ∗f )∥∥2,∞  C2‖f ‖2.
Proof. Let x ∈ X and Q be a ball such that x ∈ Q. We have
(
1
μ(Q)
∫
Q
∣∣B∗Q(V ∗f )(z)∣∣s dμ(z))1/s

(
1
μ(Q)
∫
Q
∣∣(V ∗f )(z)∣∣s dμ(z))1/s +( 1
μ(Q)
∫
Q
∣∣A∗Q(V ∗f )(z)∣∣σ dμ(z))1/σ
MHL,s(V ∗f )(x)+Mσ(V ∗f )(x).
Here we use the fact that s  2 σ . Taking the supremum over all balls Q  x, we get
Ms (V
∗f )MHL,s(V ∗f )+Mσ(V ∗f ).
In addition for s  2, MHL,s is of weak type (2,2). By the assumptions V ∗ is L2-bounded and
Mσ is of weak type (2,2) (bounded by MHL,2). So we conclude that Ms ◦ V ∗ is of weak type
(2,2). 
Let the parameter s = 2. From the two previous lemmas (Lemmas 5.5 and 5.6) and
Marcinkiewicz’s theorem for real interpolation, we obtain that M2 ◦ V ∗ is bounded in the whole
space Lr for 2 < r < ∞. If p ∈ (1,2) is an exponent and q ∈ (2,∞) its conjugate exponent, then
there exists also a constant C3 := C3(p,C1,C2) such that
∀f ∈ Lq ∩L2, ∥∥M2(V ∗f )∥∥q  C3‖f ‖q, (5.3)
and C3 is bounded by
C3 
∥∥M2 ◦ V ∗∥∥θL2→L2,∞∥∥M2 ◦ V ∗∥∥1−θ(H 1ato)∗→L∞
 ‖T ‖θ
L2→L2‖T ‖1−θH 1ato→L1,
because θ satisfies
1
q
= 1 − 1
p
= θ
2
.
We now begin the proof of Theorem 5.3.
Proof. We develop the proof in two steps.
(1) End of the proof for the operator V .
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take F = |h|2 and for all balls Q
GQ = 2
∣∣B∗Qh∣∣2 and HQ = 2∣∣A∗Qh∣∣2,
where h = V ∗(f ) and f ∈ L2. Then for all x ∈ Q, we have F(x)  GQ(x) + HQ(x). For all
balls Q  x, we have
1
μ(Q)
∫
Q
GQ dμ 2M2(h)(x)
2 := G(x).
By assumption, for all balls Q  x and x ∈ Q, we have(
1
μ(Q)
∫
Q
|HQ|σ/2 dμ
)2/σ
 2
(
1
μ(Q)
∫
Q
∣∣A∗Q(h)∣∣σ dμ)2/σ  2Mσ(h)(x)2
 2MHL,2(h)(x)2 = 2MHL,1(F )(x).
Also by Theorem 3.1 of [3] (which applies because h = V ∗(f ) ∈ L2 so F ∈ L1), for 1 < r < σ/2
we have
‖F‖r 
∥∥MHL,1(F )∥∥r  ∥∥M2(h)2∥∥r = ∥∥M2(h)∥∥22r . (5.4)
By using (5.3) and h = V ∗(f ), we obtain for 2 < 2r < σ :∥∥M2(h)∥∥2r  ‖f ‖2r . (5.5)
Then the two previous estimates (5.4) and (5.5) give us∥∥V ∗(f )∥∥2r  ‖f ‖2r .
We have obtained also that for all exponents q with 2 < q < σ , there exists a constant C = C(q)
such that:
∀f ∈ L2 ∩Lq, ∥∥V ∗(f )∥∥
q
C‖f ‖q .
Thus by duality we can obtain that V is bounded on Lp for all exponents p ∈ (σ ′,2).
(2) End of the proof for the operator T .
We have obtained that there exists a constant C4 such that for all functions φ and for all
functions f ∈ Lp ∩L2 we have ∥∥V (f )∥∥
p
 C4‖f ‖p. (5.6)
Using the Hahn–Banach theorem, we have that
∀b ∈ B, ∃b∗ ∈ B∗, 1‖b‖B B 〈b, b∗〉B∗ and ‖b∗‖B∗  1.4
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V (f )(x) 1
4
∥∥U(f )(x)∥∥B = 14 ∣∣T (f )(x)∣∣.
Hence by (5.6), we obtained that ∥∥T (f )∥∥
p
 ‖f ‖p.
This estimate is uniform for all f ∈ Lp ∩L2. 
Remark 5.7. By density we can approach the B-valued function U(f )(x) by a finite sum∑
1Ai (x)bi with Ai disjoint measurable sets of X and (bi)i a finite family of B. Then we
choose the function φ(x) := ∑1Ai (x)b∗i where b∗i ∈ B∗ are chosen so that 〈bi, b∗i 〉 = ‖bi‖B
and ‖b∗i ‖B∗ = 1, in order to have
∥∥∥∥U(f )(x)∥∥B∥∥p,dμ(x)  ∥∥∥∥∥∥∑1Ai (x)bi∥∥∥B∥∥∥p,dμ(x) =
∥∥∥∥∑
i
1Ai (x)
〈
bi, b
∗
i
〉∥∥∥∥
p,dμ(x)

∥∥∥∥∑
i,j
1Ai (x)1Aj (x)
〈
bi, b
∗
j
〉∥∥∥∥
p,dμ(x)
 ∥∥〈U(f )(x),φ〉∥∥
p,dμ(x)
 ∥∥V (f )(x)∥∥
p,dμ(x)
.
We have used the disjointness property of the sets Ai for the equality at the first line and at the
second line.
There is an interesting particular case when T = Id, which gives us the following corollary:
Corollary 5.8. Assume that Mσ is bounded by MHL,2 for some σ ∈ (2,∞] and that H 1ato is
continuously contained in L1 (see Section 7). Then for all q ∈ (2,∞) there exists a constant
C = C(q) such that
∀f ∈ Lq ∩L2, ∥∥M2(f )∥∥q C‖f ‖q .
In addition if 1 s  2 < q < σ then we have the other inequality:
∀f ∈ Lq ∩L2, C−1‖f ‖q 
∥∥Ms (f )∥∥q C‖f ‖q .
Proof. With these assumptions, we can apply the previous theorem with T = Id. The first claim
is obvious with (5.3), here we have just used the imbedding H 1ato ↪→ L1. The second claim is a
consequence of (5.4) with the control |f |MHL,s(f ). To prove this, we use the assumption that
Mσ is bounded by MHL,2. In the proof of Theorem 5.3, we have used s = 2 however we can use
the same arguments with s ∈ [1,2]. 
We have a second corollary (independent of Corollary 5.8):
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we have the following inequality: for all q ∈ (2, σ ) there exists a constant cq such that for all
functions f ∈ L2 ∩ (H 1F,ato)∗ we have
‖f ‖q  cq‖f ‖θ2
[‖f ‖1−θ
(H 1F,ato)
∗ + ‖f ‖1−θ2 1μ(X)<∞
]
, (5.7)
where θ is given by
1
q
= θ
2
.
Proof. In fact we can prove this result directly by using the maximal operator M2 and the pre-
vious arguments. Here we will prove this as an application of the previous theorem. So we take
a subset E of X satisfying 0 <μ(E) < ∞, and we write φ := 1E . We define also the operator T
as:
T (h) := 〈h,f 〉φ.
The assumption “f ∈ L2” guarantees that T is L2-bounded. And by the fact that f ∈ (H 1F,ato)∗,
we obtain that T is continuous from H 1F,ato to L1. So we can apply Theorem 5.3 and we conclude
that T is Lp bounded for all p ∈ (σ ′,2), and we have the following estimate:∥∥T (h)∥∥
p
 ‖h‖p‖T ‖θL2→L2
[‖T ‖1−θ
H 1F,ato→L1
+ ‖T ‖1−θ
L2→L2 1μ(X)<∞
]
.
By the definition of T and the duality result about Lebesgue spaces, we deduce that (with p
equals to the conjugate exponent of q):
‖f ‖q  ‖T ‖Lp→Lp  ‖f ‖θ2
[‖f ‖1−θ
(H 1F,ato)
∗ + ‖f ‖1−θ2 1μ(X)<∞
]
. 
The parameter σ plays an important role in Theorem 5.3. It permits to understand which
Lebesgue spaces Lp can be obtained by interpolation between the Hardy space H 1ato and L2. We
now see that the range for p is optimal with the following example.
Example 5.10. The Riesz transforms.
Here take X = Rn and let
A : Rn →Mn(C)
be a bounded n × n matrix valued function satisfying the ellipticity condition: there exist two
constants Λ λ > 0 such that
∀x ∈ Rn, ∀ξ, ζ ∈ Cn, λ|ξ |2  Re(A(x)ξ · ξ) and ∣∣A(x)ξ · ζ ∣∣Λ|ξ ||ζ |.
We define the second order divergence form operator as
L(f ) := −div(A∇f ).
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∇L−1/2(f ) := 1√
π
∞∫
0
√
t∇e−tL(f )dt
t
.
From [2], we know that the interval of p ∈ [1,2] such that the heat semigroup (etL)t0 and the
Riesz transform ∇L−1/2 are Lp-bounded have the same interior. We shall denote the critical
exponent pL. Moreover we know that for p ∈ [1,2]
∇L−1/2 is Lp-bounded ⇐⇒ pL < p  2.
It is shown in [1] that 1  pL < 2nn+2 and in [2] that it could be that pL > 1. In that case the
Riesz transform can not be continuous from H 1CW into L
1 (otherwise interpolation would yield
pL = 1). So this is an example where the Coifman–Weiss Hardy space is not well adapted to the
operator.
We have seen in Section 3.3 that we can compare the Hardy space H 1L of [20] with ours. By
choosing
BQ(f ) :=
(
r2QL
)M
e
−r2QL(f ) or BQ(f ) :=
(
Id − (Id + r2QL)−1)M(f ),
with M a large enough integer (M > n/4), we have the inclusion
∀ > 0, H 1,mol ↪→ H 1L. (5.8)
A “weak” version of Lemma 2.5 in [20] asserts that for every q , 2 q < (pL)′, for arbitrary
closed sets E,F ⊂ Rn
∀t > 0, ∀f ∈ L2(E), ∥∥(tL∗)Me−tL∗(f )∥∥
q,F
 t
n
2 (
1
q
− 12 )e−cd(E,F )2/t‖f ‖2,E.
By taking t = r2Q, q = σ < (pL)′, it is easy to check that for all balls Q, for all h ∈ L2(
1
|Q|
∫
Q
∣∣(r2QL∗)Me−r2QL∗(h)(x)∣∣σ dx)1/σ  inf
z∈QMHL,2(h)(z).
This gives us that the maximal operator Mσ (defined by (5.1)) satisfies:
∀h ∈ L2, Mσ (h)MHL,2(h).
We already know that ∇L−1/2 is L2-bounded [5]. For  > 0, Theorem 3.4 of [20] and (5.8)
prove that this operator is continuous from H 1,mol into L
1
. We can also apply our Theorem 5.3
to deduce that the Riesz transform is Lp-bounded for all p ∈ (σ ′,2] with all σ ∈ [2,p′L). So the
Riesz transform is Lp bounded for all exponents p ∈ (pL,2]. As we know the Riesz transform
is not Lp-bounded for p  pL so our range of exponents is optimal.
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following result (using Theorems 4.1 and 5.3):
Theorem 5.11. Suppose 1 p0 < 2. Let T be an L2-bounded, linearizable, operator such that
for all balls Q and for all functions f supported in Q
∀j  2,
(
1
μ(2j+1Q)
∫
Sj (Q)
∣∣T (BQ(f ))∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |2 dμ
)1/2
and
∀j  0,
(
1
μ(2j+1Q)
∫
Sj (Q)
∣∣f −BQ(f )∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |p0 dμ
)1/p0
,
where the coefficients αj (Q) satisfy
sup
Q ball
∑
j0
μ(2j+1Q)
μ(Q)
αj (Q) < ∞.
Then for all exponents p ∈ (p0,2), there exists a constant C such that
∀f ∈ L2 ∩Lp, ∥∥T (f )∥∥
p
 C‖f ‖p.
Proof. We are going to show that with these assumptions the maximal operator M(p0)′ (defined
by (5.1)) is bounded by MHL,2. Then the theorem is a consequence of Theorems 4.1 and 5.3. To
prove this, let f ∈ L2 ∩ L1 be a function and σ = (p0)′. For all balls Q containing the point x0,
we can estimate the Lσ -norm by duality:
Mσ(f )(x0) = sup
x0∈Q
sup
g∈L2(Q)
‖g‖p01
μ(Q)−1/σ
∫ (
f −B∗Q(f )
)
g dμ
= sup
x0∈Q
sup
g∈L2(Q)
‖g‖p01
μ(Q)−1/σ
∫
f
(
g −BQ(g)
)
dμ
 sup
x0∈Q
sup
g∈L2(Q)
‖g‖p01
μ(Q)−1/σ
∑
j0
∫
Sj (Q)
∣∣f (g −BQ(g))∣∣dμ
 sup
x0∈Q
μ(Q)−1/σ sup
g∈L2(Q)
‖g‖p01
∑
j0
‖f ‖2,Sj (Q)
∥∥g −BQ(g)∥∥2,Sj (Q)
 sup
x0∈Q
μ(Q)−1/σ sup
g∈L2(Q)
‖g‖ 1
∑
j0
‖f ‖2,Sj (Q)αj (Q)μ
(
2j+1Q
)1/2
μ(Q)−1/p0‖g‖p0p0
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x0∈Q
∑
j0
‖f ‖2,Sj (Q)μ
(
2j+1Q
)−1/2
αj (Q)
μ(2j+1Q)
μ(Q)
MHL,2(f )(x0) sup
x0∈Q
∑
j0
αj (Q)
μ(2j+1Q)
μ(Q)
MHL,2(f )(x0). 
Let us compare with S. Blunck and P. Kunstmann’s result (see Theorem 1.1 of [7]). We de-
scribe an improved version, due to P. Auscher (Theorem 1.1 of [2]):
Theorem 5.12. Let 1 p0 < 2. Let B˜Q be some uniformly L2(X)-bounded operators. Let T be
a L2-bounded sublinear operator such that for all balls Q and for all functions f supported
in Q
∀j  2,
(
1
μ(2j+1Q)
∫
Sj (Q)
∣∣T (B˜Q(f ))∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |dμ
)
and
∀j  0,
(
1
μ(2j+1Q)
∫
Sj (Q)
∣∣f − B˜Q(f )∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |p0 dμ
)1/p0
.
If the coefficients αj (Q) satisfy
sup
Q ball
∑
j0
μ(2j+1Q)
μ(Q)
αj (Q) < ∞,
then there exists a constant C such that
∀f ∈ L2 ∩Lp0, ∥∥T (f )∥∥
Lp0,∞  C‖f ‖p0 .
So by real interpolation, for all p ∈ (p0,2), there exists a constant C such that
∀f ∈ L2 ∩Lp, ∥∥T (f )∥∥
p
C‖f ‖p.
Remark 5.13. The first “L1–L2” condition of Theorem 5.12 is stronger than the first “L2–L2”
condition of Theorem 5.11. So Theorem 5.11 has weaker conditions as far as the continuity on
Lp with any p ∈ (p0,2) is concerned. However the assumptions in Theorem 5.12 imply the
weak type (p0,p0) by a variant of the Calderón–Zygmund decomposition, which does not seem
to work under the assumptions of Theorem 5.11. Moreover Theorem 5.12 can be applied to sub-
linear operators, not only to linearizable operators. In addition, it is pointed out in Theorem 8.1
of [3] that one can relax the first condition of Theorem 5.12 with an L1 estimate on the left-hand
side. We can do this same relaxation in our Theorem 5.11, as this first condition is required to
prove the H 1–L1 boundedness of T on the set of atoms and an L1 estimate is sufficient: see
Remark 4.3(2).
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We have used the sharp maximal function Ms in previous sections. Like in the Euclidean case,
we can use it to get weighted norm inequalities.
We have the following result:
Theorem 6.1. Let T be a linear operator as in Theorem 4.1, then for 1  s  2, we have for
f ∈ L2,
Ms
(
T ∗(f )
)
MHL,2(f ).
Proof. Let f be a function in L2. Let us fix x0 a point and write s′ the conjuguate exponent of s.
By using the assumption (4.1) of Theorem 4.1:
Ms (T
∗f )(x0) = sup
x0∈Q
sup
g∈L2(Q)
‖g‖s′1
μ(Q)−1/s
∫
B∗Q(T ∗f )g dμ
= sup
x0∈Q
sup
g∈L2(Q)
‖g‖s′1
μ(Q)−1/s
∫
f T
(
BQ(g)
)
dμ
 sup
x0∈Q
sup
g∈L2(Q)
‖g‖s′1
∑
i0
μ(Q)−1/s
∫
Si(Q)
∣∣f T (BQ(g))∣∣
 sup
x0∈Q
sup
g∈L2(Q)
‖g‖s′1
∑
i0
μ(Q)−1/s‖f ‖2,Si (Q)
∥∥T (BQ(g))∥∥2,Si (Q).
For x0 ∈ Q, we have the following estimates:∑
i0
μ(Q)−1/s‖f ‖2,Si (Q)
∥∥T (BQ(g))∥∥2,Si (Q)
 μ(Q)−1/s
[∑
i2
‖f ‖2,Si (Q)‖g‖2 +
∑
i3
‖f ‖2,Si (Q)αi(Q)
(
μ(2i+1Q)
μ(Q)
)1/2
‖g‖2
]
 μ(Q)−1/2‖g‖s′
[∑
i2
‖f ‖2,Si (Q) +
∑
i3
‖f ‖2,Si (Q)αi(Q)
(
μ(2i+1Q)
μ(Q)
)1/2]
MHL,2(f )(x0)
[
1 +
∑
i3
αi(Q)μ
(
2i+1Q
)
μ(Q)−1
]
MHL,2(f )(x0).
So we obtain
Ms (T
∗f )(x0)MHL,2(f )(x0). 
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Definition 6.2. A nonnegative function ω on X belongs to the class Ap for 1 <p < ∞ if
sup
Q ball
(
1
μ(Q)
∫
Q
wdμ
)(
1
μ(Q)
∫
Q
ω−1/(p−1) dμ
)p−1
< ∞.
A nonnegative function ω on X belongs to the class RHq for 1 < q < ∞, if there is a constant C
such that for every ball Q ⊂ X
(
1
μ(Q)
∫
Q
ωq dμ
)1/q
 C
(
1
μ(Q)
∫
Q
ωdμ
)
.
We have the well-known following properties (Chapter 9 of [19] for the Euclidean case):
Proposition 6.3. For 1 < s < ∞ the maximal operator MHL,s is bounded on Lp(ω) for all
s < p < ∞ and ω ∈ Ap/s . For 1  p < ∞ and ω an Ap-weight, there exists some constants
C, > 0 such that for all balls Q and all mesurable subsets A ⊂ Q, we have
ω(A)
ω(Q)
 C
(
μ(A)
μ(Q)
)
. (6.1)
If ω is as Ap weight and 1 < p < ∞, then ω1−p′ = ω−1/(p−1) is an Ap′ weight. In addition we
have the following equivalence:
ω ∈ Ap ⇐⇒ ω1−p′ ∈ Ap′ .
With these definitions we have the following result:
Theorem 6.4. Let T be a linearizable operator which satisfies the assumption of Theorem 4.1.
We assume that for σ ∈ (2,∞] the maximal operator Mσ is bounded by MHL,2. Let p ∈ (σ ′,2)
be an exponent and ω a weight so that ω ∈ Ap/σ ′ ∩ RH( 2
p
)′ . Then the operator T is “bounded”
on Lp(ω): there exists a constant C such that:
∀f ∈ L2 ∩Lp(ω), ∥∥T (f )∥∥
p,ω dμ
 C‖f ‖p,ω dμ.
For the weight ω, we define the associated measure (written by the same symbol) ω by dω :=
ωdμ. Concerning the condition ω ∈ Ap/2 ∩ RH( σ ′
p
)′ , we recall (Lemma 4.4 of [3]) that for σ ′ <
p < 2
ω ∈ Ap/σ ′ ∩ RH( 2
p
)′ ⇐⇒ ω1−p
′ ∈ Ap′/2 ∩ RH( σ
p′ )
′ . (6.2)
In the following proof, we will use this equivalence.
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Lq(ω1−q) where q = p′ is the conjuguate exponent of p. With h = V ∗(f ), we write F = |h|2.
First we recall the fact that V ∗ is the adjoint of V related to the measure μ. So we have that
V is Lp(ω)-bounded ⇐⇒ V ∗ is Lq(ω1−q)-bounded.
We use Theorem 3.1 together with Remark 3.6 of [3] with r := q/2 ∈ (1, σ/2) and ω1−2r =
ω1−p′ ∈ RH( σ
p′ )
′ to obtain the weighted version of (5.4):
‖F‖r,ω1−2r 
∥∥MHL,1(F )∥∥r,ω1−2r  ∥∥M2(h)2∥∥q,ω1−2r = ∥∥M2(h)∥∥22r,ω1−2r . (6.3)
By using Theorem 6.1 and h = V ∗(f ), we obtain for 2 < q = 2r < ∞:∥∥M2(h)∥∥2r,ω1−2r  ∥∥MHL,2(f )∥∥2r,ω1−2r .
The weight ω1−q belongs to the class Aq/2, so with Proposition 6.3 we get∥∥MHL,2(f )∥∥q,ω1−q  ‖f ‖q,ω1−q .
Then the three previous estimates give us∥∥V ∗(f )∥∥
q,ω1−q  ‖f ‖q,ω1−q .
Thus by duality we obtain that V is bounded on Lp(ω) and we deduce the same for T as in the
proof of Theorem 5.3. 
We use the following notation of [3]:
Definition 6.5. Let ω ∈ A∞ be a weight on X and 0 < p0 < q0 ∞ be two exponents, we
introduce the set
Wω(p0, q0) :=
{
p ∈ (p0, q0), ω ∈ Ap/p0 ∩ RH(q0/p)′
}
.
Then we have the “weighted” version of Theorem 5.11:
Theorem 6.6. Let 1 p0 < 2. Let T be an L2-bounded, linearizable, operator such that for all
balls Q and for all functions f supported in Q
∀j  2,
(
1
μ(2j+1Q)
∫
Sj (Q)
∣∣T (BQ(f ))∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |2 dμ
)1/2
and
∀j  0,
(
1
μ(2j+1Q)
∫
S (Q)
∣∣f −BQ(f )∣∣2 dμ)1/2  αj (Q)( 1
μ(Q)
∫
Q
|f |p0 dμ
)1/p0
,j
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sup
Q ball
∑
j0
μ(2j+1Q)
μ(Q)
αj (Q) < ∞.
Let ω ∈ A∞ be a weight. Then for all exponents p ∈Wω(p0,2), there exists a constant C such
that
∀f ∈ L2 ∩Lp(ω), ∥∥T (f )∥∥
p,ω dμ
 C‖f ‖p,ω dμ.
Proof. We have proved in Theorem 5.11, that under these assumptions the maximal operator
M(p0)′ is bounded by the operator of Hardy–Littlewood MHL,2. Then the desired result is a con-
sequence of Theorem 6.4 with σ = (p0)′. 
Remark 6.7. Like the comparison between Theorems 5.11 and 5.12, we can compare Theo-
rem 6.6 with Theorem 8.8 of [3]: Theorem 6.6 needs simpler and weaker assumptions as far as
the continuity on Lp with any p ∈Wω(p0,2) is concerned.
7. Embedding of H 1,mol into L
1
Here we discuss conditions on B = (BQ)Q insuring the embedding of our Hardy spaces
into L1. We assume throughout this section that B satisfies some decay estimates: for M ′′ a
large enough exponent, there exists a constant C such that
∀i  0, ∀k  0, ∀f ∈ L2, supp(f ) ⊂ 2iQ, ∥∥BQ(f )∥∥2,Sk(2iQ)  C2−M ′′k‖f ‖2,2iQ. (7.1)
In the sequel, all results about the atomic space H 1ato only require (7.1) with i = 0. If we want to
work with the molecular space H 1,mol, then we require (7.1) for all i  0. We have the following
imbedding:
Proposition 7.1. We have the following inclusions:
∀ > 0, H 1ato ↪→ H 1,mol ↪→ L1.
Proof. We claim that all -molecules (and atoms) are bounded in L1. In fact, using (7.1)∥∥BQ(fQ)∥∥1 ∑
i0
∥∥BQ(fQ1Si(Q))∥∥1 ∑
i0
∑
k0
∥∥BQ(fQ1Si(Q))∥∥1,Sk(2iQ)

∑
i0
∑
k0
μ
(
2i+kQ
)1/2∥∥BQ(fQ1Si(Q))∥∥2,Sk(2iQ)

∑
i0
∑
k0
μ
(
2i+kQ
)1/22−kM ′′‖fQ‖2,Si (Q)

∑
i0
∑
k0
μ
(
2i+kQ
)1/22−M ′′kμ(2iQ)−1/22−i

∑∑
2kδ/22−M ′′k2−i  1.
i0 k0
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(M ′′ > δ/2 works). So we obtain that all -molecules are bounded in L1, and we can deduce the
imbedding using Lemma 4.5. 
We recall that with this inclusion, in the study of the interpolation problem, we have obtained
a more precise result (Corollary 5.8).
Corollary 7.2. The spaces H 1ato and H 1,mol are Banach spaces.
Proof. It is obvious that these spaces are normed vector spaces. We must verify the complete-
ness. The proof is easy by using the following well-known condition: for  > 0, H 1,mol is a
Banach space if for all sequences (hi)i∈N of H 1,mol satisfying∑
i0
‖hi‖H 1,mol < ∞,
the series
∑
hi converges in the Hardy space H 1,mol. This is true because each molecular decom-
position is absolutely convergent in L1-sense so we can define the series
∑
i hi as a measurable
function in L1 and it is easy to prove the convergence for the H 1,mol norm. 
We have another corollary:
Corollary 7.3. We also have the inclusions:
L∞ ⊂ (H 1,mol)∗ ⊂ (H 1ato)∗.
Now we want to compare our abstract Hardy spaces H 1ato and H 1,mol with the classical Hardy
space H 1CW of Coifman–Weiss. To do this we must define for a ball Q the function A
∗
Q(1X) (we
recall that we define our operators AQ as AQ = Id − BQ). Let m := BQ(fQ) an -molecule of
H 1,mol. We have seen that the integral∫
X
AQ(fQ)(x) dμ(x)
converges in L1 sense (due to the decay of fQ and the “off-diagonal” decay of AQ: see Proposi-
tion 7.1). Also we get
∀f ∈ L1(X),
∣∣∣∣∫
X
AQ(f )(x) dμ(x)
∣∣∣∣ sup
i0
‖f ‖2,Si (Q)
(
μ
(
2iQ
))1/22i .
We can also consider the linear functional f → ∫
X
AQ(f )(x) dμ(x), which will be denoted
A∗Q(1X), defined on the space
Mol,Q :=
{
f ∈ L1(X), ‖f ‖Mol,Q := sup‖f ‖2,Si (Q)
(
μ
(
2iQ
))1/22i < ∞}.
i0
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Proposition 7.4. Let  ∈ (0,∞]. The inclusion H 1,mol ⊂ H 1CW is equivalent to the fact that for
all Q ∈ Q, (AQ)∗(1X) = 1X in (Mol,Q)∗. In this case for all ′   we have the inclusions
H 1ato ⊂ H 1′,mol ⊂ H 1,mol ⊂ H 1CW.
Proof. (1) Proof of the sufficiency.
Let m := BQ(fQ) an -molecule of H 1,mol. First we want to prove that the integral of m is
equal to 0. To show this we use the definition BQ = Id −AQ. By definition we have∫
X
AQ(fQ)(x) dμ(x) =
〈
AQ(fQ),1X
〉= 〈fQ,A∗Q(1X)〉.
So by the assumption, we have ∫
X
AQ(fQ)dμ =
∫
X
fQ dμ.
So we have shown that
∫
BQ(fQ)dμ = 0.
Now we will prove that the molecule m satisfies the good decay around the ball Q and so is
an H 1CW molecule associated to the ball Q. With the previous “off-diagonal” decay of BQ, the
uniform L2-boundedness of BQ and the assumptions over fQ, we have that for all j  0 with
M ′′ large enough:
∥∥BQ(fQ)∥∥2,Sj (Q) ∑
i0
∥∥BQ(fQ1Si(Q))∥∥2,Sj (Q)

j∑
k=0
∥∥BQ(fQ1Sk(Q))∥∥2,Sj (Q) + ∞∑
k=j
∥∥BQ(fQ1Sk(Q))∥∥2,X

j∑
k=0
∥∥BQ(fQ1Sk(Q))∥∥2,Sj−k(2kQ) + ∞∑
k=j
‖fQ‖2,Sk(Q)

j∑
k=0
2−M ′′(j−k)‖fQ‖2,Sk(Q) +
∞∑
k=j
μ(Q)−1/22−k

j∑
k=0
2−M ′′(j−k)μ(Q)−1/22−k +μ(Q)−1/22−j
 μ(Q)−1/22−j .
So we have proved that m satisfies the decay of a classical molecule in the space H 1CW. So
m ∈ H 1CW and then H 1,mol ⊂ H 1CW.
(2) Proof of the necessity.
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1
CW. Let Q be a ball. So for each -molecule m =
BQ(fQ) we have that ∫
BQ(fQ)dμ =
∫
fQ dμ−
∫
AQ(fQ)dμ = 0.
We can compute the difference of the two integrals, because we have seen that they converge in
L1 sense. So by definition we have that for all f ∈ Mol,Q∫
f dμ = 〈A∗Q(1X), f 〉,
which means that A∗Q(1X) = 1X in (Mol,Q)∗. 
Remark 7.5. Under the assumption of the previous proposition and Theorem 5.3, it is interesting
to note that the space H 1ato is smaller than the Hardy space H 1CW still it is big enough in L
1 to get
the Lp spaces by interpolation with L2.
Remark 7.6. In [11] (see Section 3.4) the authors study whether their space BMOL satisfies
BMO ⊂ BMOL. In Proposition 6.7 of [11], they prove that the inclusion BMO ⊂ BMOL is equiv-
alent to the fact that for all r > 0, e−rL(1Rn) = 1Rn . By Theorem 3.1 of [11], we know that
(H 1L)
∗ = BMOL∗ . Also we have that
H 1L ⊂ H 1CW ⇐⇒ ∀r > 0, e−rL
∗
(1Rn) = 1Rn .
We recall (Section 3.4) that with the choice
BQ(f ) := f − e−r2QL(f )
we have the inclusion
∀ > 0, H 1,mol ⊂ H 1L.
The previous proposition shows that we have
H 1,mol ⊂ H 1CW ⇐⇒ ∀r > 0, e−rL
∗
(1Rn) = 1Rn ⇐⇒ H 1L ⊂ H 1CW.
8. Study of the duals of Hardy spaces
In this section, we come back to (X,d,μ) an abstract space of homogeneous type and we
study the dual space of our Hardy spaces. In the Euclidean case the dual space of H 1CW is BMO.
The other Hardy spaces, discussed in Section 3, have duals characterized by a space of BMO-
type [11,20]. In our situation, it is not so easy, and we obtain partial answers. So first, we give
the definition of the Bmo∞ space:
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‖f ‖BMO := sup
Q ball
(
1
μ(Q)
∫
Q
∣∣B∗Q(f )∣∣2 dμ)1/2 = ∥∥M2(f )∥∥∞ < ∞.
We define BMO∞ as the completion of Bmo∞ with this pseudo-norm.
We note BMO∞ because the norm is a norm of type BMO and we put the index ∞ to note
that this space is the closure of L2. So it could be thought as the space of BMO-functions with
some decay at “infinity.”
We have the following inclusion:
Proposition 8.2. The space (H 1ato)∗ ∩L2 is included into Bmo∞ and
∀f ∈ (H 1ato)∗ ∩L2, ‖f ‖BMO  ‖f ‖(H 1ato)∗ .
We have the same result for the molecular Hardy space (H 1,mol)∗.
The proof is the same as in Lemma 5.5.
To characterize the dual space, we should show the other inclusion and we would like to
forget the “L2-condition.” Due to the problem to define an operator on a whole Hardy space (as
described in Section 4), we have to work with the “finite” Hardy spaces H 1F,ato and H 1F,,mol. We
give two results in this direction.
Proposition 8.3. The space Bmo∞ is included into (H 1F,ato)∗ ∩L2 and
∀φ ∈ Bmo∞, ‖φ‖(H 1F,ato)∗  ‖φ‖BMO.
By density, we get that BMO∞ ↪→ (H 1F,ato)∗.
Proof. Let φ ∈ Bmo∞ be a function, then φ ∈ L2. Let m = BQ(fQ) ∈ L2 be an atom, then we
must estimate the quantity:
〈φ,m〉 =
∫
φ(z)BQ(fQ)(z) dμ(z) =
∫
Q
B∗Q(φ)(z)fQ(z) dμ(z).
Then we get ∣∣〈φ,m〉∣∣ ∥∥B∗Q(φ)∥∥2,Q‖fQ‖Q  ∥∥B∗Q(φ)∥∥2,Qμ(Q)−1/2.
Using the BMO-norm, we have ∣∣〈φ,m〉∣∣ ‖φ‖BMO.
So we have shown that φ can be extended in a continuous linear form on all atoms. This proves
that φ is a continuous linear form on H 1 . F,ato
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space of molecular space, it seems necessary to have other conditions. Here is an example.
Proposition 8.4. For a ball Q, we write rQ for the radius. Assume that the operators AQ depend
only on the radius rQ that is AQ = ArQ and BQ = BrQ . In this case for all  > 0, Bmo∞ is
included into (H 1F,,mol)∗ ∩L2 and
∀φ ∈ Bmo∞, ‖φ‖(H 1F,,mol)∗  ‖φ‖BMO.
Therefore by density, we have BMO∞ ↪→ (H 1F,,mol)∗.
Proof. Let m = BQ(fQ) be an -molecule. Breaking the integral with the corona Si(Q), we
have
∣∣〈φ,m〉∣∣∑
i0
∫
Si(Q)
B∗Q(φ)(z)fQ(z) dμ(z)
∑
i0
∥∥B∗Q(φ)∥∥2,Si (Q)‖fQ‖2,Si (Q)

∑
i0
∥∥B∗Q(φ)∥∥2,Si (Q)μ(2i+1Q)−1/22−i .
We want to cover 2i+1Q by a union of balls (Q˜k)1kκ with
∀k, rQ˜k = rQ and
κ∑
k=1
12−MQ˜k  1,
where M is an integer which is large enough and depends only on the space X. This is a direct
application of Vitali’s Lemma applied to the collection of balls (B(x, rQ))x∈X . So we can deduce
that:
∥∥B∗Q(φ)∥∥22,Si (Q) = ∥∥B∗rQ(φ)∥∥22,Si (Q)  κ∑
k=1
∥∥B∗rQ(φ)∥∥22,Q˜k .
Here we use: rQ = rQ˜k also∥∥B∗rQ(φ)∥∥22,Q˜k = ∥∥B ∗˜Qk(φ)∥∥22,Q˜k  μ(Q˜k)‖φ‖BMO.
By using the doubling property of the measure and the fact that rQ = rQ˜k , we get
∥∥B∗Q(φ)∥∥22,Si (Q)  κ∑
k=1
‖φ‖2BMOμ(Q˜k) ‖φ‖2BMO
κ∑
k=1
μ
(
3−1Q˜k
)
 ‖φ‖2 μ(2i+1Q).BMO
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i0
‖φ‖BMO2−i  ‖φ‖BMO.
Thus we have shown that φ is linearly continuous on all the -molecule. With the help of
Lemma 4.5, we can extend it to a continuously linear form on the whole molecular space. 
Remark 8.5. Assume that AQ is defined by the help of a semigroup AQ = ArQ = e−rQL for a
generator L. Then the previous condition is satisfied and with some good conditions about L,
we can characterize the dual space (H 1F,,mol)
∗ ∩L2 as Bmo∞. It is interesting to notice that this
space does not depend on .
Here we have not found a general answer for the dual space (H 1F,ato)∗. We have only the
result Bmo∞ = L2 ∩ (H 1F,ato)∗. Now to have a complete result for the duality, we must forget
the “L2 condition.” In such an abstract case, it seems very difficult to do this. The difficulty is
to have a representation of a linearly continuous form of H 1F,ato. Let l belongs to (H
1
F,ato)
∗
, by
the definition of atom we have that the operator BQ is continuous from L2(Q) into H 1F,ato. So
we can compute l ◦ BQ, which is continuous from L2(Q) into R. By the Riesz representation
theorem, we know that there exists hQ ∈ L2(Q) such that for all f ∈ L2(Q)
l ◦BQ(f ) :=
∫
Q
hQ(x)f (x) dμ(x).
Now to have a good representation of l, we “need to invert” the operator BQ to have formally:
for all atom g associated to the ball Q
l(g) =
∫
Q
hQ(x)B
−1
Q g(x)dμ(x) =
∫
Q
B−1∗Q hQ(x)g(x) dμ(x).
Then we need to define a “good” function φ (which does not depend on Q) such that for each
ball Q and for each atom g associated to Q we have
l(g) =
∫
Q
B−1∗Q hQ(x)g(x) dμ(x) =
∫
X
φ(x)g(x) dμ(x).
Here if we do not want to invert, we need a decomposition of identity with the BQ operators.
That is why, in [11,20] the authors use a Calderón reproducing formula to identify their dual
space.
So there are two questions to solve and we do not know how to do this; other informations on
the collection of operators B = (BQ)Q∈Q seem to be necessary, but we do not know at this time
which ones.
We have seen that the spaces (H 1ato)∗ and (H 1F,ato)∗ are probably too big to be identified with
a BMO-space. However we are going to show that the subspace L2 ∩ (H 1ato)∗ is dense in the
whole space (H 1 )∗ for a weak topology. Let us study the topology of Bmo∞ in (H 1 )∗ forato ato
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decomposition into atoms (mi) satisfying:
f =
n∑
i=1
λimi with ‖f ‖H 1ato  10
−1
(∑
i
|λi |
)
.
By Lemma 4.5, we know that S is dense in H 1ato.
Proposition 8.6. If the space Bmo∞ is dense in L2 (for the strong topology) then Bmo∞ is dense
in (H 1ato)∗ for the weak∗ topology of S∗.
Proof. We claim that the space Bmo∞ is total, that is{
f ∈ S; ∀φ ∈ Bmo∞, 〈f,φ〉 = 0
}= {0}. (8.1)
To prove this, let f ∈ S be a function in the left set. Then f has a finite atomic decomposition so
it is an L2-function, and we have
∀φ ∈ Bmo∞ ⊂ L2, 〈f,φ〉 = 0.
As Bmo∞ is assumed to be dense in L2 and f belongs to L2, we can deduce that f = 0, which
proves (8.1).
We use a general fact: Theorem 4 of [10] to obtain the density for the weak∗ topology. 
We can have a more precise theorem in the case of Section 7:
Proposition 8.7. Assume that the assumptions (7.1) of Section 7 are satisfied. The space L∞ ∩L2
is dense in (H 1ato)∗ for the weak∗ topology of (H 1ato)∗. For  > 0, L∞ ∩ L2 is dense in (H 1,mol)∗for the weak∗ topology.
Proof. The proof is the same as the one of Proposition 8.6. We will deal with the case  ∈ (0,∞]
and we will prove the two claims. The fact that the space L∞ is total, means that:{
f ∈ H 1,mol, ∀φ ∈ L∞ ∩L2 ⊂
(
H 1,mol
)∗
, 〈f,φ〉 = 0}= {0}. (8.2)
This fact is obvious because the function f ∈ L1 (due to Proposition 7.1). As for Proposition 8.6,
we use Theorem 4 of [10] to conclude. 
In fact to have a complete representation theorem for the dual space, we probably need to
make some new assumptions. In [11,12,20], the authors characterize the dual space by a BMO-
space, by using an equivalent definition of their Hardy spaces with tent spaces. Using molecular
decomposition in tent spaces, they obtain some molecular decomposition of their Hardy spaces.
Without other assumptions, our molecular decomposition is strictly more restrictive than theirs.
So in the general case, we think that the dual space of our Hardy spaces is bigger than a BMO-
space. We have seen that our Hardy spaces are “big” enough to obtain a good interpolation result
with the scale of Lebesgue spaces, but they seem to be too “small” to have a fine dual space.
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