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The blow-up solutions of the Cauchy problem for the Davey–
Stewartson system, which is a model equation in the theory of
shallow water waves, are investigated. Firstly, the existence of
the ground state for the system derives the best constant of a
Gagliardo–Nirenberg type inequality and the variational character
of the ground state. Secondly, the blow-up threshold of the Davey–
Stewartson system is developed in R3. Thirdly, the mass concen-
tration is established for all the blow-up solutions of the system
in R2. Finally, the existence of the minimal blow-up solutions in
R
2 is constructed by using the pseudo-conformal invariance. The
proﬁle of the minimal blow-up solutions as t → T (blow-up time)
is in detail investigated in terms of the ground state.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The Davey–Stewartson (DS) system describes free surface waves subject to the effects for both
gravity and capillarity (gravity–capillary waves) (see Davey and Stewartson [11]). In dimensionless
form, the system is written by
{
iut + λuxx + uyy + a|u|2u + buvx = 0,
vxx +μv yy =
(|u|2)x, (1.1)
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the mean velocity. The parameters λ and μ can take both signs, according to which the systems can
be classiﬁed as
elliptic–elliptic: λ > 0 and μ > 0,
elliptic–hyperbolic: λ > 0 and μ < 0,
hyperbolic–elliptic: λ < 0 and μ > 0,
hyperbolic–hyperbolic: λ < 0 and μ < 0.
In recent years, the Cauchy problem of (1.1) has been extensively studied [1,5,8,9,14,18,19,29–33,
15,35–37]. The local well-posedness for the Cauchy problem except for the hyperbolic–hyperbolic case
(λ < 0 and μ < 0) in energy space H1 = H1(R2) was established in Ghidaglia and Saut [15]. The local
and global existence for the elliptic–elliptic case (λ > 0 and μ > 0) was studied in Guo and Wang [18]
in Hs(RD) (1 < s < 2 and D = 2,3). The Lp(R2)-decay estimates (2 < p < ∞) of solutions for system
(1.1) in the elliptic–hyperbolic case (λ > 0 and μ < 0) was obtained in Tsutsumi [36]. The exact blow-
up solutions of the Cauchy problem for (1.1) in the hyperbolic–elliptic case (λ < 0 and μ > 0) were
presented in Ozawa [32]. For the elliptic–elliptic case of (1.1) (λ > 0 and μ > 0), the existence and
stability of standing wave were discussed by Cipolatti [8,9] and Ohta [29–31]. The existence of the
blow-up solutions was investigated in detail by Ghidaglia and Saut [15], Gan and Zhang [14], Shu and
Zhang [35]. The blow-up properties were studied numerically in [1,5] and [33]. In addition, Babaoglu
and Erbay proposed a generalized Davey–Stewartson system (see [2]), which was studied in [3,12]
and [13].
In this paper, we treat the elliptic–elliptic case (λ > 0 and μ > 0) and study the Cauchy problem
of the following generalized Davey–Stewartson system
⎧⎪⎨
⎪⎩
iut + u + |u|2u + uvx1 = 0,
v = (|u|2)x1 ,
u(0, x) = u0(x),
(1.2)
where u = u(t, x) : [0, T ) × RD → C, v = v(t, x) : [0, T ) × RD → R, 0 < T ∞, i = √−1,  is the
Laplace operator on RD (D = 2,3). In some sense, one can regard (1.2) as a generalized version of
system (1.1) in the case λ > 0 and μ > 0.
If the term uvx1 is replaced with 0, system (1.1) reduces to the cubic nonlinear Schrödinger equa-
tion (NLS)
iut + u + |u|2u = 0, (1.3)
which appears in nonlinear optics (D = 2) as well as plasmas physics (D = 3) and has been exten-
sively studied (see [7,16,20,23–28,34,38–41]).
Let (u, v) be the solutions of (1.2). It follows from the second equation of (1.2) that
vx1 = F−1
(
ξ21
|ξ |2 F |u|
2
)
, (1.4)
where F and F−1 denote the Fourier transform operator and its inverse, respectively. We deﬁne
E(ϕ) = F−1
(
ξ21
|ξ |2 Fϕ
)
. (1.5)
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{
iut + u + |u|2u + E
(|u|2)u = 0,
u(0, x) = u0(x).
(1.6)
One can verify that (1.6) is essentially equivalent to (1.2) through the transformation (1.4) (see
[18]).
An important property of Eq. (1.6) is that the solutions may blow up at ﬁnite time for some initial
conditions ([14] and [15]). As we know, the blow-up theory is related to the focusing singularity or
wave collapse in physics. Therefore, it is of signiﬁcance both in physics and mathematics to investigate
the following two questions.
1. Can we discriminate the different regions of collapse (blow-up)/no collapse for the solutions of
system (1.6)?
2. What is the singularity structure of the blow-up solution as t → T (T is the blow-up time)?
Let us brieﬂy comment the known results for the above two questions. The ﬁrst question has
been investigated in [1,14,15] and [33]. In [15], by using the argument of Glassey [17], the authors
established a suﬃcient condition for blow-up that the initial energy is negative. In [33], following the
idea of Weinstein [38], the authors proved that the solution of (1.6) is globally well-posed in H1(R2)
under the condition that
‖u0‖L2(R2) < ‖R‖L2(R2),
where R is the ground state of the equation
−ϕ + ϕ − ϕ3 − E(|ϕ|2)ϕ = 0. (1.7)
In other words, Papanicolaou et al. [33] established a necessary condition for blow-up in the case of
D = 2 that the initial mass is larger than a critical values (‖u0‖L2(R2)  ‖R‖L2(R2)). This result was
tested numerically in [1]. However, the argument in [33] cannot be applied to the case of D = 3.
On the other hand, we don’t know from [33] that if there are blow-up solutions with ‖u0‖L2(R2) =‖R‖L2(R2) . Gan and Zhang [14], Shu and Zhang [35] used the cross-constrained variational argument
to obtain some sharp criteria for the blow-up of the Cauchy problem of (1.6) in the different subsets of
the energy space H1(RD) (D = 2,3). However, the deﬁnition of the subsets and the expression of the
criteria heavily depend on several related variational problems, which are not solved. Naturally, we do
not exactly know how large these subsets are and these results are not explicit. The second question
has been studied numerically in [5] and [33]. In these works, the blow-up rate and the phenomena of
mass concentration were observed. However, there are little analytical results on the second question.
In this paper, we consider the Cauchy problem (1.6) in the case of D = 2,3. By improving the
arguments presented in [33] and exploiting the Hamiltonian invariants and a series of sharp inter-
polation equalities, we get a new blow-up threshold (Theorem 4.2) of the Cauchy problem (1.6) with
D = 3, which is simply expressed. In the case of D = 2 we study the blow-up proﬁle analytically. The
mass concentration property is proved (Theorem 5.1). By use of the pseudo-conformal invariance of
Eq. (1.6), we shall construct the blow-up solutions with ‖u0‖L2(R2) = ‖R‖L2(R2) (Theorem 6.1). We call
them minimal blow-up solutions (blow-up solutions with critical mass). This indicates that the lower
bound for mass of the blow-up solutions established in [33] is sharp. Moreover, the limiting behavior
and the blow-up rate of the minimal blow-up solutions are investigated (Theorems 6.2 and 6.3). These
results conﬁrm some of the numerical observations in [5] and [33].
This paper is organized as follows.
1. In Section 2, some preliminaries are stated.
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the ground is derived.
3. In Section 4, the blow-up threshold in R3 is derived.
4. In Section 5, the mass concentration is established based upon the concentration-compactness
argument.
5. In Section 6, using the pseudo-conformal invariance to the ground state, the exact blow-up solu-
tions with critical mass are constructed. Furthermore, the proﬁles and blow-up rate of minimal
blow-up solutions are explored in terms of the ground state.
2. Preliminaries
2.1. Local existence
For the Cauchy problem (1.6), Guo and Wang [18], Ghidaglia and Saut [15] established the local
existence of weak solution.
Proposition 2.1. Let D ∈ {2,3}. Then:
(1) For any u0 ∈ H1(RD), there exists a unique solution u(t, x) of the Cauchy problem (1.6) in C([0, T ),
H1(RD)) for some T ∈ (0,∞) (maximal existence time), either T = ∞ or else T < ∞ and
lim
t→T
∥∥u(t)∥∥H1(RD ) = ∞.
(2) u(t) satisﬁes the conservation of mass (L2 norm) and energy, that is
M
(
u(t)
) := ∫
RD
∣∣u(t)∣∣2 dx= ∫
RD
|u0|2 dx, (2.1)
E(u(t))= E(u0) (2.2)
for all t ∈ [0, T ), where
E(u) := 1
2
∫
RD
|∇u|2 dx− 1
4
∫
RD
(|u|4 + |u|2E(|u|2))dx. (2.3)
2.2. Existence of the ground state
Looking for standing wave solutions eiωtϕ(x) for the ﬁrst equation of (1.6) leads us to consider the
stationary equation
−ϕ + ωϕ − ϕ3 − E(|ϕ|2)ϕ = 0, x ∈ RD , (2.4)
whose solutions are critical point of the Lagrangian S deﬁned by (see [8])
S(ϕ) = 1
2
‖∇ϕ‖2L2(RD ) +
1
2
ω‖ϕ‖2L2(RD ) −
1
4
∫
RD
(|ϕ|4 + |ϕ|2E(|ϕ|2))dx.
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T (ϕ) :=
∫
RD
|∇ϕ|2 dx,
V (ϕ) := −1
2
ω‖ϕ‖2L2(RD ) +
1
4
∫
RD
(|ϕ|4 + |ϕ|2E(|ϕ|2))dx,
Σμ :=
{
f ∈ H1 ∣∣ V ( f ) = μ},
Xω =
{
ϕ
∣∣ ϕ 	= 0, ϕ solve (2.4)},
Gω =
{
ψ ∈ Xω
∣∣ S(ψ) S(ϕ), ∀ϕ ∈ Xω} (2.5)
(Gω being the set of ground state).
For ϕ ∈ Xω , multiplying (2.4) by ϕ and integrating by parts over RD , we have
‖∇ϕ‖2L2(RD ) + ω‖ϕ‖2L2(RD ) −
∫
RD
(|ϕ|4 + |ϕ|2E(|ϕ|2))dx= 0. (2.6)
Moreover, the Pohozaev identity for (1.7) reads
D − 2
D
‖∇ϕ‖2L2(RD ) +ω‖ϕ‖2L2(RD ) −
1
2
∫
RD
(|ϕ|4 + |ϕ|2E(|ϕ|2))dx= 0. (2.7)
Putting the above identities together, we have
ω‖ϕ‖2L2(RD ) =
4− D
D
‖∇ϕ‖2L2(RD ), (2.8)∫
RD
(|ϕ|4 + |ϕ|2E(|ϕ|2))dx= 4
D
‖∇ϕ‖2L2(RD ). (2.9)
Proposition 2.2. For D ∈ {2,3}, the following holds.
(i) If D = 2, then ϕ ∈ Gω if and only if ϕ solves the minimization problem
T (ϕ) = inf{T (ψ) ∣∣ψ ∈ Σ0}. (2.10)
(ii) If D = 3, then there exists constant μ0 such that ϕ ∈ Gω if and only if ϕ solves the minimization problem
T (ϕ) = inf{T (ψ) ∣∣ψ ∈ Σμ0}, (2.11)
where Σμ0 = {ψ 	= 0, V (ψ) = μ0}.
(iii) Problems (2.10) and (2.11) have solutions.
(iv) For all ϕω ∈ Gω , there exists a real-valued positive function Rω ∈ Gω such that ϕω = eiθ Rω .
The proof of (i), (ii) and (iii) was given in [8] and the proof of (iv) was given in [9].
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Here, we collect a few basic results which will be used in the subsequent sections.
Lemma 2.1. (See Cazenave [7], Lions [22].) If μ > 0, and uk is a bounded sequence of H1(R2) such that
∫
R2
|uk|2 dx= μ,
then there exists a subsequence uk j , for which one of the following properties holds.
Compactness: There exists a sequence y j in R2 . For any ε > 0, there exists r < ∞ such that
∫
|x−y j |r
∣∣uk j (x)∣∣2 dxμ− ε.
Vanishing: For all r < ∞, it holds that
lim
j→∞
sup
y∈R2
∫
|x−y|r
∣∣uk j (x)∣∣2 dx= 0.
Dichotomy: There exist a constant α ∈ (0,μ) and two sequences u1j ,u2j ⊂ H1(R2), with compact and
disjoint supports, such that
∥∥u1j∥∥L2(R2) → α,∥∥u2j∥∥L2(R2) → (μ − α),∥∥uk j − u1j − u2j∥∥H1(R2) → 0,∥∥uk j − u1j − u2j∥∥Lp → 0 for 2 p < ∞,
distance
(
suppu1j , suppu
2
j
)→ ∞.
Lemma 2.2. (See Brezis and Leib [6].) Let f ∈ L1loc(R2), ‖∇ f ‖L2(R2)  C and μ(| f | > ε) δ > 0. Then there
exists y ∈ R2 such that, for some constant α = α(C, δ, ε),
μ
(
B(0,1) ∩
{∣∣ f (x+ y)∣∣> ε
2
})
> α.
Lemma 2.3. (See Leib [21].) Let 1 < p < ∞ and let f j be a uniformly bounded sequence of functions in
W 1,p(R2) such that μ(| f j | > η) C for some positive constants C and η. Then there exists a sequence y j ∈
R
2 such that
f j(· + y j) ⇀ f 	= 0 weakly in W 1,p
(
R
2).
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3.1. A Gagliardo–Nirenberg type inequality
Lemma 3.1. (See Cipolatti [8].) Let the singular integral operator E(·) be deﬁned by (1.5). E satisﬁes the prop-
erties:
(i) E ∈ L(Lp(RD), Lp(RD)), L(Lp(RD), Lp(RD)) denotes the space of bounded linear operators from
Lp(RD) to Lp(RD).
(ii) If ψ ∈ Hs(RD), then E(ψ) ∈ Hs(RD) for s ∈ R.
(iii) If ψ ∈ W p(RD), then E(ψ) ∈ W p(RD) and
∂k E(ψ) = E(∂kψ), k = 1,2, . . . , D.
(iv) E preserves the operations
– translation: E(ψ(· + y))(x) = E(ψ)(x+ y), y ∈ RD ,
– dilatation: E(ψ(λ·))(x) = E(ψ)(λx), λ > 0,
– conjugation: E(ψ) = E(ψ), where ψ is the complex conjugate of ψ .
Making use of Lemma 3.1, we conclude the following remark.
Remark 3.1. (See Cipolatti [8].) Let B1 be the quadratic functional on L2(RD) deﬁned by
B1(ψ) =
∫
RD
ξ21
|ξ |2
∣∣F(ψ)(ξ)∣∣2 dξ.
It follows from the Parseval identity
∫
RD
f · g dx=
∫
RD
F[ f ]F[g]dξ, dξ = (2π)−D dx,
that
B1(ψ) =
∫
RD
E(ψ)ψ dx
and in particular, we have
B1(ψ)
∫
RD
|ψ |2 dx,
B1 ∈ C∞
(
L2
(
R
D),R) with B ′1 = 2E. (3.1)
Therefore, from the deﬁnition of E , the Parseval identity and (3.1), we have
∫
D
|ψ |2E(|ψ |2)dx= ∫
D
|ψ |2F−1
(
ξ21
|ξ |2 F
(|ψ |2))dx= ∫
D
ξ21
|ξ |2
∣∣F(|ψ |2)∣∣2 dξ > 0R R R
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|ψ |2E(|ψ |2)dx ∫
RD
|ψ |4 dx. (3.2)
It follows from the above inequality and Gagliardo–Nirenberg inequality that
∫
RD
(|ψ |2E(|ψ |2)+ |ψ |4)dx 2 ∫
RD
|ψ |4 dx C‖ψ‖4−D
L2(RD )
‖∇ψ‖DL2(RD ).
To investigate the best constant C , we introduce the minimizing problem
d := inf
u∈H1(RD )
J (u) (3.3)
with
J (u) =
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )∫
RD
(|u|4 + |u|2E(|u|2))dx .
Proposition 3.1. For the minimizing problem (3.3), it holds that
d = min
u∈H1(RD )
J (u) = J (Rω) = (4− D)
1− D2 D D2
4ω1− D2
‖Rω‖2L2(RD ),
where Rω is the ground state of Eq. (2.4).
Especially, let ω = 4−D2 in (2.4) and Q = Rω|ω= 4−D2 denote the ground state of the equation
−Q + 4− D
2
Q − Q 3 − E(|Q |2)Q = 0. (3.4)
Then it has
d = min
u∈H1
J (u) = J (Q ) =
D
D
2 ‖Q ‖2
L2(RD )
2
D
2 +1
.
Proof. Step 1. We claim that
inf
u∈H1
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )
[∫
RD
(|u|4 + |u|2E(|u|2))dx] 2D
 (4− D)
2− D2 D 2D −1
4ω2− D2
‖∇R‖2L2(RD ).
For u ∈ H1(RD), setting w(x) = λu(μx) such that
∫
RD
(|w|4 + |w|2E(|w|2))dx= λ4μ−D ∫
RD
(|u|4 + |u|2E(|u|2))dx= 4
D
‖∇Rω‖2L2(RD )
and
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4− D
Dω
‖∇Rω‖2L2(RD ),
from the above equalities, we have
λ2 = 4ω
(4− D)
‖u‖2
L2(RD )∫
RD
(|u|4 + |u|2E(|u|2))dx
and
μ−D = (4− D)
λ2Dω
‖∇Rω‖2L2(RD )
‖u‖2
L2(RD )
.
It follows from Proposition 2.2 that
‖∇w‖2L2(RD ) = λ2μ2−D‖∇u‖2L2(RD )
= ω
4
D −14 2D
(4− D) 4D −1D1− 2D
‖u‖
8
D −2
L2(RD )
‖∇u‖2
L2(RD )
[∫
RD
(|u|4 + |u|2E(|u|2))dx] 2D
‖∇Rω‖2−
4
D
L2(RD )
 ‖∇Rω‖2L2(RD ).
Thus
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )
[∫
RD
(|u|4 + |u|2E(|u|2))dx] D2
 (4− D)
2− D2 D D2 −1
4ω2− D2
‖∇Rω‖2L2(RD ).
Step 2. We claim that
inf
u∈H1
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )∫
RD
(|u|4 + |u|2E(|u|2))dx 
(4− D)2− D2 D D2 −1
4ω2− D2
‖∇Rω‖2L2(RD ).
It follows from (2.8) and (2.9) that
‖R‖4−D
L2(RD )
‖∇Rω‖DL2(RD )∫
RD
(|R|4 + |R|2E(|R|2))dx =
(4− D)2− D2 D D2 −1
4ω2− D2
‖∇Rω‖2L2(RD ).
Step 3. From Steps 1 and 2, we get
inf
u∈H1
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )∫
RD
(|u|4 + |u|2E(|u|2))dx =
(4− D)2− D2 D D2 −1
4ω2− D2
‖∇Rω‖2L2(RD ),
which together with (2.8) derives
inf
u∈H1(RD )
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )∫
D (|u|4 + |u|2E(|u|2))dx =
(4− D)1− D2 D D2
1− D ‖Rω‖
2
L2(RD ). (3.5)R 4ω 2
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inf
u∈H1
‖u‖4−D
L2(RD )
‖∇u‖D
L2(RD )∫
RD
(|u|4 + |u|2E(|u|2))dx =
D
D
2 ‖Q ‖2
L2(RD )
2
D
2 +1
. 
The following theorem is a direct result of Proposition 3.1.
Theorem 3.1. It holds that∫
RD
(|u|4 + |u|2E(|u|2))dx CD‖u‖4−DL2(RD )‖∇u‖DL2(RD ) (3.6)
with
CD = 4ω
1− D2
(4− D)1− D2 D D2
1
‖Rω‖2L2(RD )
= 2
D
2 +1
D
D
2 ‖Q ‖2
L2(RD )
=
⎧⎪⎪⎨
⎪⎪⎩
2
‖Q ‖2
L2(R2)
, D = 2,
2
5
2
3
3
2 ‖Q ‖2
L2(R3)
, D = 3,
(3.7)
and Q denoting the ground state of Eq. (3.4).
Remark 3.2. In the case of D = 2 (D is the space dimension), the above inequality was established in
[33], in which argument similar to that of Weinstein [38] is used. In this paper, we give an alternative
proof, which is based on the result of [8] on the existence of the ground state. Moreover, our results
cover the case of D = 3.
Using Theorem 3.1, we obtain several lemmas, which are useful in the subsequent sections.
Lemma 3.2. For any f ∈ H1(R2), it holds that
[
1−
(‖ f ‖L2(R2)
‖R‖L2(R2)
)2]
‖∇ f ‖2L2(R2)  E( f ), (3.8)
where R is the ground state of (1.7) and E is deﬁned by (2.3).
Lemma 3.3. Let vn ∈ H1(R2) such that∫
R2
|vn|2 dx c1,
∫
R2
|∇vn|2 dx c2,
∫
R2
(|vn|4 + |vn|2E(|vn|2))dx c3.
Then there exist a positive constant c4 = c4(c1, c2, c3) and a sequence {xn} such that∫
|x−xn|<1
|vn|2 dx > c4. (3.9)
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2
∫
R2
|vn|4 dx
∫
R2
(|vn|4 + |vn|2E(|vn|2))dx c3.
Using the Sobolev inequality yields
∫
R2
|vn|6 dx c‖vn‖6H1(R2)  c(c1 + c2)3 := c5.
Choosing ε =min{
√
c3
8c1
,
√
c3
8c5
}, we have
c3
2

∫
R2
|vn|4 dx=
∫
|vn|ε
|vn|4 dx+
∫
ε|vn| 1ε
|vn|4 dx
∫
|vn| 1ε
|vn|4 dx
 c3
8c1
∫
|vn|ε
|vn|2 dx+
∫
ε|vn| 1ε
|vn|4 dx+ c3
8c5
∫
|vn| 1ε
|vn|6 dx
 c3
4
+
∫
ε|vn| 1ε
|vn|4 dx
 c3
4
+
(
1
ε
)4
μ
{|vn| ε},
where μ is the Lebesgue measure. The above inequality implies that for all n, there exists a constant
C > 0 such that
μ
{|vn| ε} C > 0. (3.10)
Using Lemma 2.2, there is a constant α(C, ε) (independent of n) and a subsequence yn such that
μ
({|x| < 1}∩ {∣∣vn(x+ yn)∣∣> ε
2
})
> α.
Thus
∫
|x|1
∣∣vn(x+ yn)∣∣2 dx
(
ε
2
)2
α,
which implies (3.9) with c4 = ( ε2 )2α. 
Similar to the proof of Lemma 2.1 presented in [4], we give the following lemma.
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∣∣∣∣
∫
R2
v(x)∇v∇θ(x)dx
∣∣∣∣
(
2E(v)
∫
R2
∣∣v(x)∣∣2∣∣∇θ(x)∣∣2 dx)1/2. (3.11)
Proof. It follows from (3.8) and ‖v‖L2(R2)  ‖R‖L2(R2) that
E(eiαθ v) 0
for all real numbers α. On the other hand, it has
E(eiαθ v)= α2 ∫
R2
|v|2|∇θ |2 dx− α
∫
R2
(v∇v)∇θ dx+ E(v).
Thus the discriminant of the equation for α must be negative or null and the desired inequality
follows. 
3.2. The variational characterization of the ground state in R2
Deﬁne the variational problem
I(α) ≡min{E( f ) ∣∣ f ∈ H1(R2), ‖ f ‖L2(R2) = α}. (3.12)
For I(α), we have the following lemma, whose proof relies heavily on the techniques presented in
Weinstein [39].
Lemma 3.5.
(a) I(α) = 0, or I(α) = −∞.
(b) If α < ‖R‖L2(R2) , then I(α) = 0, and any minimizing sequence converges to zero weakly in H1(R2).
Proof. (a) Let λ ∈ R be arbitrary and nonzero. Then
I(α) = inf{E(Sλ f ) ∣∣ Sλ f ∈ H1, ‖Sλ f ‖L2(R2) = α}
= inf{λ2E(Sλ f ) ∣∣ f ∈ H1, ‖ f ‖L2(R2) = α}
= λ2 I(α).
The identity I(α) = λ2 I(α) holds for all real λ only if I(α) = 0, +∞ or −∞. Since there are clearly
H1 functions with L2 norm equal to α, for which I(α) is ﬁnite, I(α) is 0 or −∞.
Part (b) follows from (a) and Lemma 3.2. 
Using Theorem 3.1, we can investigate the variational characterization of the ground state for
Eq. (2.4)
−ϕ + ωϕ − ϕ3 − E(|ϕ|2)ϕ = 0, x ∈ R2. (2.4)
It follows from (2.9) that
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where E(ψ) is deﬁned by (2.3).
Naturally, we have
u ∈ Gω ⇔
{
u ∈ Xω,
‖u‖L2(R2)  ‖v‖L2(R2), ∀v ∈ Xω. (3.14)
According to Proposition 2.2(iv), there exists a real-valued, positive, and decreasing function Rω
such that
u ∈ Gω ⇒ u = eiθ Rω(x) for some θ ∈ R. (3.15)
We ﬁx a ground solution R(x) such that R(x) ∈ Gω|ω=1. Direct computation yields
Rω(x) = ω 12 R
(
ω
1
2 x
) ∈ Gω
and
‖Rω‖L2(R2) = ‖R‖L2(R2).
Thus, the above equality together with (3.14) and (3.15) implies
u ∈ Gω ⇔
{
u ∈ Xω,
‖u‖L2(R2) = ‖R‖L2(R2) (3.16)
and
u ∈ Gω ⇒ u = eiθ Rω(x); θ ∈ R,
= eiθω 12 R(ω 12 (x)); θ ∈ R. (3.17)
Let us deﬁne the set G by
G =
⋃
ω∈R+
Gω
and a constrained minimization problem by
I(‖R‖L2(R2))≡ inf{E( f ) ∣∣ f ∈ H1(R2), ‖ f ‖L2(R2) = ‖R‖L2(R2)}, (3.18)
where functional E is deﬁned by (2.3).
Now, we claim that
u ∈ G ⇔ u solves minimization problem (3.18). (3.19)
It follows from Lemma 3.2 that
E( f ) 0, if ‖ f ‖L2(R2)  ‖R‖L2(R2). (3.20)
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I(‖R‖L2(R2))= 0, (3.21)
where I(‖R‖L2(R2)) is deﬁned by (3.18). So for any u ∈ G , from (3.13) and (3.16) we know that u
solves the minimization problem (3.18).
Now, to get (3.19), we need only show that the solution of (3.18) satisﬁes u ∈ G . In fact, if u is
a minimizer of the variational problem of (3.18), it satisﬁes the Euler–Lagrange equation (2.4). So
u ∈ Xω for some ω > 0, and by (3.18) and (3.16), we know u ∈ Gω ⊂ G .
As a consequence of (3.16), (3.19) and (3.21), we have the variational character summarized in the
proposition.
Proposition 3.2.
u ∈ G with G =
⋃
ω∈R+
Gω
⇔ u solves minimization problem (3.18)
⇔ E(u) = 0, ‖u‖L2(R2) = ‖R‖L2(R2)
⇒ u = eiθω 12 R(ω 12 (x)); θ ∈ R.
4. Blow-up threshold
In this section, we study the blow-up threshold of the Cauchy problem (1.6) with nonnegative
energy in R3.
For u ∈ H1(R3) such that E(u) 0, we deﬁne the following functionals.
Deﬁnition 4.1. ∧(u) := E 12 (u)M 12 (u),
V(u) := ‖∇u‖
1
2
L2(R3)
‖u‖
1
2
L2(R3)
.
Lemma 4.1. The following equalities hold
∧(Q ) ≡ 1
2
‖Q ‖2L2(R3), (4.1)
V(Q ) ≡
(
3
2
) 1
4
‖Q ‖L2(R3) (4.2)
and
CD = 4
3V2(Q ) . (4.3)
Proof. In fact, we have
∧(Q ) = E 12 (Q )M 12 (Q )
=
(
1
4
‖Q ‖2L2(R3)
) 1
2
‖Q ‖L2(R3)
= 1‖Q ‖2L2(R3).2
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V(Q ) = ‖∇Q ‖
1
2
L2(R3)
‖Q ‖
1
2
L2(R3)
=
(√
3
2
‖Q ‖L2(R3)
) 1
2
‖Q ‖
1
2
L2(R3)
=
(
3
2
) 1
4
‖Q ‖L2(R3).
Using Theorem 3.1 and (4.2) yields
CD = 2
5
2
3
3
2 ‖Q ‖2
L2(R3)
= 4
3V2(Q ) . 
4.1. Invariant regions of evolution ﬂow
We shall give the invariant regions generated by the Cauchy problem (1.6).
We give the deﬁnition of two sets Kg and Kb .
Deﬁnition 4.2.
Kg :=
{
u ∈ H1(R3): V(u) < V(Q ), ∧(u) < ∧(Q )},
Kb :=
{
u ∈ H1(R3): V(u) > V(Q ), ∧(u) < ∧(Q )}.
Theorem 4.1. Kg and Kb are invariant under the ﬂow generated by the Cauchy problem (1.6). More precisely,
if u0 ∈ Kg(Kb), then the corresponding solution u(t) satisﬁes u(t) ∈ Kg(Kb).
Proof. Let u0 ∈ Kg and u(t) be the solution of system (1.6) with the initial datum u0. From the
conservations of mass (2.1) and energy (2.2), one has
∧(u(t))= ∧(u0) < ∧(Q ). (4.4)
To check that u(t) ∈ Kg , we only need to prove
V(u(t))< V(Q ), t ∈ [0, T ). (4.5)
If (4.5) is not true, because of V(u0) < V(Q ), there would exist, by continuity, a t1 ∈ [0, T ) such that
V(u(t1))= V(Q ), t ∈ [0, T ). (4.6)
However, it follows from Proposition 2.1 and Theorem 3.1 that
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= 1
2
∥∥∇u(t1)∥∥2L2(R3)M(u(t1))
− 1
4
∫
R3
(∣∣u(t1)∣∣4 + ∣∣u(t1)∣∣2E(∣∣u(t1)∣∣2))dxM(u(t1))
 1
2
∥∥∇u(t1)∥∥2L2(R3)M(u(t1))
− CD
4
(
M
(
u(t1)
)) 1
2 ‖∇u‖3L2(R3)M
(
u(t1)
)
= 1
2
V4(u(t1))− CD
4
V6(u(t1)). (4.7)
Substituting (4.3) and (4.6) into (4.7) yields
∧2(u(t1)) 1
2
V4(Q ) − CD
4
V6(Q )
= 1
2
V4(Q ) − 1
4
4
3V2(Q )V
6(Q )
= 1
6
V4(Q )
= 1
4
‖Q ‖4L2(RD )
= ∧2(Q ). (4.8)
Combining (4.1) and (4.8), we get
∧(u(t1)) 1
2
‖Q ‖2L2(R3) = ∧(Q ).
This violates ∧(u(t1)) = ∧(u0) < ∧(Q ). Then inequality (4.5) is true. Hence Kg is invariant under the
ﬂow generated by the Cauchy problem (1.6).
By the same argument as above, we can show that Kb is invariant under the ﬂow generated by
the problem (1.6). This completes the proof of Theorem 4.1. 
4.2. Blow-up threshold
To investigate the blow-up phenomena, we introduce another physically relevant quantity, the
variance V (t), which is deﬁned by
V (t) =
∫
R3
|x|2|u|2 dx.
Proposition 4.1. (See Ghidaglia and Saut [15].) Let u be a solution of system (1.6), then the variance satisﬁes
the identities
V ′(t) = 4
∫
3
(x · ∇u)u dx,
R
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∫
R3
|∇u|2 dx− 6
∫
R3
(|u|4 + |u|2E(|u|2))dx
= 24E(u) − 4‖∇u‖2L2(R3).
As a direct result of Proposition 4.1, we have
Lemma 4.2. If the solution u(t, x) of the Cauchy problem (1.6) blows up at ﬁnite time T , then there is a constant
c0 such that ∫
R3
|x|2∣∣u(t, x)∣∣2 dx c0.
Lemma 4.3. (See Weinstein [38].) For any u ∈ H1(R3), we have
‖u‖2L2(R3) 
2
3
∥∥|x|u∥∥L2(R3)‖∇u‖L2(R3).
Now, we state one of our main results
Theorem 4.2. Let |x|u0 ∈ L2(R3), E(u0) 0 and assume that
∧(u0) < ∧(Q ) ≡ 1
2
‖Q ‖2L2(R3), (4.9)
then the following two conclusions are valid.
(1) If V(u0) < V(Q ), then the solution exists globally in time.
(2) If V(u0) > V(Q ), then the solution blows up in ﬁnite time.
Proof. (1) Let ∧(u0) < ∧(Q ) ≡ 12‖Q ‖2L2(R3) and V(u(t)) < V(Q ), that is u0 ∈ Kg . Let u(t) be the
corresponding solution of the Cauchy problem (1.6). It follows from Theorem 4.1 that u(t) ∈ Kg . Hence
V(u(t)) := ‖∇u‖ 12
L2(R3)
‖u‖
1
2
L2(R3)
<
(
3
2
) 1
4
‖Q ‖L2(R3).
Using the above inequality and the mass conservation (2.1), we obtain that u(t) is bounded in H1(R3).
Therefore, by Proposition 2.1, we know that the solution u(t) exists globally.
(2) Let ∧(u0) < ∧(Q ) ≡ 12‖Q ‖2L2(R3) and V(u0) > V(Q ), that is u0 ∈ Kb . Let u(t) be the corre-
sponding solution of the Cauchy problem (1.6). It follows from Theorem 4.1 that u(t) ∈ Kb , which
implies
∧(u(t))< ∧(Q ) ≡ 1
2
‖Q ‖2L2(R3)
and
V(u(t))> V(Q ).
Therefore, it follows from Proposition 4.1 and the energy conservation (2.2) that
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(
u(t)
)= (24E(u) − 4‖∇u‖2L2(R3))M(u)
= 24∧2(u0) − 4V4(u)
< 24∧2(u0) − 4V4(Q )
= 24∧2(u0) − 6‖Q ‖4L2(R3).
Noticing (4.1), the above inequality implies that
V ′′(t)M
(
u(t)
)
< 24
(∧2(u0) − ∧2(Q )).
Thus, we get d
2
dt2
∫
R3
|x|2|u|2 dx < −δ < 0. Here δ is the positive constant. Therefore, there exists a
ﬁnite T < ∞ such that limt→T V (t) = 0, which means that
lim
t→T
∫
R3
|x|2|u|2 dx→ 0.
Using Lemma 4.3 and mass identity (2.1), we get
lim
t→T
∫
R3
|∇u|2 dx→ ∞. 
Remark 4.1. From [15] and the conclusion in Theorem 4.2, we know that:
• If E(u0) < 0, u(t) blows up in ﬁnite time.
• If 0 < E(u0) < 14‖Q ‖4L2(R3)M and ‖∇u0‖2L2(R3) < (
‖Q ‖2
L2(R3)
‖u0‖2L2(R3)
)‖∇Q ‖2
L2(R3)
, then u(t) globally exists
in H1(R3).
• If 0 < E(u0) < 14‖Q ‖4L2(R3)M and ‖∇u0‖2L2(R3) > (
‖Q ‖2
L2(R3)
‖u0‖2L2(R3)
)‖∇Q ‖2
L2(R3)
, then u(t) blows up in a
ﬁnite time.
5. Mass concentration of the blow-up solution
In this section, we study the mass concentration of the blow-up solutions for the Cauchy problem
(1.6) in R2. The main result reads
Theorem 5.1. Let u(t, x) be solution of Cauchy problem (1.6) which blows up in ﬁnite time T . Then, there is a
function t → x(t) such that for any r > 0,
lim inf
t→T
∥∥u(t)∥∥L2(B(x(t),r))  ‖R‖L2(R2),
where R is the ground state of (1.7).
As a direct consequence, we have the corollary, which is also an important result presented in [33].
Corollary 5.1. If ‖u0‖L2(R2) < ‖R‖L2(R2) , then solution u(t) of the Cauchy problem (1.6) exists globally.
Theorem 5.1 follows from the following proposition.
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exists {xn} such that for all r > 0,
lim inf
t→T
‖un‖L2(B(xn,r))
‖R‖L2(R2)
 1.
Proof. We prove it by contradiction.
Suppose there are r0 > 0, γ0 > 0 and a sequence {un} such that
sup
x∈R2
∫
|x−y|<r0
∣∣un(y)∣∣2 dy  ‖R‖L2(R2) − γ0.
Considering the scaling
Un(x) = λ−1n un
(
λ−1n x
)
,
where λn = ‖∇un‖L2(R2) , we have
‖Un‖L2(R2) = ‖un‖L2(R2)  c1, (5.1)
‖∇Un‖L2(R2) = 1, (5.2)
lim inf
n→∞ E(Un) = lim infn→∞
E(un)
λ2n
= 0
and
sup
x∈R2
∫
|x−y|<r
∣∣Un(x)∣∣2 dx ‖R‖L2(R2) − γ0, 0< r < λnr0.
Extracting a subsequence Un , we have
∫
R2
(|Un|4 + |Un|2E(|Un|2))dx→ 2 for large n (5.3)
and
lim inf
n→∞ supx∈R2
∫
|x−y|<r
∣∣Un(y)∣∣2 dy  ‖R‖L2(R2) − γ0, ∀r > 0. (5.4)
From (5.1)–(5.3), Lemmas 2.1 and 3.3, we have the dichotomy
Un = U1n + U˜1n
such that, for a sequence {x1n} and some ψ1 ∈ H1(R2),
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(
x1n + ·
)
⇀ ψ1 weakly in H
1(
R
2), locally (strongly) in L4(R2) and L2(R2),∫
|x−y|<r
∣∣U1n(x)∣∣4 dx c,
∫
|x−y|<r
∣∣U1n(x)∣∣2 dx γ1,
where c and γ1 are positive constants depending only on c1.
On the other hand, from (5.4), we have for all r > 0
lim inf
n→∞
∫
|x−x1n |<r
∣∣U1n(x)∣∣2  ‖R‖L2(R2) − γ0.
By usual technique of concentration compactness method, we can ﬁnd a suitable choice of U 1n such
that
γ1  ‖ψ1‖2L2(R2) = limn→∞
∥∥U1n∥∥2L2(R2)  ‖R‖L2(R2) − γ0, (5.5)
and
∥∥U1n∥∥2L2(R2) + ∥∥U˜1n∥∥2L2(R2) − ‖Un‖2L2(R2) → 0. (5.6)
Using Lemma 3.2, we have
E(ψ1) > 0. (5.7)
On the other hand,
E(ψ1) + lim inf
n→∞ E
(
U˜11
)
 lim inf
n→∞
(E(U11)+ E(U˜11))
 lim inf
n→∞ E(Un) = 0. (5.8)
Therefore, by Lemma 3.2 and (5.7), it holds that
lim inf
n→∞ E
(
U˜11
)
−E(ψ1) < 0.
Thus extracting a subsequence, we have
∥∥U˜1n∥∥2L2(R2) → c11  c1 − γ1 and lim infn→∞ E(U˜11)< 0. (5.9)
Redeﬁning the subsequences
λn =
∥∥∇U˜1n∥∥L2(R2) and Un(x) = λ−1n U˜1n(λ−1n x),
and extracting a subsequence, we have
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and
lim inf
n→∞
(
sup
x∈R2
) ∫
|x−y|<R
∣∣Un(y)∣∣2  ‖R‖2L2(R2) − γ0 ∀r > 0.
Iterating the same procedure, we get
Un = U2n + U˜2n ,
where, for some {x2n}
∫
|x−x2n |<1
∣∣U2n(y)∣∣2  γ1.
Deﬁning p as the number such that
−pγ1 + c1 < ‖R‖2L2(R2)
and applying the same procedure at most p times, we can ﬁnd j  p and a function U jn such that for
large n
E(U˜ jn)< 0 and ∥∥U˜ jn∥∥2L2(R2) < ‖R‖2L2(R2).
This contradict Lemma 3.2. 
6. Proﬁle of minimal blow-up solutions with critical mass inR2
Since the solution u(t, x) of the Cauchy problem (1.6) exists globally in time in H1(R2) when
‖u0‖L2(R2) < ‖R‖L2(R2) , the questions arise:
• Whether there are minimal blow-up solutions: a minimal blow-up solution is a blow-up solution
which has the least mass (L2 norm)?
• If the minimal blow-up solutions exist, can one provide a description of the behavior of the
solution as t → T (T is the blow-up time)?
In this section, we shall investigate the existence and limit proﬁle of the blow-up solution with mini-
mal mass (‖u‖L2(R2) = ‖R‖L2(R2)).
6.1. Existence of minimal blow-up solutions
Theorem 6.1. There exist ﬁnite time blow-up solutions of Cauchy problem (1.6) with critical mass, i.e. there
exist T < ∞ such that lim
t→T ‖∇u‖L2(R2) = ∞ and ‖u0‖L2(R2) = ‖R‖L2(R2) .
This theorem is a direct result of the following pseudo-conformal invariance.
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c d
)
is a real matrix with
a,b, c,d ∈ R, satisfying |A| := ∣∣ a b
c d
∣∣= 1, then the function [Cu] deﬁned by
[Cu](t, x) := (a+ bt)−1 exp
(
ib|x|2
4(a+ bt)
)
u
(
c + dt
a+ bt ,
x
a+ bt
)
is another solution to (1.6).
Proof of Theorem 6.1. Consider the ground solitary solution u(t, x) = eit R(x) of (1.6). Pseudo-
conformal transformation to u with
( a b
c d
)= ( T −1
1 0
)
leads to
[Cu](t, x) = (T − t)−1 exp
( −i|x|2
4(T − t)
)
u
(
1+ t
T − t ,
x
T − t
)
= (T − t)−1 exp
( −i|x|2
4(T − t) +
i
T − t
)
R
(
x
T − t
)
.
Simple calculation yields
‖∇Cu‖2L2(R2) =
‖∇R‖2
L2(R2)
(T − t)2 + ‖xR‖
2
L2(R2) → ∞ as t → T ,
[Cu](0, x) = 1
T
exp
(−i|x|2
4T
+ i
T
)
R
(
x
T
)
and ‖Cu‖L2(R2) = ‖R‖L2(R2). 
6.2. Proﬁle
Proposition 6.1. Let u(t) be a solution of the Cauchy problem (1.6) in C([0, T ), H1(R2)) such that u(t) blows
up in ﬁnite time T : lim
t→T ‖∇u(t)‖L2(R2) = ∞. Set λ(t) =
‖∇R‖L2(R2)
‖∇u(t)‖L2(R2) and (Sλu)(x, t) = λu(λx, t). If
‖u0‖L2(R2) = ‖R‖L2(R2),
then there are functions y(t) ∈ R2 and γ (t) ∈ R such that, as t → T ,
Sλ(t)u
(· + y(t), t)eiγ (t) → R(·) in H1(R2).
Proof. We need only show that for any sequence tk → T , there are a subsequence tk j and sequence
γk j such that
Sλ(tk j )u(· + yk j , tk j )e
iγ (tk j ) → R(·) in H1(R2).
Letting tk → T , we choose λk = λ(tk) to satisfy∥∥∇ Sλk u(· + yk, tk)∥∥L2(R2) = λk∥∥∇u(· + yk, tk)∥∥L2(R2) = ‖∇R‖L2(R2). (6.1)
Setting uk ≡ Sλk u(· + yk, tk), noticing that u(tk) blows up as tk → T , λk → 0 and
‖uk‖L2(R2) =
∥∥u(tk)∥∥ 2 2 = ‖u0‖L2(R2), (6.2)L (R )
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such that
uk j ⇀ φ in L
2(
R
2),
uk j ⇀ φ in H
1(
R
2).
Noticing
E(uk j ) = λ2k jE
(
u(tk j )
)= λ2k jE(u0) → 0,
j → ∞, (6.3)
and the assumption ‖u0‖L2(R2) = ‖R‖L2(R2) , by (6.2), (6.3) and (3.8), we know that uk is a minimizing
sequence for the variational problem (3.18)
I
(‖R‖L2(R2))≡ inf{E( f ) ∣∣ f ∈ H1(R2), ‖ f ‖L2(R2) = ‖R‖L2(R2)}. (3.18)
Now, we study the convergence of the sequence uk j . To achieve this goal, we apply the
concentration-compactness lemma (Lemma 2.1), which implies that one of the following occurs for a
subsequence uk j of uk .
Vanishing: For all M < ∞, it holds that
lim
j→∞
sup
y∈R2
∫
|x−y j |M
∣∣uk j (x)∣∣2 dx= 0.
Dichotomy: There exist a constant α ∈ (0,‖R‖L2(R2)) and two H1(R2) sequences ψ1j and ψ2j of com-
pact support satisfying the following property: for all ε > 0, there exists j0 > 0 such that for
j > j0
∣∣∥∥ψ1j ∥∥L2(R2) − α∣∣ ε, ∣∣∥∥ψ2j ∥∥L2(R2) − (‖R‖L2(R2) − α)∣∣ ε, (6.4)∥∥uk j − ψ1j − ψ2j ∥∥H1(R2)  ε,∥∥uk j − ψ1j − ψ2j ∥∥Lp  ε for 2 p < ∞,
distance
(
suppψ1j , suppψ
2
j
)→ ∞. (6.5)
Compactness: There exists a sequence y j in R2. For any ε > 0, there exists M < ∞ such that
∫
|x−y j |M
|uk j |2 dx ‖R‖2L2(R2) − ε. (6.6)
Now, we analyze which one of the three possibilities occurs.
(i) Vanishing does not occur.
Lemma 3.3 with (6.1), (6.2) and (6.3) implies that vanishing cannot occur.
(ii) Dichotomy does not occur.
2220 X. Li et al. / J. Differential Equations 250 (2011) 2197–2226Suppose dichotomy occurs. Then, using the argument in the treatment of vanishing, we show that
there exist a θ > 0 and a υ > 0 such that for all j
0< υ < μ
{
θ <
∣∣ψ1j ∣∣}. (6.7)
Since ψ1j is a bounded sequence in H
1(R2) satisfying (6.7), we get by Lemma 2.3, that there are a
subsequence ψ1jr and a sequence yr such that
ψ1jr (· + yr) ⇀ ψ 	= 0 in H1
(
R
2). (6.8)
Using (6.4)–(6.5) gives rise to
0= I(‖R‖L2(R2)) lim infr→∞ E(ψ1jr )+ lim infr→∞ E(ψ2jr )
 lim inf
r→∞ E
(
ψ1jr
)+ I(‖R‖L2(R2) − α ± ε)− β(ε)
= lim inf
r→∞ E
(
ψ1jr
)− β(ε),
where β(ε) → 0 (ε → 0). Since ε is arbitrary, we have
lim inf
r→∞ E
(
ψ1jr
)
 0.
Using ‖ψ1jr‖L2(R2) < ‖R‖L2(R2) and Lemma 3.2, we get
lim inf
r→∞ E
(
ψ1jr
)
 0.
Thus, for ﬁxed any n∗ , it has
0= I(‖R‖L2(R2)) lim infr→∞ E(ψ1jr )= supn infrnE
(
ψ1jr
)
 inf
rn∗
E(ψ1jr ).
We then extract a minimizing subsequence, which we rename by ψ1jr , i.e. limr→∞E(ψ
1
jr
) = 0. Using
Lemma 3.5 yields
ψ1jr → 0,
which contradicts (6.8).
(iii) Compactness: The only remaining possibility occurs. By (6.6), we get
‖R‖2L2 − ε 
∫
|x−y j |M
|uk j |2 dx
∫
R2
|uk j |2 dx ‖R‖2L2 . (6.9)
For uk j (·+ y j) being bounded in H1(R2), there exist φ ∈ H1(R2) and a subsequence of uk j , which we
still denote by uk j , such that
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(
R
2).
Given M > 0, the embedding H1(R2) ↪→ L2({|x| r}) is compact and
∫
|x|r
|φ|2 dx= lim
j→∞
∫
|x−xm|r
|uk j |2 dx.
Making use of (6.9) derives
∫
R2
|φ|2 dx ‖R‖2L2(R2) − ε
for every ε > 0 and
∫
R2
|φ|2 dx= ‖R‖2L2(R2).
It follows that
uk j (· + y j) → φ in L2
(
R
2).
Applying the Gagliardo–Nirenberg inequality (3.6) gives rise to
uk j (· + y j) → φ in L4
(
R
2).
To show uk j → φ in H1(R2), we only need to show that ‖∇φ‖L2(R2) = ‖∇R‖L2(R2) .
Using (6.1) and (6.3), we have
0= lim
t→T E(φuk j )
= 1
2
‖∇R‖L2(R2) −
1
4
lim
t→T
∫
R2
(|uk j |4 + |uk j |2E(|uk j |2))dx
= 1
2
‖∇R‖L2(R2) −
1
4
lim
t→T
∫
R2
(|φ|4 + |φ|2E(|φ|2))dx.
Hence, inequality ‖∇φ‖L2(R2) < ‖∇R‖L2(R2) derives E(φ) < 0. This is impossible from Lemma 3.2 and
the fact φ 	= 0.
Since φ is a minimizer of (3.18), it satisﬁes the Euler–Lagrange equation (2.4). Making use of
‖∇|φ|‖L2(R2)  ‖∇φ‖L2(R2) , we know that |φ| is also a minimizer of the variational problem (3.18).
Thus it is a nonnegative solution of (2.4). It follows from ‖φ‖L2(R2) = ‖R‖L2(R2) , ‖∇φ‖L2(R2) =
‖∇R‖L2(R2) and Proposition 3.2 that
φ = R(· + y)eiγ
for some y ∈ R2 and γ ∈ R. 
2222 X. Li et al. / J. Differential Equations 250 (2011) 2197–2226Theorem 6.2. Let u(t) be a solution of the Cauchy problem (1.6) in C([0, T ), H1(R2)) such that u(t) blows up
in ﬁnite time T : lim
t→T ‖∇u(t)‖L2(R2) = ∞. If ‖u0‖L2(R2) = ‖R‖L2(R2) , then there is x0 ∈ R
2 such that
u(t, x) → ‖R‖2L2(R2)δx0 (6.10)
in the sense of distribution as t → T .
Proof. It follows from Proposition 6.1 that
λ(t)
∣∣u(t, λ(t)(x+ x(t)))∣∣2 → ∣∣R(x)∣∣2 in L1(R2) as t → T
and
∣∣u(t, x+ x(t))∣∣2 → ‖R‖2L2(R2)δx=0 as t → T . (6.11)
Using Lemma 4.2 derives
limsup
t→T
∣∣x(t)∣∣ √c0‖R‖L2(R2) .
For a constant r0 > 0, we have
∀t ∈ [0, T ), ∣∣x(t)∣∣ r0, (6.12)
and ∫
B(0,r)
∣∣u(t, x)∣∣2xdx
=
∫
B(0,r)
∣∣u(t, x)∣∣2(x− x(t))dx+ ∫
B(0,r)
∣∣u(t, x)∣∣2x(t)dx
=
∫
B(−x(t),R)
∣∣u(t, y + x(t))∣∣2 y dy + ∫
B(−x(t),R)
∣∣u(t, y + x(t))∣∣2x(t)dy.
From (6.12), for arbitrary r > r0, there is a δ > 0 such that B(0, δ) ⊂ B(−x(t), r). The formula (6.11)
implies
∫
B(0,r)
∣∣u(t, x)∣∣2xdx− ∫
R2
∣∣R(x)∣∣2x(t)dx = 0.
On the other hand, it derives from Lemma 4.2 that
∫
|x|>r
∣∣u(t, x)∣∣2xdx c0
r
.
Thus
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t→T
{∫
R2
∣∣u(t, x)∣∣2xdx− ∫
R2
∣∣R(x)∣∣2 dx x(t)}= 0. (6.13)
By Lemma 3.4, we obtain
∣∣∣∣ ddt
∫
R2
∣∣u(t, x)∣∣2xdx∣∣∣∣=
∣∣∣∣2
∫
R2
u(t, x)∇u(t, x)dx
∣∣∣∣
=
∣∣∣∣∣2
N∑
j=1
∫
R2
u(t, x)∇u(t, x) · ∇θ j(x)dx
∣∣∣∣∣

∣∣∣∣∣2
N∑
j=1
(
2E(u(t)) ∫
R2
∣∣u(t, x)∣∣2∣∣∇θ j(x)∣∣2 dx
)1/2∣∣∣∣∣
 C,
where θ j(x) = x j . This shows that there is x0 ∈ R2 such that
lim
t→T
∫
R2
∣∣u(t, x)∣∣2xdx = −(∫
R2
∣∣R(x)∣∣2 dx)x0. (6.14)
It follows from (6.13) and (6.14) that x(t) → −x0 as t → T . Then we have
∣∣u(t, x)∣∣→ ‖R‖2L2(R2)δx=x0 . 
The following theorem gives the lower bound for the blow-up rate of the minimal blow-up solu-
tions.
Theorem 6.3. Let u(t) be a solution of the Cauchy problem (1.6) in C([0, T ), H1(R2)) such that u(t) blows up
in ﬁnite time T : lim
t→T ‖∇u(t)‖L2(R2) = ∞. If ‖u0‖L2(R2) = ‖R‖L2(R2) , then there exists a constant C > 0 such
that
∥∥∇u(t)∥∥L2(R2)  CT − t , ∀t ∈ [0, T ).
Proof. Let h(x) ∈ C∞0 (R2) be a nonnegative radial function such that
h(x) = h(|x|)= |x|2, if |x| < 1 and ∣∣h(x)∣∣2  ch(x).
For A > 0 we deﬁne hA(x) = A2h( xA ) and gA(t) =
∫
R2
hA(x− x0)|u(t, x)|2 dx with x0 deﬁned by (6.10).
Using Lemma 3.4, for every t ∈ [0, T ), we have
2224 X. Li et al. / J. Differential Equations 250 (2011) 2197–2226∣∣∣∣ ddt gA(t)
∣∣∣∣=
∣∣∣∣∣2
N∑
j=1
∫
R2
u(t, x)∇u(t, x) · ∇hA(x− x0)dx
∣∣∣∣∣
 2E(u0)
1
2
(∫
R2
∣∣u(t, x)∣∣2∇hA(x− x0)dx
)1/2
 C(u0)
√
gA(t), (6.15)
which implies
∣∣∣∣ ddt
√
gA(t)
∣∣∣∣ C(u0).
Integrating on both sides gives rise to
∣∣√gA(t) −√gA(t′)∣∣ C(u0)∣∣t′ − t∣∣.
We note that (6.10) implies
gp
(
t′
)→ ‖R‖L2(R2)hA(0) = 0 as t′ → T .
Therefore, letting t′ → T , we have
gA(t) C(u0)(T − t)2.
Now ﬁx t ∈ [0, T ) and let A go to inﬁnity. We have
∫
R2
|x− x0|2
∣∣u(t, x)∣∣2 dx C(T − t)2.
Then the uncertainty principle
(∫
R2
∣∣u(t, x)∣∣2 dx)2  (∫
R2
|x− x0|2
∣∣u(t, x)∣∣2 dx)(∫
R2
∣∣∇u(t, x)∣∣2 dx)
gives us a lower bound of the blow-up rate
∥∥∇u(t)∥∥L2(R2)  C(u0)C(T − t) . 
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