Integrated covariance matrices arise in intraday models of asset returns, which allow volatility to change over the trading day. When the number of assets is large, the natural estimator of such a matrix suffers from bias due to extreme eigenvalues. We introduce a novel nonlinear shrinkage estimator for the integrated covariance matrix which shrinks the extreme eigenvalues of a realized covariance matrix back to an acceptable level, and enjoys a certain asymptotic efficiency when the number of assets is of the same order as the number of data points. Novel maximum exposure and actual risk bounds are derived when our estimator is used in constructing the minimum variance portfolio. In simulations and a real-data analysis, our estimator performs favourably in comparison with other methods.
INTRODUCTION
Intraday data on financial asset returns are of increasing interest for portfolio allocation and risk management (Fan et al., 2012) . Models for such data need to account for rapid changes in volatility during a trading day. To capture such changes, it is natural to consider covolatility processes and to combine covariances between pairs of asset returns over time through what is called an integrated covariance matrix, defined formally in the next section. There are various challenges in estimating this matrix (Aït-Sahalia et al., 2005; Asparouhova et al., 2013) . In this paper, we consider the bias that arises when p, the number of assets observed, is large. Specifically, we suppose that p is of the same order as the sample size n, i.e., p/n → c > 0 for some constant c > 0. If prices are observed at synchronous time-points, a natural estimator of the integrated covariance matrix can be obtained from an empirical covariance matrix of the observed returns. However, this estimator suffers from bias, which can be expressed in terms of the bias of its extreme eigenvalues (Bai & Silverstein, 2010) .
To rectify this bias problem, many researchers have focused on regularized estimation of covariance or precision matrices with special structures, such as banded (Bickel & Levina, 2008b) or sparse covariance matrices (Bickel & Levina, 2008a; Rothman et al., 2008; Lam & Fan, 2009; Cai & Zhou, 2012) , sparse precision matrices (Meinshausen & Bühlmann, 2006; Friedman et al., 2008) , sparse modified Cholesky factors (Pourahmadi, 2007) , a spiked covariance matrix from a factor model (Fan et al., 2008 (Fan et al., , 2011 , or combinations of these (Fan et al., 2013) . Ledoit & Wolf (2012) proposed a nonlinear shrinkage formula for shrinking the extreme eigenvalues in a sample covariance matrix without assuming a particular structure for the true covariance matrix. However, their approach is not applicable to nonidentically distributed random vectors, such as those arising with intraday return data. Lam (2016) proved that by splitting the data into two independent portions, one can achieve the same nonlinear shrinkage asymptotically without the need to evaluate a shrinkage formula. In this paper, we modify the method of Lam (2016) to achieve nonlinear shrinkage of eigenvalues in a covariance matrix. Our method produces a positive-definite estimator of the integrated covariance matrix asymptotically almost surely, and involves only eigendecompositions of matrices of size p × p, which are not computationally expensive when p is of the order of hundreds, the typical order in portfolio allocation. We also present the maximum exposure and actual risk bounds for minimum variance portfolio construction using our estimator. The maximum exposure bound is of particular importance, as it is shared by the theoretical minimum variance portfolio which assumes that the integrated covariance matrix is known.
FRAMEWORK AND METHODOLOGY

2·1. Integrated and realized covariance matrices
T be a p-dimensional log-price diffusion process modelled by
where μ t is the drift, t is a p×p matrix of instantaneous covolatility processes, and
T is a p-dimensional standard Brownian motion. We want to estimate the integrated covariance matrix
This matrix is important in risk management, the hedging and pricing of financial derivatives, and portfolio allocation, to name but a few areas of finance (Hounyo, 2017) . In portfolio allocation, p replaces the usual population covariance matrix for interday data. If t is constant, then we can take t = 1/2 p , and p is just the usual covariance matrix for asset returns.
In this paper, we consider sparsely sampled return data synchronized by refresh times (Andersen et al., 2001; Barndorff-Nielsen et al., 2011) . Suppose that we observe X t at synchronous time-points τ n, ( = 0, . . . , n). The realized covariance matrix is then Jacod & Protter (1998) showed that as n → ∞, RCV p → p weakly when p is fixed.
2·2. Time variation-adjusted realized covariance matrix
In this section, we present the method of Zheng & Li (2011) . Write dX 
, is constant and nonzero on (0, 1] for each pair of j, k. Furthermore, the correlation matrix process of X t ,
Then, by Proposition 4 of Zheng & Li (2011) , there exists a cadlag process (γ t ) t∈ [0, 1] and a p × p matrix satisfying tr( T ) = p such that we can make the decomposition t = γ t , implying that
The time variation-adjusted realized covariance matrix is defined by
where · denotes the L 2 -norm of a vector. It is shown in Zheng & Li (2011) 
2·3. Nonlinear shrinkage estimator
The estimatorˇ is a sample covariance matrix of r = p 1/2 X / X ( = 1, . . . , n), the selfnormalized returns. Under the setting p/n → c > 0, the eigenvalues inˇ are biased estimators of those in . The way in which each r ( = 1, . . . , n) is defined means that we cannot apply the nonlinear shrinkage formula of Ledoit & Wolf (2012) directly. Instead, we use the data-splitting idea for nonlinear shrinkage of eigenvalues from Lam (2016) .
To this end, we permute the return data M times. At the jth permutation, we split the data X (j) into two independent parts, say
where diag(·) sets all nondiagonal elements of a matrix to zero. The estimatorˆ
1 ) well. We use the Frobenius norm mainly for ease of deriving theoretical results. In Theorem 2 we also consider the inverse Stein loss.
ASYMPTOTIC THEORY AND PRACTICAL IMPLEMENTATION
We introduce four more assumptions needed for our results to hold.
Assumption 2. The drift in (1) satisfies μ t = 0 for t ∈ [0, 1], and t is deterministic. All eigenvalues of t T t are bounded uniformly between zero and infinity in t ∈ [0, 1]. Also, M is finite.
Assumption 3. The observation times τ n, are independent of the log-price X t , and there exists a constant C > 0 such that for all positive integers n, max =1,...,n n(τ n, − τ n, −1 ) C.
v} be the empirical distribution function of the v n,i . We assume that H n (v) converges to some nonrandom limit H at every point of continuity of H .
Assumption 5. The support of H defined above is the union of a finite number of compact intervals bounded away from zero and infinity. Also, there exists a compact interval in (0, +∞) that contains the support of H n for each n.
We set μ t = 0 in Assumption 2 to make the proofs and presentation simpler. If μ t is slowly varying locally, the results presented here remain valid at the expense of longer proofs. The deterministic nature of t is essential to the independence of the X . The uniform bounds on the eigenvalues of t 
With this result, we have the following theorem. This is an important result because p is positive definite, which is not always the case for a realized covariance matrix, especially when p > n.
To present the rest of our results, we introduce a benchmark ideal estimator,
This is similar toˆ m,M defined in (3), except that tr( RCV p )/p is replaced by the population coun-
where P is such thatˇ = PĎP T , the eigendecomposition ofˇ defined in (2). Define the efficiency loss ofˆ as
where To find the best split location m empirically, we minimize
In practice, we use M = 50, which provides a good trade-off between computational complexity and estimation accuracy. We search the following split locations for minimizing g(m): m = 2n 1/2 , 0·2n, 0·4n, 0·6n, 0·8n, n − 2·5n 1/2 , n − 1·5n 1/2 . 2 < ∞, n 1 /n → 1 and n 2 → ∞ needed in Theorem 2. We include 0·2n to 0·8n for boosting finite-sample performance.
EMPIRICAL RESULTS
4·1. Simulations with varying γ t
In this section, we compare our method with banding (Bickel & Levina, 2008b) , the grand average estimator (Abadir et al., 2014) , nonlinear shrinkage (Ledoit & Wolf, 2012) , principal orthogonal complement thresholding (Fan et al., 2013) , the graphical lasso (Friedman et al., 2008) , and pure adaptive soft-thresholding. All these methods are applied toˇ in (2). RCV, realized covariance; Grand Avg, grand average; NONLIN, nonlinear shrinkage; POET, principal orthogonal complement thresholding; GLASSO, graphical lasso; SCAD, adaptive thresholding with the smoothly clipped absolute deviation penalty.
We consider two scenarios for the diffusion process {X t }:
Design I: piecewise constants. We take γ t to be
Design II: continuous path. We take γ t to be
We assume that = (0·5 |i−j| ) i,j=1,...,p , and the observation times are τ n, = /n ( = 1, . . . , n). We generate {X t } using model (1), obtaining n = 200 observations, and take p = 100 or 200. For each design and (n, p) combination, we repeat the simulations 500 times and compare the mean Frobenius and inverse Stein losses for the estimators. We use five-fold crossvalidation to choose the tuning parameter for banding, and use K = 3 factors for the principal orthogonal complement thresholding with θ = 0·5 as the thresholding parameter, the same as for pure adaptive thresholding. Finally, we use θ = 0·8 for the tuning parameter of the graphical lasso. These parameters are chosen to allow the methods to have the best possible performances overall. Pre-setting these parameters also speeds up the simulations significantly. Table 1 presents the simulation results. All methods performed better than the realized covariance, as expected. The graphical lasso was best at minimizing the Frobenius loss, while the grand average estimator with p = 100, and the principal orthogonal complement thresholding with p = 200, were the best for the inverse Stein loss. Both our method and the grand average estimator outperformed nonlinear shrinkage, which is expected since nonlinear shrinkage cannot readily be applied to self-normalized vectors. Although the way in which is defined favours banding, that method had substantially larger standard deviations in all the settings.
4·2. Portfolio allocation on New York Stock Exchange data
As an application in finance, we construct minimum variance portfolios using the seven different estimators compared in the previous subsection, except for the graphical lasso because of nonconvergence issues.
Given an integrated covariance matrix p , the minimum variance portfolio solves min w: w T 1p=1 w T p w, where 1 p is a vector of p ones. The solution is
Before presenting the empirical results, we state a theorem concerning w opt constructed withˆ m,M substituted for p . In what follows, we denote by · max the maximum absolute value of a vector, and define the condition number of a positive-semidefinite matrix A to be Cond(A) = λ max (A)/λ min (A).
THEOREM 3. Let all the assumptions in Lemma 1 hold. Then, almost surely, This theorem shows that the maximum absolute weight, which we define as the maximum exposure of the portfolio, is decaying at a rate of p −1/2 , the same as for the actual risk. This maximum exposure bound is important, since the theoretical minimum variance portfolio satisfies the same bound. If Cond( ) = 1, the actual risk for our portfolio can also enjoy the same upper bound as its theoretical counterpart.
We consider p = 154 finance stocks with large capitalization from the New York Stock Exchange. There are 82 weeks of data, from June 2014 to the end of December 2015. We downloaded all the trades of these stocks from Wharton Research Data Services. The raw data are high-frequency. The stocks have nonsynchronous trading times and all the log-prices are contaminated by market microstructure noise (Asparouhova et al., 2013) .
We consider trades in 15-minute intervals on every trading day from 9:30 to 16:00, with each log-price being the observed one from a trade right before the end of a 15-minute interval. This results in a total of n = 10 267 synchronized return data points. Overnight returns are not included in the calculations as overnight price jumps are usually influenced by the arrival of news, which is irrelevant to the comparison of portfolios. At the start, we invest one unit of capital using (4) constructed from different estimators of p . We consider two-week, four-week and six-week training windows and re-evaluate portfolio weights every week. We use the annualized out-of-sample standard deviationσ , together with the annualized portfolio returnμ and the Sharpe ratioμ/σ , to gauge the performance of each method. For -week training windows and a weekly re-evaluation period,μ andσ are defined bŷ
where w i and r i are the portfolio weights and returns, respectively, for the ith week. We also report the mean and the maximum of ŵ opt max over all investment periods for the portfolios constructed with different methods. Table 2 shows the results. Principal orthogonal complement thresholding and pure adaptive thresholding are unstable, with maximum exposures going above 200% at times, meaning that the long or short position on a single stock can be over 200%. This is not practically sound without further information on the stocks. The nonlinear shrinkage method has the smallestσ in all settings, followed by our method, banding and the grand average estimator. With six-week training windows, realized covariance has the second smallest σ , but on average the maximum exposures are much larger than in our method and the grand average estimator. Our method has small maximum exposures while maintaining Sharpe ratios greater than 0·7 in all settings. It has the largest Sharpe ratio when we use four-week training windows. All abbreviations are as in Table 1 .
SUPPLEMENTARY MATERIAL
Supplementary material available at Biometrika online includes a set of market trading simulation results and the proofs of Lemma 1 and Theorems 1-3.
