Abstract. It is well known that any nondeterministic finite automata over a unary alphabet can be represented in a certain normal form called the Chrobak normal form [1] . We present a very simple conversion procedure working in O(n 3 ) time. Then we extend the algorithm to improve two trade-offs concerning conversions between different representations of unary regular languages. Given an n-state NFA, we are able to construct a regular expression of size O( n 2 log n ) describing the same language (which improves the previously known O(n 2 ) size bound [7] ) and a contextfree grammar in Chomsky normal form with O( √ n log n) nonterminals (which improves the previously known O(n 2/3 ) bound [3] ).
Introduction
Finite automata are a simple yet particularly ubiquitous and useful model of computation. There exists a vast amount of research devoted to studying tradeoffs between different methods of describing a language recognized by such devices, starting with the classic conversions between deterministic and nondeterministic finite automata [9] . In this paper we focus on the cost of converting an automaton to a regular expression. If there are no restriction on the size of the input alphabet, the conversion might require an exponential blow-up [4] , even if the alphabet is binary [6] . On the other hand, if the alphabet consists of just one letter, it turns out that such exponential blow-up is not necessary. Additionally, it turns out that nondeterministic automata over such an alphabet can be converted into the so-called Chrobak normal form, meaning that there exists a nondeterministic automaton M such that L(M ) = L(M ) and M consists of a path of O(n 2 ) states followed by a single nondeterministic choice to a set of disjoint cycles, where the cycles contain at most n states altogether [1] (also see the errata to the original article [2] ). The original proof did not address the computational complexity of finding such M given M . Martinez showed [7] that this conversion requires polynomial time, or more precisely, O(n 5 ). Both the original proof and the Martinez's improvement contained a minor flaw observed and corrected in [10] . In the next section we give a more efficient version of the construction and then show how to extend the method to construct a regular expression of size O( n 2 log n ) describing the same language. While the improvement might seem minor, it require combining a few ideas and refutes a conjecture of Martinez who asked for Ω(n 2 ) lower bound. Furthermore, we give an evidence that a more substantial improvement would require substantially different ideas: we show that for some automata converting to Chrobak normal form involves a quadratic blow-up. Then we show that using a similar technique we can construct a context-free grammar in Chomsky normal form with O( √ n log n) nonterminals thus improving the previously known bound was O(n 2/3 ) [3] . Because of the space constraints, some proofs are in the appendix.
Preliminaries
We are given a nondeterministic finite automaton M = Σ, Q, q 0 , δ, F over a unary alphabet Σ = {a}. Because the automaton is nondeterministic, without loss of generality there is exactly one final state q f . As the alphabet is unary, we can (and will) view the automaton as a directed graph on n = |Q| vertices and m = |δ| edges, where m ≤ n 2 . Without loss of generality there are no edges incoming into q 0 . The Chrobak normal form of such automaton consists of a path of length O(n 2 ) followed by a single nondeterministic choice to a set of disjoint cycles of lengths c 1 , c 2 , . . . , c , with i c i ≤ n, see Figure 1 . A strongly connected component of a directed graph is a maximal subset of vertices {v 1 , v 2 , . . . , v s } such that for any i, j there is a path from v i to v j . We call such component nontrivial if there exists at least one edge v i → v j inside, i.e., either s > 1 or there is a loop from v 1 to v 1 . The girth of a directed graph is the length of its shortest cycle. We will use g to denote the girth of the graph corresponding to the given automaton.
The algorithm
We are interested in lengths of paths from q 0 to q f in the corresponding directed graph G. We are going to compute a succinct description of all such paths. First consider the case when G is acyclic. Then any path consists of at most n − 1 edges so in time O(nm) we can easily compute for all vertices v and possible lengths of path 0 ≤ < n whether there exists a path from q 0 to v of length . This gives us a description of all paths from q 0 to q f . Now consider the case when G is not acyclic, i.e., contains vertices belonging to nontrivial strongly connected components. We can compute all lengths of paths from q 0 to q f avoiding vertices belonging to nontrivial strongly connected components in the same way as in the acyclic case. Thus now we are only concerned with paths that go through at least one vertex v belonging to a nontrivial strongly connected component. We are going to consider all possible choices of v one by one. Lemma 1. Given a vertex v belonging to a nontrivial strongly connected component we can represent all accepting paths through v by a path of length 2n 2 followed by a cycle of length at most n. The representation can be found in O(n 3 ) time.
Proof. First we need (any) simple cycle
In fact we can find the shortest such cycle in linear time by replacing v with two vertices v and v , all edges of the form u → v with u → v , and all edges of the form v → u with v → u, and computing the shortest path from v to v . It corresponds to the shortest cycle containing v. As the cycle is simple, d ≤ n.
Observe that whenever we have a path from q 0 to q f through v of length , there is such a path of length + d as well. Thus among all paths with ≡ r (mod d) we need to find just the shortest one. Such shortest paths can be computed efficiently in the following way: for each vertex u in the original graph create its 2d copies u(0), u(1), . . . , u(d − 1) and u (0), u (1), . . . , u (d − 1). Then add appropriate edges so that there is a path from q 0 (0) to u(r) of length if and only if ≡ r (mod d) and there is a path from q 0 to u of the same length in G. Similarly, there is a path from q 0 (0) to u (r) of length when ≡ r (mod d) and there is a path from q 0 to u going through v and of the same length in G. It is easy to check that the following construction ensures the above conditions: for each edge x → y and for all possible values of r = 0, 1, . . . , d − 1 create edges:
Then use breadth first search to find shortest paths from q 0 (0) in the resulting graph. This requires time O(d(n + m)) = O(nm) and gives us a succinct description of all paths from q 0 to q f going through v. Indeed, there is such path of length if and only if the distance to q f ( mod d) is finite and does not exceed . Observe that the new graph contains 2dn vertices so all finite distances do not exceed 2dn. Hence we can represent all those paths by creating a path of length 2dn ≤ 2n 2 followed by a cycle of length d ≤ n.
The above lemma gives a description of all paths going through a fixed vertex v. Hence we must consider all possible n choices for v and take union of the representations found for all of them. As for each of them we create a path of the same length 2n 2 , we can share it among all representations, and then follow with a single nondeterministic choice to a set of n disjoint cycles. This construction works in time O(n 2 m) = O(n 4 ) but is not enough to match the bounds of the original proof: we must show the combined size of all the cycles is at most n. Although this can be ensured in the above version, it is more convenient to give an improved algorithm which is faster by an order of magnitude and explicitly guarantees this property. Theorem 1. We can represent all accepting paths by a path of length 2n 2 followed by a nondeterministic choice to a collection of disjoint cycles, with the combined size of all the cycles at most n. Such a representation can be found in O(n 3 ) time.
Proof. To improve the running time of Lemma 1 we try to process vertices in groups instead of one-by-one. Take any simple cycle
which does not contain q 0 . We will consider all paths going through at least one of the vertices on this cycle at once. Among all such paths of length with ≡ r (mod d) we need to find just the shortest one. This can be done by a similar construction as in Lemma 1, the only difference being that we create edge
Then there is a path from q 0 to q f of length going through the cycle if and only if the distance in the new graph to q f ( mod d) is finite and does not exceed , so we can represent all such paths by a single path of length 2n 2 followed by a cycle of length d. As this describes all possible paths going through the cycle, we can then delete all vertices v 0 , v 1 , . . . , v d−1 and repeat, as long as the graph is not acyclic. Let the lengths of the cycles found in successive iterations be c 1 , c 2 , . . . , c t . As they are all disjoint, c i ≤ n, so the whole complexity is Using the method from the above theorem we can also prove the following lemma. It will be an important tool in the subsequent sections.
Lemma 2. We can represent all accepting paths going through at least one vertex contained in some cycle of length at most c by a path of length 2cn followed by a nondeterministic choice to a collection of disjoint cycles, with the combined size of all the cycles at most n. The representation can be found in O(n 3 ) time.
Proof. See the appendix.
Application to regular expressions conversion
Given a NFA over a unary alphabet we would like to construct a small regular expression describing the same language. In the regular expression we are allowed to use concatenation, union and Kleene star. a straightforward construction gives an expression of size O(n 2 ). We will show that with some number theoretic insight this can be improved to O( n 2 log n ). While the improvement is of only logarithmic magnitude, it requires combining a few ideas, and refutes the conjecture of Martinez who asked for a quadratic lower bound [8] .
First we show that for some automata converting into the Chrobak normal form implies a quadratic blow-up. More precisely, we construct an infinite family of automata N n on n states requiring such an increase in size after the conversion.
Lemma 3. For any n there exists an automaton N n on n states such that for any automaton M with L(N n ) = L(M ) consisting of a path followed by a nondeterministic choice into a collection of disjoint cycles, the path is of length Ω(n 2 ).
To overcome the quadratic increase we must use a stronger notion than the Chrobak normal form alone. For that to happen we split the set of all accepting paths into acyclic, strongly cyclic, and weakly cyclic. All paths of a given type will be represented separately as regular expressions of bounded size. Definition 1. A path is:
1. strongly cyclic if it contains a vertex v such that there is a cycle of length at most n α log n through v, 2. weakly cyclic if it is not strongly cyclic but contains a vertex belonging to some cycle of length exceeding n α log n , 3. acyclic otherwise.
The constant α in the above definition is to be chosen later. Proof. Computing the lengths of all acyclic accepting paths in the claimed complexity is trivial. To encode them in a regular expression, use the following simple trick: if
log n ) describing all strongly cyclic accepting paths can be constructed in O(nm) time.
Proof. Apply Lemma 2 with c = n α log n , see the appendix. We still have to construct an expression representing the weakly cyclic paths. Note that we have already described all strongly cyclic paths and so we can safely assume that the girth is at least n α log n . Nonexistence of smaller cycles implies that there are at most α log n nontrivial strongly connected components.
We split weakly cyclic paths into two groups. For that we define C(v) = {1 ≤ ≤ n : there is a cycle through v of length } and C(S) = v∈S C(v).
Definition 2. A weakly cyclic path going through strongly connected components S 1 , S 2 , . . . , S k is:
The constant β will be chosen later. Using the above notion and defining the set of nonnegative combinations as N (a 1 , . . . , a n ) = { n i=1 x i a i : x i ≥ 0 for all i} we can establish a certain normal form of all accepting paths. Definition 3. Given an accepting path v 0 → v 1 → . . . → v we define its skeleton of length to be an accepting path
Note that a skeleton of a given accepting path can possibly go through completely different vertices than the original path. The only required condition is on its length and the set of cycles it intersects (which, again, does not have to be anyhow similar to the set of cycles the original path intersects).
Lemma 6. Any accepting path
Lemma 7.
A regular expression of size O(n 1+α+β log n) describing all thin accepting paths can be constructed in polynomial time.
Proof. We construct a separate expression for each possible choice of the set of strongly connected components S 1 , S 2 , . . . , S k such that
Assume such fixed choice and remove all other strongly connected components.
We would like to generate all pairs ( , C) such that there exists a skeleton of length and a specified set of cycles C ⊆ C = k i=1 C(S i ). There are just n β subsets of C and by Lemma 6 we can restrict our attention to ≤ n (1 + β log n) so the maximum number of possible pairs is fairly small. To generate the pairs efficiently we define a new graph G with the following vertices and edges:
It is easy to see that there exists a path from (q 0 , C(q 0 )) to (q f , C ) of length in G if and only if there exists a skeleton of length and the set of cycles C . Thus we can generate all valid pairs ( , C ) in polynomial time by computing paths of lengths not exceeding n (1 + β log n) from (q 0 , C(q 0 )) in G . Then we consider all pairs ( 1 , C ), ( 2 , C ), . . . , ( k , C ) with the same set of cycles C . We can construct a regular expression of size O(n log n) describing all paths with the corresponding skeletons using the trick from Lemma 4 to encode all 1 , 2 , . . . , k and appending (a c1 + a c2 + . . . + a cs ) * where C = {c 1 , c 2 , . . . , c s }.
For a fixed choices of the set of strongly connected components and C we get a description of all thin paths of size O(n 1+β log n). There are n α choices possible so the total size is O(n 1+α+β log n).
To deal with fat accepting paths we need to dig deeper into the structure of nonnegative combinations.
Lemma 8. Let a 1 , a 2 , . . . , a n be a set of different positive integers with M = max i a i . Elements of N (a 1 , . . . , a n ) greater than 2 M 2 n are exactly the multiples of gcd(a 1 , . . . , a n ).
Proof. Follows from a result of Erdős and Graham [5] , see the appendix.
Lemma 9. If X is a set of positive integers, we can can choose its subset X ⊆ X such that gcd(X) = gcd(X ) and |X | ≤ log max x∈X x.
Proof. See the appendix. log n + n 1+α ) describing all fat accepting paths can be constructed in polynomial time.
Proof. Choose a subset of strongly connected components S 1 , S 2 , . . . , S k such that k i=1 C(S i ) > β log n. If for some i < j there is no path from S i to S j nor from S j to S i there exists no path hitting all those components at once and we continue. Otherwise we can sort all S i topologically and compute d = gcd
β log n as a bigger value of d implies that there would be less than β log n different multiplies of d not exceeding n, and each element of k i=1 C(S i ) must be a multiple of d. We compute for any 0 ≤ r < d the smallest integer t r such that there exists an accepting path of length t r d+r going through all S 1 , S 2 , . . . , S k . Note that we require that the path goes through each of those components. This can be done by constructing a new graph G consisting of d copies of the original G:
and repeating a multiple sources shortest path computation k times. First we compute the shortest paths from (q 0 , 0) ending in S 1 and avoiding all S 2 , S 3 , . . . , S k . Then, assuming we already have shortest paths visiting at least one vertex from each S 1 , S 2 , . . . , S i and ending in S i , we find the same information for i + 1 by a single multiple sources shortest paths computation in G .
If t mod d is not defined there are no accepting paths of length , but the converse is not necessarily true, for at least two different reasons. First of all, by computing lengths modulo d we assumed that any multiple of d can be realized as a nonnegative combination of cycles. While it is true for sufficiently large multiples, we might need to combine cycles which are are contained in some of the S i but are completely disjoint with the path. Assume > n 2 β log n + 2(1 + β)n log n + 2 n 2 β log n and t mod d is defined. Then we can find an accepting path of length ≤ visiting all components S i such that ≤ n 2 β log n and d divides − (because is created by subtracting multiples of d from ). By Lemma 9 we can choose a set of at most log n vertices v 1 , v s , . . . , v s from the strongly connected components S i such that d = gcd ( s i=1 C(v i )). Because the total number of different cycles lengths in all components S 1 , S 2 , . . . , S k exceeds β log n, we can also choose a set of at most β log n vertices v 1 , v 2 , . . . , v s such that k i=1 C(v i ) ≥ β log n and s ≤ β log n. By extending the path to hit all v i and v i we can create another accepting path such that ≤ n 2 β log n + 2(1 + β)n log n, d divides − and the path visits all vertices v i and v i . Hence there exists a collection of cycles c 1 , c 2 , . . . , c t having nonempty intersections with this new path of length such that gcd(c 1 , c 2 , . . . , c t ) divides − and t ≥ β log n. Then by Lemma 8 the new path is a skeleton of the original path so there exists an accepting path of length > 2(1 + β)n log n + 3 n 2 β log n if and only if t mod d is defined.
By repeating the above reasoning for all choices of strongly connected components we get a succinct description of all fat accepting paths: we can compute a collection of sets R 1 , R 2 , . . . , R n α such that there is such path of length exceeding 2(1 + β)n log n + 3 n 2 β log n if and only if mod d i ∈ R i for some 1 ≤ i ≤ n α . Thus we can construct a regular expression of size O( n 2 β log n + n 1+α ) describing all such paths by considering lengths smaller or equal and greater than 2(1 + β)n log n + 3 n 2 β log n separately. We write down the former explicitly and to deal with the latter we take a union of the expressions describing all R i concatenated with a 2(1+β)n log n+3 n 2 β log n which is shared among all i.
By choosing α + β < 1 and combining Lemma 4, 5, 7 and 10 we get:
log n ) describing all accepting paths can be constructed in polynomial time.
Application to context-free grammar conversion
Given a NFA M over a unary alphabet we would like to construct a small contextfree grammar describing the same language. The grammar should be in Chomsky normal form (and thus we relax the problem a little bit by assuming that the empty word is not accepted by M), and we would like to minimize the number of nonterminals. An application of Chrobak normal form results in O(n 2/3 ) bound [3] . In this section we develop a substantially more efficient conversion procedure requiring just O( √ n log n) nonterminals. We start with a simple combinatorial lemma.
Lemma 11. Given a collection of t sets A 1 , A 2 , . . . , A t ⊆ U we can efficiently find B ⊆ U of cardinality at most |U | s lg t such that A i ∩ B = ∅ for all i, where s = min i |A i |.
We give two different conversion methods, one appropriate for large girth graphs and one which efficiently describes all paths going through at least one vertex contained in a short cycle. Consider the representation found using Lemma 2 (with some c to be chosen later). We call the part of L(M ) accepted on the path of length 2cn finite while and the part accepted on the collection of cycles infinite. Dealing with the infinite part is relatively simple, no matter what c is.
Lemma 12. A context-free grammar with O( √ n) nonterminals describing the infinite part of L(M ) can be constructed in polynomial time.
First we show how to represent all accepting paths going through at least one vertex contained in a short cycle.
Lemma 13. A context-free grammar with O √ n + (cn) 1/3 nonterminals describing accepting paths going through at least one vertex contained in a cycle of length at most c can be constructed in polynomial time.
Proof. Apply Lemma 2, Lemma 12 and Lemma 2.1 of [3] , see the appendix.
Note that after applying the above lemma we can assume that there are no short cycles in the graph. Proof. Apply Theorem 1 and use Lemma 12 to describe the infinite part of the language found while introducing O( √ n) nonterminals. Let its finite part be {a x1 , a x2 , . . . , a xs } (s ≤ 2n 2 ). Choose any accepting computation for each a xi . Each computation corresponds to a path from q 0 to q f of length ≤ 2n 2 . Take its prefix of length − mod b and split it into blocks of consecutive b states. For each such block we create one set containing the corresponding states. Observe that because b ≤ g the states in a single block do not repeat. Then by Lemma 11 we can choose
log n) and any block contains at least one element of Q . We add q 0 , q f to Q and create one nonterminal A q for any q ∈ Q . Then we create 2b nonterminals B 1 , B 2 , . . . , B 2b such that B k derives a k and for any q, q ∈ Q and k ≤ 2b we add production A q → B k A q whenever there is a path from q to q of length k. The total number of introduced nonterminals is O( n b log n + b). Now observe that if we make A q0 the starting state and add production A q f → , any a xi can be derived in the resulting grammar. Indeed, consider Figure 2 : at least one state from each block belongs to Q , and we can jump between two adjacent blocks using nonterminals B k . Furthermore, any word derived in the grammar corresponds to an accepting computation of M . The epsilon production can be removed without creating any new nonterminals.
Combining the two above lemmas gives the claimed bound. Fig. 2 : Jumping between blocks using states from Q .
Theorem 3.
A context-free grammar with O √ n log n nonterminals describing L(M ) can be constructed in polynomial time.
Proof. We apply Lemma 13 to describe all accepting paths going through at least one vertex contained in a cycle of length at most g = √ n log n. This requires
Then we remove all such vertices, which leaves us with a graph of girth at least g, so by Lemma 14 with b = √ n log n we can construct a context free grammar with O( n b log n+b) = O( √ n log n) nonterminals describing all remaining accepting paths.
Proof. We apply a slightly modified method from Theorem 1: as long as there exists a simple cycle of length at most c, we choose it and construct a representation of all accepting paths going through this cycle as a path of length at most cdn followed by a cycle of length at most c. Then we remove the cycle and repeat. By combining the representations we get one path of length 2cn followed by a nondeterministic choice to a collection of disjoint cycles with combined size at most n. To implement the above method efficiently, recall that given a vertex v we can find the shortest cycle containing v in linear time. Thus we can iterate through the vertices one-by-one, and if the shortest cycle containing the current vertex is of length c i exceeding c, continue. Otherwise we find the representations of all paths going through at least one vertex from this cycle in O(c i m) time and remove the cycle. As i c i ≤ n, the complexity is as claimed.
Lemma 3. For any n there exists an automaton N n on n states such that for any automaton M with L(N n ) = L(M ) consisting of a path followed by a single nondeterministic choice into a collection of disjoint cycles, the path is of length Ω(n 2 ).
Proof. Let N n be an automaton consisting of two cycles of lengths k = n−1 2
and k + 1 = n+1 2 sharing exactly one vertex, which is at the same time starting and final. Assume that we have M recognizing the same language L(M ) = {a αk+β(k+1) : α, β ≥ 0} which is in a normal form. We claim that its path is of length greater than = k(k + 1) − k − (k + 1). Assume otherwise. Note that is the greatest integer not belonging to L(M ). Let the lengths of all M 's cycles be c 1 , c 2 , . . . , c t . Then + lcm(c 1 , c 2 , . . . , c t ) ∈ L(M ) and so it must be accepted on a cycle of length c i . But then corresponds to the same vertex on this cycle, and so belongs to L(M ), a contradiction. Proof. To describe all strongly cyclic paths we can use the method from the previous section. More precisely, applying Lemma 2 with c = n α log n we get a path of length 2 n 2 α log n followed by a set of cycles with the combined size at most n. This can be converted into a regular expression of size O( n 2 log n ): apply the trick from Lemma 4 to encode the words accepted on the path, and then again for each of the cycles.
Lemma 6. Any accepting path v 0 → v 1 → . . . → v has a skeleton of length at most n + n i=0 C(v i ) .
Proof. Let C = i=0 C(v i ) be the set of the lengths of all cycles having nonempty intersection with the path. For each element of c ∈ C we mark the first vertex v i such that c ∈ C(v i ). As long as there exist i < j such that v i = v j and no vertex v k with i < k < j is marked we can cut out v i+1 , v i+2 , . . . , v j obtaining a shorter accepting path with the same set C. If such pair of indices does not exists, the distance between any pair of marked vertices must be strictly smaller than n. Thus the total length of the final path cannot exceed n + n |C|. Because it has been constructed by cutting out cycles, − can be represented as a nonnegative combination of elements of C. Thus this final path is a skeleton of claimed length.
Lemma 8. Let a 1 , a 2 , . . . , a n be a set of different positive integers with M = max i a i . Elements of N (a 1 , . . . , a n ) greater than 2 M 2 n are exactly the multiples of gcd(a 1 , . . . , a n ). , N (a 1 , . . . , a n ) contains multiples of d = gcd(a 1 , . . . , a n ) and if N d > 2 N (a 1 , . . . , a n ).
Proof. Let X = {x 1 , x 2 , . . . , x s }. Start with X = {x 1 }, then for i = 2, 3, . . . , s check if gcd(X ∪ {x i }) = gcd(X ) holds. If it does, continue. Otherwise add x i to the current X . Each time we add something to X , the value of gcd(X ) decreases at least by a factor of 2, and the claim follows.
Proof. We use a simple greedy method: start with B = ∅ and as long as there exists A i disjoint with B, select x / ∈ B maximizing |{i : A i ∩ B = ∅ and x ∈ A i }|. Let t = t 0 , t 1 , t 2 , . . . , t k ≥ 1 be the cardinalities of {i : A i ∩ B = ∅} in successive steps. We claim that t i+1 ≤ t i − t i Proof. See the appendix. Let c 1 < c 2 < . . . < c be lengths of the cycles in the Chrobak normal form. As i c i ≤ n, is at most √ n. First we introduce O( √ n) nonterminals X 0 , X 1 , . . . , X √ n and Y 0 , Y 1 , Y 2 , . . . , Y √ n such that X i derives a i and Y i derives a i √ n . Using those nonterminals we can express any a k as X i Y j as long as k is at most n. Then we introduce nonterminals C 1 , C 2 , . . . , C such that C i describes all words accepted on the i-th cycle. For that we first define D i which derives exactly a ci and add production C i → C i D i . Then for any a k which is accepted on this cycle we add production
We combine all C i by introducing a special nonterminal P which derives a 2cn (this can be done by introducing a logarithmic number of new nonterminals) and productions S → P C i for all i = 1, 2, . . . , .
Proof. First apply Lemma 2 with a given c. By Lemma 12 we can represent the infinite part using O( √ n) nonterminals. By Lemma 2.1 of [3] any finite unary language L can be represented as a context-free grammar with O(m 1/3 ) nonterminals, where m = max w∈L |w|, and the construction can be trivially implemented in O(m) time. We apply this lemma to the finite part, which contains words of length at most m = 2cn, so the claimed bound follows.
