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Abstract
Maps are polygonal cellular networks on Riemann surfaces. This paper completes a program of con-
structing closed form general representations for the enumerative generating functions associated to maps
of fixed but arbitrary genus. These closed form expressions have a universal character in the sense that
they are independent of the explicit valence distribution of the tiling polygons. Nevertheless the valence
distributions may be recovered from the closed form generating functions by a remarkable unwinding
identity in terms of the Appell polynomials generated by Bessel functions. Our treatment, based on
random matrix theory and Riemann-Hilbert problems for orthogonal polynomials reveals the generating
functions to be solutions of nonlinear conservation laws and their prolongations. This characterization
enables one to gain insights that go beyond more traditional methods that are purely combinatorial.
Universality results are connected to stability results for characteristic singularities of conservation laws
that were studied by Caflisch, Ercolani, Hou and Landis [14] as well as directly related to universality
results for random matrix spectra as described by Deift et al [20].
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1 Introduction
Differential and difference equations have played an (often formal) role in the analysis of combinatorial
problems for some time in the form of recurrence relations and holonomic generating functions (solutions of
linear ODEs). The text [36] contains a treasure trove of such examples. In more recent times dynamical
systems and their rigorous analysis have entered this arena (see for instance [13, 7]). In these cases the
solution of combinatorial interest turns out to be a geometrically distinguished orbit in the phase space of
the dynamical system (such as a homoclinic orbit).
This paper introduces a novel rigorous partial differential equation (PDE) analysis for a more general
hierarchial class of combinatorial problems. More precisely the PDEs here are conservation laws and the
notion of a combinatorially distinguished orbit in the dynamical system is replaced by combinatorially
distinguished integral surfaces for the conservation laws (or stable perturbations thereof).
The hierachical class of combinatorial problems that we will focus on in this paper has both physical and
geometric motivations. These motivations originally stemmed from the geometry of surface tilings or of foams
[5] in the physics parlance of the time. Over time these models have played a role in describing a diverse
variety of physical systems: regular lattice tilings for crystalline descriptions of solid matter, quasi-crystal
tilings that explain exotic symmetries of rapidly quenched alloys, and random multishape tilings to model
fractal interface growth at the boundary of these tilings. To focus on the mathematical ideas, in this paper
we will restrict attention to the combinatorial analysis of models of random tilings on complete surfaces (i.e.,
surfaces without boundary). The tiling is in general by n-gons and the randomness resides in the respective
cardinalities of the different n-gons and their joint distribution. These topological constructions and their
enumeration can be uniquely associated to (discrete) metrical structures on the surface, or more precisely
conformal structures, with a measure on the space of these metrics; i.e., a random metric. Very recently
there has been renewed interest in these random surface tilings to study spin systems on random lattices
where the foam plays the role of the random lattice. We will say a bit more about this connection in section
11.2.
The combinatorial object that will help us to more exactly describe and analyze these random tilings is a
map or more specifically a g-map: a map of genus g is an equivalence class of labeled graphs embedded in a
genus g compact connected oriented surface such that the complement of the graph is a cellular decomposition
of the surface [30]. For each vertex, v, of the graph we let j(v) denote its valence, the number of edges that
meet at v. Two embedded graphs are equivalent if an orientation preserving homeomorphism of the surface
takes the vertices and edges of one to those of the other, but possibly changing labels. A map is equipped
with the following labels: each of the map’s k vertices has a distinct label 1,. ..,k; and also for each vertex,
one edge incident to the vertex is marked. This marking of edges can be represented as a function F from
the vertex set to the edge set such that each vertex v is incident to the (marked) edge F (v). The faces of the
map are comprised of the connected components of the complement of the graph in the surface. By definition
these are, topologically, cells which one may think of as the cells of a foam in our physical analogue.
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To fix the picture more clearly, let us consider a g-map in which all vertices are 3-valent. Then we
consider the dual map which is just a map on the same surface whose embedded graph is the graph dual
to the original one. The uniform 3-valence of the original map translates to the dual map being a tiling
by triangles, i.e., a triangulation. One can endow this triangulation with a discrete metrical structure by
taking each triangle to be an equilateral triangle with sidelength 1. This metrical structure will, in general,
have non-uniform curvature in the discrete sense but will define a smooth conformal (complex manifold )
structure on the surface, at least away from the vertices. In other words this process has defined a Riemann
surface structure on the dual map minus its vertices. From this point, one is in a position to understand the
statistics of these surface patterns and their defects, as well as related random statistical mechanical models,
mediated by the enumeration of g-maps. Again we will say a bit more about this in Section 11.
In the remainder of this introduction we outline our results on the rigorous and effective enumeration of g-
maps and their universal characteristics, which is the focus of this paper. This general class of combinatorial
problems we refer to as the map enumeration problem. Earlier rigorous results on enumeration have been
primarily combinatorial. These approaches generally require some apriori conditioning on the class of maps
being studied and are, almost always, restricted to conclusions that are asymptotic in the size (vertex
cardinality) of the map. Our methods are primarily analytical, grounded in Riemann-Hilbert analysis and
related methods of integrable partial differential equations. Because of this we are able to derive results that
go well beyond prior treatments and in particular are not subject to the afore-mentioned restrictions. (We
will say more specifically about comparisons in section 11.1.2.) For this reaon we refer to our problem as
the full map enumeration problem.
Map counts are generally formulated in terms of generating functions. These are analytic functions whose
nth Taylor-Maclaurin coefficient counts the number of g-maps with exactly n vertices in a way that we will
now make precise.
The exponential generating functions, Eg, for enumerating labelled maps, γ, of genus g are prima facie
defined as
Eg(x,~t)
.
=
∑
γ∈{g−maps|valence≤J}
x|Faces(γ)|
∏J
j=1(−tj)nj(γ)
nj(γ)!
, (1.1)
where nj(γ) is the number of j-valent vertices in the map γ. Division by the factorials has the effect of
removing the distinctions of labelling so that the enumeration becomes one of just geometric objects. (In
this regard tj should be replaced by
tj
j , to remove the edge labellings, but for notational convenience we
absorb this j into tj ; the pure geometric count can be recovered later by dividing coefficients by j.)
As a consequence of Euler’s formula, which in our case states that, for a g-map
2−2g = |Faces(γ)|−|Edges(γ)|+ |Vertices(γ)|
= |Faces(γ)|−1/2
J∑
j=1
jnj+
J∑
j=1
nj
the terms in the above series for Eg may be rewritten, via
J∏
j=1
t
nj(γ)
j x
|Faces(γ)| = x2−2g
J∏
j=1
(
tjx
j/2−1
)nj(γ)
, as (1.2)
Eg(x,~t) = x
2−2geg(~ξ) (1.3)
eg(~ξ) =
∑
γ∈{unlabelled g−maps}
∏J
j=1 ξ
nj(γ)
j
|Aut(γ)| (1.4)
where ξj = tjx
j/2−1, |Aut(γ)| is the number of isomorphisms of the labelled g-map γ as defined above and
the sum is taken over maps with maximum valence ≤J .
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We have shown [30] that these generating functions are analytic in ~ξ near 0 with Taylor-MacLaurin
expansions of the form
Eg(x,~t) = x
2−2g ∑
nj≥1
1
n1!·· ·nJ !
J∏
j=1
(−ξnjj )κg(n1, ·· ·nJ). (1.5)
where
κg(n1,·· ·nJ) = the number of labelled g-maps with nj j-valent vertices for j= 1,. ..,J .
We refer to the overall factor x2−2g of Eg as the external weight of the expression.
Relating this back to our earlier discussion of foams, these multiple-valence maps correspond to equilateral
tilings in the dual map which involve a mixture of n-gons: triangles, squares, pentagons, etc. In the case
when the tiles of this tiling are all the same, the vertices of the original map all have the same valence. In
this case we say that the map is regular.
Our first main result, Theorem 1, effectively states that the generating functions for maps with g>0 can
be expressed in terms of universal rational functions of two fundamental combinatorial generating functions
f0(ξ,x,~t) = xz0(ξ,~t)
h0(ξ,x,~t) = x
1/2
0 u0(ξ,~t)
and their respective x-derivatives of bounded order. (The combinatorial interpretation of f0 and h0 is
given in Section 2.) By universal here we mean that these representations of the Eg (g>0) have no explicit
dependence on the valence parameters ~t. In other words the ~t-dependence enters only through the dependence
of the fundamental generating functions, f0 and g0, on these parameters.
Our second main result, Theorem 2, explains how this parameter dependence of the fundamental gen-
erating functions arises only implicitly from their characterization as solutions of a hierarchy of nonlinear
PDE whose coefficients are rational functions of f0 and h0. These PDE are two dimensional systems of
conservation laws which we initially write in the form
∂
∂ξ
(
h0
logf0
)
+
∂
∂x
(F1
F2
)
= 0, (1.6)
with the fluxes defined by
F1 =
J∑
j=1
tjf
j+1
2
0 ∂ζRj−1(ζ) (1.7)
F2 =
J∑
j=1
tjf
j
2
0 Sj−1(ζ). (1.8)
where the parameters tj are fixed and ζ
2 =h20/f0. (This rational variable is explained further in Corollary 2
below.) The functions Sj and Rj are polynomials of degree j with coefficients in Q. They are in fact Appell
polynomials whose generators are inverse Bessel functions (see section 4.2).
The coefficients of these conservation laws depend explicitly on the valence coefficients, tj ; however,
Theorem 2 shows that this hierarchy can be written in a more universal form, in terms of the generating
functions for Appell polynomials, with the valence parameters entering in the initial data for these PDE.
Indeed, the functions (f0,h0) are the unique solutions of (1.6) for the initial data (f0(ξ= 0),h0(ξ= 0)) =
(
∑J
j=1
j
2 tjx
j/2−1,0); this class of initial data corresponds to another universality class in the context of
random matrix potentials that is discussed in Deift et al [20]. The connection to random matrix theory will
be discussed further later in this introduction and in sections 2 and 5.2.
We can now turn to the precise statement of our main results.
All the generating functions we consider are homogeneous with respect to two weight gradings that reflect
the self-similar scaling structure described in (1.2):
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Definition 1.1. The polynomial weight of f0 or any x-derivative f
(m)
0 is 1. The polynomial weight of h0
or any x-derivative h
(m)
0 is 1/2. The differential weight of any x-derivative, h
(m)
0 or f
(m)
0 is m.
Definition 1.2. A polynomial in h0,f0,h0x,f0x,h0xx,. .. is homogeneous if all its terms have the same poly-
nomial weight and the same differential weight. The polynomial weight of a product (or quotient) of homo-
geneous polynomials is given by adding (or subtracting) the polynomial weights and similarly for differential
weights of products and quotients.
Theorem 1. a) All of the generating functions, Eg for g>1, have closed form expressions that are ratio-
nal in terms of the auxiliary functions h0,f0 and their x-derivatives. As was also seen in (1.5), these
expressions have an overall external weight of the form x2−2g. The exponent, 2−2g, is equal to the
difference between the differential and polynomial weights of Eg. For genus 1, one has
E1 =
1
24
log
(
x2(f20x−f0h20x)
f20
)
. (1.9)
so that in this case the expression inside the logarithm is rational with polynomial weight 0, differential
weight 2 and external weight 2; so this is at least an analogue of the weight relation for the higher genus
generating functions.
b) The closed form expressions for Eg, g>0, are universal in the sense that they have no explicit depen-
dence on the valence parameters. We have just seen this for g= 1. For g>1 one has,
Eg = ∂
−2
x
Pg(h0,f0,h0x,f0x,h0xx,. ..)
fg0 (f
2
0x−f0h20x)8g−3
where Pg is a valence independent polynomial. Eg has polynomial weight 1 and differential weight
2g−2. Moreover, the symbol ∂−2x Eg is an exact second antiderivative of the given expression which
has the form of a rational funciton of f0,h0 and their x-derivatives, which is again universal.
c) Alternatively, Eg, for g>1 is expressed as a rational function of just f0 and h0 (without any x-
derivatives) but which does depend on valence. More explicitly the Eg are functions on a rational
algebraic surface S that is defined implicitly by the equations(
0
x
)
=
(
h0 +ξB12
f0 +ξB11
)
(1.10)
in the four dimensional space with coordinates (ξ,x,f0,h0) where
B12 =
J∑
j=1
jtjf
j−1
2
0 Sj−1(ζ)
B11 =
J∑
j=1
jtjf
j
2
0 ∂ζRj−1(ζ).
(The coefficients Bij in equations (1.10) involve the irrationality
√
f0 and so one might, prima facie,
expect the expressions for Eg to involve this irrationality; however, that is not the case.)
d) E0 has a non-locally universal expression
E0 = ∂
−2
x log
(
f0
x
)
.
In the regular case of single valence j, this takes the form
E0 =
1
2
x2 log
f0
x
+
3(j−2)x2
4j
− (j−2)(j+1)x
j(j+2)
(
f0 +
1
2
h20
)
+
(j−2)2
2j(j+2)
(
1
2
f20 +h
2
0f0
)
. (1.11)
When j is even, in (1.11), h0 is set identically to zero.
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The universal differential expressions described in part (b) of this theorem become quickly quite com-
plicated as g increases. However, remarkably, those expressions can be iteratively ”integrated up” in x to
get less complicated new expressions for Eg that depend functionally only on h0,f0 and x (and not their
x-derivatives). However, in doing this, as one would expect, one picks up ”integration constants” in our
formulae, and these can depend on the valences in terms of the initial data (classically known as the initial
strip) for the conservation law. This situation is somewhat reminiscent of solving a differential equation
in which the equation itself is independent of parameters (i.e., it is autonomous) but solutions will depend
on conditions initially or at the boundary. The fact that we can carry out these integrations explicitly
is reminiscent of integrable differential equations. However these differetial expressions are not differential
equations in the ordinary sense and one does not have integrability here in the ordinary sense. Nevertheless
they are calculated by a recursive scheme that is derived as a continuum limit of a hierarchy of integrable
systems, the Toda Lattice equations to be precise. The ability to integrate up is based on what we refer
to as an unwinding identity (section 4.5). This identity rests fundamentally on the structure of the Appell
polynomials described just prior to Theorem 1 and in Theorem 2 below.
Theorem 2. The hierarchy of conservation law initial value problems that uniquely determine (f0,h0) has
a universal structure given by
∂
∂ξ
(
h0
logf0
)
+
∂
∂x
∇s
(
f
(j+1)/2
0 ∂ζ
I1(s)e
sζ
s
f
j/2
0 I0(s)e
sζ
)
s=0
= 0, (1.12)
where
∇s =
(
∂s,. ..,∂
k
s ,. ...∂
J
s
)
(1.13)
and I0,I1 are the modified Bessel functions of orders 0 and 1 respectively.
The expressions in terms of Bessel functions are generating functions for the Appell polynomials. So
for instance, Sk(ζ) =∂
k
s I0(s)e
sζ |s=0. The master equation (1.12) is universal in the sense that it does not
explicitly depend upon the valences; rather, the valence parameters ~t= (t1,. ..,tJ) become encoded in the
initial values of the conservation law, the so-called initial strip. More precisely, the second term of (1.12) is
a 2×J matrix; multiplying it against the column vector (t1,. ..,tJ) of valence parameters that paramatrize
the initial data will reduce (1.12) to the form (1.6).
We illustrate the rational, completely anti-differentiated, form of our generating functions in just the
regular map case, but our algorithm is fully general. For j-regular maps, the genus 0 generating function
has the form, already given in (1.11), of a rational function in f0,h0 and x modulo a single logarithmic term.
To describe what happens in the higher genus cases we will make use of the fact (section 5) that in the
case of a regular map the integral surface S reduces to a cone over a rational algebraic curve C. This is
a consequence of the fact that for regular maps the parameter dependence reduces to a single self-similar
variable ξj = tjx
j/2−1. In the case that j is odd, C may be explicitly parametrized as
ξ2 =
1
j2
y0
(Sj−1(
√
y0)−y1/20 ∂Rj−1(
√
y0))
j−2
Sj−1(
√
y0)j
(1.14)
in the (ξ2,y0)-plane, where y0 =h
2
0/f0 and the numerator and denominator of this function are both polyno-
mials in just y0 with rational numbers as coefficients. While the equation for C depends on j, the geometric
form of this curve is independent of j(odd), for j >3, having exactly two finite turning points, or branch
points, with respect to projection onto the ξ2-coordinate and an inflection point over ξ2 = 0; so this is yet
another example of universality. For reasons indicated in Corollary 2 we refer to C as the spectral curve.
For the sake of concreteness we may illustrate this in the case of triangular maps (j= 3):
The curve C (1.14) in this case becomes
ξ2 =
1
9
y0 (2−y0)
(2+y0)
3 , (1.15)
a plot of whose real points for y0>0 is given in Figure 1.
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Figure 1
For j even, the conservation law collapses, due to reasons of symmetry, to a scalar conservation law,
independent of h0 (which may effectively be set to zero) and the equation for C takes the form
ξ =
x−f0
cjf
j/2
0
cj = j
(
j−1
j/2−1
)
which has just a single finite turning point under projection to the ξ-coordinate. (The geometric form is
again universal for j even.)
Theorem 3. The genus 1 generating function in the j-regular case becomes
E1 =
1
24
log
(
x2
f20
4−y0
D̂
)
D̂ =
(
2−j+j
(
x
f0
))2
−(j−2)2y0.
D̂ is the discriminant of the projection from C onto the ξ2-coordinate and so can be expressed as a polynomial
in y0. It is divisible by 4−y0; the ratio within the above logarithm is a polynomial in y0 of degree j.
For g>1, eg (where eg =x
2g−2Eg) is a rational funciton of just f0 and h0 on C. In the regular case the
higher eg may be expressed as rational functions of y0 whose poles are located at the zeroes of Π(y0) which
is a polynomial of degree j−1 in y0, defined in terms of the discriminant of C by the relation
Π(y0)/(Sj−1(
√
y0))
2
= D̂/(4−y0).
The order at these poles is exactly 5g−5. In particular, near the real turning point nearest to the origin,
with coordinate (ξ2c ,y0c) where ξc is the common radius of convergence for the Taylor-Maclaurin expansions
of all of the eg, one has a partial fractions expansion in ξ of the form
eg(y0) = Cˆ
(g) + ·· ·+ cg(j)
(y0−y0c)5g−5
eg(z0) = C
(g) +
c
(g)
0 (ν)
(j/2−(j/2−1)z0)2g−2 + ·· ·+
c
(g)
3g−3(j/2)
(j/2−(j/2−1)z0)5g−5
for odd and even valence j respectively and with z0 =f0/x. Cˆ
(g) and C(g) are valence independent constants.
Moreover, cg and c
(g)
3g−3 are non-zero for all j.
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Remark 1.3. More generally, in the case of mixed valence the poles of the Eg are confined to the discriminant
locus of the projection of S onto the ξ2 coordinate.
Again, we illustrate these expressions in the case that j= 3:
D̂ =
−y30 +12y20−36y0 +16
(2+y0)2
S2(
√
y0) = 2+y0
Π = y20−8y0 +4
e0 =
1
2
log
(
2+y0
2−y0
)
− 3y
3
0−4y20 +8y0−64
30(2−y0)2
e1 = − 1
24
log
(
y20−8y0 +4
(2−y0)2
)
e2 =
(
2800−4240y0 +2712y02−1060y03 +175y04
)
y0
3
30(4−8y0 +y02)5
.
The utility of these results for enumeration may now be described. Our stated goal has been to construct
generating functions for the enumeration of maps from which explicit counts can be made while at the same
time revealing, hopefully, more general combinatorial and probabilistic insight about these random structures
and their universal characteristics. We have already seen some of these universal characteristics and there
will be others to follow but we want to first describe the practical utility of our compact generating functions
for extracting counts. To explain this we continue to restrict attention to the case of regular maps.
As just stated, we started with the goal of deriving explicit expressions for the eg as functions of ξ
2. By
means of the PDE system (1.6) we were able to re-express these generating functions as comparatively much
simpler elementary functions of the variable y0. The relation between ξ
2 and y0 is mediated by the spectral
curve (1.14). For each specific value of j this is also a rather simple relation (see for example the triangular
case, (1.15)). So to relate eg as a function of y0 to its form in terms of ξ
2 comes down to eliminaitng y0
in terms of ξ2 along the spectral curve (Figure 1). However, the larger point we wish to make is that for
the purpose of extracting key combinatorial information from the generating functions, it is not necessary
to make this last step. A primary example of this is the Taylor-Maclaurin coefficients of eg for regular maps
that provide the basic enumerations, (1.5), that motivated the original studies of maps. So, for instance, we
find in Section 10.5 that,
κ
(j)
1 (2m)
(2m)!
=
1
2pii
j2m
24m
∮
(2(∂Sj−1/∂y0)Π−Sj−1(∂Π/∂y0))Sjm−1j−1
Π(Sj−1−(j−1)y1/20 Rj−2)(j−2)m
dy0
ym0
(1.16)
This rational representation allows for efficient and elementary evaluation of the counts. In the triangular
case this integral directly yields[
κ
(3)
1 (2)
3 ·2! ,
κ
(3)
1 (4)
3 ·4! ,
κ
(3)
1 (6)
3 ·6! ,
κ
(3)
1 (8)
3 ·8! ,
κ
(3)
1 (10)
3 ·10! ,. ..
]
=
[
3
2
,135,16524,2291976,
1701555984
5
,. ..
]
with odd coeffiecients all zero for topological reasons. These counts are further illustrated in Section 10.5.
The intermediate variable y0 has a deeper significance on several levels which will be unravelled and
explained below in Corollary 2 and Remark 1.7.
In the general mixed valence setting, the x dependence does not scale out self-similarly; or, more precisely,
one has functions of several distinct self-similar variables. However, a generic transverse x-slice of the integral
surface S is a curve analogous to C. In complete generality these slices may have more than just two real
turning points. However, if one chooses valence parameters to be near a single pure valence, i.e., to be in
a class of ~t= (t1,. ..,tJ) sufficiently near ~t
(j) = (0,. ..,0,tj ,0,. ..,0) then the corresponding generic x-slices will
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have only two real turning points and be close to the regular C. More precisely, one says that C is stable
within the class of mappings that are solutions to conservation laws of the form described in Corollary 2.
Further details are provided in subsection 7.3. In the physical setting of foams, mentioned at the start of this
introduction, this perturbative stability corresponds to pattern regimes that are largely regular but ”doped”
by irregularities of different valence leading to pattern defects. Our explicit formulas provide a route to the
analytical study of the statistics of these defects.
In the particular case of an even regular map, the integral surface itself becomes independent of h0, as
described in Theorem 3, and the ξ2-projection has a unique turning point. This significantly simplifies the
closed form of the generating functions.
Corollary 1. In the case of regular even valence j= 2ν, the system of conservation laws (1.6) collapses to a
scalar conservation law, the closed form expressions for Eg become functions of just f0 and they are realized,
robustly, as the limit of the general expressions as h0→0.
For instance, in this case the genus 1 generating function bcomes
E1 =
1
24
log
((
xf0x
f0
)2)
=
1
24
log
(
4x
f0D̂
)
D̂ =
(
2−j+j
(
x
f0
))2
= 4
(
1−ν+ν
(
x
f0
))2
.
Simplifying it follows that
E1 =
1
12
log
(
x
νx−(ν−1)f0
)
or eqivalently, setting f0 =xz0,
e1 = − 1
12
log(ν−(ν−1)z0)
which coincides with our earlier calculations in the case of even regular maps (see Appendix A).
For genus 0 the regular generating function (1.11) with even valence j= 2ν also follows this rule:
E0 =
1
2
x2 log
f0
x
+
(ν−1)2
4ν(ν+1)
(f0−x)
(
f0− 3(ν+1)x
ν−1
)
e0 =
1
2
logz0 +
(ν−1)2
4ν(ν+1)
(z0−1)
(
z0− 3(ν+1)
ν−1
)
which again agrees with our earlier calculations.
Remark 1.4. The results stated in Theorem 3 resolve and significantly extend early conjectures in [9] and
[6] about the possible structure of closed form expressions for the Eg. In particular the results here extend to
the fully general case what we had already established in [26] for regular even valence maps.
Remark 1.5. The universal form of expressions like (1.9) is completely new to the literature on map
enumeration. The universality class here is that corresponding to the class of random matrix ensembles
given by (2.3) whose eigenvalue spacing statistics Deift et al [19, 20] showed to be universal. The connection
of our generting function representations to this spectral statistics is indicated in Corollary 2 and further
elaborated on in section 5.2.
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Remark 1.6. For scalar conservation laws the construction of an integral surface is a standard exercise in the
method of characteristics. However, for higher dimensional systems this is far from being that straightforward.
So the existence of the closed implicit solutions (1.10) indicates that our system is exceptional. There are
some general descriptions of exceptional hyperbolic systems of this type [53]; in our case this special structure
stems from the fact that the generating functions are solutions of a continuum limit of the integrable Toda
Lattice hierarchy.
Corollary 2. In the case when the valences are not all even, the conservation law (1.6) may be effectively
diagonalized with distinct eigenvalues (i.e., placed in Riemann invariant form [57]) as
∂
∂ξ
(
r+
r−
)
+
(
λ+ 0
0 λ−
)
∂
∂x
(
r+
r−
)
= 0, (1.17)
r± = h0±2
√
f0 (1.18)
= ±
√
f0 (2±√y0) (1.19)
λ± = B11±
√
f0B12 (1.20)
where r± are the Riemann invariants and λ± are the characteristic speeds. The invariants r± are the
endpoints of the support of the spectral equilibrium measure for the random matrix ensemble with probabiity
measure (2.3). These endpoints in fact completely determine the equilibrium measure.
In the case of even valence, λ+ =λ− and the system collapses to a scalar conservation law as mentioned
earlier. In this case the connnection to random matrix spectral statistics is different and we have detailed
that elsewhere [26].
Remark 1.7. The variable
√
y0 appearing in (1.19) is also the independent variable for the Appell poly-
nomials entering into our main theorem. Note further that h20/f0 is weight scale independent since both
numerator and denominator in this expression have external weight x.
Remark 1.8. Another universal feature of our results is arithmetic in character. As we have seen, the
closed form generating functions will also reduce to expressions in terms of polynomials in y0 with rational
coefficients. It follows that all statistical quantities related to these generating functions will be defined over
algebraic number fields. Certainly what these number fields are depends on the particular valences involved.
But the splitting structure of the enumerative formulas over the real numbers has a universal character (see
Section 7).
One other universal characteristic of the map counts is their asymptotic form for large n. Most, if not
all, prior work on map enumeration has focussed on asymptotic enumeration (see section 11.1.2). Because
we have closed form expressions for our generating functions we are able to extract this information simply
and in great generality. We find, for instance, that as a consequence of Corollary 9.8 one has
κ
(j)
g (2m)
(2m)!
∼ cg
Γ( 5g−52 )
t1/2−5g/2−2mc (2m)
(5g−7)/2 as m→∞, (1.21)
where ξc=x
j/2−1tc is the common radius of convergence for the Taylor-Maclaurin series of all the Eg. The
coefficient cg contains the information related to the limit ξ→ ξc and is determined by a recursion of the
form
0 = cg+1 +C1C2z
2g−1
0,c (25g
2−1)cg+6C1
g∑
m=1
cmcg+1−m. (g≥1) (1.22)
The explicit valence dependence here is contained only in the coefficients Ck (see (9.7)) and z0,c is the value
of the generating function z0 (where f0 =xz0) at ξ= ξc. We note that the form of this asymptotics is quite
similar to that of the even valence case (see (A.9)). Moreover, the above recurrence mirrors the universal
form of the recurrence in the even valence case which calculates the coefficients in an asymptotic expansion
of the tritronque´e form of the first Painleve´ transcendent [27]. As described at the end of Appendix A and
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in section 11.2.2, this further advances, to the odd valence case, the connection between the role that the
Painleve´ hierarchy and its extensions play in relating the double scaling limit of random matrix theory to
2D quantum gravity.
Finally, the method by which we explicitly construct the map generating functions is recursive. This
is analogous to formal recursive approaches in the physics literature known as loop equations or, in the
context of conformal field theory, conformal bootstraps (see section 11); however, our method is based on
a rigorous Riemann-Hilbert analysis of orthogonal polynomial systems. In the j-regular case we find large
n prolongations (3.42) of the conservation laws (1.6) that yields an asymptotic expansion for the prolonged
solution on the integral surface, whose f component has the form
f(x) = f0(ξ,x)+ ·· ·+ 1
n2g
fg(ξ,x)+ .. .
fg(ξ,x) = x
1−2gzg(ξ).
In terms of this auxiliary expansion, the Eg-recursion is given by
∂2
∂x2
Êg = Cg(f0,f1,. ..,fg) where (1.23)
Êg = Eg+
g∑
`=1
2
(2`+2)!
∂2`
∂x2`
Eg−`(s,w)|w=x
Cg(f0,f1,. ..,fg) = the O
(
n−2g
)
terms of log
(
1+
∞∑
m=1
1
n2m
fm
f0
)
Remark 1.9. If one views the coefficients fkf0 as moments in a moment generating function, then the Cg are
just the cumulants for those moments which, by (1.23), are also given by ∂
2
∂x2 Êg.
1.1 Outline
In section 2 we give a brief, self-contained summary of the foundations, related to random matrix theory,
orthogonal polynomials and Riemann-Hilbert analysis, that underlie the results presented in this paper. In
subsection 2.3 the map generating functions, Eg, are realized as coefficients in an asymptotic expansion of
partition functions for a certain universality class of hermitian random matrix ensembles. The fundamental
generating functions, f0,h0, and their higher genus analogues fg,hg are also defined as coefficients in an
asymptotic expansion of recurrence operators for a corresponding class of orthogonal polynomials with
exponential weights.
Section 3 introduces the Toda lattice and String equations that the recurrence operators, presented in
section 2, satisfy. There we also describe the contnuum limits of these equations. The generating functions
fg and hg are solutions of these continuum equations which are then seen to provide the intermediate step
for recursively calculating the Eg via (1.23). The leading order forms of the Toda and String equations are
then described in detail. In particular, their conservation law form, as stated in (1.6) and Theorem 2 (see
subsection 3.5.2) is revealed as well as their Riemann invariant form as stated in Corollary 2 (in subsection
3.5.1). In subsection 3.5.3 it is shown how, on the integral surfaces corresponding to regular maps, these
equations reduce to ODEs.
Section 4 starts with a brief introduction to the binomial Hopf algebra and its general connection to
Appell polynomials. We then build the fundamental link between Appell polynomials associated to Bessel
functions and the conservation laws and string polynomials introduced in Section 3. In particular the crucial
unwinding identity for string polynomials is proven in section 4.5.
Sections 5 - 7 develop the characteristic geometry of the conservation laws on integral surfaces S associated
to regular maps described in Theorem 3. In these sections we demonstrate that the surface S is a cone
over a rational algebraic curve C, explictly given by (1.14), which we refer to as the spectral curve. In
particular Section 5.2 illustrates the relation between C and the equilbrium measures of the associated matrix
ensembles, thereby justifying its name. Section 6 relates the characteristic geometry of the conservation laws
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to the algebraic geometry of the spectral curve in terms of the Appell polynomials introduced in section 4.
Section 7 details the arithmetic structure of C that explains the local partial fractions expansions of the map
generating functions at branch points stated in Theorem 3. This section also illuminates Galois symmetries
and divisibility properties of the generating functions.
In Sections 8 - 10 we establish the results that underlie the statements in Theorem 1 as well as the pole
order result of Theorem 3 (see Theorem 10.5). Section 8 provides a detailed account of how the higher
genus generating functions are calculated and the source of their universality. Section 9 collects information
about the closed form structure of the higher genus auxiliary map generating functions hg and fg. Section
10 focusses on the explicit structure of E0 and E1 and basic properties of the closed form expressions for
the remaining Eg. Subsection 10.2 establishes the universality results stated in Theorem 1 and subsection
10.3 establishes the rationality results of that theorem. Finally in subsection 10.5 we show how these closed
forms are used to extract explicit map counts and explain the form of these results that were illustrated in
(1.21) and (1.22).
The results summarized in Corollary 1 are more fully explained in Appendix A.
Section 11 describes some of the relevant history of map enumeration and compares the results of this
paper to some earlier treatments of the map enumeration problem. In this section we also outline potential
applications related to conformal field theory.
2 Background
This section explains the origin and background for deriving (in section 3 ) the conservation laws (and
their higher genus prolongations) that were presented in the Introduction. In particular the combinatorial
significance of the fundamental generating functions, f0 and g0 introduced in section 1 (along with, again,
their higher genus prolongations) will be explained. We will see that these generating funcitons can be
recovered from the basic genus 0 map generating function, E0 itself as
f0(~ξ,x) =
∂2
∂t21
E0(~ξ,x) (2.1)
h0(~ξ,x) =
∂2
∂t1∂x
E0(~ξ,x). (2.2)
2.1 Random Matrix Partition Functions
The main thrust of the analytical approach to map enumeration centers on the large-N expansion of Her-
mitian random matrix ensembles that extend the Gaussian Unitary Ensemble (GUE) model defined on the
space of N×N Hermitian matrices, M , with the family of probability measures
dµt =
1
Z˜N
exp{−NTr [Vt(M)]}dM (2.3)
where Vt is typically a polynomial
Vt(λ) =
1
2
λ2 +
J∑
j=1
tjλ
j
referred to as the potential of the ensemble. For a much of this article we will, for simplicity, restrict attention
to the special case where
V (λ) =
1
2
λ2 + tλj .
This potential corresponds to the case of regular maps. However it is readily seen that these arguments
extend to the general case as will be explained in section 3.3.
The partition function
Z˜N (t) =
∫
exp{−NTr [Vt]}dM
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which serves to normalize dµt to be a probability measure plays a central role in random matrix theory, its
applications and, more generally, connections to broader areas of statistical mechanics. (There are of course
some potential convergence issues here; these will be addressed later in Section 2.4.) Due to the unitary
invariance of the partition function it, as well as expecatations of unitarily invariant random variables, may
be reduced to integrals over eigenvalues of Hermitian matrices. The latter is the form of the partition function
we will typically work with (see (2.26) ).
2.2 Orthogonal Polynomials
To develop orthogonal polynomials on the real line with exponential weights one begins with a weighted
Hilbert space H=L2
(
R,e−NV (λ)
)
where, for now, N is a large parameter and V is a polynomial which,
again for simplicity of exposition, is taken to be V (λ) = 12λ
2 +ξ1λ+ξ2νλ
2ν . Next consider the basis of monic
orthogonal polynomials with respect to this measure.
pin(λ) = λ
n+ lower order terms∫
pin(λ)pim(λ)e
−NV (λ)dλ = 0 forn 6=m.
With respect to this basis, the operator of multiplication by λ is representable as a semi-infinite tri-
diagonal matrix,
L=

a0 1
b21 a1 1
b22 a2
. . .
. . .
. . .
 . (2.4)
L is commonly referred to as the recursion operator for the orthogonal polynomials and its entries as recursion
coefficients. (For V an even potential, it follows from symmetry that an= 0 for all n.)
One may apply standard methods of orthogonal polynomial theory that go back to Szego¨, to deduce the
existence of a semi-infinite lower unipotent matrix A such that
L=A−1A where =

0 1
0 0 1
0 0
. . .
. . .
. . .
 .
This is related to the Hankel matrix
H=

m0 m1 m2 .. .
m1 m2 m3 .. .
m2 m3 m4 .. .
...
...
...
. . .
, where mk =
∫
R
λke−NV (λ)dλ
is the kth moment of the measure, by
ADA†=H, D= diag {d0,d1 .. .}, dn= detHn+1
detHn
where Hn denotes the n×n principal sub-matrix of H whose determinant may be expressed as
detHn = n!Z(n) (ξ1,ξ2ν)
Z(n) (ξ1,ξ2ν) =
∫
R
·· ·
∫
R
exp
{
−N2
[
1
N
n∑
m=1
V (λm;ξ1, ξ2ν)− (2.5)
1
N2
∑
m 6=`
log |λm−λ`|
dnλ, (2.6)
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where V (λ;ξ1, ξ2ν+1) =
1
2λ
2 +ξ1λ+ξ2νλ
2ν . Set detH0 = 1.
Remark 2.1. detHn is referred to as a Hankel determinant (Hn is a Hankel matrix). In a set of celebrated
works, Szego¨ analyzed the leading asymptotic behavior of Toeplitz determinants. The above identity shows
that in studying the asymptotic behavior of the partition function, we are also exploring the analogue of
Szego¨’s theorems but for Hankel determinants. Indeed this provides another perspective on what is achieved
in [30].
One sometimes needs to extend the domain of the partition function to include more than one parameter,
such as ξ1, as was done here. (See (2.18) - (2.21) to understand the combinatorial motivation for this.) Doing
this presents no difficulties in the prior constructions as long as the highest order term is even.
The diagonal elements of D may in fact be expressed as
dn=
τ2n+1,N
τ2n,N
dn(0) where τ
2
n,N =
Z(n) (ξ1,ξ2ν)
Z(n) (0,0)
(2.7)
Tracing through these connections, from L to D, one may derive the fundamental identity relating the
random matrix partition function to the recurrence coefficients,
b2n,N =
dn
dn−1
=
τ2n+1,Nτ
2
n−1,N
τ4n,N
b2n,N (0) (2.8)
which is the basis for analyzing continuum limits. (Note that b20,N (0) = 0 and therefore b
2
0,N ≡0.) A differen-
tial version of these relations and also of the diagonal recursion elements when the external potential is not
even (as above when we add the parameter ξ1) is given by:
an,N = − 1
N
∂
∂ξ1
log
[
τ2n+1,N
τ2n,N
]
=− 1
N
∂
∂ξ1
log
[
Z(n+1)(ξ1,ξ2ν)
Z(n)(ξ1,ξ2ν)
]
(2.9)
b2n,N =
1
N2
∂2
∂ξ21
logτ2n,N =
1
N2
∂2
∂ξ21
logZ(n)(ξ1,ξ2ν) ,
Let pi= (pin(λ))n≥0 be the column vector of all orthogonal polynomials for the potential V ; then the three
term recurrence can be encoded as a matrix equation
λpi=Lpi.
All of the above can be extended to the case when the polynomial potential’s leading term is an odd
power (as in V (λ) = 12λ
2 +ξjλ
j where j may be odd) by deforming the contour of integration, for the measure
of orthogonality, away from the negative real axis. This was first descrirbed in [11] and later extended in
[32]. See also section 2.4.
The structure of the recurrence coefficients may be studied in depth via the String Equations:
0 = V ′(L)n,n (2.10)
n
N
= V ′(L)n,n−1 (2.11)
Equation (2.10) can be derived as follows. Integrating by parts one find that
0 =
∫
pi′n(λ)pin(λ)e
−NV (λ)dλ = N
∫
pin(λ)
2V ′(λ)e−NV (λ)dλ=N ||pin||2V ′(L)n,n.
An analogous calculation, starting with n||pin−1||2 =
∫
pi′n(λ)pin−1(λ)e
−NV (λ)dλ establishes (2.11).
For the elementary potential, V = 12λ
2 +ξλj the string equations become
0 =
(L+jξLj−1)
n,n
(2.12)
n
N
=
(L+jξLj−1)
n,n−1 . (2.13)
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2.3 Passage to the Continuum Limit
We now turn to the continuum limits of the fundamental equations. The key element here is the following
asymptotic result, derived in [30], for the logarithm of the tau-function (2.7)
logτ2n,N (ξ ) = N
2E0(x,ξ )+E1(x,ξ )+
1
N2
E2(x,ξ )+ ·· ·+ 1
N2g−2
Eg(x,ξ )+ .. . (2.14)
as n,N→∞ with x= nN , called the ’t Hooft parameter, held fixed. Moreover, for Re ξ>0 and x∼1,
i. the expansion is uniformly valid on compact subsets in (x,ξ);
ii. eg(ξ) has a finite radius of convergence, ξc, in a neighborhood of ξ= 0 determined by an algebraic
singularity at the point ξc on the real axis (for fixed valence, ξc is the same for all g);
iii. the expansion may be differentiated term by term in (x,ξ ) with uniform error estimates for these
derivatives similar to those given in (2.15).
This result, known as the genus expansion, provides the crucial link between the map generating func-
tions and their associated discrete measures discussed in Section 11.2.2, on the one hand, and the tools of
orthogonal polynomial asymptotics and string equations developed in the last two subsections, on the other
hand. This expansion was conjectured by physcists working on these problems in the ’80s and ’90s but first
placed on a rigorous footing in [30] using methods of Riemann-Hilbert analysis (where it was also proved in
the more general setting of maps with mixed valence, but that we supress for now).
The meaning of (i) is that for each g there is a constant, Kg, depending only on the compact subset and
g such that ∣∣∣∣logτ2n,N (ξ )−N2E0(x,ξ )−···− 1N2g−2Eg(x,ξ )
∣∣∣∣≤ KgN2g (2.15)
for all (x,ξ ) in the compact subset. The estimates referred to in (iii) have a similar form with τ2n,N and
Ej(x,ξ ) replaced by their mixed derivatives (the same derivatives in each term) and with a possibly different
set of constants Kg. The radius of convergence mentioned in property (ii) is related to the critical singularity
mentioned earlier.
The next observation is that because of (iii) and because of representations (2.9) in terms of the tau-
function, the recurrence coefficients themselves inherit a genus expansion from that of (2.14):
b2n,N
.
= f(x) =f0(ξ,x)+ ·· ·+ 1
n2g
fg(ξ,x)+ .. . fg(ξ,x) =x
1−2gzg(ξ) (2.16)
an,N
.
= h(x) =h0(ξ,x)+ ·· ·+ 1
ng
hg(ξ,x)+ .. . hg(ξ,x) =x
1/2−gug(ξ) (2.17)
where here one needs to bear in mind that ξ depends on x as ξ= txj/2−1. The representations (2.9) also
impart a combinatorial interpretation to the coefficients fg(ξ,x) and hg(ξ,x) as generating functions. The
continuum limits of (2.9) imply that
fg(ξ,x) =
∂2
∂t21
Eg(ξ,x,ξ1)|ξ1=0 (2.18)
hg(ξ,x) =
∂2
∂t1∂x
Eg(ξ,x,ξ1)ξ1=0. (2.19)
These parameter derivatives for maps play the same role as they do in graphical enumeration where combi-
natorially this is referred to as pointing [36]. Here this implies that
z(m)g (0) =
dmfg(ξ,x)
dξm
∣∣∣
x=1,ξ=0
= ]{two-legged g-maps with m j-valent vertices} (2.20)
u(m)g (0) =
dmhg(ξ,x)
dξm
∣∣∣
x=1,ξ=0
= ]{one-legged g-maps with m j-valent vertices and one marked face} (2.21)
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(A leg is an edge emerging from a univalent vertex, so that the leg is the only edge incident to that vertex.
So, for instance, the maps being counted in (2.20) have exactly two vertices of valence one; all other vertices
have valence j.)
Remark 2.2. In the mixed valence case these combinatorial correspondences extend naturally; so, for ex-
ample,
∂mfg(ξ,x)
∂ξm11 ·· ·∂ξmJJ
∣∣∣
x=1,ξj=0
= ]{two-legged g-maps with mj j-valent vertices,j= 1.. .J}
To further analyze the continuum limits, we observe that for n>>1, one is far out along the diagonal in
the recurrence matrix which takes the form

. . .
. . .
b2n(1−1/n) an(1−1/n) 1
b2n an 1
b2n(1+1/n) an(1+1/n) 1
. . .
. . .
 (2.22)
To describe local variations along the diagonal that are small in comparison to n one introduces the
variable w=x(1+`/n) = (n+`)/N . (This will be motivated in more detail in section 3). To incorporate
these local variations one makes use of the infinite order pseudo-differential operator (sometimes also called
a vertex operator) defined by the obvious Taylor expansion relation:
ec∂xf(x) =
∑
n≥0
cn
n!
∂n
∂wn
f(w)|w=x=f(w) (2.23)
where w=x+c. Using this representation, one finds [31] that the continuum limit of fundamental identity
(2.8) may be expressed, in terms of asymptotic expansions, as(
e
1
k∂x−2+e− 1k ∂x
) 1
k2
logτ2k (x,ξ ) =
(
e
1
k∂x−2+e− 1k ∂x
)∑
g≥0
1
k2g
Eg(x,ξ ) (2.24)
=
∑
`≥1
2k−2`
2`!
∂2`
∂w2`
∑
g≥0
1
k2g
Eg(w,ξ )
∣∣∣
w=x
=
∑
g≥0
∑
`≥1
2k−2(g+`)
2`!
∂2`
∂w2`
Eg(w,ξ )
∣∣∣
w=x
=
∑
g≥0
g∑
`=0
2k−2g
(2`+2)!
∂2`+2
∂w2`+2
Eg−`(w,ξ )
∣∣∣
w=x
= logf0(x,ξ)+
∑
g≥1
Cg(f0,f1,. ..,fg)(x,ξ)k−2g
where Cg(f0,f1,. ..,fg) = the O
(
k−2g
)
terms of log
(
1+
∑∞
m=1
1
k2m
fm
f0
)
. The formal manipulations above are
justified by the validity of the large N expansion.
2.4 Extensions to Odd Valence via Non-Hermitian Orthogonal Polynomials
In [11] an extension of the analysis in [30] and [10] to the case of matrix ensembles with a cubic dominant
weights was carried out using non-Hermitian orthogonal polynomials [17]. Using this key idea, the Toda
continuum limits derived in [31] were extended, in [32], to the case of odd dominant weights thereby filling
in the missing odd times in the previous analysis. That paper also derived the continuum limits of the
difference string equations for these orthogonal polynomials.
For valence j odd, we again consider a simple potential function of the form
V (λ;t) =
1
2
λ2 + tλj . (2.25)
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The parameter j can be regarded as fixed; this potential will correspond to the enumeration of j-valent
maps. We consider a partition function defined by
Zn,N (t) =
∫
Γn
exp
[
−N
n∑
i=1
V (λi;t)
] ∏
1≤i<j≤n
(λi−λj)2dnλ. (2.26)
Here the contour Γ is the union of a ray from eiθj∞ to zero and a ray from zero to positive infinity, where
θj is chosen so that the integral converges for t≥0:
θj =
{
19pi/24 if j= 3
(j−1)pi/j if j= 5,7,9,. ..
The case j= 3 is handled separately because θj must be greater than 3pi/4 for the integral to converge when
t= 0. The partition function defined in (2.26) can be thought of as the normalization constant for an induced
measure on eigenvalues arising from a unitarily invariant matrix ensemble of matrices with eigenvalues on
the contour Γ [11], [56]. However, our discussion in this article will not rely on this interpretation.
The existence of an expansion of the form
log
Zn,N (t)
Zn,N (0)
∼
∑
g≥0
eg(x,t)N
2−2g, (2.27)
where the asymptotic expansion is taken as n,N→∞ with the ratio n/N =x held fixed, has been proven
in the case j= 3 by Bleher and Deano˜ [11]. The arguments in [11] extend to handle arbitrary odd values
of j. Precise statements giving analytical properties of the topological expansion can be found in [32]. In
particular, expansions of derivatives of logZn,N (t)/Zn,N (0) with respect to t can be computed by termwise
differentiation of the series (2.27). The same is true for differentiation with respect to x, but for more
complicated reasons; see [56] for a proof that this property is equivalent to the string equations.
As with the case of even valence, for the purpose of computing the generating functions eg, it is difficult
to work with the partition function directly. Szego¨’s relation (2.28) and the Hirota-Szego¨ relation (2.29) [31]
give two fundamentally different relations between the partition function and recurrence coefficients for a
family of orthogonal polynomials:
Zn+1,NZn−1
Z2n,N
=
n+1
n
b2n,N . (2.28)
b2n,N ∼
1
N2
∂2
∂t21
log
Zn,N (t)
Zn,N (0)
(2.29)
To make sense of (2.29), one must consider a potential V (λ) = t1λ+
1
2λ
2 + tjλ
j . After the derivatives with
respect to t1 are resolved, one may then set t1 = 0. The coefficients b
2
n,N are defined by the three term
recurrence
λpn,N (λ) =pn+1,N (λ)+an,Npn,N (λ)+b
2
n,Npn−1,N (λ), (2.30)
where the monic orthogonal polynomials pn,N arise from the following (non-hermitian) inner product and
orthogonality relation:
〈F (λ),G(λ)〉=
∫
Γ
F (λ)G(λ)exp(−NV (λ;t)) dλ. (2.31)
〈pn,N (λ),λm〉=0 for all m<n (2.32)
Let us note that because the inner product is non-hermitian, denominators may vanish in the formula
pn,N (λ) =λ
n− 〈λ
n,pn−1,N 〉
〈pn−1,N ,pn−1,N 〉pn−1,N (λ)− .. .−
〈λn,p0,N 〉
〈p0,N ,p0,N 〉p0,N (λ).
Thus it is not clear that pn,N (λ) exists. However, it has been shown [11] in the case j= 3 that for sufficiently
large n, and t in an open set with 0 on its boundary, that there exists a polynomial pn,N satisfying (2.32).
Although we have not explicitly carried out the similar analysis for higher odd valences j, it is clear that
this will extend (see [32]).
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3 Fundamental Equations and their Continuum Limits
3.1 Fundamental Equations
3.1.1 String equations
In the case that orthogonal polynomials pn(λ) exist for all n, the three term recurrence (2.30) can be
expressed in terms of a Jacobi matrix L:
L=

a0 1 0 0
b21 a1 1 0
0 b22 a2 1
. . .
. . .
. . .
 (3.1)
Let p= (pn(λ))n≥0 be the column vector of all non-hermitian orthogonal polynomials for the potential V ;
then the three term recurrence can be encoded as a matrix equation
λp=Lp. (3.2)
If orthogonal polynomials pn only exist for sufficiently large n≥n∗, then the first n∗+2 rows of the matrix
equation (3.2) are invalid; however the remaining rows still hold, and this is sufficient for our purposes. In
[31, 32], Ercolani and Pierce analyzed the recurrence coefficients an and b
2
n using differenced string equations
1
N
I= [V ′(L)−,L]. (3.3)
Higher order asymptotics of an and b
2
n can be computed using the string equations. Since the partition
function is related to the recurrence coefficients by (2.28), this facilitates the calculation of the generating
functions eg. An undifferenced form of these equations was used by Bleher and Dean˜o in [11]:
0 =V ′(L)n,n (3.4)
n
N
=V ′(L)n,n−1 (3.5)
The derivation of these equations is completely analogous to that of (2.10) and (2.11).
3.1.2 Motzkin Paths
We define a Motzkin path of length r to be a function p from the discrete set 0,1,2,. ..,r to Z such that
p(i+1)−p(i)∈{−1,0,1}. The Motzkin path may also be thought of as the piecewise linear graph determined
by the step height increments of p. We use the notation Pr(m,n) for the set of Motzkin paths of length r
which begin at height m (that is p(0) =m), and end at height n. It is typically the case that Motzkin paths
are required to never cross the x-axis; i.e., they are what one refers to in probability theory as excursions.
However in our work we must allow the more general setting where such zero-crossings are permitted.
Motzkin paths allow a combinatorial interpretation of the entries of powers of a tridiagonal matrix:
Lrn,m=
∑
p∈Pr(n,m)
C(p) (3.6)
C(p) =
r−1∏
i=0

1 if p(i+1) =p(i)+1
ap(i) if p(i+1) =p(i)
b2p(i) if p(i+1) =p(i)−1
. (3.7)
This may be more compactly expressed in terms of the algebraic resolvent operator for L:
Lrn,m = [z
r]
[
(I−zL)−1]
n,m
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We call C(p) the contribution of the Motzkin path p. The string equations can be expressed in Motzkin
path form:
0 = an+jt
∑
p∈Pj−1(n,n)
C(p) (3.8)
= an+jt[z
j−1]
[
(I−zL)−1]
n,n
n
N
= b2n+jt
∑
p∈Pj−1(n,n−1)
C(p) (3.9)
= b2n+jt[z
j−1]
[
(I−zL)−1]
n,n−1 . (3.10)
This description has some relation to combinatorial path processes that are comprised of excursions.
The general description of this and connections to continued fractions (which are also related to orthogonal
polynomial recursions) was already noticed by Flajolet in his seminal paper [34]. More recently Bouttier
and Guitter [13] applied this to the study of geodesic distance in planar maps (related to random surfaces)
in terms of a combinatorial objects called mobiles which can be encoded by restricted Motzkin paths which,
in particular, are excursions. However, as we have mentioned, in the work here the Motzkin paths must
be allowed to have zero-crossings, as will become evident in the subsequent sections, and in this generality
Flajolet’s method breaks down. Nevertheless there are some suggestive analogies between our work and that
of [13]. Their characteristic equation ( linear recurrence equation) appears to play a related role to that of
the nonlinear PDE, (3.55) which underlies the characteristic geometry (Section 5) in our work.
3.1.3 Toda equations
The Toda lattice equations for the recurrence coefficients of orthogonal polynomials are
N−1∂tjL=[L
j
−,L] (3.11)
Here the subscript symbol in Lj denotes the strictly lower triangular part of the matrix, and the matrix
power is taken before the lower triangular projection. Equations of motion for the recurrrence coefficients
are obtained by extracting matrix entries from the diagonal or first subdiagonal. For example, the t1-Toda
equations are
N−1∂t1an=b
2
n−b2n+1 (3.12)
N−1∂t1b
2
n=b
2
n (an−1−an) (3.13)
In general the Toda equations can be written in Motzkin path form as
N−1∂tjan=
∑
p∈Pj(n,n−1)
C(p)−
∑
p∈Pj(n+1,n)
C(p) (3.14)
=[zj ]
[
(I−zL)−1]
n,n−1− [zj ]
[
(I−zL)−1]
n+1,n
N−1∂tj b
2
n=
∑
p∈Pj(n,n−2)
C(p)−
∑
p∈Pj(n+1,n−1)
C(p)+(an−1−an)
∑
p∈Pj(n,n−1)
C(p) (3.15)
=[zj ]
[
(I−zL)−1]
n,n−2− [zj ]
[
(I−zL)−1]
n+1,n−1 +(an−1−an)[zj ]
[
(I−zL)−1]
n,n−1
Let us now briefly sketch a derivation of the Toda equation (3.11). Fix a value of j; we will use an overdot
to represent differentiation with respect to tj . If m>n then
0 =∂tj
∫
Γ
pm(λ)pn(λ)exp[−NV (λ)] dλ
=
∫
Γ
p˙m(λ)pn(λ)exp[−NV (λ)] dλ−
∫
Γ
(Nλj)pm(λ)pn(λ)exp[−NV (λ)] dλ. (3.16)
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Since if m≤n the polynomial p˙m is of strictly smaller degree that pn, we obtain∫
Γ
p˙m(λ)pn(λ)exp[−NV (λ)] dλ=
{
0 if m≤n
N
∫
Γ
λjpm(λ)pn(λ)exp[−NV (λ)] dλ if m>n
=N(Lj−)m,n‖pn‖2 . (3.17)
The Toda equation (3.11) may now be obtained by calculating
∫
λp˙m(λ)pn(λ)exp[−NV (λ)] dλ in two ways:
by applying the three term recurrence either to λpn(λ) or to ∂t(λpm(λ)).
3.2 Continuum Limits
The continuum limits of the string and Toda equations will be described in terms of certain scalings of
the independent variables, both discrete and continuous. The positive parameter 1N sets the scale for the
potential in the random matrix partition function and is taken to be small. The discrete variable n labels the
lattice position on Z≥0 that marks, for instance, the nth orthogonal polynomial and recurrence coefficients.
We also always take n to be large and in fact to be of the same order as N ; i.e., as n and N tend together
to ∞ , they do so in such a way that their ratio, the t’Hooft parameter introduced in section 2.3,
x
.
=
n
N
(3.18)
remains fixed at a value close to 1.
In addition to the global or absolute lattice variable n, we also introduce a local or relative lattice variable
denoted by `. It varies over integers but will always be taken to be small in comparison to n and independent
of n. The Motzkin lattice paths naturally introduce the composite discrete variable n+` into the formulation
of the difference string and Toda equations which we think of as small discrete variations around a large
value of n. The spatial homogeneity of those equations manifests itself in their all having the same form,
independent of what n is, while ` in those equations varies over {−ν−1,. ..,−1,0,1,. ..,ν+1}, the bandwidth
of the (2ν+1)st Toda/Difference String equations. Taking ν+1<<n will insure the necessary separation of
scales between ` and n. We define
w
.
= (n+`)/N (3.19)
= x+
`
N
=x
(
1+
`
n
)
. (3.20)
as a spatial variation close to x which will serve as a continuous analogue of the lattice location along a
Motzkin path relative to the starting location of the path.
We also introduce:
sj
.
= xj/2−1tj (3.21)
w˜
.
=
(
1+
`
n
)
(3.22)
In terms of these scalings, the large n expansions of the recursion coefficients may be rewritten, [31] and
[32], as
b2n,N = x
(
z0(sj)+ ·· ·+ 1
n2g
zg(sj)+ .. .
)
(3.23)
zg(sj) =
d2
ds21
eg(s1,sj)|s1=0 (3.24)
an,N = x
1/2
(
u0(sj)+ ·· ·+ 1
ng
ug(sj)+ .. .
)
(3.25)
ug(sj) =
∑
2g1 +m=g+1
g1≥0,m>0
− 1
m!
∂m+1
∂s1∂xm
[
x2−2g1eg1 (s1,sj)
]
s1=0
. (3.26)
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We further define
b2n+`,gs = f
[`]
0 (sj ,w)+ ·· ·+
1
n2g
f [`]g (sj ,w)+ .. . (3.27)
f [`]g (sj ,w) = w
1−2gzg(sjw˜j/2−1) (3.28)
an+`,gs = h
[`]
0 (sj ,w)+ ·· ·+
1
ng
h[`]g (sj ,w)+ .. . (3.29)
h[`]g (sj ,w) = w
1/2−gug(sjw˜j/2−1). (3.30)
Note that when `= 0,f
[0]
g (sj ,w) =x
1−2gzg(sj) and h
[0]
g (sj ,w) =x
1/2−gug(sj); so we set
fg(sj ,w) = f
[0]
g (sj ,x) =x
1−2gzg(xj/2−1tj/j) (3.31)
hg(sj ,w) = h
[0]
g (sj ,x) =x
1/2−gug(xj/2−1tj/j). (3.32)
For future notational convenience we will denote the asymptotic expansions in (3.23) and (3.25) by f(sj ,w)
and h(sj ,w) respectively so that
f(sj ,w) = f0(sj ,w)+ ·· ·+ 1
n2g
fg(sj ,w)+ .. . (3.33)
h(sj ,w) = h0(sj ,w)+ ·· ·+ 1
ng
hg(sj ,w)+ .. .. (3.34)
By our prior results, f(sj ,w) and h(sj ,w) may be differentiated term by term as uniformly valid asymptotic
expansions. Hence one may construct expansions of f [`] (resp. h[`]) in terms of Taylor type expansions of f
(resp. h) in w around x; or, equivalently, in terms of the vertex operator notation introduced in (2.23).
f [`](sj ,x) =
∞∑
m=0
fw(m) |w=x
m!
(
`
N
)m
=e
`
N ∂xf(x) (3.35)
h[`](sj ,x) =
∞∑
m=0
hw(m) |w=x
m!
(
`
N
)m
=e
`
N ∂xh(x) (3.36)
where the subscript w(m) denotes the operation of taking the mth term-by-term derivative of the asymptotic
expansion of h(sj ,w) or f(sj ,w) with respect to w:
hw(m) =
∑
g≥0
∂m
∂wm
hg(s2ν ,w)
1
ng
fw(m) =
∑
g≥0
∂m
∂wm
fg(sj ,w)
1
n2g
.
As valid asymptotic expansions the representations, (3.36) or (3.35), denote the asymptotic series whose
successive terms are gotten by first setting 1/N =x/n, as given by (3.18), and then collecting all terms with
a common power of 1/n.
In what follows we will sometimes abuse notation, drop the evaluation at w=x and manipulate the
series h[`](sj ,w),f
[`](sj ,w). In doing this these series must now be regarded as formal but whose orders
are still defined by collecting all terms in 1/n and 1/N of a common order. (Recall that 1/N ∼ 1n so that
n−αN−β =O(n−(α+β))). They will be substituted into the difference string and the Toda equations to derive
the respective continuum equations. At any point in this process, if one evaluates these expressions at w=x
and 1N =
x
n , one recovers valid asymptotic expansions of the an+k,N and b
2
n+k,N .
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3.2.1 Continuum Limit of the Toda Equations
The Toda equations have the form:
−x
n
dan
dtj
=
(
Lj
)
n+1,n
−(Lj)
n,n−1 (3.37)
= [zj ]
{[
(I−zL)−1]
n+1,n
−[(I−zL)−1]
n,n−1
}
−x
n
db2n
dtj
= (an−an−1)
(
Lj
)
n,n−1 +
(
Lj
)
n+1,n−1−
(
Lj
)
n,n−2 (3.38)
= [zj ]
{
(an−an−1)
[
(I−zL)−1]
n,n−1 +
[
(I−zL)−1]
n+1,n−1−
[
(I−zL)−1]
n,n−2
}
.
In section 3.5 we will show that the continuum limit of these equations at leading order is equivalent to a
system of conservation laws. To facilitate this demonstration we now replace the Toda equation (3.38) for
b2n by the corresponding equation for b
2
n+1/2a
2
n:
−x
n
d(b2n+
1
2a
2
n)
dtj
= an
(
Lj
)
n+1,n
−an−1
(
Lj
)
n,n−1 +
(
Lj
)
n+1,n−1−
(
Lj
)
n,n−2 (3.39)
= an
[
(I−zL)−1]
n+1,n
−an−1
[
(I−zL)−1]
n,n−1 +
[
(I−zL)−1]
n+1,n−1−
[
(I−zL)−1]
n,n−2
For the case of j= 2ν+1 (3.37) and (3.39), respectively, become
−x
n
dan
dt2ν+1
=
∑
P∈P2ν+1(1,0)
2µ(P )∏
pa=1
an+`pa (P )+1
ν−µ(P )+1∏
pb=1
b2n+`pb (P )+1
(3.40)
−
2µ(P )∏
pa=1
an+`pa (P )
ν−µ(P )+1∏
pb=1
b2n+`pb (P )

−x
n
d(b2n+
1
2a
2
n)
dt2ν+1
= an
∑
P∈P2ν+1(1,0)
2µ(P )∏
pa=1
an+`pa (P )+1
ν−µ(P )+1∏
pb=1
b2n+`pb (P )+1
 (3.41)
− an−1
∑
P∈P2ν+1(1,0)
2µ(P )∏
pa=1
an+`pa (P )
ν−µ(P )+1∏
pb=1
b2n+`pb (P )

+
∑
P∈P2ν+1(2,0)
2µ(P )+1∏
pa=1
an+`pa (P )+1
ν−µ(P )+1∏
pb=1
b2n+`pb (P )+1
−
2µ(P )+1∏
pa=1
an+`pa (P )
ν−µ(P )+1∏
pb=1
b2n+`pb (P )
 ,
in which, for future applications, b2n and an should be replaced, respectively, by the expansions (3.31) and
(3.32) and their differenced extensions by (3.35) and (3.36).
3.2.2 Continuum Limit of the String Equations
Based on the path formulation of the string equations given in (3.8) and (3.9) the continuum limit of these
equations may be expressed as:
(
0
x
)
=
(
h
f
)
+jt[zj−1]
(
[η0]
[η−1]
)[
(I−zL)−1] (3.42)
=
(
h
f
)
+ t
∑
(α,β)
n−(|α|+|β|)
(
P˜
(a)
α,β,j(h,f)∂
α
xh∂
β
xf
P˜
(b)
α,β,j(h,f)∂
α
xh∂
β
xf
)
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where
∂αxF (x) =
`(α)∏
i=1
∂αix F (x)
∂βxF (x) =
`(β)∏
i=1
∂βix F (x)(
P˜
(a)
α,β,j(h,f)
P˜
(b)
α,β,j(h,f)
)
=
(
[η`(β)zj−1−`(α)−`(β)] 1
f`(β)/2
[η`(β)−1zj−1−`(α)−`(β)] 1
f((`(β)−1)/2)
)
`(α)+`(β)∏
q=1
1
mq!
[
q−1∑
γ=0
(
ηγ∂ηγ −σγ
)]mq `(α)+`(β)∏
γ=0
(1−zLγ)−1

ηγ=η
(3.43)
and
Lγ =
√
f (γ)ηγ +h
(γ) +
√
f (γ)η−1γ .
The values of m :{1,2,. ..,`(α)+`(β)}→Z are in 1-1 corresponsence with the parts of α and β and σ :
{1,2,. ..,`(α)+`(β)}→{0,1} is such that if σ(i) = 0, then m(i) is a part of α and if σ(i) = 1, then m(i) is a
part of β. Also, when α=∅=β the first product in the above formula is set to 1. The derivation of (3.43)
is explained in [56] extending a result for the even valence case established in [31].
3.2.3 String Polynomials
We observe that Lγ has the form of a Lie algebra operator in which η plays the role of a raising operator
and η−1 plays the role of a lowering operator, thus preserving the ”tridiagonal” structure from which this
asymptotic formula is derived. This leads us to introduce continuum analogues of the resolvent expressions
for the Motzkin path enumerations given by (3.6). First, relative to the potential V introduced in (2.25) we
define
φ(V )m = [η
0]V (m+1)(L(0),t) (3.44)
ψ(V )m = [η
−1]
√
f0V
(m+1)(L(0),t) (3.45)
where L(0) =√f0η+h0 +
√
f0η
−1 and V (k) denotes the kth partial derivative of V with respect to its first
component. It should be clear that such expressions will arise natrually in the analysis of the String and
Toda equations. However it will be more practical to work with slightly simplified analogues that are more
directly related to the continuum limit of the resolvent of L. We will refer to these analogues as string
polynomials and define them, relative to a fixed valence j (which replaces the role of the fixed potential V ),
by
φm = (j)m+1[z
j−m−1][η0]
(
1−zL(0)
)−1
= (j)m+1[η
0]
(√
f0η+h0 +
√
f0η
−1
)j−m−1
(3.46)
ψm = (j)m+1[z
j−m−1][η−1]
√
f0
(
1−zL(0)
)−1
= (j)m+1[η
−1]
√
f0
(√
f0η+h0 +
√
f0η
−1
)j−m−1
(3.47)
where (j)k = j(j−1)·· ·(j−k+1). We suppress indicatiing the dependence of φ and ψ on j since this will
generally be clear from context. Clearly these functions are polynomials in h0 and
√
f0 but as we shall see
in section 4.1 they have a great deal more structure.
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3.3 Extension to Mixed Valence
The extension of our results to the general case of follows, from what we have already described, by linearity.
In the string equations this is accomplished by simply replacing (3.42) with(
0
x
)
=
(
h
f
)
+
J∑
j=1
jtj [z
j−1]
(
[η0]
[η−1]
)[
(I−zL)−1].
This corresponds with the general form of the string polynomials given by (3.44) and (3.45).
Similarly, for the Toda equations one takes linear combinations of (3.37), respectively (3.38), according
to
∂
∂ξ
=
J∑
j=1
αj
∂
∂tj
. (3.48)
3.4 Some bosonic versions of string equations
Using some of the continuum limit formulations we have derived in the general valence setting, one may
further derive a number of elegant and useful relations. For instance, one may invert (2.24) to express the
coefficients of the genus expansion in terms of these cumulants:
logb2k(x,~t) =
(
e
1
k∂x−2+e− 1k ∂x
) 1
k2
logτ2n(x,~t)
=4sinh2
(
1
2k
∂x
)
1
k2
logτ2n(x,~t)
The Taylor expansion of hyperbolic cosecant squared is
csch2(X) =
∑
m≥0
(1−2m)22mB2m
(2m)!
X2m−2
where the coefficients Bm are the Bernoulli numbers. This establishes an elegant relation that had been
formally derived, using Euler-Maclaurin expansions, in [9]:
1
k2
logτ2n(x,~t) =
1
4
csch2
(
1
2k
∂x
)
logb2k(x,~t)
=
∑
m≥0
(1−2m)B2m
(2m)!
(
1
k
∂x
)2m−2
logb2k(x,~t)
=
∑
g≥0
N−2g
g∑
m=0
(1−2m)B2m
(2m)!
∂2m−2x Cg−m(f0,f1,. ..,fg)(x,~t) (3.49)
Next, we recall from Theorem 3.5 of [32] the formula relating the coefficients of the asymptotic partition
function to the asymptotic a recursion coefficients (see also (3.25)):
hg(1,~t) =
∑
2g1 +m=g+1
g1≥0 ,m>0
− 1
m!
∂m+1
∂s1∂wm
[
Eg1 (w,s1,t2,t3,. ..)
]
s1=t1,w=1
(3.50)
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Multiplying by k−g and summing one has∑
g≥0
hg(1,~t)k
−g =
∑
g≥0
k−g
∑
2g1 +m=g+1
g1≥0 ,m>0
− 1
m!
∂m+1
∂s1∂wm
[
Eg1 (w,s1,t2,t3,. ..)
]
s1=t1,w=1
(3.51)
= −
∑
g1≥0
∑
m≥0
1
(m+1)!
k−(m+1)
∂m+1
∂wm+1
[
k−2g1+1
∂
∂s1
Eg1 (w,s1,t2,t3,. ..)|s1=t1
]
w=1
= −
(
e
1
k ∂x−1
)∑
g≥0
k−(2g−1)
[
∂
∂s1
Eg (w,s1,t2,t3,. ..) |s1=t1
]
w=1
. (3.52)
The bosonic operator appearing in (2.24) is invertible, in the sense of pseudo-differential operators, modulo
”constants” (in w). As seen from (2.23) the only functions in the kernel are those taken into themselves under
translation in w by 1/k for general k; this amounts to saying that the recursion operators are constant in n
at least asymptotically. However this is not the case for the exponentially weighted orthogonal polynomials
we consider. (Alternatively, one could argue that there are no terms constant in w in the coefficients of
the genus expansion since these would correspond to faceless maps, but every map has at least one face.)
Hence we may work orthogonal to the kernel. To make this effective, we open up the w-differentiation to
one further order before evaluating at 1. This is possible by the analyticity with respect to parameters of
the genus expansion that was established in [30]. Thus one may write
∂
∂w
∑
g≥0
hg(w,~t)|w=1k−g = −
(
e
1
k ∂x−1
)∑
g≥0
k−(2g−1)
∂2
∂w∂s1
Eg (w,s1,t2,t3,. ..) |s1=t1,w=1
so that the bosonic operator is acting purely on gradients. One may now write
1
k∂x
e
1
k ∂x−1
∑
g≥0
hg(w,~t)
∣∣∣
w=1
k−g = −
∑
g≥0
k−2g
∂2
∂w∂s1
Eg (w,s1,t2,t3,. ..) |s1=t1,w=1.
But now we recognize from the generating function for Bernoulli numbers that by the pseudo-differential
calculus one may expand the operator on the left-hand side of the previous equation to get
∞∑
m=0
Bm
m!
1
km
∂m
∂wm
∑
g≥0
hg(w,~t)
∣∣∣
w=1
k−g = −
∑
g≥0
k−2g
∂2
∂w∂s1
Eg (w,s1,t2,t3,. ..) |s1=t1,w=1
(3.53)
where the coefficients Bm are again the Bernoulli numbers. Since the right hand side of this equation is an
expansion in even powers of k, one may deduce a useful corollary by collecting coefficients of odd powers of
k on the left-hand side and setting them equal to zero:
2g+1∑
m=0
Bm
m!
∂m
∂wm
h2g+1−m(w,~t)|w=1 = 0. (3.54)
This identity was also derived by purely elementary combinatorial arguments in [56].
Again, all seemingly formal manipulations made above may be justified by the results of [30]. One may
naturally extend these formulas from the case of evaluation at w= 1 to w=x.
3.5 Continuum Equations at Leading Order
The continuum equations at leading order for the Toda, differenced and string equations, at valence j= 2ν+1
may respectively be written in (non-conservative) matrix form as
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Theorem 3.1.
∂
∂t
(
h0
f0
)
+ (2ν+1)
(
B11 B12
f0B12 B11
)
∂
∂w
(
h0
f0
)
= 0 (3.55)(
0
1
)
=
(
A11 A12
f0A12 A11
)
∂
∂w
(
h0
f0
)
(3.56)(
0
x
)
=
(
h0 +(2ν+1)tB12
f0 +(2ν+1)tB11
)
=
(
φ
(V )
0
ψ
(V )
0
)
(3.57)
where
B11 = ψ0/(2ν+1)
=
ν∑
µ=1
(
2ν
2µ−1,ν−µ,ν−µ+1
)
h2µ−10 f
ν−µ+1
0 (3.58)
B12 = φ0/(2ν+1)
=
ν∑
µ=0
(
2ν
2µ,ν−µ,ν−µ
)
h2µ0 f
ν−µ
0 , (3.59)
and
A11 = φ
(V )
1 = 1+ tφ1
= 1+(2ν+1)t
ν−1∑
µ=0
(
2ν
2µ+1,ν−µ−1,ν−µ
)
(ν−µ)h2µ+10 fν−µ−10 (3.60)
A12 = ψ
(V )
1 /f0 = tψ1/f0
= (2ν+1)t
ν−1∑
µ=0
(
2ν
2µ,ν−µ−1,ν−µ+1
)
(ν−µ+1)h2µ0 fν−µ−10 , (3.61)
in which the string polynomials here are all defined relative to j= 2ν+1.
We note that the leading order Toda equations (3.55) formally have the structure of a hyperbolic system.
They in fact are equivalent to a system of conservation laws with flux vector given by
F1(ν) = ψ−1
=
ν∑
µ=0
(
2ν+1
2µ,ν−µ,ν−µ+1
)
h2µ0 f
ν−µ+1
0 (3.62)
F2(ν) = φ−1
=
ν∑
µ=0
(
2ν+1
2µ+1,ν−µ−1,ν−µ+1
)
h2µ+10 f
ν−µ+1
0 , (3.63)
where the argument ν denotes that these are the fluxes for the conservation law correspinding to valence
2ν+1.
Corollary 3.2. The continuum Toda lattice equations at leading order, for j= 2ν+1, have the form of the
conservation law
∂
∂t
(
h0(ν)
logf0(ν)
)
+
∂
∂w
(F1(ν)
F2(ν)
)
= 0. (3.64)
We set
B =
(
B11(ν) B12(ν)
B21(ν) B22(ν)
)
A =
(
A11(ν) A12(ν)
A21(ν) A22(ν)
)
27
wher again, the dependence of these functions on ν is made to indicate the dependence on the odd valence
2ν+1. For future reference we record the following useful identities.
Lemma 3.3.
(2ν+1)B11 = ∂h0F1 (3.65)
(2ν+1)B12 = ∂f0F1 (3.66)
(2ν+1)B21 = {F1 +∂h0F2} (3.67)
(2ν+1)B22 = ∂f0F2 (3.68)
B11 = B22 (3.69)
B21 = f0B12 (3.70)
A11 = 1+(2ν+1)t∂f0B11 (3.71)
A12 = (2ν+1)t∂f0B12 (3.72)
A21 = (2ν+1)t∂h0B11 (3.73)
A22 = 1+(2ν+1)t∂h0B12 (3.74)
A11 = A22 (3.75)
A21 = f0A12. (3.76)
Proof. The relations (3.65) and (3.66) follow from comparison of (3.58), (3.59) with (3.62). Relations (3.67)
and (3.68) follow from a similar comparison with (3.63). Equation (3.71) (resp. (3.72)) follows from com-
paring (3.58) with (3.60) (resp. (3.59) with (3.61). (3.73) and (3.74) follow from (3.65), (3.66) and (3.68).
Finally (3.69 - 3.76) follow by direct calculation from (3.58, 3.59, 3.60, 3.61). Note that the coefficients of B
are expressible in terms of the gradient of F1 and those of A in terms of the hessian of F1.
3.5.1 Conservation Law Structure at Leading Order: Hodograph Transform and Riemann
Invariants
We will now show that the equations (3.56) are in fact a differentiated form of the hodograph solution of
(3.55). To this end first note that the pointwise eigenvalues of B are given by
λ± = B11±
√
f0B12 (3.77)
with corresponding left eigenvectors
(±
√
f0,1). (3.78)
We now introduce the hodograph relations [44] among the variables (t,w,h0,f0),
(±
√
f0,1)
(
h
(in)
0 (w)
f
(in)
0 (w)
)
= (±
√
f0,1)
[(
h0
f0
)
+(2ν+1)t
(
B12
B11
)]
= (±
√
f0h0 +f0)+(2ν+1)tλ±
in which the left hand side gives the initial values of h0 and f0 giving the initial curve, at t= 0 that
determines a unique integral surface a solution to the leading order PDE. In our case these initial values are
h
(in)
0 (w) = 0,f
(in)
0 (w) =w corresponding to the Gaussian weight. In this case the hodograph solution reduces
to
w = (±
√
f0h0 +f0)+(2ν+1)tλ± . (3.79)
For this choice of initial values we refer to this integral surface, and its corresponding solution, as a regular
surface or the (2ν+1)-regular surface when we want to specify the particular equation in the continuum
Toda hirearchy for which this is an integral surface.
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Note that by subtracting and adding the two (±) equations in (3.79) one recovers an integrated form of
(3.56),
h0 +(2ν+1)tB12 = 0 (3.80)
f0 +(2ν+1)tB11 = w. (3.81)
Inversely, differentiating these equations with respect to w and using the identities (3.65 - 3.76) directly
yields the equations (3.56). Thus the leading order continuum difference string equations are equivalent to
the hodograph relations (3.79). We now show independently that these hodograph relations implicitly give
the solution of the continuum Toda equations.
Lemma 3.4. A local solution of (3.55) is implicitly defined by (3.80) and (3.81).
Proof. The annihilator of the differentials of (3.79) satisfy(
dw−(2ν+1)λ+dt
dw−(2ν+1)λ−dt
)
=
[( √
f0 1+
1
2
h0√
f0
−√f0 1+ 12 h0√f0
)
+(2ν+1)t
(
∂λ+
∂h0
∂λ+
∂f0
∂λ−
∂h0
∂λ−
∂f0
)](
dh0
df0
)
=
[ √
f0
(
A11 +
√
f0A12
) (
A11 +
√
f0A12
)
−√f0
(
A11−
√
f0A12
) (
A11−
√
f0A12
) ](dh0
df0
)
(3.82)
which determines a two-dimensional distribution locally on the space (t,w,h0,f0). In deriving the second
line of this annihilator equation, use was made of the identities (3.71 - 3.74) and the first of the hodograph
equations (3.80). This may be rewritten in diagonal form as
dw
dt
−(2ν+1)λ± =
√
f0
(
A11±
√
f0A12
) dr±
dt
where
r±=h0±2
√
f0. (3.83)
From this one sees that away from where the matrix on the right hand side fails to have maximal rank; i.e.,
away from the locus where A211−f0A212 = 0, this exterior differential system determines a well-defined integral
surface over the (t,w) plane whose characteristic curves are given by the left hand side: dwdt = (2ν+1)λ± which
is equivalent to the Toda equations (3.55) in Riemann inavariant form,
∂
∂t
(
r+
r−
)
+ (2ν+1)
(
λ+ 0
0 λ−
)
∂
∂w
(
r+
r−
)
= 0. (3.84)
We now state and prove a standard result which is, nevertheless, interesting in out setting.
Proposition 3.5. The Riemann invariants, r± are respectively constant along the integral curves (charac-
teristics) of the respective ode’s dxdt = jλ±(r+,r−), where j= 2ν+1.
Proof. We have from (3.84) that
∂tr±+jλ±∂xr± = 0
So, if x±(t) satisfies
dx±
dt
= jλ±,
then
∂tr±+
dx
dt
∂xr± = 0
d
dt
r±(t,x±(t)) = 0
where the second equation follows from the first by the chain rule. Hence r± is indeed constant along the
respective charaacteristics x±(t).
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Of course the precise form of these characteristics are determined by the curve of initial data one chooses
for the characteristic ode’s. In our case of single valence this curve is determined by the self-similar scaling
associated to Euler’s relation:
(x,x
j
2−1± ).
As we will see, in section 5 the inegral surface S in this case has the form of a cone over an algebraic curve
C.
3.5.2 Extension to Mixed Valence (at leading order)
By linearity, the mixed valence extensions described in section 3.3 pass naturally through the continuum
limit just described to yield, at leading order, the equations (1.6) and (1.10) in Theorem 1.
The universal form of the conservation laws given by (1.12) in Theorem 2 corresponds to the general flow
(3.48) with initial data (
∑J
j=1αjx
j/2−1,0) when the second term of (1.12) is contracted against the vector
(α1,. ..,αJ)
†.
3.5.3 ODE reduction in the case of regular (single-valence) maps
We now restrict the leading order Toda equations (3.55) to the j-regular surface (for j= 2ν+1), defined by
(3.80) and (3.81) in the 0-jet space {s,w,h0,f0} to write these equations in the form
s
(
h0,s
f0,s
)
+
(
w−
(
f0 h0
f0h0 f0
))(
h0,w
f0,w
)
= 0. (3.85)
Here we are using the variable s rather than t so that we bear in mind the suppressed x-scaling (3.21). One
may also evaluate these equations on h0,f0 in their self-similar form:
h0(s,w) = w
1/2u0(sw
ν−1/2)
f0(s,w) = wz0(sw
ν−1/2).
From this scaling relation one may deduce the zero-order exchange relations
w∂wf0 = f0 +
j−2
2
s∂sf0 (3.86)
w∂wh0 = (1/2)h0 +
j−2
2
s∂sh0. (3.87)
It is straightforward to then calculate that the induced ODE reduction, with respect to the similarity variable
ξ=swν−1/2 of (3.55) takes the form(
ξh′0
ξf ′0
)
= − 1
D
(
jw−(j−2)
(
f0 −h0
−f0h0 f0
))(
w−
(
f0 h0
f0h0 f0
))(
h0
2f0
)
(3.88)
=
−js
D
(
2w+j(j−2)s
(
B11 −B12
−f0B12 B11
))
B
(
h0
2f0
)
(3.89)
where ′=d/dξ and
D = (jw−(j−2)f0)2−f0(j−2)2h20 (3.90)
= d+ ·d− ;
d± = (jw−(j−2)f0)±(j−2)
√
f0h0. (3.91)
Combining (3.85) and the above exchange relations to derive(
jw−(j−2)
(
f0 h0
f0h0 f0
))(
h0,w
f0,w
)
=
(
h0
2f0
)
.
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Inverting this gives (
h0,w
f0,w
)
=
1
D
(
jw+(j−2)
( −f0 h0
f0h0 −f0
))(
h0
2f0
)
. (3.92)
From this one may directly derive that the w-derivatives of the Riemann invariants (3.83) are concisely given
by
∂wr± =
r±
d∓
(3.93)
Combining this with (3.84) one has the diagonal system
∂sr± = −j λ±r±
d∓
; (3.94)
λ± = B11±
√
f0B12 (3.95)
=
(w−f0)∓
√
f0h0
js
(3.96)
where the third line follows from the hodograph equations (3.80 - 3.81) so that (3.94) may be rewritten as
s∂sr± =
(f0−w)±
√
f0h0
d∓
r± . (3.97)
We note that (3.93) and (3.97) only depend on the valence through d±.
Multiplying out (3.92) one can prolong the regular surface to the 1-jet space in the patch {w,h0,f0} via
the formula (
h0,w
f0,w
)
=
1
D
(
jw−(j−2)
(
f0 −h0
−f0h0 f0
))(
h0
2f0
)
=
(
h0
j(f0+w)−2f0
D
−f0 δf0D(j−2)D
)
. (3.98)
We note that, in the coordinate patch {s,h0,f0}, this extension takes the form(
h0,w
f0,w
)
=
( −A12
A211−f0A212
A11
A211−f0A212
)
. (3.99)
We next introduce a relation that will be important for the further topics that we examine in this paper.
We already noted that, with regard to (3.82), well-defined solution curves of the continuum Toda system
could be constructed away from the locus where A211−f0A212 = 0. From (3.93) and (3.97) it seems reasonable
that this locus should bear some relation to that of D=d+ ·d−. In fact one has
A211−f0A212 =
1
f20w−f0h20w
(3.100)
=
D
f0(4f0−h20)
(3.101)
=
−1
f0
d+ ·d−
r+ ·r− (3.102)
=
−1
f0∂wr+ ·∂wr− (3.103)
where (3.100) follows from the fact that
A−1 =
[
f0w h0w
f0h0w f0w
]
, (3.104)
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which in turn follows from (3.56), by taking determinants; (3.101) from the last line of (3.98) by direct
calculation and the next two equations by definition and (3.93) respectively.
Finally, comparing the last line of (3.98) to (3.99) one also has
A12 =
h0(jw+(j−2)f0)
f0(h20−4f0)
(3.105)
A11 =
2jw+(j−2)(h20−2f0)
4f0−h20
. (3.106)
For subsequent use we introduce some rescalings which will be further motivated in Section 5
y0 =
h20
f0
F̂1 = 1
2ν+1
ν∑
µ=0
(
2ν+1
2µ,ν−µ,ν−µ+1
)
yµ0
B̂11 = 2y
1/2
0 ∂y0F̂1
B̂12 = (ν+1)F̂1−y0∂y0F̂1.
4 The Hopf Algebra Characterization of String Polynomials
This section will reveal a remarkable connection between Bessel functions, Appell polynomials and explicit
solutions to the Continuum Toda-String Equations. At some level this is perhaps not surprising given the
seminal role that Bessel functions play in the proof of the Baik, Deift, Johansson result [1]. However,
there it came out of a structural relation with Toeplitz determinants, whereas here it stems from Hankel
determinants. Nevertheless, this may suggest deeper relations.
4.1 The Binomial Hopf Algebra and its Umbral Calculus
We briefly review here the elements of the theory of Hopf algebras, and in particualr the binomial Hopf
algebra, that we will need. For background, and more details we refer the reader to [49] and [43]. For us the
binomial Hopf algebra is the ring of polynomials Q[ζ] with co-multiplication given by
∆ζn =
n∑
k=0
(
n
k
)
ζk⊗ζn−k.
One considers the dual vector space, Q[ζ]∗ of all linear functionals on this algebra and denotes the action
of such a functional, Λ, on a polynomial p(ζ) by 〈Λ|p(ζ)〉. An element of this dual space is determined by its
values on a basis and so, in particular one may uniquely associate the functional to a sequence of numbers
ak = 〈Λ|ζk〉.
There is then a naturally induced convolution on any two functionals, Λ,Ξ with respective sequences, ak,bk,
given in terms of the co-multiplication by
〈Λ∗Ξ|ζn〉 = (Λ⊗Ξ)∆ζn
=
n∑
k=0
(
n
k
)
〈Λ|ζk〉〈Ξ|ζn−k〉
=
n∑
k=0
(
n
k
)
akbn−k.
One may then associate to each element of the dual space a formal exponential generating function g(t) =∑n
k=0
an
n! t
n. This sets up a one-to-one correspondence between the dual space of the binomial Hopf algebra
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and the space of formal exponenetial generating functions in which convolution of functionals corresponds
to the product of associated generating functions. In other words the algebra structure on Q[ζ]∗ induced by
convolution is isomorphic to the natural algebraic structure on the space of formal generating functions. So
from now on, discussions of this dual space will largely be phrased solely and simply in terms of generating
functions by writing
〈g(t)|ζk〉 = ak.
Given all this it is natural to consider, more generally, linear operators on the binomial Hopf algebra and
their relation to linear operators on Q[ζ]∗. An example of this is the differentiation operator ∂k acting on
the algebra of polynomials. With respect to the diagonal inner product for the monomial basis of Q[ζ]
(ζj ,ζk) = δjk
this is represented as
∂kp(ζ) =
∑
n≥0
(n)k(p(ζ),ζ
n)ζn−k
where (n)k =n(n−1)·· ·(n−k+1). Acting on the basis element p(ζ) = ζn, this becomes the linear functional
∂kζn =
{
(n)kζ
n−k 0≤k≤n
0 k>n
One may use this to introduce another role for the algebra of generating functions: take tk to denote the
symbol for ∂k, so that
tkζn =
{
(n)kζ
n−k 0≤k≤n
0 k>n
Then one may extend this to define a generating function
f(t) =
∞∑
k=0
ak
k!
tk
as a linear operator on Q[ζ] by
f(t)ζn =
n∑
k=0
(
n
k
)
akζ
n−k. (4.1)
We note that we are now using a generating function operationally in two different ways as representing a
linear functional and as representing a linear operator on Q[ζ], or notationally as 〈f(t)|p(ζ)〉 and f(t)p(ζ).
This notational distinction and context will hopefully keep these different roles clear. The utility of these
two different usages is given by the following result which intertwines them:
Theorem 4.1. [49]
〈f(t)g(t)|p(ζ)〉 = 〈g(t)|f(t)p(ζ)〉.
The product of generating functions here corresponds to composition of operators. An immediate conse-
quence of the theorem is
〈f(t)|p(ζ)〉 = 〈t0|f(t)p(ζ)〉;
in other words, applying the functional f(t) to p(ζ) is the same as applying the operator and then evaluating
at ζ= 0. This operator representation gives us another way to approach the bosonic operators introduced in
section 3.4. One has
eσtζn=
∞∑
k=0
tkζn=
n∑
k=0
(
n
k
)
σkζn−k = (ζ+σ)n.
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By linearity it follows that
eσtp(ζ) = p(ζ+σ)
Since t here stands for ∂=∂ζ , this coincides with equation (2.23) for polynomials and will therefore extend
to anlaytic functions by the Weierstrass approximation theorem (which applies in the case of our generating
functions for map enumeration).
Finally note that one can take t
k
k! as a dual basis in the binomial Hopf algebra; indeed,
〈tk|ζn〉 = n!δk,n.
Moreover, now that the role of generating functions in defining linear operators has been established we will
often adopt the notation g(∂) in place of g(t) which will also help to distinguish the usage between operators
and linear functionals. One sees that the form (4.1) may also be written as
g(∂)ζn =
n∑
j=0
(
n
j
)
〈g(t)|ζj〉 · |ζn−j〉
=
n∑
k=0
(
n
k
)
an−kζk.
4.2 Appell Polynomials Generated by Inverse Bessel Functions
From this point on we are going to restrict attention to invertible g(t) (i.e., g(0) 6= 0). Now multiply each tkk!
by g(t) to get the basis g(t) t
k
k! . It clearly has a dual basis of polynomials given by sn(ζ) =g(∂)
−1ζn. These
are called the Appell polynomials determined by g(t). We list here some of the more salient properties of the
Appell polynomials.
∞∑
k=0
sk(ζ)
k!
tk =
1
g(t)
eζt (4.2)
sn(ζ+σ) =
n∑
k=0
(
n
k
)
sk(σ)ζ
n−k (4.3)
∂sn(ζ) = nsn−1(ζ) (4.4)
h(t) =
∞∑
k=0
〈h(t)|sk(ζ)〉
k!
g(t)tk (4.5)
p(ζ) =
∑
k≥0
〈g(t)|∂kp(ζ)〉
k!
g(t)sk(ζ) (4.6)
ζsn(ζ) = sn+1(ζ)+
n∑
k=0
(
n
k
)
〈g′(t)|sn−k(ζ)〉sk(ζ) (4.7)
〈h(t)|p(aζ)〉 = 〈h(at)|p(ζ)〉 (4.8)
〈h(t)|ζp(ζ)〉 = 〈h′(t)|p(ζ)〉. (4.9)
There are many classical examples of Appell polynomials. Among these are the Hermite polynomials asso-
ciated to g(t) =et
2/2 :Hn(ζ) =e
−∂2/2ζn.
Pertinent to this paper, we will now show that the sequence of polynomials, B̂12(ν), indexed by ν and
regarded as functions of ζ=
√
y0, that were introduced at the end of Section 3, are the even elements of
a sequence of Appell polynomials. A related correspondence will also be shown to hold for B̂11(ν). The
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exponential generating function which generates the B̂12(ν) is the inverse of the modified Bessel function of
the first kind of order 0,
g(t) =
1
I0(2t)
I0(2t) =
∞∑
µ=0
t2µ
(µ!)2
=
∞∑
µ=0
(
2µ
µ
)
t2µ
2µ!
Sn(ζ)
.
= I0(2∂)ζ
n
S2ν(ζ) =
ν∑
µ=0
(
2ν
2µ
)(
2(ν−µ)
ν−µ
)
ζ2µ=
ν∑
µ=0
(
2ν
2µ,ν−µ,ν−µ
)
ζ2µ (4.10)
S2ν+1(ζ) =
ν∑
µ=0
(
2ν+1
2µ+1
)(
2(ν−µ)
ν−µ
)
ζ2µ+1 =
ν∑
µ=0
(
2ν+1
2µ+1,ν−µ,ν−µ
)
ζ2µ+1 (4.11)
B̂12(ν) = S2ν(
√
y0). (4.12)
Similarly B̂11(ν) is associated to the inverse of the modified Bessel function of order 1.
g(t) =
t
I1(2t)
I1(2t) =
1
2
d
dt
I0(2t) =
1
2
∞∑
µ=1
2µ t2µ−1
(µ!)2
=
∞∑
µ=1
t2µ−1
(µ−1)!µ!
I1(2t)
t
=
∞∑
µ=0
1
2µ+1
(
2µ+1
µ
)
t2µ
2µ!
Rn(ζ)
.
= I1(2∂)∂
−1ζn
∂R2ν(ζ) = ∂
ν∑
µ=0
(
2ν
2µ
)
1
2(ν−µ)+1
(
2(ν−µ)+1
ν−µ
)
ζ2µ=
ν∑
µ=1
(
2ν
2µ
)
2µ
2(ν−µ)+1
(
2(ν−µ)+1
ν−µ
)
ζ2µ−1
=
ν∑
µ=1
(
2ν
2µ−1,ν−µ,ν−µ+1
)
ζ2µ−1
= 2νR2ν−1(ζ)
∂R2ν+1(ζ) = ∂
ν∑
µ=0
(
2ν+1
2µ+1
)
1
2(ν−µ)+1
(
2(ν−µ)+1
ν−µ
)
ζ2µ+1
=
ν∑
µ=0
(
2ν+1
2µ+1
)
2µ+1
2(ν−µ)+1
(
2(ν−µ)+1
ν−µ
)
ζ2µ
=
ν∑
µ=0
(
2ν+1
2µ,ν−µ,ν−µ+1
)
ζ2µ (4.13)
= (2ν+1)R2ν(ζ)
B̂11(ν) = ∂R2ν(
√
y0) = 2νR2ν−1(
√
y0) (4.14)
(2ν+1)F̂1(ν) = R2ν(√y0).
Remark 4.2. In [31] and [26] it was observed that for even valence, the key equations at leading order have
a fundamental connection to the polynomial relations satisfied by z0 as a consequence of its characterization
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as a generating function for Catalan numbers. Something like that is going on with B̂11(ν) and B̂12(ν) in
the case of odd valence as well, although it is a bit more intricate to observe. Applying the scaling relation
(4.8) one has that B̂12(−y0) (which is relevant for studying the behavior of B̂12(y0) along the negative real
axis) corresponds to the generating function I0(−2it) =J0(2t) where J0(t) is the order zero Bessel function
of the first kind. The Bessel function of order n (respectively modified Bessel funciton of order n) satisfies
the second order linear ode
t2Y ′′+ tY ′+(t2−n2)Y = 0 (4.15)
t2Y ′′+ tY ′−(t2 +n2)Y = 0. (4.16)
Applying the Fourier transform, F , to these ode’s transforms them to algebraic equations which are readily
solved. One may then determine that the Fourier transform of J0 satisfies
1
2
F [J0(t)](2
√
w) = (1−4w)−1/2 (4.17)
= (1−w∂w)C(w)
= f0w(t4 = 1) when the valence equals 4
where C(w) is the generating function for the standard Catalan numbers.
We conclude this subsection with a derivation of some striking properties of B̂12 and B̂11 and relations
between them. First, note that
Lemma 4.3.
B̂12−y1/20 B̂11 = S2ν(
√
y0)−ζ∂ζR2ν(√y0) (4.18)
has a corresponding generating function which is not invertible. Hence, this sequence of polynomials cannot
be Appell.
Proof. From our prior derivations we have
B̂12−y1/20 B̂11 = S2ν(
√
y0)−ζ∂ζR2ν(√y0)
Applying the umbral calculus shows that the polynomials on the RHS correspond to the generating function
I0(2t)−∂ttI1(2t)
t
= I0(2t)−∂tI1(2t)
=
∞∑
µ=0
(
2µ
µ
)
t2µ
2µ!
−
∞∑
µ=0
(
2µ+1
µ
)
t2µ
2µ!
= −
∞∑
µ=1
(
2µ
µ
)
µ
µ+1
t2µ
2µ!
which is not invertible.
We next turn to an important characterization of the roots of the Appell polynomials.
Proposition 4.4. Sn(ζ), viewed as a function of a complex ζ variable, has exactly n zeroes (which must
therefore be simple) along the imaginary axis in the complex ζ plane which are symmetric about the origin
and the zeroes of Sn−1(ζ) interlace those of Sn(ζ). B̂12(ν) is inductively given by
B̂12(ν) = ∂
−2S2ν−2(
√
y0)+C2ν (4.19)
where C2ν =
(
2ν
ν
)
are the coefficients of the generating function (1−w∂w)C(w) (C(w) here is the generating
function for the standard Catalan numbers) which in turn is related to the Fourier transform of the Bessel
function of the first kind as in (4.17). Consequently, one further has that B̂12(ν)(y0) has ν negative real
zeroes as a function of y0.
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We defer the proof to Appendix B
There is an entirely analogous result, with analogous proof, concerning the zeros of y
1/2
0 B̂11(ν):
Proposition 4.5. Rn(ζ) has exactly n zeroes (which must therefore be simple) along the imaginary axis
in the complex ζ plane which are symmetric about the origin and the zeroes of Rn−1(ζ) interlace those of
Rn(ζ). B̂11(ν) is explicitly given by
B̂11(ν) = ∂
−1R2ν−2(
√
y0) (4.20)
with constant of integration set to zero. Consequently, one has that y
1/2
0 B̂11(ν)(y0) has ν negative real zeroes
as a function of y0.
Remark 4.6. The previous two propositions establish properties for the two respective sequences of Appell
polynomials that are standard properties of orthogonal polynomials; namely, that their zeroes are distinct and
real and the zeroes of successive polynomials in each sequence interlace. For orthogonal polynomials this is
a direct consequence of the fact that the recurrence formulae for the polynomials is a symmetric tri-diagonal
matrix [18]. There is an extension of this to a subclass of Appell polynomials known as multiple orthogonal
polynomials (the term multiple here refers to the fact that these polynomials are orthogonal with respect to a
multiple collection of measures on the line rather than just one). In these cases the recurrence matrix is of
bounded bandwidth (or height) about the diagonal independent of n. (See [55] for more details and [29] for
an example related to random matrix theory.) However, examination of the recurrence formula in the cases
of Sn and Rn shows the recurrence matrices here are far from being bandwidth bounded. So this appears to
be a genuinely new type of zero-interlacing result within the class of Appell polynomials.
Remark 4.7. The polynomials B̂12(y0) and y
1/2
0 B̂11(y0) can be rewritten in the form
ζν +a1ζ
ν−1 + ·· ·+aν−1ζ+c+bν−1ζ−1 + ·· ·+b1ζ−ν−1 +b0ζ−ν (4.21)
by multiplying through by ζ−ν where ζ=
√
y0. In this form they are referred to as trigonometric polynomials
which, thought of as mappings from P1 to P1, have a point in the image (∞) with only two preimages (poles).
The topological classification of such mappings and description of their combinatorial significance was carried
out by Arnold and his school in a series of papers (see [3]).
4.3 String Polynomials and Appell Polynomials
In the previous subsections we have seen connections between the Appell polynomials Sn and Rn and certain
string polynomials, φ0 and ψ0. In this subsection we will develop this connection systematically and in fuller
generality. We first recall the well-known generating function for modified Bessel functions of order n,In(t),
which satisfy (4.16) and are unbounded at +∞:
eX(η+η
−1) =
∞∑
n=−∞
In(2X)η
n. (4.22)
We frist show how to relate the string polynomials to the Bessel functions I0 and I1 using the definitions
(3.46 - 3.47)
ψm = [η
−1]
√
f0(j)m+1
(√
f0η+h0 +
√
f0η
−1
)j−m−1
=
√
f0j![s
j−1−m][η1]
∑
`≥0
s`
`!
(√
f0η+h0 +
√
f0η
−1
)`
=
√
f0j![s
j−1−m]
(
esh0 [η1]es
√
f0(η+η
−1)
)
=
√
f0j![s
j−1−m]esh0I1(2s
√
f0) (4.23)
φm = j![s
j−1−m]esh0I0(2s
√
f0) (4.24)
37
where in the last line of the derivation for ψm we have made use of (4.22). The derivation for φm is entirely
similar. We note that the variable s introduced here is an independent variable; in particular, it has no
relation to the variable introduced in (3.21).
We introduce an extension of the string polynomials that will prove quite useful in Section 8:
Φn
.
= In(2s
√
f0)e
sh0 (4.25)
ψn =
√
f0j![s
j−1−n]Φ1 (4.26)
φn = j![s
j−1−n]Φ0 (4.27)
The string polynomials can be directly related to our Appell polynomials. This is seen in the following
direct calculation where we make use of the change of variables from the coordinates (h0,
√
f0) to the
characteristic coordinates (y0,
√
f0) where y0 =h0/
√
f0 and with j= 2ν+1:
φm = f
2ν−m
2
0 [η
0](2ν+1)m+1
(
η+
√
y0 +η
−1)2ν−m
= (2ν+1)m+1f
2ν−m
2
0
∑
µ≥0
(
2ν−m
2(ν−µ)−m,µ,µ
)
(η)
µ(
η−1
)µ
(
√
y0)
2(ν−µ)−m
= (2ν+1)m+1f
2ν−m
2
0
∑
µ≥0
(
2ν−m
2(ν−µ)−m,µ,µ
)
(
√
y0)
2(ν−µ)−m
= (2ν+1)m+1f
2ν−m
2
0 S2ν−m(
√
y0)
= f
2ν−m
2
0 ∂
m+1S2ν+1(ζ)
∣∣∣
ζ=
√
y0
= f
−m+12
0 (∂
√
y0)
m+1F̂2(√y0)
ψm = f
2ν−m+1
2
0 [η
−1](2ν+1)m+1
(
η+
√
y0 +η
−1)2ν−m
= (2ν+1)m+1f
2ν−m+1
2
0
∑
µ≥0
(
2ν−m
2(ν−µ)−m−1,µ,µ+1
)
(
√
y0)
2(ν−µ)−m−1
= (2ν+1)m+1f
2ν−m+1
2
0 ∂R(2ν−m)(
√
y0)
= f
2ν−m+1
2
0 ∂
m+2R2ν+1(ζ)
∣∣∣
ζ=
√
y0
= f
−m+12
0 (∂
√
y0)
m+1F̂1(√y0).
In particular, one has:
φ−1 = f
2ν+1
2
0 S2ν+1(
√
y0) (4.28)
φ0 = (2ν+1)f
ν
0 S2ν(
√
y0) (4.29)
ψ−1 = f
2ν+2
2
0 ∂R2ν+1(
√
y0) (4.30)
ψ0 = (2ν+1)f
2ν+1
2
0 ∂R2ν(
√
y0) (4.31)
The following proposition summarises the above calculation and also relates it to our earlier defined fluxes
and flux gradients.
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Proposition 4.8. With y0 =
h20
f0
one has for j= 2ν+1,
(
φm
ψm
)
= (2ν+1)m+1
(
f
2ν−m
2
0 S(2ν−m)(
√
y0)
f
2ν−m+1
2
0 ∂R(2ν−m)(
√
y0)
)
= (2ν+1)m+1
(F2(ν− m+12 )F1(ν− m+12 )
)
for m odd
= (2ν+1)m+1
(
B12(ν− m2 )
B11(ν− m2 )
)
for m even
where (j)m= j ·(j−1)·· ·(j−m+1) is the descending factorial.
This can also be extended to the case of even valence:
Proposition 4.9. For j= 2ν (ν >1), h0≡0 and m even,(
φm
ψm
)
j=2ν
= (2ν)m+1
{(
2ν−m
ν−m2
)
f
ν−m2
0
0
;
and for j= 2ν (ν >1), h0≡0 and m odd,(
φm
ψm
)
j=2ν
= (2ν)m+1
{
0( 2ν−m
ν−m−12
)
f
ν−m−12
0
.
4.4 Appell Polynomials and Conservation Laws
Here we recall some of our earlier results from Section 3.5 on left eigenvalues, characteristic speeds, and
corresponding left eigenvectors of this system but here expressed in terms of string and Appell polynomials:
Corollary 4.10.
λ± = B11±
√
f0B12
=
ψ0±
√
f0φ0
2ν+1
= f
2ν+1
2
0 (∂R2ν(
√
y0)±S2ν(√y0));
~`± =
(
±
√
f0,1
)
z0 =
S2ν(ζ)
S2ν(ζ)−ζ∂R2ν(ζ)
∣∣∣
ζ=
√
y0
h0 =
√
f0y0
ξ2 =
1
(2ν+1)2
w2ν−1y0
f2ν−10 S2ν(
√
y0)2
=
√
f0y0
w−1
φ20
w1/2ξ = −h0
φ0
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The diagonalized, or Riemann invariant, form of the system is then given by
∂
∂t
(
r+
r−
)
+ (2ν+1)
(
λ+ 0
0 λ−
)
∂
∂w
(
r+
r−
)
= 0, (4.32)
r± = h0±2
√
f0 (4.33)
= ±
√
f0 (2±√y0) , (4.34)
∂
∂w
(
r+
r−
)
=
(
1
d−
0
0 1d+
)(
r+
r−
)
; (4.35)
d± = jw±(j−2)f0(√y0∓1) (4.36)
= (2ν+1)w±(2ν−1)f0(√y0∓1).
4.5 Unwinding Identity
Finally we examine how the string polynomials transform under differentiation with respect to x and derive
a key identity for future calculations. Here h0 and f0 depend on x as specified in (3.31 - 3.32) and
′=∂x.
Proposition 4.11. (Unwinding Identity)
∂x
(
φm−1
ψm−1
)
=
(
h′0 f
′
0/f0
f ′0 h
′
0
)(
φm
ψm
)
Proof: We will use the following identities which are easily obtained from the Taylor series for Bessel
functions:
I ′0(2X) = I1(2X)
I ′1(2X) = I0(2X)−
1
2X
I1(2X)
Now the calculation:
∂x
(
φm−1
ψm−1
)
=
∑
j
j! t˜j [s
j−m]∂x
(
esh0I0(2s
√
f0)√
f0e
sh0I1(2s
√
f0)
)
=
∑
j
j! t˜j [s
j−m]
(
sh′0e
sh0I0(2s
√
f0)+e
sh0 sf
′
0√
f0
I ′0(2s
√
f0)
f ′0
2
√
f0
esh0I1(2s
√
f0)+
√
f0sh
′
0e
sh0I1(2s
√
f0)+
√
f0e
sh0 sf
′
0√
f0
I ′1(2s
√
f0)
)
=
∑
j
j! t˜j [s
j−m]s
(
h′0e
sh0I0(2s
√
f0)+
f ′0
f0
√
f0e
sh0I1(2s
√
f0)√
f0h
′
0e
sh0I1(2s
√
f0)+
√
f0e
sh0 f
′
0√
f0
I0(2s
√
f0)
)
=
∑
j
j! t˜j [s
j−m−1]
(
h′0 f
′
0/f0
f ′0 h
′
0
)(
esh0I0(2s
√
f0)√
f0e
sh0I1(2s
√
f0)
)
=
(
h′0 f
′
0/f0
f ′0 h
′
0
)(
φm
ψm
)
.
5 Characteristic Geometry
In the proof of Lemma 3.4 we observed that the system (3.82) determines an integral surface and presents it,
locally, as a graph over the (w,s)-plane away from the caustics contained in the locus defined by A211−f0A212 =
0. However one can take a more global point of view and define this integral surface as the zero set of the
hodograph equations (3.80 - 3.81), in which case the surface may be smoothly coordinatized even in a
neighborhood of the caustics and so is, in fact, a two-dimensional manifold.
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Given this integral surface’s definition as the zero set of the hodograph equations, it is natural to view
our results within a commutative algebra framework. Our study of the leading order continuum equations
in the previous subsection may be posed within the coordinate ring
S =
Q[s,w,h0,f0]
I (5.1)
where I is the string ideal generated by the leading order continuum string (hodograph) equations, (3.80 -
3.81). One may also think of S as a module over the local ring Q[w,w−1]. This gives S a natural grading by
powers of w. With respect to the self-similar variable ξ=swν−1/2 one may rewrite this ring as
Sw =
Q[w,w−1][ξ,u0,z0]
Iw (5.2)
where Iw is the ideal generated by
1−z0 = (2ν+1)ξB˜11 = ξψ˜0 (5.3)
−u0 = (2ν+1)ξB˜12 = ξφ˜0,
where B˜11 =w
−(ν+1/2)B11 and B˜12 =w−νB12, which is manifestly contained in the level zero component
of the grading. The generating functions hg,fg and Eg are elements of the function field of Sw which we
will denote K . The grading on Sw extends to those elements of K; in particular, the generating functions
respectively lie in unique graded components of non-positive weight.
With respect to this structure, the integral surface S associated to Sw may be viewed as a family of
algebraic curves over a base C∗ which has coordinate w. Differentiation with respect to w (along the base)
corresponds automorphically to an affine differentiation with respect to ξ (along the fiber). The precise form
of this correspdence on our generating functions is given by the exchange relations,
w∂wfg = (1−2g)fg+ j−2
2
ξ∂ξfg
w∂whg = (1/2−g)hg+ j−2
2
ξ∂ξhg
which is an immediate consequence of their self-similar structure (3.31, 3.32). This viewpoint will prove to be
useful in later sections. We shall see, for instance, that Eg(s,w) =w
2−2geg(ξ) lies in the graded component
of level 2−2g so that differentiation of this element with respect to w lowers this degree by 1.
The reduction of the string and Toda equations to Riemann invariant form, (3.93) and (3.94), suggests
a corresponding reduction of the characteristic geometry. The natural variable here, which was previlusly
introduced in Section 3, is
y0 =
h20
f0
=
u20
z0
with respect to which the string relations combine to give the single relation
ξ2 =
1
(2ν+1)2
y0
(B̂12−y1/20 B̂11)2ν−1
B̂2ν+112
, (5.4)
where
B̂11 = 2y
1/2
0 ∂y0F̂1 =∂R2ν(
√
y0) (5.5)
B̂12 = (ν+1)F̂1−y0∂y0F̂1 =S2ν(
√
y0) (5.6)
F̂1 = 1
2ν+1
ν∑
µ=0
(
2ν+1
2µ,ν−µ,ν−µ+1
)
yµ0 =
1
2ν+1
R2ν(
√
y0). (5.7)
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For example in the trivalent case this becomes
ξ2 =
1
9
y0 (2−y0)
(2+y0)
3 . (5.8)
We will also make use of the following identities which are deducible from the string equations (5.3),
1− 1
z0
=
y
1/2
0 B̂11
B̂12
(5.9)
d̂± =
(
2−j
(
1− 1
z0
))
±(j−2)√y0 (5.10)
D̂ = d̂+d̂−. (5.11)
We will see that the eg, for g≥2, are in fact defined in terms of rational functions in the funciton field of
the coordinate ring
Ŝ =
Q[ξ2,y0]
Î .
Here, Î is the principal ideal generated by (5.4). Ŝ is the coordinate ring of a rational algebraic curve C
which is in 1:1 correspondence with any of the w-slices of S. By rational curve here we mean that C is
isomorphic to the projective line, P1. This fact is immediate from (5.4) which presents C as the graph of a
function, ξ2 of y0; i.e., y0 is a global uniformizing parameter for C.
For future use we also define
S˜ =
Q[w,w−1][ξ2,y0]
Î (5.12)
which is the coordinate ring of C base-extended over the w-line, thus incorporating all w-slices in one
coordinate ring.
Fig. 2 describes aspects of this curve in the trivalent case. Part (a) of this figure shows the branching of
the curve (w= 1 slice of the integral surface) occuring at (ξ2,y0) = (− 1108√3 ,2(2+
√
3)) and ( 1
108
√
3
,2(2−√3)).
These correspond respectively to the caustics d±= 0. Part (b) shows how the ξ2 coordinate of the caustic
scales with change of the slice location w, for positive, real values of w. Under this change the form of the
curve remains essentially the same as shown in (a), the only difference being a self-similar scaling.
Figure 2: a) Branches near (ξ2,y0) = (0,0) (w= 1) b) Branch point locations in (w,ξ
2)
The geometry of the curve, (5.4), would seem to get much more complicated as the (odd) valence increases.
However, a straightforward calculation reveals that, in general,
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Lemma 5.1.
y0
dξ2
dy0
= z0ξ
2
(
A211−f0A212
)
(5.13)
dξ2
dy0
= −z0ξ2 D̂
y0(y0−4) . (5.14)
Proof. Recall that the terms used on the RHS’s of the above equations were defined in (3.60, 3.61, 5.11).
Equation (5.14) is equivalent to
ξy′0 = −
2y0(y0−4)
z0D̂
.
which follows straightforwardly from (3.88) and the observation that
ξy′0 = ξ
z02u0u
′
0−u20z′0
z20
=
u0
z20
(
2z0, −u0
) ·( ξu′0
ξz′0
)
. (5.15)
Equation (5.13) then follows by (3.101).
We note that (y0−4) = 0 if and only if r+ = 0 (y1/20 =−2) or r−= 0 (y1/20 = 2).
For future use we also record here
dy0
dξ2
= −y0(y0−4)
z0ξ2D̂
(5.16)
dz0
dξ2
=
z0(y0−4)
8ξ2D̂
[(
1− 1
z0
+
√
y0
)
d̂+√
y0−2−
(
1− 1
z0
−√y0
)
d̂−√
y0 +2
]
(5.17)
dz0
dy0
= − z
2
0
8y0
[(
1− 1
z0
)(
d̂+√
y0−2−
d̂−√
y0 +2
)
+
√
y0
(
d̂+√
y0−2 +
d̂−√
y0 +2
)]
(5.18)
5.1 Branch Point Analysis
The zeroes of the right hand side of (5.14) are potential locations for branching on the integral surface,
These include zeroes of D̂ among which we expect to find branching. The only other places where branching
could occur are over ξ2 = 0 or where z0 = 0. However, from (5.4) we see that the zeroes of ξ
2 correspond
to the vanishing of (B̂12−y1/20 B̂11)2ν−1. If the vanishing of B̂12−y1/20 B̂11 is simple (as we will show to be
the case in Corollary 6.3) then, since it comes with the odd power 2ν−1, such a point must be vertically
inflectionary for ν >1 and so does not create a turning point. There are no positive, real zeroes of z0 since,
by (5.9), these would correspond to zeroes of B̂12 which is positive for positive y0. There are also apparent
singularities in (5.14). One is at y0 = 0; however, comparison with (5.4) shows that this is matched by a
factor of y0 appearing inside ξ
2 and so is removable. The apparent pole at zeores of y0 = 4 could create a
vertical tangent to the graph of ξ2 (equivalently horizontal tangents to C over ξ2); however, these may be
canceled by zeroes of the numerator as is evident from the previous example. As mentioned, B̂12 appearing
in (5.4) has no real zeroes for positive y0 and so there are no further possibilities for horizontal tangents. So
we see that, in general, genuine branching occurs only within the zeroes of D˜. As mentioned, there may also
be inflectionary points over ξ2 = 0.
We illustrate this in the valence 5 case for which the curve has the equation
ξ2 = −27
25
y0
(
y0
2−2)3
(y02 +12y0 +6)
5 . (5.19)
This is graphed in Figure 3. Again one can discern two real branch points, one to the left and one to the right
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Figure 3
Figure 4: a) Left branch along d+ = 0 b) Right branch along d−= 0
of ξ2 = 0 interpolated by an inflection point at y0 =
√
2 over ξ2 = 0. Figure 4 shows an enlarged resolution
of these two respective turning points. The curve has another inflection point at y0 =−
√
2 between two
horizontal asymptotes at y0 =−6+
√
30 and −6−√30 (Figure 5 a). A real component of the curve passes
through this inflection between the two asymptotes. Another real component lies below the asymptote
y0 =−6−
√
30 (Figure 5 b). In the extended real plane gotten by adding points over ξ2 =∞ these various
”components” are connected to one another through the asymptotes so that the real curve is topologically
equivalent to an oval. There are no other turning points beyond the two real ones depicted in Figure
4. Note that again the potential horizontal tangent at y0 = 4, was removable. The two real zeroes of
D̂/(4−y0) = 9 (y
4
0−8y30−20y20−32y0+4)
(y02+12y0+6)2
which correspond to the two places where the graph of this polynomial
crosses the y0-axis, shown in Figure 6. It follows that the other two zeroes of this quartic polynomial are
complex conjugate.
The upshot is that the relevant portion of the integral surface is the positive component since it is
connected to the Gaussian point at (ξ2,y0) = (0,0); i.e., this is the real regular surface. We will see that fg
and eg are all functions of ξ
2 (i.e., they are even in ξ) and so live naturally on this curve. The generating
functions hg are odd functions of ξ; hence, up to an overall factor of ξ these also live naturally on the curve.
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Figure 5: a) portion of C between negative asymptotes b) C below last asymptote
Figure 6: a) Graph of real D̂/(y0−4)
Moreover, since these are enumerative generating funcitons the coefficients in their Taylor-Maclaurin series
around ξ2 = 0 are real (positive rational in fact) and so they can indeed be viewed as real-valued functions
on the real Gaussian leaf with radius of convergence equal to the ξ2-coordinate of the turning point on the
right (Figure 4 b).
This picture for the five-valent case extends to the general case of arbitrary odd valence as will be
demonstrated in section 6.
5.2 Evolution of the Equilibrium Measure
Before proceeding to the case of general odd valence, we note that we are now in a better position to visualize
the relation between the spectral curve and spectrum. In Figure 7 we illustrate the point that the endpoints
of the support of the equilibrium measure, as a function of the time-like variable ξ, uniquely determine
the full density of the equilibium measure. At the same time, these endpoints are the Riemann invariants
of the leading order continuum Toda equations and so, as such, completely determine the spectral curve.
Figure 7 illustrates this correspondence. We note that the ”equilibrium meaure” determined by the Riemann
invariants is only an actual measure over the ”physical” ξ interval between 0 and the turning point on the
right.
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Figure 7: Correspondence between the Spectral Curve and the Support of the Equilibrium Measure
6 The Spectral Curve, C
We now turn to a general description of the algebraic curve C, associated to the integral surface S, that
was introduced in section 5. Going forward we will express everything in terms of a hyperelliptic curve Ĉ
corresponding to the trigonometric double cover (4.21) of B̂12−y1/20 B̂11 which we will refer to as the spectral
curve and whose origin we now explain. In what follows, we take the subscript ± to respectively denote
the branch of
√
y0 whose real part is positive (respectively negative). The expression B̂12−y1/20 B̂11 we have
been cosnidering thus corresponds to the ”positive” branch in this sense. We will continue to denote this
function in this manner, with the understanding that when we pass to the other branch, y
1/2
0 changes sign
in the argument of B̂11 as well.
Remark 6.1. We note that, for the map generating series the relevant branch is the one whose real part is
negative (i.e. −√y0 by the just stated convention) since the Taylor-McLaurin coefficients of u0 are negative.
Proposition 6.2. The rational algebraic curve C may be compactly expressed as
ξ2 =
y0
(2ν+1)2
λ̂2ν−1±
B̂2ν+112
(6.1)
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where
λ± = B11±
√
f0B12 (6.2)
λ̂± = −
(
B̂12(y0)∓y1/20 B̂11(±
√
y0)
)
(6.3)
=
−λ±
f
ν+1/2
0
(6.4)
f0 =wz0 =
wB̂12
B̂12−y1/20 B̂11
=
wB̂12
λ̂±
(6.5)
where λ± are the eigenvalues (characteristic speeds) for the conservation law (3.64). (Note from this repre-
sentation that λ±=−λ∓ changes depending on the branch of √y0 while λ̂± does not.) Moreover, the pullback
of (6.1) to the trigonometric double cover, Ĉ, has the two branches
ξ =
±i
(2ν+1)λ̂±
√
y0
z
ν+1/2
0
as does
h0 = w
1/2u0 =−w1/2 (±√y0)
(
B̂12
λ̂±
)3/2
±
√
f0 = ±w1/2√z0 =−w1/2
(
B̂12
λ̂±
)3/2
which defines the left Riemann eigenvectors, (±√f0,1) and motivates the appelation spectral curve for Ĉ.
Proof. These statements follow directly from definitions together with relations (5.4) and (5.9).
Corollary 6.3. The hyperelliptic curve Ĉ has exactly 2ν branch points (in √y0) all of which are pure
imaginary, finite, non-zero and symmetric about 0. Two of these are conjugate with a positive square that
we denote by y∗0 ; all the others come in conjugate pairs whose squares are negative and they interlace the
zeroes of B̂12. The genus of Ĉ is ν.
Proof. Because B̂12−y1/20 B̂11 is polynomial in y0 it suffices to show that this polynomial has one zero which
is positive while all the others are negative. This follows from examination of (5.4) by which we see that
ξ2 has poles (in y0) exactly at the zeros of B̂12. By Proposition 4.4 there are ν such zeros and they are all
negative. Now consider (5.14), which we rewrite here:
dξ2
dy0
= −z0ξ2 D̂
y0(y0−4) .
Using (5.10) we observe that D̂= d̂+d̂−=
(
2−j
(
1− 1z0
))2
−(j−2)2y0 from which we conclude that D̂>0
when y0<0. One then obtains that the sign of dξ
2/dy0 is the same as that of −z0ξ2. But re-writing this
using (5.4) and (6.5) one sees that
ξ2z0 =
1
(2ν+1)2
y0
(B̂12−y1/20 B̂11)2ν−2
(B̂12)2ν
. (6.6)
It follows that for y0<0, dξ
2/dy0>0 when defined. Hence ξ
2 is monotone increasing between consecutive
poles. Therefore B̂12−y1/20 B̂11 must have at least one negative zero between any two consecutive zeros of
B̂12. Hence B̂12−y1/20 B̂11 does have ν−1 negative zeros which interlace the zeroes of B̂12. This accounts
for all but one zero of B̂12−y1/20 B̂11 which is a polynomial with real coefficients and therefore this last zero
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must be real. Now for y0 negative but larger than the greastest zero of B̂12, B̂12>0. Since ξ
2z0<0 for
y0<0, it follows from (6.6) that B̂12−y1/20 B̂11 does not vanish there either. Nor does it vanish at y0 = 0 as
can be seen by direct evaluation. Hence the final zero must occur for y0>0.
The square roots of these ν zeroes then yield the 2ν branch points, symmetric about 0 of Ĉ. As is the case
for all trigonometric polynomial mappings, there is no branch point at ∞. It then follows from Hurwitz’s
formula that Ĉ has genus ν.
Theorem 6.4. For odd valance, the rational curve, C in the real (ξ2,y0)-plane, has the following geometric
properties:
a) The curve has ν horizontal asymptotes at negative values of y0 equal to the ν zeros (which are all
negative) of B̂12. In between consecutive horizontal asymptotes, the curve is monotonically increasing,
from the lower asymptote to the upper asymptote with a vertical tangency (inflection point) of order
2ν−1 where it crosses the y0-axis at the value of y0 equal to the unique zero of B̂12−y1/20 B̂11 that lies
between the two horizontal asymptotes. (When ν= 1 the crossing of the y0-axis is transversal, rather
than tangential.) The order of tangency of the curve to these horizontal asymptotes, as ξ2→±∞, is
2ν+1.
b) The curve has another component above the highest horizontal asymptote (which lies below the ξ2-
axis). This component increases monotonically from the horizontal asymptote, crosses the ξ2-axis at 0
and continues to increase monotonically to a simple turning point with positive ξ2 and y0 coordinates
corresponding to a zero of d−/r+ along the curve. It then continues to increase monotonically in
y0 but now with decreasing ξ
2, crossing the y0-axis at y
∗
0 with vertical tangency of order 2ν−1. It
then continues to the left of the y0-axis until it reaches the zero of d+/r− with smallest positive y0
coordinate (and negative ξ2 coordinate). After that, the curve continues to increase monotonically in
y0 with increasing ξ
2 and approaches +∞ along the y0-axis from the left. The value y0 = 4 lies between
y∗0 and the y0-coordinate of the turning point on the left. The curve has a final component below the
lowest horizontal asymptote which decreases monotonically in y0 from this asymptote with decreasing
ξ2 and approaches −∞ along the y0-axis from the right. The order of tangency of the curve to the
y0-axis at ±∞ is 2ν−1.
c) The scaled disciminant D̂ is divisible by y0−4 with the ratio equal to a rational funciton of order ν in
y0; i.e. it is the ratio of a polynomial of degree ν in the numerator to B̂12 in the denominator.
The proof of this theorem will be presented in Appendix C.
Remark 6.5. The above description, though seemingly more complicated, does in fact resonate with the
characteristic geometry underlying the even valence case [26]. For even valence the integral surface is that
of the inviscid Burgers equation and there is only one family of characteristics. The curve is expressed in
terms of the variables ξ and z0 (u0 is identically 0 in the even valence case). There is just one real turning
point on the real regular surface with positive (ξ,z0) coordinates. All other branch points are off at infinity
(more precisely at (ξ,z0) = (∞,0)). The Taylor-Maclaurin series of the generating functions, fg and eg,
are function elements on the real regular surface with radius of convergence equal to the ξ-coordinate of the
unique finite turning point. This analogy will play a guiding role in later sections.
7 Arithmetic of Generating Functions on C
We bring forward here two conjugate polynomials, Π∓, that arose fundamentally in the proof of Appendix
C. Their definition, determined from (C.7) or (C.6), is alternatively implicitly given by
d̂∓
2±√y0 =
Π∓
B̂12
or (7.1)
d∓
r±
= ±
√
f0 Π∓
B̂12
=
±w1/2 Π∓√
B̂12
(
B̂12−y1/20 B̂11
) . (7.2)
48
Π∓ are polynomials of degree j−1 = 2ν in√y0 which satisfy the symmetry Π∓(−√y0) = Π±(√y0) and Π−Π+
is a polynomial of degree j−1 = 2ν in y0. It follows from this representation that Π∓ has rational coefficients
and so it becomes of interest to inquire about the arithmetic properties of its roots.
This representation extends to higher derivatives. From the definition (3.83) of the characteristics r±
one deduces
2∂wh0 = ∂w(r+ +r−) =
r+
d−
+
r−
d+
=
B̂12√
f0
(
1
Π−
− 1
Π+
)
2
∂wf0√
f0
= ∂w(r+−r−) = r+
d−
− r−
d+
=
B̂12√
f0
(
1
Π−
+
1
Π+
)
which yields
h0w =
B̂12
2
√
f0
(
1
Π−
− 1
Π+
)
(7.3)
f0w =
B̂12
2
(
1
Π−
+
1
Π+
)
(7.4)
f20w−f0h20w =
B̂212
Π−Π+
=
4−y0
D̂
(7.5)
f0w−
√
f0h0w =
2−√y0
d̂+
(7.6)
f0w+
√
f0h0w =
2+
√
y0
d̂−
. (7.7)
Differentiating and combining the last two equations yields
f0ww = −1
2
{
2−√y0
d̂+
[
∂w log d̂+ +
(
1− d̂−
d̂+
)
2+
√
y0
d̂−
]
+
2+
√
y0
d̂−
[
∂w log d̂−+
(
1− d̂+
d̂−
)
2−√y0
d̂+
]}
(
1
2
f0wh0w+f0h0ww
)
=
√
f0
2
{
2−√y0
d̂+
[
∂w log d̂+ +
(
1− d̂−
d̂+
)
2+
√
y0
d̂−
]
− 2+
√
y0
d̂−
[
∂w log d̂−+
(
1− d̂+
d̂−
)
2−√y0
d̂+
]}
It follows from Theorem 6.4 that we have the factorizations
Π− = q−(
√
y0)Q−(
√
y0)
Π+ = q+(
√
y0)Q+(
√
y0)
Π−Π+ = q(y0)Q(y0)
where q∓ are quadratic polynomials with real coefficients whose roots are real, and Q∓ are polynomials of
degree 2ν−2 with real coefficients whose roots come in complex conjugste pairs. q is a quadratic polynomial
in y0 whose roots are squares of the roots of q+ and also of q−. As a consequence q+,q− and q all have a
common splitting field extension over Q. The roots of q(y0) are the y0 coordinates of the real turning points
of the spectral curve. As an example, consider again the case of valence j= 3 for which
q− = (
√
y0)
2 +2
√
y0−2 =
(√
y0−(−1+
√
3)
)(√
y0−(−1−
√
3)
)
q+ = (
√
y0)
2−2√y0−2 =
(√
y0−(1+
√
3)
)(√
y0−(1−
√
3)
)
Q∓ = −1
q = y20−8y0 +4 =
(
y0−2(2+
√
3)
)(
y0−2(2−
√
3)
)
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and as stated above we see that (
±(1+
√
3)
)2
= 2(2+
√
3)(
±(1−
√
3)
)2
= 2(2−
√
3)
so that, indeed, Q(
√
3) is a splitting field for q+,q− and q. This leads to a natural conjecture for the form
of the generating functions fg,h2g and h2g+1 near the turning points of the spectral curve. To explain this,
first consider the form of f0w, j= 3, near these points:
f0w
f0
= −2−y0
2
(
1(√
y0−(−1+
√
3)
)(√
y0−(−1−
√
3)
)+ 1(√
y0−(1+
√
3)
)(√
y0−(1−
√
3)
))
= −2−y0√
3
(
1(√
y0−(−1+
√
3)
)− 1(√
y0−(−1−
√
3)
)+ 1(√
y0−(1+
√
3)
)− 1(√
y0−(1−
√
3)
))
= 2
y0−2√
3
(
(1+
√
3)
y0−2(2+
√
3)
− (1−
√
3)
y0−2(2−
√
3)
)
so that the principal part of f0wf0 near the turning point on the right is
4√
3
(1+
√
3)
y0−2(2+
√
3)
while the principal part of f0wf0 near the turning point on the right is
− 4√
3
(1−√3)
y0−2(2−
√
3)
so we see that the principal parts are interchanged by applying the Galois involution to ±√3. So in general
we conjucture that fg/f0,h2g/h0 and h2g+1/h0 have partial fractions expansions at the turning points whose
coefficients lie in a splitting field for q∓ with maximal pole order in each case equal to a uniform expression
in g and with the principal parts at the two turning points interchanged by a Galois involution of this field
extension. In Section 9 we sill see that this is in fact the case.
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As further illustration of all the above expressions, when j= 3, one has
f0 = w
2+y0
2−y0
h0 =
√
y0
√
f0
d∓ = (3w−f0)∓√y0f0
Π∓ = −
(√
y0
2±2√y0−2
)
=−((y0−2)±2√y0)
Π−Π+ = y20−8y0 +4
d∓
r±
= ±w1/2 (y0−2)±2
√
y0√
4−y20
h0w =
2
√
y0√
f0
y0 +2
y20−8y0 +4
= 2w−1/2
√
y0(2+y0)(2−y0)
y20−8y0 +4
h0w
h0
= −2w−1 y0−2
y20−8y0 +4
f0w = − (y0 +2)(y0−2)
y20−8y0 +4
f0w
f0
= 2w−1
(y0−2)2
y20−8y0 +4
h0ww
h0
= − 24
w2
y0(y0−2)3
(y20−8y0 +4)3
f0ww
f0
=
8
w2
(2−y0)2(y20−2y0 +4)
(y20−8y0 +4)3
7.1 Symmetries of C
We consider the projection from C to the ξ2-line. The critical points (in y0) of this projection are given by
the zeroes of dξ2/dy0 which by (5.14) and (5.9) may be written as
dξ2
dy0
=
1
j
(
B̂12−y1/20 B̂11
)ν−1
B̂ν+112

2
Π−Π+.
The zeroes of B̂12−y1/20 B̂11 correspond to the inflection points which are all tangent to the y0 axis (at
real values of y0). There is also an inflection point at ∞. The poles at the zeroes of B̂12 correspond to
horizontal asymptotes (which are points on the curve at ∞ in ξ2). Finally the zeroes of Π−Π+ are branch
points of the covering (two of which are the real turning points we have discussed earlier). Blowing up the
two-dimensional surface coordinatized by (ξ2,y0) at the inflection points yields a (rational) surface on which
the spectral curve becomes a ν+1-degree cover of the ξ2-line with branch point locus of degree 2ν coinciding
with the zeroes (in y0) of Π−Π+. This is consistent with the Riemann-Hurwitz formula and the fact that
C is a rational curve. Thus these critical branch points have their y0-coordinates in the splitting field of
Π−Π+, and, as a consequence of (5.4), so do their ξ2-coordinates. For instance, in the trivalent case, the
critical values are ξ2 =± 1
108
√
3
, which is also an element of Q(
√
3). As a consequence of (5.4) these critical
values can also be computed as the roots (in ξ2) of the discriminant of
j2ξ2B̂2ν+112 −y0
(
B̂12−y1/20 B̂11
)2ν−1
.
Now consider the basic generating functions:
fg
f0
or Eg for g>0. We will see in Section 9 that these are all
rational functions in y0 with poles contained in the zeroes of Π−Π+ (which are algebraic numbers in the
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splitting field of Π−Π+) and with coefficients in the same splitting field. Clearly the Galois group of Π−Π+
(over Q) acts on this expansion by permuting the principal parts associated to the different roots.
The Galois group here is the same as the monodromy group of the branched covering of the C over the
ξ2-plane. In the event that these roots are all simple (which would be the case if the number of critical
values for the above-mentioned discriminant was 2ν) then this is the full permutation group on 2ν roots
which induces, as well, a specific transformation on the coefficients. In this case knowing the principal part
of a generating function at one of the simple roots would determine the principal part at all roots via the
Galois action. For us it would be most natural to take the root corresponding to the real turning point on
the right (i.e., for ξ2>0) since the ξ2-coordinate for this turning point is the radius of convergence for the
generating function viewed as a Taylor-Maclaurin expansion. If there are multiplicities then the monodromy
will not be the full permuation group but there will be subgroup associated to the right turning point that
permutes it with a subset of the other simple branch points while preserving C. This point of view is a very
natural parallel to what one has in the case of even valence.
7.2 Divisibility Properties
We start again with (7.1) and transform it:
Π∓
B̂12
=
d̂∓
2±√y0
=
2−j
(
1− 1z0
)
∓(j−2)√y0
2±√y0
=
2−j
(
1− 1z0
)
∓(j−2)√y0 +2(j−2)−2(j−2)
2±√y0
=
2−j
(
1− 1z0
)
−(j−2)(2±√y0)+2(j−2)
2±√y0
=
(j−2)+j
(
B̂12−y1/20 B̂11
)
B̂12
2±√y0 −(j−2)
=
1
B̂12
 (j−2)B̂12 +j
(
B̂12−y1/20 B̂11
)
2±√y0 −(j−2)B̂12

=
1
B̂12
[
(2j−2)B̂12−jy1/20 B̂11
2±√y0 −(j−2)B̂12
]
where in the fifth line we have applied (5.9). From this we may then conclude that
Π∓ =
(2j−2)B̂12−jy1/20 B̂11
2±√y0 −(j−2)B̂12
Π∓+(j−2)B̂12 = (2j−2)B̂12−jy
1/2
0 B̂11
2±√y0 .
It follows that, in fact,
(2j−2)B̂12−jy1/20 B̂11
4−y0 (7.8)
is a polynomial! This may be rephrased in terms of our Appell polynomials (where ζ=
√
y0) as stating,
equivalently, that
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4νS2ν(ζ)−(2ν+1)∂R2ν(ζ)
4−ζ2
=
4νS2ν(ζ)−(2ν+1)2νR2ν−1(ζ)
4−ζ2
= 2ν
2S2ν(ζ)−(2ν+1)R2ν−1(ζ)
4−ζ2
is a polynomial of degree ν−1 in ζ2 with rational coefficients.
7.3 Mixed Valence and Stability
A solution of the conservation law (1.6) determines an analytic mapping, locally R2→R2. Indeed the leading
order string equation (1.10) implicitly defines this mapping: (x,ξ)→ (h0,f0). From the classical viewpoint of
the singularity theory of mappings, going back to at least Whitney, one knows that the stable singularities
of general mappings from the plane to the plane amount to justs folds and cusps. However, the mappings
here are not general; they are constrained to be solutions of (1.6). In this case it was shown in [14] that such
a constrained mapping could be viewed as a solution of (1.6) which is an analytic function on a Riemann
surface for which the branch points move as part of the solution. There it is also found that the generic
singularity types (i.e., those that are stable with respect to perturbations of initial data) are folds, cusps and
nondegenrate umbilic points with non-zero 3-jet. An isolated singularity is generically a square root branch
point corresponding to a fold. Since the fold is an envelope of characteristics it travels with the characteristic
velocity of that fold. The above summary is all that we shall require for our discussion here, but for precise
definitions and details of proof we refer the reader to section 3 of [14].
We first consider the regular case of our system (1.6). For pure odd valence, we have seen in Theorem
6.4 (and its proof in Appendix C) that the left and right real turning points are indeed of square root branch
point type located at a real simple zero of d+/r− and d−/r+ respectively and that they do indeed travel
with the respective characteistic speeds λ− and λ+. Under the reduction from (x,ξ,h0,f0) to self-similar
variables (ξ2,y0), that can be done in the regular case, we have denoted the branch point location on the
right (the one closest to the origin) by (ξ2c ,y0c) where
ξ2c = x
j−2t2c
y0c =
h20(ξc)
f0(ξ2c )
.
A completely similar description holds in the case of pure even valence except that (1.6) now collapses to a
scalar conservation law and there is only a single simple real turning point.
Now when one passes to the fuller setting of mixed valence, one no longer has the self-similar reduction
enabling one to view the integral surface associated to the pure valence initial data as the scaling of a
spectral curve. Instead, for mixed valence initial data, one must work in the full phase space (x,ξ,h0,f0).
Nevertheless, the results of [14] say that a qualitatively similar situation persists concerning branch point
behavior. In particular, it is of most interest to focus on the situation which is a generic mixed valence
perturbation of a pure valence case; i.e., where then initial ~t parameters are in a small neighborhood of
~t(j) = (0,. ..,0,tj ,0,. ..,0). Since [14] shows that the real turning points are stable singularities the local
structure must persist; in particular they remain square-root type branch points. On the other hand, some
aspects of the integral surface description in Theorem 6.4 will change. The only qualitatively significant
point here concerns the vertical tangencies described in part (a) of Theorem 6.4 which arise for pure valence
j >3. Since these types of singularities are not of the stable types mentioned at the start of this subsection
(and detailed in Theorem 1.2 of [14]), these tangencies will break up into a collection of stable types under
genric multivalent perturbations. However for many applications this will not affect results for enumerative
questions about maps. In particular, for asymptotic (in large size) statements such perturbations will not
alter the asymptotic results found in the pure valence case. The reason for this stems from methods of
singularity analysis in analytic combinatorics (see [36]). The essential point is that all singularities potentially
contribute to, and in fact completely determine, asymptotic expansions of Taylor-Maclaurin coefficients in
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the generating functions centered at ξ= 0. However, the contributions of the different singularities are
exponentially separated in terms of the distance of the respective singularities from ξ= 0. Our analysis in
Theorem 6.4 showed that the turning point singularity on the right in the case of pure odd valence, which is
the only singularity in the case of pure even valence, is the one that is closest to ξ= 0. This feature will not
change under sufficiently small perturbations; i.e., that turning point is stable and it will remain the closest
singularity. The contributions of all other singularities will be beyond all orders in terms of the asymptotic
expansion at the right turning point.
We will say more about the relevance of these stability observations in section 11.
8 Topological Recursion
Finally we turn to the mechanism for our original goal: the explicit compact calculation of the map generating
functions Eg as well as the higher genus associated generating functions hg,fg. This will all be based on
the contunuum string equation formulation presented in section 3.2.2 but made effective after a number of
transformations based on String polynomials and associated Hopf algebra constructions. We outline those
stages here first before getting into them in detail.
I. Continuum String Equations in Differential-Difference Resolvent Form This is the content of equations
(3.42 - 3.43). The differential operators here are in terms of ∂η where η labels the height associated to
the continuum raising operator.
II. Continuum String Coefficients in terms of Bessel-type Operators acting on String Polynomials This
is a key step in which the height differentiation operators are transmuted into Bessel-type operators
acting on string polynomials. This is where the connection to Hopf-algebra analysis can come in. The
differential operators here are in terms of ∂f and ∂h where f and h are the continuum genearting
functions. The basic ingredients of this transition are described in subsection 8.1. This is formulated
in terms of the extended string polynomials (4.25). Then the somewhat lengthy ”change of variables”
is outlined in subsection 8.2.
III. Order Expansion in 1/N As was explained earlier in the paper, the hierarchy of continuum string
equations is extracted by sytematically collecting terms of fixed order in 1/N from the continuum
string equations which here will be the fixed order terms coming from (8.4). In subsection 8.3 we
will illustrate this in a few low order cases. The key observation here is that the ladder-like structure
that the extended String Polynomials inherit from Bessel generating functions enable one to reduce
everything down to ordinary string polynomials.
IV. Unwinding Analysis In this final step, repeated usage of the unwinding identity (Prop 4.11) and inte-
gration by parts enable one to eliminate higher order string polynomials and reduce everything down
to the leading order generating functions and their x-derivatives. In section 10.2 we will see how, in
general, the higher genus generating functions may be compactly expressed in terms of h0,f0 and their
x-derivatives in a form that is independent of valence.
V. Although our general formula (8.4) for the string coefficients is stated for a fixed valence j, this only
enters through coefficient extraction in terms of [zj ]. Hence the formula extends naturally to the case
of mixed valence by linearity.
8.1 Some Fundamental Reduction Formulas based on Bessel Identities
Recall the basic Bessel identities:
1
2
(In−1(t)−In+1(t)) = n
t
In(t)
1
2
(In−1(t)+In+1(t)) = I ′n(t)
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From this, one immediately has the system(−t∂t t
−t t∂t
)(
In
In−1
)
=
(
nIn
(n−1)In−1
)
(−t∂t t
−t t∂t
)2(
In
In−1
)
=
(
(t∂t)
2− t2 t
−t (t∂t)2− t2
)(
In
In−1
)
=
(
n2In− tIn−1
(n−1)2In−1 + tIn
)
[
(t∂t)
2− t2]( In
In−1
)
=
(
n2In
(n−1)2In−1
)
.
Now making the substitutions
x= 2sz
√
f ∂x=
√
f
sz
∂f Φn= In(2sz
√
f)eszh (8.1)
the above systems become ( −2f∂f 2√f∂h
−2√f∂h 2f∂f
)(
Φn
Φn−1
)
=
(
n 0
0 n−1
)(
Φn
Φn−1
)
[
4(f∂f )
2−4f∂2h
]( Φn
Φn−1
)
=
(
n2 0
0 (n−1)2
)(
Φn
Φn−1
)
.
Remark 8.1. Φn introduced here extends the definition given in (4.25) in that here h0 and f0 are prolonged
to the full generating functions h and f and s has been extended to sz.
Corollary 8.2. Applying the first variation in the case where n= 1 we have(−2f∂f −1 2√f∂h
−2√f∂h 2f∂f
)(
Φ1
Φ0
)
= 0 (8.2)
Note that this generates the ideal of relations in the algebra of string functions since
(
Φ1
Φ0
)
is the
generating function for the
(
ψm
φm
)
.
More generally, (−t∂t t
−t t∂t
)(
n2mIn
(n−1)2mIn−1
)
=
(
n2m+1In+ t(n−1)2mIn−1
(n−1)2m+1In−1− tn2mIn
)
(−t∂t 0
0 t∂t
)[
(t∂t)
2− t2]m( In
In−1
)
=
(
n2m+1In
(n−1)2m+1In−1
)
which yields (−2f∂f 0
0 2f∂f
)[
4(f∂f )
2−4f∂2h
]m( Φn
Φn−1
)
=
(
n2m+1Φn
(n−1)2m+1Φn−1
)
. (8.3)
8.2 String Equations in terms of Operators on String Functions
Now we turn to studying the string equations in the string function representation of section 3.2.2, where
the sum over distinguished steps ~m,~σ consistent with α,β is understood. For some notational compression
we set
O(p) =

[
4(f∂f )
2−4f∂2h
]m
p= 2m(−2f∂f 0
0 2f∂f
)[
4(f∂f )
2−4f∂2h
]m
p= 2m+1>1( −2f∂f 2√f∂h
−√f∂h 2f∂f
)
p= 1
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Also,Mdn denotes the space of monomials p of degree d in n+1 variables p0,. ..,pn which are of the form
p
∑n−1
q=0 k
(q)
0
0 ·· ·p
∑n−1
q=0 k
(q)
n−1
n−1∏n−1
q=0
∏
0≤i≤q k
(q)
i !
×
|α|+ |β|−n−1∑
j=1
Mj
! p∑n−1i=0 k(n)in∏
0≤i≤n−1k
(n)
i !
where k
(0)
0 =M0≤m1,k(1)0 +k(1)1 =M1≤m2,. ..,k(n−1)0 + ·· ·+k(n−1)n−1 =Mn−1≤mn,k(n)0 + ·· ·+k(n)n−1 =
|α|+ |β|−∑n−1j=1 Mj , with the stipulation that if Σq = 0 then Mq−1 =mq. Also, we set Σq =∑q−1γ=0σγ .
(Note that it is always the case that σ0 = 0; hence, one always has Σ0 = 0.)
We now proceed to re-express (3.43) in terms of Bessel-type operators (as defined in the previous section)
acting on string functions:(
P˜
(a)
α,β,j(h,f)
P˜
(b)
α,β,j(h,f)
)
=
(
[η`(β)zj−1−`(α)−`(β)] 1
f`(β)/2
[η`(β)−1zj−1−`(α)−`(β)] 1
f((`(β)−1)/2)
)† `(α)+`(β)∏
q=1
1
mq![
q−1∑
γ=0
(
ηγ∂ηγ −σγ
)]mq
ηγ=η
`(α)+`(β)∏
γ=0
1
1−z(
√
f (γ)ηγ +h(γ) +
√
f (γ)η−1γ )
= [η`(β)−1zj−1−`(α)−`(β)]
(
1
f`(β)/2
1
η
1
f((`(β)−1)/2)
)†
`(α)+`(β)∏
q=1
1
mq!
[
q−1∑
γ=0
ηγ∂ηγ −Σq
]mq ∫ ∞
0
·· ·
∫ ∞
0
ds0 .. .ds`α+`β`(α)+`(β)∏
γ=0
e
−sγ
(
1−z
(√
f(γ)ηγ+h
(γ)+
√
f(γ)η−1γ
))∣∣∣
ηγ=η
= [η`(β)−1zj−1−`(α)−`(β)]
1
f `(β)/2
( 1
η
1
)†(
1 0
0 f1/2
)
∑
p∈M|α|+|β|
`(α)+`(β)
`(α)+`(β)−1∏
i=0∫ ∞
0
dsi
(
ηγ∂ηγ
)degpi∈p∏`(α)+`(β)−1
q=0 k
(q)
i !
e
−si
(
1−z
(√
f(γ)ηγ+h
(γ)+
√
f(γ)η−1γ
))∣∣∣
ηγ=η
×|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!
∏`(α)+`(β)
q=1 (−Σq)k
(`(α)+`(β))
q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1)
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= [η`(β)−1zj−1−`(α)−`(β)]
1
f `(β)/2
( 1
η
1
)†(
1 0
0 f1/2
)
∑
p∈M|α|+|β|
`(α)+`(β)
`(α)+`(β)−1∏
i=0
∫ ∞
0
dsi
(η∂η)
degpi∈p∏`(α)+`(β)−1
q=0 k
(q)
i !
∞∑
n=−∞
In(2siz
√
f (i))esizh
(i)
ηn
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!
∏`(α)+`(β)
q=1 (−Σq)k
(`(α)+`(β))
q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1)
= [η`(β)−1zj−1−`(α)−`(β)]
1
f `(β)/2
( 1
η
1
)†(
1 0
0 f1/2
) ∑
p∈M|α|+|β|
`(α)+`(β)
`(α)+`(β)−1∏
i=0
∫ ∞
0
dsi
1∏`(α)+`(β)−1
q=0 k
(q)
i !
∞∑
n=−∞
(n)
degpi∈p In(2siz
√
f (i))esizh
(i)
ηn
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!
∏`(α)+`(β)
q=1 (−Σq)k
(`(α)+`(β))
q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1)
=
[η`(β)−1zj−1−`(α)−`(β)]
f `(β)/2
×
(
1 0
0 f1/2
)
∑
p∈M|α|+|β|
`(α)+`(β)
∫ ∞
0
ds0
1∏`(α)+`(β)
q=0 k
(q)
0 !
∞∑
n=−∞
diag(n+1,n)
degp0∈p
(
Φn+1
Φn
)†
ηn
×
`(α)+`(β)−1∏
i=1
∫ ∞
0
dsi
1∏`(α)+`(β)−1
q=0 k
(q)
i !
∞∑
n=−∞
(n)degpi∈pIn(2siz
√
f (i))esizh
(i)
ηn
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!∏`(α)+`(β)q=0 (−Σq)k(q)`(α)+`(β)∏`(α)+`(β)
q=0 k
(q)
`(α)+`(β)!
1
1−z(√fη+h+√fη−1)
57
=
[η`(β)−1zj−1−`(α)−`(β)]
f `(β)/2
(
1 0
0 f1/2
) ∑
p∈M|α|+|β|
`(α)+`(β)
1∏`(α)+`(β)−1
q=0 k
(q)
0 !
O(degp0∈p) 1
1−z(√fη+h+√fη−1)
×
( 1
η
1
)`(α)+`(β)−1∏
i=1
∫ ∞
0
dsi
1∏`(α)+`(β)−1
q=0 k
(q)
i !
∞∑
n=−∞
(n)
degpi∈p In(2siz
√
f)esizhηn
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!∏`(α)+`(β)q=1 diag(−Σq)k(`(α)+`(β))q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1)
=
[η`(β)−1zj−1−`(α)−`(β)]
f `(β)/2
(
1 0
0 f1/2
) ∑
p∈M|α|+|β|
`(α)+`(β)
2degp0∈p∏`(α)+`(β)−1
q=0 k
(q)
0 !
O(degp0∈p) 1
1−z(√fη+h+√fη−1)
( 1
η
1
)
`(α)+`(β)−1∏
i=1
∫ ∞
0
dsi
1∏`(α)+`(β)−1
q=0 k
(q)
i !
∞∑
n=−∞
(n)
degpi∈p In(2siz
√
f (i))esizh
(i)
ηn
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!∏`(α)+`(β)q=1 (−Σq)k(`(α)+`(β))q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1)
Iterating this shift, we ultimately get
=
[η`(β)−1zj−1−`(α)−`(β)]
f (`(β)−1)/2
(
1/
√
f 0
0 1
) ∑
p∈M|α|+|β|
`(α)+`(β)
2
∑`(α)+`(β)−1
j=1 Mj
`(α)+`(β)−1∏
i=0
1∏`(α)+`(β)−1
q=0 k
(q)
i !
O(degpi∈p) 1
1−z(√fη+h+√fη−1)
( 1η
1
)
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!∏`(α)+`(β)q=1 (−Σq)k(`(α)+`(β))q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1)
where the derivatives, ∂f ,∂h act only on their particular associated factor,
1
1−z(√fη+h+√fη−1) .
So, in summary, we have:(
P˜
(a)
α,β,j(h,f)
P˜
(b)
α,β,(h,f)
)
=
[η`(β)−1zj−1−`(α)−`(β)]
f (`(β)−1)/2
(
1/
√
f 0
0 1
) ∑
p∈M|α|+|β|
`(α)+`(β)
2
∑`(α)+`(β)−1
j=1 Mj
`(α)+`(β)−1∏
i=0
1∏`(α)+`(β)−1
q=0 k
(q)
i !
O(degpi∈p) 1
1−z(√fη+h+√fη−1)
( 1η
1
)
(8.4)
×
|α|+ |β|− `(α)+`(β)−1∑
j=1
Mj
!∏`(α)+`(β)q=1 (−Σq)k(`(α)+`(β))q−1∏`(α)+`(β)
q=1 k
(`(α)+`(β))
q−1 !
1
1−z(√fη+h+√fη−1) .
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8.3 Evaluation at Low Orders
Evaluating the String equaitions (3.42) using (8.4) at leading order in 1n (j= 2ν+1) yields(
0
x
)
=
(
h0
f0
)
+jt[η−1zj−1]
1
1−z(√f0η+h0 +
√
f0η−1)
( 1
η√
f0
)
(
0
x
)
=
(
h0
f0
)
+jt[η0zj−1]
1
1−z(√f0η+h0 +
√
f0η−1)
(
1√
f0η
)
x=f0 +(2ν+1)t
ν∑
µ=1
(
2ν
2µ−1,ν−µ,ν−µ+1
)
h2µ−10 f
ν−µ+1
0
=f0 +(2ν+1)tB11
=f0 + tψ0 =ψ
(V )
0
0 =h0 +(2ν+1)t
ν∑
µ=0
(
2ν
2µ,ν−µ,ν−µ
)
h2µ0 f
ν−µ
0
=h0 +(2ν+1)tB12
=h0 + tφ0 =φ
(V )
0
which coincides with our earlier calculation in (3.56 - 3.61).
At O( 1n) one has contributions from (α,β) = ((1,0),∅) and (∅,(1,0)). In preparation for this we spell out
equation (8.4) for these cases. The underlying form of (8.4) here is
2
[(−√f∂f ∂h
−√f∂h f∂f
)
1
1−z(√fη+h+√fη−1)
( 1
η
1
)]
1
1−z(√fη+h+√fη−1)
=
z(η−η−1)(
1−z(√fη+h+√fη−1))3
( 1
η√
f
)
(8.5)
Now in the case of (α,β) = (∅,(1,0)), (8.4) applies the order prefix [η0zj−2] to (8.5) with translate, Σ0 = 0,
to get
1
2
(
[η0]− [η2]√
f([η−1]− [η1])
)
(j−1)2
(√
fη+h+
√
fη−1
)j−3
=
1
2
(
[sj−3](Φ0−Φ2)√
f [sj−3](Φ−1−Φ1)
)
where, here, we have set z= 1 in Φn from (8.1). Continuing
=
1
2
(
[sj−3] 2
2s
√
f
Φ1
0
)
where we have again used the general Bessel identity
In−1(t)−In+1(t) = 2n
t
In(t), (8.6)
so that
= t
( 1
2f0
ψ1
0
)
.
where in the last line we have evaluated f at f0.
In the case of (α,β) = ((1,0),∅), (8.4) applies the order prefix [η−1zj−2]×f1/2 to (8.5), with the same
previous translate, to get, by a simlar derivation,(
0
− t2ψ1
)
.
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Finally, one also needs to extract the coefficient of h1 in the (∅,∅) term, which is straightforward. Putting
this all together one has(
0
0
)
=
(
h1
0
)
+ t
[
j[η0zj−1]
(
1√
f0η
)
zh1
(1−z(√f0η+h0 +
√
f0η−1))2
+
(
P˜
(a)
(1,0),∅,j(h0,f0)∂xh0 + P˜
(a)
∅,(1,0),j(h0,f0)∂xf0
P˜
(b)
(1,0),∅,j(h0,f0)∂xh0 + P˜
(b)
∅,(1,0),j(h0,f0)∂xf0
)]
=
(
h1
0
)
+ t
[
j[η0zj−2]
(
1√
f0η
)
h1
(1−z(√f0η+h0 +
√
f0η−1))2
+
(
P˜
(a)
(1,0),∅,j(h0,f0)∂xh0 + P˜
(a)
∅,(1,0),j(h0,f0)∂xf0
P˜
(b)
(1,0),∅,j(h0,f0)∂xh0 + P˜
(b)
∅,(1,0),J(h0,f0)∂xf0
)]
=
(
h1
0
)
+ t
(
φ1
ψ1
)
h1−h0x
(
0
t
2ψ1
)
+ tf0x
( 1
2f0
ψ1
0
)
=
(
A11
A21
)
h1 +h0x
(
0
− 12A21
)
+f0x
(
1
2A12
0
)
where in the last equality we have made use of the identities (3.60) and (3.61). Continuing, we have(
0
0
)
=
(
A11
(
h1 +
1
2
A12
A11
f0x
)
A21
(
h1− 12h0x
) )
=
(
A11
(
h1− 12h0x
)
A21
(
h1− 12h0x
))
=
(
φˆ1
(
h1− 12h0x
)
ψˆ1
(
h1− 12h0x
))
which recovers a leading order term in the global identity (3.54).
At O( 1n2 ) one has additional contributions from
(α,β) = ((2,0),∅),((1,1),∅),(∅,(1,1)),((1,0),(1,0)) and (∅,(2,0)). Setting = 1n , one has,
(
0
0
)
=
(
h2
f1
)
+
[
jt[η0zj−1]
1
2
d2
d2
∣∣∣
=0
(
1√
fη
)
1
1−z(√fη+h+√fη−1) + t
(
P˜
(a)
(1,0),∅,j(h0,f0)∂xh1
P˜
(b)
(1,0),∅,j(h0,f0)∂xh1
)]
+jth1
(
h0x[η
−1zj−2]
(
f−1/2 0
0 f1/2
)
+f0x[η
0zj−2]
(
f−1 0
0 1
))
×
√
f
3z2(η−η−1)(
1−z(√fη+h+√fη−1))4
( √
f
η
1
)
+t
(
P˜
(a)
(2,0),∅,j(h0,f0)h0xx+ P˜
(a)
(1,1),∅,j(h0,f0)h
2
0x+ P˜
(a)
(1,0),(1,0),j(h0,f0)h0xf0x
P˜
(b)
(2,0),∅,j(h0,f0)h0xx+ P˜
(b)
(1,1),∅,j(h0,f0)h
2
0x+ P˜
(b)
(1,0),(1,0),j(h0,f0)h0xf0x
+P˜
(a)
∅,(1,1),j(h0,f0)f
2
0x+ P˜
(a)
∅,(2,0),j(h0,f0)f0xx
+P˜
(b)
∅,(1,1),j(h0,f0)f
2
0x+ P˜
(b)
∅,(2,0),j(h0,f0)f0xx
)
(
0
0
)
=
(
h2
f1
)
+jt
(
φ1h2 +
1
f0
ψ1f1 +
1
2φ2h
2
1
ψ1h2 +φ1f1 +
1
2ψ2h
2
1
)
−jt
(
0
1
2ψ1h1x
)
+jth1
(
h0x[η
−1zj−2]
(
1 0
0 f
)
+f0x[η
0zj−2]
(
f−1/2 0
0 f1/2
))
× 3z
2(η−η−1)(
1−z(√fη+h+√fη−1))4
( √
f
η
1
)
+t
(
P˜
(a)
(2,0),∅,j(h0,f0)h0xx+ P˜
(a)
(1,1),∅,j(h0,f0)h
2
0x+ P˜
(a)
(1,0),(1,0),j(h0,f0)h0xf0x
P˜
(b)
(2,0),∅,j(h0,f0)h0xx+ P˜
(b)
(1,1),∅,j(h0,f0)h
2
0x+ P˜
(b)
(1,0),(1,0),j(h0,f0)h0xf0x
+P˜
(a)
∅,(1,1),jJ(h0,f0)f
2
0x+ P˜
(a)
∅,(2,0),j(h0,f0)f0xx
+P˜
(b)
∅,(1,1),j(h0,f0)f
2
0x+ P˜
(b)
∅,(2,0),j(h0,f0)f0xx
)
(
0
0
)
=
(
A11 A12
A21 A22
)(
h2
f1
)
−jth1x
(
0
1
2ψ1
)
+
1
2
jth21
(
φ2
ψ2
)
+jth1
(
1
2ψ2
f0x
f0
− 12ψ2h0x
)
+t
(
P˜
(a)
(2,0),∅,j(h0,f0)h0xx+ P˜
(a)
(1,1),∅,j(h0,f0)h
2
0x+ P˜
(a)
(1,0),(1,0),j(h0,f0)h0xf0x
P˜
(b)
(2,0),∅,j(h0,f0)h0xx+ P˜
(b)
(1,1),∅,j(h0,f0)h
2
0x+ P˜
(b)
(1,0),(1,0),j(h0,f0)h0xf0x
+P˜
(a)
∅,(1,1),j(h0,f0)f
2
0x+ P˜
(a)
∅,(2,0),j(h0,f0)f0xx
+P˜
(b)
∅,(1,1),j(h0,f0)f
2
0x+ P˜
(b)
∅,(2,0),j(h0,f0)f0xx
)
.
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We now evaluate the underlying ”Bessel operator” forms of (8.4) for which |α|+ |β|= 2. In the cases with
`(α)+`(β) = 1, (∅,(2,0)) and ((2,0),∅), this form is
4
2
[[
(f∂f )
2−f∂2h
] 1
1−z(√fη+h+√fη−1)
( 1
η
1
)]
1
1−z(√fη+h+√fη−1) (8.7)
=
[
z2(η−η−1)2f(
1−z(√fη+h+√fη−1))4
( 1
η
1
)
+
z/2
√
f(η+η−1)(
1−z(√fη+h+√fη−1))3
( 1
η
1
)]
.
In the cases with `(α)+`(β) = 2, (α,β) = ((1,1),∅),(∅,(1,1)), and ((1,0),(1,0)), the underlying form of
(8.4) is
4
[( −f∂f √f∂h
−√f∂h f∂f
)
1
1−z(√fη+h+√fη−1)
]2( 1
η
1
)
1
1−z(√fη+h+√fη−1)
+ 4
[[
(f∂f )
2−f∂2h
] 1
1−z(√fη+h+√fη−1)
( 1
η
1
)]
1
(1−z(√fη+h+√fη−1))2 (8.8)
=
[
3z2(η−η−1)2f(
1−z(√fη+h+√fη−1))5
( 1
η
1
)
+
z(η+η−1)
√
f(
1−z(√fη+h+√fη−1))4
( 1
η
1
)]
.
Inserting these forms into the P˜
(a)
α,β,j and P˜
(b)
α,β,j of bi-size |α|+ |β|= 2 in (8.4) and applying the cor-
responding order evaluation prefactors we can solve for
(
h2
f1
)
in the O(1/n2)- string equations to arrive
at:(
h2
f1
)
= −
(
A11 A12
A21 A22
)−1[
−h1x
(
0
1
2ψ1
)
+
1
2
h21
(
φ2
ψ2
)
+h1
(
1
2ψ2
f0x
f0
− 12ψ2h0x
)]
(8.9)
−
(
A11 A12
A21 A22
)−1(
[η0]√
f0[η
−1]
)
(8.10)
×
[(
h0xx+η
−1 f0xx√
f0
)(
[zJ−4](η−η−1)2f0(
1−z(√fη+h+√fη−1))4 + 12 [z
J−3](η+η−1)
√
f0(
1−z(√fη+h+√fη−1))3
)
+
(
h20x+
2h0xf0x√
f0
η−1 +
f20x
f0
η−2
)(
3
[zJ−5](η−η−1)2f0(
1−z(√fη+h+√fη−1))5 + [z
J−4](η+η−1)
√
f0(
1−z(√fη+h+√fη−1))4
)
−
(
h0xf0x√
f0
η−1 +
f20x
f0
η−2
)
[zJ−4](η−η−1)√f0(
1−z(√fη+h+√fη−1))4
]
(8.11)
where the two terms in the last line above are coming from ~σ-shifts. Before continuing we will make use of
umbral relations, based on (4.25) and repeated application (8.6) in the setting of (8.1), to reduce the η-order
evaluation operators by shifting. The following should be viewed as equations between order evaluation
operators.
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(
[η0]√
f0[η
−1]
)
(η−η−1)2f0 = f0
( −2([η0]− [η2])
−√f0([η1]− [η3]
)
(8.12)
= −2
s
(√
f0[η
1]
f0[η
0]
)
+
2
s2
(
0√
f0[η
1]
)
(
[η0]√
f0[η
−1]
)
(η+η−1)
√
f0 =
√
f0
(
2[η1]√
f0([η
0]+[η2])
)
(8.13)
= 2
(√
f0[η
1]
f0[η
0]
)
− 1
s
(
0√
f0[η
1]
)
(
[η0]√
f0[η
−1]
)
η−1(η−η−1)2
√
f0 =
√
f0
( −([η1]− [η3])
−2√f0([η0]− [η2])
)
(8.14)
= −2
s
(
[η0]√
f0[η
1]
)
+
2
s2
( 1√
f0
[η1]
0
)
(
[η0]√
f0[η
−1]
)
η−1(η+η−1) =
(
[η0]+[η2]√
f0([η
−1]+[η1])
)
(8.15)
= 2
(
[η0]√
f0[η
1]
)
− 1
s
( 1√
f0
[η1]
0
)
(
[η0]√
f0[η
−1]
)
η−2(η−η−1)2 =
(
([η0]− [η2])−([η2]− [η4])
−√f0([η1]− [η3])
)
(8.16)
= −2
s
( 1√
f0
[η1]
[η0]
)
+
2
s2f0
(
3[η0]√
f0[η
1]
)
− 2
s3f20
(
3
√
f0[η
1]
0
)
(
[η0]√
f0[η
−1]
)
η−2(η+η−1)
1√
f0
=
1√
f0
(
[η1]+[η3]√
f0([η
0]+[η2])
)
(8.17)
= 2
( 1√
f0
[η1]
[η0]
)
− 1
sf0
(
2[η0]√
f0[η
1]
)
+
2
s2f20
(√
f0[η
1]
0
)
(
[η0]√
f0[η
−1]
)
η−1(η−η−1) =
(
[η0]− [η2]√
f0([η
−1]− [η1])
)
(8.18)
=
1
s
( 1
f0
√
f0[η
1]
0
)
(
[η0]√
f0[η
−1]
)
η−2(η−η−1) 1√
f0
=
1√
f0
(
[η1]− [η3]√
f0([η
0]− [η2])
)
(8.19)
=
1
sf0
(
2[η0]√
f0[η
1]
)
− 2
s2f20
(√
f0[η
1]
0
)
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Applying these reductions in (8.10 - 8.11) and using (4.25), we arrive at(
1
6
h0xx[s
J−4]+
1
8
h20x[s
J−5]
)[
−2
s
(√
f0Φ1
f0Φ0
)
+
2
s2
(
0√
f0Φ1
)]
+
(
1
4
h0xx[s
J−3]+
1
6
h20x[s
J−4]
)[
2
(√
f0Φ1
f0Φ0
)
− 1
s
(
0√
f0Φ1
)]
+
(
1
6
f0xx[s
J−4]+
2
8
h0xf0x[s
J−5]
)[
−2
s
(
Φ0√
f0Φ1
)
+
2
s2
( √
f0
f0
Φ1
0
)]
+
(
1
4
f0xx[s
J−3]+
2
6
h0xf0x[s
J−4]
)[
2
(
Φ0√
f0Φ1
)
− 1
sf0
(√
f0Φ1
0
)]
+
(
1
8
f20x[s
J−5]
)[
−2
s
( √
f0
f0
Φ1
Φ0
)
+
2
s2f0
(
3Φ0√
f0Φ1
)
− 2
s3f20
(
3
√
f0Φ1
0
)]
+
(
1
6
f20x[s
J−4]
)[
2
( √
f0
f0
Φ1
Φ0
)
− 1
sf0
(
2Φ0√
f0Φ1
)
+
2
s2f20
(√
f0Φ1
0
)]
−
(
1
6
f0xh0x[s
J−4]
)[
1
sf0
(√
f0Φ1
0
)]
−
(
1
6
f20x[s
J−4]
)[
1
sf0
(
2Φ0√
f0Φ1
)
− 2
s2f20
(√
f0Φ1
0
)]
=
(
1
6
h0xx[s
J−3]+
1
8
h20x[s
J−4]
)[
−2
(√
f0Φ1
f0Φ0
)
+
2
s
(
0√
f0Φ1
)]
+
(
1
4
h0xx[s
J−3]+
1
6
h20x[s
J−4]
)[
2
(√
f0Φ1
f0Φ0
)
− 1
s
(
0√
f0Φ1
)]
+
(
1
6
f0xx[s
J−3]+
2
8
h0xf0x[s
J−4]
)[
−2
(
Φ0√
f0Φ1
)
+
2
s
( √
f0
f0
Φ1
0
)]
+
(
1
4
f0xx[s
J−3]+
2
6
h0xf0x[s
J−4]
)[
2
(
Φ0√
f0Φ1
)
− 1
sf0
(√
f0Φ1
0
)]
+
(
1
8
f20x[s
J−4]
)[
−2
( √
f0
f0
Φ1
Φ0
)
+
2
sf0
(
3Φ0√
f0Φ1
)
− 2
s2f20
(
3
√
f0Φ1
0
)]
+
(
1
6
f20x[s
J−4]
)[
2
( √
f0
f0
Φ1
Φ0
)
− 1
sf0
(
2Φ0√
f0Φ1
)
+
2
s2f20
(√
f0Φ1
0
)]
−
(
1
6
f0xh0x[s
J−4]
)[
1
sf0
(√
f0Φ1
0
)]
−
(
1
6
f20x[s
J−4]
)[
1
sf0
(
2Φ0√
f0Φ1
)
− 2
s2f20
(√
f0Φ1
0
)]
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=(
1
6
h0xx[s
J−3]+
1
12
h20x[s
J−4]
)(√
f0Φ1
f0Φ0
)
+
(
1
6
f0xx[s
J−3]+
1
6
h0xf0x[s
J−4]
)(
Φ0√
f0Φ1
)
+
(
1
12
h0xx[s
J−2]+
1
12
h20x[s
J−3]
)(
0√
f0Φ1
)
+
(
1
12
f0xx[s
J−2]+
1
6
h0xf0x[s
J−3]
)( √
f0
f0
Φ1
0
)
+f20x
(
[sJ−4]
12
( √
f0
f0
Φ1
Φ0
)
+
[sJ−3]
f0
( 1
12Φ0
−
√
f0
12 Φ1
)
− [s
J−2]
f20
( √
f0
12 Φ1
0
))
−f0xh0x [s
J−3]
6
( √
f0
f0
Φ1
0
)
=
(
1
6
h0xx
(
ψ2
f0φ2
)
+
1
12
h20x
(
ψ3
f0φ3
))
+
(
1
6
f0xx
(
φ2
ψ2
)
+
1
6
h0xf0x
(
φ3
ψ3
))
+
(
1
12
h0xx
(
0
ψ1
)
+
1
12
h20x
(
0
ψ2
))
+
1
12
f0xx
( 1
f0
ψ1
0
)
+
1
12
f20x
[( 1
f0
ψ3
φ3
)
+
1
f0
(
φ2
−ψ2
)
− 1
f20
(
ψ1
0
)]
8.4 Unwinding Analysis
To connect back to h2 and f1 we bring (8.9) back in, apply the identity(
A11 A12
A21 A22
)−1
=
(
f0x h0x
f0h0x f0x
)
and then also apply the unwinding identity to all terms involving φ3 and ψ3. Thus equations (8.9) - (8.11)
become
−
(
h2
f1/f0
)
=
(
2
12
h0xx
(
f0xψ2 +f0h0xφ2
h0xψ2 +f0xφ2
)
+
1
12
h20x
(
f0φ2x
ψ2x
))
+
(
2
12
f0xx
(
f0xφ2 +h0xψ2
h0xφ2 +
f0x
f0
ψ2
)
+
2
12
h0xf0x
(
ψ2x
φ2x
))
+
(
1
12
h0xxψ1
(
h0x
f0x
f0
)
+
1
12
h20xψ2
(
h0x
f0x
f0
))
+
1
12
f0xx
f0
ψ1
(
f0x
h0x
)
+
1
12
f20x
[
1
f0
(
f0φ2x
ψ2x
)
+
1
f0
(
f0xφ2−h0xψ2
h0xφ2− f0xf0 ψ2
)
− 1
f20
ψ1
(
f0x
h0x
)]
+
h0x
8
[(
2f20x
f0
−h20x
)
ψ2 +f0xh0xφ2
f0x
f0
h0xψ2 +h
2
0xφ2
]
− 2
8
h0xxψ1
(
h0x
f0x
f0
)
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where the last line comes from line (8.9) using the identity h1 =
1
2h0x. Rearranging a bit this becomes
−
(
h2
f1/f0
)
=
1
12
(
2h0xx
(
f0xψ2 +f0h0xφ2
h0xψ2 +f0xφ2
)
+h20x
(
f0φ2x
ψ2x
))
+
2
12
(
f0xx
(
f0xφ2 +h0xψ2
h0xφ2 +
f0x
f0
ψ2
)
+h0xf0x
(
ψ2x
φ2x
))
+
1
12
f20x
f0
[(
f0xφ2−h0xψ2
h0xφ2− f0xf0 ψ2
)
+
(
f0φ2x
ψ2x
)]
+
(
1
12
h0xxψ1
(
h0x
f0x
f0
)
+
1
12
h20xψ2
(
h0x
f0x
f0
))
+
1
12
(
f0xx
f0
− f
2
0x
f20
)
ψ1
(
f0x
h0x
)
+
h0x
8
[(
2f20x
f0
−h20x
)
ψ2 +f0xh0xφ2
f0x
f0
h0xψ2 +h
2
0xφ2
]
− 1
4
h0xxψ1
(
h0x
f0x
f0
)
Integrating by parts in the second terms of the first three lines above and then making all evident
cancellations, we derive
−
(
h2
f1/f0
)
=
1
12
∂x
((
f20x+f0h
2
0x
)( φ2
1
f0
ψ2
)
+2h0xf0x
(
ψ2
φ2
))
+
1
12
 f0x( f20xf0 −h20x)φ2−h0x f20xf0 ψ2
h0x
f20x
f0
φ2

+
(
1
12
h0xxψ1
(
h0x
f0x
f0
)
+
1
12
h20xψ2
(
h0x
f0x
f0
))
+
1
12
(
f0xx
f0
− f
2
0x
f20
)
ψ1
(
f0x
h0x
)
+
h0x
8
[(
2f20x
f0
−h20x
)
ψ2 +f0xh0xφ2
f0x
f0
h0xψ2 +h
2
0xφ2
]
− 1
4
h0xxψ1
(
h0x
f0x
f0
)
=
1
12
∂x
((
f20x+f0h
2
0x
)( φ2
1
f0
ψ2
)
+2h0xf0x
(
ψ2
φ2
))
+
1
12
[
f0x
(
f20x
f0
−h20x
)
φ2−h0x
(
f20x
f0
−h20x
)
ψ2
h0xf0x
f0
(f0xφ2 +h0xψ2)
]
+
1
12
h0xxψ1
(
h0x
f0x
f0
)
+
1
12
∂x
(
f0x
f0
)
ψ1
(
f0x
h0x
)
+
h0x
8
[(
2f20x
f0
−h20x
)
ψ2 +f0xh0xφ2
f0x
f0
h0xψ2 +h
2
0xφ2
]
− 1
4
h0xxψ1
(
h0x
f0x
f0
)
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=
1
12
∂x
((
f20x+f0h
2
0x
)( φ2
1
f0
ψ2
)
+2h0xf0x
(
ψ2
φ2
))
+
1
12
[(
f20x
f0
−h20x
)
(f0xφ2−h0xψ2)
h0xf0x
f0
(f0xφ2 +h0xψ2)
]
+
1
12
h0xxψ1
(
h0x
f0x
f0
)
+
1
12
∂x
(
f0x
f0
)
ψ1
(
f0x
h0x
)
+
h0x
8
( f20xf0 −h20x)ψ2 +f0x( f0xf0 ψ2 +h0xφ2)
h0x
(
f0x
f0
ψ2 +h0xφ2
) − 1
4
h0xxψ1
(
h0x
f0x
f0
)
=
1
12
∂x
(
f0xψ1x+f0h0xφ1x
f0xφ1x+h0xψ1x
)
+
1
12
[(
f20x
f0
−h20x
)
(f0xφ2 +h0xψ2)−2h0x
(
f20x
f0
−h20x
)
ψ2
h0xf0x
f0
(f0xφ2 +h0xψ2)
]
+
1
12
h0xxψ1
(
h0x
f0x
f0
)
+
1
12
∂x
(
f0x
f0
)
ψ1
(
f0x
h0x
)
+
h0x
8
( f20xf0 −h20x)ψ2 +f0x( f0xf0 ψ2 +h0xφ2)
h0x
(
f0x
f0
ψ2 +h0xφ2
) − 1
4
h0xxψ1
(
h0x
f0x
f0
)
=
1
12
∂x
(
f0xψ1x+f0h0xφ1x
f0xφ1x+h0xψ1x
)
+ ∂x
(
1
12
[(
f20x
f0
−h20x
)
h0xf0x
f0
]
ψ1 +
h0x
8
[
f0x
h0x
]
φ1
)
− 1
24
(
4h0xh0xxψ1 +3(h0xf0xx−h0xxf0x)φ1
0
)
− h0x
24
[(
f20x
f0
−h20x
)
0
]
ψ2
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Making use of the unwinding identity at level 0 (and, in the last line, at level 2) we deduce that
=
1
12
∂2x
(
0
1
)
− 1
12
∂x
(
f0xxψ1 +∂x(h0xf0)φ1
f0xxφ1 +h0xxψ1
)
+ ∂x
(
1
12
[(
f20x
f0
−h20x
)
0
]
ψ1 +h0x
[
1
8f0x
1
24h0x
]
φ1
)
−
( 1
12f0
f0xf0xxψ1 +
1
8 (h0xf0xx+h0xxf0x)φ1
0
)
+
h0x
24
[
h0xψ1x−f0xφ1x
0
]
= − 1
12
∂x
(
f0xxψ1 +∂x(h0xf0)φ1
f0xxφ1 +h0xxψ1
)
+ ∂x
(
1
12
[(
f20x
f0
−h20x
)
0
]
ψ1 +h0x
[
1
8f0x
1
24h0x
]
φ1
)
−
( 1
12f0
f0xf0xxψ1 +
1
8 (h0xf0xx+h0xxf0x)φ1
0
)
+
h0x
24
∂x
[
h0xψ1−f0xφ1
0
]
− h0x
24
[
h0xxψ1−f0xxφ1
0
]
= − 1
12
∂x
(
f0xxψ1 +∂x(h0xf0)φ1
f0xxφ1 +h0xxψ1
)
+ ∂x
(
1
12
[(
f20x
f0
−h20x
)
0
]
ψ1 +h0x
[
1
8f0x
1
24h0x
]
φ1
)
−
( 1
12f0
f0xf0xxψ1 +
1
8 (h0xf0xx+h0xxf0x)φ1
0
)
+
1
24
∂x
(
h0x
[
h0xψ1−f0xφ1
0
])
− 1
24
[
∂x
(
h20x
)
ψ1−∂x (h0xf0x)φ1
0
]
= − 1
12
∂x
(
f0xxψ1 +∂x(h0xf0)φ1
f0xxφ1 +h0xxψ1
)
+ ∂x
(
1
12
[(
f20x
f0
− 12h20x
)
0
]
ψ1 +h0x
[
1
12f0x
1
24h0x
]
φ1
)
− 1
24
[(
1
f0
∂x
(
f20x
)
+∂x
(
h20x
))
ψ1 +2∂x (h0xf0x)φ1
0
]
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=
1
12
∂x
(
f0x
(
f0x
f0
ψ1 +h0xφ1
)
−h0x (h0xψ1 +f0xφ1)+
(
1
2h
2
0x−f0xxψ1
)−f0h0xxφ1
1
2h
2
0x−f0xxφ1−h0xxψ1
)
− 1
24
[(
1
f0
∂x
(
f20x
)
+∂x
(
h20x
))
ψ1 +2∂x (h0xf0x)φ1
0
]
=
1
12
∂x
(
f0xφ0x−h0xψ0x+
(
1
2h
2
0x−f0xxψ1
)−f0h0xxφ1
1
2h
2
0x−f0xxφ1−h0xxψ1
)
− 1
24
[(
1
f0
∂x
(
f20x
)
+∂x
(
h20x
))
ψ1 +2∂x (h0xf0x)φ1
0
]
= − 1
12
(
h0xx
0
)
+
1
12
∂x
((
1
2h
2
0x−f0xxψ1
)−f0h0xxφ1
1
2h
2
0x−f0xxφ1−h0xxψ1
)
− 1
24
[(
1
f0
∂x
(
f20x
)
+∂x
(
h20x
))
ψ1 +2∂x (h0xf0x)φ1
0
]
.
Now, making the substitution (
φ1
ψ1
)
=
1
h20x−f20x/f0
( −f0x
f0
h0x
)
, (8.20)
which follows from (3.60), (3.61) and (3.104), one finally has(
h2
f1/f0
)
=
1
12
(
h0xx
0
)
+
1
24
∂x
1
f20x−f0h20x
(
f0h
3
0x−2f0f0xxh0x+2f0f0xh0xx
−f0xh20x+2f0xf0xx+2f0h0xh0xx
)
+
1
12
(
h0xx
0
)
=
1
6
(
h0xx
0
)
+
1
24
∂x
(
f0h
3
0x−2f0f0xxh0x+2f0f0xh0xx
f20x−f0h20x
∂x log
(
f20x−f0h20x
) ).
9 Fine Structure of the Generating Functions
We begin by summarizing the closed form expressions of some of the basic generating functions we have just
derived:
h1 =
1
2
h0x
f1/f0 =
1
24
∂2x log
(
f20x−f0h20x
)
=∂2x
[
E1 +
1
12
logz0
]
=
1
24
∂x
(−f0xh20x+2f0xf0xx+2f0h0xh0xx
f20x−f0h20x
)
(9.1)
h2 = ∂x
[
1
6
h0x+
f0h
3
0x−2f0f0xxh0x+2f0f0xh0xx
f20x−f0h20x
]
= ∂x
[
−1
6
∂t1 logf0−∂t1E1
]
=∂x
[
1
6
h0x−∂t1E1
]
.
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The second equality in the second line follows by a direct application of (2.24) from which it follows, using
(3.100), that
E1 =
1
24
log
(
f20x−f0h20x
z20
)
=
1
24
log
(
4−y0
z20D̂
)
=
1
24
log
(
B̂212
Π−Π+
)
− 1
12
log(z0) (9.2)
where the last two equalities here follow form (3.100 - 3.101) and (7.5, 5.9) respectively. The final expression
for h2 above follows from (3.26) and the sixth line then follows from (3.55) in the case when ν= 0 which
yields
∂t1f0 = −f0∂xh0 (9.3)
∂t1h0 = −∂xf0 (9.4)
(We recall here that ∂t1E1 is the generating function for 1-legged genus 1 maps.)
9.1 Leading Orders
From (9.2) and our prior analysis we see that the singularities of E1 correspond precisely to degenerations
in the characteristic geometry: the vanishing of B̂12−y1/20 B̂11 coincides with places where the characteristic
speeds stagnate and the vanishing of Π−Π+ coincides with the formation of caustics. Except in the case of
valence j= 3 these places are precisely the locations of the vertical tangents of C over finite values of ξ2.
However, the singularities corresponding to the zeroes of B̂12−y1/20 B̂11 are removed in h1,h2,f1.
Proposition 9.1. h1/h0,h2/h0, and f1 are rational functions on C whose singularities are restricted to poles
located at the zeroes of Π− or Π+. In fact the global polar parts of these functions are a power of Π−Π+.
This power will be referred to as the polar order of the generating function. The polar order of h2/h0 and f1
is 4. The polar order of h1/h0 is 1.
Proof. It follows from (7.3) that
h0x
h0
=
B̂12
2f0
√
y0
(
1
Π−
− 1
Π+
)
=
(B̂12−y1/20 B̂11)
2xΠ−Π+
Π+−Π−√
y0
If follows from (C.8) that Π+(
√
y0)−Π−(√y0) = Π−(−√y0)−Π+(−√y0) which is therefore an odd function
of
√
y0 and so
(
Π+(
√
y0)−Π−(√y0)
)
/
√
y0 is a polynomial in y0, showing that this is indeed a rational
function on C. Moreover, the singularities of h1/h0 are then seen to be confined to the zeroes of Π± and
there these are poles of order 1 (i.e., simple). A similar argument applies for f0x.
We next turn to our representations for f1/f0 and h2. To that end we will make use of the following
lemma.
Lemma 9.2. y0x= (j−2)y0(4−y0)f0D̂ = (j−2)
y0B̂12(B̂12−y1/20 B̂11)
xΠ−Π+
Proof. As in (5.15) it is straightforward to calculate that
y0x =
h0
f20
(2f0,−h0) ·
(
h0x
f0x
)
.
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Applying (3.92) this expands to
y0x =
1
D
h0
f20
(2f0,−h0) ·
(
jx+(j−2)
( −f0 h0
f0h0 −f0
))(
h0
2f0
)
=
(j−2)
D
h0
f20
(2f0,−h0) ·
( −f0 h0
f0h0 −f0
)(
h0
2f0
)
=
(j−2)
D̂
h20
f40
(4−y0)
=
(j−2)
D̂
y0
f0
(4−y0)
Now applying the lemma to our previously derived expressions for f1/f0 and h2 and making use of (7.5)
and (5.9) and, for h2, (9.3 - 9.4), one has
f1/f0 = ∂x
[
∂xE1 +
1
12
z0x/z0
]
=− 1
24
∂x
(
Π+x
Π+
+
Π−x
Π−
)
= − (j−2)
24
∂x
[
y0(4−y0)
f0D̂
(Π−Π+)y0
Π−Π+
]
=− (j−2)
24
∂x
y0
(
B̂12−y1/20 B̂11
)
xB̂12
(Π−Π+)y0
(Π−Π+)2

h2 = ∂x
[
1
6
h0x−∂t1E1
]
=∂x
[
1
6
h0x−∂y0E1y0t1
]
= ∂x
[
1
6
h0x−∂y0E1
h0
f20
(2f0,−h0) ·
(
h0t1
f0t1
)]
= ∂x
[
1
6
h0x+∂y0E1
1
D
h0
f20
(2f0,−h0) ·
(
0 1
f0 0
)(
jx+(j−2)
( −f0 h0
f0h0 −f0
))(
h0
2f0
)]
= ∂x
[
1
6
h0x+∂y0E1
1
D
h0
f0
(−h0,2) ·
(
jx+(j−2)
( −f0 h0
f0h0 −f0
))(
h0
2f0
)]
= ∂x
[
1
6
h0x+∂y0E1
h0
D
(4−y0)(jx−(j−2)f0)
]
= ∂x
[
1
6
h0x+
1
24
h0
w2
∂y0 log
(
(4−y0)
D˜
)
(4−y0)
D˜
(jx−(j−2)f0)
]
= ∂x
{
h0
[
1
6
h0x
h0
+
1
24
1
w2
∂y0
(
(4−y0)
f20 D̂
)
(jx−(j−2)f0)
]}
= ∂x
h0
 1
12
(B̂12−y1/20 B̂11)
xΠ−Π+
Π+−Π−√
y0
+
1
24
1
x2
∂y0

(
B̂12−y1/20 B̂11
)2
Π+Π−
(jx−(j−2)f0)


= ∂x

√√√√ y0B̂12
B̂12−y1/20 B̂11
[
1
12
(B̂12−y1/20 B̂11)
xΠ−Π+
Π+−Π−√
y0
+
1
24
1
x2
∂y0

(
B̂12−y1/20 B̂11
)2
Π+Π−
(jx−(j−2) B̂12
B̂12−y1/20 B̂11
)

Let us now check the singularity confinement claims, beginning with the next to last line in the expression
for h2. The terms inside the square brackets, based on our prior arguments, a rational function of y0 with
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poles confined to the zeroes of Π−Π+. Hence, the full expression divided by h0 has the form
h2/h0 =
h0x
h0
[.. .]+∂x [.. .]
=
h0x
h0
[.. .]+∂y0 [.. .]y0x.
Since we already saw, at the start of the proof, that h0x/h0 is a rational function of y0 with poles constrained
to Π−Π+, it follows that the first term above is a product of two such functions. Similarly for the second
term since y0x is such a rational function by Lemma 9.2.
The case of f1/f0 is similar but one also has singularities at the zeroes of B̂12 which are off at infinity in
ξ2. However, we will see shortly that these latter poles are not present in f1 by itself. Hence, the singularities
of f1 and h2/h0 are confined to the the zeroes of Π− or Π+, and that they are poles there.
We may also determine the order of the poles along Π±= 0. Consider the case of f1/f0. Carrying out
the x-derivtive in the fnal expression yields another expression of the form
−
y0
(
B̂12−y1/20 B̂11
)
x2B̂12
(Π−Π+)y0
(Π−Π+)2
 +
y0
(
B̂12−y1/20 B̂11
)
xB̂12
(Π−Π+)y0
(Π−Π+)2

y0
y0x
−
y0
(
B̂12−y1/20 B̂11
)
x2B̂12
(Π−Π+)y0
(Π−Π+)2
 +
y0
(
B̂12−y1/20 B̂11
)
xB̂12
(Π−Π+)y0
(Π−Π+)2

y0
(j−2)y0B̂12(B̂12−y
1/2
0 B̂11)
xΠ−Π+
Near the poles the second term is clearly the dominant one and asymptotically as one approaches the
singularities it grows like O
(
1
(Π−Π+)4
)
. Hence the order of the poles is uniformly 4. We also note that these
terms all have a common factor of the form
B̂12−y1/20 B̂11
xB̂12
which is precisely equal to 1/f0. Hence f1 has no
poles other than those corrseponding to the zeroes of Π±. A completely similar argument shows that the
order of the poles for h2/h0 is also 4. We note that this does not rule out the possibility of multiplicity of
poles or cancellation of poles by zeroes in the numerator at the complex zeroes of Π−Π+. However, at the
real zeroes our previous analysis shows that this does not happen.
Corollary 9.3. h1 and h2 each have the form of a rational function of y0, with poles localized in the zero
set of Π−Π+, times the quadratic irrationality
x1/2
√√√√ y0B̂12
B̂12−y1/20 B̂11
.
However, the full expressions for h1 and h2 have no infinite values at the zeroes of B̂12−y1/20 B̂11; rather,
these functions have simple branched vanishing at these zeroes as well as at the zeroes of y0B̂12. Indeed,
consistent with what was observed in Proposition 6.2, h1 and h2 pull back to fully rational functions of
√
y0
on the hyperelliptic curve Ĉ. The polar order, defined in Proposition 9.1 of h1 and h2 on Ĉ is the same as
that of h1/h0 and h2/h0 on C.
Proof. The only non-trivial question here is that of the definability of h1 and h2 on Ĉ which amounts to the
definabiity of the above quadratic irrationality. It follows from the fourth equation in Corollary 4.10 and
(6.5) that
x1/2
√√√√ y0B̂12
B̂12−y1/20 B̂11
=h0.
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Then by the last equation of Corollary 4.10 we may conclude that
x1/2
√√√√ y0B̂12
B̂12−y1/20 B̂11
=−x1/2ξ√y0 φ0√
y0
.
Since φ0√y0 is a function of y0 it is a rational function on C and so its pullback is rational on Ĉ. It follows
that the quadratic irrationality is well-defined on Ĉ since ξ and √y0 are coordinates on this hyperelliptic
curve.
9.2 Higher Orders
To extend this analysis to higher order generating functions, we will make use of the following lemma which
is essentially a consequence of the Faa´ di Bruno formula [36].
Lemma 9.4. Let G(h,f) be a polynomial in the generating function series
h =
∞∑
g=0
hgn
−g
f =
∞∑
g=0
fgn
−2g;
then
[n−g]G(h,f) =
∑
|k(a)|+2|k(b)|=g
∏
i
h
k
(a)
i
∏
i
f
k
(b)
i
∂
`(k(a))
h0
`(k(a))!
∂
`(k(b))
f0
`(k(b))!
G(h0,f0) (9.5)
where the sum is over integer partition pairs (k(a),k(b)), k(a) = (k
(a)
1 ,k
(a)
2 ,. ..), k
(b) = (k
(b)
1 ,k
(b)
2 ,. ..) satisfying
the summand constraint.
Theorem 9.5. The generating functions, hg(ξ) and fg(ξ) for g>0, are rational functions on Ĉ (hyperelliptic
functions) whose singularities are poles confined to the locus where Π+ or Π− vanish. The polar expansions
at these zeroes are in fact locally rational functions of y0 and so locally project to the coordinate ring, S˜, of
C. The fg(ξ) are, in fact, rational functions on C and so are globally elements of S˜ localized along Π.
Proof. Lemma 9.4 may be applied directly to the polynomials P˜
(a)
α,β,j(h,f) and P˜
(b)
α,β,j(h,f) appearing in the
string equations (3.42) to conclude that the terms involving fg and h2g at order [n
−2g] in those polynomials
come down to P˜∅,∅,j(h,f) and P˜∅,∅,j(h,f). Otherwise derivative factors, of the form ∂αxh or ∂
β
xf carrying a
non-zero weight in n, enter which prevent fk or hk from attaining the maximal values of their subscripts at
this order. Evaluating on just these string coefficients then yields
[n−2g]
(
P˜
(a)
∅,∅,j(h,f)
P˜
(b)
∅,∅,j(h,f)
)
= [n−2g]
(
[η0zj−1]
[η−1zj−1]f1/2
)
1
1−z(√fη+h+√fη−1)
= [n−2g]
(
[η0]
[η−1]f1/2
)
(
√
fη+h+
√
fη−1)j−1
= [n−2g]
(
φ0
ψ0
)
=
∑
|k(a)|+2|k(b)|=2g
∏
i
h
k
(a)
i
∏
i
f
k
(b)
i
∂
`(k(a))
h0
`(k(a))!
∂
`(k(b))
f0
`(k(b))!
(
φ0(h0,f0)
ψ0(h0,f0)
)
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From this the terms involving just h2g or fg are immediately seen to be(
h2g∂h0φ0(h0,f0)+fg∂f0φ0(h0,f0)
h2g∂h0ψ0(h0,f0)+fg∂f0ψ0(h0,f0)
)
= (2ν+1)
(
h2g∂h0B12 +fg∂f0B12
h2g∂h0B11 +fg∂f0B11
)
The RHS follows from the observation, in Proposition 4.8, that φ0 = (2ν+1)B12,ψ0 = (2ν+1)B11. Now
inserting this into the equations (3.42) one has that the O(n−2g)-level equations are of the form
0 =
(
h2g
fg
)
+(2ν+1)t
(
h2g∂h0B12 +fg∂f0B12
h2g∂h0B11 +fg∂f0B11
)
+lower genus terms
=
(
1+(2ν+1)t∂h0B12 (2ν+1)t∂f0B12
(2ν+1)t∂h0B11 1+(2ν+1)t∂f0B11
)(
h2g
fg
)
+lower genus terms
=
(
A11 A12
A21 A22
)(
h2g
fg
)
+lower genus terms
=
(
φ1 f
−1
0 ψ1
ψ1 φ1
)(
h2g
fg
)
+lower genus terms.
where in the third equality we have used the identities (3.71 - 3.75) and the last equality may be established
by direct comparison of (3.60 - 3.61) with the last equation in Proposition 4.8 and use of the identity (3.76).
The phrase lower genus terms here refers to products of terms from ∂αxh or ∂
β
xf with terms of the form of
the RHS of (9.5) for G a general string coefficient.
It then follows, from applying (3.104) in the next to last equality, that we may isolate these highest genus
terms as (
h2g
fg
)
=
(
f0x h0x
f0h0x f0x
)
(lower genus terms). (9.6)
This can also be seen from the last equality using the unwinding identity (Proposition 4.11).
As a consequence of (3.54) one also has that the odd index functions h2g+1 may be expressed in terms
of lower genus generating functions:
h2g+1 = −
2g+1∑
m=1
∂mx h2g+1−m. (9.7)
It follows from all of the above that all generating functions may be recursively calculated in terms of
lower genus generating functions and their x-derivatives. The theorem then follows by induction. The base
step is given by Proposition 9.1. By induction we may assume that, at any given level, all lower genus
generating functions satisfy the statements of the theorem.
Now by strong induction from the base step one sees that by the recursions, (9.6) and (9.7), and the fact
shown at the start that the elements of the prefactor matrix in (9.6) has the form stated in the theorem, it
follows that hg and fg are ultimately expressed as rational functions on Ĉ. This completes the induction. To
see that the fg are in fact rational functions on C, we recall from (2.20) that fg is a generating function for
enumerating two-legged, j-valent. g-maps. It is a straightforward consequenc of Euler’s genus formula that
such maps must have an even number of vertices. It follows that fg is a function of just ξ
2. but as we have
seen from (5.4), ξ2 is purely a function of y0; hence, so is fg. We note that this argument does not work
for hg since this generating function enumerates maps that are just one-legged and, indeed, we have seen in
Corollary 9.3 that h1 and h2 do not descend to rational functions on C.
Theorem 9.6. The maximal pole order in Π = Π−Π+ of h2g or fg is 5g−1. The maximal pole order of
h2g+1 is 5g+1.
Proof. We first show that the maximal pole order is bounded above by these numbers. This can be established
inductively. The base step is immediate from Corollary 9.3. Recall that k(a) denotes the partition of h-genus
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terms appearing in a given term of the forcing for the fg recursion and k
(b) denotes the partition of f -genus
terms in the same forcing term. Further let m denote the total x-derivative degree in that term. Then one
has from (9.5) the following constraint:
2g= |k(a)|+2|k(b)|+m. (9.8)
As a consequrence of Theorem 9.5, the polar parts of fg project to elements in the coordinate ring S˜ localized
along Π = Π−Π+ and, as such, have a well defined polar expansion in inverse powers of Π = Π−Π+ with
coefficents lying in the coordinate ring itself. Define a term of the polar expansion of fg to be a monomial
divided by a power of Π. Furthermore define the Π-weight of that term to be this power. This expansion
is built by multiplying together x-derivatives of the h2k+1,h2k and fk for k<g. It follows by induction that
the Π-weight of a term is given by
5
2
(2g−m)−4`(k(a)od )−`(k(a)ev )−`(k(b))+2m+1 (9.9)
where k
(a)
od is the partition built from the odd parts of k
(a) and k
(a)
ev is the partition built from the even parts
of k(a); the 2m comes from the fact that an x-derivative raises the Π-weight of a term by 2; and 1 is added
for the factor of Π that comes from multiplication by the matrix involving h0x and f0x. The partiton length
terms appear here because the inductive Π-weight is not a perfect multiple of the genus. Hence we pick up
a −1 for each part in k(a)ev or k(b) and a −4 for each part in k(a)od since 5(k−1)+1 = 5k−4.
Substituting the constraint (9.8) into (9.9) one has that the maximum pole order is the maximal value of
4g+
1
2
|k(a)|+ |k(b)|−4`(k(a)od )−`(k(a)ev )−`(k(b))+1 (9.10)
that can be taken on the partitions (k(a),k(b)). Since partition lengths are always non-negative, this form
makes it clear that in order to maximize one should minimize 4l(k
(a)
od )+`(k
(a)
ev )+`(k(b)). Since (k(a),k(b))
cannot be vacuous, we first consider the case that this length sum = 1. In this case one must clearly have
k
(a)
od = 0 and then, mutually exclusively, either `(k
(a)
ev ) = 1 or `(k(b)) = 1. In either of those cases the maximum
possible value of 12 |k(a)|+ |k(b)| is g−1. It cannot be g: since there is only one part overall this would have
to correspond to a factor of either h2g or fg which is not allowed by the induction. So in this case we have an
upper bound of 4g+g−1−1+1 = 5g−1. If this were realized the constraint (9.8) would require that m= 2.
But this is realized by terms proportional to h2g−2,xx or fg−1,xx.
Next we consider the case that the length sum is ≥2. In this case it is clear that (9.10) is bounded above
by 4g+g−2+1 = 5g−1 which occurs when the legth sum = 2 and also 12 |k(a)|+ |k(b)|=g. These extrema are
simultaneously realized when, and only when, one has terms proportional to h2kh2g−2k,fkfg−k or h2kfg−k
for 0<k<g.
The description of the maximal pole order terms for h2g is exactly the same as that just presented for
fg. That of h2g+1 can be deduced from this by application of the Bernoulli identity (9.7) and yields the
maximum order of 5g+1. To complete the induction one must still show that these terms, within the right
hand side of (9.6) or (9.7), do not somehow combine to cancel at the maximal order as one approaches the
singularity locus. We show this in the next theorem.
9.3 Nondegeneracy at Real Turning Points
We have just shown that
fg =
P (g)(y0)
x2g−1Π5g−1
, (9.11)
for some polynomials P (g) in y0. However, we have not yet shown that the exponent 5g−1 in the denominator
is the smallest possible, i.e. that Π does not divide any of the polynomials Pg. In Section 6 we established
that the two finite real turning points of the spectral curve C are simple and, at these critical points, the
generating functions h0 and f0 limit to finite non-zero values (see Theorem 6.4 (b)). Let us denote the
turning point of the right by (ξ2c ,y0c).
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As ξ2→ ξ2c (or, equivalently, as ξ→ ξc), the variables y0 and f0 approach positive real values. In the case
of y0 this follows from Theorem 6.4 where we showed that the critical point occurs at the turning point on
the right where y0>0. The global expression for f0 given in (6.5) has a numerator and denominator which
are both positive for y0>0 and ξ
2>0 as was also shown in Theorem 6.4.
By simplicity of the turning point, Π∼C(ξ−ξc)1/2 for some C 6= 0 as ξ→ ξc. Thus the maximal pole
order 5g−1 in (9.11) is equivalent to the asymptotic behavior of fg as ξ→ ξc. Define coefficients ζg and γ
by
fg∼ζgτ1−5g(1+O(τ)) as ξ→ξc, τ = (ξ−ξc)1/2, (9.12)
f0x∼γτ−1 +O(1) as ξ→ξc. (9.13)
In the following proposition and below, the notation ′ will mean ∂√y0 . A subscript c, as in y0c, indicates a
value at the critical time ξc. Also in this section we assume that x has been set to 1 after any x-derivatives
have been taken.
Proposition 9.7. The coefficients of the most singular terms for fg satisfy the recurrence
0 =ζg+1 +C1C2z
2g−1
c (25g
2−1)ζg+6C1
g∑
m=1
ζmζg+1−m (g≥1), (9.14)
where C1 = jξcz
j/2−1
0c γ
(
1
3S
′′
c +
1
3 R˜
′′
c − 112 R˜′c
)
and C2 =
1
4 (j/2−1)2ξ2c . It follows that ζg>0 for all g≥1.
Proof. The essential idea here is straightforward: the string equations give recursive formulas for fg and h2g;
using Theorem 9.5 we will identify all terms that are not o(τ5g−2) as ξ→ ξc. Along with (9.11) one has
h2g
h0
=
Q2g
x2gΠ5g−1
,
h2g+1
h0
=
Q2g+1
x2g+1Π5g+1
.
where the Q are polynomials in y0. Using Lemma 9.2 it is easy to see that
I∏
i=1
fgi,w(mi)
J∏
j=1
h
g′j ,w
(m′
j
) =O(τ
p), where (9.15)
p=
I∑
i=1
5gi+2mi−1gi 6=0 or mi 6=0 +
J∑
j=1
5
2
g′j+2m
′
j−1g′j 6=0 or m′j 6=0−1g′j odd. (9.16)
At order n−2g, the string equations have terms of the form (9.15) with the constraint that
∑
2gi+g
′
i+mi+
m′i= 2g. Thus the forcing terms we must retain are
fq0h
q′
0 fg−1,ww, f
q
0h
q′
0 fg′fg−g′ , f
q
0h
q′
0 h2g−2,ww, f
q
0h
q′
0 h2g′h2g−2g′ (9.17)
for some q,q′≥0 and g′≥1.
We set S=S2ν(
√
y0) and R˜ a slightly different than R2ν(
√
y0):
S=I0(2∂√y)yν = [η0](η+
√
y+η−1)j−1 =
∑( 2ν
2µ,ν−µ,ν−µ
)
yµ (9.18)
R˜=I1(2∂√y)yν = [η1](η+
√
y+η−1)j−1 =
√
y
∑( 2ν
2µ−1,ν−µ,ν−µ+1
)
yµ; (9.19)
i.e., these are essentially the scaled string polynomials, φˆ0,
√
y0ψˆ0 respectively.
In the following display, ∼ means that the difference of the left and right hand sides is order O(τ3−5g).
Also let f˜g =f
2g−1
0 fg and h˜g =f
g−1/2
0 hg. By straightforward but tedious calculations we find that the
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equation at order n−2g from the relation 0 =V ′(L)n,n gives
0∼h˜2g+jtf j/2−10
{
S′h˜2g+R˜′f˜g+
1
6
R˜′′h˜′′2g−2 +
(
1
6
S′′+
1
12
R˜′
)
f˜ ′′g−1 (9.20)
+
g−1∑
g′=1
1
2
S′′h˜2g′ h˜2g−2g′+R˜′′h˜2g′ f˜g−g′+
1
2
(−R˜′+S′′)f˜g′ f˜g−g′
}
(9.21)
It turns out that there is a simple relation between asymptotic behaviors of fg and h2g as ξ→ ξc that will
let us simplify formula (9.20). It follows form (3.100) that
f20,w−f0h20,w =
4−y0
D̂
. (9.22)
As ξ→ ξc both terms on the left hand side are order τ−2 but the right hand side is only order τ−1 and thus
can be ingored. It follows that
f0,w∼
√
f0h0,w(1+O(τ)) as ξ→ ξc. (9.23)
The string equations at order n−2g have the form(
u2g
zg
)
=
(
u0x z0x
z0x z0u0x
)(
F1
F2
)
, (9.24)
where F1,F2 are the forcing terms. It follows from equations (9.23,9.24) that
f˜g,w(m) ∼ h˜2g,w(m)(1+O(τ)) as ξ→ ξc. (9.25)
Using this to simplify equation (9.20) we have
0∼f˜g+jtf j/2−10
{(
S′+R˜′
)
f˜g+
(
1
6
R˜′′+
1
6
S′′+
1
12
R˜′
)
f˜g−1,ww (9.26)
+
g−1∑
g′=1
(
S′′+R˜′′− 1
2
R˜′
)
f˜g′ f˜g−g′
}
. (9.27)
Although the f˜g terms are order τ
1−5g, a consequence of the leading order string equations is that 1+
jtf
j/2−1
0 (S
′+R˜′) =O(τ); thus all the terms on the right hand side above are order O(τ2−5g).
In a similar way the order n−2g equation of other string equation w=V ′(L)n,n−1 gives
0∼f˜g+jtf j/2−10
{(
R˜′+S′
)
f˜g+
(
1
6
S′′− 1
6
R˜′+
1
6
R˜′′
)
f˜g−1,ww (9.28)
+
g−1∑
g′=1
(
R˜′′+S′′+
)
f˜g′ f˜g−g′
}
. (9.29)
Taking a linear combination f0h0,w(9.27)+f0,w(9.29) gives
0∼f˜g+jtf j/2−10 f˜0,w
(
1
3
S′′+
1
3
R˜′′− 1
12
R˜′
){
f˜g−1,ww+6
∑
g1+g2=g
f˜g1 f˜g2
}
. (9.30)
The reduction of the f˜g terms in the above display follows from the identity f0,wS
′+f1/20 h0,wR˜
′= 1. A direct
calculation shows that
f˜g−1,ww∼f2g−10 (5g−6)(5g−4)
(j/2−1)2ξ2c
4
ζg−1
τ5g−2
(1+O(τ)) as ξ→ ξc. (9.31)
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Using this formula in (9.30) gives the recurrence in the proposition statement.
It remains only to show that the coefficients ζg are strictly positive. We claim that C1(j) is strictly
negative. A direct calculation shows that
f
5/2−j/2
0 ∂
2
f0 [η
0](η+h0 +f0η
−1)j−1 =S′′−R˜′ (9.32)
f
2−j/2
0 ∂f0∂h0 [η
0](η+h0 +f0η
−1)j−1 =R˜′′ (9.33)
f
3/2−j/2
0 ∂
2
h0 [η
0](η+h0 +f0η
−1)j−1 =S′′. (9.34)
The left hand sides of the three expressions above are obviously positive, and
C1(j) =jξcz
j/2−1
0c γ
(
1
12
(eq. 9.32)+
1
3
(eq. 9.33)+
1
4
(eq. 9.34)
)
. (9.35)
The claim that C1(j)<0 now follows since ξc<0 and z0c,γ >0. The positivity of the ζg’s is now clear.
Corollary 9.8. Let κg,j(2k) be the number of two-legged maps of genus g with 2k vertices of valence j.
Then
κg,j(2k)
(2k)!
∼ ζg
Γ( 5g−12 )
t1/2−5g/2−2kc (2k)
(5g−3)/2 as k→∞. (9.36)
Proof. As we saw in (2.20),
fg(tj ,w= 1) =
∑
k≥0
κg,j(2k)
t2kj
(2k)!
, (9.37)
where κj,g(2k) is the number of two-legged j-valent maps of genus g with 2k vertices. Corollary 2 of
[35] states that if a complex function f(z) is analytic on a suitable domain then f(z)∼ (1−z)α implies
[zk]f(z)∼ [zk](1−z)α. Our assertion follows directly from this.
Remark 9.9. The results in Theorem 9.6 precisely parallel those for the even valence case that were derived
in Section 3 of [26].
10 Form of the Fundamental Map Enumeration Generating Func-
tions
We are now in a position to realize our original goal: the derivation of compact closed form expressions for
the map generating functions Eg and to understand these forms in terms of the geometry of of the spectral
curve Ĉ. A first step has already been taken in the derivation of the genus 1 generating function in (9.2)
whose result we recall here:
E1 =
1
24
log
(
f20x−f0h20x
z20
)
=
1
24
log
(
4−y0
z20D̂
)
=
1
24
log
(
B̂212
Π−Π+
)
− 1
12
logz0 =e1.
We note that this formula is completely consistent with the expression for e1 in the even valence case
given in Theorem A.2. Indeed, setting j= 2ν and u0 = 0 in D̂ this reduces to D̂= 4(ν−(ν−1)z0). Then
substituting this into the second equation for E1 above, with y0 = 0, this collapses to precisely our expression
(A.3) in the even valence case. Thus the above expression for E1 is valid for arbitrary valence.
From the viewpoint of Riemann surfaces, genus 1 is the case of flat curvaturre and the simplicitly of our
expression in direct terms of the discriminant, D=d+d− of the spectral curve is consistent with that. In the
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remainder of this section we will derive the explicit form of the genus 0 generating function, corresponidng
to positive curvature and a general description of the generating functions with g>1, corresponding to the
case negative curvature or surfaces of general type. We observe that d± is directly related to λ± through the
Riemann invariants. This is the key point. E0 is completely defined in terms of the λ±. E1 is completely
defined in terms of the d± which, in turn, completely determine the spectral curve Ĉ and the branch points
of its projection onto the ξ plane. After this all the hg,fg are rational functions with polar locus along d±.
We recall from (2.24) that one has the general differential equations for the Eg:
∂2
∂w2
Eg(s,w)|w=1 =−
g∑
`=1
2
(2`+2)!
∂2`+2
∂w2`+2
Eg−`(s,w)|w=1 (10.1)
+the n−2g terms of log
( ∞∑
m=0
1
n2m
fm(s)
)
where Eh(s,w) =w
2−2heh(wν−1s).
10.1 Derivation of E0
We will show that
E0 =
1
2
w2 logz0 +
3(j−2)w2
4j
− (j−2)(j+1)w
j(j+2)
(
f0 +
1
2
h20
)
+
(j−2)2
2j(j+2)
(
1
2
f20 +h
2
0f0
)
. (10.2)
This extends the formula
e0 =
1
2
w2 logz0 +
(ν−1)2
4ν(ν+1)
(f0−w)
(
f0− 3(ν+1)w
ν−1
)
from the even valence case given in Theorem A.2 by setting j= 2ν and h0≡0 in the above expression for
E0. Hence this is again a valid formula for arbitrary valence.
We will make use of the fundamental equations (3.92). We recast those ODEs for use here:
−h0 +jwh0,w =(j−2)(h0f0,w+h0,wf0) (10.3)
−2f0 +jwf0,w =(j−2)f0 (h0h0,w+f0,w). (10.4)
10.1.1 w-Integral formula for E0
We will compute E0 by re-expressing (10.1) as a double w-integral formula and then applying integration by
parts. In doing this we write logz0 = logf0− logw so that we can work with w as an independent variable,
not constrained to be evaluated at w= 1. Thus,
E0 =Const.(j, w)+
∫ w
0
∫ w1
0
logf0(w2)− logw2dw2dw1
=Const.(j, w)+w
∫ w
0
logf0(w2)dw2−
∫ w
0
w2 logf0(w2)dw2
−
(
1
2
w2 logw− 3
4
w2
)
=Const.(j, w)+w · Integral 1− Integral 2− 1
2
w2 logw+
3
4
w2, (10.5)
where Const.(j, w) is at worst a linear function of w.
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10.1.2 Computation of integral 1
For integrals over the interval [0,w] we won’t write the limits of integration. Dividing equation (10.4) by f0
we have
jw∂w log f0 =2+(j−2)(h0h0,w+f0,w). (10.6)
This identity facilitates computation of integral 1:∫
logf0dw=w log f0−
∫
w∂w log f0dw
=w log f0− 1
j
∫
2+(j−2)(h0h0,w+f0,w) dw
=w log f0− 2w
j
− j−2
j
(
f0 +
1
2
h20
)
. (10.7)
10.1.3 Computation of integral 2
Integral 2 requires slightly more effort. Multiplying equation (10.3) by h0 we get
0 =h20−jwh0,wh0 +(j−2)
(
h20f0,w+h0,wh0f0
)
=
∫
h20dw−j
∫
wh0,wh0dw+(j−2)
∫
h20f0,w+h0,wh0f0dw
=
∫
h20dw−j
(
1
2
wh20−
∫
1
2
h20dw
)
+(j−2)
(
h20f0−
∫
h0,wh0f0dw
)
Therefore we have the identity
1
2
jwh20−(j−2)h20f0 =
∫
(j+2)
1
2
h20−(j−2)h0,wh0f0dw (10.8)
We will combine this with another identity; start with (10.4) and integrate as before.
0 =2f0−jwf0,w+(j−2)(h0,wh0f0 +f0,wf0)
=2
∫
f0dw−j
∫
wf0,w+(j−2)
∫
h0,wh0f0 +f0,wf0dw
=2
∫
f0dw−j
(
wf0−
∫
f0dw
)
+(j−2)
∫
h0,wh0f0dw+
1
2
(j−2)f20 .
Therefore
jwf0− 1
2
(j−2)f20 =
∫
(j+2)f0 +(j−2)h0,wh0f0dw (10.9)
Combining identities (10.8) and (10.9) we have
(j+2)
∫
f0 +
1
2
h20dw=jw
(
f0 +
1
2
h20
)
−(j−2)
(
1
2
f20 +f0h
2
0
)
. (10.10)
We can now compute integral 2. We first use (10.6), and then apply the integral formula (10.10)∫
w logf0dw=
1
2
w2 logf0−
∫
1
2
w2∂w logf0dw
=
1
2
w2 logf0−
∫
w
2j
(2+(j−2)(h0h0,w+f0,w)) dw
=
1
2
w2 logf0− w
2
2j
− j−2
2j
[
w
(
f0 +
1
2
h20
)
−
∫
f0 +
1
2
h20dw
]
=
1
2
w2 logf0− w
2
2j
− (j−2)w
2j
(
f0 +
1
2
h20
)
+
j−2
2j(j+2)
[
jw
(
f0 +
1
2
h20
)
−(j−2)
(
1
2
f20 +f0h
2
0
)]
. (10.11)
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Combining our formulae for (10.7) and (10.11) as per (10.5), we have the asserted representation of E0 up
to the linear function Const.(j, w). However, applying the constraint that there are no zero vertex maps,
one sees that this linear function must in fact be identically zero.
10.1.4 E0 in terms of Characteristic Geometry
The previous formula can also be expressed directly in terms of the characteristic geometry (i.e., in terms of
just y0) as
Theorem 10.1.
e0 =w
−2E0 =
1
2
log(z0)+
j−2
4j(j+2)
[
(j−2)z20 (1+2y0)−2(j+1)z0 (2+y0)+3(j+2)
]
=
1
2
log
(
B̂12
B̂12−y1/20 B̂11
)
+
j−2
4j(j+2)
(j−2)( B̂12
B̂12−y1/20 B̂11
)2
(1+2y0)−2(j+1)
(
B̂12
B̂12−y1/20 B̂11
)
(2+y0)+3(j+2)
.
In particular this shows that e0 is completely determined by the ν zeros of the characteristic speed
λ̂−
(
=−(B̂12−y1/20 B̂11)
)
and the values of B̂12(y0) at those zeros.
10.2 Universal Expressions for Eg
In the previous subsections we have explicitly shown that E0 and E1 can be realized as closed form valence-
independent expressions in just f0, h0 and their x-derivatives.. Now we show this extends to Eg,g >1 in
the form stated in Theorem 1 (b). Our proof of this will be based on an analogous result for the generating
functions fg and hg.
Proposition 10.2. For g>0,
fg =
Pfg (h0,f0,h0x,f0x,h0xx,. ..)
(f20x−f0h20x)8g−3
h2g =
Ph2g (h0,f0,h0x,f0x,h0xx,. ..)
(f20x−f0h20x)8g−3
h2g+1 =
Ph2g+1(h0,f0,h0x,f0x,h0xx,. ..)
(f20x−f0h20x)8g−2
where Pfg and Ph2g are valence independent polynomials. fg and h2g have polynomial weight 1 and
1
2
respectively, and differential weight 2g. Ph2g+1 has polynomial weight
1
2 and differential weight 2g+1.
Before turning to the proof of this we require a lemma.
Lemma 10.3. The string polynomials φm and ψm have differential weight = -1 and polar order in (f
2
0x−
f0h
2
0x) at most 2m−1. Moreover, these string polynomials have expressions which are independent of valence.
Proof. Making use of the unwinding identity of Section 4.5 one deduces by recursion that(
φm
ψm
)
=
[(−f0h0x f0x
f0f0x −f0h0x
)
1
f20x−f0h20x
∂x
]m−1(
φ1
ψ1
)
=
[(−f0h0x f0x
f0f0x −f0h0x
)
1
f20x−f0h20x
∂x
]m−1
1
f20x−f0h20x
(
f0x
−f0h0x
)
where the second equation follows from (8.20). The differential weight and pole order evaluations follow
directly from this. Moreover, this expression is manifestly valence independent.
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We now turn to the proof of the proposition.
Proof. The proof of this is an induction based on the recursion (9.6). The formulas in (9.1) provide the base
steps for this induction at f1,h2 and h1. Now we consider fg and h2g, supposing the proposition holds for all
fk with k<g and hk with k<2g. Now, as demonstrated in section 8 we may extract the order n
−2g terms
from the continuum string equations (3.42) by applying (9.5) to (3.43). One may then extract fg and h2g
from all the terms at this order as observed in Theorem 9.5. By the preceding, the terms denoted by (lower
genus terms) in (9.6) are all sums of monomial terms having the general form
h2g1 ·· ·h2gkfgk+1 ·· ·fgKh(m
′
1)
2g′1
·· ·h(m
′
k′ )
2g′
k′
f
(m′
k′+1)
g′
k′+1
·· ·f (m
′
K′ )
g′
K′
h
(m1)
0 ·· ·h(m`)0 f (m`+1)0 ·· ·f (mL)0 (φmor ψm) (10.12)
where 0<gi,gi′ <g and in the first (top) component these monomials have polynomial weight in
1
2 +Z while
in the second (bottom) component the monomials have polynomial weight in Z. (These last requirements
follow from the external weight conditions given in (2.17), (2.16) respectively.) Observe that the prefactor
matrix in (9.6) preserves this polynomial weight dichotomy between the top and bottom components. The
reader will also note that the no factors involving h2k+1 appear in (10.12). This reduction is clearly allowed
thanks to the relation (9.7).
The final and main constraint that now comes in is the balance of asymptotic orders in large n:
2g =
∑
2gi+2g
′
i′+m
′
i′+mj . (10.13)
Since, by Lemma 10.3, φm and ψm each have differential weight −1 it follows from this last constraint
and induction that (10.12) has differential weight 2g−1. Since the matrix prefactor in (9.6) has differential
weight 1, it follows that h2g and f2g each have differential weight 2g in general. It then readily follows from
(9.7) that h2g+1 has differential weight 2g+1. It then follows from the external weights of h2g and f2g which
are, respectively 1/2−2g and 1−2g, that their polynomial weights are respectively 1/2 and 1. Similarly, the
total polynomial weight of h2g+1 is 1/2.
We next handle the order of the denominators in f20x−f0h20x. Examining the general formula for the
string coefficients given by (8.4) one sees that the maximal value of the index m for the string polynomials
appearing in (10.12) is given in terms of the maximal power of (1−z(√fη+h+√fη−1))−1 appearing in
(8.4). By inspection this maximal power can be seen to equal |α|+ |β|+`(α)+`(β)+1. But then relating
this to the Continuum String equations (3.42) and (10.12) one observes that
|α|+ |β| =
L∑
j=1
mj+
K′∑
i′=1
m′i′
`(α)+`(β) = K+K ′+L
Since our indexing starts at −1, it follows that the value of m appearing in (10.12) is given by
m = K+K ′+L+
L∑
j=1
mj+
K′∑
i′=1
m′i′−1.
Now by Lemma 10.3 we know that the order of f20x−f0h20x appearing in a string polynomial with index m
is 2m−1, so to bound the denominator order in (10.12) we need, by induction, to maximize
2
K+K ′+L+ L∑
j=1
mj+
K′∑
i′=1
m′i′−1
−1+ K∑
i=1
(8gi−3)+
K′∑
i′=1
(8g′i′−3) (10.14)
subject to the constraint (10.13). Using this constraint one readily sees that (10.14) reduces to
8g−3+2
L− L∑
j=1
mj

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whose maximum, 8g−3 is realized by monomials whose initial segment is h`0xfL−`0x . The order statement for
h2g+1 now follows by (9.7).
We note that nothing in the above arguments depended on the valence.
We next extend this analysis to prove part (b) of Theorem 1:
Proposition 10.4. For g>1 one has,
Eg = ∂
−2
x
Pg(h0,f0,h0x,f0x,h0xx,. ..)
fg0 (f
2
0x−f0h20x)8g−3
where Pg is a valence independent polynomial. Eg has polynomial weight 1 and differential weight 2g−2.
Moreover, the symbol ∂−2x here signifies that Eg is an exact second antiderivative of the given expression
which has the form of a rational funcitons of f0,h0 and their x-derivatives, and so is again universal.
Proof. Starting with (10.1) we observe that the order n−2g terms of log
(∑∞
m=0
1
n2m fm(s)
)
consist of mono-
mials of the form
f−M0 fk1 ·· ·fkM
0<kj≤g∑
kj =g,
which by Proposition 10.2 is valence independent and has polynomial weight 0 and differential weight 2g.
Moreover this expression is a rational function in f0,h0 and their x-derivatives with denominator of the form
fM0 (f
2
0x−f0h20x)8g−3M . Hence, the sum of all order n−2g terms has a common denominator at worst of the
form fg0 (f
2
0x−f0h20x)8g−3.
Turning next to the differential terms in (10.1), we observe, inductively, that as a consequence of (3.98),
differentiating Eg−` does not increase the order of the denominator in f0. It is also clear that such differen-
tiation coes not increase the order of Eg−` in f20x−f0h20x above the bound 8g−3. Hence, the stated order
bounds in the denominator are preserved by induction. Additionally, since differentiation cannot alter the
polynomial weight, this remains 0 while differential weight increases by 1 with every differentiation. Hence
the differential weight of all these terms is 2g. This completes the inductive proof of the formula for Eg.
The last statement of the proposition follows from the uniform weight homogeneity of the Eg (see Theorem
10.5).
10.3 Rational Expressions for Eg, g≥2
We begin with a convenient modification of (10.1):
∂2
∂x2
Êg = Cg(f0,f1,. ..,fg) (10.15)
Êg = Eg+
g∑
`=1
2
(2`+2)!
∂2`
∂x2`
Eg−`(s,w)|w=x (10.16)
Cg(f0,f1,. ..,fg) = the O
(
n−2g
)
terms of log
( ∞∑
m=0
1
n2m
fm
)
(10.17)
= the O(n−2g) terms of log(1+ ∞∑
m=1
1
n2m
fm
f0
)
(10.18)
Theorem 10.5. For g>1, Eg is a rational function on C whose singularities are poles confined to the zeroes
of Π. The maximal order of these poles is 5g−5.
Proof. It follows from Theorems 9.5 and 9.6 that Cg(f0,f1,. ..,fg) as given by (10.18) is a rational func-
tion whose singularities are poles confined to the locus where Π(y0) = 0 with maximal pole order equal to
82
5g−1. By (10.15) one knows that Cg(f0,f1,. ..,fg) is a second w-derivative of Êg Anti-differentiation of
Cg(f0,f1,. ..,fg) with respect to w could introduce terms with logarithms but this would contradict the ho-
mogeneous weight of w2−2g that Êg must have. Hence Êg must indeed be a rational function on C (since
the fg are all rational on C) whose singularities are poles confined to the locus where Π(y0) = 0 , since anti-
differentiation of a rational function cannot introduce new singularity locations. Now, localizing Sw along
Π, one sees that anti-differentiating twice decreases the Π-weight by 2 and hence the pole order by 4. It
follows that the maximal pole order of Êg is 5g−5.
However it is still possible that the maximal pole order of Eg is greater than 5g−5 but that this is
cancelled by one of the other terms in the definition (10.16) of Êg. This can be ruled out by strong induction
on k<g. For 0<`<g−1 one would then have that the maximal pole order of ∂2`
∂w2`
Eg−`(s,w) must be
equal to 5(g−`)−5+4`= 5g−`−5<5g−5. So it will suffice to establish this premise for the base cases of
`=g−1,g with g≥2; i.e., for w-derivatives of E0 and E1. For E0 this amounts to considering
∂2`
∂w2`
E0 =
∂2`−2
∂w2`−2
log(f0)
=
∂2`−3
∂w2`−3
f0w
f0
,
which, as a consequence of (3.98), has maximal pole order ≤4`−4≤4g−12. Hence this presents no problem.
Similarly for E1 one has, by direct calculation,
∂2`
∂w2`
E1 =
∂2`
∂w2`
1
24
log
(
4f0−h20
f0D
)
=
∂2`−1
∂w2`−1
1
24
[−2j (jw− (j−2)f0)−(j−2)h20
D
+
(j−2)2f0h20
(
2jw−2 (j−2)f0 +(j−2)h20
)
D2
+
4 (j−2)2f0h20 (jw−(j−2)f0)+4 (j−2)f0
(
jw2−(j−2)f20 +(j−2)2f0h20
)
D2

whose maximal pole order is ≤4`+2≤4g−6. So this does not challenge the maximality of 5g−5 either.
10.4 Special Cases and a Conjecture
It follows from Theorem 10.5 that Eg, for g≥2 are rational functions on C with poles contained in the locus
Π = 0. Moreover, as was shown in the proof of this theorem, Eg is a function of just ξ
2 since it is built up
inductively from the cumulants, Cg which are functions of the fk that in turn are just functions of ξ2. Hence,
the Eg are rational functions on C with poles restricted to the zero-set of Π on C. Let us denote this locus by
[Π] which is a divisor on C. Eg is then an element of a sub-linear system of the divisor (5g−5)[D] on C. The
dimension of this vector space plays a role analogous to that of the the degrees of freedom represented by the
coefficients c
(g)
k appearing in (A.7). Similarly zg is an element of the linear system with divisor (5g−1)[D]
and u2g is an element of the pullback of this system to Ĉ. Also, u2g+1 is an element of the system associated
to the pullback of the divisor (5g+1)[D]. A direct comparison can be made in the trivalent case and so we
take a moment to do this in order to better understand how things should work.
Recall that in the trivalent case C, as given by (5.8), is a degree 3 covering of the ξ2 projective line
branched simply at the roots of y20−8y0 +4, y0 = 2(2∓
√
3). Noting that in this case there is a simple change
of variables from z0 to y0 given by
z0 =
2+y0
2−y0 (10.19)
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we use this to transform the generating functions given in [32] to their forms on C:
u1 =
y0−2
4−8y0 +y20
(10.20)
u2
u0
= −1/2 (−2+y0)
3(
20−16y0 +5y02
)
y0
(4−8y0 +y02)4
(10.21)
z1
z0
= 2
(−2+y0)2
(
20−16y0 +5y02
)
y0
2
(4−8y0 +y02)4
. (10.22)
Thus u1 is partially characterized by saying that it is a rational function on C with poles in [D] that vanishes
simply at y0 =−2,∞. This determines u1 up to one degree of freedom. Similarly z1/z0 (respectively u2/u0)
is partially characterized by saying that it is a rational function on C with poles in 4[D] that vanishes doubly
(i.e., to second order) at y0 = 0,2,∞ (resp. simply at y0 = 0, doubly at y0 =∞ and triply at y0 = 2). This
determines z1/z0 (respectively u2/u0) up to three degrees of freedom. We note that this coincides with the
three degrees of freedom needed to determine z1/z0 in the even valence cases.
Based on [32], one can show that
e2 = 1/30
(
2800−4240y0 +2712y02−1060y03 +175y04
)
y0
3
(4−8y0 +y02)5
(10.23)
which is partially characterized by saying that it is a rational function on C with poles in 5[D] that vanishes
triply at y0 = 0,∞. This determines e2 up to five degrees of freedom which coincides with the number of
degrees of freedom for e2 when the valence is even.
The perspective illustrated by this extends naturally to higher odd valence. Based on computer-aided
evaluations of a number of other low valence cases, we close this section with the following conjectured
characterization of the divisor structure of higher genus generating functions:
Conjecture 10.6. In the following y∗0 denotes the value at which the real spectral curve crosses the y0-axis.
For ν >1,
a) u2g+1 is a rational function on Ĉ with poles in the pullback of (5g+1)[D] that vanishes to order 2g+1
at y0 =y
∗
0 , to order r= max
(
0,b 2g−1/2ν−1/2 c
)
at y0 = 0 and to order 2g+1 at y0 =∞;
b) u2g is a rational function on Ĉ with poles in the pullback of (5g−1)[D] that vanishes to order 2g at
y0 =y
∗
0 , to order r= max
(
0,b 2g−3/2ν−1/2 c
)
at y0 = 0 and to order 2g at y0 =∞;
c) zg is a rational function on C with poles in (5g−1)[D] that vanishes to order 2g at y0 =y∗0 , to order
r= max
(
0,d 2g−3/2ν−1/2 e
)
at y0 = 0 and to order 2g at y0 =∞;
d) eg, for g≥2, is a rational function on C with poles in (5g−5)[D] that vanishes to order r=
max
(
0,d g−1/2ν−1/2e
)
at y0 = 0 and to order 2g−1 at y0 =∞.
10.5 Integral Formulas for Map Enumeration
We can now return to one of our initial primary motivations: the systematic concise enumeration of maps
with fixed discrete characteristics. Starting with the case of g= 0, or planar maps and with j odd, the Taylor
coefficients in (1.5) can be presented in terms of contour integration by
κ
(j)
0 (2m)
(2m)!
=
1
2pii
∮
e0(ξ)
2dξ
ξ2m+1
.
The factor of 2 here stems from the fact that the contour here is taken to be around the preimages on Ĉ of
a small circle about the origin in the ξ2-plane.
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Note that it follows from Euler’s genus formula that in all cases of a single odd valence, the number of
vertices for a map must be even; hence, only the even Taylor coefficients need be considered. Integrating by
parts, this conotur integral may be re-expressed as
κ
(j)
0 (2m)
(2m)!
=
1
2pii
∮
1
2m
de0
dy0
2ξ−2mdy0
=
1
2pii
∮
1
m
de0
dy0
j2m
ym0
B̂jm12
(B̂12−y1/20 B̂11)(j−2)m
dy0
where we have used (5.4) to derive the second equation. The integrand in the second equation is a differential
on the rational curve C expressed entirely in terms of the global uniformizing parameter y0 on that curve.
In particular note that as a consequence of the representation in Theorem 10.1, e0 is a rational function of
y0 and hence so is de0/dy0. A more explicit form of this derivative is given by
de0
dy0
= C
Π(y0)pj−1(y0)
B̂12(B̂12−y1/20 B̂11)3
where pj−1(y0) is a monic polynomial of degree j−1 (the same degree as Π). Furthermore, C is a constant
such that limy0→∞
de0
dy0
= 12j . Some examples are
de0
dy0
= 1/6
(
y2−8y+4)(y2 +4y−4)
(2+y)(−2+y)3 ; j= 3 (C=−
1
6
)
de0
dy0
= 1/10
(
y4−8y3−20y2−32y+4)(y4 +20y3 +68y2 +40y−12)
(y2 +12y+6)(y2−2)3 ; j= 5 (C=−
9
5
).
Inserting this expression for the derivative into the Taylor coefficient formula yields
κ
(j)
0 (2m)
(2m)!
=
1
2pii
Cj2m
m
∮
Π(y0)pj−1(y0)B̂
jm−1
12
(B̂12−y1/20 B̂11)(j−2)m+3
dy0
ym0
. (10.24)
From here it is straightforward to calculate the residues of this rational differential. Some examples are[
κ
(3)
0 (2)
3 ·2! ,
κ
(3)
0 (4)
3 ·4! ,
κ
(3)
0 (6)
3 ·6! ,
κ
(3)
0 (8)
3 ·8! ,
κ
(3)
0 (10)
3 ·10! ,. ..
]
=
[
2,72,4536,373248,
180138816
5
,. ..
]
[
κ
(5)
0 (2)
5 ·2! ,
κ
(5)
0 (4)
5 ·4! ,
κ
(5)
0 (6)
5 ·6! ,
κ
(5)
0 (8)
5 ·8! ,
κ
(5)
0 (10)
5 ·10! ,. ..
]
= [18,54000,345060000,3098250000000,33814409850000000,. ..] .
(The additional division by 3 and 5 respectively is to take into account the removal of edge labelling in order
to get a purely geometric (unlabelled) count as discussed after equation (1.1).)
In the trivalent case (j= 3) this sequence has been calculated by other means and a general formula found
in [32] and [11]: κ
(3)
0 (2m)/3 ·(2m)! = 3
2m23m
3m
Γ(3m/2)
Γ(m/2)Γ(3+m) ). The existence of a compact representation, in
terms of known functions, of these residues in the trivalent case is not surprising given the hypergeometric
character of the integral in this case. However, for higher valence one has more than three poles in the
differential so one would expect a higher order function theory to be involved, albeit one that still is related
to the configuration of poles in the differential. One may note further that this configuration is that of the
inflection points of the curve C along the the y0-axis; i.e., to the stagnation points of the characteristic flow.
We turn next to the genus 1 generting functions whose Taylor coefficients are given by
κ
(j)
1 (2m)
(2m)!
=
1
2pii
∮
e1(ξ)
2dξ
ξ2m+1
=
1
2pii
∮
1
m
de1
dy0
ξ−2mdy0
=
1
2pii
∮
1
m
de1
dy0
j2m
ym0
B̂jm12
(B̂12−y1/20 B̂11)(j−2)m
dy0.
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With e1 given by (9.2), its derivative is given by
de1
dy0
=
1
24
2(∂B̂12/∂y0)Π−B̂12(∂Π/∂y0)
B̂12Π
.
Some examples are
de1
dy0
= −1/2 −2+y
(2+y)(y2−8y+4) ; j= 3
de1
dy0
= −2/3 2y
4−2y3−3y2 +8y−18
(y2 +12y+6)(y4−8y3−20y2−32y+4) ; j= 5.
This yields a general formula for the genus 1 Taylor coefficients:
κ
(j)
1 (2m)
(2m)!
=
1
2pii
j2m
24m
∮
(2(∂B̂12/∂y0)Π−B̂12(∂Π/∂y0))B̂jm−112
Π(B̂12−y1/20 B̂11)(j−2)m
dy0
ym0
. (10.25)
The residue sequences for our examples start out as[
κ
(3)
1 (2)
3 ·2! ,
κ
(3)
1 (4)
3 ·4! ,
κ
(3)
1 (6)
3 ·6! ,
κ
(3)
1 (8)
3 ·8! ,
κ
(3)
1 (10)
3 ·10! ,. ..
]
=
[
3
2
,135,16524,2291976,
1701555984
5
,. ..
]
[
κ
(5)
1 (2)
5 ·2! ,
κ
(5)
1 (4)
5 ·4! ,
κ
(5)
1 (6)
5 ·6! ,
κ
(5)
1 (8)
5 ·8! ,
κ
(5)
1 (10)
5 ·10! ,. ..
]
= [90,1035000,15746400000,268824825000000,4889505205800000000,. ..] .
Finally we turn to the case of g>1. We have seen that these generating functions have the form
eg =
P (g)(y0)
Π5g−5
for a polynomial P (g)(y0). It follows that its derivative has the form
∂eg/∂y0 =
M (g)(y0)
Π5g−4
for another polynomial M (g)(y0). Proceeding as before we have the integral representation
κ
(j)
g (2m)
(2m)!
=
1
2pii
j2m
m
∮
M (g)(y0)
Π5g−4
B̂jm12
(B̂12−y1/20 B̂11)(j−2)m
dy0
ym0
. (10.26)
We take here as an example the case of g= 2,j= 3, using (10.23),
∂e2/∂y0 = −1/2
y2 (−2+y)(2+y)(35y4−96y3 +152y2−384y+560)
(y2−8y+4)6 ; j= 3
whose initial residue sequence is[
κ
(3)
2 (2)/3 ·(2)!,κ(3)2 (4)/3 ·(4)!,κ(3)2 (6)/3 ·(6)!,κ(3)2 (8)/3 ·(8)!,κ(3)2 (10)/3 ·(10)!,κ(3)2 (12)/3 ·(12)!,. ..
]
=
[
0,0,
2835
2
,739206,
1301676156
5
,77075478720,. ..
]
.
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11 Final Remarks
11.1 Some History
As outlined in section 2 the rigorous character of our results rests on the asymptotic analysis of the ran-
dom matrix partition function and the analysis of an associated Riemann-Hilbert problem for orthogonal
polynomials. In this subsection we want to provide some brief history related to this.
Many pioneering works on random matrix asymptotics used formal assumptions on the existence and
form of a large N -asymptotic expansion of the ensemble partition function to develop recursive schemes for
iteratively calculating counts of maps with given valence distributions and genus. One of these approaches,
referred to as loop equations and based on asymptotic expectations of random matrix resolvents, was exten-
sively studied in Ambjorn, et al [2] and Eynard [33]. The first major step in the rigorous development of this
appeared in Johansson’s work [42] which applied the Ward-Takeuchi identities, also known as the Virasoro
constraints, to prove a generalized version of the Szego¨ limit theorem that could be applied to establish the
existence of the equilibrium measure for general Hermitian random matrix ensembles.
Another recursive approach built on Dyson’s introduction of orthogonal polynomials into the study of
Hermitian random matrices was discussed in many papers in the physics literature such as those of Bessis,
Itzykson and Zuber, [9], and DiFrancesco et al, [21]. A seminal paper by Fokas, Its and Kitaev, [37], gave a
Riemann-Hilbert formulation of the random matrix model for 2D-quantum gravity that had been developed
by the physicists and which also had implications for the asymptotics of map enumeration and its connection
to integrable systems theory. This was founded on a Riemann-Hilbert problem for Hermitian orthogonal
polynomials. Using methods from integrable systems theory Deift, Kriecherbauer and McLaughlin, [19],
further refined these results to get explicit expressions for the equilibrium measures of such random matrices
with quite general exponential weights, including general polynomial weights with dominant even power.
Subsequently, Deift et al, [20], proved universality of the spacings distribution for ensembles within this
general class.
The paper [4], by Adler and van Moerbeke, developed an alternative perspective on the integrable sys-
tems aspects of the Virasoro constraints, mentioned earlier, in terms of the fermionic Grassmannian model
for integrable soliton hierarchies that had been developed by the Japanese school. More recently this Grass-
manian perspective was adopted in [47], in the context of Schur measures on integer partitions, to reprove
and extend the celebrated result of Baik, Deift and Johansson on the asymptotics of the length of the longest
increasing sequence in a random permutation.
The orthogonal polynomial/ Riemann-Hilbert approach to the aymptotic analysis of the hermitian ran-
dom matrix partition function was carrired out by Ercolani and McLaughlin in [30]. This provided the first
rigorous verification of the 1/N2 structure of the asymptotic expansion of these partition functions. This
result was based on a more general full asymptotic expansion of the one-point function for the eigenvalue
distribution (whose leading order term is the equilibrium measure). A related approach to establishing the
validity of the 1/N2 expansion that made use of the asymptotic analysis of the recurrence coefficients for
Hermitian orthogonal polynomials was developed by Bleher and Its in [10]. Subsequently, in [40], Guionnet
and Manuel-Segala reproved the existence of the 1/N2 expansion by weak methods which also extended to
the case of multi-matrix hermitian models. However these appraoches still left open many questions related
to the structure of map generating functions.
In [31], Ercolani, McLaughlin and Pierce used the methodology of [30] to derive a continuum limit of
the Toda Lattice equations for orthogonal polynomials that could be used to solve for the coefficients of the
1/N2 expansion of the partition function and its derivatives with respect to the integrable hierarchy of flows
that commute with the Toda equations.
11.1.1 Integrable Operators and Integrable Hierarchies
The approach of random matrix resolvents and Virasoro constraints mentioned at the outset of this section
can be related to othogonal polynomials through the one-point correlation function
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ρ
(n,N)
1 (λ) =
1
n
Kn,N (λ,λ) where (11.1)
1
n
Kn,N (λ,ξ) =
N−1∑
i=0
ψi(λ)ψi(ξ) (11.2)
ψi(λ) = e
−N V (λ)2 pii(λ). (11.3)
The results on the expansion (2.14) derived in [30] are based on much deeper asymptotic results about (11.1)
also derived in that paper. The function (11.2) may be regarded as the kernel function for a Hilbert-Schmidt
operator, referred to in this setting as an integrable operator, in terms of which gap probabilities, [18], for the
eigenvalue point process of Hermitian random matrix ensembles can be investigated. Finally, one refers to
(11.3) as a fermionic wave function for this point process. These constructs can be related to the integrable
hierarchies of differential equations also mentioned earlier which we review a bit further in this subsection.
The Toda lattice hierarchy, introduced in subsection 3.1.3, is one of the well-known classical integrable
hierarchies in which the different flows of the hierarchy formally commute with one another. Indeed, for
classical function classes, such as periodic or raplidly decaying functions, this formal integrability can be
globally shown to hold rigorously. For the so-called soliton hierarchies one has an object called the wave
function or formal Baker function which is to be thought of in terms of a Fourier theoretic factorization of
the form
ψ(x,~t;z) = exz+
∑
j≥1 tjz
j
1+∑
i≥1
ai(x,~t)z
−i
 (11.4)
in which the first factor is a Fourier series that extends to be analytic and non-vanishing inside the unit
disc while the second factor is a Fourier series that extends to be analytic outside the unit disc. If one
has a function ψ∈L2(S1) that can actually be represented as in (11.4) then one calls (11.4) a Wiener-Hopf
factorization of ψ. In general this representation does not hold globally in ~t; but for the traditional soliton
hierarchies with standard boundary conditions one is able to show that the coefficients are at least globally
meromorphic in x and ~t. This is usually referred to as the Painleve´ property of soliton equations. Indeed,
the solution of the KdV equation which with certain scalings, in certain function classes is known to be a
continuum limit of the Toda lattice equation, is given by
a1(x,~t) = ∂
2
x logτ(x,~t) (11.5)
and τ is holomorphic in the (x,~t) variables. For instance, in the so-called finite gap periodic class, τ is a
classical theta function.
In their work on Virasoro constraints, [4] put forward the idea of building Baker functions out of orthog-
onal polynomials (with exponentially weighted pre-factors) in the spirit of comparing (11.3) to (11.4). The
link here can be made through another bosonic operator:
e−
1
2λ
2−∑j>0 ξjλj = e−N{ 12λ2+∑j>0xj/2−1tjλj} (11.6)
where the right-hand side of (11.6) arises after appropriate rescaling of λ. This multiplication operator arises
naturally within the partition function after reducing from random matrices to their eigenvalues. Alterna-
tively this can be seen as stemming from the varying exponential weight for the orthogonal polynomials in
the background. Its analogue in the Grassmannian picture of [50] is denoted Γ+.
This is indeed a reasonable idea, but when it comes to taking large N limits it becomes quite complicated.
Here are some of the issues:
• Difference 1: ∂2x logτ(x,~t) also arises naturally as the starting point, E0, for the genus expansion (see
(2.24) ). But then it fragments into higher genus pieces Eg. This fragmentation is a good thing because
it leads to the connections with map enumeration and it also leads naturally to thinking of the Eg, as
Polyakov and others did (see subsection 11.2.1), as discrete approximate partition functions for non-
equilibrium quantum gravity states amenable to equilibrium statistical mechanical methods. However,
this does break the analogy with the usual soliton picture. Moreover, one is forced to construct the Eg
recursively which gets increasingly difficult as g grows.
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• Difference 2: In the standard soliton case one could take any function in a general class as an initial
condition and solve the global Cauchy problem. However, partially as a consequence of Difference 1
which prevents global existence in time, ξ, and partially as a consequence of restrictions needed to
insure that the construction of orthogonal polynomials is possible, it is not clear what constitutes the
natural starting places; the one that has in practice been the natural starting place is the Gaussian
weight V (λ) = 12λ
2.
• Difference 3: The genus pieces, Eg(x,ξ) are decidedly not meromorphic in ξ. For instance, in the case
of regular even valence, an algebraic singularity develops at ξc=− (ν−1)
ν−1
cννν
where cν = 2ν
(
2ν−1
ν−1
)
[26].
The situation for regular odd valence is entirely similar but more complicated. But what we do find,
in Theorems 1 and 2. is that there is geometry underlying this singularity formation which can be
understood in terms of the method of characteristic solutions of systems of conservation laws related
to the continuum limit of the Toda equations.
11.1.2 Comparisons
In the realm of random combinatorial structures, the analytical study of maps and in particular their enu-
meration, is a fairly recent topic; although, it does have connections to some much older topics such as
cellular decompositions in low dimensional topology. As a purely combinatorial subject, it goes back to
the work of Tutte [54] and his school. There are a number of notable rigorous treatments of the map enu-
meartion problem from a purely combinatorial perspective. Among these one may include [41, 8, 15, 16].
The enumerations studied in these and related work are treated in terms of some remarkable and elegant
combinatorial bijections, in some cases between maps and group generators related to the character theory
of the symmetric group and in other cases between maps and well-labelled decorated trees, such that the
corresponding combinatorial class is more manageable to enumerate. Constructing these bijections can also
be combinatorially illuminating; however, in all cases building such combinatorial bridges requires condi-
tioning the map class in some way whether by rooting or coloring or some other means. By constrast the
enumerations presented in this paper are direct and free from such conditioning. The other aspect to note
is that the above combinatorial studies focus almost entirely on asymptotic evaluations; i.e., asymptotic
descriptions of the map counts as the size of the map becomes very large. Our enumerations, on the other
hand, can be equally well carried out in the small and moderate size ranges as we have illustrated in section
10.5. But, by way of comparison, let us now focus on how our approach compares in the setting of asymptotic
enumerations.
Many of the above listed references comment on the universal character of the leading coefficients cg
in (1.21) for various restricted settings. This is indeed related to universality in the sense we have been
discussing in this paper; however, it needs to be qualified. The more precise statement is that there are
basins of attraction corresponding to the stable neighborhoods in ~t of regular maps with fixed genus in the
sense that we have made precise in section 7.3. Moreover, the dependence of the cg on valence j is in 1:1
correspondence with the ladder of equations in the integrable hierarchy of the Painleve´ I equation. So the
universality here is inherent in this full integrable hierarchy rather than in just one particular integrable
equation. Indeed we showed in [26] that for j even the recursion (1.22) with Ck corresponding to level j
also is a recursion for the coefficients in an asymptotic expansion of an analogue of the tritronque´e solution
for the jth equation in the Painleve´ I hierarchy. In this paper we were able to extend this to the triangular
case of valence 3 and formulate a precise conjecture for how this should extend to arbitrary odd valence (see
section 11.3.1).
Prior works on enumerative asymptotics did not make these distinctions concerning cg; however, from
our perspective the classes of maps considered in those works appear to fall primarily into the basin of
attraction of valence 3 or valence 4 ( dually, triangulations or quadrangulations) which correspond to the
original Painleve´ I transcendent. Looking at their associated critical points, tc, one may observe that these
are closer to the origin than the critical parameters for higher valence. Looking at (1.21) one sees, therefore,
that the lower valence expressions are asymptotically dominant. So from this point of view it may not be so
surprising that these earlier results seem to have condensed on the lowest valence asymptotics. Of course in
the case of mixed valences that are not just perturbations of a regular case, there may be more complicated
phase transiitons. However, our point is that since our basic results are global and exact, we are in a position
89
to derive complete asymptotic expansions in which one may compare asymptotic contributions coming from
multiple critical points. We will not delve further into this observation in this paper, but defer it to later
work.
11.2 Connections to Conformal Field Theory
At the start of the Introduction to this paper we mentioned some physical motivations for the study of
g-maps stemming from the statistics of foams and random spin systems. This made it natural to identify
such foams as cellular decompositions of a Riemann surface punctured at the barycenters of the cells. One
may now go a step further and apply the uniformization theorem [52] to find a conformal map of this
punctured Riemann surface to itself which therefore preserves the conformal structure but which also has
an area form defined so that images of the triangles under this map all have area 1. (It is well known
from Hermitian differential geometry [45] that a conformal structure together with an area form uniquely
determine a Riemannian metric on a surface.) This yields a space of metrics which one may regard as
approximations to the space of all metrics on a Riemann surface with a finite number of punctures and fixed
total area equal to 1. There is a natural probability measure [23] on this space for which n, the number
of faces in the original map or, equivalently, the number of vertices of the dual map, becomes a random
variable. A related random variable of interest is the size (cardinality) of the approximating space of metrics
as a funciton of n, κg(n). In particular one is interested in the asymptotic form of this enumeration in a
regime (as a function of parameters) where the expected value of n is large since this is the regime where
one expects these approximations to be converging to general metrics.
In subsection 11.2.2 we present an alternative set of approaches for constructing and analyzing this
measure. In particular these approachs take advantage of the derivation, in this paper, of exact closed form
expressions for the generating functions of the enumerations κg(n). The exactness of these expressions enables
us to go beyond mere leading order behavior to derive full asymptotic expansions for large n. Moreover,
we discover novel universal characteristics for these expansions which we feel will provide deeper insights
into the properties of the asymptotic measure on metrics (referred to as quantum gravity) as well as the
asymptotic partition functions for associated spin systems (referred to as Liouville gravity).
11.2.1 Quantum Gravity and Quantum Groups
The problem of 2D quantum gravity is to properly formulate and analyze the quantization of the Liouville
theory outlined in the previous subsection. The Liouville model can be naturally fomulated in terms of a
variational problem with respect to a fiixed background metric gˆ, g=eφgˆ, and action given by
S (φ,gˆ) .= 1
4pi
∫
Σ
(|∇gφ|2 +GRgˆφ+4piΛeφ)dAgˆ.
S is an extension of the Einstein-Hilbert action, described in section 11.2.2, due to Polyakov. The varia-
tional equations for S essentially recover the classical Liouville equation [52]. Its critical points contain the
minimizing metrics that are the analogues, for string theory, of geodesics in classical field theories. And
just as one, in the latter case, seeks to define a measure on the space of random paths (realized by Wiener
measure); so one here seeks to realize a measure on the space of random metrics. The first step for this is to
consider the statistical mechanical density e−S . The challenge is then to make sense out of integrals of the
form
E[F (φ)] = Z−1
∫
F (φ)e−S(φ,gˆ)Dφ (11.7)
where Dφ is a measure to be determined and Z is a related normaliztion to make the underlying measure be
a probability measure. In [25] a model of the probability space for φ, when the cosmological constant Λ = 0,
is proposed in terms of Gaussian free fields (GFF). Recently, [23] showed that in the planar case (g=0) the
Liouville theory could be rigorously defined, and its dependence on Λ studied, .
This paper also introduces novel features from the theory of Hopf algebras which reveals explicit relations
of the discrete measures in section 11.2.2 to geometric and arithmetic aspects of the moduli spaces of Riemann
surfaces. The final version of the recursion for closed form solutions of the string equations given in Section
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8 is in fact in terms of matrix valued Hopf algebra elements. This suggests a possible reformulation in terms
of quantum groups which will be explored in future work.
11.2.2 Discrete Measures on g-maps
From the perspective of this paper another approach to constructing expectations (11.7) is to discretize the
action and then consider appropriately scaled limits; much as one does in approximating Brownian motion
by scaled random walks. Indeed, this was Polyakov’s originial proposal and what led to the conjectured
connection with the Painleve´ I transcendent. As will be observed in section 11.3.1, the results in this paper
help to cement that connection. Moreover, our analysis in this paper, which is based on continuum limits
of weighted Motzkin paths in the double scaling regime, resonates with random walk approximations to
Brownian motion.
To understand the approach of discretization a bit better let us go back to the start with the genus
expansion of the random matrix partition function. The local analyticity of (1.5) was established in [30] (see
section 2.3 of this paper) where it was also shown that all these series have the same radius of convergence,
ξc, determined by a single algebraic singularity at the real point ξc. As observed in the Introduction, the
ratio κ
(j)
g (m)/m! attempts to measure the purely geometric count of unlabelled maps. For typical values of
m this geometric count will indeed be an integer; however, for low values of m this may be a rational number
due to the presence of automorphisms of the maps.
In a discrete model for quantum gravity we want to construct a measure on a discrete space of metrics on
a Riemann surface (possibly non-compact). The Einstein-Hilbert action for gravity reduces in 2 dimensions
to
S= Λ
∫
γ
dx
√
g+
G
4pi
∫
γ
dx
√
gR = ΛA(γ)+Gχ(γ)
where gij is the metric tensor, and R is the associated scalar curvature and the variational parameters Λ,G
are respectively the cosmological and gravitational constants and the second equality follows by the Gauss-
Bonnet theorem. A(γ) is the area of the surface γ with respect to the given metric and χ(γ) is the Euler
characteristic. Now with the valence j fixed, the dual graph of the g−map would present the surface as
being tiled by j-gons, one for each vertex (the cellular network or foam mentioned earlier). Taking these
plaquettes to be of fixed area, the area, A(γ), is then proportional to the number of vertices nj , with the
same constant of proportionality for all surfaces. To relate this to a measure one proceeds as in statistical
mechanics to consider
e−S =
(
e−Λ
)A(γ)(
e−G
)2−2g
= ξnj(γ)x2−2g (11.8)
where passage to the variables ξ,x may be regarded as a relabelling of parameters and, with this, (1.2)
acquires the interpretation of statistical mechanical weight and (1.3) acquires the interpretation of statistical
mechanical partition function. Thus
p(γ)
.
=
ξnj(γ)
|Aut(γ)|eg(ξ)
are a family, paramterized by ξ, of natural candidates for probability weights and, indeed, eg has the form
of a discrete version of the partition function for the quotient of metrics by the action of the diffeomorphism
group which reduces metrics to their conformal structure. With respect to this the expected value of the
area becomes
〈A〉= 〈(nj)〉 .=
∑
γ
nj(γ)p(γ) = ξ
∂ logeg(ξ)
∂ξ
which in statistical mechanical parlance is the fugacity of the grand canonical ensemble with logeg being the
free energy.
Given all this, a possibility for finding a continuum limit that could serve as the desired measure for metrics
on continuous surfaces would be to tune ξ to the critical value ξc so that 〈A〉→∞ as ξ→ ξc. Realizing this,
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in any kind of rigorous way, requires having good analytical control over the asymptotic behavior of the
generating functions eg which has been the focus for the results in this paper.
To finally connect to quantum gravity one needs to pass to probability amplitudes in terms of e−iS .
But we note that transition to the critical point ξc in the double scaling limit is most naturally realized by
deforming through values for which the discrete measures described above become signed or even complex
measures. There have been related, interesting theoretical investigations on probability theory without
positivity by Diaconis and Saloff-Coste [22]. From the point of view of quantum field theory this is not so
unnatural since it is a complex-valued wave function whose norm gives rise to physical probabilities and,
indeed, this construction has the character of a Wick rotation.
11.3 Some Additional Observations
11.3.1 Odd Valence Painleve´ Transcendents
In Proposition 9.7 we established a recurrence relation for the dominant coefficient of fg near the critical
turning point ξc. This is the analogue of a recursion formula for the even valence case derived in [26] that
was used to establish a fundamental connection between the asymptotics of recursion coefficients near the
singularity and Painleve´ I transcendents. We conjecture an extension of this result to the odd valence case
based on the analysis carried out in the proof of Proposition 9.7:
Conjecture 11.1. Define a= (−8√6C1C2)2/5 and c= 12C1/(zc
√
a). In the double scaling limit where
tN (λ) = tc+aλN
−4/5 (11.9)
the recurrence coefficients have the following asymptotics
b2N (tN (λ))∼zc+c−1N−2/5Y (λ), (11.10)
where Y (λ) is a particular solution to an equation in the Painleve´ I hierarchy.
In the trivalent case (j= 3) we have compared the statement in this conjecture to a known result due to
[12] and found it to be in exact agreement.
11.3.2 The Edge Toda equations
We conclude with the description of another system of continuum equations emerging from our anlysis which
is, in fact, a novel result of possible future interest. It can be derived from a combination of the Toda and
String equutions. They can also be obtained from the k= 0 Virasoro constraints but we do not pursue that
in this paper.
We will show that the recurrence coefficients for orthogonal polynomials satisfy the following equations,
which we refer to as the edge Toda equations.
N−1 (1+jt∂t)an=an+1b2n+1−anb2n+anb2n+1−an−1b2n (11.11)
N−1 (2+jt∂t)b2n=b
2
n
(
a2n−a2n−1 +b2n+1−b2n−1
)
. (11.12)
We call equations (11.11) and (11.12) edge Toda equations because they can be alternately derived by
introducing an auxiliary variable in the matrix model which counts the edges of maps and differentiating
with respect to this variable as in the derivation of the Toda lattice equations sketched earlier in Section
3.1.3.
We first prove (11.11): starting with the Toda equation (3.14), we condition the term Ljn,n−1 on the first
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Motzkin path step, and the term Ljn+1,n on its last Motzkin path step.
1
N
jtj∂tjan=jtj
[
Lj−,L
]
n,n
=jtj
(
Ljn,n−1−Ljn+1,n
)
=jtj
(
b2nL
j−1
n−1,n−1 +anL
j−1
n,n−1 +L
j−1
n+1,n−1
−Lj−1n+1,n+1b2n+1−Lj−1n+1,nan−Lj−1n+1,n−1
)
=jtj
(
b2nL
j−1
n−1,n−1 +anL
j−1
n,n−1−Lj−1n+1,n+1b2n+1−Lj−1n+1,nan
)
We now substitute index shifts (i.e. n→n±1) of the string equations. We find that
1
N
jtj∂tjan=b
2
n(−an−1)+an
( n
N
−b2n
)
−(−an+1)b2n+1−
(
n+1
N
−b2n+1
)
an;
this is the first of the edge-Toda equations. The second edge Toda equation (11.12) can be proved by a
similar calculation starting from the other Toda equation (3.15).
A Review of the structure of even valence maps
In [26], [27] the following two theorems were respectively established, where zg, inclucing z0, are defined in
(2.16). In the case of even valence, the uk and hence hk are idendentically zero.
Theorem A.1. [26] For j= 2ν one has
zg(z0) =
z0(z0−1)P3g−2(z0)
(ν−(ν−1)z0)5g−1
= z0
{
a
(g)
0 (ν)
(ν−(ν−1)z0)2g +
a
(g)
1 (ν)
(ν−(ν−1)z0)2g+1 + ·· ·+
a
(g)
3g−1(ν)
(ν−(ν−1)z0)5g−1
}
(A.1)
where P3g−2 is a polynomial of degree 3g−2 in z0 whose coefficients are rational functions of ν over the
rational numbers Q, z0(ξ) =
∑
j≥0 c
j
νζjξ
j (so that zg is naturally a function of ξ) and where a
(g)
3g−1(ν) is
proportional to the gth coefficient in the asymptotic expansion at infinity of the νth equation in the Painleve´
I hierarchy and, consequently is non-zero.
From this the coefficient asymptotics for zg are seen to be
κ
(j;2:1)
g (2m)
(2m)!
=
a
(g)
3g−1(ν)(2m)
5g−3
2
Γ
(
5g−5
2
)(√
2ν(ν−1))5g−1 νν−1s−2mc (1+o(1)) (A.2)
sc =
(ν−1)ν−1
cννν
,
cν = (ν+1)
(
2ν
ν+1
)
,
as m→∞.
Theorem A.2. [27] For j= 2ν one has
e0(z0) =
1
2
x2 logz0 +
3(j−2)x2
4j
− (j−2)(j+1)x
j(j+2)
(
f0 +
1
2
h20
)
+
(j−2)2
2j(j+2)
(
1
2
f20 +h
2
0f0
)
e1(z0) = − 1
12
log(ν−(ν−1)z0). (A.3)
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For j= 2ν and g≥2,
eg(z0) = C
(g) +
c
(g)
0 (ν)
(ν−(ν−1)z0)2g−2 + ·· ·+
c
(g)
3g−3(ν)
(ν−(ν−1)z0)5g−5 (A.4)
=
(z0−1)rQ5g−5−r(z0)
(ν−(ν−1)z0)5g−5 , (A.5)
r = max
{
1,
⌊
2g−1
ν−1
⌋}
, (A.6)
for all ν≥2. The top coefficient and the constant term are respectively given by
(A.7)
c
(g)
3g−3(ν) =
1
(5g−5)(5g−3)ν2 a
(g)
3g−1(ν) 6= 0,
(A.8)
C(g) =−2(2g−3)!
[
1
(2g+2)!
− 1
(2g)!12
+
(1−δ2,g)
(2g−1)!
g−1∑
k=2
(2−2k)2g−2k+2
(2g−2k+2)! C
(k)
]
and (r)m= r(r−1).. .(r−m+1). (e1 and e0 may be explicitly derived from (9.2) and (10.2).)
From this the coefficient asymptotics for eg are seen to be
κ
(j)
g (2m)
(2m)!
=
c
(g)
3g−3(ν)
(
√
2ν(ν−1))5g−1
(2m)
5g−7
2
Γ
(
5g−5
2
) s−2mc (1+o(1)) (A.9)
which coincide with the asymptotics found by Tutte and his school by purely combinatorial means (see [38]).
Another application of these closed form generating functions is to the so-called double-scaling limit of
the string equations. The prior described work now positions one to finally return to the original 2DQG
problem of studying the continuum limit of the discrete measures defined in Section 11.2.2. As described
there one seeks a critical value ξc of the parameter ξ at which the expected value of the area 〈A〉 blows up.
Indeed something like this was proposed by the physicists who originally worked on this problem [24], [39]
and who came up with the surprising suggestion that in the double scaling limit of N4/5(ξ−ξc) as N→∞
and ξ→ ξc, the discrete measures should converge to a density describable in terms of the first Painleve´
transcendent. For the case of j= 4 they related this to the discrete Painleve´ I equation. The claim here is
that in this double scaling limit the measures associated to all Eg contribute at equal leading order within
the asymptotic genus expansion (2.14) which is then taken as a grand canonical partition function in which
the genus g emerges as an extensive random variable . A more precise statement is that this compositional
double scaling asymptotic expansion is asymptotically equivalent to an asymptotic expansion of the first
Paineleve´ transcendent at ∞.
This was confirmed for the case of general even valence in [26] based on explicit evaluations of the
generating functions given in Theorem A.1 rather than indirect asymptotics. However, this has not yet been
done for odd valence. That is among the results that will be derived in this paper. In addition this structure
will be used to explore fluctuations around this limit. Note that, per the differences listed at the end of
Section 11.1.1, the reconstitution of the genus pieces Eg achieved by the double scaling limit represents a
kind of recovery of ∂2x logτ(x,ξ) and its relation to Painleve´ I represents a kind of recovery of the Painleve´
property that one would like to understand more precisely.
B Zeroes of the Appell Polynomials
Proposition B.1. Sn(ζ), viewed as a function of a complex ζ variable, has exactly n zeroes (which must
therefore be simple) along the imaginary axis in the complex ζ plane which are symmetric about the origin
and the zeroes of Sn−1(ζ) interlace those of Sn(ζ). B̂12(ν) is inductively given by
B̂12(ν) = ∂
−2S2ν−2(
√
y0)+C2ν (B.1)
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where C2ν =
(
2ν
ν
)
are the coefficients of the generating function (1−w∂w)C(w) (C(w) here is the generating
function for the standard Catalan numbers) which in turn is related to the Fourier transform of the Bessel
function of the first kind as in (4.17). Consequently, one further has that B̂12(ν)(y0) has ν negative real
zeroes as a function of y0.
Proof. In showing this we will make essential use of (4.2) and (4.4). We first observe that since S1(ζ) = ζ
this statement (and in fact the Lemma) are clearly true when n= 1. Continuing, we have ∂S2 = 2S1 = 2ζ.
Hence S2 = ζ
2 +C2. But C2 is determined from the constant term in our general expression, (4.10), for
S2ν(ζ) which in general is C2ν =
(
2ν
ν
)
(which is also characterized by (4.17)). In this case that gives C2 = 2;
i.e., S2(ζ) = ζ
2 +2, as we already knew and which is consistent with what we saw in the valence 3 case for
B̂12(=y0 +2). Then, for n= 2, one has ∂S3 = 3S2 = 3ζ
2 +6. Since S2ν+1 is odd, one must have C2ν+1≡0
by (4.11). Hence S3(ζ) = ζ
3 +6ζ. Continuing one more step one finds ∂S4(ζ) = 4S3(ζ) so that S4(ζ) = ζ
4 +
12ζ2 +C4 = ζ
4 +12ζ2 +6 which is consistent with what we saw in the valence 5 case for B̂12(=y
2
0 +12y0 +6)
which has the negative real roots, −6±√30, so that the four roots of S4(ζ) are indeed pure imaginary and
symmetric about zero.
To establish the proposition in general we consider S2ν asymptotically for large ν. We make use of the
forward representations, (4.23) and (4.29), which together imply
S2n(i
√
y) = [z0](z+ i
√
y+z−1)2n
=
n∑
k=0
(
2n
2k,n−k,n−k
)
(−y)k
by setting h0 = i
√
y and
√
f0 = 1. The representation in the first line above may be expressed as a conotur
integral
S2n(i
√
y) =
1
2pii
∮
C
exp(ng(z))
dz
z
g(z) = 2log(z+ i
√
y+z−1).
where we take the conotur C to be the unit circle. We are considering this representation for 0<y<∞.
It is straightforward to check that the singularities of g lie outside the unit circle for y in this range.
It is also straightforward to check that the critical points of g are located at z=±1. We will use this
contour representation and steepest descent to study the structure of S2n for large n. It is evident that
the magnitude of the integrand along the unit circle but away from a small neiighborhood of the critical
points is exponentially suppressed, in n, in comparison to its values on this circle in the neighborhoods of
the critical points. So up to exponentially small errors for large n it suffices consider the integral locally.For
initial simplicity we Taylor expand g(z) near z= 1:
g(z)−2log(2+ i√y) = 2
2+ i
√
y
(z−1)2− 2
2+ i
√
y
(z−1)3 +O(|z−1|4). (B.2)
The steepest descent/ascent trajectories emerging from z= 1 are then locally given by
0 = =(g(1+w)−2log(2+ i√y))
= =
(
2w2
2+ i
√
y
(1−w+O(|w|2))
)
where w=z−1. Setting w=α+ iβ, this becomes, for α 6= 0
α2
((
β
α
)2
+
4√
y
β
α
−1
)
= 0
whose 4 descent/ascent branches therefore emerge at ± the angles, θ determined by
tanθ =
β
α
= − 2√
y
(
1∓
√
1+y/4
)
.
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The descent trajectories correspond to the choice of the plus sign on the radical. Along these trajectories
the values of (B.2) are real and, with a bit of calculation, are locally seen to be given by
−8α
2
y
(
1+
√
1+y/4
)
+O(α3). (B.3)
A completely similar analysis near z=−1 leads to steepest descent/ascent directions given by
tanθ =
β
α
=
2√
y
(
1±
√
1+y/4
)
with the descent directions again being given by the choice of the positive sign on the radical. The corre-
sponding local decay rate is again given by (B.3). One may now deform the original countour C in a vicinity
of the critical points by re-connecting the unit circle nearby to two incremental descent branches near each
critical point. By Cauchy’s Theorem this leaves the values of the integral, for each y unchanged. Restricitng
attention again to just the neighborhood of z= 1, Taking w= 2α√y
(
1+
√
1+y/4
)
(1+O(α2)), the integral
along the incremental steepest descent branches is apporximated as
S2n(i
√
y) =
(2+ i
√
y)2n
2pi
2√
y
(
1+
√
1+y/4
)∫ A
−A
exp
(
−8α
2n
x
(
1+
√
1+y/4
)
+nO(|α|3)
)
(1+O(α2))dα
the implicit constants in the error terms depend on y. We expect that by choosing A appropriately in relation
to y, these error terms can be taken to be uniform in y. (This has been checked numerically in special cases
but not proven in general.)
This thus becomes an integral of Laplace type and so may be asymptotically evaluated as
(2+ i
√
y)2n
2
√
2pin
√
1+
√
1+y/4
(
1+O
(
1√
n
))
The evaluation near z=−1 is entirely similar and leads to the complex conjugate of the above contribution.
This, finally, yields
S2n(i
√
|y|) = <(2+ i
√|y|)2n√
2pin
√
1+
√
1+ |y|/4
(
1+O
(
1√
n
))
=
(4+ |y|)n+1/4
√
1+ 2√
4+|y|√
4pin
cos
(
2ntan−1
(√|y|
2
))(
1+O
(
1√
n
))
where, by symmetry considerations for S2n, we are able to replace y by |y|. The leading order expression
has 2n nodes (zeroes) determined by
√
|y| = 2tan
(
(2k−1)pi
4n
)
, k= 1,. ..n.
Equivalently there are 2n−1 zones between these nodes where the graph of this leading term alternates
between being positive and negative. For n sufficiently large, the higher order corrections will not modify
this last characterization. Hence, S2n(ζ) has 2n zeroes, symmetrically distributed about the origin along the
imaginary ζ-axis, for n suficiently large. By (4.4), S2n−1(ζ) =n∂S2n(ζ) which consequently has 2n−1 zerow
interlacing those of S2n(ζ). Continuing this differentiation, one sees that the proposiiton holds in general
since the original n may be taken aribitrarily large.
Remark B.2. It is interseting to note here that the critical points in the above steepest descent argument
are precisely the Riemann invariants (3.83) evaluated along the negative y0-axis.
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C Proof of Theorem 6.4
Proof. Part (a) follows directly from the arguments given in the proof of Corollary 6.3 and (6.1) which shows
that the negative zeros of ξ2 along the curve C have multiplicity 2ν−1 while the poles have multiplicty
2ν+1.
We will prove part (b) in stages. As was seen in the proof of Corollary 6.3, ξ2 is monotone increasing for
y0<0 as y0 increases. By (6.1) and Corollary 6.3, ξ
2 cannot vanish; hence, the first place it could vanish is
when y0 reaches 0 and, again by (6.1) it does vanish there. From the formulas in Proposition 6.2 one may
explicitly evaluate (5.14) at the origin to find that
dξ2
dy0
|(ξ2,y0)=(0,0) =
(
(2ν+1)
(
2ν
ν
))−2
>0.
Hence the curve must continue to increase monotonically until the smallest positive value of y0 at which
(5.14) vanishes. By examination of (5.14) this happens for the smallest positive value of y0 at which either
z0 vanishes or
D̂
(4−y0) vanishes. But, by (6.5), z0 vanishes if and only if B̂12 vaishes and we have already
seen that this polynomial only vanishes for negative values of y0. Hence the first turning point occurs at the
smallest positive zero of D̂/(4−y0) =−(d̂+/r̂+) ·(d̂−/r̂−).
As discussed in section 5, we expect the turning points on the right to be among the roots of the caustic
d̂−/r+ (which is the envelope of the r+-characteristics) and the turning points on the left to be among the
roots of the caustic d̂+/r− (which is the envelope of the r−-characteristics). We confirm this by observing
that from (3.97) one has that the equation for the r+-characteristics takes the form
ξ∂ξr+ =
(1−1/z0)+√y0
d̂−
r+ (C.1)
d
dξ2
r+ =
1
2
(1−1/z0)+√y0
d̂−
r+
=
1
2
√
y0
B̂11/B̂12 +1
d̂−
r+ , (C.2)
where B̂11/B̂12 +1 is manifestly positve for all positive values of y0. Hence the first turning point on the
right occurs at the zero of d̂−/r+ having the smallest y0 coordinate.
To see that this caustic is in fact a simple turning point (as opposed to an inflection or higher order
point) consider the second derivative of ξ2 evaluated at the caustic:
d2ξ2
dy20
∣∣∣
caustic
= −z0ξ2 d̂+
y0(y0−4)
d
dy0
d̂−
∣∣∣
caustic
.
Since z0 = B̂12/(B̂12−y1/20 B̂11) and y0<y∗0 (since the caustic occurs for ξ2>0 and y0 reaches y∗0 only when
ξ2 = 0) it follows that z0>0 at the caustic. Both ξ
2 and y0 are positive there as well. We may further assert
that y0<1 at this caustic. To see this, observe that d̂−= 0 may be expressed as
j
(
1
z0
)
= (j−2)(√y0 +1).
As we have just seen, z0>0; moreover, since 1/z0 = 1−y1/20 B̂11/B̂12 it follows that the LHS of this equation
is strictly less than j, while, if y0>1, then the RHS is strictly greater than 2j−4. But this can only hold if
j <4. The theorem has already been established in the case of j= 3, so we may therefore assume that y0<1.
Hence the y0 coordinate of the caustic is less than 4. We further observe from (5.10) that
d̂+− d̂− = 2(j−2)√y0. (C.3)
Since y0 is increasing from 0, with d̂+ = d̂−= 2 at (ξ2,y0) = (0,0), it follows that d̂+ is positive at the caustic.
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It remains to study the y0-derivative of d̂− at the caustic. From (5.18) and (C.3)), one sees that
d
dy0
d̂− =
d
dy0
(
j
1
z0
−(j−2)√y0
)
(C.4)
=
j
8y0
[(
1− 1
z0
)(
d̂+√
y0−2−
d̂−√
y0 +2
)
+
√
y0
(
d̂+√
y0−2 +
d̂−√
y0 +2
)]
− j−2
2
√
y0
d
dy0
d̂−
∣∣∣
caustic
= − j
8y0
[
1− 1z0 +
√
y0
2−√y0 ·2(j−2)
√
y0
]
− j−2
2
√
y0
(C.5)
< 0
where in the last line we have twice used the fact that d̂−= 0 at the caustic. Putting this all together one
finally sees that
d2ξ2
dy20
∣∣∣
caustic
< 0
from which it follows that this first caustic is indeed a turning point on the right (i.e., a maximum of ξ2 with
respect to y0).
We next claim that as y0 increases past this first turning point, d̂− cannot vanish again as long as ξ2
remains positive. For if d̂−= 0 then, by (C.3), d̂+>0 and so (C.5) is again negative for the same reasons
it was negative at the first turning point. But that means that this point must again be a maximum of ξ2
as a function of y0. But then one would have two consecutive maxima which is not possible for a smooth
curve. Consequently d̂− decreases monotonically (and so does ξ2) at least until ξ2 vanishes (i.e., C crosses
the positive y0-axis at y
∗
0) or d̂+ vanishes.
But we also claim that d̂+ cannot vanish as long as ξ
2 remains positive. For, if there were such a point,
then at it one would have
d
dy0
(
1− y
1/2
0 B̂11
B̂12
)
=
d
dy0
(
1
z0
)
= − j
8y0
[
1− 1z0 −
√
y0
2+
√
y0
·2(j−2)√y0
]
= − j−2
2
√
y0
[
1−√y0
2+
√
y0
]
< 0
where the evaluation of the derivative is similar to the derivation of (C.5) and the final inequality holds
because ξ2>0 and d̂+ = 0 together imply that
√
y0<1. Applying this observation to (5.4) in the form
ξ2 =
1
(2ν+1)2
y0
B̂212
(
1− y
1/2
0 B̂11
B̂12
)2ν−1
one sees that at such a point ξ2 must be monotonically decreasing as a function of y0 since B̂
2
12 grows faster
than linearly with respect to y0. But this decay is inconsistent with the formation of a caustic which would
necessarily arise if d̂+ were to vanish. This contradiction establishes our claim.
So now one sees that after turning once on the right, ξ2 decreases until it reaches the inflection point at
y∗0 along the y0-axis.
As ξ2 continues to decrease through negative values for y0>y
∗
0 we note that combining (6.1) with (6.5)
shows that z0 changes sign from positive to negative as soon as ξ
2 does. Hence our earlier argument shows
once again that d̂− cannot vanish a second time before before d̂+ does. However for some value of y0>y0∗,
d̂+ must vanish since ξ
2→0 as y0→+∞ and so must have at least one minimum as a function of increasing
y0 (which also corresponds to the formation of a caustic along the envelope of r− characteristics). This point
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will necessarily have negative ξ2-coordinate. Once again one may examine the second derivative of ξ2 at this
caustic to find that
d2ξ2
dy20
∣∣∣
caustic
= z0ξ
2 d̂−
y0(4−y0)
d
dy0
d̂+
∣∣∣
caustic
.
Again, combining (6.1) with (6.5), one sees that z0ξ
2/y0>0. Paralleling the calculations for (C.5) one has
here that
d
dy0
d̂+
∣∣∣
caustic
= − j
8y0
[√
y0−(1− 1z0 )
2+
√
y0
·2(j−2)√y0
]
+
j−2
2
√
y0
= − j−2
2
√
y0
[
1−√y0
2+
√
y0
]
+
j−2
2
√
y0
=
j−2
2
√
y0
1+2
√
y0
2+
√
y0
> 0.
By (C.3) one also has d̂−<0 at the caustic. Finally we determine the sign of 4−y0. Since d̂+ vanishes at
the caustic by definition and, by the previous calculation, it is increasing as it crosses the caustic, it follows
that both d̂+ is negative just below the caustic and, by the previous sentence, so is d̂−. Hence, D̂>0 just
below the caustic. Now considering all these inqualities in the context of (5.14) whose LHS is negative just
below the caustic, it follows that one must have y0>4 just below the caustic, and hence at the caustic as
well. So, 4−y0<0 there. Putting all this together one concludes that the second derivative of the curve at
this caustic is positive and therefore this caustic is indeed a second turning point which is a minimum of ξ2
with respect to y0.
For y0 larger than the y0-coordinate of this second turning point, the y0-coordinate of the turning point
continues to be greater than 4. As long as ξ2 remains negative there can be no further turning points since,
by (C.3), for this to happen d̂+ would need to vanish first thus producing two consecutive minima for ξ
2
which is not possible for a smooth curve.
Now, since B̂12−y1/20 B̂11 cannot vanish further for y0>y∗0 the curve cannot cross the y0-axis again,
but must asymptote to it as y0→+∞. Similarly, for y0 less than the most negative horizontal asymptote,
B̂12−y1/20 B̂11 cannot vanish further and the curve must asymptote to the y0-axis as y0→−∞.
Finally, turning to part (c) we examine more directly the zeroes of the discriminant A211−f0A212 which,
we have been referring to as caustics. As we have seen, the discriminant has two natural factors, d̂±2∓√y0
where
d̂∓ = 2−y1/20
(
jB̂11
B̂12
±(j−2)
)
(C.6)
as a function of only
√
y0. Since B̂12 is nonvanishing for positive y0, it follows that the zeroes of the
discriminant coincide with the zeroes of
Π∓(
√
y0) =
2B̂12−jy1/20 B̂11∓(j−2)y1/20 B̂12
2±√y0 . (C.7)
which are both polynomials of degree 2ν in
√
y0 since the denominator divides the numerator as will be
deomonstrated shortly. Moreover, it is immediate from this representation that
Π∓(−√y0) = Π±(√y0) (C.8)
so that Π− may be gotten from Π+ by ”flipping” the signs on the terms which are odd in
√
y0. It follows
that if ±√y0 is a zero of Π+ then ∓√y0 is, respectively, a zero of Π− and furthermore the squares, y0, of
these zeroes yield the full set of 2ν zeroes, in y0 of
D̂
4−y0 .
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We complete the proof by now showing that Π∓ is indeed a polynomial in
√
y0 as opposed to being
rational with a pole at
√
y0 =±2 respectively. Observe that
B̂12|√y0=∓2 = [y00 ]
(
y0 +2+y
−1
0
)2ν
= [y00 ]
(
y
1/2
0 +y
−1/2
0
)4ν
=
(
4ν
2ν
)
.
B̂11|√y0=∓2 = ∓[y−10 ]
(
y0 +2+y
−1
0
)2ν
= ∓[y−10 ]
(
y
1/2
0 +y
−1/2
0
)4ν
= ∓
(
4ν
2ν+1
)
.
It follows that
d̂∓
∣∣∣
y
1/2
0 =∓2
=
2
B̂12
(
2νB̂12±(2ν+1)B̂11
)∣∣∣
y
1/2
0 =∓2
(C.9)
=
2(
4ν
2ν
) (2ν(4ν
2ν
)
−(2ν+1)
(
4ν
2ν+1
))
= 0,
so that the pole at
√
y0 =∓2 is cancelled respectively by a corresponding zero of d̂∓. We observe that
y
1/2
0 +y
−1/2
0
2 is the Joukowski transform which conformally maps the exterior and interior of the unit disc in
the y
1/2
0 -plane onto the complex plane slit along the interval [−1,1]. From the viewpoint of characteristic
geometry, y
1/2
0 =±2 correpsonds to one or the other of the characteristic directions vanishiing, which, spec-
trally, means that the asymptotic support of the spectrum has become either entirely positive or entirely
negative: the index of the asymptotic matrix becomes extremal.
We may now also observe that
1
z0
∣∣∣
y
1/2
0 =±2
= 1− y
1/2
0 B̂11
B̂12
∣∣∣
y
1/2
0 =±2
= 1−2
(
4ν
2ν+1
)(
4ν
2ν
)
= 1− 4ν
2ν+1
=−2ν−1
2ν+1
<0.
(Figure 8 (b) plots a number of these values.)
We also note that on C, when y0 = 4,
ξ2
∣∣∣
y0=4
=
4
(2ν+1)2B̂212
(
1− y
1/2
0 B̂11
B̂12
)2ν−1 ∣∣∣
y0=4
(C.10)
=
4
(2ν+1)2
(
4ν
2ν
)2 (−2ν−12ν+1
)2ν−1
= −4(2ν)!
4
(4ν)!
2
(
(2ν−1)2ν−1
(2ν+1)2ν+1
)
< 0,
consistent with our earlier observation that the y0 coordinate of the first caustic is less than 4.
In addition, one may observe from (C.6) that
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ddy0
d̂∓ = −(2ν+1) d
dy0
(
y
1/2
0 B̂11
B̂12
)
∓ 2ν−1
2y
1/2
0
(C.11)
= −
(2ν+1)(2ν+2)W
(
B̂12,F̂1
)
B̂212
∓ 2ν−1
2y
1/2
0
(C.12)
d
dy0
d̂∓
∣∣∣√
y0=∓2
= −1
4
2ν−1
4ν−1 (C.13)
where W denotes the Wronskian. In the second line we have made use of the identity (5.6) and in the third
line the evaluations
F̂1
∣∣∣√
y0=∓2
= [y10 ]
(
y0 +2+y
−1
0
)2ν+1
=
1
2ν+1
(
4ν+2
2ν
)
∂y0F̂1
∣∣∣√
y0=∓2
=
[
1
2y
1/2
0
B̂11
]
√
y0=∓2
=
1
4
(
4ν
2ν+1
)
∂y0B̂12
∣∣∣√
y0=∓2
= [y00 ]
(
y0 +2+y
−1
0
)2ν−1
=
ν
2
(
4ν−2
2ν−1
)
.
Figure 8 (a) illustrates (C.13). It follows that the vanishing of (C.9) is simple and D̂y0−4 limits to a finite,
non-zero value as y0→4.
Figure 8: a) ddy0 d̂∓
∣∣∣
y
1/2
0 =∓2
b) 1− y
1/2
0 B̂11
B̂12
∣∣∣
y0=4
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