We characterize the asymptotic performance of a class of positive operator valued measurements (POVMs) where the only task is to make measurements on independent and identically distributed quantum states on finite-dimensional systems. The POVMs we utilize here can be efficiently described in terms of a reasonably small set of parameters. Their analysis furthers the development of a quantum method of types. They deliver provably optimal performance in asymmetric hypothesis testing and in the transmission of classical messages over quantum channels. We now relate them to the recently developed α − z divergences Dα,z by giving an operational interpretation for the limiting case limα→1 Dα,1−α in terms of probabilities for certain measurement outcomes. This explains one of the more surprising findings of [1] in terms of the theory of group representations. In addition, we provide a Cauchy-Binet type formula for unitary matrices which connects the underlying representation theoretic objects to partial sums of the entries of unitary matrices. At last, we concentrate on the special case of qubits. We are able to give a complete description of the asymptotic detection probabilities for all POVM elements described here. We take the opportunity to define a family of functions on pairs of semi-definite matrices which obeys the quantum generalizations of Rényi's axioms except from the generalized mean value axiom. This family is described by limiting values of α − z divergences for the extremal values of the parameter.
I Introduction
The importance of representation theory for quantum information is understood best by taking a quick look at the structure of communication systems: Throughout, these systems employ certain structures which are inserted into them by construction at sender's side and can then be detected by the receiver even if the signal gets corrupted by noise. The most general approach for making a signal received despite noise is to use some form of repetition. Signals arising from repetition are obviously invariant under permutations. In a probabilistic sense, this property may continue to hold even under the influence of noise. Subsequently, the early and simple intuition of making communication resilient against noise by repetition has been developed to what is modern communication theory. The simple invariance under permutations that repetition delivers got lost in the hunt for higher throughput but the importance of group actions in code design prevailed. Of course this argument is independent of the mathematical model we use for our signals and so an analogous reasoning applies to the study of signals which are described by quantum theory. We concentrate on the study of finite dimensional quantum systems here. Measurements on such systems are completely described by positive operator valued measurements (POVMs). Such measurements have a finite number of different possible measurement outcomes. The probability that a POVM yields a specific outcome depends on the state that the system is in. In order to make communication tasks viable it is of great importance to deliver both sets {ρ m } m∈M of signals which embody the messages m ∈ M into the quantum states ρ m and detection schemes {D m } m∈M in the sense of POVMs such that the probability p m of getting measurement outcome m when the signal state is m satisfies p m ≈ 1. Besides these requirements it is necessary to deliver efficient descriptions of both the signals and the measurements. We take this as an easy to grasp motivation to study the asymptotic performance of certain types of POVMs which are built up from certain well-described representations. This provides a way to obtain a clear specification of a class of quantum measurements in terms of a reasonably small (as compared to the frequency typical subsets of classical information theory. Our description needs less than twice the number of parameters needed for the description of a frequency typical subset with the underlying alphabet being [d] ) set of parameters, an approach which opens up the possibility to deliver standardized detection procedures for quantum communication. Our main contribution in this direction is the characterization of the asymptotic detection probabilities of the POVMs studied here in terms of convex optimization problems which require optimization only on a finite number of copies of the underlying systems. The POVM elements that we analyse here are capable of delivering provably optimal results both in asymmetric hypothesis testing [20] and in message transmission over noisy channels [5] . They also deliver an intuitively appealing step forward in the development of a "quantum method of types". In this work we are further able to show initial connections to the geometry of positive matrices and to prove a surprising connection to the recently developed α − z divergences [1] . In the work [20] the author defined this specific class of POVMs as follows: For a given orthonormal basis {e i } d i=1 of C d and a "frequency" or "type" (a nonnegative function f : {1, . . . , d} → N satisfying i f (i) = n), consider the irreducible representations of the symmetric group S n on the frequency typical subspaces V f := span({e i1 ⊗ . . . ⊗ e in : |{k : i k = i}| = f (i) for all i}.
Since these subspaces are invariant under permutations by definition, they naturally split up into different isotypical subrepresentations V f,λ (where λ denote Young frames and some V f,λ may not contribute to above decomposition, meaning that V f,λ = {0} for some pairs (f, λ), while some representations may occur several times)
(
The reason that the projections P f,λ onto these subspaces deliver optimal results in asymmetric hypothesis testing stems from the following observation: Given a state σ with eigenvalues t 1 ≥ t 2 ≥ . . . ≥ t d > 0, we may pick one of its eigenbases for the definition of the V f . It is then straightforward to show that the estimate tr{P f,λ σ ⊗n } ≈ dim(F λ ) · 2
is valid, where dim(F λ ) is the dimension of the irreducible representation F λ of S n corresponding to λ and H( 
In our earlier work [20] we have not been able to characterize the exact asymptotic behaviour of the maps (f, λ) → tr{P f,λ σ ⊗n } when the basis {e 1 , . . . , e d } is no longer such that the representation of σ in that basis is diagonal. We now start investigating this topic: For a fixed basis, two probability distributions p and s on {1, . . . , d} for which s(1) ≥ . . . ≥ s(d) we are interested in the map
The above limiting procedure is unfortunately not always easy to characterize. We do therefore not give a characterization in all detail and rather concentrate on the cases where f (n) = λ (n) for all n ∈ N or where σ is diagonal in the chosen basis, whenever d > 2. Only in the case d = 2 we are able to exploit the specific nature of qubit systems to deliver a more detailed description. Since every state σ can be transformed into a state U σU † which is diagonal in {e 1 , . . . , e d } we get a representation of σ as
even if σ is not diagonal in {e 1 , . . . , e d }. Thus we felt motivated to also study the asymptotic behaviour of Hilbert-Schmidt scalar products of P f,λ with A ⊗n P f ′ ,λ A †⊗n for arbitrary operators A. Especially in the case where A = U is a unitary this led us to prove an interesting algebraic formula (see Lemma 3) which arises from the study of the minimum of the function
where
A detailed description of our approach is postponed to Section III, where we also give precise definitions of our main objects. The method we utilize here opens up the possibility to split the analysis of the detection procedure into two parts: We note that [P f , P λ ] = 0 for all f and λ. Thus, one can always realize e.g. the P f measurement first. This task is comparable to detection procedures in classical systems, if one takes local measurements (e.g. measurements where each POVM element is of the form ⊗ n i=1 M i for M 1 , . . . , M n ≥ 0 and M 1 , . . . , M n ∈ M d for free. It is not as clear how to implement the P λ measurements. A method for doing so has been outlined in [11] , with its success being conditioned on the physical realizability of what is called the Schur-transform there (and in [2] ). Apart from [11] , the work [6] gives a lot of structural insights into the relations between representation theory and quantum information theory. Recent work has also put into focus the definition of quantum relative entropies, and large families of such quantities have been defined and key properties like unitary invariance, convexity or monotonicity have been proven to hold. We do not make any attempt to give a complete overview on the topic, we rather point the reader to the papers [1, 21, 12] . These contain a good amount of the necessary history as well. Our focus here will be on the notion of α − z relative entropies D α,z which are defined for real parameters α = 1 and z = 0 in [1] . It was proven by the authors of that work that their definition includes all the previous ones in the sense that certain choices of the parameters α and z yield the other relative entropies. We will pay special attention to the limits lim α→1 D α,1−α and lim α→1 D α,z for z = 0 which yield a rather cumbersome formula in the first case and the quantum relative entropy in the second. We are able here to give a direct operational interpretation of the first quantity in terms of an asymptotic probability (for details, see Section III) of obtaining certain measurement outcomes when the POVM which is utilized is of the form {P f,λ } f,λ for some choice of basis. The second quantity is already connected via [20] and [21] . This motivates our definition of a huge set of non-negative functions R · which fulfill some of the Rényi axioms (but not the generalized mean value axiom) and can be parameterized in such a way that they naturally include both lim α→1 D α,1−α and lim α→1 D α,z for z = 0. We point out a possible way to derive further connections to the geometry of positive matrices in Section VI. A further study of this interplay between representation theory, information theory and the geometry of positive matrices is postponed to future work.
II Notation
Throughout, d ∈ N denotes the dimension of the vector space C d that we will be working on. We use the convention [d] := {1, . . . , d}. For two natural numbers d and k satisfying k ≤ d and every
, and the set of ordered elements of
) is defined to have the same values as p, but in descending order. A function g :
The set of positive matrices acting on C d is P d , the set of matrices is M d . Non-square matrices are elements of M d×d ′ , where d is the number of rows and d ′ the number of columns. The adjoint of
is the set of states, i.e. positive semi-definite matrices with trace (the trace function on M d is denoted as tr) 1 acting on the Hilbert space C d . Pure states are given by projections onto onedimensional subspaces. A vector x ∈ C d of length one spanning such a subspace will therefore be referred to as a state vector, the corresponding state will be written |x x|. For a finite set X, |X| denotes its cardinality. If X ′ ⊂ X, then X\X ′ := {x ∈ X : x / ∈ X ′ }. The extremal points of the convex set P(X) are the distributions δ x defined by δ x (x ′ ) = 1 if and only if x = x ′ . We will also need "channels", meaning probability preserving linear maps from P(X) to P(Y). These are represented by matrices W = (w(y|x)) x∈X,y∈Y which satisfy y∈Y w(y|x) = 1 for all x ∈ X. Their action is uniquely defined by setting W (δ x ) := y∈Y w(y|x)δ y for every x ∈ X. The set of channels from X to Y is denoted C(X, Y).¡ For any n ∈ N, we define X n := {(x 1 , . . . , x n ) : x i ∈ X ∀i ∈ {1, . . . , n}}, we also write x n for the elements of X n . Given such element, N (·|x n ) denotes its type, and is defined through ∀x ∈ X : N (x|x n ) := |{i :
The set of all types arising from words of length n is written Ì n or, if the alphabet is not clear from the context, Ì n (X).
The von Neumann entropy of a state ρ ∈ S(H) is given by
where log(·) denotes the base two logarithm which is used throughout the paper. The entropy of r ∈ P(X) is defined by the formula
Given two states ρ, σ ∈ S(C d ), the relative entropy of them is defined as
We now fix our notation for representation theoretic objects and state some basic facts. The symbols λ, µ will be used to denote Young frames. The set of Young frames with at most d ∈ N rows and n ∈ N boxes is denoted Y d,n . For any given n, the representation of S n we will consider is the standard representation on (C d ) ⊗n that acts by permuting tensor factors. The most important technical definition for this work is that of frequency-typical subspaces V f of (C d ) ⊗n . These arise from choosing a fixed orthonormal basis
and defining
They have been widely used in quantum information theory, but share one very nice property that has not been explicitly exploited in quantum information theory until [20] : They are invariant under permutations, if the (linear) action B of S n on (C d ) ⊗n is defined in the natural way via
for all τ ∈ S n and v 1 , . . . , v n ∈ C d . From the invariance of each V f under the action B of S n it immediately follows that
where each V f,λ is just a direct sum of irreducible representations corresponding to λ that is contained entirely within V f . The multiplicity of
It is a number which scales at most polynomially in n, if d is kept fixed. The quantity F λ denotes the unique complex vector space carrying the irreducible representation of S n corresponding to a Young frame λ. Each such λ consists of n ∈ N boxes and has row lengths λ 1 , . . . , λ d for some d ∈ N. Thus,λ defined byλ(i) :
During our analysis it turns out that, for every k ≤ d, the vectors
are important. Also, we are going to employ the following estimate taken from [7, Lemma 2.3] , which is valid for all frequencies f :
wheref := 1 n f . We will also need [7, Lemma 2.7] which employs the variational distance that we define as p − q := x∈X |p(x) − q(x)| for all p, q ∈ P(X) and delivers: Lemma 1. If, for X a finite alphabet and p, q ∈ P(X) we have p − q ≤ Θ ≤ 1/2, then
Another very important estimate is the following one (a derivation can e.g. be found in [19] ):
During our investigation we shall need the following sets of distributions:
Such distributions can be constructed by taking a unitary U ∈ M d and defining
). This connection demonstrates that P(q, k) = ∅ is possible, thus making our definition nontrivial. We now switch the topic one last time in this section and concentrate on additional entropic quantities which are necessary in the remainder:
The revere sandwiched relative entropy is derived from the sandwiched relative entropy, which was defined in [23] and [18] :
As was made explicit in [1, Equation 11 ], the two quantities are related through the following equation:
The sandwiched relative entropyD α has been proven to have a huge number of highly desirable properties in, among others, the work [3] and [18] . From one of its origins, it is intimately connected to quantum channel coding [23] . Applications are also found in hypothesis testing [15] , [17] , [16] , [12] . A more general definition was made by Audenaert and Datta [1] . It adds the parameter z > 0 and reads
The work [1] not only defined this quantity but also provided a lot of details and especially gave an explicit formula for the limit lim α→1 D α,1−α (ρ σ) that we shall use in the proof of Theorem 1.
III Main Results and Definitions
Throughout, we make our definitions with respect to one fixed but arbitrary orthonormal basis B d = {e 1 , . . . , e d } -the standard basis within C d . Every matrix and also every quantum state are represented with respect to that basis.
is diagonal and has its diagonal entries sorted in descending order. We can then define the function
where the sequence (
Although this definition is ambiguous whenever ρ has degenerate eigenvalues we show later that it is still well-defined.
Definition 5. In the same way as in Definition 4 we take any unitary matrix
and a sequence of Young frames satisfying lim n→∞ 1 n λ (n) = spec(ρ). We then set
Again, we show later that this definition does not depend on a particular one among the many possible choices of U σ .
The third quantity we define is
where (f (n) ) n∈N and (λ (n) ) n∈N are sequences satisfying lim n→∞
) and the sequences are constructed such that λ
Of course ∆ U = Φ whenever U is a unitary matrix and U ρU † is diagonal in B d and has decreasing diagonal entries and s = spec ρ. Also, ∆ U = Λ whenever U is unitary and U † σU is diagonal in B and p = pinch ρ, s = spec ρ. In the remaining cases it is not clear from their definition that Φ, Λ or ∆ are well defined. Note that s p ↓ implies the existence of sequences (λ (n) ) n∈N and f (n) ) n∈N with respective limits s and p and such that the Kostka numbers K λ (n) ,f (n)↓ of these sequences are non-negative [10,
We will use this connection more explicitly in the proofs of Theorems 1 and 4. The question whether ∆ A is well-defined in the sense of being independent from the specific sequences (f (n) ) n∈N and (λ (n) ) n∈N will be settled here only for d = 2 in Theorem 4. We are thus left with a conjecture: For the other two quantities it will become immediate that they are well-defined once we calculate the limits in the Definitions 4 and 5. This task leads us to the following theorem:
Remark 1. The second of the above statements has been proven in [20] and will not be proven here again.
This result raises some interest into a more in-depth study of the projections P f,λ . As we already observed before [20] the subspaces V f,λ are generically not irreducible. In these cases computations are less straightforward as in the cases where we have irreducible representations. We therefore concentrate here on a study of cases where at least one of the subspaces involved into the calculation is irreducible. The decomposition
which is valid whenever σ is diagonal in B d motivates the study of objects of the form
Of course this is done again in the asymptotic setting, and with a slight increase in generality: Definition 7. For every d ≥ 2, asymptotic shapes s of Young frame, frequencies q ∈ P([d]), and matrix A ∈ M d we define
where (λ (n) ) n∈N is a sequence of Young frames satisfying lim n→∞
The results we obtain from the study of Θ are presented in the next theorem:
Theorem 2. For every d ≥ 2 and asymptotic shape s of Young frames as well as asymptotic frequency q and A ∈ M d the function Θ assumes the value
For every unitary matrix U and fixed asymptotic shape s, the function q → Θ(q, s, U ) assumes its minimum at a distributionq which satisfiesq(i) :
Especially the location of the minimum which we describe above made us conjecture an interesting formula via the following route: An application of Pinsker's inequality to above formula for Θ lets us transform the search for the minimum into a question about distance in norm rather than relative entropy. This decomposition delivers a lower bound which can be shown to equal zero if and only if q has the desired form:
Remark 3. The lemma gains its proper interpretation by letting e i , ρe i = d k=1 s(k)|u ik | 2 be the pinching of some state ρ with spectrum s to the chosen basis.
The proof of Lemma 2 rests on the validity of the following version of the Cauchy-Binet formula which seems to have a certain worth in its own right:
where, as defined in Section II,
Some of our results can only be proven to hold for d = 2, where every representation V f,λ is irreducible. These results are summarized below. We start with the definition of two basic building blocks of our analysis:
). Then we set
where by definition of the vectors v k we have v 2 = 1/2(e 1 ⊗ e 2 − e 2 ⊗ e 1 ), and finally
where lim n→∞
Note that Θ 2 does not really depend on p and that the latter parameter is only included into the definition in order to be able to deliver a complete description of all quantities within a unified setting. The quantities Θ, Θ 1 and Θ 2 are connected via the following theorem:
In addition to that,
In the case d = 2 we are able to give a characterization of ∆ U :
) and σ ∈ B(C 2 ), the following:
where the functionD : P([2]) × M 2 → R + is given by the convex optimization problem
Remark 4. Of course this formula demonstrates that ∆ · is continuous in A, p and s -on the region of parameters satisfying s(2) < p(2). The usefulness of the formula also stems from the fact that it allows an explicit and efficient computation of the probability that the state σ is detected by a measurement scheme which asymptotically detects states with pinching p and spectrum s.
While it is clear that the functionD delivers an efficient way of computing the values of the function ∆ U for all unitaries (in fact, for all A ∈ M d ), we have not been able to deliver more insightful reformulations of it. We note that interesting connections to matrix scaling (see e.g. the recent work [14] ) are given, and another interesting connection is that to information projections in the sense of [8] .
It seems tempting to look for connections to lim α→1 D α,z for z ∈ (0, 1] but it has already been proven that these limits are all equal to D in [21] . Another possible route would be to look at the limits lim α→1 D α,r(1−α) which we were able to use for r = 1, but we have not been able so far to find any relations of these quantities to ∆ A so far.
At last we exhaust the peculiarities of the case d = 2 to define a set of functions which do, to some extent, measure the distance between two states ρ and σ. From the very start, they have offer an operational interpretation. In special limiting cases, they deliver either D(ρ σ) or lim α→1Dα (ρ σ). In section VI we provide a proof that they fulfill all the Rényi axioms except the generalized mean value axiom, which is no surprise given that they are well-defined also in the case where they yield the relative entropy. The fact that they easily deliver lim α→1Dα (ρ σ) made us step away from attempts to prove that they fulfill the data processing inequality. Also, we left any attempts to prove joint convexity to future work. We do however prove that the Rényi axioms are fulfilled, except from the generalized mean value axiom. First, we need some preliminary notation. Let ρ, σ ∈ S(C 2 ) satisfy [ρ, σ] = 0. Since [ρ, σ] = 0 it is clear that the set V := {a·ρ+b·σ +c·Id : a, b, c ∈ R} is a two-dimensional real vector space and its intersection with the Bloch sphere defines a convex subset of the latter. We may for sake of simplicity assume that B is the eigenbasis of ρ such that
and z ∈ (1/2, 1]. We may further assume without loss of generality that the representation of σ is such that it has only real and positive entries. Both of these assumptions translate to unitary actions which depend on ρ and σ. Then, the unitary transformations
yield a set of unitary transformations which rotates only the hyperplane defined by ρ and σ. The value ϕ ′ ≥ 0 at which we get 
. To any ρ ∈ M d satisfying ρ ≥ 0 and σ ∈ S(C 2 ), setρ := tr{ρ} −1 · ρ and let U t := U t (ρ, σ) be the set of unitary transformations which arise fromρ and σ as described above. This defines a set {R t } t∈[0,1] of relative entropy like functionals via
Remark 5. Theorem 1 ensures that the definition does not only lead to trivial concatenations of rotations followed by unitary transformations, since R 0 =D 1 and R 1 = D are different functions. The normalization factor tr{ρ −1 } in front of σ enables one to prove the order axiom.
The structure of the functions we defined so far delivers operationally meaningful quantities right from the start, as they describe the asymptotic scaling of the probability that certain tests yield specific outcomes given that a system is in state σ ⊗n and n is large.
IV Proofs
We now give the proofs of our theorems, in order of appearance.
Proof of Theorem 1. The proof of statement 2 is implicit in [20] and what is left to do is giving the proof of statement 1. Any of the representations V f,λ is irreducible if f (i) = λ τ (i) for some permutation τ ∈ S d . This can be seen as follows: Denote the set of all tableau T of shape λ by T λ . Then statement 1 can be seen to hold true as follows: Remember that each V f is invariant under B, so that for each T ∈ T λ we have E T v ∈ V f whenever v ∈ V f , where
is the Young symmetrizer corresponding to the tableau T , R T is the set of permutations which permute only the elements in each row of T amongst each other and C T permutes only the elements in the columns of T . By [22, Chapter 5.5] (replace the object T n C d := (C d ) ⊗n there with V f ) it holds that for every fixed T ∈ T λ the dimension of the vector space span{E T v : v ∈ V f } gives the multiplicity of F λ within V f . Now let for sake of simplicity f = λ. It is clear that for the vector v = ⊗ n i=1 e ⊗f (i) and T be 'the' standard tableau with numbers 1, . . . , n filled in starting from left to right in the first row, then carrying on from left to right in the second row, and so on. Thenṽ := E T v = 0. Thus dim V λ,λ > 0. Now take any other product vector w = ⊗ n i=1 e xi where x n ∈ T f . There is at least one column (say the first) having at least two equal entries (for example it holds that both x 1 = 1 and x λ1+1 = 1). This statement is valid as well for every w τ := B(τ )w whenever τ ∈ R T , only the position of the specific column changes. Take the permutation π = (1, λ 1 + 1) ∈ S n which interchanges the elements x 1 and x λ1+1 for every x n ∈ [d] n . It holds B(π)w = w. On the other hand π ∈ C T and sgn(π) = −1. For each τ ∈ R T , let π τ ∈ C T be a corresponding permutation that satisfies B(π τ )w τ = w τ and sgn(π τ ) = −1. It follows
so that dim V λ,λ = 1 follows. The argument is independent under a transformation f → f • τ whenever τ ∈ S d , so that all the representations V f,λ for which f (i) = λ τ (i) for all i ∈ 
Thus all that is left to do in this case is to construct one vector v within V f,λ and calculate its norm as well as v, σ ⊗n v . This task again is straightforward since we may just use the standard tableau T that we defined already and the corresponding Young symmetrizer E T . Applying this symmetrizer to the vector ⊗ 
where τ ′ is a suitably defined permutation. For any
a shorthand that allows us to write
In order to get a lower bound on the norm of v we first note that each v i satisfies v i 2 2 = i!, so that
Another important ingredient is the equality
which lets us conclude that
We are finally able to compute
= pl(n)2
whereσ is a nonnegative matrix which is simultaneously diagonal with ρ and is defined via its diagonal entriesσ ii = det(σ 1:i,1:i ) and lim n→∞ ǫ(n) = 0. In [1] (see Theorem 2 with the respective parameter r of the theorem set to r = −1 and equation (24) there) it has been proven that D(ρ σ) = lim α→1Dα (ρ σ), so that ultimately we have
as desired.
We now start to investigate the scalar products
It is generally clear that λ = λ ′ has to hold, so that the questions we pose get reduced to the evaluation of quantities of the form tr{A ⊗n P g A †⊗n P λ P f }.
Proof of Theorem 2. We now work with an arbitrary d ∈ N. We write
as before, and again v takes the form
Again we set
The asymptotic behaviour of the function (f, λ) → 1 n log tr{P f,λ } is known to equal that of λ → 1 n log tr{P λ } for all f and λ satisfying K f,λ > 0, so that what is left to do is the following: We have to calculate
and again we now have to dive into calculating, for every m ∈ N and h ∈ T m and t ∈ T m ′ , as well as for every k, quantities like tr{A ⊗k·m P h A †⊗k·m |v k v k | ⊗m }. This task needs some additional notation. Let m = m ′ · k for some natural numbers m ′ and k. Then, we set
It then holds that
Moreover, those types t which do not occur on the right hand side of inequality (75) but only on the left are exactly those which have t ((i 1 , . . . , i k )) > 0 for some choice (i 1 , . . . , i k ). Such types however satisfy
by symmetry of v k . This justifies (actually it does so only in the second row of below chain of estimates so one has to read from there both back-and forwards) that we write
Upon normalization, the definition of F h t translates into the set of probability distributions on [d] k which we defined in the introduction: The set
It is this set that determines the asymptotic behaviour we are after: namely, for lim n→∞
) and lim n→∞ n k /n =ŝ(k) for all k = 1, . . . , d) with respective limiting distributions q, q 1 , . . . , q d we get
Naturally, this leads us to the formula
which is valid for all asymptotic shapes s = lim n→∞ 1 n λ (n) and whereŝ(k) := (s(k) − s(k + 1)) · k and s(k + 1) := 0. Note that 
By Pinsker's inequality and convexity of x → x 2 we get
It is trivially true that −
so that by monotonicity of the square root we get
The distributions q 1 , . . . , q d and p(·|1), . . . , p(·|d) fulfill the assumptions of Lemma 2, so that by convexity of · we get
Of course then, Θ(q, s, A) attains its maximum H(s) when q =q. This is the only maximum, since the function q → Θ(q, s, U ) is convex: Let λ ∈ [0, 1] and set λ ′ := 1 − λ. Then for arbitrary q, q ′ ∈ P([d]) satisfying s q and s q ′ we have
= min
We now give the proofs of our two additional Lemmata. The asymptotic estimates for tr{A ⊗n P f,λ A †⊗n P f ′ ,λ ′ }, although they give a rather cumbersome impression, naturally introduced the
These again make it interesting to look at lower bounds on the exponent in terms of norms, which turn out to deliver a satisfying intuition once Lemma 3 holds. We will now prove this Lemma.
Proof of Lemma 3. Let us assume that j = 1 holds. It will become evident from our proof that this is without loss of generality. We will have to consider appropriate submatrices of U , that are defined entrywise as follows.
For k a natural number, the letter k denotes the string (1, . . . , k). For m ∈ [k], k\m denotes the string (1, . . . , m − 1, m + 1, k). We let [d](2, k) be the set of all strings of length k with elements taken from {1, . . . , d} without repetition. Using these matrices will allow us to employ first Laplace's formula, then the Cauchy-Binet formula followed by the Sherman-Morisson formula. Together with the fact that U is a unitary matrix, this will lead to the desired result. Now, we will write above sum as a sum over determinants. This will allow us to apply the Cauchy-Binet Formula -but first we have to rewrite our form slightly in order to see the determinants.
[
It is clear that the terms in above sum are invariant under permutations. The function
This implies that it suffices to consider those terms where 1 stands in the first place and (1, i 2 (2, k) ). We thus get the formula
Since only the columns 1 to k enter our calculations, let us consider U as a d × k matrix from now on, with the transposed matrix U ⊤ being a k × d matrix. U denotes the matrix having the complex conjugate entries of U . We will now apply Laplace's formula (twice), followed by the Cauchy-Binet formula [13, Chapter 0.8.5] (set r = k − 1 in the book):
It looks tempting to re-apply the Laplace formula here, but the determinants are now being calculated on products of non-square matrices so that we have to find a different means of dealing with the above sum. Let us calculate above determinants. For a fixed pair (m, n)
The entry of this matrix that corresponds to i ∈ [k]\{m} and l ∈ [k]\{n} is given by
and it is exactly here that we use the fact that U is a unitary matrix. Since all entries belonging to the mth row index and the nth column index are removed from C(m, n), it is evident that det C(m, n) equals the (m, n) minor of the k × k matrix (δ(i, l) − u 1i u 1l ) il , which can equivalently be written as
via [9, Lemma 1.1]. This makes it useful to again apply Laplace's formula (twice, again), where M mn are the entries of M :
It follows again from [9, Lemma 1.1] that for every
which is equivalent to saying that
so that we have proven the desired formula.
We now come to the proof of the estimate which originally motivated us to study the determinant equation which is the content of Lemma 3.
Proof of Lemma 2. Let the preliminaries of the Lemma be fulfilled: We have that
. These are those sequences of length n with elements taken from [d] that have no single element occurring twice (N R means "no repetitions"). It holds
Since no repetitions are allowed in above sum we can be sure that, for every k ∈ [d], the respective sum over [d] k N R can be split up into sums over subsets [d] k i as follows:
where the fact that [d]
k j = ∅ has been taken care of by the factor 1 k . We can use this to reformulate the above sum as
V Proofs for d = 2
Proof of Theorem 4. In order to go further with our investigation of the asymptotic behaviour of tr{P f,λ σ ⊗n } for arbitrary f and λ we unfortunately have to live with the restriction d = 2. In our case there is no difference: While it seems to be a rather involved task to obtain explicit formulas for the case f = λ whenever d ≥ 3 we are well able to so when d = 2. The reason for this is that in this case we always have K f,λ ∈ {0, 1}, so that each V f,λ is irreducible! This can be seen as follows: According to [22, Chapter 5.5] 
⊗n there with V f ), the multiplicity of F λ within V f,λ is given by span{E T v : v ∈ V f } where T ∈ T λ is any standard tableaux of shape λ. Let again T be "the" standard tableau with entries T ij = (j − 2) · i + (j − 1) · (λ 1 + i) and w = ⊗ n i=1 e xi for some x n ∈ T f . Then
Define A T := υ∈CT sgn(υ)B(υ) and B T := τ ∈RT B(τ ). For every τ ∈ R T , set w τ := B(τ )v. For every τ ∈ R T we see that A T w τ = 0 holds if and only if τ x n = (x τ −1 (1) , . . . , x τ −1 (n) ) satisfies (τ x n ) i = (τ x n ) j for some pair (i, j) where 1 ≤ i ≤ λ 2 and λ 1 + 1 ≤ j ≤ n. It follows that A T w τ = c(v, τ )ṽ for some set of non-negative numbers {c(v, τ )} τ ∈Sn and a vectorṽ to be calculated more explicitly later. Thus
proving that the multiplicity of F λ in V f,λ is at most one. We proceed with the calculation of E T w. Again, take the Young symmetrizer E T λ . Then for some constant c ′ (f, λ) we get
where v f −λ2 is defined only for those pairs (f, λ) for which both f (1) ≥ λ 2 and f (2) ≥ λ 2 holds. In that case f − λ 2 defines a new type g := f − λ 2 on {1, 2} λ1−λ2 so that it generally makes sense to define for an arbitrary g ∈ T m :
The asymptotic scaling of tr{P f,λ σ ⊗n } is then conveniently calculated by starting with
then calculating the limit of the three terms in the sum separately yields the desired result -but only if the limiting behaviour of the last one of them is known. We thus start with that part. Under the assumption that ( 1 n f n ) n∈N converges, we call the limiting object p := lim n→∞ 1 n f n . For any given state σ on C d with matrix representation σ = i,j σ ij |e i e j |, it is then of interest to describe the limit
This can also be cast in to the form of the subspaces V f,λ by setting λ = (n, 0, 0, . . . , 0). In order to have a more streamlined notation, we will drop the superscript n in f n for now, then we can upper bound the limit as follows:
(for some fixed y n ∈ T f ) =
where we have set c ij := |σ ij |. Now for every pair x n , y n ∈ T f it is clear that the numbers N (i, j|x n , y n ) := |{k : x k = i, y k = j}| satisfy N (i, j) = N (j, i) for all i, j ∈ {1, 2}, this being another peculiarity of the case d = 2. Note that this implies
Obviously we need some additional structure. This comes into play by decomposing the set T f according to
holds whenever the two limits exist as well. We now translate our statements to a different regime by noting that f (i)
If we now plug in the limiting behaviour ( 1 n f n ) n∈N → p and translate definition 150 to probability distributions by dividing through n, we end up with
and the symbol W stands for the matrix (w ij ) 2 i,j=1 with nonnegative entries and w(1|i) + w(2|i) = 1 for i = 1, 2, and W (p) = 2 i,j=1 w(i|j)p(j)δ i can be seen as application of the matrix W to the vector p = 2 i=1 p(i)δ i , where δ i (j) := δ(i, j) are the usual Dirac distributions on [2] . The calculation of a corresponding lower bound can be established with an almost identical reasoning, so that we obtain
We collect what we found so far in the following formula: For spec ρ = (µ 1 , µ 2 ) with µ 1 ≥ µ 2 and pinching pinch ρ = (ν 1 , ν 2 ) we have
We now turn our attention to the scalar products for the special case d = 2, which allows for some stronger results.
Proof of Theorem 3. Using the same tricks as in the proof of Theorem 2 or Theorem 1 we can write
where v is as defined below and with respect to a standard Young tableaux T that we write e.g. for n = 15 as 1 3 5 7 9 11 13 15 2 4 6 8 10 12
such that the role of the anti-symmetrizer B T = υ∈RT sgn(υ)B(υ) is to anti-symmetrize on the first 2 · λ 2 blocks. We can then write (setting g(i) := f (i) − λ 2 ): 
and what remains is to calculate the quantities v λ2 · |T g |. We calculate the latter by exploiting the specific product structure of v that we developed above. Going into details, we see that 
≤ pl(n) max 
The estimate can be carried out in the other direction as well such that we get, for every sequence g (n) such that lim n→∞ 
and this does obviously imply that Θ 2 (A, q) = − 
The other asymptotic quantity that needs to be calculated is still left open. Here, we proceed as follows: Define 
where each g j ∈ Ì g ′ (j) then it holds that with p 
and since an equivalent lower bound can be established as well we obtain that for two sequences (g (n) ) n∈N and (ĝ (n) ) n∈N with respective normalized limits q andq we will have 
We have thus identified the building blocks of v, P 
VI Axioms
We give a short overview over elementary properties that make the R t candidates for relative entropies. We note again that various other possibilities exist to define one-parameter families of unitary transformations -e.g. via utilization of the geodesic (see [4] ) t → γ ρ,σ (t) where γ ρ,σ (t) := ρ 1/2 ρ −1/2 σρ −1/2 t ρ 1/2 which (upon normalization) draws a path between ρ and σ that (like the definition that we use here) enables one to uniquely define a pinching of ρ to the eigenbasis of γ(t) whenever [ρ, σ] = 0 holds. Since the geodesic curve obeys γ UρU † ,UσU † (t) = U γ ρ,σ (t)U † for all states ρ, σ and t ∈ [0, 1] and unitary transformations U this definition leads to another quantity, call itR t , which is unitarily invariant just like R t was. We leave further investigations of these connections to future work and look at some properties of the R t family:
Continuity. Continuity follows directly from the fact that both functions can be rewritten as a convex optimization problem where both the function to be optimized and the convex set that it is being optimized over depend continuously on ρ and σ.
We had to leave open the question of a more generic connection between the class {R t } t∈[0,1] and the α − z relative entropy as well as further connections to matrix geometry. It is our hope that such connections could lead to an expansion of our definition to arbitrary d and that this connection would in turn be able to provide meaningful statements on the intersection between quantum information theory and representation theory.
