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Abst ract - -A  combination of a time discretization and domain decomposition methods for the 
solution of singularly perturbed semilinear parabolic problems is considered. On this basis, iterative 
algorithms suitable for parallelization are constructed. Convergence properties ofthese algorithms are 
established. The implementation f the algorithms on a shared memory multiprocessor is examined. 
Numerical results for a test singularly perturbed problem are presented. 
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1. INTRODUCTION 
In this paper,  we describe i terat ive domain decomposit ion algor ithms for the solut ion of s ingular ly 
per turbed  parabol ic  problems. These algor ithms are a combinat ion of a t ime discret izat ion and 
domain  decomposit ion methods.  The t ime discret izat ion reduces a given parabol ic  problem to a 
sequence of ell iptic problems. One of the most successfully used techniques for the construct ion 
of uni formly convergent numerical  methods ("uniformly" means "uniformly in a per turbat ion  
parameter" )  for s ingularly per turbed ell iptic problems is a general approach presented in [1]. It 
is based on special grids which are adapted to the behaviour of the exact solution. Construct ing 
such grids rests on the est imates of derivatives of the exact solution. Thus, regions of rapid 
change of the solution (boundary  and interior layers) are localized in space, or in other words, 
the original computat iona l  domain is divided into subdomains.  This approach provides a natura l  
route to domain decomposit ion technique. 
We consider two domain decomposit ion methods: the Schwarz a l ternat ing procedure [2] and 
the re lated computat iona l  method from [3]. The Schwarz method has at t racted much attent ion 
as a convenient computat iona l  method for the solution of a large class of ell iptic and parabol ic  
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problems (see, for example, [4,5]). The method from [3] is effective for solving singularly per- 
turbed elliptic problems [6,7] and highly suitable for parallel computing [8,9]. Here, we compare 
convergence properties and efficiency of this method with the classical Schwarz method in the 
case of singularly perturbed parabolic problems. The implementation of both of these methods 
for the solution of transient 2-D eddy current problems has been described previously in [10]. 
Ibidem numerical experiments on a shared memory multiprocessor a e presented. 
We construct iterative algorithms based on the two domain decomposition methods by solving 
the following semilinear parabolic problem: 
#2 ~ O'~u O'Zu~ Ou _ f (p,  t, u), P = (x, y), (P, t) E f~ x (0, t*], 
\ cqx 2 + Oy 2 ] Ot 
of fu(P, t ,u)  > O, (P,t,u) E f~ x (0, t*] x ( -oo,  +o~), fu = ~u'  (1) 
u(P, t) = g(P, t), (P, t) e 0£t x (0, t*], 
u(P, O) = u°(P), P E f~, 
where # is a positive parameter, 0~ is the boundary of f~. The functions f (P,  t, u), g(P, t), and 
u°(P) are sufficiently smooth. Under suitable continuity and compatibility conditions on the 
data, a unique solution u(P,t) of (1) exists (see [11] for details). For # << 1, problem (1) is 
singularly perturbed and has boundary layers near 0f~ (see, for example, [12]). 
Notice that we construct and analyze the iterative domain decomposition algorithms in the con- 
tinuous form, i.e., without resort to a spatial space discretization of subproblems. This approach 
allows us to use different numerical methods for solving subproblems with different behaviours 
of the exact solution on subdomains. 
We test the iterative algorithms by implementing a numerical method using finite difference 
schemes on special nonuniform grids. The iterative algorithms are implemented on a 32 proces- 
sor Kendall Square Research KSR1 shared memory computer, and computing results give the 
speedups of the algorithms compared to the usual sequential (undecomposed) method. 
The structure of this paper is as follows. In Section 2, we formulate three iterative multi- 
domain decomposition algorithms. In Section 3, we establish convergence properties of these 
algorithms. Several numerical experiments are described in the last section. 
2.  DOMAIN DECOMPOSIT ION ALGORITHMS 
For the construction of iterative algorithms for the solution of (1), we will combine a time 
discretization and domain decomposition methods. 
2.1. Semidiscrete Version of Problem (1) 
Approximating the partial derivative ou by a backward difference formula, we introduce the ~-T 
following semidiscrete version of problem (1): 
Lgn(P)  - Un(P) -U~- I (P )  =f (P , t~,Un) ,  (P,t ~) EQ,  
T 
Un(P) = g(P, tn), 
t n -~ nT, 
where L - #2(~°--~ 2 02 ox + o~-gj )" 
P c Of~, U°(P) = u°(P), 
t* 
n = 1, 2 , . . . ,  nmax,  T - -  
nmax 
P e ~, (2) 
LEMMA 1. / f  the solution to (1) is smooth enough, then the following estimate is valid: 
maxlu(P,  tn ) - -Un(p) l<Mr  , n = 1,2, . . .  nmax, 
PEg~ --  ' 
where u(P, t) and Un(P) are the solutions to (1) and (2), respectively, and constant M is inde- 
pendent of T. 
PROOF. The proof is well known and omitted here. 
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2.2. Domain  Decompos i t ion  and Concomitant  Notat ions  
For simplicity, we assume that  the domain ~ is a rectangle (0, X )  x (0, Y).  
We introduce the mul t idomain  overlap decomposi t ion of the domain ~ into the subdomains  
(see Figure 1) 
G~/2,j 
0<x~ <~ <x,  
£~,j n ~i+~,j ¢ (3, 
~i , j  N ~ i+2, j  : O, 
ft~,j n Q~,j+s = 0, 
xB B = (~:~= , ,~j _<~_<yy}, 
= {~: C < x < x~ "} , Y=Y j  , 
~i,j (x B x E~ =, .~,  ~/ x (YT,YS), 
i=2 ,3 , . , I -1 ,  C=o,  ~f=x,  
j=2 ,3  .... , J - l ,  y~=o,  v f=Y;  
(C+, <x~), ~::1,2, ..,±-1, 
B (C  < x~+~), i-- 1,2, . . , f -  2, 
j = 1 ,2 , . . . , J ;  
(yB+l <y~) ,  j = 1,2, . . , J - l ,  
(yy <y~+~), 3 = 1,2, . . , J -2 ,  
/=1 ,2 , . . . , I ;  
7~,j = {the co~ners of ~,~} ;
4 
k=l  
= X E ?B 
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F igure  1. F ragment  of the  mul t idomain  over lap decompos i t ion .  
In addit ion, we define the subdomains  w ~c~ , i = 1, 2, . . .  , I - 1, and w y, j = 1,2, .  .. , J - 1 (see 
F igure 1) 
J 
j= l  
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b B e 0 < X i < Xi+ 1 < Xi E < X i < X, i = 1, 2 , . . . ,  I - 1, 
(M x f~lO2X+l = O, (X e < X/b+l), i ----" 1 ,2 , . . . , I - -  2; 
I 
i=l 
o <y~ < yf+, < ~f < y; < Y, j=~,2 , . . . , J -1 ,  
0.)~ CI o.)YTI = (~, (y~ < yb+l) , j = 1 ,2 , . . . , J  - 2. 
In the following, we need some auxiliary subdomains derived from ~i , j :  
~i, j  --- {P:  x/B < x <xE 1, (T(x, xB,  x iE_1 ,Y f_ l ,y f )  < y < (T(X, X iB ,xE_ I ,Y f+ I ,B f )  } 
E B u [~_, ,x , . , ]  x (yf,~,f) 
u {P: x&, < • < ~,~ (x, ~ , ,xL  yf, yf_,) < y < ~ (x, x~, ,~,y f ,y f+, )}  ;
i = 1 ,2 , . . . , I ,  j = 1 ,2 , . . . , J ,  xE=--O, xf . . l _ l~X , yE=--O, yB+l - -Y  , 
where ~(xl,  x2, Yl, Y2) is the linear interpolant 
- -  X - -  X 1 x2_____~x + Y2- - .  
a(x ,  x l ,  x2, Yl, Y2  ) = Yl x2 - Xl x2 - Xl 
We define also the boundaries pertained to wx i = 1, 2, I - 1: 
~b {P :x  b y f< 5}  ~o {P :x  e y f< f÷} V ,j = =x~, -Y<Y 1 , 7 ,j = =x~, -Y<Y 1 , 
j= l ,2 , . . . , J .  
2.3. Statement of Domain Decomposit ion Algorithms 
Introduce the sequences {vnj (P) ,  n = 1, 2 , . . . ,  nmax}, satisfying the following problems: 
v9 . (P)  - V~- I (P )  
nv~, j (P)  - ~,3 = f (P, t n, v~,j) , P e ~i  j,  (3a) 
T 
i= l ,2 , . . . , I ,  j = 1 ,2 , . . . , J ,  
v~,j(P) = 9~,j(P), P e O~i, j \ 0~~, (35) 
v~j (P )  = g(P,  tn), P e cg~i,j r3 c9~, (3c) 
where vn(p), P E ~, is the solution on the n th time step, 
V°(P)  = u°(P), P e ~. (3d) 
2.3.1. "Co loured"  Schwarz 's  a lgor i thms 
Here, we consider parallel versions of Schwarz's alternating method. The original Schwarz's 
method is a purely sequential algorithm. To obtain parallelism, one needs a subdomain colouring 
strategy, so that a set of independent subproblems can be introduced. We dwell on two colouring 
patterns. 
The first one corresponds to "four-colour" Schwarz's Algorithm, A14. The colouring of subdo- 
mains ~i,j, i = 1, 2 , . . . ,  I, j = 1, 2 , . . . ,  J, is realized as follows: "colour 1"--(i,  j )  E C1 = {(i, j)- 
odd}, "colour 2" - - ( i , j )  E C2 = {(i,j)-even}, "colour 3" - - ( i , j )  E C3 - {/-odd, j-even}, 
"colour 4"--( i ,  j )  E C4 = {/-even, j-odd}. 
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Further, we suppose that the subproblems are solved in order of 
"colour." Therefore, the boundary conditions from (3b) for A14 have 
(i , j) ~ C1 U C2: 
vp, j(P) = Yn-~(P),  P E Ofli,j \ Or2; 
(i , j) E C3: 
Vnl, j (P) ,  
%(p)= vhu(P)' 
vp, j - I (P) ,  
vp, j+I(P), 
increasing number of their 
the forms: 
PEOf~I,j ,  1<i<_ I ,  l<_ j<_J ,  
P~Of~3,j, l< i< I ,  l<_ j<_J ,  
P~Of~, j ,  1<i<I ,  l< j<_ J ,  
PEor ia,  j, 1<i<I ,  l _< j<J ;  
(i, j)  E C4: 
vn_l,j_l(P), RE  O~2i,j(-lf~i-l,j-1, 1 <i  < I ,  1 < j  <_ J, 
vin+l,j+l(P), P E Of~id N ~2i+l,j+l, 1 < i < I, 1 < j < or, 
vn+l,j_l(P), P e 012i, j N ~2i_ [_ l , j _ l ,  1 < i < I, 1 < j < J, 
9nj(p) = vn_I,j+I(P), RE  Of~i,j [-lf~i-l,j+l, 1 < i <_ I, 1 < j < o r, 
' vp_t,j(P ), PEOf~, jk f~C8 1 <i<_ I ,  l< j  <_ J, 
vn+Lj(P), P E Of~3,j \ y~C3, l <_ i < I, 1 < j << J, 
v~j_l(P), P ~ Of~,j \ f~c3 1 < i <_ I, 1 < j <_ o r, 
V~,j+ 1(P), P E Of~4,j \ f~c3, 1 < i < I, 1 < j < J, 
where f~c3 = U(i,j)EC3~2i,j" 
In the case of Algorithm A14, the continuous 
v'~(p) = < ~,:(P), 
functions Vn(P) are determined by 
\ ( i ,;)c c1 uc2, 
P ~ fh,~ \ ~c4, (i, j) ~ C3, 
f~,j, ( i , j )  c C4, 
j = 1 ,2 , . . . , J ,  n = 1,2,. . . ,nmax, i=1 ,2 , . . . , I ,  
where ft c4 = U(i,j)EC4~i, j. 
Now we consider a "black-white" version of 
colouring strategy is as follows: "black"--(/, j) 
{(i + j)-odd}. 
The boundary conditions from (3b) for A12 have the forms: 
(i , j) E CB: 




(i , j) E CW: 
(4d) 
i=1 ,2 , . . . , I ,  
where f~cw = U(i,j)ecwf~i,j. Note that the functions Vn(P) have discontinuities of the first 
kind at the boundaries N(¢j)ecwO~2i d. An estimate of these discontinuities will be found in 
Theorem 2. 
v"(p) = vp, j(p), 
{ [u  \ ucw, (i, j) ~ CB, 
P ¢ fii, j, (i, j) E CW C? {/-odd}, 
(~i,j, -~¢j C~ Oa, (i, j) E CW n {/-even}, 
j= l ,2 , . . . , J ,  n=l ,2 , . . . ,nmax,  
vn u(P ) ,  PEOf~, j ,  l< i<_ I ,  l<_ j<_J ,  
9n v~+I,j(P), P E Of~3,j, l < i < I, l <_j < J, 
~'~(P)= v~,j_l(P), Pcaa~,j, l< i<z ,  l<j<_J, 
v~j+~(P), P ~ Oa~,~, l< i<z ,  l <_ j < J. 




Schwarz's algorithm, A12. Here the subdomain 
E CB = {(i + j)-even}; "white"--( i , j )  E CW = 
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As may be inferred from (4) and (5), on each time step of Algorithms A12 and A14, the same 
coloured subproblems are solved concurrently. Thus, the number of sequential stages for A12 
and A14 is 2 and 4, respectively. 
REMARK 1. As is clear from (4a), on the basis of (3) and (4), we can obtain "three-colour" 
Schwarz's algorithm (A13). In this case, subproblems pertaining to "colour 1" and "colour 2" 
are solved concurrently. Therefore, the number of sequential stages for A13 equals 3. 
2.3.2. Mod i f ied  Schwarz ' s  a lgor i thm wi th  "interfacial" p rob lems 
This Algorithm, A2, is constructed using the "interfacial" problems 
z ,dP) = v ,,a(P), 
Lz~, i (P)_ z'~,i(P)- vn - I (P )  = f (p, t n, z~,i), 
T 
P E cox i = 1,2, , I -  1, , . . .  
xe  P e "yix, b, z~,i(P ) = Vh l , j (P  ), P e "Yi,j, 
zr, i (P ) = g(P, tn), P e Ova~ M Oa; 
j = 1 ,2 , . . . , J ,  
Z n 
Lz~j(P)  - 20(P) - V~-I (P)  = f(P, tn, z~,j), 
' T 
Peeve,  j= l ,2  . . . . .  J - l ,  
z~,j(P) = v~j(P), P E (Ow y \ fix) N ~i,j, 
z~,j(P) = v~j+l(P), P e (OCO y \ a x) N ai , j+l ,  
i = 1 ,2 , . . . , I ,  
z~,j(P) = z'~i(P),, P e &oy n~ ~.~, i=1 ,2 , . . . , I -1 ,  
Z~,y(P) = g(P,t"), P e &o] n Oa, 
where ~ = %=1"1-1c° ix. The boundary conditions in (3b) are given by 
(6b) 
9~j(P) = V~-I(P) ,  P e Oai,j \ Oa. (6c) 
Thus, Algorithm A2 involves three sequential stages. First, we solve the (I x J) subproblems 
from (3), thereupon (I - 1) "interracial" problems from (6a) and ( J -  1) "interracial" problems 
from (65). 
In the case of Algorithm A2, the continuous functions Vn(P) are chosen in the form 
{ %(P) ,  vn(P )  = zr ,j(P), p -y  E wj,  i= l ,2 , . . . , I ,  j= l ,2 , . . . , J ;  j = 1 ,2 , . . . ,0 r -  1; 
i = 1 ,2 , . . . , I -  1; 
n = 1, 2 , . . . ,  nmax, 
where~Y=U J-1 y and~XY=~zu~.  j= l  0)j 
3. CONVERGENCE OF  DOMAIN 
DECOMPOSIT ION ALGORITHMS 
3.1. Convergence  Resu l ts  
Here we formulate the convergence properties for Algorithms A12, A14, and A2. We obtain 
estimates of a convergent rate of the iterative algorithms, depending on the geometric aspects 
for domain decomposition (the amount of overlapping, sizes of subdomains), on the value of the 
perturbation parameter #, and on the step-size of the time discretization r. The proof technique 
of these results is illustrated in the next subsection for Algorithm A2. 
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THEOREM 1. Algorithm (3), (4)--A14 converges to the solution U~(P) of problem (2) with the 
rate q E (0, 1), i.e., 
max_]Yn(P) -U" (P ) l<Mq,  n = 0,1,... ,nm~x, 
PEQ 
where V~(P) from (4d), constant M is independent of q. For q, the following bound holds: 
q < exp - #rl/-----g + exp pT1/2 ] , 
where 
H x= rain (xE -- xB1) g y= min (PY - Y~+I) 
1<i<I--1 ~ 1<jK_d--1 
1 (d2~T1/2) ~x > 2tanh d x= min (x~-x  B) 
l< i< I  
t;, y > ~tanh , d y= min (yy - -yB) .  
l<jKJ 
REMARK 2. For Algorithm A13 (see Remark 1), the results of Theorem 1 are true. 
THEOREM 2. Algorithm (3),(5)--A12 converges to the solution un(p)  of problem (2) with the 
rate q E (0, 1), i.e., 
max iY" (P ) -Un(P) l<_Mq,  n = 0,1,. . . ,nmax, 
PEQ 
where V n (P) from (5c), constant M is independent of q. The functions V n ( P) have discontinuities 
of the first kind at the boundaries F = A(i,j)ECWO(~<j, for which the following estimates hold: 
max [m xlv%(P)-v"(P)ll < Mq, 1,2, ,"max 
( i , j )~CWLr  ' " 'J 
/-even 
For q, the following bound holds: 
q < max~exp ( t~XHX t~YHY~ t~ZHX t~YHY 
2~tT1/2) q -exp(  Ftv_I/-------~. ] exp(#T1/2)  q -exp(  )}  [ \ ' 2pT1/2 ' 
where all notations are from Theorem 1. 
THEOREM 3. Algorithm (3),(6)--A2 converges to the solution U~(P) of (2) with the rate q E 
(0, 1), i.e., 
max_ lyn(p) -un(p) I  < Mq, n=0~l~. . . ,nmax,  
PEfl 
where vn(p)  from (6d), constant M is independent of q. For q, the following bound holds: 
q < exp ~(H~ + h~) +exp 
pT1/2 [.tT1/2 / 
where 
hX= min {min[ (xB+l - -X~) (xe- -xE) I  } 
l< i< I -1  ~ 
h y = min {min [(Yj%I _ yb), (y~ _ yjE)]} 
l<j<_J-1 
the other notations from Theorem 1. 
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REMARK 3. It can be shown (see the proof of Theorem 3 in the following section) that the 
iterative Algorithm (3),(6)--A2 converges to the solution of problem (2) even for 
N ~,J  = O. 
1<i<I  
l< j< J  
REMARK 4. From Lemma 1 and Theorems 1-3, it follows that the iterative Algorithms AI~, A14, 
and A2 converge to the solution u(P, t) of the continuous problem (1) with the rate O(~- + q). 
REMARK 5. Algorithms AI~, A14, and A2 can be generalized immediately to the three-dimen- 
sional case 
02u 02u 02u x 
- b (P ,  t )~t t  f (P ,  t,  u), a (P,t)-~x 2 +aV(P,t)~y~ +aZ(P, = 
(P, t) • fl × (0, t*], 
aX(P,t) > 0, aU(P,t) > 0, aZ(P,t) > O, 
b(P,t) > O, f~(P,t,u) >_ O, 
u(P, t) = g(P, t), (P, t) • a~ x (0, T], 
= p • 
3.2. The  Proo f  of  Theorem 3 
In the following lemmas, we obtain results necessary for the proof of the theorem. 
Introduce the functions O*,j (P) and Oi,j (P), satisfying the problems 
LO*d(P) -/3oOi*j(P) = O, P E ~i,j, O*,j(P) = 1, P E O~i,j; (Ta) 
LOi,j(P) - ~oOi,j(P) = O, P E ~i,j, 
1, P c cg~,j \0~,  
ff2i,j(P) = O, P E O~i ,  j N 0~;  
i = 1 ,2 , . . . , I ,  j = 1 ,2 , . . . , J ,  
where L from (2) and/30 = const. > 0. Note that 
(Tb) 
Oi , j (P ) -~P~, j (P ) ,  PE~, j ,  i=2 ,3 , . . . , I -1 ,  j=2 ,3 , . . . , J -1 .  (7c) 
LEMMA 2. /f  O*,j(P) and Oi,j(P) are the solutions to (Ta) and (Tb), respectively, then the 
following estimates hold: 
0 < Oi,j(P) < O*,j(P) < 1, P E ~i,j; (8a) 
O2~*,j(P) O2~ j(P) 
Ox 2 _> O, Oy 2' _> O, P E ~i,j; (8b) 
mm ..Oij(x,Y) = ~i,j ,y , 
~<x<x? ' 2 
min O~,j(x,y) = ~id x, 
. B <. < ~ p: 2 ' Y:i --Y--Y.i 
max ~i,j (P) = max 
yY < y < 
(8c) 
x B < x < xE" 
* ° ~,,j(P), (8d) 
O*,j(P) < exp 
1 (d~l/2"~ 
~ > ~ tanh t, 2 . )  
d~ = x~ - ~, 
x-  x~, (x~ + x~) > ~, 
d(x)  = ~ - 
x~ - x, (x~ + ~)  < x, 
2 
i = 1 ,2 , . . . , I ,  
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+ exp , P • fl~,j, 
P 
1 (dY~l /2~ 
~:Y > ~ tanh 
t~. )  
2 
j = 1 ,2 , . . . ,d .  
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(8e) 
PROOF. Est imates (8a) follow immediately from (7a),(7b), the max imum principle, and a stan- 
dard comparison theorem. 
In the proof of est imates (8b), we assume that  problems (Ta) have solutions 
a)*,j(p) • C4(~i , j )  N C 2 (-~i, j  \ T) i , j )  • 
The correctness of this proposit ion can be established by the same technique as in [13]. Denote 
and Y~ ~, j  (P)  = ~ ~ .  Twice differentiating (7a) in x or in y, we have 
L~P~,~(P) - f l0~,~(P)  = 0, P E t2~,j, 
YY YY L~i,3(P) - ~o~i, j (P)  = 0, P • flu,j, 
~YY (P) = p-2flo, P • (Of~ d ~ Of~4,j) \ Pi,j, 
• ~,~(p)7 = o, p • (o~,~ ~ oa~,~) \ ~,~,~; 
i = 1 ,2 , . . . , I ,  j = 1 ,2 , . . . ,Y .  
From here and the max imum principle, we conclude the required estimates. 
Est imates (8c) follow immediately from (8b) and the translational symmetry  of domain t2i,j. 
In the "regular" case, when i = 2, 3 , . . . ,  I -  1, j = 2, 3 , . . . ,  J -  1, est imate (Sd) can be obtained 
at once from (7c) and (8b). For the proof technique of this est imate in the "nonregular" cases, 
we demonstrate with i . . . .  1, j 2, 3 ., d - 1. We define the intermediate function ~i,j*~(P), 
satisfying the problem 
L~*,~(P) *~ - 9o¢~,j (P) = o, P e a~,,~ = ,(-xE,, xE~, × (yT, y f )  
*@ '~,j (P) = 1, P e Ot2~j. 
*Q Of~,j. Thus, using (7a),(Tb), and a From the max imum principle, we have 0 < q)i,j (P) < 1, P E 
*~ * standard comparison theorem, we obtain ¢i , j (P)  <- ~i,y (P) <- ¢i , j (P) ,  P c f~i,j. Besides, from 
the above problem, (8b) and the translational symmetry  of domain t2~. we conclude 
max 
PEOf I~Af l i , j  
Finally, we  get 
*@ *~ *~ ~i, j (P)  max[~i,y 'xb e , b b : ( i ' Y j - -1 ) '~ i , j  (x i ,Y j ) ] "  
*~ * (x i 'Y j -1 ) ,~ i , j  (x i ,Y j ) ]  • max Oi,j (P) < max ~i,j (P) < max [~i,j b e * b b pEofp:~jNfl.~, 3 -- pEof lxuNf l , , j  -- 
By analogous means, it is possible to prove est imate (8d) in the other "nonregular" cases. 
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To prove estimate (8e), we define the two functions: ¢~(z) on ft~ = (xiB, x E) 
dimensional problem 
#2[¢~(x)]" - 130¢~(x) = 0, ¢~ (x B) = ¢~ (x E) = 1, 
and CY(y) on ft y = (yB, yE) by the one-dimensional problem 
From this, we have 
L [¢T(x) + ¢~(y)] - 9o [¢~(x) + ¢~(y)] = 0, (~, y) e a~,j, 
¢~(x) + ¢~(y) > I, (x, y) e 0a~,j. 
Hence, using a standard comparison theorem, we obtain 
• ~,j(~, v) < ¢~(x) + ¢~(v), (z, ~) e ~, , .  
Now estimate (8e) is derived from the exact expressions for ¢~(x) and CY(y): 
¢~(~)  = 
cosh {[(x/B + xE) /2 -  x] /51/2/#} 
cosh [(x E -x  B) ~/2 /2#]  ' 
cosh {[(yfl + yE) /2 -  y] ~1o/2/# } 
cosh [(yE _ y f i )~/2 /2 . ]  ' 
¢~(~) = 
in view of the following expressions: 
¢ = exp[ln(¢)], 
~X X2 
ln[cosh(x2)] - ln[cosh(x1)] = tanh(x) dx > (X2 - X1) tanh (X2) 
1 2 
O<X1 <X2- 
This completes the proof of the lemma. 
Introduce the functions ¢,i(P) by the following problems: 
L¢i(P) - 13o~bi(P) = 0, P C cox i = 1, 2,. , I - 1, 
f Oi,j(P), P e %x,b, j = 1,2, . . . ,  J, ¢i(P) [ qQ+I,y(P), P E 7<2,ze j = 1,2, . . . ,  J, 
¢~(P) = 0, P e 0w x n oa, 
where ~i,j(P) from (Tb). 
LEMMA 3. For the solutions to (9), the following estimates hold: 
max ¢i(P)  -< max [O•,j (xb, y b) ,O;0+1 (x~,y;) , 0;+1, j (x~,y b) ,'~;+1,j+1 (xe,y;)] , Pe~nOwy 
i= l ,2 , . . . , I -1 ,  j= l ,2  . . . .  , J -1 .  
PROOF.  Introduce the functions ¢i:j(P), satisfying the problems 
L¢i*,j(P ) -/3o~bi*,j(P ) = 0, P ~ coix, p = (x~,x e) x (yB, yE), 
i=1 ,2 , . . . , I - -1 ,  j= l ,2 , . . . , J ,  
¢~,;(P) = ,o(P), P c 0w~,j c~. j ,  
{P*+Io(P), P e O%~,p A-~i+l,j, 
by the one- 
(9) 
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where O~',j (P) are defined in (Ta). From this, using a standard comparison theorem, we obtain 
* - -x f~ ¢ i (P )  < ~pi,j(P), P • wi,j. 
Consider the functions 
. X~ --  X . xe  
= (xL ) - + ( 
32 i -- X i 
i= l ,2 , . . . , I ,  j= l ,2 , . . . , J .  
b X -- X i 
e b'  X i -- 2g i
--xf~ (z, y) • ~, j ,  
From (7a),(8b), and the above problems, we have 
L [¢i*j(P) - ~ j (P ) ]  - ~0 [~Pi*,j(P) - a~j(P)]  = - [La~,j(P) - /3oa~j(P)] > O, 
P • w~,~, ¢~,j (P) - = O, • Ow~,j. 
Applying the maximum principle, we obtain ~)i:j ( P) - ere. _ -xn  ~,3 (P) < O, P • wi, j . Hence, we get 
¢ i  (x ,Y  b) < 0"~" * (x i ,Y j )  , (~ i+ l , j  (x i ' yb) ]  ' _ ,,a (x ,y  b) < max[~i , j  b b * 
j = 1 ,2 , . . . , J -  1, 
X e (x i ,Y j _ l )  ] e * (x i ,Y j _ l )  ($2i+1,j ~[Ji (x ,  y j - -1 )  < O'~' ( 'Y j - -1 )  < max [q~i,j b ~ • ~ 
- -  z~J - -  ' ' 
j = 2 ,3 , . . . , J ,  
b<X<< - e i=1 ,2 , .  , I - -1 .  X i __ X i , • . 
This proves the lemma. 
Introduce functions wi, j(P) by the following problems: 
Lwi, j (P)  - ~i , j (P)wi, j (P)  = Fi, j(P), P • fli,j, ~i, j(P) >- ao, 
f e~,~(P) ~ o, p • oa~,j \ o~, (p) wi , j  
O, P • Of~,j N Of~, 
i = 1 ,2 , . . . , I ,  j = 1 ,2 , . . . , J ,  
(10) 
where flo from (7). The functions Fi, j(P), ~i,j(P), and ffJi,j(P) are sufficiently smooth. 
LEMMA 4. I f  wid(P) ,  O*,j(P) and Oi,j(P) are the solutions to (10),(7a), and (7b), respectively, 
then the following inequality holds: 
Iwi,j(P)l < ~,j(P)llwi,j(P)llon.~\on ÷ [1 - ~; , j (P ) ]  IIY~,j(P)lla~,j 
- /30  
Pef~i,j\(~i,jNOf~), i = 1 ,2 , . . . , I ,  j = 1 ,2 , . . . , J ,  
where 
Ilwi,j(P)llon,,j\on =- max Iwi,j(P)l , 
PEOgt~,~ \ Og~ 
IlY~,j(P)lln, j - max IF~,j(P)t. 
, PEfl.i,j 
PROOF. Introduce the function Wi, j(P),  satisfying the problem 
LW~,j(P) - ~oW~,j(P) = -IIFi,j(P)IIa.,,j, P ¢ f~i,j, 
liw~.j(P)llon.j\o~, P e on~,~ \ of~, 
wi,~(P) 
O, P ¢ Ot2~,j A Of~, 
i = 1 ,2 , . . . , I ,  j = 1 ,2 , . . . , J .  
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Wi,j (P) can be written in the form 
Wi,3(P) = ~i,j (P)Ilw~,j(P)Ilo~,,Ao ~ + [1 -~ i* j  (P)] IIF~'~(P)ll~"~o ' P • - f l~'y" 
The correctness of this formula can be tested by direct substitution in the above problem. From 
a standard comparison theorem, it follows that 
Iw,,j(P)l ~ w~,j(P), P • -~,j \ (Pi,j A Or2). 
This concludes the proof of this lemma. 
Now we consider the problems 
Lw~(P) - /3~(P)w~(P)  = Fx(p) ,  P • w x~, i = 1, 2, . . . ,  Z - 1, (11a) 
fl~ (P) > flo, w~(P) = @~(P), P • Ow~, ( l lb )  
where f l~(P) and F~(P) are sufficiently smooth. We suppose that the following inequality is 
true: 
[IF~(P)[[~: 
[~(P) [  _< Ai¢i(P) + , P • Ow~ \ ~ ,  (11c) 
~o 
where Ai = const. > 0, and ¢ i (P )  from (9). Note that  ¢ i (P )  and ~(P)  have discontinuities of 
- z  b'° y~) , j :2 ,3 ,  J}. the first kind at the common set of points T'~ = t ~ i , .. •, 
LEMMA 5. ff ¢i(P) and wx(p)  are the solutions to (9) and (11), respectively, then the following 
estimate holds: 
[[F~(P)II~: 
IwT(P)I <- Ai¢~(P) + ~o ' P • ~T \ P~. 
PROOF. Let W~(P)  be the solution of the problem 
LW~(P)  - /3oW~(P)  = -[IF~(P)IL~, P • oJ~, 
IIF~(P)[l~: 
w?(P)  = A~¢~(P) + ~0 ' P • o~.  
From (11) and a standard comparison theorem, we conclude that I w~ (P) l < W~(P), P • ~ \ P~. 
Since W~(P)  can be written in the exact form 
I[F~ (P)I[~.;, 
w~(P) • ~¢~(P) + /~0 ' P • ~x, 
then we obtain the required estimate. 
THE PROOF OF THEOREM 3. In t roduce  the  funct ions  
~i~,j (P) = v~j (P) - U ~ (P), 
~lni(P) = z~,i(P ) - un(p) ,  
(2n, i (P) = z,~,j (P) - Un(P), 
En(P) = yn(p  - U~(p), 
i=1,2, . . . , I ,  j= l ,2 , . . . , J ,  
i = 1 ,2 , . . . , I -  1, 
j = 1 ,2 , . . . , J -  1, 
n = 0 ! 1, . . . ,?) ,max. 
From (2),(3), and (6), we have 
L~j (P )  - f;~,j(P) + ~i'J(P) - r ' 
~,"~(p) = yn- l (p )  _ un(p), 
~"j(P) = 0, 
P E gti,j, 
P E afli, j \ 0t2, 
P e O~i,j N 0fl; 
(12a) 
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L¢~,i(P)-[fz~,~(P) + 1] ¢~#(p) _
~n- l (p )  
¢~(p)  ~ p ~ = ( i , j ( ) ,  P ~ %,j, 
Q~,~ (P) = O, 
L¢~,j(P) - [fzn,(P) + 1] ¢~t,j(p) _
¢ln, i(P) = ~in+l,j (P), 




p ~ 7x~, 
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(12b) 
¢2~,j (P) = ¢i~,j (P), 
¢2nj ( p) = ¢inj+ 1 ( p), (12c) 
n n p ¢2,j(P) = ¢1, i ( ) ,  
¢;,,(p) = 0, 
where we mean that fn(p) = fu[P, un(p)], un(p) lies between wn(p) and Un(p). From here, 
using (6d) and the maximum principle (see, for example, [14]), we conclude the estimate 
P E wY~ 
P E (Ow y \ a x) fh ai, j+l, 
P E Ow~ N ~x 
P E 0~ n Of~; 




Estimate the first term on the right-hand side of (13). From (12a), using Lemma 4, we have 
P E fh,j \ (P~,j n 0fi), 
where ff2~,j(P) and ~i,j(P) are the solutions to (7a) and (7b), respectively, with /30 = 1/~. 
From (12a), it follows 
IC,~(P) I = Iv~-~(p)  _ u~(p)] < ]~- l (P ) l  + lug(P)  - un- l (p ) l  ' 
P E Ofh,j \ Oft. 
Further, using Lemma 1 and the estimate 
lu (P,t ~) - u (P,t~-l)l <_ (const.)T, 
we obtain 
lUg(P) - U~-I(P)[ < lUg(P) - u(P, tn)l + lu (P, t ~) - un - I (P )  4- u (P, tn-1)] < (const.)  "r. 
Thus, we conclude 
[¢~j(P)I <- ¢',J(P)[(const.) T + II-:~-'(P)llo~,~] ÷ [1 -  ~d(P) ]  li~-~(P)lln, j 
< (const.)T~,,j(P) + I[~n-l(P)l[n ,
P e fh,j \ (P~,~ n Of~). 
Finally, using (Sd), we get 
(14) 
LlCr.j(P)lloa~,nn j < (const.) T max ~$,j(P) + l l~ -~(P) l la .  
' ~," PE (Sfl ~nOflu)nfli,j 
(15) 
Now we estimate II~ln~(P)llmTno~},. Prom (12b),(14), and Lemma 5, it follows 
I¢~,i(P)l _< (const.) T¢i(P) + IIEn-I(P)[]~, P e ~ \7~,  
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where ~bi(P) is the solution to (9) with f~0 = 1/7. Applying Lemma 3, we have 
max I1¢1,,( )ll-~:,no~ n P _< (const.)T max { max [~2",i (xbi,yb),¢~,j+l (X~,y;), l<i<_I--1 l<i<I--1 
lgj<_g-1 l<j<_J-1 
~i~l, j  (xe,yb),  ~i*+l,j+l (xe,y;)]  } -t-I I~n-l(P)l[ . 
Substituting this estimate and (15) in (13), we obtain 
II_=k(P)ll  < (const.) q+ll k-l(P)H , k= 1,2,...,nmax, -- 0, 
where [ 
q---= max / max 
l~i~l LPE(0~ na~u)n~,j 
l<j<_J 
Summing these expressions from k = 1 to k = n, we get 
(I)i*j (P)] . (16) 
II~n(P)llf~ ~ (const.)nTq, n ---- 0, 1 , . . . ,  nmax. 
This proves the convergence property of Algorithm A2. The bound on q follows immediately 
from (8a),(8e), and (16). 
4. NUMERICAL  EXPERIMENTS 
We consider the implementation of Algorithms A12, A14, and A2 on a shared memory multi- 
processor, the Kendall Square Research KSR1 at the University of Toronto. This has 32 proces- 
sors, each with standard wordsize of 64 bits. The processors are full custom CMOS superscalar 
RISC devices with a 20 Mhz clock. Each processor has a local memory of 32 Mbytes with a 
maximum performance rating of 40 MFLOPS. The coding used Presto, the parallel process- 
ing run-time library, to parallelize do loops in the Fortran code. Library calls to the parallel 
processing library controlled the number of processors. The overhead of these operations was 
negligible. 
As a test problem, we consider problem (1) with X = 2, Y -- 2, f(P, t, u) = O, g(P, t) = sin(~t). 
In the case p < 1 and t9 = 1007c, this problem may be considered as a singularly perturbed problem 
(see, for example, [10]). 
The original domain Ft exhibits translational symmetry. We consider our test problem only for 
P E (0,2) × (0, 1). On the boundary 0 _< x _ 2, y = 1, we apply the homogeneous Neumann 
boundary condition. 
4.1. Numerical Approach 
To construct on each time step effective numerical methods for our iterative algorithms, it is 
necessary to take into account he fact that the solution of the test problem has a boundary layer 
near the boundary of Ft. The size of these layers is defined by h~ = E I ln(c)], where e = (2/8)1/2# 
(see [10] for details). Effective numerical methods for singular perturbation problems, such as 
those based on special nonuniform grids [15], exhibit the property of uniform convergence with 
respect o the small parameter. These special grids are constructed in such a way that the number 
of grid points inside the boundary layers is approximately equal to the number of grid points 
outside the layers. 
We introduce two mesh generating functions. The first one generates mesh points inside the 
boundary layers and has the logarithmic type form from [15] 
pc( i ,n )=-c ln (1 -1 -e i '~ ,  i=0 ,1  ,n ,  
\ n / 
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where p~(n,n) = h~. Outside the boundary layers, we shall use uniform meshes. This mesh 
generating function on [xl, x2] is defined by 
X2 Xl 
p(i, Xl, x2, n) xl  + 
n 
i = 0 ,1 , . . . ,n .  
Introduce the nonequidistant grid {xi, i = 0, 1 , . . . ,  Nx = 4n} × {yj,  j : 0, 1 , . . . ,  Ny z 2rt} 
x i=p~( i ,n ) ,  i = 0 ,1 , . . . ,n ,  xn=h~,  
Xn+i =p( i ,  he ,2 -he ,2n) ,  i = 0 ,1 , . . . ,2n ;  
x4n-~ = 2 -  p~(i,n), i = O, 1 , . . . ,n ,  X3n = 2 -  h~, 
yj =pc( j ,n ) ,  j = 0 ,1 , . . . ,n ,  Yn =h~, 
y~,+j = p( j ,h~, l ,n ) ,  j = 0 ,1 , . . . ,n .  
The differential equations from (2),(3),(6a), and (6b) are approximated by a simple variable- 
mesh formula with the result that we obtain implicit two-level time difference schemes. These 
difference schemes on the above special grid have a rate of e-uniform convergence O(1 /N~)+ 0 (7), 
where Na = N~ x Ny is the total number of mesh points, and ~- is the step-size of the uniform 
time mesh. 
We will use "natural" decomposition: the regions of rapid change of the solution are localized 
in subdomains. For this purpose, we decompose the domain (0, 2) × (0, 1) into the six subdomains: 
~ , j ,  1 < i < I = 3, 1 < j < d = 2, where the subdomains ~'~1,2, ~1,1, ~'~2,1, ~'~3,1, and [)3,2 have 
the boundary layer. 
In the case of Algorithms A12 and A14, we choose 
xf  - -  0, x f  = = = 
yE = y, N A1 ~ 1. 
Here we introduce the "nonoverlapping" Algorithm A2 (see Remark 3). We choose the subdo- 
mains in the following forms: 
x~ = x~ = h~, x~ = Xn+gA~, X~ = X2n = 1 -- h~, 
ybl -~ Yn : he, y~ -~ Yn+2NA2, N A2 > 1. 
x~ = X, 
X b z X2 n 2NA2. 
On each time step, the algebraic systems (after discretizations of (2),(3),(6a), and (6b)) are 
solved by ICCG-method up to an accuracy of 5 IccG. As the initial guess, the solution from the 
previous time step is chosen. 
We solve the test problem by the direct (undecomposed) method up to the time of tile steady 
state t*. The criterion of the steady state is chosen in the following form: 
max u(k+l )n : r (P )  -ukn ' r (P )  < 6", 
PE~ - -  
k>_O, 
where un(p)  is the numerical approximation of the solution to (2) and nT is tile number of time 
2~ It means that if the difference of the computed solution at the steps on the period T = y .  
beginning of two neighbouring periods is less than a given accuracy, then the time t* = (k + 1)T. 
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4.2 .  Numer ica l  Resu l t s  
In the numerical  experiments,  we choose the mesh size N~ × Ny = 100 x 50. We suppose 5* -- T 
and 5 rccG = 10-1T. 
To make an est imate of convergent rate of our i terat ive algorithms, we introduce 
Amax=mnax[max'U___n(p)-vn(p)' ] 1 < n < nmax, - -  p~ ' 
where U n (P)  and __V n (P)  are the numerical  approximat ions of the corresponding functions defined 
in Section 2 (see (2),(4d),(5c), and (6d)). We represent the max imum er ror  Z~ma x for various #, 
the t ime step T, the overlapping interval sizes: H = H x = H y for A lgor i thms A12, A14, and 
h = h x = h y for A lgor i thm A2. Notice that  the overlapping regions for A lgor i thms A12, A14, 
and A2 belong to the zone of the uniform mesh. Thus, these regions can be measured by a number 
of step-size Arc of the uniform mesh, i.e., H = NA1Hc and h = NA2Hc. The #-dependence of
the step-size Hc of the uniform mesh is tabu lated in Table 1. Tables 2 and 3 show the max imum 
error for A lgor i thms A12, A14, and A2. 
Table 1. The #-dependence of the step-size He of the uniform mesh. 
# 1 0.1 0.01 0.001 
Arc (xl0 -2) 3.193 3.846 3.977 3.997 
Table 2. Maximum error for Algorithms A12, A14, and A2 at T = 10 -3 .  
N •A12.  AA14. A2 (×10-4) 
260.; 254.; 255. 1.26; 1.26; 1.26 1.31; 1.31; 1.31 1.31; 1.31; 1.31 
29.3; 28.6; 28.4 1.26; 1.26; 1.26 1.31; 1.31; 1.31 1.31; 1.31; 1.31 
5.86; 3.64; 3.65 1.26; 1.26; 1.26 1.31; 1.31; 1.31 1.31; 1.31; 1.31 
1.71; 1.68; 1.68 1.26; 1.26; 1.26 1.31; 1.31; 1.31 1.31; 1.31; 1.31 






Table 3. Maximum error ~max(Xl0 -5) for Algorithms A12, A14, and A2 at # ---- 1, 
T = 10 -4. 
N A12; A14; A2 
2 74.6; 73.3; 74.2 
4 1.13; 1.17; 1.17 
Table 4 gives the speedups A12 : bd/~/tA12s , -P'qAl2 : bd/Vp*/*A12, where td is the execution t ime 
t A12 is the for the direct (undecomposed) method,  v st A12 for A lgor i thm A12 on one processor and _p 
execution t ime for A lgor i thm A12 by paral lel  processing. Here on each t ime step, the subproblems 
on $'~1,1, ~'~2,2, ~~3,1, and also on fh,2, f22,1, gt3,2 are solved concurrently. 
In Table 5, we introduce the same notat ions as in Table 4, i.e., S A2 = td/s/tA2, SpA2 : td/tAp2, 
where t A2 is the execution t ime for A lgor i thm A2 on one processor, and tp A2 for A2 on six 
processors (the subproblems on f~i,j, 1 < i < 3, 1 _< j _< 2 are solved by paral lel  processing, and 
the same is true for the subproblems on w~ and w~). 
4.3 .  D iscuss ion  o f  the  Computed  Resu l ts  
First ,  we dwell on the exper imental  convergence of our i terat ive algorithms. For a pract ical  
implementat ion of the i terat ive algorithms, it is required that  their convergent rate conforms to 
the order of convergence of the numerical method used to solve the test problem, i.e., --~ms× -< 5, 
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ease for Algorithm A12. Table 4. Speedups SA12 and ~p 
N sA I2 .  ~,AI2 s , ~p 
1.81; 3.65 2.42; 4.58 2.75; 4.96 2.75; 5.03 
1.66; 3.28 2.20; 4.15 2.46; 4.54 2.47; 4.60 
1.50; 3.02 1.98; 3.72 2.18; 4.09 2.20; 4.11 
1.38; 2.77 1.81; 3.38 1.97; 3.66 2.00; 3.67 
1 0.1 0.01 0.001 
Table 5. Speedups SA2, Sv A2 for Algorithm A2. 
S~2; Sp A2 
1.95;5.72 2.77;6.03 3.03;6.14 3,21;6.37 
1.66; 4.41 2.42; 5.16 2.73; 5.24 2.72; 5.40 
1.47; 3.61 2.13; 4.45 2.34; 4.58 2.42; 4.69 
1.31;3.05 1.85;3.92 2.11;4.13 2.11;4.20 
1 0.1 0.01 O.001 
N 
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where 5 = max(1/Na, ~-). Prom Tables 2 and 3, it follows that in the case of Algorithms A12, 
A14, and A2, the above inequality is fulfilled for 
7-( >_ 7-(5 = O [#'rl/21 ln(5)l] , 
where 7-t = H = NA1Hc for Algorithms A12, A14, and 7-t = h = NA2Hc for Algorithm A2. These 
numerical results are in agreement with Theorems 1-3. 
The data presented in Tables 2 and 3 indicate that  the correspondent values Area x for AI- 
gorithms A12 and A14 differ little. From this, we can conclude that  the estimate on q from 
Theorem 2 is too high; i.e., for Algorithm A12, the estimate Theorem 1 is more suitable. 
From Tables 2 and 3, we can also conclude that if ~/(#~_1/2) > i ln(SIccc)l  ' then the following 
estimate holds: ___Area ×= O(SIccc) .  
Now we discuss the computational effectiveness of the performance of our iterative algorithms 
on a shared memory multiprocessor, the Kendall Square Research KSR1. Prom Tables 4 and 5, 
we can conclude that 
• Algorithms A12 and A2 on one processor are more effective than the direct (undecomposed) 
method; 
• Algorithm A2 by parallel processing is more effective than Algorithm A12 also by parallel 
processing; 
• the speedups for Algorithms A12 and A2 are a decreasing function with respect to #; 
• the speedups are a decreasing function with respect to N A1 and N A2 for Algorithm A12 
and A2, respectively. 
It is worthy to note that Tables 4 and 5 demonstrate a relative proximity of speedups Sp A12 
and Sp A2. This phenomenon results from the fact that by solving our test problem with the 
iterative domain decomposition methods, the greater part of the computational cost falls on the 
two subproblems associated with subdomains ftl,1 and Ft3,1. Recall that these subproblems in 
Algorithms A12 and A2 are solved concurrently. 
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