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ouAbstract We provide sufﬁcient conditions for the existence of periodic solu-




famar@xð6Þ þ ð1þ p2 þ q2Þ x::::þðp2 þ q2 þ p2q2Þ€xþ p2q2x ¼ eFðt; x; _x; €x;x:::; x::::; x:::::Þ;
where p and q are rational numbers different from 1, 0, 1 and p „ q, e is small
and F is a nonlinear non-autonomous periodic function. Moreover we provide
some applications.
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178 A. Makhlouf, C.E. Berhaila limit cycle of a differential equation is a periodic orbit isolated in the set of all
periodic orbits of the differential equation.
The objective of this paper is to study the periodic solutions of the sixth-order
differential equationxð6Þ þ ð1þ p2 þ q2Þ x::::þðp2 þ q2 þ p2q2Þ€xþ p2q2x
¼ eFðt;x; _x; €x; x:::; x::::; x:::::Þ; ð1Þwhere p and q are rational numbers different from 1, 0, 1, and p „ q, e is a
small real parameter, and F is a nonlinear non-autonomous periodic
function.
There are many papers studying the periodic orbits of sixth-order differential
equations, see for instance in [2–6,7–9,10]. But our main tool for studying the
periodic orbits of Eq. (1) is completely different from the tools of the mentioned
papers, and consequently the results obtained are distinct and new. We shall use
the averaging theory, more precisely Theorem 4. Many of the quoted papers
dealing with the periodic orbits of sixth-order differential equations use Schauder’s
or Leray–Schauder’s ﬁxed point theorem, the non-local reduction method or
variational methods.
Our main results on the periodic solutions of the sixth-order differential Eq. (1)
are the following.Theorem 1. Assume that p, q are rational numbers different from 1, 0, 1 and p „ q,
in differential Eq. (1). LetF 1ðX0;Y0;Z0;U0;V0;W0Þ ¼ 12pk
R
0
sin t Fðt;aðtÞ;bðtÞ;cðtÞ;dðtÞ;eðtÞ; fðtÞÞdt;
F 2ðX0;Y0;Z0;U0;V0;W0Þ ¼ 12pk
R 2pk
0
cos t Fðt;aðtÞ;bðtÞ;cðtÞ;dðtÞ;eðtÞ; fðtÞÞdt;
































ð2Þbe with p = m/n, q = r/s, where m, n, s, r are positive integers p „ q,
(m,n) = (r,s) = 1, let k be the least common multiple of n and s, and
Limit cycles of the sixth-order non-autonomous differential equation 179aðtÞ ¼ pqðp qÞðpþ qÞXþ qðq 1Þðqþ 1ÞUþ pðp 1Þð1þ pÞW
pqð1þ p2Þð1þ q2Þðp2  q2Þ ;
bðtÞ ¼ ðp qÞðpþ qÞYþ ðq 1Þðqþ 1ÞZ ðp 1Þðpþ 1ÞVð1þ p2Þð1þ q2Þðp2  q2Þ ;
cðtÞ ¼ ðp qÞðpþ qÞXþ qðp 1Þðpþ 1ÞW pðq 1Þðqþ 1ÞUð1þ p2Þð1þ q2Þðp2  q2Þ ;
dðtÞ ¼ ðp qÞðpþ qÞY p
2ðq 1Þðqþ 1ÞZþ q2ðp 1Þðpþ 1ÞV
ð1þ p2Þð1þ q2Þðp2  q2Þ ;
eðtÞ ¼ ðp qÞðpþ qÞXþ p
3ðq 1Þðqþ 1ÞUþ q3ðp 1Þðpþ 1ÞW
ð1þ p2Þð1þ q2Þðp2  q2Þ ;
fðtÞ ¼ ðp qÞðpþ qÞYþ p
4ðq 1Þðqþ 1ÞZ q4ðp 1Þðpþ 1ÞV
ð1þ p2Þð1þ q2Þðp2  q2Þ ; ð3Þ
whereXðtÞ ¼ X0 cos t Y0 sin t;YðtÞ ¼ Y0 cos tþ X0 sin t;
ZðtÞ ¼ Z0 cosðptÞ U0 sinðptÞ;UðtÞ ¼ U0 cosðptÞ þ Z0 sinðptÞ;













solution of the systemF kðX0;Y0;Z0;U0;V0;W0Þ ¼ 0; k ¼ 1; . . . ; 6; ð4Þ
satisfyingdet
@ðF 1;F 2;F 3;F 4;F 5;F 6Þ
@ðX0;Y0;Z0;U0;V0;W0Þ
 
jðX0;Y0;Z0;U0;V0;W0Þ¼ðX0;Y0;Z0;U0;V0;W0Þ–0; ð5Þthe differential Eq. (1) has a periodic solution x(t,e) tending to the solution x0 (t) of
xð6Þ þ ð1þ p2 þ q2Þ x::::þðp2 þ q2 þ p2q2Þ€xþ p2q2x ¼ 0 given by 1
pqð1þ p2Þð1þ q2Þðp2  q2Þ qU

0 cosðptÞ
 þ qZ0 sinðptÞ  q3U0 cosðptÞ
 q3Z0 sinðptÞ  p3qX0 cos tþ p3qY0 sin tþ pq3X0 cos t pq3Y0 sin t
 pW0 cosðqtÞ  pV0 sinðqtÞ þ p3W0 cosðqtÞ þ p3V0 sinðqtÞÞ; ð6Þwhen eﬁ 0. Note that this solution is periodic of period 2pk.
Theorem 1 is proved in Section 3. Its proof is based on the averaging theory for
computing periodic orbits, see Section 2. Two applications of Theorem 1 for
studying the periodic solutions of Eq. (1) are given in the following four corollar-
ies. They are proved in Section 4.
The linear differential equation of sixth-order xð6Þ þ ð1þ p2 þ q2Þ x::::þ
ðp2 þ q2 þ p2q2Þ€xþ p2q2x ¼ 0 provides a linear system in R6 having a
180 A. Makhlouf, C.E. Berhailsix-dimensional centre. Theorem 1 reduces the study of the limit cycles of the dif-
ferential equation of sixth-order (1) bifurcating from the periodic orbits of that
centre to ﬁnd the nondegenerate zeros of the system of six equations and six un-
knowns given by (4). The zeros are non-degenerate in the sense that the Jacobian
of the system on them must be non-zero. In general, the problem of ﬁnding the
zeros of six non-linear equations with six unknowns is not easy, but of course it
is easier than looking for the periodic orbits directly.
Remark 1.
1. In the case p and q are rational numbers different from 1, 0, 1 and p= q, then
we cannot apply Theorem 4 for studying the periodic orbits.
2. In the case p= q= 1 (respectively p= q= 0), then we cannot applyTheorem
4 for studying the periodic orbits.
Corollary 2. If Fðt;x; _x; €x; x:::; x::::; x:::::Þ ¼ ðx 1Þ sin t; then the differential Eq. (1) with
p ¼ 1
2
; q = 2 has one periodic solution x1(t,e) tending to the periodic solution x1(t)
given byx1ðtÞ ¼ 2 cosð2tÞ;





€xþ x ¼ 0 when eﬁ 0.
Corollary 3. If Fðt; x; _x; €x; x:::; x::::; x:::::Þ ¼ ðx2  1Þ sin t; then the differential Eq. (1) with
p = 2 and q = 3 has eighteen periodic solutions xk (t,e) for k = 1, . . . ,18 tending to















































































































































































































































































sinð3tÞ;of xð6Þ þ 14 x::::þ49€xþ 36x ¼ 0 when e ﬁ 0.2. Basic results on averaging theory
In this section we present the basic results from the averaging theory that we shall
need for proving the main results of this paper.
We consider the problem of the bifurcation of T-periodic solutions from differ-
ential systems of the form_x ¼ F0ðt; xÞ þ eF1ðt;xÞ þ e2F2ðt; x; eÞ; ð7Þ
with e= 0 to e „ 0 sufﬁciently small. Here the functions F0;F1 : R X! Rn and
F2 : R X ðe0; e0Þ ! Rn are C2 functions, T-periodic in the ﬁrst variable, and X
is an open subset of Rn. The main assumption is that the unperturbed system_x ¼ F0ðt; xÞ; ð8Þ
has a submanifold of periodic solutions. A solution of this problem is given using
the averaging theory.
Let x(t,z,e) be the solution of the system (8) such that x(0,z,e) = z. We write the
linearization of the unperturbed system along a periodic solution x(t,z,0) as_y ¼ DxF0ðt; xðt; z; 0ÞÞy: ð9Þ
In what follows we denote by Mz(t) some fundamental matrix of the linear dif-
ferential system (9), and by n : Rk  Rnk ! Rk the projection of Rn onto its ﬁrst k
coordinates; i.e. n (x1, . . . ,xn) = (x1, . . . ,xk).
We assume that there exists a k-dimensional submanifold Z of X ﬁlled with
T-periodic solutions of (8). Then an answer to the problem of bifurcation of
182 A. Makhlouf, C.E. BerhailT-periodic solutions from the periodic solutions contained in Z for system (7) is
given in the following result.
Theorem 4. Let W be an open and bounded subset of Rk, and let b : ClðWÞ ! Rnk
be a C2 function. We assume that
(i) Z ¼ fza ¼ ða;bðaÞÞ; a 2 ClðW Þg  X and that for each za 2 Z the solution
x(t,za) of (8) is T-periodic;
(ii) for each za 2 Z there is a fundamental matrix M zaðtÞ of (9) such that the
matrix M1za ð0Þ M1za ðT Þ has in the upper right corner the k · (n  k) zero
matrix, and in the lower right corner a (n  k) · (n  k) matrix Da with
det(Da) „ 0.




M1za ðtÞF1ðt; xðt; zaÞÞdt
 
: ð10ÞIf there exists a 2W with FðaÞ ¼ 0 and detððdF=daÞðaÞÞ–0, then there is a T-peri-
odic solution u(t,e) of system (7) such that u (0,e)ﬁ za as eﬁ 0.
Theorem 4 goes back to Malkin [8] and Roseau [9], for a shorter proof see [1].
We assume that there exists an open set V with Cl(V)  X such that for each
z 2 Cl(V), x(t,z,0) is T-periodic, where x(t,z,0) denotes the solution of the unper-
turbed system (8) with x(0,z,0) = z. The set Cl(V) is isochronous for the system
(7); i.e. it is a set formed only by periodic orbits, all of them having the same per-
iod. Then, an answer to the problem of the bifurcation of T-periodic solutions
from the periodic solutions x(t,z,0) contained in Cl(V) is given in the following
result.
Theorem 5 (Perturbations of an isochronous set). We assume that there exists an
open and bounded set V with Cl(V)  X such that for each z 2 Cl(V), the solution
x(t,z) is T-periodic, then we consider the function F : ClðVÞ ! RnFðzÞ ¼
Z T
0
M1z ðt; zÞF1ðt; xðt; zÞÞdt: ð11ÞIf there exists a 2 V with FðaÞ ¼ 0 and detððdF=dzÞðaÞÞ–0, then there exists a T-
periodic solution u(t,e) of system (7) such that u(0,e)ﬁ a as eﬁ 0.
For a shorter proof of Theorem 5 see Corollary 1 of [1]. In fact this result goes
back to Malkin [8] and Roseau [9].
3. Proof of Theorem 1
If y ¼ _x; z ¼ €x; u ¼ x:::; v ¼ x::::;w ¼ x:::::; then system (1) can be written as




_w ¼ p2q2x ðp2 þ q2 þ p2q2Þz ð1þ p2 þ q2Þwþ eFðt;x; y; z; u; v;wÞ: ð12ÞThe unperturbed system has a unique singular point, the origin. The eigenvalues of
the linearized system at this singular point are ±i, ±pi and ±qi. By the linear
invertible transformationðX;Y;Z;U;V;WÞT ¼ Bðx; y; z; u; v;wÞT;
whereB ¼
p2q2 0 p2  q2 0 1 0
0 p2q2 0 p2 þ q2 0 1
0 q2 0 1þ q2 0 1
pq2 0 pð1þ q2Þ 0 p 0
0 p2 0 1þ p2 0 1





;we transform the system (12) such that its linear part is real Jordan normal from of
the linear part of system (12) with e= 0, i.e.,_X ¼ Y;
_Y ¼ X e eFðt; aðtÞ; bðtÞ; cðtÞ; dðtÞ; eðtÞ; fðtÞÞ;
_Z ¼ pUþ e eFðt; aðtÞ; bðtÞ; cðtÞ; dðtÞ; eðtÞ; fðtÞÞ;
_U ¼ pZ;




ð13ÞwhereeF ¼ eFðt; aðtÞ; bðtÞ; cðtÞ; dðtÞ; eðtÞ; fðtÞÞ ¼ Fðt; x; y; z; u; v;wÞ;
with a(t), b(t), c(t), d(t), e(t) and f(t) as in (3).
Note that the linear part of the differential system (13) at the origin is in its real
Jordan normal from. We shall apply Theorem 5 to the differential system (13). We








































184 A. Makhlouf, C.E. BerhailWe shall study the periodic solutions of system (13) in our case, i.e. the periodic











X0 cos t Y0 sin t

























:This set of periodic orbits has dimension six, all having the same period 2pk,
where k is deﬁned in the statement of Theorem 1. To look for the periodic solu-
tions of our Eq. (1) we must calculate the zeros z= (X0,Y0,Z0,U0,V0,W0) of the
system FðzÞ ¼ 0; where FðzÞ is given by (11). The fundamental matrix M(t) of
the differential system (13) with e= 0, along any periodic solution isMðtÞ¼MzðtÞ¼
cos t sint 0 0 0 0
sin t cos t 0 0 0 0
0 0 cos m
n
t














0 0 0 0 cos r
s
t
















:Now computing the functionFðzÞ given in (11), we got that the systemFðzÞ ¼ 0;
can be written as system (4) with the function F kðX0;Y0;Z0;U0;V0;W0Þ given in












of system (4) with respect to the variables
X0, Y0, Z0, U0, V0, and W0 provide periodic orbits of system (13) with e „ 0 sufﬁ-
ciently small if they are simple, i.e. if (5) holds. Going back through the change












of system (4), we obtain
a 2pk periodic solution x(t) of the differential Eq. (1) for e „ 0 sufﬁciently small such
that x(t) tends to the periodic solution (6) of xð6Þ þ ð1þ p2 þ q2Þ x::::þ
ðp2 þ q2 þ p2q2Þ€xþ p2q2x ¼ 0 when eﬁ 0, where k is deﬁned in the statement of
Theorem 1. Note that this solution is periodic of period 2pk. This completes the
proof of Theorem 1.
4. Proof of Corollaries 2 and 3
Proof of Corollary 2. Consider the function Fðt; x; _x; €x; x:::; x::::; x:::::Þ ¼ ðx 1Þ sin t;
which corresponds to the case p ¼ 12 and q= 2. The functionsF iðX0;Y0;Z0;U0;V0;W0Þ for i= 1, . . . ,6 of Theorem 1 are





F 2ðX0;Y0;Z0;U0;V0;W0Þ ¼  1
90
V0;
F 3ðX0;Y0;Z0;U0;V0;W0Þ ¼ 8
45
Z0;
F 4ðX0;Y0;Z0;U0;V0;W0Þ ¼  8
45
U0;
F 5ðX0;Y0;Z0;U0;V0;W0Þ ¼ 1
9
Y0;
F 6ðX0;Y0;Z0;U0;V0;W0Þ ¼ 1
9











  ¼ ð0; 0; 0; 0; 0;45Þ:
Since the Jacobiandet






;by Theorem 1 Eq. (1) has the periodic solution of the statement of the
corollary. h
Proof of Corollary 3. Consider the function Fðx; _x; €x;x:::; x::::; x:::::; tÞ ¼ ðx2  1Þ sin t;
which corresponds to the case p= 2 and q= 3. The functions F iðX0;Y0;Z0;









































































































































































































































































































































































:These 18 solutions of the system F 1 ¼ F 2 ¼ F 3 ¼ F 4 ¼ F 5 ¼ F 6 ¼ 0, have
been obtained independently using mathematica and maple.

































































;respectively, we obtain using Theorem 1, the eighteen solutions given in statement
of the corollary. hReferences
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