A digital VLSI implementation of a psychoacoustically and psysiologically motivated preprocessing algorithm is introduced. The algorithm consists of several stages motivated by the signal processing in the human ear and was successfully applied to a wide range of applications by the Medical Physics Group at the University of Oldenburg. The processing scheme has been partitioned and will be implemented in two ASICs. It is shown how an application of the algorithm has been used to determine the necessary wordlengths for a transfer of the floating point version of the model into a version suitable for a hardware implementation.
INTRODUCTION
The Medical Physics Group at the University of Oldenburg has been working on the field of psychoacoustical modeling, speech perception and processing, audiological diagnostics and digital hearing aids for several years (see [7] for a review). One part of the work is the developement of a psychoacoustical preprocessing model and the demonstration of its applicability as a preprocessing algorithm for speech in, e.g. automatic speech recognition, objective speech quality measurement, noise cancellation and digital hearing aids. In interaction with the "Graduate School in Psychoacoustics" the processing model has been improved and optimized. The model describes the "effective" signal processing in the human auditory system and provides the appropriate internal representation of acoustic signals. The VLSI group at the University of Oldenburg and the IMA group at the University of Hamburg are now working on a transformation of this signal processing algorithm into a set of integrated digital circuits. model. Transformation of the input sound signal into its internal representation according to [3] 2. THE PREPROCESSING ALGORITHM Fig. 1 outlines the structure of the psychoacoustical perception model. The model combines several stages of processing simulating spectral properties of the human ear (spectral masking, frequency-dependent bandwidth of auditory filters) as well as dynamical effects (nonlinear compression of stationary or dynamic signals, temporal masking). The appropriateness of this approach was shown in several psychoacoustical experiments by Dau [3] . The gammatone filter bank represents the first processing stage and simulates the frequency-place transformation on the basilar membrane [8] . It is built up from 30 bandpass filters with center frequencies from 73 Hz to 6.7 kHz equidistant on the ERB scale. The bandwidth of the filters grows with increasing frequenciy.
The output of each channel of the gammatone filter bank is halfwave rectified and lowpass filtered at 1 kHz to preserve the envelope of the signal for high carrier frequencies. This is motivated by the limited phase locking of auditory nerve fibers at higher frequencies.
The adaption loops model the dynamic compression of the input signal. Stationary signals are compressed almost logarithmically whereas fast fluctuating signals are transformed linearly [6] . The adaptation stage is a chain of five consecutive feedback loops with different time constants range from 5 to 500 ms. Each feedback loop consists of a divider and a lowpass filter. The divisor determines the "charging state" of the capacitor low pass. Thus the system has some kind of "memory" determining the compression of the current signal level based on the signal history which accounts for the ability to correctly model temporal masking effects.
In the next stage the signal is filtered by an 8 Hz first order modulation lowpass. This accounts for decreasing modulation detection at higher frequencies found for many broadband carrier signals.
IMPLEMENTATION OF THE MODEL
The design was partitioned to split up the necessary computations on two ASICs. The first ASIC (ASIC 1) being developed in Oldenburg contains the gammatone filter bank, the halfwave rectification and the 1 kHz lowpass which work in stereo (i.e., two independent channels used for binaural signal processing). Furthermore a module is incorporated which calculates the phase difference and the amplitude quotient between the two stereo channels for each auditory filter. The second ASIC (ASIC 2) being developed in Hamburg processes the output data of ASIC 1 and applies the dynamic compression of the adaptation loops and the modulation lowpass filtering on the signal. Due to its comlpexity it works monaurally and has to be used twice in the target environment where an FPGA joins the data streams of the three ASICS (ASIC 1+2 ASIC 2) to a resulting data stream with a throughput of about 12 MBit/s. This data stream contains the "internal representations" for each input sample and the phase difference and amplitude quotient between left and right stereo channel for each of the 30 filters of the gammatone filter bank. A processor board is under developement combining our ASICs and FPGAs with a Texas Instruments C6x DSP. The main part of the preprocessing algorithm will be performed by dedicated hardware, therefore more resources are reserved for the use r applications.
The internal strucutre of ASIC 1 is shown in Fig. 2 . The serial input interface (IIF) reads the data from an ADC or DSP. The filter bank (GFB) calculates the complex valued output for all 30 channels. The ROM serves as a memory for the filter constants for all channels, the RAM for saving temporary values. Fig. 3 shows the internal structure of the filterbank. The GFB is implemented using only one 6-stage pipelined multiplier (MULT) and one adder / subtractor (ADS) being used for calculating all values for all channels . It uses three registers (OP1, OP2, TEMP) to store temporary values and two multiplexers (MUX) to switch the different data to the function units. A control unit (CU) manages communication between the moduls.
The ASIC has two output interfaces: the highspeed serial interface (HSI) transmits the pure output data of the GFB with a rate of about 30 MBit/s. This data can be used for a resynthesis of the input signal or a digital hearing aid algorithm.
The real parts of the output data of the GFB are halfwave rectified (HWR) and filtered by an 1 kHz lowpass (OKL). Simultaneously the amplitude quotient and the phase difference are calculated for each channel (PAC) and averaged by a lowpass-and-decimation filter (MCF). The data of the two paths are joined with the real parts of the filter outputs of each channel and are available at the lowspeed serial interface (LSI). According to its time constant the lowpass follows with a certain time lag to a level change of the input signal. After the lowpass has been "charged" to values > 0 fast changes of the input signal are transmitted almost linearly to the output. However, the output of the fifth feedback loop is ap- 
TRANSFORMATION FROM FLOATING POINT TO FIXED POINT
A direct implementation of the floating point version of the model is not possible due to limitations of area and power consumption.
The main problem when converting floating point arithmetic to fixed point arithmetic is the determination of the necessary numerical precision. This implies the wordlength of internal number representation. Therefore the perception model was recoded in C++ using a self-developed scalable data type. This data type takes the internal wordlength as a parameter and saves the values exactly in the same format as they would be saved in a register on an ASIC. So numerical effects of imprecise arithmetic can be simulated.
The necessary internal wordlength for the gammatone filter bank can be assessed in a straight-forward way, because the filters are linear time invariant systems where classical numerical parameters like SNR can be applied. It is sufficient to record the responses on a -pulse for each filter parameterized with different internal wordlengths. Fig. 6 shows the mean square error between one of these implementations and the original specification with floating point arithmetic. The choice of a certain maximal square error (e.g. 10 ?3 for all channels) leads directly to the necessary internal wordlength. For the realization of the adaptation stage this procedure is not applicable because the system is nonlinear and has a large dynamic range. It is a significant problem, that the divisor results from the quotient (feedback). Even the floating point implementation of the model needs a threshold for the divisor because otherwise strong overshoot effects may occur when dividing by very small numbers. Due to structural aspects of hardware implementation the dividend must have the double wordlength of the divisor. The need to preserve a certain precision at the output of the last feedback stage would cause enormous wordlengths in the prior stages. This contrasts with the general demand for a minimum area at a given clock rate. To solve the problem of large wordlengths, the dynamic range of the signal must be limited by lower and upper bounds. This implies a change of the dynamic behavior between fixed point and floating point versions. The effects of this change to the behavior of the whole model had to be investigated. The only method to determine the optimal wordlengths and to validate the correct function of the model is to simulate various implementations with different wordlengths in a given target application and to observe the influence of the wordlength on the performance of the application.
One possible application of the model is the use as a preprocessing stage for the measurement of objective speech quality [4] . In this application, distorted speech signals are generated by low-bit-rate speech coding-decoding devices ("codecs") such as used in mobile telephony. These codecs produce a speech signal that is fully intelligible and allows almost normal speaker identification, compared to standard telephony. However, they exhibit a clearly reduced speech quality due to their highly nonlinear and/or time-variant algorithms. In listening experiments carried out by the research center of Deutsche Telekom, the speech quality has been subjectively rated by test subjects [4] .
In objective speech quality measurement, the application of psychoacoustical preprocessing models is motivated by the assumption, that subjects are able to judge the quality of a test speech signal by comparing the "internal perceptual representation" of the test sound with that of a reference sound [9, 1, 2, 5, 4] . This representation is thought of as the information that is accessible to higher neural stages of perception. It should contain the perceptually relevant features of the incoming sound. Differences in this "internal representation" of input and output signal are expected to correspond to perceivable differences of the two signals and thus to indicate a decreased speech quality of the output signal. In subjective listening tests, typically sentences of different speakers are encoded using the same codec-condition and are rated individually by the subjects. For the objective method, these sentences of different speakers were concatenated and their average mean opinion score (MOS) were calculated in order to reduce the variability of the MOS due to the different voices of the speakers. The original and the distorted signal are then aligned with respect to overall delay and overall RMS. Both signals are then transformed to their internal representations. The objective-subjective speech quality data can be fitted by a monotonic function with only small deviation sd. A high correlation coefficient r is achieved and, in particular, no clusters of different codec types occur. This indicates that the individual signal degradations introduced by the different types of codecs are transformed in a perceptually "correct" way into the internal representations. Therefore, this method can be used to analyze effects of internal wordlength by observing the degradiation of the correlation when decreasing internal arithmetical precision. In addition to the data for the speech quality measurement (ETSI half rate selection test 1992 [4] ) a selection of eight other test sounds at three different signal levels have been used. The resulting dynamic range has been determined by recording the divisors as well as the quotients from each of the five feedback loops. Tab. 1 shows the maximum decimal values for the divisors (D) and quotients (Q) for each feedback loop which are derived from histograms. The number of integer bits in an integer.fraction representation can be determined from these values. If the quotients exceed the specified wordlengths they will be truncated to the maximally representable values. tion it is easy to decide whether the performance of the application is sufficient for a given wordlength. The results from Fig. 7, 8, 9 and Tab. 2 and 3 are determined at middle signal levels. The derived wordlengths were validated by simulations with input data at different signal levels. Using wordlength N opt (Tab. 3) only small deviations to a floating point implementation occurred whereas for N bad substantial deviations are noticed (Fig.9 ). This indicates that the deviations from the original floating point algorithm can be assessed quite well by observing the performance of the fixed point implementation in a typical application of the processing scheme.
CONCLUSION / FUTURE WORK
In this paper we have presented parts of our work on the VLSI implementation of a psychoacoustically and physiologically motivated speech preprocessing. We demonstrated the use of an objective speech quality measure to determine the internal wordlength of a digital circuit operating with fixed point arithmetic. The specified ASICs and FPGAs and the target system are being developed and are going to be manufactured in the near future. By this real-time implementations of complex auditory-based speech processing algorithms will become possible, because the chipset performs substantial parts of the necessary calculations on a dedicated hardware.
