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A COMPACTNESS THEOREM ON BRANSON’S Q-CURVATURE EQUATION
GANG LI†
Abstract. Let (M, g) be a closed Riemannian manifold of dimension 5. Assume that (M, g)
is not conformally equivalent to the round sphere. If the scalar curvature Rg ≥ 0 and the Q-
curvature Qg ≥ 0 on M with Qg(p) > 0 for some point p ∈ M, we prove that the set of metrics
in the conformal class of g with prescribed constant positive Q-curvature is compact in C4,α for
any 0 < α < 1. We also give some estimates for dimension 6 and 7.
1. Introduction
On a manifold (Mn, g) of dimension n ≥ 5, the Q-curvature of Branson [3] is defined by
Qg = − 2(n − 2)2 |Ricg|
2
+
n3 − 4n2 + 16n − 16
8(n − 1)2(n − 2)2 R
2
g −
1
2(n − 1)∆gRg
where Ricg is the Ricci curvature of g, Rg is the scalar curvature of g and ∆g is the Laplacian
operator with negative eigenvalues. The Paneitz operator [22], which is the linear operator in
the conformal transformation formula of the Q-curvature, is defined as
Pg = ∆2g − divg(anRgg − bnRicg)∇g +
n − 4
2
Qg,(1.1)
with an = (n−2)
2
+4
2(n−1)(n−2) and bn =
4
n−2 . In fact, under the conformal change g˜ = u
4
n−4 g the transfor-
mation formula of the Q-curvature is given by
Pgu =
n − 4
2
Qg˜u n+4n−4 .
In comparison, the change of scalar curvature under the conformal change g˜ = u 4n−2 g satisfies
Rg˜ = u−
n+2
n−2 (−4(n − 1)(n − 2) )∆gu + Rgu).
Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5. Assume that Rg ≥ 0
and Qg ≥ 0 on M with Qg not identically zero. For existence of solutions u to the prescribed
constant positive Q-curvature equation
Pgu =
n − 4
2
¯Qu n+4n−4 ,(1.2)
with ¯Q = 18 n(n2 − 4), one may refer to Qing-Raske [24], Hebey-Robert [12], Gursky-Malchiodi
[10], Hang-Yang [11], Gursky-Hang-Lin [9]. Recently, based on a nice maximum principle,
Gursky and Malchiodi proved that
† Research supported by China Postdoctoral Science Foundation Grant 2014M550540.
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Theorem 1.1. (Gursky-Malchiodi [10]) For a closed Riemannian manifold (Mn, g) of dimension
n ≥ 5, if Rg ≥ 0 and Qg ≥ 0 on M with Qg not identically zero, then there is a conformal metric
h = u 4n−4 g with positive scalar curvature and constant Q-curvature Qh = ¯Q.
Moreover, they showed positivity of the Green’s function of the Paneitz operator. Also, for
n = 5, 6, 7, they proved a version of positive mass theorem( see Theorem 2.1), which implies
possibility to show compactness of the set of positive solutions to the prescribed constant Q-
curvature problem in C4,α(M) with 0 < α < 1.
For compactness results of solutions to the prescribed constant Q-curvature equation with dif-
ferent conditions, one would like to see Djadli-Hebey-Ledoux [7], Hebey-Robert [12], Humbert-
Raulot [13], Qing-Raske [23]. In Djadli-Hebey-Ledoux [7], the authors studied the optimal
Sobolev constant in the embedding W2,2 ֒→ L 2nn−4 where Pg has constant coefficients. With some
additional assumptions, they studied compactness of solutions to the related equations under
W2,2 bound and obtained existence of positive solutions for the corresponding equations. Under
the assumption that the Paneitz operator and positive Green’s function, Hebey-Robert [12] con-
siders compactness of positive solutions with W2,2 bound in locally conformally flat manifolds
with positive scalar curvature. They showed when the Green’s function satisfies a positive mass
theorem, the conclusion holds. Later, Humbert-Raulot [13] showed that the positive mass theo-
rem holds automatically under the assumption in Hebey-Robert [12]. In Qing-Raske [23], with
the use of the developing map and moving plane method, they showed L∞ bound of solutions
to the prescribed constant Q-curvature equation, for locally conformally flat manifolds with
positive scalar curvature without additional assumptions. Combining Qing-Raske’s result with
positivity of Green’s function, one can also easily get the full compactness result, see Theorem
3.2.
In this notes we want to study compactness of solutions to the prescribed constant Q-curvature
equation in Theorem 1.1, following Schoen’s outline of proof of compactness of solutions
to the prescribed scalar curvature problem. For compactness results of solutions to the pre-
scribed scalar curvature problem, following Schoen’s original outline, one can see Schoen ([25],
[26], [28]), Li-Zhu [19], Druet [8], Chen-Lin [6], Li-Zhang ([17], [18]), Marques [21], Khuri-
Marques-Schoen [14]. For non-compactness results, see Brendle [4], Brendle-Marques [5] and
Wei-Zhao [29]. For compactness argument for the Nirenberg problem for a more general type
conformal equation on the round sphere, see Jin-Li-Xiong [15]. More precisely, we will follow
the approach in Li-Zhu [19] for solutions to constant Q-curvature problem in dimension n = 5
under Gursky-Malchiodi’s setting. For n = 6, 7, we give some estimates along this direction.
Our main theorem is
Theorem 1.2. Let (Mn, g) be a closed Riemannian manifold of dimension n = 5 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M. Assume that (M, g) is not conformal
equivalent to the round sphere. Then there exists C > 0 depending on M and g such that for
any positive solution to (1.2),
C−1 ≤ u ≤ C,
and for any 0 < α < 1, there exists C′ > 0 depending on M, g, α and n such that
‖u‖C4,α ≤ C′.
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We will perform a contradiction argument between local information from a Pohozaev type
identity relating to the constant Q-curvature equation and a global discussion provided by the
positive mass theorem in Gursky-Malchiodi [10]( see Theorem 2.1). In comparison, for com-
pactness of Yamabe problem, the application of positive mass theorem by Schoen and Yau [27]
is crucial.
We give a direct modification of the maximum principle in Gursky-Malchiodi [10] for mani-
folds with boundary, see Lemma 4.2. It turns out to be very useful in the proof of lower bound
of the solutions away from the isolated blowup points( see Theorem 4.3) and it plays a role
of local maximum principle in estimating upper bounds of solutions near blowup points( see
Lemma 6.4). To show upper bound of the solutions, we give upper bound estimates of a se-
quence of blowup solutions near isolated simple blowup points as in Li-Zhu [19], see in Section
6. We are able to prove a Harnack type inequality near the isolated blowup points for 5 ≤ n ≤ 9,
see Lemma 6.1. Besides the prescribed Q-curvature equation, nonnegativity of scalar curvature
is also important in the analysis of the limit space of blowing-up argument. With the aid of
the Pohozaev type identity, we then show that in dimension n = 5, each isolated blowup point
is in fact an isolated simple blowup point. After that, proof of Theorem 1.2 is standard, ex-
cept that more is involved for the blowing up limit in ruling out the bubble accumulations, see
Proposition 8.3.
Remark 1.1. In Marques [21] and Li-Zhang [17], by using a classification theorem by Chen-
Lin [6] of solutions to the linearized equation of the constant scalar curvature equation on Rn
vanishing at infinity, better estimates are obtained for error terms in the Pohozaev type identity.
If such a classification theorem still holds for linearized equation of the constant Q-curvature
equation on Rn, then argument in [21] still works and Proposition 6.7 still holds for n = 6 and
n = 7, see in Remark 6.2. We should remark that in these two dimensions, estimates on the Weyl
tensor at the blowup points are not necessary. Once Proposition 6.7 holds, Proposition 7.1 and
Proposition 8.3 hold for n = 6 and n = 7 automatically. That leads to the compactness result
Theorem 1.2 for n = 6 and n = 7. But we are not able to show such a classification so far.
To end the introduction, we introduce definition of isolated blowup points and isolated simple
blowup points.
Definition 1.3. Let g j be a sequence of Riemannian metric on a domain Ω ⊆ M. Let {u j} j be
a sequence of positive solutions to (1.2) under the background metric g j in Ω. We call a point
x¯ ∈ Ω an isolated blowup point of {u j} if there exist ¯C > 0, 0 < δ < distg j(x¯, ∂Ω) and x j → x¯ as
a local maximum of u j with u j(x j) →∞ satisfying
Bg j
δ
(x¯) ⊆ Ω,(1.3)
u j(x) ≤ ¯Cdg j(x, x j)
4−n
2 , for dg j(x, x j) ≤ δ,(1.4)
where Bg j
δ
is the δ-geodesic ball with respect to the metric g j, and dg j(x, x j) is the geodesic
distance between x and x j with respect to the metric g j.
For an isolated blowup point x j → x¯ of u j, we define
u¯ j(r) = 1
|∂Bg jr (x j)|
ˆ
∂B
g j
r (x j)
u jdsg j , 0 < r < δ,
3
and
uˆ j(r) = r n−42 u¯ j(r), 0 < r < δ,
with Bg jr (x j) that r-geodesic ball centered at x j, dsg j the area element and |∂Bg jr (x j)| volume of
Bg jr (x j).
Definition 1.4. We call x j → x¯ an isolated simple blowup point if it is an isolated blowup point
and there exists 0 < δ1 < δ independent of j such that uˆ j has precisely one critical point in
(0, δ1), for j large.
Acknowledgements. The author would like to thank Doctor Jingang Xiong and Professor
Lei Zhang for helpful discussion when he read [17] for other purpose. The author is grateful to
Professor Chiun-Chuan Chen for helpful discussion for understanding [6].
2. The Green’s representation
In this section, we assume that (Mn, g) is a closed Riemannian manifold of dimension n ≥ 5
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M.
Theorem 2.1. (Gursky-Malchiodi, [10]) For a closed Riemannian manifold (Mn, g) of dimen-
sion n ≥ 5, if Rg ≥ 0, Qg ≥ 0 on M and also Qg(p) > 0 for some point p ∈ M, then the following
holds:
• The scalar curvature Rg > 0 in M;
• the Paneitz operator Pg is in fact positive and the Green’s function G of Pg is positive
where G : M × M − {(q, q), q ∈ M} → R. Also, if u ∈ C4(M) and Pgu ≥ 0 on M, then
either u ≡ 0 or u > 0 on M;
• for any metric g1 in the conformal class of g, if Qg1 ≥ 0, then Rg1 > 0;
• for any distinct points q1, q2 ∈ M,
G(q1, q2) = G(q1, q2) = cndg(q1, q2)4−n(1 + f (q1, q2)),(2.1)
with cn = 1(n−2)(n−4)ωn−1 , ωn−1 = |S
n−1|, and dg(q1, q2) distance between q1 and q2. Here f
is bounded and f → 0 as dg(q1, q2) → 0 and
|∇ j f | ≤ C jdg(q1, q2)1− j(2.2)
for 1 ≤ j ≤ 4,
• (positive mass theorem) when the dimension n = 5, 6, or 7, for any point q1 ∈ M, let
x = (x1, ..., xn) be the conformal normal coordinates ( see [16]) centered at q1 and h be
the corresponding conformal metric. For q2 close to q1 the Green’s function Gh(q2, q1)
of the Paneitz operator Ph has the expansion
Gh(q2, q1) = cndh(q2, q1)4−n + α + f (q2)
with a constant α ≥ 0 and f satisfying (2.2) and f (q2) → 0 as q2 → q1; moreover,
α = 0 if and only if (Mn, g) is conformally equivalent to the round sphere.
Let u ∈ C4,α(M) be a solution to the equation
Pgu = f ≥ 0.
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Then we have the Green’s representation
u(x) =
ˆ
M
G(x, y) f (y)dVg(y),
for x ∈ M.
Now let u > 0 be a solution to the constant Q-curvature equation (1.2). Using the Green’s
representation,
u(x) = n − 4
2
¯Q
ˆ
M
G(x, y) u n+4n−4 (y) dVg(y),
we first show some basic estimates of the solution u.
Lemma 2.2. For a closed Riemannian manifold (Mn, g) of dimension n ≥ 5 with Rg > 0, Qg ≥ 0
on M and Qg(p) > 0 for some point p ∈ M. Then there exists C1, C2 > 0 depending on (M, g),
so that for any solution u to (1.2), we have that
inf
M
u ≤ C1, sup
M
u ≥ C2.
Proof. Let u(q) = infM u. Then by Green’s representation,
u(q) = (n − 4)
2
¯Q
ˆ
M
G(q, y) u(y) n+4n−4 dVg(y)
≥ u(q) n+4n−4 ∗ (n − 4)
2
¯Q
ˆ
M
G(q, y) dVg(y)
≥ C−
8
n−4
1 u(q)
n+4
n−4
with C1 independent of the solution u and q, and the last inequality follows from (2.1). There-
fore, the upper bound of infM u is established. Similar argument leads to lower bound of supM u.

Next we give an integral type inequality, which shows that if u is bounded from above, then
we get lower bound of u.
Lemma 2.3. For a closed Riemannian manifold (Mn, g) with dimension n ≥ 5, Rg > 0, and also
Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M. Then we have the inequality
inf
M
u ≥ C(
ˆ
M
G(z, y)p u(y) 8n−4αp dVg(y))−
q
p
where p = n+4
n−4 − a,
1
p +
1
q = 1, and α =
(n−4)a
8p , for any fixed number 4n−4 < a < 8n−4 , and z is the
maximum point of u. C = C(a, g) > 0 is a constant. In particular, uniform upper bound of u
implies uniform lower bound of u.
Proof. Let u(x) = infM u and u(z) = supM u.
By the expansion formula (2.1), there exist two constants C3,C4 > 0 so that
0 < C3 <
1
C4
dg(z1, z2)4−n ≤ G(z1, z2) ≤ C4dg(z1, z2)4−n,(2.3)
for any two distinct points z1, z2 ∈ M.
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By Green’s representation at the maximum point z,
u(z) = (n − 4)
2
¯Q
ˆ
M
G(z, y) u(y) n+4n−4 dVg(y)
≤
(n − 4)
2
¯Qu(z)
ˆ
M
G(z, y) u(y) 8n−4 dVg(y)
so that
1 ≤ (n − 4)
2
¯Q
ˆ
M
G(z, y) u(y) 8n−4 (α+(1−α)) dVg(y)
≤
(n − 4)
2
¯Q(
ˆ
M
G(z, y)p u(y) 8n−4αp dVg(y))
1
p (
ˆ
M
u(y) 8(n−4) (1−α)q dvg(y))
1
q
=
(n − 4)
2
¯Q(
ˆ
M
G(z, y)p u(y) 8n−4αp dVg(y))
1
p (
ˆ
M
u(y) n+4n−4 dvg(y))
1
q ,
with α, p, q chosen as in the lemma. Here the second inequality is by Ho¨lder’s inequality. The
range of a in the lemma keeps 0 < α < 1, p > 1 and q > 1, and also p(4 − n) > −n so that Gp is
integrable.
Therefore, combining with (2.3) we have
inf
M
u = u(x) = n − 4
2
¯Q
ˆ
M
G(x, y)u(y) n+4n−4 dVg(y)
≥ C′
ˆ
M
u(y) n+4n−4 dVg(y)
≥ C(
ˆ
M
G(z, y)p u(y) 8n−4αp dVg(y))−
q
p ,
where C′,C > 0 are uniform constants independent of u, z and x.

3. Locally conformally flat manifolds
In Qing-Raske [23], for locally conformally flat manifolds, upper bound for positive solutions
to (1.2) is given:
Theorem 3.1. (Theorem 1.3 in [23]) Let (Mng) be a closed locally conformally flat manifold of
dimension n ≥ 5 with positive Yamabe constant. Assume (M, g) is not conformally equivalent
to the round sphere. Then there exists C > 0 so that for any positive function u if the metric
g1 = u
4
n−4 g is of positive scalar curvature and constant Q-curvature 1, then u ≤ C.
For estimate of lower bound of u, they need assumption on the so called Poincare´ exponent.
Now for our problem, since Rg > 0, the Yamabe constant is positive. The above theorem
applies. Combining with Lemma 2.3, we obtain that
Theorem 3.2. Let (Mn, g) be a closed locally conformally flat Riemannian manifold of dimen-
sion n ≥ 5. Assume that (M, g) is not conformally equivalent to the round sphere. If Rg ≥ 0, and
also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M, then there exists C > 0 and C′ = C′(α) for
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any 0 < α < 1, so that for any solution u of (1.2),
1
C
< u < C,(3.1)
|u|C4,α ≤ C′.(3.2)
Proof. For Q
u
4
n−4 g
= ¯Q, by Theorem 2.1 the scalar curvature R
u
4
n−4 g
> 0. The estimate (3.1) fol-
lows from Theorem 3.1 and Lemma 2.3. To establish (3.2), one can either use ellipticity of the
equation (1.2) with a bootstrapping argument or take derivatives on the Green’s representation
and use (2.1). This completes the proof of Theorem 3.2. 
4. A maximum principle
In this section we give a maximum principle for smooth domains with boundary in the man-
ifold (M, g) defined in Lemma 2.2, which is a modification of the maximum principle given by
Gursky and Malchiodi, see Lemma 4.2. As an application, we give a lower bound estimate of
the blowing up sequence.
Lemma 4.1. Let ( ¯Ω, g) be a compact Riemannian manifold with boundary ∂Ω of dimension
n ≥ 5. Let Ω be the interior of ¯Ω. Assume the scalar curvature Rg ≥ 0 in ¯Ω and Rg > 0 at points
on the boundary, and also Qg ≥ 0 in ¯Ω. Then Rg > 0 in ¯Ω.
Proof. The proof is the same as that for closed manifolds. The Q- curvature is expressed as
Qg = − 12(n − 1)∆gRg + c1(n)R
2
g − c2(n)|Ric|2g
with c1(n), c2(n) positive. By the non-negativity of Qg,
1
2(n − 1)∆gRg ≤ c1(n)R
2
g.
By strong maximum principle and the boundary condition, Rg > 0 in ¯Ω. 
Lemma 4.2. Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5 with Rg ≥ 0, and
Qg ≥ 0. Let Ω ⊆ M be an open domain with smooth boundary ∂Ω so that ¯Ω = Ω⋃ ∂Ω. Assume
that u ∈ C4( ¯Ω) satisfies that
Pgu ≥ 0 inΩ,(4.1)
with u > 0 on ∂Ω. Let g˜ = u 4n−4 g be the conformal metric in a neighborhood U of ∂Ω where
u > 0. If the scalar curvature of (U, g˜) satisfies Rg˜(p) > 0 for all points p ∈ ∂Ω, then u > 0 in
Ω.
Proof. Our conditions on the boundary guarantee that all the argument is focused on the interior
and then the argument is the same as in the proof of the maximum principle by Gursky and
Malchiodi. For completeness, we present the proof.
We define the function
uλ = (1 − λ) + λu
for λ ∈ [0, 1], so that u0 = 1 and u1 = u. We assume that
min
Ω
u ≤ 0.
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Then there exists λ0 ∈ (0, 1] so that
λ0 = inf{λ ∈ (0, 1], inf
Ω
uλ = 0}.
By definition, for 0 < λ < λ0, uλ > 0. For the metric
gλ = u
4
n−4
λ
g,
the Q-curvature satisfies
Qgλ ≥ 0 inΩ,
for 0 < λ < λ0. That follows from the conformal transformation formula
Qgλ =
2
n − 4
u
−
(n+4)
(n−4)
λ
Pguλ
=
2
n − 4
u
−
(n+4)
(n−4)
λ
((1 − λ)Pg(1) + λPgu)
=
2
n − 4
u
−
(n+4)
(n−4)
λ
((1 − λ)(n − 4)
2
Qg + λPgu)
≥ (1 − λ)Qgu−
n+4
n−4
λ
≥ 0.
Under the conformal transformation, the scalar curvature of gλ satisfies
Rgλ = u
− n
n−4
λ
(
−
4(n − 1)
(n − 4) ∆guλ −
8(n − 1)
(n − 4)2
|∇guλ|
2
uλ
+ Rguλ
)
= u
− n
n−4
λ
(
−
4(n − 1)
(n − 4) λ∆gu −
8(n − 1)
(n − 4)2
λ2|∇gu|
2
(1 − λ) + λu + Rguλ
)
≥ u
− n
n−4
λ
(
−
4(n − 1)
(n − 4) λ∆gu −
8(n − 1)
(n − 4)2
λ|∇gu|
2
u
+ λRgu
)
= λ
( u
uλ
) n
n−4 Rg˜ > 0
on ∂Ω for 0 < λ < λ0. Then by Lemma 4.1,
Rgλ > 0 inΩ
for 0 < λ < λ0. Again by the conformal transformation formula of scalar curvature,
∆guλ ≤
(n − 4)
4(n − 1)Rguλ in Ω.
By taking limit λ ր λ0, this also holds at λ = λ0. But
uλ = (1 − λ) + λu > 0
on ∂Ω for 0 ≤ λ ≤ 1. By strong maximum principle, uλ0 > 0 in ¯Ω, contradicting with choice of
λ0. Therefore, for all 0 ≤ λ ≤ 1,
uλ > 0 in Ω.
In particular, u > 0 in Ω.

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Theorem 4.3. Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. There exists C > 0 so that if there
exists a sequence of positive solutions {u j}∞j=1 of (1.2) so that
M j = u j(x j) = sup
M
u j → ∞
as j → ∞, then
u j(p) ≥ CM−1j d4−ng (p, x j)(4.2)
for any p ∈ M such that dg(p, x j) ≥ M−
2
n−4
j .
Proof. To prove the theorem, we only need to show that there exists C > 0 so that for any
blowing up sequence, there exists a subsequence so that (4.2) holds.
Let x = (x1, ..., xn) be normal coordinates in a small geodesic ball centered at x j with radius
δ > 0 and x j the origin. Let y = M
2
n−4
j x and the metric h j be given by (h j)pq(y) = gpq(M
− 2
n−4
j y).
Let
v j(y) = M−1j u j(expx j (M
− 2
n−4
j y)) for |y| ≤ δM
2
n−4
j .
Then
0 < v j(y) ≤ v j(0) = 1,
Ph j v j(y) =
(n − 4)
2
¯Qv j(y) n+4n−4 for |y| ≤ δM
2
n−4
j .
Here h j converges to Euclidean metric on Rn in Ck norm for any k ≥ 0. By ellipticity, we have,
after passing to a subsequence( still denoted as {v j}), v j → v in C4loc(Rn) and v satisfies
0 ≤ v(y) ≤ v(0) = 1 in Rn,
∆
2v(y) = (n − 4)
2
¯Qv(y) n+4n−4 in Rn.
Also, since Rh j > 0 and R
u
4
n−4
j g
> 0 on M, by conformal transformation formula of scalar
curvature,
∆h jv j ≤
(n − 4)
4(n − 1)Rh jv j.
Passing to the limit we have
∆v(y) ≤ 0 in Rn.
By strong maximum principle, since v(0) = 1, we have that v(y) > 0 in Rn. Then by the
classification theorem of C.S. Lin([20]), we have that
v(y) = ( 1
1 + 4−1|y|2
) n−4
2 in Rn.
We will abuse the notation v(|y|) = v(y). Therefore, for fixed R > 0, for j large,
1
2
( 1
1 + 4−1R2
) n−4
2 M j ≤ u j(expx j(x)) ≤ M j for |x| ≤ RM
− 2
n−4
j .
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For any ǫ > 0, there exists j0 > 0 so that for j > j0,
‖v j − v‖C4 ≤ ǫ for |y| ≤ 2.
We define φ j : M − {x j} → R as
φ j(p) = u j(p) − τM−1j Gx j(p)
with Gx j (p) = G(x j, p) Green’s function of Paneitz operator and τ > 0 a small constant to be
chosen. We will use maximum principle to show that for ǫ, τ > 0 small,
φ j > 0 in M − B
M
− 2
n−4
j
(x j), for j > j0.
Here B
M
− 2
n−4
j
(x j) denote the geodesic M−
2
n−4
j -ball centered at x j in (M, g). If this holds, we will
choose {u j} j> j0 as the subsequence and the theorem is proved.
It is clear that
Pgφ j = Pgu j =
n − 4
2
¯Qu n+4n−4j > 0 in M − BM− 2n−4j
(x j).
To apply the maximum principle, we only need to verify sign of φ j and related scalar curvature
on ∂B
M
− 2
n−4
j
(x j).
First, for |x| = M−
2
n−4
j , we choose ǫ small so that for j > j0
u j(expx j(x)) = M jv j(M
2
n−4
j x) ≥
1
2
v(1)M j;
while by (2.3),
M−1j Gx j(expx j(x)) ≤ C4M j.
We take τ < v(1)4C4 . Then
φ j > 0 on ∂B
M
− 2
n−4
j
(x j), for j > j0.
Now let g˜ j = φ
4
n−4
j g j in small neighborhood of ∂BM− 2n−4j
(x j) where φ j > 0. By conformal trans-
formation,
Rg˜ j = φ
− n
n−4
j
(
−
4(n − 1)
(n − 4) ∆gφ j −
8(n − 1)
(n − 4)2
|∇gφ j|2
φ j
+ Rgφ j
)
.
Note that Rgφ j > 0 on ∂B
M
− 2
n−4
j
(x j). We only need to show that
−
4(n − 1)
(n − 4) (∆gφ j +
2
(n − 4)
|∇gφ j|2
φ j
) > 0 on ∂B
M
− 2
n−4
j
(x j), for j > j0.(4.3)
Recall that
(∆gu j + 2(n − 4)
|∇gu j|2
u j
) = M1+
4
n−4
j (∆h jv j +
2
(n − 4)
|∇h jv j|
2
v j
).
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Also,
(∆h jv j +
2
(n − 4)
|∇h jv j|
2
v j
) → (∆v + 2(n − 4)
|∇v|2
v
)
= 2(4 − n)(|y|2 + 4)− n2 (|y|2 + 2n) + 2
n − 4
(4 − n)2(|y|2 + 4)2−n|y|2
(|y|2 + 4) 4−n2
= 2(4 − n)(|y|2 + 4)− n2 (|y|2 + 2n) + 2(n − 4)(|y|2 + 4)− n2 |y|2
= 4n(4 − n)(|y|2 + 4)− n2 < 0 at |y| = 1.
Then we can choose ǫ < 1100n |v|C4(B1(0)). Combining with the fact that
|DkgGp(q)| ≤ Ckd4−n−kg (p, q) for 0 ≤ k ≤ 4,
for any distinct points p, q ∈ M with constant Ck > 0 independent of p, q, there exists τ > 0
only depending on Ck and ǫ so that
τM−1j |∆gGx j (expx j (M
− 2
n−4
j y))| < −M
1+ 4
n−4
j
∆v
4(2n + 1) , and
|∇gφ j|2
φ j
≤
5
4
M1+
4
n−4
j
|∇v|2
v
at |y| = 1, for j > j0.
Therefore, for j > j0, (4.3) holds, which implies that
Rg˜ j > 0 on ∂BM− 2n−4j
(x j).
By Lemma 4.2, φ j > 0 in M − B
M
− 2
n−4
j
(x j). Recall that ǫ and τ are chosen independent of choice
of the sequence. This completes the proof of the theorem. 
5. A Pohozaev type identity
In this section we introduce a Pohozaev type identity related to the constant Q-curvature
equation. It will provide local information of the solutions in later use.
Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5 with Rg ≥ 0, and also
Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let u be a positive solutions to (1.2). For any
geodesic ballΩ = Bδ(q) in M with 2δ less than injectivity radius of (M, g), we let x = (x1, ..., xn)
be geodesic normal coordinates centered at q so that gi j(0) = δi j and the Christoffel symbols
Γ
k
i j(0) = 0. In this section, the gradient ∇, Laplacian ∆, divergent div, volume element dx, area
element ds, σ-ball Bσ and |x|2 = (x1)2 + .. + (xn)2 are all with respect to the Euclidean metric.
Define
P(u) =
ˆ
Ω
(x · ∇u + n − 4
2
u)∆2udx
=
ˆ
Ω
[n − 4
2
div(u∇(∆u) − ∆u∇u) + div((x · ∇u)∇(∆u) − ∇(x · ∇u)∆u + 1
2
(∆u)2x)]dx
=
ˆ
∂Ω
n − 4
2
(u ∂
∂ν
(∆u) − ∆u ∂
∂ν
u) + ((x · ∇u) ∂
∂ν
(∆u) − ∂
∂ν
(x · ∇u)∆u + 1
2
(∆u)2x · ν)ds,
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where ν is the outer pointing normal vector of ∂Ω in Euclidean metric. Then using (1.2) we
have
P(u) =
ˆ
Ω
(x · ∇u + n − 4
2
u)(∆2 − Pg)u + (x · ∇u + n − 42 u) Pgu dx
=
ˆ
Ω
(x · ∇u + n − 4
2
u)(∆2 − Pg)u + n − 42
¯Q (x · ∇u + n − 4
2
u)u n+4n−4 dx
=
ˆ
Ω
(x · ∇u + n − 4
2
u)(∆2 − Pg)u + (n − 4)
2
4n
¯Q div(u 2nn−4 x)dx
=
ˆ
Ω
(x · ∇u + n − 4
2
u)(∆2 − Pg)u dx + (n − 4)
2
4n
¯Q
ˆ
∂Ω
(x · ν)u 2nn−4 dx.
Using the expression (1.1), we have
(∆2 − Pg)u = (∆2 − ∆2g)u + divg(anRgg − bnRicg)∇gu −
n − 4
2
Qgu.
Since Γki j(0) = 0 and gi j(0) = δi j,
(∆2 − ∆2g)u = (δpqδi j∇p∇q∇i∇ j − gpqgi j∇gp∇gq∇gi∇gj)u
= (δpqδi j − gpqgi j)∇p∇q∇i∇ ju + O(|x|)|D3u| + O(1)|D2u| + O(1)|Du|
= O(|x|2)|D4u| + O(|x|)|D3u| + O(1)|D2u| + O(1)|Du|.
It follows that there exists C > 0 depending on |Rmg|L∞(Ω), |Qg|C(Ω) and |Ricg|C1(Ω) such that
|(∆2 − Pg)u| ≤ C(|x|2|D4u| + |x| |D3u| + |D2u| + |Du| + u).(5.1)
6. Upper bound estimates near isolated simple blowup points
In this section we perform a parallel approach of [19] to show upper bound estimates of the
solutions to (1.2) near an isolated simple blowup point, see Proposition 6.3. We start with a
Hanark type inequality near an isolated blowup point.
Lemma 6.1. Let (Mn, g) be a closed Riemannian manifold of dimension 5 ≤ n ≤ 9 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j} be a sequence of positive
solutions to (1.2) and x j → x¯ be an isolated blowup point. Then there exists a constant C > 0
such that for any 0 < r < δ3 , we have
max
q∈B2r(x j)−B r2 (x j)
u j(q) ≤ C min
q∈B2r(x j)−B r2 (x j)
u j(q).(6.1)
Proof. Let x = (x1, ..., xn) be geodesic normal coordinates centered at x j. Here δ > 0 can be
chosen small so that the coordinates exist. Let y = r−1x. Define
v j(y) = r n−42 u j(expx j (ry)) for |y| < 3.
Then
v j(y) ≤ ¯C|y|− n−42 for |y| < 3,
v j(y) ≤ 3 n−42 ¯C for 13 < |y| < 3.
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We denote
Ωr = B3r(x j) − B r3 (x j).
By Green’s representation,
v j(y) = r n−42 u j(expx j (ry)) = r
n−4
2
ˆ
M
G(expx j (ry), q)u j(q)
n+4
n−4 dVg(q)
= r
n−4
2
ˆ
Ωr
G(expx j (ry), q)u j(q)
n+4
n−4 dVg(q) + r n−42
ˆ
M−Ωr
G(expx j (ry), q)u j(q)
n+4
n−4 dVg(q)
We claim that for 512 ≤ |y| ≤
12
5 , if
v j(y) ≥ 2r n−42
ˆ
Ωr
G(expx j (ry), q)u j(q)
n+4
n−4 dVg(q),(6.2)
then there exists C > 0 independent of j, x j, r and y, such that for any 512 ≤ |z| ≤ 125 ,
v j(z) ≥ Cv j(y).(6.3)
In fact, by (2.3), there exists C > 0, such that
G(expx j (ry), q) ≤ CG(expx j(rz), q)
for q ∈ M −Ωr. Therefore,
1
2
v j(y) ≤ r n−42
ˆ
M−Ωr
G(expx j (ry), q)u j(q)
n+4
n−4 dVg(q)
≤ Cr n−42
ˆ
M−Ωr
G(expx j (rz), q)u j(q)
n+4
n−4 dVg(q)
≤ Cv j(z).
This proves the claim.
We denote
C = {y ∈ Rn,
5
12
≤ |y| ≤
12
5 , so that (6.2) fails for y}.
We choose 512 ≤ |y| ≤
12
5 with
v j(y) ≥ 12 sup5
12≤|z|≤
12
5
v j(z).
If y < C, then using the claim, we are done. If y ∈ C, we will prove that the Harnack inequality
(6.1) still holds.
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By Ho¨lder’s inequality,
u j(expx j (ry)) ≤ 2
ˆ
Ωr
G(expx j (ry), q)u j(q)
n+4
n−4 dVg(q)
≤ 2(
ˆ
Ωr
G(expx j (ry), q)αdVg(q))
1
α (
ˆ
Ωr
u j(q) n+4n−4βdVg(q))
1
β
≤ C(α)r4−n+ nα (
ˆ
Ωr
u j(q) n+4n−4βdVg(q))
1
β
≤ C(α)r4−n+ nα ( ¯C3 n−42 r 4−n2 ) n+4n−4 (1− 1β )(
ˆ
Ωr
u j(q) n+4n−4 dVg(q))
1
β
≤ C(α)r4−n+ nα ( ¯C3 n−42 r 4−n2 ) n+4n−4 (1− 1β )(
ˆ
Ωr
C4(4r)n−4G(expx j(rz), q)u j(q)
n+4
n−4 dVg(q))
1
β
≤ C(α)r4−n+ nα ( ¯C3 n−42 r 4−n2 ) n+4n−4 (1− 1β )r n−4β u j(expx j(rz))
1
β
= C(α, ¯C, n)r(2− n2 )(1− 1β )u j(expx j (rz))
1
β .
for any 13 ≤ |z| ≤ 3, where 1 < α <
n
n−4 ,
1
α
+
1
β
= 1 so that β > n4 . Here we have used (1.4) and
(2.3).
Since
n + 4
n − 4
>
n
4
for 5 ≤ n ≤ 9, we set β = n+4
n−4 and obtain
u j(expx j(rz)) ≥ C( ¯C, n) r4 u j(expx j(ry))
n+4
n−4(6.4)
≥ C( ¯C, n) r4 (2−1u j(q)) n+4n−4 ,(6.5)
for all q ∈ B 12r
5
(x j) − B 5r12 (x j) and
1
2 ≤ |z| ≤ 2, where 5 ≤ n ≤ 9.
For any 12 ≤ |z| ≤ 2,
|∇gu j|(expx j (rz)) ≤
n − 4
2
¯Q
ˆ
B 12r
5
(x j)−B 5r
12
(x j)
|∇gG(expx j (rz), q)| u j(q)
n+4
n−4 dVg(q)(6.6)
+
n − 4
2
¯Q
ˆ
M−
(
B 12r
5
(x j)−B 5r
12
(x j)
) |∇gG(expx j(rz), q)| u j(q)
n+4
n−4 dVg(q).(6.7)
Note that for 12 ≤ |z| ≤ 2,
u j(expx j(rz)) ≥
n − 4
2
¯Q
ˆ
M−
(
B 12r
5
(x j)−B 5r
12
(x j)
)G(expx j(rz), q) u j(q)
n+4
n−4 dVg(q)(6.8)
≥ Cr
ˆ
M−
(
B 12r
5
(x j)−B 5r
12
(x j)
) |∇g G(expx j (rz), q)| u j(q)
n+4
n−4 dVg(q),(6.9)
for a uniform constant C independent of j and the choice of points, where for the last inequality
we have used (2.1).
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Combining (6.4), (6.8) and (6.6), for 12 ≤ |z| ≤ 2 we have the gradient estimate
|∇g log(u j(expx j (rz)))| =
|∇gu j(expx j (rz))|
u j(expx j(rz))
≤
1
u j(expx j(rz))
n − 4
2
¯Q
ˆ
B 12r
5
(x j)−B 5r
12
(x j)
|∇gG(expx j (rz), q)| u j(q)
n+4
n−4 dVg(q)
+
1
u j(expx j (rz))
n − 4
2
¯Q
ˆ
M−
(
B 12r
5
(x j)−B 5r
12
(x j)
) |∇gG(expx j (rz), q)| u j(q)
n+4
n−4 dVg(q)
≤
n − 4
2
¯Q
ˆ
B 12r
5
(x j)−B 5r
12
(x j)
|∇gG(expx j(rz), q)|C( ¯C, n)−1r−42−
n+4
n−4 dVg(q)
+ C−1r−1
≤ C( ¯C, n)(r3r−4 + r−1)
= C( ¯C, n)r−1,
where C( ¯C, n) is some uniform constant depending on ¯C, the manifold and n. For any two
points p, q ∈ B2r(x j) − B r2 (x j), by the gradient estimate,
u j(p)
u j(q) ≤ e
C( ¯C,n)r−1 dg(p,q) ≤ e4nC( ¯C,n).
This completes the proof of Harnack inequality.

Next we show that near an isolated blowup point, after rescaling the functions u j converge to
the standard solution in Rn.
Lemma 6.2. Let (Mn, g) be a closed Riemannian manifold of dimension 5 ≤ n ≤ 9 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j} be a sequence of positive
solutions to (1.2) and x j → x¯ be an isolated blowup point. Let M j = u j(x j). For any given
R j → +∞ and positive numbers ǫ j → 0, after possibly passing to a subsequence uk j and xk j(
still denoted as u j and x j), it holds that
‖M−1j u j(expx j(M
− 2
n−4
j y)) −
(
1 + 4−1|y|2
)− n−42 ‖C4(B2R j )(6.10)
+ ‖M−1j u j(expx j (M
− 2
n−4
j y)) −
(
1 + 4−1|y|2
)− n−42 ‖H4(B2R j ) ≤ ǫ j,(6.11)
and
R j
log(M j) → 0, as j → ∞.(6.12)
Proof. The proof is almost the same as in [19]. Let x = (x1, ..., xn) be geodesic normal co-
ordinates centered at x j, y = r−1x and the metric h = r−2g be the rescaled metric so that
(h j)pq(y) = (g j)pq(ry) in normal coordinates. Define
v j(y) = M−1j u j(expx j(M
− 2
n−4
j y)) for |y| < δ M
2
n−4
j .
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Then v j satisfies
Ph jv j(y) =
n − 4
2
¯Qv j(y) n+4n−4 , for |y| ≤ δM
2
n−4
j ,(6.13)
v j(0) = 1, ∇h jv j(0) = 0,(6.14)
0 < v j(y) ≤ ¯C|y|− n−42 , for |y| ≤ δM
2
n−4
j .(6.15)
We next show that v j is uniformly bounded. Since Rh j > 0 and R
u
4
n−4
j g
> 0 on M, by conformal
transformation formula of scalar curvature,
∆h jv j ≤
(n − 4)
4(n − 1)Rh jv j,(6.16)
where Rh j → 0 uniformly in |y| ≤ 2 as j → ∞. Then the function η j(y) = (1 + |y|2)−1v j(y)
satisfies
∆h jη j +
n∑
k=1
bk(y)∂kη j(y) ≤ 0,
in |y| ≤ 2 with some function bk(y). By maximum principle,
η j(0) ≥ inf
|y|=r
η j(y) for 0 < r ≤ 1.(6.17)
By the Harnack inequality (6.1) in Lemma 6.1,
max
|y|=r
v j(y) ≤ C min
|y|=r
v j(y) for 0 < r ≤ 1,(6.18)
where C is independent of r and j. The inequalities (6.17) and (6.18) immediately derive
max
|y|=r
v j(y) ≤ C min
|y|=r
v j(y) ≤ Cv j(0) = C for 0 < r ≤ 1.
Combining this with (6.15), we have for |y| ≤ δM
2
n−4
j ,
v j(y) ≤ C,
with C independent of j, y and r.
Standard elliptic estimates of v j imply that, after possibly passing to a subsequence, v j → v
in C4loc in Rn where by (6.14) and (6.16), v satisfies
∆
2v(y) = n − 4
2
¯Qv n+4n−4 , y ∈ Rn,
v(0) = 1, ∇v(0) = 0,
∆v(y) ≤ 0, y ∈ Rn,
v(y) ≥ 0, y ∈ Rn.
By strong maximum principle, v(y) > 0 in Rn. Then the classification theorem in [20] gives that
v(y) = (1 + 4−1|y|2)− n−42 .
Then the lemma follows. 
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Remark 6.1. From Lemma 6.2, we can see that the proof of Theorem 4.3 still works at the
isolated blowup point x j → x¯. Therefore, there exists C > 0 independent of j > 0 so that for
any isolated blowup point x j → x¯,
u j(q) ≥ Cu j(x j)−1d4−ng (q, x j)
any q ∈ M such that dg(q, x j) ≥ u j(x j)− 2n−4 .
We now state the upper bound estimate of u j near the isolated simple blowup points.
Proposition 6.3. Let (Mn, g) be a closed Riemannian manifold of dimension 5 ≤ n ≤ 9 with
Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j} be a sequence of
positive solutions to (1.2) and x j → x¯ be an isolated simple blowup point. Let δ1 and ¯C be the
constants defined in Definition 1.4 and (1.4). Then there exists a constant C depending only on
δ1, ¯C, ‖Rg‖C1(Bδ1 (x¯)) and ‖Qg‖C1(Bδ1 (x¯)) such that
u j(p) ≤ Cu j(x j)−1dg(p, x j)4−n, for dg(p, x j) ≤ δ12 ,(6.19)
for δ1 > 0 small. Moreover, up to a subsequence,
u j(x j)u j(p) → aG(x¯, p) + b(p) in C4loc(Bδ1(x¯) − {x¯}),(6.20)
where G is Green’s function of the Paneitz operator Pg, a > 0 is a constant and b(p) ∈
C4(B δ1
2
(x¯)) satisfies Pgb = 0 in B δ1
2
(x¯).
The proof of the proposition follows after a series of lemmas.
We first give a rough estimate of upper bound of u j near the isolated simple blowup points.
Lemma 6.4. Under the condition in Proposition 6.3, assume R j →∞ and 0 < ǫ j < e−R j satisfy
(6.10) and (6.12). Denote M j = u j(x j). Then for any small number 0 < σ < 1100 , there exists
0 < δ2 < δ1 and C > 0 independent of j such that
Mλj u j(p) ≤ Cdg(p, x j)4−n+σ,(6.21)
Mλj |∇
k
gu j(p)| ≤ Cdg(p, x j)4−n−k+σ,(6.22)
for any p in R jM−
2
n−4
j ≤ dg(p, x j) ≤ δ2 and 1 ≤ k ≤ 4, where λ = 1 − 2n−4σ.
Proof. The outline of the proof is from [19], while the use of our maximum principle here is
more subtle. Let x = (x1, ..., xn) be geodesic normal coordinates centered at x j for dg(p, x j) ≤ δ.
Let r = |x|. For any 0 < δ2 < δ1 to be chosen, let
Ω j = {p ∈ M, R jM
− 2
n−4
j ≤ dg(p, x j) ≤ δ2}.
We want to use maximum principle to get the upper bound of u j. Before construction of the
barrier function on Ω j, we first go through some properties of u j.
From Lemma 6.2, we know that
u j(p) ≤ CR4−nj M j, for dg(p, x j) = R jM−
2
n−4
j ,(6.23)
and there exists a critical point r0 of uˆ j(r) in 0 < r < R jM−
2
n−4
j ; moreover, for r > r0, uˆ j(r) is
decreasing. By the assumption that x¯ is an isolated simple blowup point, uˆ j is strictly decreasing
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for R jM
− 2
n−4
j < r < δ1. Therefore, combining with the Harnack inequality (6.1), for p ∈ Ω j we
have
dg(p, x j) n−42 u j(p) ≤ Cu¯ j(dg(p, x j))
≤ CR
n−4
2
j M
−1
j u¯ j(R jM−
2
n−4
j )
≤ CR
n−4
2
j M
−1
j R4−nj M j
= CR−
n−4
2
j .
This leads to
u j(p) 8n−4 ≤ CR−4j dg(p, x j)−4, for R jM−
2
n−4
j < r < δ1.(6.24)
We now define a linear elliptic operator on Ω j
L jφ = Pgφ −
n − 4
2
¯Qu
8
n−4
j φ, for φ ∈ C
4(Ω j).
Therefore
L ju j = 0, in Ω j.
Set
ϕ(p) = B ¯M jδσ2 dg(p, x j)−σ + AM
−1+ 2
n−4σ
j dg(p, x j)−n+4+σ, p ∈ Ω j,
where A, B > 0 are constant to be determined, 0 < σ < 1100 and
¯M j = sup
dg(p,x j)=δ2
u j ≤ ¯Cδ
− n−42
2 .
There exists C > 0, for m > 0, 1 ≤ k ≤ 4 and any p ∈ M fixed and q ∈ M so that dg(p, q) < δ2
with δ2 less than the injectivity radius,
|Dkgdg(p, q)−m| ≤ Cmkdg(p, q)−m−k.(6.25)
It is easy to check that there exists δ2 > 0 independent of j so that in Ω j
|(Pg − ∆20)|x|−σ| ≤ 100−1|Pg(|x|−σ)|,
|(Pg − ∆20)|x|−n+4+σ| ≤ 100−1|Pg(|x|−n+4+σ)|,
where |x| = dg(p, x j) and ∆0 is the Euclidean Laplacian in the normal coordinates. It is easy to
check that for 0 < m < n − 4 and 0 < r < δ2,
− ∆0r
−m
= −m(m + 2 − n)r−m−2 > 0(6.26)
∆
2
0r
−m
= m(m + 2 − n)(m + 2)(m + 4 − n)r−m−4 > 0.(6.27)
But for p ∈ Ω j, by (6.24)
n − 4
2
¯Qu j(p) 8n−4 r−m ≤ n − 42
¯QCR−4j r−m−4
Therefore,
L jϕ j ≥ 0 in Ω j
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for j large. By (6.23), for A > 1,
u j(p) < ϕ j(p), for dg(p, x j) = R jM−
2
n−4
j .(6.28)
Also, for B > 1,
u j(p) < ϕ j(p), for dg(p, x j) = δ2.(6.29)
We now want to check sign of the scalar curvature R(ϕ j−u j) 4n−4 g near ∂Ω j. By conformal transfor-
mation formula, it has the same sign as
−
4(n − 1)
(n − 4) ∆g(ϕ j − u j) −
8(n − 1)
(n − 4)2
|∇g(ϕ j − u j)|2
(ϕ j − u j) + Rg(ϕ j − u j)
Combining (1.4) and standard interior estimate of (1.2), we have for k = 1, 2,
|Dkgu j(p)| ≤ Cdg(p, x j)−
n−4
2 −k(6.30)
for some constant independent of j, where p ∈ Ω j. It is easy to check that for 0 < m < n − 4,
∆0|x|
−m
+
2
n − 4
|∇0|x|
−m|2
|x|−m
=
(
m(m + 2 − n) + 2m
2
n − 4
)|x|−m−2(6.31)
=
m(n − 2)(m − (n − 4))
n − 4
|x|−m−2 < 0.(6.32)
Also, note that for any positive functions φ1, φ2 ∈ C2, it holds that
∆0(φ1 + φ2) + 2
n − 4
|∇0(φ1 + φ2)|2
φ1 + φ2
≤ (∆0φ1 + 2
n − 4
|∇0(φ1)|2
φ1
) + (∆0φ2 + 2
n − 4
|∇0(φ2)|2
φ2
).
(6.33)
Here we have used the fact that for a, b, c, d > 0
2c d
a + b ≤
b c2
a(a + b) +
a d2
b(a + b) , so that
(c + d)2
a + b =
c2 + 2c d + d2
a + b ≤
c2
a
+
d2
b .
Using (6.28)-(6.31) and (6.33), we can choose A, B > 100n(1 + C) independent of j and t with
C > 0 in (6.30) so that
−
4(n − 1)
(n − 4) ∆g(tϕ j − u j) −
8(n − 1)
(n − 4)2
|∇g(tϕ j − u j)|2
(tϕ j − u j) + Rg(tϕ j − u j) > 0 on ∂Ω j,(6.34)
for all t ≥ 1. For t ≥ 1, we define
φtj(p) = tϕ j(p) − u j(p), p ∈ Ω j.
Then
0 ≤ L jφtj = Pgφtj −
n − 4
2
¯Qφtj in Ω j.(6.35)
If
φ1j = ϕ j − u j ≥ 0 in Ω j,(6.36)
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then we are done. Else, since Ω j is compact, we pick up the smallest number t j > 1 so that
φ
t j
j ≥ 0. Therefore, by (6.35)
Pgφ
t j
j ≥
n − 4
2
¯Qφt jj ≥ 0.(6.37)
Combining with (6.28), (6.29), (6.34) and (6.37), the maximum principle in Lemma 4.2 implies
φ
t j
j > 0 in Ω j,
contradicting with the choice of t j. Therefore, (6.36) holds. Now for p ∈ Ω j, we use Lemma
6.1, monotonicity of uˆ j, and apply (6.36) at p to obtain
δ
n−4
2
2
¯M j ≤ Cuˆ j(δ2) ≤ Cuˆ j(dg(p, x j))
≤ Cdg(p, x j) n−42 (B ¯M jδσ2 dg(p, x j)−σ + AM−λj dg(p, x j)4−n+δ).
Here n−42 > σ. We choose p with dg(p, x j) to be a small fixed number depending on n, σ, δ2 to
obtain
¯M j ≤ C(n, σ, δ2)M−λj .
Therefore, the inequality (6.21) is then established from (6.36), and based on standard interior
estimates for derivatives of u j, the lemma is proved. 
Lemma 6.5. Under the assumption in Proposition 6.3, for any 0 < ρ ≤ δ22 there exists a constant
C(ρ) > 0 such that
lim sup
j→∞
max
p∈∂Bρ(x j)
u j(p)M j ≤ C(ρ).
where M j = u j(x j).
Proof. By Lemma 6.1, it suffices to show the inequality for some fixed small constant ρ > 0.
For any pρ ∈ ∂Bρ(x j), we denote ξ j(p) = u j(pρ)−1u j(p). Then ξ j satisfies
Pgξ j(p) = n − 42
¯Qu j(pρ) 8n−4 ξ j(p) n+4n−4 .
For any compact subset K ⊆ B δ2
2
(x¯) − {x¯}, there exists C(K) > 0 such that for j large
C(K)−1 ≤ ξ j ≤ C(K) in K.
Moreover, by Lemma 6.1, there exists C > 0 independent of 0 < r < δ2 and j so that
max
Br(x j)−B r2 (x j)
u j ≤ C inf
Br(x j)−B r2 (x j)
u j.(6.38)
By the estimates (6.21), u j(pρ) → 0 as j → ∞. Therefore, by interior estimates of ξ j , up to a
subsequence,
ξ j → ξ in C4loc(B δ22 (x¯) − {x¯}),
with ξ > 0 such that
Pgξ = 0 in B δ2
2
(x¯) − {x¯},
20
and ξ satisfies (6.38) for 0 < r < δ22 . Moreover, for 0 < r < ρ and ¯ξ(r) = |∂Br|−1
´
∂Br(x¯) ξdsg,
lim
j→∞
u j(pρ)−1r n−42 u¯ j(r) = r n−42 ¯ξ(r).
Since x j → x¯ is an isolated simple blowup point, r
n−4
2 ¯ξ(r) is non-increasing in 0 < r < ρ.
Therefore, x¯ is not a regular point of ξ.
Recall that
−
4(n − 1)
n − 2
∆gu
n−2
n−4
j + Rgu
n−2
n−4
j = R
u
4
n−4
j g
u
n+2
n−4
j ≥ 0.
Passing to the limit, we have
−
4(n − 1)
n − 2
∆gξ
n−2
n−4 + Rgξ
n−2
n−4 ≥ 0,(6.39)
in B δ2
2
(x¯) − {x¯}.
For later use, if Qg is not pointwisely non-negative in Bρ(x¯), by Theorem 2.1 we choose
g˜ = φ− 4n−4 g so that Rg˜ > 0 and Qg˜ ≥ 0 in M. Then ˜ξ = φξ is still singular at x¯ and all above
information for the limit holds with ξ and g replaced by ˜ξ and g˜. So from now on we assume
that Rg > 0 and Qg ≥ 0.
From Corollary 9.5, for ρ > 0 small, there exists m > 0 independent of j such that for j large
ˆ
Bρ(x j)
(Pgξ j − n − 42 Qgξ j)dVg =
ˆ
∂Bρ(x j)
( ∂
∂ν
∆gξ j − (anRg ∂
∂ν
ξ j − bnRicg(∇gξ j, ν)))dsg
(6.40)
=
ˆ
∂Bρ(x j)
( ∂
∂ν
∆gξ − (anRg ∂
∂ν
ξ − bnRicg(∇gξ, ν)))dsg + o(1) > m.(6.41)
On the other hand, nonnegativity of Qg impliesˆ
Bρ(x j)
(Pgξ j − n − 42 Qgξ j)dVg =
ˆ
Bρ(x j)
(n − 4
2
¯Qu j(pρ)−1u j(p) n+4n−4 − n − 42 Qgξ j) dVg(6.42)
≤
n − 4
2
¯Q
ˆ
Bρ(x j)
u j(pρ)−1u j(p) n+4n−4 dVg.(6.43)
Using (6.10) and ǫ j ≤ e−R j , we haveˆ
B
R jM
− 2
n−4
j
(x j)
u
n+4
n−4
j dVg ≤ CM
−1
j ,
while by (6.21) we haveˆ
Bρ(x j)−B
R j M
− 2
n−4
j
(x j)
u
n+4
n−4
j dVg ≤ C
ˆ
Bρ(x j)−B
R jM
− 2
n−4
j
(x j)
(M−λj dg(p, x j)4−n+σ)
n+4
n−4
≤ C(R jM−
2
n−4
j )−4+
n+4
n−4σM−λ
n+4
n−4
j
= R−4+
n+4
n−4σ
j M
−1
j = o(1)M−1j .
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Therefore, ˆ
Bρ(x j)
u
n+4
n−4
j dVg ≤ CM
−1
j .(6.44)
Lemma 6.5 follows from the inequalities (6.40)-(6.44). 
Proof of Proposition 6.3. Suppose (6.19) fails. Let M j = u j(x j). Then there exists a subse-
quence u j and {p j} with dg(p j, x j) ≤ δ22 with δ2 in Lemma 6.4 such that
u j(p j)M jdg(p j, x j)n−4 → ∞.(6.45)
If Qg ≤ 0 does not hold in Bδ2(x¯), let g0 = φ−
4
n−4 g be the metric so that Qg0 ≥ 0 and Rg0 > 0 on
M. Then (6.45) holds for g and u j replaced by g0 and u˜ j = φu j. Therefore, from now on we
assume that Qg ≥ 0 and Rg > 0 on M. By Lemma 6.2 and 0 < ǫ j ≤ e−R j ,
R jM
− 2
n−4
j ≤ dg(p j, x j) ≤
δ2
2
.
Let x = (x1, ..., xn) be the geodesic normal coordinates centered at x j. Denote y = d−1j x where
d j = dg(p j, x j). We do rescaling
v j(y) = d
n−4
2
j u j(expx j (d jy)), |y| ≤ 2.
Then v j satisfies
Ph jv j(y) =
n − 4
2
¯Qv j(y) n+4n−4 , |y| ≤ 2,
where h j = d−2j g j so that (h j)pq(y) = (g)pq(d jy). The metrics h j depend on j. But since d j has
uniform upper bound, the sequence of metrics stays in compact sets with strong norms and all
the results in Lemma 6.5 hold uniformly for j. Also, the conclusion of Lemma 6.4 is scaling
invariant. Note that as the metrics h j converge to h, Green’s functions of Paneitz operators Ph j
converge to Green’s functions of Paneitz operators Ph uniformly away from the singularity. In
particular, if d j → 0 then h j converges to a flat metric on B2(0) so that in proof of Proposition
9.4, G(p, x¯) will be replaced by cn|y|4−n in Euclidean balls with cn in (2.1). Therefore, Lemma
6.5 holds for v j so that
max
|x|=1
v j(0)v j(x) ≤ C,
which shows that
M ju j(p j)dg(p j, x j)4−n ≤ C,
contradicting with (6.45). We have proved (6.19) in B δ2
2
(x¯). By Lemma 6.1 the inequality (6.19)
holds in Bδ1(x¯).
The same properties for ξ j in Lemma 6.5 now hold for M ju j in B δ2
2
(x¯). Up to a subsequence
M ju j → v in C4loc(B δ22 (x¯))
where
Pgv = 0 in B δ2
2
(x¯).
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By Remark 6.1, v > 0 in B δ2
2
(x¯). Since x¯ is an isolated simple blowup point, the same ar-
gument in Lemma 6.5 shows that r n−42 v¯(r) is non-increasing for 0 < r < δ22 , where v¯(r) =
|∂Br(x¯)|−1
´
∂Br(x¯) vdsg. Combining with the Harnack inequality, it implies that v is not regular at
x¯. Also, v satisfies the condition in Proposition 9.4. By Proposition 9.4, we obtain (6.20). This
completes the proof of Proposition 6.3.

As an easy consequence of Proposition 6.3 and by standard interior estimates of the elliptic
equation (1.2), we have
Corollary 6.6. Under the condition in Lemma 6.4, there exists δ2 > 0 independent of j such
that for R jM−
2
n−4
j ≤ dg(p, x j) ≤ δ2
|∇kgu j(p)| ≤ C M−1j dg(p, x j)4−n−k for 0 ≤ k ≤ 4,(6.46)
where M j = u j(x j), and C is a constant independent of j. Let x be geodesic normal coordinates
of (Ω, g) centered at x j. Then for any fixed r ≤ δ2, there exists C > 0 depending on |g|C3(Ω) such
that
|
ˆ
dg(p,x j)≤r
(x · ∇u + n − 4
2
u)(∆2 − Pg)udx| ≤ CM−
4
n−4+o(1)
j(6.47)
with the term o(1) → 0 as j →∞.
Proof. Inequality (6.46) is a direct consequence of Proposition 6.3 and standard interior esti-
mates of the elliptic equation (1.2). We will next establish (6.47). Note that 0 < ǫ j ≤ e−R j .
Using the estimates (6.46), (6.10) and (6.12), and recall the error bound (5.1), we haveˆ
|x|≤R j M
− 2
n−4
j
|(x · ∇u + n − 4
2
u)(∆2 − Pg)u| dx
≤
ˆ
|x|≤R j M
− 2
n−4
j
C(|x||Du(x)| + u(x))(|x|2|D4u(x)| + |x| |D3u(x)| + |D2u(x)| + |Du(x)| + u(x))dx
≤ C
ˆ
|y|≤R j
M j(1 + 4−1|y|2)− n−42 M j(1 + 4−1|y|2)− n−42 −1M
4
n−4
j M
− 2nn−4
j dy
= CM−
4
n−4
j
ˆ
|y|≤R j
(1 + 4−1|y|2)3−ndy = CM− 4n−4+o(1)j , and
ˆ
R jM
− 2
n−4
j ≤|x|≤r
|(x · ∇u + n − 4
2
u)(∆2 − Pg)u| dx
≤
ˆ
R jM
− 2
n−4
j ≤|x|≤r
C(|x||Du(x)| + u(x))(|x|2|D4u(x)| + |x| |D3u(x)| + |D2u(x)| + |Du(x)| + u(x))dx
≤ C
ˆ
R jM
− 2
n−4
j ≤|x|≤r
M−2j |x|
6−2n dx
≤ CM−
4
n−4+o(1)
j ,
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where the term o(1) → 0 as j →∞ and C > 0 is a constant depending on |g|C3(Ω). Therefore,ˆ
|x|≤r
|(x · ∇u + n − 4
2
u)(∆2 − Pg)u| dx ≤ CM−
4
n−4+o(1)
j for R jM
− 2
n−4
j ≤ r,
where C > 0 is a constant independent of j and the term o(1) → 0 as j → ∞.
For n = 5, it is good for the discussion to come. For n ≥ 6, better estimate is needed in order
to cancel the error terms in the Pohozaev identity. By (6.10),
u j(expx j (x)) ≤ 2M j(1 + 4−1M
4
n−4
j |x|
2)− n−42 , for |x| ≤ R jM−
2
n−4
j .
Combining with Proposition 6.3, we have
u j(expx j(x)) ≤ C min{M j(1 + 4−1M
4
n−4
j |x|
2)− n−42 , CM−1j |x|4−n}
≤ C M j(1 + 4−1M
4
n−4
j |x|
2)− n−42 , for |x| ≤ δ2.
For n = 6, ˆ
|x|≤r
|(x · ∇u + n − 4
2
u)(∆2 − Pg)u| dx
≤ C
ˆ M 2n−4j r
1
M−2j M
2(n−6)
n−4
j |y|
5−nd|y|
≤ CM−
4
n−4
j ln(M
2
n−4
j r), for R jM
− 2
n−4
j ≤ r,
For n ≥ 7, ˆ
|x|≤r
|(x · ∇u + n − 4
2
u)(∆2 − Pg)u| dx
≤ C
ˆ M 2n−4j r
1
M−2j M
2(n−6)
n−4
j |y|
5−nd|y|
≤ CM−
4
n−4
j , for R jM
− 2
n−4
j ≤ r,
For the term M2j
´
|x|≤r
|Qg| (u2j + |x| |Du j| u j)dx with r > 0 fixed,
M2j
ˆ
|x|≤r
|Qg| (u2j + |x| |Du j| u j) dx ≤ C M2j
ˆ rM 2n−4j
0
M2j (1 + |y|)8−2nM−
2n
n−4
j |y|
n−1d|y|
≤ C M2−
8
n−4
j
ˆ rM 2n−4j
0
(1 + |y|)7−nd|y|
For n = 6,
M2j
ˆ
|x|≤r
|Qg| (u2j + |x| |Du j| u j) dx ≤ C r2.
For n = 7,
M2j
ˆ
|x|≤r
|Qg| (u2j + |x| |Du j| u j) dx ≤ C r.
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These are good terms. For later use, estimates on the term M2j
´
|x|≤r
(u j + |x| |Du j|) |D2u j| dx will
be needed for n = 6; while for n = 7, estimates on the term M2j
´
|x|≤r
(u j + |x| |Du j|) (|Du j| +
|D2u|) dx is needed.

Proposition 6.7. Let (Mn, g) be a closed Riemannian manifold of dimension n = 5 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j} be a sequence of positive
solutions to (1.2) and x j → x¯ be an isolated simple blowup point so that
u j(x j)u j(p) → h(p) in C4,αloc (Bδ2(x¯) − {x¯}),
for some 0 < α < 1. Assume that for some constants a > 0 and A,
h(p) = adg(p, x¯)n−4 + A + o(1) as dg(p, x¯) → 0.
Then A = 0.
Proof. Let x = (x1, ..., xn) be geodesic normal coordinates at x j. Denote Ωγ, j = Bγ(x j) for
γ < δ22 . Then Ωγ, j → Ωγ = Bγ(x¯). By the Pohozaev identity,ˆ
∂Ωγ, j
n − 4
2
(u j ∂
∂ν
(∆u j) − ∆u j ∂
∂ν
u j) + ((x · ∇u j) ∂
∂ν
(∆u j) − ∂
∂ν
(x · ∇u j)∆u j + 12(∆u j)
2x · ν)ds
=
ˆ
Ωγ, j
(x · ∇u j + n − 42 u j)(∆
2 − Pg)u j dx + (n − 4)
2
4n
¯Q
ˆ
∂Ωγ, j
(x · ν)u 2nn−4j dx.
Multiplying M2j = u j(x j)2 on both sides of the identity and taking limit limγ→0+ lim sup j→∞ on
both sides, we have that by Corollary 6.6,
lim
γ→0
lim sup
j→∞
M2j
ˆ
Ωγ, j
(x · ∇u j + n − 42 u j)(∆
2 − Pg)u j dx = 0,
and
lim
γ→0
[
ˆ
∂Ωγ
n − 4
2
(h ∂
∂ν
(∆h) − ∆h ∂
∂ν
h) + ((x · ∇h) ∂
∂ν
(∆h) − ∂
∂ν
(x · ∇h)∆h + 1
2
(∆h)2x · ν)ds]
= lim
γ→0
lim sup
j→∞
M2j
ˆ
∂Ωγ, j
[n − 4
2
(u j ∂
∂ν
(∆u j) − ∆u j ∂
∂ν
u j) + ((x · ∇u j) ∂
∂ν
(∆u j)
−
∂
∂ν
(x · ∇u j)∆u j + 12(∆u j)
2x · ν)]ds
= lim
γ→0
lim sup
j→∞
(n − 4)2
4n
¯QM−
8
n−4
j
ˆ
∂Ωγ, j
(x · ν)(M j u j) 2nn−4 dx = 0.
By assumption,
lim
γ→0
[
ˆ
∂Ωγ
n − 4
2
(h ∂
∂ν
(∆h) − ∆h ∂
∂ν
h) + ((x · ∇h) ∂
∂ν
(∆h) − ∂
∂ν
(x · ∇h)∆h + 1
2
(∆h)2x · ν)ds]
= lim
γ→0
ˆ
∂Ωγ
(n − 4)2(n − 2)aA|x|1−nds
= (n − 4)2(n − 2)aA|Sn−1|,
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where |Sn−1| is area of (n − 1)−dimensional round sphere. Therefore,
A = 0.

Remark 6.2. Corollary 6.6 is not enough to prove Proposition 6.7 for manifolds of dimension
n = 6 and n = 7. Let U0(r) = (1 + 4−1r2)− n−42 be a solution to
∆
2U0 =
n − 4
2
¯QU
n+4
n−4
0(6.48)
on Rn with dimension n = 6 or 7. The linearized equation of (6.48) is
∆
2φ(y) = n + 4
2
¯QU0(y) 8n−4φ(y)(6.49)
for y ∈ Rn. As in [21], if we can show that for any solution φ to (6.49) with φ(y) → 0 as y → ∞
it holds that
φ(z) = c0(z · ∇U0(z) + n − 42 U0(z)) +
n∑
j=1
c j∂z jU0(z), z ∈ Rn,
with c0, ..., cn some constant, then we can prove that |v j(y) − U0(y)| ≤ CM−2j for |y| ≤ rM
2
n−4
j
where v j(y) = M−1j u j(M
− 2
n−4
j y) and C > 0 is a constant independent of j. This combining with
Green’s representation leads to the better estimate
|
ˆ
dg(p,x j)≤r
(x · ∇u + n − 4
2
u)(∆2 − Pg)udx| = o(1)M−2j ,(6.50)
in conformal normal coordinates and the corresponding conformal metric g. Then Proposition
6.7 still holds for n = 6 and n = 7 in conformal normal coordinates and the corresponding
conformal metric g.
7. From isolated blowup points to isolated simple blowup points
In this section we show that an isolated blowup point is an isolated simple blowup point.
Proposition 7.1. Let (Mn, g) be a closed Riemannian manifold of dimension n = 5 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j} be a sequence of positive
solutions to (1.2) and x j → x¯ be an isolated blowup point. Let M j = u j(x j). Then x¯ is an
isolated simple blow up point.
Proof. We prove the Proposition by contradiction argument. Assume that x¯ is not an isolated
simple blow up point. Then there exists two critical point of r n−42 u¯ j(r) in (0, µ j) with µ j → 0 up
to as subsequence as j → ∞. By Lemma 6.2 and let 0 < ǫ j < e−R j , r n−42 u¯ j(r) has precisely one
critical point in (0,R jM−
2
n−4
j ). We choose µ j to be the second critical point of r
n−4
2 u¯ j(r) so that
µ j ≥ R jM
− 2
n−4
j and by assumption µ j → 0.
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Let x = (x1, ..., xn) be the geodesic normal coordinates centered at x j, and let y = µ−1j x.
For simple notations, we assume δ2 = 1. We define the scaled metric h j = µ−2j g so that
(h j)pq(µ−1j x)dxpdxq = gpq(x)dxpdxq, and
ξ j(y) = µ
n−4
2
j u j(expx j(µ jy)), for |y| < µ−1j .
We denote ¯ξ j as spherical average of ξ j in the usual way. Then we have
Ph jξ j(y) =
n − 4
2
¯Qξ j(y) n+4n−4 , |y| < µ−1j ,(7.1)
|y|
n−4
2 ξ j(y) ≤ C, |y| < µ−1j ,(7.2)
lim
j→∞
ξ j(0) = ∞,(7.3)
−
4(n − 1)
n − 2
∆h jξ
n−2
n−4
j + Rh jξ
n−2
n−4
j ≥ 0, |y| < µ
−1
j ,(7.4)
r
n−4
2 ¯ξ j(r) has precisely one critical point in 0 < r < 1,(7.5)
d
dr (r
n−4
2 ¯ξ j(r)) = 0 at r = 1.(7.6)
Therefore {0} is an isolated simple blowup point of the sequence {ξ j}. Note that the Remark 6.1
holds for u j so that
ξ j(0)ξ j(y) ≥ C|y|4−n for |y| ≥ µ−1j R jM−
2
n−4
j ,(7.7)
where µ−1j R jM
− 2
n−4
j ≤ 1. By Lemma 6.1, there exists C > 0 independent of j and k so that for
any k ∈ R,
max
2k≤|y|≤2k+1
ξ j(0)ξ j(y) ≤ C min
2k≤|y|≤2k+1
ξ j(0)ξ j(y), when 2k+1 < µ−1j
δ2
3 .(7.8)
Note that Qh j ≥ 0 and Rh j > 0 in M. Also the metrics h j are all well controlled in |y| ≤ 1. In
proof of Lemma 6.4 the maximum principle holds for h j and the coefficients of the test function
are still uniformly chosen for h j so that the estimate in Lemma 6.4 holds for each ξ j in |y| ≤ ˜δ2
for some ˜δ2 < 1 independent of j. Similarly Proposition 6.3 holds for ξ j in |y| ≤ ˜δ2. This
combining with (7.7) and (7.8) implies
C(K)−1 ≤ ξ j(0)ξ j(y) ≤ C(K)
for K ⊂⊂ Rn − {0} when j is large, h j converges to the flat metric and there exists a > 0 so that
ξ j(0)ξ j(y) converges to
h(y) = a|y|4−n + b(y) in C4loc(Rn − {0}),
where b(y) ∈ C4(Rn) satisfies
∆
2b = 0
in Rn. Here h > 0 in Rn − {0}. Also,
−∆h(y) n−2n−4 ≥ 0, |y| > 0.(7.9)
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Moreover, for a fixed point y0 in |y| = 1, by (7.8),
h(y) ≤ |y|2+ ln Cln 2 h(y0),
for |y| ≥ 1. Since h > 0 for |y| > 0, it follows that b(y) is a polyharmonic function of polynomial
growth on Rn. Therefore, b(y) must be a polynomial in Rn, see [2]. Non-negativity of h near
infinity implies that b(y) is of even order. Then either b(y) is a non-negative constant or b(y) is
a polynomial of even order with order at least two and b(y) is non-negative at infinity. The later
case contradicts with (7.9) for y near infinity. Therefore, b(y) must be a non-negative constant
on Rn and
h(y) = a|y|4−n + b
with a constant a > 0 and a constant b.
By (7.6),
d
dr (r
n−4
2 h(r)) = 0 at r = 1.
We then have b = a > 0, which contradicts with Proposition 6.7. In fact, Proposition 6.7
applies to isolated simple blowup points with respect the sequence of metrics {h j} with uniform
curvature bound and uniform bound of injectivity radius with the property that Qh j > 0 and
Rh j > 0. 
8. Compactness of solutions to the constant Q-curvature equations
Based on Proposition 6.3 and Proposition 7.1, proof of compactness of the solutions is more
or less standard, see in [19]. But again we need to deal with the limit of the blowup argument
carefully, see Lemma 8.1 and Proposition 8.3.
We first show that there are no bubble accumulations.
Lemma 8.1. Let (Mn, g) be a closed Riemannian manifold of dimension 5 ≤ n ≤ 9 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. For any given ǫ > 0 and large
constant R > 1, there exist some constant C1 > 0 depending on M, g, ǫ, R, ‖Qg‖C1(M) such that
for any solution u to (1.2) and any compact subset K ⊂ M satisfying
max
p∈M−K
d(p, K) n−42 u(p) ≥ C1, if K , ∅, and
max
p∈M
u(p) ≥ C1, if K = ∅,
we have that there exists some local maximum point p′ of u in M−K with B
R u(p′)− 2n−4 (p
′) ⊂ M−K
satisfying
‖u(p′)−1u(expp′(u(p′)−
2
n−4 y)) − (1 + 4−1|y|2)− n−42 ‖C4(|y|≤2R) < ǫ.(8.1)
Proof. We argue by contradiction. That is to say, there exist a sequence of compact subsets K j
and a sequence of solutions u j to (1.2) on M such that
max
p∈M−K j
d(p, K j) n−42 u(p) ≥ j,
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with d(p, K j) = 1 when K j = ∅, but no point satisfies (8.1). We choose x j ∈ M − K j satisfying
dg(x j, K j) n−42 u j(x j) = max
p∈M−K j
dg(p, K j) n−42 u j(p).
We then define
v j(y) = u j(x j)−1u j(expx j(u j(x j)−
2
n−4 y)), for |y| ≤ R j = 14u j(x j)
2
n−4 dg(x j, K j).
Let h j = u j(x j) 4n−4 g. The resecaled function v j satisfies
Ph jv j =
n − 4
2
¯Qv
n+4
n−4
j ,(8.2)
and by Theorem 2.1,
∆h jv j ≤
(n − 4)
4(n − 1)Rh jv j.(8.3)
We will analyze limit of the sequence {v j} as in Theorem 4.3 and conclude that (8.1) indeed
holds. By assumption,
R j =
1
4
u j(x j) 2n−4 dg(y j, K j) ≥ 14 j
2
n−4 ,
and
dg(expx j (u j(x j)−
2
n−4 y), K j) ≥ 12dg(x j, K j), for |y| ≤ R j.
It follows that
0 < v j(y) = u j(x j)−1u j(expx j(u j(x j)−
2
n−4 y))
≤ u j(x j)−1dg(expx j(u j(x j)−
2
n−4 y), K j)− n−42 dg(x j, K j) n−42 u j(x j)
≤ 2 n−42 , for |y| ≤ R j.
Standard elliptic estimates imply that up to a subsequence,
v j → v in C4loc(Rn),
with v satisfying
∆
2v =
n − 4
2
¯Qv n+4n−4 in Rn,
v(0) = 1, 0 ≤ v ≤ 2 n−42 in Rn,
∆v ≤ 0, in Rn.
By strong maximum principle, v > 0 in Rn. Then by the classification theorem of C.S. Lin
([20]),
v(y) = ( λ
1 + 4−1λ2|y − y¯|2
) n−4
2 in Rn,
with v(0) = 1 and v(y) ≤ λ n−42 ≤ 2 n−42 . Therefore, |y¯| ≤ C(n) with C(n) > 0 only de-
pending on n. We choose y j to be the local maximum point of v j converging to y¯. Then
29
p j = expx j(u j(x j)−
2
n−4 y j) ∈ M − K j is a local maximum point of u j. We now repeat the blowup
argument with x j replaced by p j and u j(x j) replaced by u j(p j) and obtain the limit
v(y) = (1 + 4−1|y|2)− n−42 in Rn.
Therefore, for large j, there exists p j ∈ M − K j so that (8.1) holds. This contradicts with the
assumption. Therefore, the proof of the lemma is completed. 
Lemma 8.2. Let (Mn, g) be a closed Riemannian manifold of dimension 5 ≤ n ≤ 9 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. For any given ǫ > 0 and a large
constant R > 1, there exist some constants C1 > 0 and C2 > 0 depending on M, g, ǫ, R,
‖Qg‖C1(M) such that for any solution u to (1.2) with
max
p∈M
u(p) > C1,
there exists some integer N = N(u) depending on u and N local maximum points {p1, ..., pN} of
u such that
i) for i , j,
Bγi(pi)
⋂
Bγ j(p j) = ∅,
with γ j = Ru(p j)− 2n−4 and Bγ j(p j) the geodesic γ j-ball centered at p j, and
‖u(p j)−1u(expp j(u(p j)−
2
n−4 y)) − (1 + 4−1|y|2)− n−42 ‖C4(|y|≤2R) < ǫ,(8.4)
where y = u(p j) 2n−4 x, with x geodesic normal coordinates centered at p j, and |y| =√
(y1)2 + .. + (yn)2.
ii) for i < j, dg(pi, p j) n−42 u(p j) ≥ C1, while for p ∈ M
dg(p, {p1, .., pn}) n−42 u(p) ≤ C2.
Proof. We will use Lemma 8.1 and prove the lemma by induction. To start, we apply Lemma
8.1 with K = ∅. We choose p1 to be a maximum point of u and (8.4) holds. Next we let
K = Bγ1(p1).
Assume that for some i0 ≥ 1, i) in the lemma holds for 1 ≤ j ≤ i0 and 1 ≤ i < j, and also
dg(pi, p j) n−42 u(p j) ≥ C1 with p j chosen as in Lemma 8.1 by induction.( This holds for i0 = 1.)
Then we let K = ⋃i0j=1 Bγ j(p j). It follows that for ǫ > 0 small, for any p such that dg(p, p j) ≤ 2γ j
with 1 ≤ j ≤ i0, we have
dg(p, {p1, .., pi0})
n−4
2 u(p) ≤ dg(p, p j) n−42 u(p) ≤ 2dg(p, p j) n−42 u(p j)
≤ 2(2Ru(p j)− 2n−4 ) n−42 u(p j) = 2 n−22 R n−42 ,
and therefore, for p ∈ ⋃i0j=1 B2γ j(p j),
dg(p, {p1, .., pi0})
n−4
2 u(p) ≤ 2 n−22 R n−42 .(8.5)
If for all p ∈ M
dg(p, {p1, .., pi0})
n−4
2 u(p) ≤ C1,
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the induction stops. Else, we apply Lemma 8.1, and we denote pi0+1 as the local maximum point
y0 obtained in Lemma 8.1 so that
B
R u(pi0+1)
− 2
n−4
(pi0+1) ⊂ M − K.
Therefore, i) in the lemma holds for i0 + 1. Also, by assumption, dg(p j, pi0+1)
n−4
2 u(pi0+1) > C1.
By the same argument, (8.5) holds for i0 replaced by i0 + 1. The induction must stop in a finite
time N = N(u), since ´M u 2nn−4 dVg is bounded and thatˆ
Bγ j (p j)
u
2n
n−4 dVg
is bounded below by a uniform positive constant. It is clear now that for p ∈ M −⋃Nj=1 Bγ j(p j),
d(p, {p1, .., pN}) n−42 u(p) ≤ 2 n−42 d(p,
N⋃
j=1
Bγ j(p j))
n−4
2 u(p) ≤ 2 n−42 C1.
By induction, (8.5) holds for i0 replaced by N. We set C2 = 2 n−22 R n−42 + 2 n−42 C1. This proves the
lemma. 
The next proposition rules out the bubble accumulations.
Proposition 8.3. Let (Mn, g) be a closed Riemannian manifold of dimension n = 5 with Rg ≥ 0,
and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. For ǫ > 0 small enough and a constant
R > 1 large enough, there exists γ > 0 depending on M, g, ǫ,R, ‖Rg‖C1(M) and ‖Qg‖C1(M) such
that for any solution u to (1.2) with maxp∈M u(p) > C1, we have
d(pi, p j) ≥ γ,
for 1 ≤ i, j ≤ N and i , j, where N = N(u), p j = p j(u), pi = pi(u) and C1 are defined in Lemma
8.2.
Proof. Suppose the proposition fails, which implies that there exist ǫ > 0 small and R > 0 large
and a sequence of solutions u j to (1.2) such that maxp∈M u j(p) > C1 and
lim
j→∞
min
i,k
d(pi(u j), pk(u j)) = 0.
We denote p j,1 and p j,2 to be the two points realizing minimum distance in {p1(u j), .., pN(u j)} of
u j constructed in Lemma 8.2. Let γ¯ j = dg(p j,1, p j,2). Since
B
Ru j(p1, j)−
2
n−4
(p1, j)
⋂
B
Ru j(p2, j)−
2
n−4
(p2, j) = ∅,
we have that u j(p1, j) → ∞ and u j(p2, j) → ∞.
Let x = (x1, .., xn) be geodesic normal coordinates centered at p1, j, y = γ¯−1j x, expp1, j(x) be
exponential map under the metric g. We define the scaled metric h j = γ¯
4
n−4
j g, and the rescaled
function
v j(y) = γ¯
2
n−4
j u j(expp1, j(γ¯ jy)).
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It follows that v j satisfies v j > 0 in |y| ≤ γ¯−1j r0 and that
Ph jv j(y) =
n − 4
2
¯Qv j(y) n+4n−4 , for |y| ≤ γ¯−1j r0,(8.6)
∆h jv j ≤
(n − 4)
4(n − 1)Rh jv j, for |y| ≤ γ¯
−1
j r0,(8.7)
where r0 is half of the injectivity radius of (M, g). We define yk = yk(u j) ∈ Rn such that
expp1, j (γ¯ jyk) = pk for the points pk(u j). It follows that for pk , p1, j,
|yk| ≥ 1 + o(1)
with o(1) → 0 as j → ∞. Let y2, j ∈ Rn be so that p2, j = expp1, j(γ¯ jy2, j). Then
|y2, j| → 1 as j →∞.
It follows that there exists y¯ ∈ Rn with |y¯| = 1 such that up to a subsequence,
y¯ = lim
j→∞
y2, j.
By Lemma 8.2,
γ¯ j ≥ C max{Ru j(p1, j)− 2n−4 , Ru j(p2, j)− 2n−4 }.
Therefore, we have
v j(0) ≥ C3, v j(y2, j) ≥ C3 for some C3 > 0 independent of j,
yk is a local maximum point of v j for all 1 ≤ k ≤ N(u j),
min
1≤k≤N(u j)
|y − yk|
n−4
2 v j(y) ≤ C2 for all |y| ≤ γ¯−1j .
We claim that
v j(0) → ∞, and v j(y2, j) → ∞.(8.8)
To see this, we first assume that one of them tends to infinity up to a subsequence, say v j(0) → ∞
for instance. It is clear that 0 is an isolated blowup point, and by Proposition 7.1 it is an
isolated simple blowup point. Then v j(y2, j) → ∞ in this subsequence since otherwise, by the
control (8.4) at p2, j in Lemma 8.2 and the rescaling, v j is uniformly bounded in a uniform
neighborhood of y2, j and therefore by Harnack inequality (6.1) and Proposition 6.3, v j → 0
near p2, j, contradicting with v j(y2, j) ≥ C3. If both v j(0) and v j(y2, j) are uniformly bounded,
similar argument shows that v j is uniformly bounded on any fixed compact subset of Rn. Then
as discussed in Lemma 8.1, v j → v in C4loc(Rn) with v > 0 and
∆
2v =
n − 4
2
¯Qv n+4n−4
in Rn. Also, 0 and y¯ are local maximum points of v. That contradicts with the classification
theorem in [20]. The claim is established. Therefore, both 0 and y¯ are isolated simple blowup
points of v j. Let K0 be the set of blowup points of {v j} after passing to a subsequence. It is clear
that 0, y¯ ∈ K0 and for any two distinct points y, z ∈ K, dg(y, z) ≥ 1. By Proposition 6.3, v j(0)v j
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is uniformly bounded in any fixed compact subset of Rn − K0. Multiplying v j(0) on both sides
of (8.6) and (8.7), we have that up to a subsequence,
lim
j
v j(0)v j → F ≥ 0 in C4loc(Rn − K0),
such that
∆
2F = 0, in Rn − K0,(8.9)
∆F ≤ 0, in Rn − K0.(8.10)
Since all the blowup points in K0 are isolated simple blowup points, by Proposition 6.3,
F(y) = a1|y|4−n + Φ1(y) = a1|y|4−n + a2|y − y¯|4−n + Φ2(y)
for y ∈ Rn − K0 with the constants a1, a2 > 0. Moreover, Φ2 ∈ C4(Rn − (K0 − {0, y¯})) and Φ2
satisfies (8.9) in Rn − (K0 − {0, y¯}). We define ξ = ∆Φ1 in Rn − (K0 − {0}). By (8.10), F > 0 in
R
n − K0. Therefore,
lim inf
|y|→∞
Φ1(y) = lim inf
|y|→∞
(F(y) − a1|y|4−n) ≥ 0,(8.11)
lim inf
|y|→∞
ξ(y) = lim inf
|y|→∞
∆(F(y) − a1|y|4−n) ≤ 0.(8.12)
Moreover, ξ < 0 near any isolated point in Rn − (K0 − {0}) by Proposition 6.3. Applying strong
maximum principle to ξ and the equation
∆ξ = ∆2(F − a1|y|4−n) = 0
in Rn − (K0 − {0}), we have that
ξ = ∆Φ1 < 0
in Rn − (K0 − {0}). Since Φ1 > 0 near any isolated point in Rn − (K0 − {0}) by Proposition 6.3,
and also (8.11) holds, applying strong maximum principle to Φ1 and ∆Φ1 < 0 in Rn− (K0−{0}),
we have that Φ1 > 0 in Rn − (K0 − {0}). It follows that
F(y) = a1|y|4−n + Φ1(0) + O(|y|) with Φ1(0) > 0 near y = 0,
contradicting with Proposition 6.7.(It is easy to check that Proposition 6.7 applies for the scaled
metrics h j instead of g.) Proposition 8.3 is then established. 
We are now ready to prove the compactness theorem of positive solutions to the equation
(1.2).
Proof of Theorem 1.2. By Lemma 2.3 and ellipticity theorem for (1.2), we only need to show
that there is a constant C > 0 depending on M and g such that
u ≤ C.
Suppose the contrary, then there exists a sequence of positive solutions u j to (1.2) such that
max
p∈M
u j →∞
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as j → ∞. By Proposition 8.3, after passing to a subsequence, there exists N isolated simple
blowup points p1, j → p1, ..., pN, j → pN with N ≥ 1 independent of j. Applying Proposition
6.3, we have that up to a subsequence,
u j(p1, j)u j(p) → F(p) =
N∑
k=1
akGg(pk, p) + b(p) in C4loc(M − {p1, .., pN}),
where a1 > 0, ..., aN > 0 are some constants, Gg is Green’s function of Pg under the metric g
and b(p) ∈ C4(M) satisfying
Pgb = 0
in M. Since Qg ≥ 0 on M with Qg > 0 at some point, by the strong maximum principle of Pg,
b = 0 in M. We know that Gg(pk, p) > 0 for 1 ≤ k ≤ N by Theorem 2.1. Let x = (x1, .., xn) be
conformal normal coordinates( see [16]) centered at p1, j( resp. p1) with respect to the conformal
metric h j = φ
− 4
n−4
j g(resp. h = φ−
4
n−4 g) such that
det(hi j) = 1 + O(|x|10n).
Then there exists C1 > 0 independent of j such that
C−11 ≤ φ j ≤ C1,
and
‖φ j − φ‖C5(M) → 0 as j → ∞.
As shown in Theorem 2.1, under the conformal normal coordinates x centered at p1, the Green’s
function under metric h satisfies
Gh(p1, p) = φ2(p)Gg(p1, p) = dh(p1, p)4−n + A + o(1)
near p1 with the constant A > 0 and o(1) → 0 as p → p1. Therefore,
φ(p)2F(p) = a1dh(p1, p)4−n + B + o(1)
with B = a1A +
∑N
k=2 akφ(p1)2Gg(pk, p1) > 0 and o(1) → 0 as p → p1. Note that since φ j are
uniformly controlled in the construction of conformal normal coordinates and the corresponding
metrics, the conclusions in Corollary 6.6 and consequently in Proposition 6.7 still hold for g
replaced by the conformal metrics h j and u j replaced by u˜ j = φ ju j. This leads to a contradiction.
Therefore, Theorem 1.2 is established. 
9. Appendix: Positive solutions of certain linear fourth order elliptic equations in
punctured balls
Assume Bδ(x¯) is a geodesic δ-ball on Rn under the metric g with 2δ less than the injectivity
radius. For application, for 5 ≤ n ≤ 9 it could sometime be assumed as a geodesic δ-ball
embedded in a closed Riemannian manifold (Mn, g), where (M, g) is as in Proposition 6.3.
Lemma 9.1. Let u ∈ C4(Bδ(x¯) − {x¯}) be a solution to
Pgu = 0 in Bδ(x¯) − {x¯}.(9.1)
If u(p) = o(dg(p, x¯))4−n as p → x¯, then u ∈ C4,αloc (Bδ(x¯)) for 0 < α < 1.
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Proof. The proof is standard.
Step 1. We show that (9.1) holds in Bδ(x¯) in distribution sense.
To see this, given any small ǫ > 0, we define the cutoff function ηǫ on Bδ(x¯) with 0 < ηǫ < 1
so that
ηǫ(p) = 1 for dg(p, x¯) ≤ ǫ,
ηǫ(p) = 0 for dg(p, x¯) ≥ 2ǫ,
|∇ηǫ(p)| ≤ Cǫ−1 for ǫ ≤ dg(p, x¯) ≤ 2ǫ.
For any given φ ∈ C∞c (Bδ(x¯)) we multiply φ(1 − ηǫ) on both side of (9.1) and do integration by
parts, ˆ
Bδ(x¯)
Pg(φ(1 − ηǫ))udVg = 0.
Let ǫ → 0, thenˆ
Bδ(x¯)
Pgφ(1 − ηǫ)udVg = O(1)(Cǫ−4
ˆ
B2ǫ(x¯)−Bǫ (x¯)
|u|) + C
ˆ
Bǫ(x¯)
|u| → 0,
where in the last step we have used u(p) = o(dg(p, x¯))4−n. Therefore, Step 1 is established.
Step 2. The assumption of u near x¯ implies that u ∈ Lploc(Bδ(x¯)) for any 1 < p < nn−4 . By W4,p
estimates of the elliptic equation we obtain that u ∈ W4,ploc (Bδ(x¯)), see [1] for instance. Then
standard bootstrap argument gives u ∈ C4,αloc (Bδ(x¯)).

For later use, we now employ Lemma 9.2 from [19] without proof.
Lemma 9.2. There exists some constant 0 < δ0 ≤ δ depending on n, ‖gi j‖C2(Bδ(x¯)) and ‖Rg‖L∞(Bδ(x¯))
such that the maximum principle for −4(n−1)
n−2 ∆g + Rg holds on Bδ0(x¯), and there exists a unique
G1(p) ∈ C2(Bδ0(x¯) − {x¯}) satisfying
−
4(n − 1)
n − 2
∆gG1 + RgG1 = 0 in Bδ0(x¯) − {x¯},
G1 = 0 on ∂Bδ0(x¯),
lim
p→x¯
dg(p, x¯)n−2G1(p) = 1.
Furthermore, G1(p) = dg(p, x¯)2−n + R(p) where R(p) satisfies for all 0 < ǫ < 1 that
dg(p, x¯)n−4+ǫ |R(p)| + dg(p, x¯)n−3+ǫ |∇R(p)| ≤ C(ǫ), p ∈ Bδ0(x¯), n ≥ 4,
where C(ǫ) depends on ǫ, n, ‖gi j‖C2(Bδ(x¯)) and ‖Rg‖L∞(Bδ(x¯)).
Lemma 9.3. Suppose a positive function u ∈ C4(Bδ(x¯) − {x¯}) satisfies (9.1) in Bδ(x¯) − {x¯}, and
assume that there exists a constant C > 0 such that for 0 < r < δ, the Harnack inequality holds:
max
dg(p,x¯)=r
u(p) ≤ C min
dg(p,x¯)=r
u(p).
If moreover,
−
4(n − 1)
n − 2
∆gu
n−2
n−4 + Rgu
n−2
n−4 ≥ 0 in Bδ(x¯) − {x¯},
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then
a = lim sup
p→x¯
dg(p, x¯)n−4u(p) < +∞.
Proof. If the lemma is not true, then for any A > 0, there exists ri → 0+ satisfying
u(p) > A r4−ni , for all dg(p, x¯) = ri.
Let vA = A
n−2
n−4
2 G1 with G1 in Lemma 9.2. For i large, by maximum principle,
u(p) n−2n−4 ≥ vA(p) for ri < dg(p, x¯) < δ0.
As i → ∞, it holds that
u(p) n−2n−4 ≥ vA(p) for 0 < dg(p, x¯) < δ0.
Since A can be arbitrarily large, u(p) = ∞ in 0 < dg(p, x¯) < δ0, which is a contradiction. 
Proposition 9.4. Let u be as in Lemma 9.3. Then there exists a constant b ≥ 0 such that
u(p) = bG(p, x¯) + E(p) for p ∈ Bδ0(x¯) − {x¯},(9.2)
where G is Green’s function of Pg, ( for the existence of the Green’s function in our application,
it is limit of Green’s function of Paneitz operator of a sequence of metrics on M restricted to
certain domains, and when g is the flat metric, let G(x, y) = cn|x − y|4−n) and δ0 is defined in
Lemma 9.2. Here E ∈ C4(Bδ0(x¯)) satisfies PgE = 0 in Bδ0(x¯).
Proof. We rewrite (9.1) as
∆g(∆gu) = divg(anRgg − bnRicg)∇gu − n − 42 Qgu.
By Lemma 9.3, 0 < u(p) ≤ a1G(p, x¯) with some constant a1 > a in Bδ0(x¯) − {x¯} with δ0 > 0 in
Lemma 9.2. Combining with the interior estimates, there exists a constant C > 0 such that
|divg(anRgg − bnRicg)∇gu − n − 42 Qgu| ≤ Cd
2−n
g (p, x¯), and(9.3)
|∆gu(p)| ≤ C d2−ng (p, x¯),(9.4)
for p ∈ Bδ0(x¯) − {0}. We define G2 to be a Green’s function of ∆g on Bδ0(x¯) such that
0 < G2(p, q) ≤ Cdg(p, q)2−n,(9.5)
for some constant C > 0 and any two distinct points p and q in Bδ0(x¯). Then
φ1(p) =
ˆ
Bδ0 (x¯)
G2(p, q)(divg(anRgg − bnRicg)∇gu(q) − n − 42 Qgu(q))dVg(q)
is a special solution to the equation
∆gφ = divg(anRgg − bnRicg)∇gu − n − 42 Qgu, in Bδ0(x¯) − {x¯}.
Combining (9.3) and (9.5), we have that there exists a constant C > 0 such that
|φ1(p)| ≤ Cdg(p, x¯)4−n,
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for p ∈ Bδ0(x¯) − {x¯}. Therefore,
∆g(∆gu − φ1) = 0, in Bδ0(x¯) − {x¯}.
Since we also have (9.4), proof of Proposition 9.1 in [19] applies and there exists a constant
−C ≤ b2 ≤ C such that
(∆gu(p) − φ1(p)) = b2G1(p) + ϕ1(p), in Bδ0(x¯) − {x¯},
with G1 as in Lemma 9.2 and ϕ1 a harmonic function on Bδ0(x¯). Therefore,
∆gu(p) = b2G1(p) + φ1(p) + ϕ1(p), in Bδ0(x¯) − {x¯}.
By the same argument, there exists b3 ∈ R such that
u(p) = b3G1(p) + φ2(p) +
ˆ
Bδ0 (x¯)
G2(p, q)[b2G1(q) + φ1(q) + ϕ1(q)]dVg(q)
= b3G1(p) + φ2(p) + O(dg(p, x¯)4−n)
in Bδ0(x¯)− {x¯}, with ϕ2 a harmonic function on Bδ0(x¯). But since 0 < u(p) ≤ a1G(p, x¯), we have
b3 = 0 and
u(p) = b2
ˆ
Bδ0 (x¯)
G2(p, q)G1(q)dVg(q) + o(dg(p, x¯)4−n)
in Bδ0(x¯) − {x¯}. Therefore, there exists a constant b ≥ 0 such that
u(p) = bdg(p, x¯)4−n + o(dg(p, x¯)4−n)
= bG(p, x¯)4−n + o(dg(p, x¯)4−n).
Then by Lemma 9.1, there exists a function E ∈ C4(Bδ0(x¯)) satisfying (9.1) and
u(p) = bG(p, x¯)4−n + E(p)
for p ∈ Bδ0(x¯) − {x¯}.
This completes the proof of the proposition. 
Using Proposition 9.4, we immediately conclude the following corollary.
Corollary 9.5. For n ≥ 5, assume that u ∈ C4(Bδ0(x¯) − {x¯}) is a positive solution of (9.1) with x¯
a singular point, and also the assumptions in Lemma 9.3 holds for u. Then
lim
r→0
ˆ
Br(x¯)
(Pgu − n − 42
¯Qu)dVg = lim
r→0
ˆ
∂Br(x¯)
( ∂
∂ν
∆gu − (anRg ∂
∂ν
u − bnRicg(∇gu, ν)))dsg
= b lim
r→0
ˆ
∂Br(x¯)
∂
∂ν
∆gG(p, x¯)dsg(p) = 2(n − 2)(n − 4)|Sn−1| b > 0,
where ν is the outer unit normal and b > 0 is as in (9.2).
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