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The ATLAS Trigger and Data Acquisition (TDAQ) system selects interesting events on-line in a three-level trigger system in order to store them at a budgeted average rate of '" 400 Hz for an event size of", 1.2 MB. This paper focuses on the TDAQ data logging system. Its purpose is to receive events from the third level trigger, process them and stream the data into different raw files according to the trigger decision. The system currently in production is based on an essentially single-threaded design that is anticipated not to cope with the increase in event rate and event size foreseen as part of the ATLAS and LHC upgrade programs.
This design also severely limits the possibility of performing additional CPU-intensive tasks. Therefore, a novel design able to exploit the full power of multi-core architecture is needed.
The main challenge of such a design is the conflict between the largely parallel nature of the data-logging event processing and the constraint of sequential file writing. In this paper, we present a thread-pool based implementation of the TDAQ data-logging software. We report here on the functionality and performance of the new system and on our development experience.
I. IN TRODUC TION
F ROM March to October 201 1 the Large Hadron Collider (LHC) at CERN provided proton-proton collisions at a centre of mass energy of 7 Te V with increasing intensity at a beam crossing frequency of 20 MHz. AT LAS (A To roidal LHC ApparatuS) [1 ], one of the two general purpose exper iments at the LHC, successfully recorded '" 5 tb -1 of data, with a data taking efficiency of about 95 %. This result was made possible by the excellent performance of the AT LAS Trigger and Data Acquisition (TDAQ) system [2] .
The TDAQ system [3] , outlined in Fig. 1 , is based on three levels of online event selection. Each trigger level refines the decisions made at the previous level and, where necessary, applies additional selection criteria. Starting from the nominal beam crossing rate of 40 MHz the rate of selected events must be reduced to a budgeted average rate of '" 400 Hz for permanent storage. This requires an overall trigger rejection factor of rv 10 5 against minimum bias events, while retaining the rare new physics processes, such as Higgs boson decays.
The first trigger level (Level-I, [4] ) is implemented in custom built electronics which analyse the information coming from the muon chambers and the calorimeters to produce a coarse event selection with a maximum output event rate of 75 kHz. The other two levels are software-based, run on commodity PCs and have access to the detector data at full granularity. The second trigger level (Level-2) has tight timing constraints and thus accesses only a subset of event data in the so-called "Regions of Interest" (RoIs), defined by the Level l. Normally, a RoI corresponds to rv 2 % of the total event data. After the event selection provided by the Level-2, the maximum event rate is rv 5.5 kHz. The last trigger level, called Event Filter, analyses the full events selected by the Level-2 and sends the accepted ones to the data-logging system, with a peak event rate of rv 600 Hz.
II. THE DATA-LOGGING SYS TEM
This paper focuses on the data-logging system, called "Sub Farm Output" (SFO) for historical reasons. It consists of 5 applications running on commodity PCs with large disk arrays. The core functionality of the SFO application is to receive event data selected by the Event Filter system and save them to the appropriate raw data files.
The application buffers events in memory, decodes and associates them to stream tags and luminosity blocks. The streams are classes of events defined by the trigger algorithms. The luminosity blocks are time intervals during which the data taking conditions can be assumed to be constant. Events are written into different raw data files according to stream tag and luminosity block information. Every event is written to multiple files, one per each of its stream tags. A separate appli cation subsequently sends the files to the central mass storage facility at CERN for permanent storage. Event buffering at the application level is necessary to absorb the fluctuations in processing time and disk writing speed.
Certain classes of events, e.g. calibration events for specific AT LAS subdetectors, do not require the full event information, but only a fraction of the data. Therefore, each stream tag in the event can contain a "partial event building" list. In this case the SFO writes only a subset of the event data to the corresponding file.
The SFO application manages the creation and usage of the files, enforcing the policies outlined above and making sure that the available space on the used file-system is sufficient. While writing the data files, it calculates their checksums, to allow for integrity checks after file transfers; this is the most CPU-intensive operation currently performed by the SFO. Finally, to enable efficient off-line data processing, the SFO application stores meta-data about the files in a database that can be accessed off-line. The application also provides meaningful information about its operational status and the data flowing through it to the AT LAS on-line services. 
III. LIMI TATIONS OF THE CURRENT SYS TEM
The current SFO implementation [5] , [6] , sketched in Fig. 2 , is essentially single-threaded: while it uses multiple threads to handle connections from the Event Filter nodes and retrieve events, those events are then put in a queue from which a single thread extracts one event at a time and sequentially performs all the core operations mentioned in the previous section. While this design has served the aforementioned purposes well, it is very unlikely to scale. On the hardware currently in use its throughput is network limited, but if that limit is removed the inefficient CPU usage will be the bottleneck. It is also a major blocker for the addition of new features to the SFO application, especially if they require more CPU power than a single core can provide. An example of these features is on-line event-level data compression, which Design of the current data-logging application: multiple threads retrieve events from the network and put them in a queue; a single thread sequentially processes and writes the events in the queue.
is desirable in order to cope with future increases in data rate without imposing additional throughput and storage space requirements. Due to these limitations, the compression cur rently has to be performed off-line, as an additional processing step.
IV. NEW DESIGN

A. Constraints
Any SFO implementation is required to be subject to some external constraints dictated by the overall DAQ design and the core functionality outlined above.
The most visible requirement is that the SFO application must be completely data driven with respect to all operations involving streams: it cannot make assumptions on the presence or absence of events belonging to a given stream and must therefore handle file naming, creation, closure and meta data storage relying solely on the information gathered from the headers of the received events .
Furthermore, an SFO application cannot assume that the rate of events it receives is somehow balanced across the spectrum of all the possible stream tags. In fact, the opposite situation has to be presumed: a given group of data streams can be prevalent in respect to others. The flow of events belonging to one stream can also vary considerably during a run and even stop completely.
Since the raw data file format is strictly sequential, there is no possibility of concurrent writes to the same file. Besides, as writing an event also involves updating the file checksum, it has to be noted that this write operation is quite CPU intensive. 
B. General considerations
A more efficient CPU usage by the SFO application can be achieved through parallelisation. Like most computing problems in high energy physics, the workload of the SFO ap plication is categorised as one of the so called embarrassingly parallel workloads. The incoming data are already divided in separate events, that can be processed in parallel without communication among the threads that do that. For each event the following actions (that will be collectively referred to as "processing" for the rest of the document) must be performed: I) Decode the stream tags from the event header 2) For each stream tag specifying a partial event building list, build a data structure that can be used to access only the parts of the event that need to be saved 3) Potentially compress the full event and each stripped version of it However, as explained in the previous paragraph, while mul tiple events can be written to different raw data files concur rently, no more than one event can be written to each data file at once.
C. Task-based design
A new design, taking these considerations into account, is outlined here. The basic principle behind the design is to split the workload in "tasks". For each event:
• one task handles the processing
• multiple tasks handle the wrItmg (for each stream tag associated to the event, one task writes the event to the corresponding file) The tasks are executed by the same fixed-size thread-pool, thereby ensuring equal access to computing power to both kinds of tasks. Employing a clever scheduling policy, one can ensure that at any given time:
• any number of processing tasks can run • for each raw data file, only one task writing to it can run This ensures that access to the raw data files is properly serialised without the need of explicit locking, enabling the best possible utilisation of the computing power available.
The new design was implemented using (and inspired by) the open source C++ library Intel Threading Building Blocks (TBB) [7] , [8] . The detailed work-flow of the new design is outlined in Fig. 3 . Events are retrieved using the same multiple threads used in the old implementation (not shown) and put into a queue (labelled "Events Q." in the diagram). Each of them is then assigned to a new processing task ("PT") which is then scheduled for execution into a queue provided by TBB ("Execution Queue"). The TBB scheduler manages the execution of the enqueued tasks on an internal thread pool. When a processing task is executed by a thread, it first processes the event, then it spawns multiple writing tasks ("WT"), one for each of the files the event has to be written to. These tasks are not directly scheduled for execution. Instead, they are stored in an object ("File Queues Manager"), that provides one queue for each of the open files ("File Q.") and a special feedback mechanism. When a writing task is executed Table I HARDWARE CONFIGURATION OF THE SFO PCs by a thread, after having written the event to a file, it notifies the file queues manager that it has finished using that file. The file queues manager can now schedule another task writing to it. This mechanism ensures that no more than one writing task per file will ever be scheduled for execution.
V. PERFORMANCE TESTS
The new implementation was tested and compared with the old one in a test-bed sporting older hardware with respect to the current production system. The main characteristics are summarised in Ta ble I. The test-bed was configured to operate a single SFO machine at saturation. The dataset used consisted of real event data.
A. Comparison with the old implementation
The performance of the old and new implementations for different workloads was studied. As specified in Section II, every event is written to multiple files, one per each of its stream tags. Therefore, changing the number of tags per event Nu mber of threads changes the number of files the SFO has to write each event to. Furthermore, the writing operation has a significant CPU usage due to the checksum calculation. The plots in Fig. 4 summarise the obtained results. The top plot represents the average input throughput of the SFO machine. The bottom plot represents the CPU usage of the worker threads in the applications.
In the tested configuration, the maximum attainable through put of a single SFO machine is limited by the network bandwidth: 2 Gb/s '::: :: 250 MB/s. As the top plot of Fig. 4 shows, the old single-threaded implementation can operate at network saturation (represented by the dashed line in the plot) only when the events are assigned a single tag each. Above 2 tags per event, the load generated by its single thread exceeds the capabilities of a single CPU core, which is saturated. The throughput decreases accordingly.
On the other hand, the throughput of the new implemen tation is almost unaffected by the load: its 4 threads evenly spread the workload onto the 4 available CPU cores: none of them use more than 60% of the power of each core.
These tests are very satisfactory, proving that the new design effectively uses all the available CPU power without introducing significant bottlenecks. Moreover, even with the most demanding workload tested, the CPU is far from being saturated. This leaves plenty of legroom for additional CPU intensive event processing, e.g. on-line event compression.
B. Compression
Event compression using zlib [9] radically changes the landscape: the CPU time spent compressing events dominates with respect to the time spent calculating checksums, therefore increasing the number of stream tags per event changes the workload only slightly. The CPU is always saturated and the maximum attainable throughput is much lower. Artificially lowering the number of worker threads that the SFO is allowed to use, one can examine the scaling behaviour of the new implementation. The results of this test are summarised in Fig. 5 . The new SFO implementation scales almost linearly with the number of threads, reaching a maximum throughput of 64 MB/s. For the sake of comparison, the throughput of the compression algorithm alone measured on the same test-bed machine is 71 MB/s.
VI. CONCLUSIONS
A novel design for the AT LAS data-logging application was implemented and thoroughly tested in a test-bed setup. The results are very promising and demonstrate that the new implementation reaches the design goal of fully exploiting the multiple cores provided by current processors. The new implementation is currently being validated with tests on the production system with a view of adopting it for the 201 2 data taking period.
