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ОПТИМАЛЬНІ БАЗИСНІ ФУНКЦІЇ  
В МЕТОДІ СКІНЧЕННИХ ЕЛЕМЕНТІВ 
 
В статті пропонуються методи знаходження оптимальних базисних координатних функцій в 
методі скінченних елементів.  З кожним вузлом розбиття пов’язана своя система координатних 
функцій. Розглянуто наближений та аналітичний розв’язки.  
 
In article methods of a finding of optimal basis coordinate functions in the finite-element method are 
offered. The system of coordinate functions is connected to each node of a partition. The approximate 
and analytical solutions are considered. 
 
Історія питання. Метод скінченних елементів (МСЕ) здобув загальне 
визнання як ефективний метод розв’язання найрізноманітніших задач мате-
матичної фізики. Одна з основних ідей МСЕ – спеціальний вибір координат-
них функцій та застосування варіаційних методів. 
Широке розповсюдження методу скiнченних елементiв (МСЕ) визвало 
чисельнi дослiдження з побудови повних систем координатних  функцiй, якi 
забезпечують: 
1) потрiбний клас диференцiйовностi шуканого наближеного розв’язку 
в областi iнтегрування; 
2) необхiдний порядок збiжностi наближеного розв’язку до точного; 
3) точне задовільнення граничним умовам. 
При цьому в залежностi вiд способiв розбиття областi iнтегрування на 
елементи (прямокутнi і т.п.) при побудови повних систем одержали розпо-
всюдження кусково-ермiтовi iнтерполянти Р.Варга, Ж.Деклу, Г.И.Марчук, 
С.Г.Міхлін, Л.А.Оганесян та Л.А.Руховець, С.Б.Стечкін та Ю.Н.Суботін, 
Г.Стренг та Д.Фікс; Ф.С’ярле; Г.Бiркгофф, М.Шульц, Р.Варга; Ю.Н.Суботiн), 
багатоточкові формули Тейлора (О.М.Литвин та В.Л.Рвачов), атомарнi 
функцiї (В.Л.Рвачов та В.А.Рвачов) та iншi (М.Зламал, А.Женiшек, А.Мiтчел 
та Д.Маршал, А.Дiас, Н.Кікухі, Ж.Тейлор, В.Г.Корнеєв). 
Така  велика кількість методів побудови координатних функцій  методу 
скінченних  елементів наводить на думку, що для кожної задачi iснує  опти-
мальна система  координатних  функцій (в деякому сенсi), яка вiдповiдає  
вибраному способу розбиття області інтегрування на елементи  та  диферен-
ціальному  операторові  граничної задачі. 
Вперше метод скiнченних елементів з оптимальними базисними функці-
ями, тобто  оптимальний метод скiнченних елементів (ОМСЕ), був викладе-
ний в 1978 році О. М. Литвином в роботі [1]. 
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Постановка задачі. Викладемо ОМСЕ на прикладі тестової задачі: для 
самоспряженого еліптичного оператора другого порядку:   
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У варіаційній постановці задача (1)-(2) еквівалентна знаходженню міні-
муму функціоналу  
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на класі функцій  GW 12 , що задовольняють граничній умові (2). 
У цій роботі вважаємо, що область G  складена з прямокутних  елемен-
тів,    baWG ,0,0    .  Введемо таку сiтку:   
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  };:,{ 11   llkkkl yyyxxxyx  - елемент розбиття. Будемо 
шукати наближений розв’язок задачi у виглядi: 
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де klu  - невідомі сталі, )(xhkl  і )(yH kl  -- невiдомі функції з властивостями: 
 kl i ikh x  , jljkl yH )( ,  а     Gyxlk lk ),(|),(  { 1, 1,k M   
}1,1  Nl . 
Інтерполяційні властивости (4):  kllk uyxu ),(
~ . Якщо покласти 
Gyxyxu lklk  ),(,0),(
~ , то ),( yxu  задовольняє граничній умові (2) 
Методи розв’язку.  
Для спрощення викладу матеріалу розглянемо випадок, коли 
0,1),(,1),( 21  cyxpyxp ,  задача (1)-(2) має вигляд 
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В роботі О.М.Литвина [1], див. також [2, с.306-307], коли вважається, 
що )()()( thtHth klkl  , тобто з усіма вузлами розбиття зв’язується одна 
базисна координатна функція,  знайдено явний вигляд  цієї функції 
( 2),( yxf ): 
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яка є розв’язком  симетрично-граничної задачі:  
10,)1()()1()( 4321  tgthRthRthRthR ,      01,10  hh , 
де 
43 RR
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 , а числа  ,  знаходяться із системи     043221  RRRR  , 
    043221  RRRR  , 4321 ,,, RRRR  функціонали, що залежать від 
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Далі розглянемо розв’язок задачі, коли )(xhkl  і )(yH kl  – різні невідомі 
функції. 
1. Базисні координатні  функції у вигляді кусково-лінійних сплай-
нів.  
В даній статті використовується випадок (див. [3]), коли  )(xhkl  і 
)(yH kl  симетричні в околі точки )( , lk yx  (в загальному випадку )(xhkl  і 
)(yH kl  не симетричні). )(xhkl  і )(yH kl  мають такі властивості:   10 klh , 
0)1( klh , 1)0( klH , 0)1( klH .  
Будемо  шукати )(xhkl  і )(yH kl  у вигляді: 
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 1,  rlrl yyy ,    ,1,0  Rr 1,1  Nl . 
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Rr ,0 . Таким чином, нашi базиснi функцiї - це сплайни степеня 1. Невiдомі 
klu , klrh і klrH   пропонується  знаходити  iтерацiйними  методами  за  схемою: 
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Тобто, в даному випадку система Ритця  є системою лінійних алгебраїч-
них рівнянь. 
Результати роботи обчислювальних програм, складених за даними алго-
ритмами, свідчать, що для досягнення  похибки розв’язку порядку )( 4o  по-
трібно набагато менше елементів розбиття. 
 
Таблиця 1 
Характеристики функцiї для випадку N=M=2 на квадратi     aaG ,0,0   для 
розв’язку задачі (1)-(2) ( 2),(,1  yxfa ) . 
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Значення 
R  
Наближений 
ОМСЕ 
0.147395 0.069189 0.599352 5 
Точний 
pозв’язок 
0.147355 0.070319 0.675314 
 
 
Таблиця 2 
Кількiсть вузлiв сiтки (N) та похибка ( ) при розв’язаннi задачі (1) – (2)  для кута  
         acacaaG ,,\,0,0  . 
a/c N    Кількість ітерацій 
 МСЕ Наближений ОМСЕ Похибка  
2 261 9 34 10   10 
2.5 351 16 32 10  12 
3 897 25 48 10  16 
4 2125 49 42 10    20 
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2. Аналітичний вигляд оптимальних базисних координатних функ-
цій. 
Знову розглянемо випадок (див.[4]),  коли область G  складена з прямо-
кутників   1 1{ , : ; }kl i i j jx y x x x y y y       , отриманих . розбиттям об-
ласті G  прямими , 0, ; , 0,i jx x i m y y j n    . 
Шукаємо оптимальні базисні функції у вигляді 
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Рітця.   
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Для знаходження невідомих функцій розв’язуємо систему інтегро-
диференційних рівнянь 
,0)()(, uJxh ijp    ( jiu ,  і )(
~
, yH ji -  відомі ), 0,1p  , 
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1, 1l j j    то система інтегро-диференційних рівнянь прийме вигляд: 
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0, 1, 1 1 1 1, , 1 1 1, 1, 1 1 1 ,( ) ( ) ( ) ) ( )i j i j kl i j ij kl i j i j kl i jh x B h x B h x B F x               
1, , 0, 1, 1 1, , 1 1 0, 1, 1 1 1( ( ) ( ) ( ) ( )i j ijkl i j i jkl i j ij kl i j i j klh x A h x A h x A h x A                 
1, , 1 1 1, 1, 1 1 1( ) ( ) ) 0i j ij kl i j i j klh x A h x A         . 
    1, , 0, 1, 1 1, 1, 1 1 10, 0,
( ( ) ( ) ( )i j ijkl i j i jkl i j i j kl
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0, , 1 1 1, , 1 1 1, 1, 1 1 1 ,( ) ( ) ( ) ) ( )i j ij kl i j ij kl i j i j kl i jh x B h x B h x B F x             
1, , 0, 1, 1 1, 1, 1 1 1 0, , 1 1( ( ) ( ) ( )i j ijkl i j i jkl i j i j kl i j ij klh A h x A h x A h x A                
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1, , 1 1 1, 1, 1 1 1( ) ( ) ) 0i j ij kl i j i j klh x A h x A         . 
Якщо функції , , ( ), 0,1, 1... 1, 1... 1p i jh x p i N j N      записати у ви-
гляді вектора 
 TNNNN xhhxhxhxhxhxh )(,.....),(),(),..(),()( 11,111,111,111,012,011,0 

 
та відповідно перенумерувати коефіцієнти ijklijkl BA ,  та )(xFij , то систему 
рівнянь можна записати у матричному вигляді:   
,0)()(, hJxh ijp  xFxhBxhA 111 )()(

 , 
0)()(, HJyH ijq ,  yFyHByHA 222 )()(

 , 
Хай  , kk C

, 1, ( 1)( 1)k M N    -- власні числа та власні вектори задачі  
  02  CBA  . Базисні функції мають вигляд  
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Сталі  llkk  ,,,   знаходимо з граничних умов. 
На першому кроці функції  yHxh jiji ,,
~
),(
~
 вважаємо кусково-лінійними, 
як в класичному методі скінченних елементів. Точність розв’язку порівнює-
мо з аналітичним розв’язком у вигляді функціонального ряду. 
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