Abstract-We study the problem of achieving average consensus between a group of agents over a network with erasure links. In the context of consensus problems, the unreliability of communication links between nodes has been traditionally modeled by allowing the underlying graph to vary with time. In other words, depending on the realization of the link erasures, the underlying graph at each time instant is assumed to be a subgraph of the original graph. Implicit in this model is the assumption that the erasures are symmetric: if at time t the packet from node i to node j is dropped, the same is true for the packet transmitted from node j to node i. However, in practical wireless communication systems this assumption is unreasonable and, due to the lack of symmetry, standard averaging protocols cannot guarantee that the network will reach consensus to the true average. In this paper we explore the use of channel coding to improve the performance of consensus algorithms. For symmetric erasures, we show that, for certain ranges of the system parameters, repetition codes can speed up the convergence rate. For asymmetric erasures we show that tree codes (which have recently been designed for erasure channels) can be used to simulate the performance of the original "unerased" graph. Thus, unlike conventional consensus methods, we can guarantee convergence to the average in the asymmetric case. The price is a slowdown in the convergence rate, relative to the unerased network, which is still often faster than the convergence rate of conventional consensus algorithms over noisy links.
I. INTRODUCTION
In a network of agents, consensus refers to the process of achieving agreement between the agents in a distributed manner. Consensus problems, and in particular the problem of reaching consensus on the average of the values of the agents, have been around for a while and are often used to serve as a test case for studying distributed computation and decision making between a group of nodes/processors/dynamical systems ( [1] - [6] ). Most of the work in this area assumes that the agents are connected via a fixed underlying graph or network. In many applications, however, the links in the underlying graph are noisy or unreliable. In the context of consensus problems, the unreliability of communication links between nodes has been traditionally modeled by allowing the underlying graph to vary with time. In other words, at each time instant some of the links are allowed to be erased, and depending on the realization of the link erasures, the underlying graph at each time instant is assumed to be a subgraph of the original graph. Furthermore, the distributed algorithm for reaching consensus remains unchanged: the same distributed averaging algorithm is used, except that only the information received at each time is used. An important assumption that is implicitly made in this model is that the erasures are symmetric: if at time t the packet from node i to node j is dropped, the same is true for the packet transmitted from node j to node i. In practical wireless communication systems this assumption is patently unreasonable: the additive noise at the two nodes are independent and, furthermore, communication in the two directions occurs at either different times or over different frequency bands. If standard averaging protocols are performed, this loss of symmetry can prohibit the network from reaching consensus to the true average (standard consensus protocols require that the "update" matrix be doubly stochastic, something that cannot be guaranteed in the asymmetric case).
The goal of this paper is to explore the use of channel coding to improve the performance of consensus algorithms, especially in the asymmetric case. A major impetus for this work is the recently designed tree codes for erasure channels [7] , which, as we demonstrate, resolves the problem encountered in the asymmetric case.
For asymmetric erasures we show that tree codes can be used to simulate the performance of the original unerased graph. Thus, unlike conventional consensus methods, we can guarantee convergence to the average in the asymmetric case. As expected, the price is a slowdown in the convergence rate, relative to the convergence rate of the unerased network. Nonetheless, the slowdown is still often faster than the convergence rate of conventional consensus algorithms over erasure links.
II. PROBLEM SETUP
Consider a group of N nodes denoted by N = {1, 2, . . . , N }. We assume that the nodes are connected by an undirected communication graph G = (N , E) which is often referred to as the interaction graph. Throughout the analysis G is assumed to time invariant. Let A = [a ij ] denote the adjacency matrix of G, i.e., a ij = 1 if (i, j) ∈ E and 0 otherwise. Note that a ii = 0. Let x i 0 denote the initial value at node i. The objective is for the nodes to compute the global average r = 1 N 1 T x 0 , where 1 denotes an N -dimensional column of ones and x 0 is the column vector of the x i 0 's. We model the communication links between nodes as packet erasure links. Further, we ignore quantization effects due to packetization. The standard packet sizes in practice justify this assumption. We denote the event of successful packet reception from node j to node i at time k with the Bernoulli random variable X ij k , i.e., X ij k = 1 if the packet is received successfully at time k and 0 otherwise. This notation is summarized in Table I. TABLE I   NOTATION   . 2 norm ∆ largest degree of the interaction graph G p packet erasure probability ρ(.) spectral radius of a matrix A • B Hadamard product,i.e.,
i.e., Kullbeck Leibler divergence between Bernoulli(p) and Bernoulli(q) III. BACKGROUND For a fixed communication graph G, a typical algorithm to achieve consensus is of the following form.
W obeys the underlying graph, i.e., for i = j, W ij = 0 if (i, j) / ∈ E. In other words, each node updates its value by taking a weighted sum of its own previous value with those of its neighbors. In short, the equation can be written as
Such an algorithm is said to achieve consensus if
In such a static setup where the weights and the underlying interaction graph does not change with time, it is well known that consensus is achieved if and only if
Further (4) holds if and only if the following conditions hold (e.g., see [8] )
1) W is doubly stochastic, i.e.,
The convergence rate, µ(W ), of the above consensus algorithm is formally defined as
and is given by µ(
T . There is a considerable amount of work that explores different choices of W and how it affects the rate of convergence of the consensus algorithm (e.g., [8] ).
For the purpose of this paper and for ease of exposition, we use a specific but natural choice of W (e.g., [1] For such a choice of W , the spectral radius is given by
We state this as a Lemma for later reference.
Lemma 3.1: The convergence rate, µ, of (1) with
(7) So, the conditions 1) and 2) above are satisfied if and only if < 2 λ1(L) . Furthermore, the convergence rate µ is maximized when the two quantities in (7) coincide, i.e., when
In particular, any < 1/∆ will work where ∆ = max i ∆ i . We remark that the techniques presented in the paper are independent of the choice of the weight matrix W . Whenever we wish to write closed form expressions for the convergence rates, we use the specific choice W = I − * L for simplicity.
IV. COMMUNICATION MODEL
In practice, the communication links between nodes can be unreliable. Conventionally, this has been taken into account by allowing the interaction topology to change with time. So, at time k, the connectivity between nodes is described by the graph G k where G k can now vary with time. There is a considerable amount of literature on the problem of achieving consensus under such time varying interaction topologies ( [2] , [6] , [9] - [11] ). We model unreliable communication as packet erasures. So, at each time k, the packet transmitted from node i to, say, node j is either received (X ji k = 1) or erased (X ji k = 0). Similary, the packet sent from node j to node i is either received (X ij k = 1) or erased (X ij k = 0). We consider two erasure models 1) Symmetric:
are independent of each other whenever (i, j) = (m, ), in particular X ij k and X ji k are independent. The literature on consensus over time varying topologies only captures the symmetric case. Even though, consensus under very general conditions has been established, not much appears to be available by way of the rate of convergence. Under the asymmetric erasure model, the resulting interaction graph is effectively directed. An edge between node i and j is replaced by a pair of directed edges. The effective graph at any time depends on the packets that were erasured in that round. Under this setup, we define the adjacency matrix A = [a ij ] and the Laplacian L as follows; a ij = 1
The resulting adjacency matrix and the Laplacian are not symmetric in general. As a result, they are not doubly stochastic either, i.e., 1 T L = 1 T . When the graph G is directed, [2] proves that average consensus is achieved using a fixed W = I − L if and only if the interaction graph G is balanced, i.e., the in-degree of each node is equal to its out degree. But when the link failures are random, the resulting interaction graph will generally not be balanced at every time step. But with coding, one can overcome this problem as we will show later.
V. DOES CODING HELP?
It turns out coding does help. In fact, to study the effect of coding we need to distinguish between the symmetric and asymmetric erasure models. When the erasures are symmetric, i.e., when X ij k = X ji k , this means that node i (respectively, node j) knows what node j (respectively, i) has received. For example, if node i successfully received a packet from node j, it knows that node j also successfully received the packet intended for it; alternately if node i receives an erasure from node j, it knows that the packet intended for node j was also erased. In this case, the links between the different nodes are erasure links with feedback (where the transmitter knows what the receiver receives). For erasure links with feedback it is well known that the optimal coding scheme is retransmission, i.e., the transmitter retransmits its packet until it is received at the receiver.
When the erasures are not symmetric, one needs a more sophisticated coding scheme (called tree codes). We shall furher explain this below.
When there are erasures and when there is no coding, an iteration of the consensus algorithm at node i is given by
The effective adjacency matrix at time k is then
In this case, note that even without coding, the nodes achieve average consensus albeit at a slower rate depending on the erasure probability, say p. As we will briefly allude to in Section VIII, coding (in this case retransmitting untill sucessful reception) results in faster convergence in some regimes of graph parameters and the erasure probability p.
2) Asymmetric Erasures: Since X ij k and X ji k are independent, they are not equal in general. Note that
T in general which violates (5) . Furthermore, the associated graph is not balanced either,
In this case, the nodes will not achieve average consensus. But under very mild conditions, it is well known that the nodes achieve an agreement, i.e., x k → Y 1 where Y is a random variable that does not necessatily concentrate around the initial average r. But tree codes allow us to simulate the original recursions, i.e., (1), and hence guarantee asymptotic average consensus. Before proceeding further, we provide a brief introduction to tree codes.
VI. BACKGROUND ON TREE CODES
The problem of achieving consensus over erasure channels is an instance of the problem of simulating interactive communication protocols between a network of agents over unreliable links. In the specific case of consensus, the interactive communication protocol amounts to executing (1) at every node. In this context, Rajagopalan et al in [12] use tree codes to simulate such protocols with exponentially vanishing probability of error in the length of the protocol (e.g., the length of the protocol is said to be m if one needs to execute m iterations of (1)
In [7] , [13] , the authors proposed an explicit ensemble of linear tree codes with efficient decoding for the erasure channel. Equipped with this construction of tree codes, we can examine more closely how they can be used for specific problems such as consensus over erasure links which is what we do here. Before proceeding further, we will digress a little bit to outline the codes proposed in [13] and list their relevant properties.
A. Linear time-invariant tree codes
A tree code is essentially a semi-infinite causal encoding scheme which has a certain 'Hamming distance'-like property. When decoding using maximum likelihood decoding over a discrete memoryless channel (DMC), such a tree code guarantees exponentially small error probability with delay. In other words, the probability of incorrectly decoding a symbol (or paket) d time steps in teh past decays exponentially in d. If the rate of the code is R < 1, such a causal encoding/decoding scheme with such an exponentially decaying probability of error (exponent β say) is said to be (R, β)−anytime reliable. We will make this more precise below. We will describe the tree codes of (our work) in terms of their anytime reliability rather than in terms of their distance properties, because ultimately it is the exponent and rate that matter when communicating over DMCs. Since communication is packetized, let Λ denote the packet length. Each packet can be viewed as a symbol from F Λ 2 . Suppose information is generated at the rate of nR packets per time instant at the encoder. Then a rate R time-invariant causal linear code is given by
where
and
. So, at each time, the encoder receives nR packets and transmits n packets. Note that this is essentially a convolutional code with infinite memory. The decoder, at each time t, generates estimatesb τ |t for 1 ≤ τ ≤ t whereb τ |t denotes the decoder's estimate of b τ using the channel outputs received till time t.
Definition 1 (Anytime Reliability): A causal code as in (10) is said to be (R, β)−anytime reliable if
for some fixed d o independent of τ, t.
Let p = p 1/Λ . In [13] , the authors showed that if the entries of G i are drawn i.i.d Bernoulli (1/2), then almost every code in this ensemble is (R, β)−anytime reliable for R < 1 − p and β < nΛE(R), where E(R) is an exponent that depends on the DMC and that can be explicitly computed. For the packet erasure channel with erasure probability p, E(R) is given by (see [13] )
For the rest of the analysis, we will assume that we are given an (R, β)−anytime reliable code with d o = 0.
VII. MAIN RESULTS
We present the results separately for the case of symmetric and asymmetric erasures. Due to space limitation, all proofs have been relegated to a companion paper [14] .
A. Symmetric Link Failures
Note that the underlying interaction graph G is fixed while each link is modeled as a packet erasure channel. The graph G is assumed to be connected and the links are undirected. If all agents know that link failures are symmetric, then each link is effectively a packet erasure channel with feedback. In each communication round, node i would know that its packet transmission to node j is erased if it receives an erasure from node j in the same round. Recall that the consensus algorithm in the case where there are no erasures is given by
In particular, node i performs the algorithm
We now define the communication protocol.
1) The Protocol: A communication round is defined as one in which every node in the graph transmits one packet to each of its neighbors. The nodes are said to have completed m iterations if all of them successfully computed m iterations of (15) . Note that this will in general take more than m communication rounds. Since each link is effectively an erasure channel with feedback, the optimal communication scheme at each node is to retransmit until successful reception. We describe this more precisely as follows. Let e denote an erasure. For each edge j → i, we associate an input Consider an instance of the queues at node i. Suppose its only neightbors are nodes 1 and 2. In round 2, node i receives an erasure from node 2 and infers that its own transmission to node 2 must also have been erased. As a result, node i re-transmits x i 1 to node 2 in round 3. Similarly in round 3, node i knows that its transmission to node 1 was erased. Since the erased symbol was only a 'wait', node i does not re-transmit it in round 4. Instead, it checks if it can perform another iteration of (15) . In this case, it can and hence transmits the new data x i 2 to node 1. In round 5, node i does not have any new data to transmit to node 2 and hence transmits a 'wait'. 
Now if z ji t = e, then node j infers that b ij t was erased and hence retransmits it in the next communication round unless b ij t was a 'wait' symbol which we describe as follows. We say that a node i has 'new data' if it could compute one or more new iterations of (15) . During communication rounds where node j does not have any new data to transmit, it transmits a wait symbol which we denote with w. The transmission from node i to node j in round t is described in Algorithm 1. Let N i denote the neighbors of node i, i.e., N i = {j |a ij = 1}.
Algorithm 1 Node i's transmission to node j in round t 
Compute t = min j ∈Ni t,j
6:
if t = t−1 + 1 then i.e., t = t−1 , set b ji t = w 10:
The algorithm is illustrated through an example in Fig 1. Using such an algorithm, we have the following bounds on the convergence rate of average consensus.
Theorem 7.1: Let P M,R denote the probability that the network requires more than M communication rounds to compute M R iterations of (15) . Further suppose that the packet erasure probability is p and that erasures are symmetric. Then
In particular, whenever R satisfies
P M,R decays exponentially fast in M . Recall that N is the number of nodes and ∆ the maximum degree. Using Theorem 7.1, we can determine the convergence rate Algorithm 1, µ s c , and it is given by µ
where R is the largest rate such that (18) is satisfied and µ is defined in (7) . The superscript and subscript in µ s c denote that it is the convergence rate with coding under symmetric erasures. We will compare this with the convergence rate without coding in Section VIII. Let
Then it is easy to see that R(p) > 0 if and only if p < 1/(1 + ∆). This means that the proof technique used here does not allow us to prove average consensus if the erasure proability is larger than 1/(1 + ∆). We can demonstrate how to overcome this. In fact, one can show that average consensus will be acheived for all 0 ≤ p ≤ 1, we will state the result as follows. Theorem 7.2: Let P M,R denote the probability that the network requires more than M communication rounds to compute M R iterations of (15) . Further suppose that the packet erasure probability is p and that erasures are symmetric. Then
P M,R decays exponentially fast in M . Recall that N is the number of nodes and |E| is the number of edges in the network. Combining Theorems 7.1 and 7.2, we conclude that the the convergence rate of Algorithm 1, µ s c , is given by
B. Asymmetric Link Failures and Tree Codes
Now suppose packet erasures are not symmetric. Since information at each node is generated one packet at a time and since the unit of communication is a packet, the rate of the code is R = 1/n 1 . Here, one round of communication corresponds to every pair of neighbors exchanging n packets each. Then in any communication round, node i does not known which of the n transmitted packets have been received by each of its neighbors. In this case, we use the anytime reliable codes described in Section VI-A.
1) The protocol: Consider the pair of nodes i, j and let b ji t denote the t th information packet destined to node j from node i. Then the data actually transmitted by node i is given by
Since the code is (R, β)−anytime reliable, we have
Since the channel is an erasure channel, the maximum likelihood decoder amounts to solving linear equations. This can be done recursively and efficiently as shown in (our paper). Whenever the equations admit a unique solution to some of the variables, those variables are correctly decoded. We leave the remaining variables as erasures and do not venture a guess about their value. As a result, the decoder always knows whenever it decodes something correctly.
Like in the case of repetition coding for symmetric erasures, for each link j → i, we associate two queues Q We can now compute the convergence rate of average consensus achieved by the above algorithm and we state it as the following Theorem. Theorem 7.3: Let P M,R denote the probability that the network requires more than M communication rounds to compute M R iterations of (15) . Further suppose that the packet erasure probability is p and that erasures are asymmetric. Suppose each node uses a (R, β)−anytime reliable code. Then
P M,R decays exponentially fast in M . As in the symmetric case, the convergence rate, µ a c , using tree codes is given by
where R is the largest rate such that (26) is satisfied and µ is as in (7) . Let
Then much like in Section VII-A, it is easy to see that R(β) > 0 if and only if β > 2 log(1 + ∆).
VIII. DISCUSSION -CODING VS NO CODING
When there is no coding, the consensus recursion is given by (9) . We compare the rate at which consensus is achieved with and without coding. We begin with the case of symmetric erasures. Note that all proofs can be found in [14] .
A. Symmetric Erasures
The convergence rate of (9) when erasures are symmetric is given by the following Lemma 
where Γ s = E(I − L 0 ) ⊗ (I − L 0 ) is a deterministic matrix that is a function of , p, L and can be computed explicitly in closed form. The subscript c indicates that there is no coding and the subscript s in Γ s is because the erasures are symmetric The convergence rate when one uses repetition coding in the presence of symmetric erasures is given by µ 
B. Asymmetric Erasures
As mentioned in Section V, when link failures are asymmetric, the algorithm of (9) does not achieve average consensus. Nevertheless the nodes reach agreement and the rate of convergence to agreement has been characterized in [15] . Here, we characterize the mean squared error of the state from average consensus. 
Here I is an N × N identity matrix and
where Γ a is a deterministic matrix that is a function of , p, L and can be computed explicitly in closed form. Furthermore ρ(Γ a ) = 1. Note that 1 T Γ a = 1 T but Γ a 1 = 1. Let c, c = 1 be the right eigen vector of Γ a corresponding to eigen value 1, i.e., Γ a c = c. Then, it is easy to see that lim k→∞ Γ k a = 1 N c1
T . Using this in (31), we get
This proves that one cannot achieve average consensus without coding when link failures are asymmetric. So, a major benefit of using tree codes in such cases is to guarantee average consensus. Furthermore, tree codes can be used to implement any distributed protocol over a network with erasure links.
