Abstract-Drawing on the resource-based theory of the firm and using Ohlson's (1995) residual income valuation framework, this paper investigates the relationships between IT Capability, IT spending and market value. We also examine the role of industry context by empirically investigating the moderating role of three industry characteristics (munificence, dynamism, and complexity). A firm's IT Capability refers to its capacity to leverage the potential of information technology. Using a matched sample design methodology and publicly available ratings, and after controlling for firm-specific determinants as well as industry fixed-effects, we find that IT capability is value relevant; i.e., the stock market values of firms with superior IT Capability are both economically and statistically higher than the values of a control sample. This result is remarkably robust to variations in the matching criteria, sampling method, and model specifications employed. Additionally, we show that IT capability is valued differently across industries, with IT capability being more value relevant in industries characterized by high levels of munificence (growth) and complexity.
INTRODUCTION
Understanding the impact of information technology (IT) on firm performance is a central theme in contemporary Information Systems research. While much progress has been made, significant gaps in our understanding remain. For example, while a number of studies (e.g., Brynjolfsson and Hitt 1996; Menon et al. 2000) have shown an association between IT spending and increased firm output-thus dispelling the so-called "productivity paradox" at the firm level-empirical studies examining the contemporaneous relationship between IT investments and measures of financial performance report mixed findings (Dedrick et al. 2003 and Melville et al. 2004 provide excellent reviews). Commentators have also recently questioned the strategic importance of IT (Carr 2003 ). Yet, anecdotal evidence and numerous case studies suggest that some firms are able to gain competitive advantages through IT.
Why then are some firms able to outperform others using IT in an environment where most information technologies are readily available to all competing firms? In response to this question, IS scholars have advanced the notion of IT capability as a key potential differentiator (Weill 1992; Feeny and Willcocks 1998; Bharadwaj 2000; Dedrick et al. 2003; Santhanam and Hortano 2003, Wade and Hulland 2004) . However, empirical studies examining the question of payoff from IT capability are surprisingly limited and far from being conclusive. First, the few empirical efforts to date have largely focused on exploring the association with accounting-based measures of firm performance, overlooking what might be the more important contribution of IT capability, namely, its potential effect on the size and risk associated with the firm's future income stream (i.e., its intangible value). Additionally, the empirical efforts have not fully considered important contextual (environmental/industry) conditions that influence the payoffs from IT Capability. In particular, while Bharadwaj's (2000) pioneering study suggests a link between IT Capability and accounting-based measures of current performance, the analysis in that study is based on univariate tests that do not account nor control for the influence of other firm-specific factors or industry differences which may lead to biased results (Dess et al 1990) .
Indeed, subsequent analysis by Santhanam and Hartono (2003) that controls for prior financial performance found no association between many (21 out of 24, in one case) performance measures and IT capability, and, in some cases, the effects on some performance measures were opposite of expectations.
This study aims at filling this critical gap in the literature. We examine the linkage between IT capability and firm performance by proposing and testing a model that focuses on whether, and if so how, investors in the market impound firm-specific IT-related information into stock prices. First, using Ohlson's (1995) residual income valuation framework and publicly available ratings, we investigate the relationship between IT capability and the firm's market value, a forward-looking, risk-adjusted measure of firm performance that reflects market expectations of the firm's future earnings. After controlling for book value, earnings, net dividends, advertising and R&D expense, as well as industry fixed-effects, we find that IT capability is indeed value relevant; i.e., the market values of firms with high IT capability are (statistically and economically) higher than the values of a control sample of firms in the same industries matched on sales and book-to-market equity ratio. This provides evidence that information about the firm's IT Capability is useful to investors beyond financial information disclosed in company filings. A series of tests show that this result is remarkably robust to variations in the matching criteria, sampling method, and model specifications.
Second, much of the prior literature on business value of IT has focused rather exclusively on the level of IT spending as the key differentiator. In this paper, following Ray et al. (2005) , we draw on the resource-based view of the firm to argue that IT spending is not likely to explain variations in market values across firms. We simultaneously investigate the impact of IT spending and IT capability on market values and find that IT capability is positively and significantly associated with market valuation whereas IT spending is not. Contrary to prior empirical studies (Brynjolfsson and Yang 1997; ) that examine the value of IT investments in isolation and suggest a positive association between the size of IT investments and market based measures, our findings suggest that it is IT capability, rather than IT spending, that is the source of IT-enabled intangible value.
Our main finding regarding the value relevance of IT capability gives rise to two additional research questions, which we also investigate in this paper. First, does industry matter: does the degree of value relevance hold homogeneously across industries or vary with specific industry attributes? We empirically examine this question with respect to three primary industry characteristics (munificence, dynamism, and complexity) that have been identified in the strategic management literature as potential moderators (Dess and Beard 1984; Wade and Hulland 2004) . We find that IT capability is more value relevant in industries with high levels of munificence and complexity; however, dynamism is not found to be a significant moderator. A second question we also investigate is whether IT capability is linked to actual future earnings, not just current market value which reflects market expectations of future earnings. We find mixed empirical support for IT capability being informative about the next year earnings; however, market valuation reflects expectations of all future earnings and it may be that firms with high IT capability have higher earnings in future years.
Our study contributes to the literature-across multiple disciplines-in several ways.
First, while a few conceptual papers and case studies have drawn on resource-based theory to address the question of competitive advantage from IT, we believe that, along with Powell and Dent-Micallef (1997) , Bharadwaj (2000) , Santhanam and Hortano (2003) , Ray et al. (2005) , and Ravichandran and Lertwongsatien (2005) , this study represents one of the few but rapidly growing studies that empirically test the resource-based theory in the IT domain.
Second, to the best of our knowledge, this is the first study to empirically utilize the Ohlson (1995) valuation framework to examine the business value of IT. This is important as our analysis is based on a theoretically-grounded valuation model, one that is well-established and widely used in the accounting literature. More significantly, however, Ohlson's model is a means to an important goal, as this is the first study to examine, using a multivariate valuation model, the association between IT Capability and forward looking measures of firm performance (stock market value). As noted earlier, prior results that suggest a link between IT Capability and accounting-based measures of current performance are based on univariate tests.
Additionally, a principal limitation of relying on accounting-based measures is, as note in their study focusing exclusively on IT spending, that those measures look only at past performance, are not risk adjusted and do not reflect the intangible value of IT as a strategic resource. Such measures only capture tangible value component of IT resources/capabilities, not their intangible contributions, namely, the potential effects on the size and risk associated with the firm's future income stream.
Third, another novel aspect of our study is the inclusion of a comparative analysis; ours is the first study to simultaneously examine differential effects of IT capability and IT spending on market values. Prior studies have focused on examining the effects of each of these two factors in isolation from the other. Fourth, our study further contributes to the literature by advancing a contingency perspective through an empirical examination of the moderating effect of three industry characteristics, namely, munificence, dynamism and complexity on the relationship between IT capability and market values. In doing so, our study responds to the exhortations by Wade and Hulland (2004) regarding the need to consider the role of potential moderating factors that influence the IS resources-firm performance relationship in general, and Chiasson and Davidson's (2005) call to consider the role of industry in particular, as an important contextual factor, when developing and testing theory.
Finally, prior studies in accounting provide evidence that certain intangible resources, such as research and development (R&D) expenditures and patents, are valued by the market (Lev 2001; Lev and Sougiannis 1996; Hall 1993) . Our study contributes to this body of literature by investigating the relation between IT Capability, and market value of equity. However, unlike expenditure items such as advertising and R&D, separate disclosure of IT capability is not required by GAAP, and this has clear implications for managers, investors and financial accounting standards setters. Additionally, our study also contributes to the earnings prediction literature in accounting by examining whether IT Capability is informative about future earnings.
The rest of the paper is organized as follows. In the next section, the theoretical framework and hypotheses are developed. The model and research method used to test the hypotheses are presented in section three. Section four describes the data and the data analysis.
Section five concludes with a discussion of the results and implications for future research.
THEORY AND HYPOTHESES
The research reported here investigates whether investors reward firms with superior information technology capability through increased market valuations. To accomplish this, we draw on the resource-based theory of the firm as the primary theoretical framework. The resource-based view (RBV) (Wernerfelt 1984; Barney 1986 Barney , 1991 is the contemporary theory of competition in the strategy literature, and it seeks to explain sources of competitive advantage, sustained or otherwise. The theory ascribes competitive advantage to a firm's idiosyncratic resources-the tangible and intangible assets and capabilities that are used to implement firm strategies. According to resource-based logic, resources that are valuable but common can only be a source of competitive parity; resources that are valuable and rare can be a source of temporary competitive advantage; and resources that are valuable, rare, and costly to imitate can be a source of competitive advantage (Barney 1991) . A resource can be imperfectly imitable in the presence of isolating mechanisms, such as path dependence, causal ambiguity, social complexity, team-embodied skills (Barney 1991) .
The resource based view has been used to investigate potential sources of distinctive advantage, including culture (Barney 1986 ), total quality management (Powell 1995) , and R&D capability (Yeoh and Roth 1999) . Recently, IS scholars have turned to RBV to reason about and seek better answers to the question of IT business value and competitive advantage from IT (see, for example, Mata 1995; Powell and Dent-Micallef 1997; Bharadwaj 2000; Wade and Hulland 2004, Ray, Muhanna, and Barney 2005; ) . The theory therefore seems well positioned to inform examinations of the relationship between IT capability and market value. However, the literature is replete with varying conceptualizations of IT capability, and there is no consensus around a single definition or measurement approach. For example, Ross et al. (1996) identified three "IT assets" (human, technology, and relationships) which when managed appropriately could lead to business value, while Feeny and Willcocks (1989) proposed a set of nine "core IT capabilities" (IS/IT Governance, business systems thinking, relationship building, designing technical architecture, making technology work, informed buying, contract facilitation, contract monitoring, and vendor development) that firms require. conceptualize "enterprise-wide IT capability" as a multidimensional construct encompassing 30 IT resources/capabilities, organized into six dimensions (IT business partnerships, external IT linkages, business IT strategic thinking, IT business process integration, IT management, and IT infrastructure). For purposes of the research reported here, we adopt Bharadwaj's (2000) definition of a firm's IT Capability as "its ability to mobilize and deploy IT-based resources in combination or co-present with other resources and capabilities". We believe this definition captures the separation between explicit assets and tacit capabilities and focuses on how and when IT is deployed and used.
Companies with superior IT Capabilities are much better at conceiving and deploying innovative firm-specific applications and managing the technical and market risks associated with the development and use of such innovative applications. Such firms are better able to make the right IT investment, deployment, and use decisions and translate those investments into truly distinct value in terms of enhanced efficiency, improved customer service, enhanced product quality, increased agility, and improved production, logistics and marketing decisions.
The net result is enhanced growth and improved earnings potential. This expectation in turn should be reflected in the firm's market value relative to competitors. A firm's IT Capability tends to be tacit, firm-specific, and developed over a long period of time, and is often a path dependent and socially complex. To the extent that such tacit skills are valuable and heterogeneously distributed across firms, RBV logic suggests that they can be a source of a distinctive advantage which should be reflected in the firm's market value. The above observations lead to the following hypothesis:
Hypothesis 1: IT capability is value relevant (i.e., positively associated with market value).
By contrast, RBV suggests that IT spending, per se, is not likely to be value relevant.
Underlying most of the studies examining the link between IT spending and firm performance is the (implicit) assumption that IT investments will necessarily lead to outcomes intended by managers. We believe that, while IT spending is important, there is little theoretical justification to assume that IT spending, in and of itself, will necessarily lead to intended outcomes or grant spenders a competitive advantage. Certainly, most managers are likely to make IT investments because they think such investments are likely to improve firm performance. But, managers can be wrong and ample anecdotal evidence shows that IT project implementations can and do fail.
Also, there can be important agency problems resulting in technology investments that may not benefit the firm.
The arguments above are consistent with resource-based logic which suggests that raw spending on IT (in terms of hardware and software), while important, is not likely, by itself, to be a source of distinctive advantage (Ray et al. 2005) . This is because most firms have access to the same hardware and off-the-shelf application software, and purely technical IT labor is widely available in the factors market to all firms-either through hiring employees or consultants with those skills. This is not to suggest that IT spending is not important; failure to invest in IT hardware and software, by sourcing them either internally or externally, can put a firm at a competitive disadvantage. However, as Hitt and Brynjolfsson (1996) argue, to the extent that IT assets are equally available to all the participants, in a competitive market all firms will spend at a level they consider optimal in equilibrium, and no firm will gain an advantage from their spending per se. In short, IT spending is not likely to explain variation in market values across firms. Thus, we do not expect to be able to reject the following null hypothesis:
Hypothesis 2: IT spending is not value relevant (i.e., not associated with market value).
Given the above hypotheses, a natural question to ask is whether investors value superior IT capability differently across industries. As noted before, prior studies have tended to ignore industry differences that may confound the results, and the few studies that control for industry fixed-effects have largely focused on the average impact across industries. At the same time, event studies examining the shareholders wealth effects of IT-related announcements suggests that the nature and significance of the impact of such announcements may differ across industries depending on the dominant role IT plays within each industry (Chatterjee et al. 2001; Im et al. 2001; Dehning et al. 2003) . More recently, drawing on work in the areas of industrial organization, strategy, and organizational theory, IS scholars (Wade and Hulland 2004; Chiasson and Davidson 2005) have highlighted the importance of industry as a critical contextual variable with regards to IT impact. These arguments are consistent with the resource-based view: the relative importance and value of a resource/capability depend on the competitive environment in which the firm operates. As Barney (1995: 52) observes, "Firm resources are not valuable in a vacuum, but rather are valuable only when they exploit opportunities and/or neutralize threats" in the environment in which the firm competes. It follows therefore that the market's recognition of the ultimate value of IT capability is contingent on industry conditions. Most relevant among these conditions are levels of dynamism, munificence, and complexity (Dess and Beard 1984) .
In the following paragraph, we discuss how each of these characteristics moderates the relationship between IT capability and market value.
Environmental dynamism (turbulence) is defined as the rate and the instability of environmental change (Dess and Beard 1984) . Dynamism is often the product of several forces such as changes in customer preferences, new products, or technology shocks. To the extent that organizational agility is vital for success in dynamic environments (Brown and Eisenhardt 1997) , and consistent with the view of IT capability as a generator of real options and strategic flexibility (Sambamurthy et al. 2003) , the options generated by superior IT capability are likely to be more valuable in a dynamic environment. Arguments can also be made with regards to industry munificence, defined as the extent to which the environment can support sustained growth (Dess and Beard 1984) . Demand growth often imposes greater information processing requirements and is typically associated with greater market opportunity, strategic choice and competitive variation (Hrebiniak and Joyce 1985; Lawless and Finch 1989) , increasing the relative value of superior IT capability. Similarly, environmental complexity, which describes both the number of product offerings as well as the level of knowledge sophistication that a firm must have about the products and consumers, is likely to be an important moderator. Consistent with Galbraith's (1973) information processing view of the firm, Duncan (1972) and Dess and Beard (1984) note that managers facing a more complex environment will perceive greater uncertainty and have greater and more varied information processing requirements. As such, the value of superior IT capability, to the extent that it enhances the firm's ability to cope with complexity and reduce uncertainty, is likely to be more pronounced in more complex environment. These observations suggest the following set of hypotheses:
Hypothesis 3a: Industry dynamism will moderate the relationship between IT capability and market value, with the relationship being stronger in more dynamic industries.
Hypothesis 3b: Industry munificence will moderate the relationship between IT capability and market value, with the relationship being stronger in more munificent industries.
Hypothesis 3c: Industry complexity will moderate the relationship between IT capability and market value, with the relationship being stronger in more complex industries.
Finally, a higher market value on account of superior IT capability reflects higher market expectation of future earnings. If IT Capability is value relevant and the market fully and correctly impounds the IT capability, then improved performance should be reflected in actual future earnings. In other words, IT capability is likely to be a good predictor of future earnings.
Hypothesis 4: IT Capability is informative about future earnings.

RESEARCH METHODOLOGY
Measurement of IT Capability
Following the pioneering work of Bharadwaj (2000) and Santhanam and Hartono (2003) , the rankings provided by Information Week (IW) in their annual special issue were used in this study to identify firms with superior IT capability within an industry. Since 1989, IW has produced an annual special issue that examines the 500 top users of information technology.
During a three year period from 1992 to 1994, IW 1 identified about 40 to 60 firms (out of the 500) each year as "IT Leaders" in their respective industries. In soliciting those rankings, IW asked IT executives together with a select group of industry analysts and IS researchers to nominate firms that they considered to be the "most efficient and effective" in use of IT. We believe that the concept of "efficient and effective" represent the soundness of the investments and the effectiveness and innovativeness with which IT assets are mobilized and deployed and are manifestations of the firm's IT Capability.
The primary reason for limiting the data set to before 1995 is that IW's criteria and methodology used to designate leaders changed starting in 1995. In 1995, IW developed two sets of technology leaders. The first set of technology leaders was developed by Information
Week staff without explicit identification of the criteria. The second approach utilized financial results which would make a link between IT leadership and market performance tautological.
Therefore, for the purpose of our main analysis, and in order to facilitate comparison with prior published work, we focused on the 1992 through 1994 data 2 , as we believe this particular data set and the approach used to designate "IT leaders" best capture the notion of IT Capability.
We identify a firm as having superior IT Capability if it appears in IW's list of IT leaders. 3 In using appearance on the list as a proxy for superior IT capability, we are assuming that failure to be included in the list of leaders indicates that the firm does not have superior IT capability. To the extent that this assumption is invalid, we decrease our ability to reject the null hypothesis (i.e., it would be more difficult to find significant difference in market value on account of differences in IT capability).
Research Design
To test our main hypothesis regarding the value relevance of IT capability, we employ (a la Bharadwaj 2000) a matched sample design, wherein "IT leaders" firms (firms with superior IT capabilities) are matched with a carefully selected control group of non-leaders. The matched sample design methodology has been employed in many studies (across multiple disciplines) as a means of comparing the impact of a specific variable across a closely related sample and provides controls for other firm factors (e.g., size or industry) that may influence the variable of study without modeling or estimating their effects explicitly.
Over the three year period, 116 unique firms were listed as "IT leaders" with 35 firms being listed in two of the years and 10 firms listed in all three years 4 . A firm is included as an observation each year it is listed as a leader for a total of 171 firm-year observations in the leaders' (treatment) sample 5 . Our control (matching) sample of firms is then constructed by pairing each firm-year observation in the leaders' sample with a control firm-year observation for a firm in the same industry with similar size and closest book-to-market ratio. 6 Following Barber and Lyon (1996) and Loughran and Ritter (1997), we first restrict candidate matches to firms in the same two-digit SIC code as the leader and whose reported average sales level (over the five year period immediately preceding the leader firm being listed in the Information Week 500) is within plus or minus thirty percent of that of the leader firm.
7 From this set of potential matches, we choose the firm with the book-to-market ratio closest to that of the leader firm.
Our matching procedure is consistent with the recommendation of Barber and Lyon (1996) and offers at least two distinct advantages relative to matching approaches based solely on industry and size (a la Bharadwaj 2000) . First, since the control firms should be as similar as possible to the sample (leader) firms, matching on more dimensions is generally preferred.
Second, the additional matching based on a stock performance variable (via the B/M ratio) increases the power of the study since it mitigates concerns that the IW rankings themselves might be influenced by stock market performance.
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Compustat database is used to collect financial information for the IT leaders and their matches. The sample size of leader firms was reduced to 127 firm-year observations, as firms were removed from the sample due to missing data or for lack of an appropriate match. Table 1 presents descriptive statistics and univariate comparisons of the IT leaders and control samples.
Except for differences in the dependent measure (market value) (which are consistent with hypothesis 1) and research and development expense (which we subsequently control for in the analysis), none of the differences in means across the two groups are statistically significant.
Overall, the descriptive statistics suggest that the matching procedure results in characteristically similar firms. This mitigates concerns that differences in market value are driven by differences in firm characteristics of the two samples. 8 We thank the anonymous reviewer for suggesting this matching approach and noting its advantage. 9 Net dividends is dividends paid less changes in contributed capital (measured as sales of common and preferred stock minus purchases of common and preferred stock).
Data Quality Checks
Financial Performance Halo Testing
Bharadwaj (2000) provides some assurances as to the quality of the IW rankings, noting, for example, the large (60%) response rate to the IW survey, the quality of the respondents, and the fact that the "rankings are corroborated through qualitative reports and business case studies focusing on the best performers". One major concern with the use of perceptual rankings is that the rankings might be influenced by financial performance. A "financial performance halo effect" is said to exist when well performing firms are selected as IT leaders based on their performance rather than on their capabilities. Bharadwaj tests for halo effects by performing a logistic regression of leadership against prior performance variables within her industry-and size-matched sample, and finds no association between the performance variables and selection as a technology leader. Her approach modifies the one used by Brown and Perry (1994) to test for halo effects in Fortune rankings, focusing on financial performance during the fixed period of 1986 through 1990 regardless of when the firm was identified as a leader.
To provide further assurance regarding data quality, we employ Brown and Perry's original specification on our sample. Brown and Perry use more current measures of performance, which to the extent there is a financial halo, are more likely to influence perceptions and the selection of IT leaders 10 . Following Brown and Perry (1994) , our halo index (a set of variables believed responsible for financial halo) includes five financial and operating performance variables: average return on assets over the past three years before being named a leader by information week 500; growth (measured as the average percent change in sales over three years); natural logarithm of sales; risk (debt to equity ratio); and book-to-market ratio.
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To test for potential financial halo, we regress IT leadership designation (coded as 1 for firms designated as IT leaders and 0 for control firms) against the five performance variables. Table 2 presents the results from the logistic regression model run on the pooled matched sample and for each year separately. As Table 2 shows, none of the logistic regression models were significant, indicating that the selection of IT leaders does not appear to be influenced by prior performance 13 . 
. IT Spending Halo Testing
Another potential concern with the use of IW's rankings, one that is not addressed in prior research where IW rankings are used, is that the selection of IT leaders might be influenced by the firm's level of IT spending. The concern is that firms that spend the most on IT might be recognized as leaders based on magnitude of their raw spending rather than their intrinsic IT capabilities. To address this concern, we ran a logistic regression model to test for potential association between IT spending and designation as a leader in IW rankings. As IT spending is not available for the control group in our matched sample, our analysis utilizes all firms for whom IT spending data is reported in the 1992 through 1994 Information Week 500. We find no association between leadership designation and IT spending per dollar of revenue, and therefore there is no evidence of a leader selection bias on account of IT spending levels. Taken together, our analyses suggest that halo effects from financial performance and IT spending do not appear to be present.
Valuation Model
Our main research question centers on the association between IT capability and market valuation; therefore, we require a model focused on explaining the determinants of market value.
Our review of the accounting and finance literature identified the residual income valuation (RIV) model, specifically Ohlson's (1995) valuation framework, as one that has been theoretically developed and applied in various contexts. Though hardly used in IS research, Ohlson's model is widely used and accepted in capital markets literature, particularly in examinations of the value relevance of various non-financial components, including brand value (Barth et al. 1998 ), disclosure of non-financial information (Shevlin 1996) , wireless networks (Amir and Lev 1996) , and in valuing network traffic in e-commerce firms (Rajgopal et al. 2003 ).
The RIV model starts from the basic premise that asset prices represent the present value of all future expected dividends, with investors trading current value for a future stream of expected income. The model then replaces the expected value of future dividends with the book value of equity and current earnings. This change is based on the accounting concept of clean surplus where the change in book value of equity will be equal to earnings less paid out dividends and other changes in capital contributions (Ohlson 1995 
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We include advertising (ADV) and research and development (R&D) expenditures to control for potentially value-relevant intangible assets not included on the balance sheet. We also include year dummies to control for fixed year-effects (e.g., effects of macroeconomic factors on stock prices). If correlated with the independent variables, these effects may bias the regression coefficients. Similarly, we include 1-digit industry dummies to control for fixed 14 The potential effect of IT spending on market value is considered in the section 4.2.
industry-effects that may explain variation in market values across industries. To deal with potential heteroskedasticity and scale effects, t-statistics are all based on White's (1980) heteroskedasticity-consistent standard errors. Table 4 provides the results for our analysis on the association between IT capability and market value. The base model gives the results from the basic Ohlson/RIV model and consistent with prior results in the accounting literature, book value of equity, earnings and net dividends are significantly associated with market value. The second column shows the results after adding IT capability to the model, and the coefficient for IT capability is positive and significant, indicating that firms with superior IT capabilities command higher market values than matched firms. The IT capability coefficient remains positive and significant even when we also add advertising, R&D, as well as sales and book-to-market ratio as controls to mitigate imperfection 15 Appendix 1 defines these terms based on their Compustat data items.
DATA ANALYSIS
The Value Relevance of IT Capability
in the matching (Column 3). Adding IT capability increases the explanatory power of the models without materially altering the magnitude, sign and significance of the other independent variables. The increases, though relatively modest 16 , are statistically significant, and they mask the magnitude of the economic effects of IT capability on market values. On average, superior IT capability seems to account for about $1.5 billion dollars in additional market valuation (Column 3), which amounts to approximately 15% of the average market valuation for firms in our study. This further increases our confidence that IT capability is value relevant over and above other variables in extant valuation literature. Hypothesis 1 is therefore strongly supported. 16 The adjusted R 2 of our base models is relatively high which leaves little additional variance to explain. By way of comparison, we also examined the individual adjusted R 2 contributions of each individual variable in the models. The only variables that had significantly larger additional explanatory power are (as expected) equity, book to market and net dividends. Earnings, advertising, and R&D, variables whose value relevance has been established empirically in the literature, had similar or less incremental adjusted R 2 contributions.
Robustness Checks
To provide assurances that our main result is not driven by the sampling approach, matching method, and model specification employed, we conducted a variety of robustness checks. Table 5 summarizes the range of robustness checks performed, each of which is discussed next.
Model Specifications Matching Criteria
Control Sample
IT Capability Proxy
• Unscaled variables
• Scaled variables
• Added size and performance controls
• Net income vs. operating income (earnings before extraordinary items)
• Various size / and performance measures for matching criteria: Sales, Return on Assets, book-to-market • Include all firms which meet the matching criteria (a la Santhanam and Hartono 2003) • all firms listed as leaders in IW 500 (each firm-year listing considered an unique observation)
• only unique firms listed in IW 500 (only the observation from the year a firm is first listed) whereas, others have suggested that it would be best to simply add a control for size Kallapur 1996, Easton and Sommers 2003) . The literature has also discussed the appropriate representation of earnings, as net income or income before extraordinary items (Ohlson 1999).
The use of net income is consistent with the models' assumption of clean surplus; however, net income may include income that is not consistent across years and is therefore difficult to utilize for predicting future earnings (Shroff 1999 ).
To determine if our primary regression results are sensitive to the above treatments, we reran our main model using alternative specifications where the variables are scaled by size related metrics (assets, sales, book value). We also tested specifications in which we included a control for size (measured in terms of sales, the five-year sales average used for the matching criteria, and assets). Additionally, we reran the models using operating income instead of net income. In all these cases, the regression results mirror those reported in Table 4 , with the coefficient on IT capability remaining positive and statistically significant.
We also investigated the robustness of the results with respect to different matching criteria and control samples. The results in Table 4 pertain to a sample in which each leader firm is paired with a control firm in the same 2-digit SIC industry code with similar size (average sales over five year period) and closest book-to-market ratio. We tested our model on samples where the matching criterion has been modified to use more current sales information (previous years sales), and also on samples that provide a preference for four digit SIC code matches, ala Bharadwaj (2000) . We also tested our main hypothesis using samples matched based on 1-year ROA and 5-year ROA averages where the matching criterion is set to plus and minus ten percent. Additionally, following Santhanam and Hortono (2003) , we reran our main model using a control sample that consists of all the firms in the same two-digit SIC code within plus or minus thirty percent of the five year sales average. In all cases, the results were not materially different from those shown in Table 4 , further increasing our confidence in our findings.
Finally, we have also examined the robustness of our findings to change in the sampling methodology, which is driven by the proxy used to designate a firm as having superior IT Capability. Our primary approach has been to consider each firm-year listing as a leader in IW as an independent observation. To determine if our results are sensitive to this treatment, we reran our main model using observations only from the year a firm is first listed as a leader in the IW and their matches. Again, the results were remarkably similar to those reported in Table 4 .
The Value Relevance of IT Spending
Because data on IT spending is not available for firms in the control sample, as they are largely outside the IW 500 list, a new sample was developed to assess hypothesis 2 regarding the value relevance of IT spending. This new sample also serves to provide another opportunity to check the robustness of the results reported in the previous section regarding the value relevance of IT capability. In particular, the matched sample methodology employed thus far identifies firms that are similar in terms of industry, sales and book-to-market ratio; however, it includes (control) firms that are not listed in the Information Week 500. This raises a concern that the results might be biased because some of the matched firms in the control sample simply do not spend enough on IT and may therefore not have been included in the full IW 500 listing and respondents' consideration set. To address this concern regarding possible selection bias and provide additional evidence of the value relevance of IT capability, we examined differences in market value among listed IW 500 firms only and consider the impact of IT spending. More specifically, we developed a new sample consisting only of IW 500 firms with reported IT spending figures during the same period . With this new sample of 654 firms, we reran our valuation model to investigate whether the market values of firms identified as leaders in IW 500 (our proxy for superior IT capability) exceeds those of other (non-leader) IW 500 firms. The results are presented in Table 6 .
Column 1 of Table 6 provides the regression results for the base model, while Column 2 shows the results after adding IT capability to the base model. Consistent with our earlier finding using a matched-sample, the coefficient on IT Capability is positive and highly significant, indicating the firms designated as "IT leaders" have higher market values than nonleaders in the IW 500 sample. This provides additional support for hypothesis 1. 
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Column 3 shows the results of the valuation model with IT spending ratio 20 as a predictor and column 4 gives results from a model that includes IT capability and IT spending ratio.
Column 3 indicate that IT spending is significant; however, when IT capability is included in the model we find that IT capability is significant and IT spending is no longer significant. The results (column 5) do not qualitatively change when we also control for advertising, R&D 18 Regression models include year and industry dummies which are not reported. Robust standard errors are used to correct for heteroskedasticity. Multicollinearity, as indicated by variance inflation factors, was consistently low. 19 We also test for interactions between IT capability and IT spending and we do not find any statistical support. 20 IT spending ratio is IT spending divided by revenue. We use the scaled IT spending ratio instead of absolute IT spending because the latter was found to be highly correlated with the book value of equity and R&D Expense. The use of scaled IT spending measure is also consistent with studies examining the relationship between IT spending and firm value (e.g., . Analysis with absolute levels of IT spending provides similar results.
expense, sales and book-to-market ratio. Again, the coefficient on IT capability is positive and significant; whereas, the coefficient on IT spending ratio is statistically insignificant. Consistent with resource-based theory and our expectations, these results do not allow us to reject the null hypothesis 2 positing a lack of association between IT spending and market values.
Valuation of IT Capability Across Industries
To test our hypotheses regarding differences in the value relevance of IT capability across industries 21 , we first calculate indices for the three industry characteristics, namely the levels of munificence, dynamism and complexity. Our data sample utilizes financial measures that cover the fiscal years 1991 through 1993; therefore we focus on the mid-point, 1992, to calculate industry measures as we believe that the mid-point would be most representative of prevailing industry conditions during the three year period. Further, since firms in our sample tend to operate in many different sub-industries, we focus our analysis on the primary segments in our dataset: Manufacturing (SIC 2000-3999), Transportation (SIC 4000-4999), Trade (SIC 5000-5999), Financial Services (SIC 6000-6999), and Other Services (SIC 7000-7999).
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Following the procedure put forth by Dess and Beard (1984) , dynamism and munificence for each industry in our sample were assessed using archival data extracted from Compustat. For each industry segment, the industry-level total sales for five years (1988) (1989) (1990) (1991) (1992) were regressed on the year variable. Munificence was operationalized as the growth rate in annual industry sales, which was measured as the regression slope coefficient (the coefficient on the time variable) divided by the average annual sales over the five year period. Dynamism was operationalized as 21 A rerun of our main model (Table 4) with interaction terms between IT Capability and each industry dummy, shows significant differences across industries. However, such a model does not provide insight as to the source of observed differences and parameter estimates may be unstable due to high multicollinearity (max VIF=64).
the variability in annual industry sales and measured as the standard error of the regression slope coefficient of annual industry sales divided by the industry mean for the five year period. Dess and Beard (1984, p.56) For each of the three industry measures, we then split the industries into two (high and low) groups based on the median value 24 . Each of the three metrics provides a different ordering of the industries; however, for munificence and complexity, the industries assigned to the top and bottom half are the same. Therefore, we report only two sets of analyses in Table 7 . 
Association of IT Capability and Future Earnings
Our prior tests have focused on the association between IT capability and market valuation which reflects market expectations of the firm's future earnings. To the extent the IT Capability is value relevant, however, it should also be a good predictor of actual future earnings.
Following Lev and Sougiannis (1996) and Rajgopal (2003) , the future earnings (one-year ahead)
are modeled as a function of tangible assets (Assets), intangible assets (advertising ADV and research and development R&D), and a measure of growth/risk (market-to-book ratio MB).
Specifically, to test the informativeness of IT capability with regard to future earnings (H4), we estimate the follow equation: Table 8 presents the regression results for two samples. The coefficient on IT capability is positive but not significant when we run the model on our "best" matched sample, in which each leader firm is matched with a (single) benchmark (control) firm in the same industry and similar size that has the closest book-to-market ratio. However, consistent with H4, IT capability is found to be informative about next period's earnings when we consider all firms in the same industry and with size similar to the leader firm as the benchmark for comparison (a la Santhanam and Hortano 2003) . Significance of the IT capability variable in the residual income valuation model (table 4) reflects market's expectations of the total stream of income, including the earnings beyond one year in the future. Table 8 provides results from a model testing for potential moderation by the level of industry munificence / complexity which we found to be a significant moderator of the relationship between IT capability and market value (table 7) . We do not find evidence of moderation in the best match sample (column 3); however, we do find the interaction term to be positive and weakly significant in the "all" match sample (column 6). We believe this provides additional evidence for our hypothesis that the impact of IT capability differs across industries. repeat the analysis reported in Section 4.2. As Table 9 shows, our inferences remain unchanged 30 . IT capability is statistically ((p<0.01) and economically value relevant even after controlling for IT spending and other relevant controls (advertising, R&D, sales, and book-tomarket ratio). The results with regard to IT spending are even stronger in this sample; IT spending is not value relevant even when IT capability is not included in the model.
The results from this analysis are consistent with our earlier findings using the original (1992-94) data set of IT leaders, lending further support to our hypothesis regarding the value 27 We thank InformationWeek for providing the data on IT spending which is not disclosed by IW in their annual IW 500 issues during those years.
28 Information Week describes the rankings as "the InformationWeek 500 is determined by how IT organizations innovate in their use of IT" and "InformationWeek editors sought to identify and reward companies that demonstrate a pattern of technological, procedural, and organizational innovation". Information about the methodology for the IW500 is available in "Where To Find Innovators", Information Week, September 14, 1998 available at http://www.informationweek.com/700/method.htm.
29 IW started the innovation rankings in 1998; however, IT spending data was not available for 1998 therefore we start our data sample with 1999 rankings. 30 We have also repeated the analysis using a matched sample (a la section 4.1) whereby we use just the top 100 firms from the IW listing and match them with another firm based on industry, sales and book to market (same criteria as used earlier in the paper). This matched sample analysis does not include IT spending as it is not available for the firms not in the IW 500. Again, similar to our results for the early 1990's, we find that IT capability is positive and significant. 
CONCLUSION
This paper had three primary objectives. The first has been to argue that examination of the business value of IT at the firm-level should focus on the level of IT capability within a firm and its impact on forward looking measures of performance. The second is to empirically test, using Ohlson's residual income valuation model, the proposition that IT Capability is value relevant while IT spending is not. The third is to empirically test whether industry context matters. Our results suggest that, on average, investors reward firms with superior IT Capability through increased market value, in recognition of the potential positive impact on the risk and magnitude of the firm's future income stream. Further, this increased market capitalization appears to accrue to IT leaders in munificent and complex (IT-intensive) industries; IT capability does not appear to be value relevant for firms operating in industries with low growth and low IT intensity. Although there is evidence that this also holds with regards to industry dynamism, the results there are less conclusive. These findings are remarkably robust to different specifications of the research model and methodological assumptions.
Our empirical findings are consistent with resource-based expectations. Tacit, pathdependent and socially complex IT capability is positively related to market value, while an explicit resource such as IT spending is not. Thus, this paper also adds to the growing number of empirical tests of resource-base logic, in general, and to the application of resource-based theory to the IT domain, in particular. It also suggests that the resource-based view can provide a powerful a theoretical lens through which the question of IT business value can be examined.
As our results are sustained across two periods even after we control for industry and year fixedeffects as well as the levels of spending on adverting and R&D, we conclude that the distinctive value from IT rests more on how IT is deployed and used within an organization, and that IT capability, rather than IT spending, is the primary source IT-enabled intangible value. These results also explain, at least in part, the mixed empirical findings with respect to IT spending, and are also consistent with Weill's (1993) "IT conversion effectiveness" argument to account for the failure of some firms to translate their IT investments into distinctive advantages.
One limitation of this study is that our operationalization of IT capability is indirect, relying on perceptual ratings. While our analysis of IW's methodology and our halo testing provide assurances regarding the quality of this indirect proxy measure, future research should focus on developing and longitudinally tracking direct measures of IT Capability. Indeed, the development of a reliable, standardized measure of IT Capability that can be disclosed as a footnote to financial statements would allow firms to recognize an important intangible asset and provide investors with additional value-relevant information. conceptualization of "enterprise-wide IT capability" as a multidimensional construct is an important step in that direction. Relatedly, researchers have also linked the degree of shared Business-IT knowledge with increased levels of IT use (Boynton et al. 1994) , increased operational and service performance of the IS group (Nelson and Cooprider 1996) , increased IT assimilation in value-chain activities and business strategies (Armstrong and Sambamurthy 1999) , and improved process performance (Ray et al. 2005) . This suggests that Business-IT shared knowledge might be an important indicator for superior IT capability. Aside from these measurement issues, research is also needed to gain insights into the institutional factors and practices that foster the development and growth of IT capability within firms. A related limitation is that while our analysis shows that IT capability is value relevant over and above other variables in extant valuation models, our data set and cross-sectional research design do not allow us to address the question of causality directly, either through some sort of time series or through the use of two-stage least squares or some other instrumental variables approach. The theory predicts cause and effect; however, we are only able to show associations.
For practitioners, our study highlights the important role of IT management in making the right investment decisions, translating IT expenditures into business value (Markus and Soh 1993) . It also provides evidence that IT capability does matter strategically, rebutting Carr's (2003) broad assertion that IT is no longer a strategic resource. Our findings suggest that while IT spending might be necessary to achieve strategic parity, companies should focus on building superior IT capabilities. We also find some evidence, albeit less conclusive, which suggests that IT capability is informative about future earnings. These findings have implications on IT-related disclosure strategy for firms and disclosure policy for regulators. Our study also provides evidence that the external environment is a significant contingency, empirically reinforcing the broader perspective articulated in prior studies regarding the need for considering the IT-related industry-specific factors in theoretical models aimed at understanding the business value of IT.
Our finding regarding the differential effects of IT Capability across industries suggests that industry conditions, particularly environmental munificence and complexity, play an important role in understanding the potential strategic value of IT. Additional research is needed, however, to investigate how the interaction of various environmental characteristics might affect the value of IT capability.
