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Este proyecto presenta el planteamiento y desarrollo de un sistema para 
estudiar un entorno ambiental. Este sistema está formado por una red Ad-Hoc 
con sensores inalámbricos y una aplicación que procesa la información 
proporcionada por la red. 
Para la parte de red, se ha realizado un pequeño estudio de mercado para 
elegir un kit de sensores inalámbricos programables. El kit incluye un conjunto 
de motes, formados por un una pequeña plataforma de programación y una 
placa con varios tipos de sensores (luz, temperatura y sonido); y una base que 
gestiona la comunicación entre los motes. Una vez elegido, se ha estudiado a 
fondo el hardware y software implicados. Esto incluye el estudio del propio 
sistema operativo que utilizan, TinyOS, y el lenguaje de programación 
utilizado, nesC, que es una variante de C utilizada por el fabricante. 
A partir de la estructura de paquetes que envían los sensores, se ha 
desarrollado una aplicación en C# que procesa la información contenida en 
estos. Los sensores envían la información a la base, y ésta la transmite al 
ordenador por el puerto serie. De este modo, la aplicación procesa la 
información recibida por el puerto serie y genera un gráfico en Excel que 
compara las muestras recibidas de cada mote. El usuario podrá determinar 
qué tipo de información quiere procesar en función del sensor utilizado. En 
nuestro caso, estudiaremos medidas de niveles de luz ambiental. 
Aunque se han utilizado pocos sensores en el desarrollo del sistema, la 
aplicación es capaz de procesar información de múltiples nodos y se puede 
utilizar en redes de extensión variable. En el gráfico aparece la información 
clasificada en función del origen por lo que se puede estudiar el 
comportamiento individual de cada nodo de la red. 
Con este sistema, se facilita el estudio de un entorno ambiental aunque el 
investigador no sea experto en el hardware y el software del propio sistema. 
Utilizándolo, se pueden centrar los esfuerzos en el estudio ambiental y no en 
el medio físico empleado. 
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This project presents the analysis and development of an environment study 
system. This system is composed by an Ad-Hoc network with wireless sensors 
and an application to process the information received from the network. 
For the network, we made a small survey in order to choose a programming 
wireless sensor kit. This kit includes some motes, constituted by a small 
programming board connected to a sensor board with different kind of sensors 
(light, temperature and sound); and a base for manage the communication 
between the motes. After selected, we have studied in-depth the hardware and 
software involved. This includes the operative system used, TinyOS, and the 
programming language, nesC, a variant of C that uses the manufacturer. 
From the packet structure issued by motes, we have developed a C# 
application that processes the information contained in the packets. The 
sensors send the information to the base, and it transmits it to computer by 
serial port. Then, the application processes the information received and 
generates an Excel graphic that compares the samples sent by each mote. 
The user can determinate the kind of information that he wants to process 
according to the sensor used. In our case, we will study measures of 
environment light levels. 
Although we have used few motes in the system deployment, the application is 
able to process the information from multiple nodes and it can be useful in a 
variable extension network. In the graphic appears the information classified 
according the source, so we can study the individual behaviour of each 
network node. 
Using this system, we make easier the environment study although the 
researcher does not have expert knowledge in system hardware and software. 
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INTRODUCCIÓN, MOTIVACIÓN Y OBJETIVOS 
 
Las comunicaciones inalámbricas han sido en los últimos años objeto importante de 
investigación debido a sus ventajas y a su bajo coste. Las redes inalámbricas permiten 
trabajar con dispositivos que pueden cambiar de posición independientemente, según 
la necesidad de cada momento. 
 
También han sido un importante objeto de investigación las redes Ad-Hoc. Redes 
constituidas por nodos que se pueden conectar entre ellos de forma arbitraria, sin la 
necesidad de disponer de una infraestructura ni de una administración centralizada. 
Esto permite que todos los dispositivos de la red trabajen conjuntamente a un mismo 
nivel. 
 
Uniendo estos dos conceptos se puede obtener un sistema de redes Ad-Hoc con 
sensores inalámbricos, que permiten obtener información sobre un entorno de 
investigación. Sin embargo, estos sistemas no procesan por sí solos la información que 
captan. 
 
Actualmente no se han desarrollado herramientas que permitan primeros contactos 
amigables con este entorno. De esto nace la motivación de este proyecto, que pretende 
desarrollar una herramienta de trabajo cómoda y fácil. 
 
Los principales objetivos son: 
 
• Conocer el entorno de las redes Ad-Hoc con sensores inalámbricos. 
• Estudiar las opciones de hardware que ofrece el mercado para implementar este tipo 
de redes. 
• Documentar el hardware elegido y el software asociado. 
• Estudiar a fondo las propiedades y el funcionamiento de este hardware y software. 
• Desarrollar una aplicación que, a partir del sistema físico establecido, procese la 
información y la adapte a las necesidades del investigador. 
 
El resultado de todo ello será un sistema que capte información ambiental y muestre 










En este primer capítulo presentaremos los diferentes conceptos que engloba la idea de 
una red Ad-Hoc con sensores inalámbricos. 
 
Empezaremos por explicar el concepto de redes inalámbricas, detallando sus ventajas 
e inconvenientes y las diferentes topologías. A continuación presentaremos la idea de 
redes Ad-Hoc, explicando su funcionamiento, sus características y los tipos. Por último 
definiremos el concepto de redes Ad-Hoc con sensores inalámbricos. 
 
 
1.2. Redes inalámbricas 
 
Las redes inalámbricas son aquellas redes de telecomunicaciones en donde la 
interconexión entre nodos es implementada sin utilizar cables. 
 
 




• No existen cables físicos. 
• Son de bajo coste. 
• Permiten gran movilidad dentro del alcance de la red. 





• Tienen peor calidad de servicio respecto a las redes cableadas. 





Existen dos topologías de redes inalámbricas: las Ad-Hoc y las de infraestructura. La 
primera es una conexión de tipo punto a punto, en la que los dispositivos se conectan 
directamente unos con otros. Simplemente envían los paquetes de información con la 
esperanza que lleguen a su destino. 
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En la red de infraestructura se utiliza un dispositivo como punto de acceso, que 
centraliza la información. Los dispositivos le envían los paquetes de información y éste 
se ocupa de enviar cada uno de ellos al dispositivo destinatario correspondiente. 
 
 




El modo de funcionamiento de las redes Ad-Hoc es peer-to-peer, todos los dispositivos 
reciben los paquetes enviados por algunos de ellos. 
 
En esta red sólo hay dispositivos inalámbricos. Muchas de las operaciones que controla 
el punto de acceso en las redes de infraestructura, como la señalización y la 





Según la relación que hay entre los dispositivos de la red y los paquetes enviados entre 
ellos podemos dividir las redes Ad-Hoc entre cooperativas y directas. 
 
 
1.3.3.1. Redes Cooperativas 
 
En este caso, cada dispositivo, cuando recibe un paquete, aunque no sea el 
destinatario de éste, procesa su información para reenviarla y contribuir a la 
comunicación con el resto de dispositivos de la red. 
 
 
1.3.3.2. Redes directas 
 
En las redes directas los dispositivos sólo procesan la información de los paquetes de 
los que ellos mismos son destinatarios. El resto de paquetes son invisibles para ellos, 
es decir, los reciben pero, al verificar que no son su destinatario, no los procesan. 
 
 
1.4. Redes Ad-Hoc con sensores inalámbricos 
 
Como su nombre indica, son sistemas de nodos inalámbricos con sensores que se 
comunican entre ellos de forma descentralizada. 
 
Estos nodos recogen información del entorno a través de los sensores y la envían en 
forma de paquetes al resto de dispositivos de la red vía radio. 
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Se desea crear un entorno adecuado para el estudio de la comunicación en una red 
Ad-Hoc con sensores inalámbricos. Con este entorno se podrá simular una pequeña 
red Ad-Hoc inalámbrica con dos nodos, que se comuniquen entre ellos, y una estación 
base que gestione la comunicación de la pequeña red. 
 
 
2.2. Estudio de Mercado 
 
Existen en el mercado distintos fabricantes que ofrecen kits de sensores inalámbricos 
con múltiples prestaciones. Entre las distintas opciones, nos hemos centrado en las 
que la configuración y programación se ha realizado en software libre. De este modo, 
se podrá acceder al código fuente y estudiar su funcionamiento. 
 
Después de esta clasificación, los candidatos son Crossbow y moteiv. A continuación 




2.2.1. Productos Crossbow 
 
Crossbow ofrece kits de desarrollo de diferentes características, en función del tipo de 
estudio que se quiera realizar (las siglas WSN significan Wireless Sensor Network): 
 
• WSN Starter Kit: son kits para estudios de redes simples de sensores. Incluyen 
pocos motes. 
• WSN Professional Kit: son kits de 8 motes, para estudios de redes de sensores más 
complejas. 
• WSN OEM Design Kit: son kits de componentes por separado, para complementar 
otros kits adquiridos anteriormente. Normalmente no incluyen software ni cableado. 
• WSN Imote2 Builder Kit: es el nuevo producto de Crossbow, basado en la plataforma 
.NET de MicroSoft. Está diseñado para resolver redes de datos con sensores 
notablemente complejas. 
• WSN Classroom Kit: son kits de soporte académico, con dos motes, que incluyen 
tutoriales y software de soporte para facilitar el estudio de redes de sensores 
basadas en Crossbow. 
 
Todos los kits incluyen los componentes de hardware necesarios para el montaje y 
posterior desarrollo software de la red de sensores ambientales. 
 




2.2.2. Productos moteiv 
 
moteiv también ofrece distintos kits de desarrollo, aunque su variedad es más limitada. 
Sus productos son: 
 
• Tmote mini: es un sistema SoC (System on Chip), un sistema completo para 
comunicaciones, pero no para captura de medidas ambientales, ya que sólo consta 
de transceptor y microcontrolador, pero no incluye los sensores ni plataforma de 
ensamblaje. 
• Tmote Sky: es el sistema Ready to Deploy que ofrece moteiv. A partir del mismo 
núcleo que Tmote mini, incluye una plataforma para ensamblaje de sensores 
ambientales y una pasarela USB para la reprogramación de los dispositivos. 
• Tmote Invent: este sistema basado en Tmote Sky ya incluye los sensores y la 
interfaz necesarios para el estudio de la red de captura ambiental. 
 





Después de analizar las plataformas de desarrollo software, y teniendo en cuenta las 
librerías que nos ofrecen moteiv y Crossbow, nos decantamos por la opción de 
Crossbow ya que la implementación de las librerías es mayor y nos permite dedicarnos 
de forma más directa al desarrollo de la aplicación, objeto de este proyecto. 
 
Dentro de las opciones de Crossbow, hemos elegido el WSN Classroom Kit, ya que 
proporciona soporte académico y una red sencilla de comunicación entre los motes y la 
base completamente implementada. De este modo nos permite centrarnos en el diseño 
y desarrollo del sistema completo de estudio ambiental. 
 
 
2.3. Kit de sensores inalámbricos y base 
 
El hardware utilizado en el desarrollo de este proyecto es el kit básico de Crossbow, 
formado por una base (modelo MIB510) y dos motes (modelo MICA2) inalámbricos con 
placa de sensores (modelo MTS300). 
 
Véanse los datasheets de los tres componentes del kit en anexo B. 
 
Algunas de las características de este kit son: 
 
• Multisalto: se pueden mandar mensajes peer-to-peer hasta la base. 
• Autoconfiguración: formación de la red sin intervención humana. 
• Autoescalable: se pueden añadir o quitar nodos a la red sin reiniciarla. 
• Enrutamiento dinámico:  
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2.3.1. Base (MIB510) 
 
El MIB510 es una placa de interfaz serie que permite agregar información de una red 
de sensores al PC. A parte de la transferencia de información, esta placa proporciona 
una interfaz serie programable RS-232. 
 
El MIB510 tiene un procesador en la placa que programa las placas de los motes. El 
procesador también controla la potencia del MIB510, e inhabilita la posibilidad de 
programación si ésta no se encuentra dentro de los límites requeridos. 
 
 
2.3.1.1. Especificaciones del MIB510 
 
• Interfaz RS-232: 
  Conector: 9-pin “D” 
  Tasa de transmisión: 
    por defecto: 57.600 kbps 
    programable hasta: 115.200 kbps 
• Interfaz del Mote: 
  Conector: 51-pin (x2) 
  Indicadores: LED’s (Rojo, Verde, Amarillo) 
 
• Interfaz programable: 
  Indicadores: LED Verde (potencia correcta) 
    LED Rojo (programación en proceso) 
  Interruptores: Interruptor para habilitar la transmisión serie del mote 
Interruptor temporal para reiniciar el procesador de 
programación y el mote 
• Potencia: 
  5V a 50mA usando la alimentación externa. 
  Entre 2.7 V y 3.3 V a 50 mA usando las pilas del mote. 
 
 
2.3.1.2. Montaje de la base MIB510 
 
Es importante que la base esté protegida, para ello es necesario encajar la parte 
inferior de la caja (de color negro) con la placa base. Se debe colocar la placa de 
manera que los LED’s queden en la superficie externa. Para fijar completamente, se 
debe atornillar el conjunto. 
 
A continuación se desconecta la antena del mote BASE_XXX_0 (donde XXX es un 
número que indica la frecuencia de trabajo, en nuestro caso 433), en caso de que la 
tenga conectada, y conectar la antena de la base al mote0, por donde estaba 
conectada la antena del mote. Por último, sólo queda conectar la placa del mote 





Fig.2.1. Placa base programable MIB510 
 
 
Para encender la base hay que tener en cuenta que el interruptor del mote queda 
escondido por la caja negra. Se puede desconectar el mote de la base cada vez que se 
quiera encender o apagar el mote, o bien usar un objeto rígido y fino, sin tener que 
desconectar el mote. También es importante tener en cuenta que si se activa la base 
con la alimentación por corriente, el interruptor de la alimentación a pilas debe estar 
desconectado y viceversa. 
 
 
2.3.2. Motes (MICA2) 
 
Los MICA2 son motes con sensores que utilizan el chip simple, transceptor de 
radiofrecuencia, ChipCon modelo CC1000. 
 
 
2.3.2.1. Especificaciones del MICA2 
 
• Frecuencia ajustable: (Aunque la frecuencia del chip es ajustable a nivel de 
software, todo el hardware externo que se añade al CC1000 tiene una 
frecuencia de trabajo especificada. Así que, si una placa tiene especificada la 
frecuencia a 433 MHz, no será posible que trabaje a 868 o 915 MHz.) 
• Modulación FSK con una tasa de transmisión de hasta 76,8 kBaud 
• Hardware basado en la codificación Manchester 
• Bit sincronizador integrado 
• Sensibilidad: -110 dBm (a 2,4 kBaud) 
• Estados de potencia seleccionables 






Fig.2.2. Diagrama de bloques CC1000 
 
 
2.3.2.2. Montaje de los motes MICA2 
 
El montaje de los motes remotos consiste en conectar las placas de sensores al mote 
dejando todos los sensores en la superficie externa. Como en el caso del MIB510, se 
debe conectar por el conector de 51-pin. En los motes no hay conflicto a la hora de 











2.3.3. Conexión de los motes con el PC 
 
La conexión de la base MIB510 al ordenador, en el caso que se trate de uno de 
escritorio, debe ser mediante un conector Serie-Serie. Si, por el contrario, se trata de 
un ordenador portátil, la conexión se realiza mediante un conector Serie-USB. 
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El sistema operativo necesario para el desarrollo de este entorno es el TinyOS. El 
fabricante proporciona este software y otras herramientas (aplicaciones) para el PC. 
 






TinyOS es un sistema operativo para trabajar con redes de sensores, desarrollado en 
la Universidad de Berkeley. TinyOS puede ser visto como un conjunto de programas 
avanzados, el cual cuenta con un amplio uso por parte de comunidades de desarrollo, 
dadas sus características de ser un proyecto de código abierto. Este conjunto de 
programas contiene numerosos algoritmos, que nos permitirán desde generar 
enrutamientos, como también aplicaciones preconstruidas para sensores. Además 
soporta diferentes plataformas de nodos de sensores y arquitecturas bases para el 
desarrollo de aplicaciones. 
 
Como veremos más adelante, el lenguaje en el que se programa TinyOS es un meta-
lenguaje que deriva de C®, cuyo nombre es nesC®. Además existen varias 
herramientas que ayudan el estudio y desarrollo de aplicaciones para las redes de 
sensores, que van desde aplicaciones para la obtención y manejo de datos, hasta 





El  diseño de TinyOS está basado en responder a las características y necesidades de 
las redes de sensores, tales como un reducido tamaño de memoria, bajo consumo de 
energía, operaciones de concurrencia intensiva, diversidad en diseños y usos, y 
finalmente operaciones robustas para facilitar el desarrollo confiable de aplicaciones. 




3.2.2. Requisitos básicos 
 
• CD-ROM de herramientas de soporte de TinyOS proporcionado por el fabricante. 
• PC basado en Windows: 
- Sistema Operativo: Microsoft Windows (XP, 2000, NT) 
- 1GB o más de espacio libre en el disco 
- 550 MB o más de espacio libre en el disco C, para el directorio TEMP. 
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• Software Terciario: 
- WinZip 
- Adobe Acrobat PDF Reader, para ver los manuales. 
- Bloc de notas 
 
Cabe destacar que el proyecto se inició sobre BSD (Unix), por lo cual para el 




3.2.3. Instalación de TinyOS 
 
EL asistente de instalación de TinyOS ofrece los siguientes paquetes de software: 
 
• TinyOS 1.1.0 
• Herramientas de TinyOS 
• nesC 
• Cygwin (aparece el icono en el escritorio cuando se instala TinyOS) 
• SurgeView 
• Herramientas de soporte 
• Java 1.4 JDK y Java COMM 2.0 
• Graphviz 
• Herramientas AVR 
 
 
3.2.3.1. Instalación de TinyOS 1.1.0 
 
Este paso podría tardar de 10 minutos a 1 hora, o más, dependiendo de la velocidad 
del ordenador. 
 
• Insertar el CD-ROM de Crossbow TinyOS Support Tools en el ordenador. 
• Entrar en el directorio TinyOS Install del CD-ROM y hacer doble clic en tinyos-
1.1.0is.exe. 
• Seguir los pasos que se van mostrando en pantalla para realizar la instalación. 
 
 
3.2.3.2. Actualización de TinyOS 1.1.10 
 
Muchas de las aplicaciones Crossbow y algunas de TinyOS que se encuentran en el 
directorio contrib/xbow/ necesitan las actualizaciones de esta versión de TinyOS. 
 
Las instrucciones a seguir son: 
• Copiar el fichero tinyos-1.1.10July2005cvs-1.cygwin.noarch.rpm el el directorio 
C:\tinyos\cygwin\tmp. 




rpm –nodeps –force –ignoreos –Uvh tinyos-
1.1.10July2005cvs-1.cygwin.noarch.rpm 
 
• La instalación de rpm puede tardar ya que incluye la compilación de código java. 
 
 
3.2.3.3. Renovar con la versión TinyOS 1.1.10 
 
• Abrir el fichero reinstall.extra, que se encuentra en el directorio 
C:\tinyos\cygwin\opt\tinyos-1.x\tools\make\avr y eliminar exe0 de la línea 5 del 
fichero. 
• Copiar el fichero xbow de la versión correspondiente con la extensión .tgz en el 
directorio C:\tinyos\cygwin\opt\tinyos-1.x\contrib. Si no existe la carpeta se debe 
crear. 
• Descomprimir el fichero. El CD-ROM incluye el programa WinZip para ello. Debe 
quedar un directorio llamado xbow dentro del contrib. 
 
 
3.2.3.4. Utilidad XInstall 
 






3.2.4. Instalación de otras aplicaciones relacionadas: SurgeView 
 
Es una de las herramientas que proporciona el fabricante. Permite mostrar por pantalla 





La instalación del programa se puede realizar con el CD-ROM de Crossbow. Primero 
se debe copiar la carpeta Surge-View del CD-ROM y pegarla en el directorio 
C:\Archivos de programa. Una vez dentro de este directorio, se ejecuta el 
Serialforwarder.exe. En el momento que se abra el programa, hay que clicar en “Stop-
Server”. Es necesario, dentro del programa, determinar el número de puerto COM y la 
velocidad. Si se trata de un ordenador de escritorio tendremos que escribir: 
serial@COM1:57600, y en el caso de ser un portátil sería: serial@COM4:57600. 
 
Una vez se haya definido esto ya se puede clicar en “Start-Server”. 
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Llegados a este punto es necesario abrir una ventana de consola e ir al directorio 
C:\Archivos de programa\Surge-View y escribir Surge 125. (Esto llama al Surge-View 
GUI). En este momento se abren las ventanas con la topología de la red creada con los 
sensores y las estadísticas de la señal. Uno o dos minutos más tarde, los nodos 
remotos aparecen en ellas. 
 
 
3.2.5. Verificación de Software y Hardware 
 
El ambiente de desarrollo TinyOS usa el compilador avr gcc, perl, flex, cygwin si se 
trabaja en Windows y JDK 1.3.x. El CD-ROM contiene una herramienta llamada 
toscheck para revisar que las herramientas están correctamente instaladas y que las 
variables del ambiente están definidas. 
 
Para la verificación se debe abrir una consola (cmd) y ejecutar, dentro del directorio 
C:\tinyos\cygwin\opt\tinyos-1.x\tools\scripts, la aplicación toscheck. Aparece por 
pantalla un texto que confirma el correcto funciomaniento. (Véase anexo C) 
 
La última línea es la más importante. Si aparece algún error, es necesario resolverlo 
antes de seguir adelante. 
 
Una vez hecho esto, se debe verificar el hardware. Dentro de las aplicaciones del CD-
ROM hay una que se llama MicaHWVerify. Está diseñada para verificar el hardware de 
los motes mica, mica2 y mica2dot. 
 
Para empezar, es necesario abrir el Cygwin e ir al directorio C:\tinyos\cygwin\opt\tinyos-
1.x\apps\MicaHWVerify. Una vez en el directorio, se debe hacer el siguiente comando: 
 
- PFLAGS=-DCCIK_DEF_FREQ=433000000 make mica2 
 
Donde, 433000000 es la frecuencia de trabajo de los motes en Hz y mica2 es el 
modelo de mote que estamos usando. 
 
Si compila correctamente, debe aparecer escrito un mensaje parecido al del anexo C. 
 
El siguiente paso es instalar la aplicación a un mote. Se debe colocar un mote 
encendido en la placa programadora. El LED rojo de la placa debe parpadear. Para 
cargar el programa en el mote, y teniendo en cuenta que se usa un programador por 
puerto serie, se debe ejecutar el siguiente comando: 
 
- MIB510=/dev/ttyS0 make install mica2 
 
Donde /dev/ttyS0 corresponde al puerto de comunicación serie COM1. La relación 
genérica que existe es: COMi le corresponde /dev/ttyS(i-1). Así que en cada caso es 
necesario tener en cuenta con que puerto está trabajando el ordenador. Véase en el 
anexo C las líneas de código que deben aparecer. 
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Por razones de permisos del software, es necesario modificar la fecha del ordenador 
para que sea entre el año 2000 y 2003. Una vez hecho esto, se pueden hacer los 
siguientes comandos: 
 
- make –f jmakefile 
- MOTECOM=serial@COM1:57600 java hardware_check 
 
Entonces aparece el siguiente texto: 
 
hardware_check started 
Hardware verification successful. 
Node Serial ID: 1 60 48 fb 6 0 0 1d 
 
Esto se debe realizar para la placa base (BASE_433_0) y para las dos placas de los 
motes (433_1 y 433_2). Para verificar que funciona correctamente, debemos observar 
que el LED rojo parpadea y los LED’s verde y amarillo funcionan como un contador 
binario de los parpadeos del rojo. 
 
A partir de aquí, debemos hacer una verificación de radio. Para ello cogemos la placa 
base (BASE_433_0) y la colocamos en el MIB510. Dentro del programa Cygwin, se 
entra en el directorio C:\tinyos\cygwin\opt\tinyos-1.x\apps\TOSBase y se realizan los 
dos primeros comandos anteriormente hechos pero con el detalle de no escribir install 
sino reinstall: 
 
- PFLAGS=-DCC1K_DEF_FREQ=433000000 make mica2 
- MIB510=/dev/ttyS0 make reinstall mica2 
 
Una vez esté hecha la instalación, dejamos la placa en el MIB510 encendida y 
encendemos uno de los motes, con la aplicación de MicaHWVerify instalada. Dentro 
del directorio C:\tinyos\cygwin\opt\tinyos-1.x\apps\MicaHWVerify introducimos los otros 
comandos anteriormente ejecutados: 
 
- make –f jmakefile 
- MOTECOM=serial@COM1:57600 java hardware_check 
 
El siguiente mensaje verifica el correcto funcionamiento del sistema radio: 
hardware_check started 
Hardware verification successful. 
Node Serial ID: 1 60 48 fb 6 0 0 1d 
Si el mote remoto está apagado o no funciona correctamente, el mensaje que saldrá es 
 
Node transmission failure 
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Si se han pasado correctamente todos los tests anteriores, se puede empezar a 
trabajar con TinyOS y el kit de sensores. 
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TinyOS es un sistema desarrollado en un lenguaje de programación llamado nesC. En 
este capítulo se explica la estructuración y funcionamiento de este nuevo lenguaje. 
 
El sistema TinyOS, sus librerías y aplicaciones, están desarrolladas en nesC, un nuevo 
lenguaje de programación estructurado en aplicaciones basadas en componentes. El 
lenguaje nesC es principalmente para sistemas empotrados como las redes de 
sensores. Se trata de un lenguaje con una sintaxis parecida al C. Su principal objetivo 
es permitir a los diseñadores de aplicaciones construir componentes que formen parte 
de un sistema. 
 
A continuación empezaremos con una breve explicación de cómo funcionan las 
conexiones y namespaces en C, C++® y Java® para, a continuación, hacer una 
comparativa de éstas con el funcionamiento de nesC. 
 
Después explicaremos los componentes en nesC. Esto incluye: el funcionamiento de 
estos, la implementación de módulos, las interfaces, las configuraciones, las tareas y 
su utilidad, las capturas de eventos y la existencia de componentes genéricos. 
 
También explicaremos la concurrencia y la asignación de variables. 
 
 
4.2. Conexiones y Namespaces 
 
Un Namespace es una forma de agrupar clases (tipos) que están relacionadas de 
alguna forma. 
 
El uso de los Namespaces permite tener nuestros ensamblados agrupados según la 
tarea para la que los hemos programado. De esta forma, si escribimos ensamblados 
que accederán al disco, los podemos agrupar para tenerlos en un sitio diferente a los 
que, por ejemplo, accedan a una base de datos. 
 
Al hablar de conexiones, nos referimos, en este punto, a las relaciones que se 
establecen entre los diferentes Namespaces. 
 
Programar en TinyOS supone un reto por necesitar un nuevo lenguaje, nesC. Por un 
lado, nesC es muy similar a C. El hecho de implementar un nuevo sistema o protocolo 
no supone un gran problema, en cambio, incorporar este nuevo código a todos los ya 
existentes ya muestra ciertas dificultades. En el punto en que nesC se distingue de C 
es en los modelos de conexión. La complejidad no se encuentra en la descripción del 
software de los componentes, pero si en la combinación de un conjunto de 
componentes para crear una aplicación funcional. Para comprender mejor el nivel de 
dificultad de estas conexiones, se presentarán las conexiones en C, C++ y Java, y 
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como éstas afectan la estructura del código escrito en estos mismos lenguajes. Una 
vez hecho esto, al presentar las conexiones en nesC, las diferencias serán evidentes. 
 
 
4.2.1. Análisis del funcionamiento en C 
 
Los programas en C tienen un único namespace global para las funciones y variables. 
Se puede nombrar una variable de tres maneras: por declaración, por definición o por 
referencia. Una declaración crea y determina el tipo de una variable. 
 
Una declaración no es una implementación, simplemente determina la existencia de 
una variable y permite que el código haga referencia a ella, llamando una función, 
asignándole algún valor, cogiendo su dirección en memoria o cargando la variable. 
 
Un compilador de C generalmente espera que las variables sean declaradas antes de 
hacer referencia a ellas. 
 
Una declaración informa de la existencia de una variable, una referencia usa la variable 
y una definición crea la variable. La definición de una función es su implementación, 
mientras que la definición de una variable es su localización. Una variable puede estar 
declarada y referenciada varias veces, pero definida una única vez. 
 
Definir una variable introduce un nombre en el namespace del programa. El 
namespace de un programa en C tiene diferentes niveles. En el nivel más alto, visible 
para todos, es el global: cualquier código puede referenciar una variable de este nivel. 
Las variables globales y las funciones no estáticas se encuentran en este nivel. Cada 
programa crea un árbol de niveles cuya raíz es el global. Estos niveles pueden 
referenciar sus propias variables locales y las variables de más alto nivel, pero no 
variables locales de mismo nivel o de más bajo nivel. 
 
Las cabeceras no son una construcción especial de C, son simplemente ficheros que 
contienen la declaración de las variables. Estas declaraciones coinciden con las 
definiciones del correspondiente fichero de implementación. 
 
Cuando un programa en C está dividido en diversos ficheros, estos ficheros sólo 
pueden referenciarse entre ellos a través de declaraciones hechas a nivel global. Como 
una declaración sólo puede tener una definición, cuando una parte de código hace 
referencia a una función, se refiere a una implementación. Dos ficheros que hacen 
referencia a un mismo nombre de función, hacen referencia a una misma función, 
creando una dependencia entre los dos códigos, porque al querer modificar la 







4.2.2. Análisis del funcionamiento en C++ 
 
El C++ es similar al C, aunque C++ es más rico en namespaces y herencias. En C++ 
generalmente “::” representa la herencia de un namespace. Se puede definir un 
namespace o una jerarquía de namespaces. Una clase también puede definir un 
namespace. 
 
La herencia proporciona una manera de extender la funcionalidad más fácilmente que 
en C. A parte de usar una estructura de punteros a funciones, un programa puede usar 
una clase para representar una abstracción extensible. En la práctica, cada objeto tiene 
un puntero hacia una tabla de funciones de sus funciones, pero esta tabla es de sólo 
lectura y el programador no debe hacer un mantenimiento de ella. A parte de usar 
punteros a funciones, un sistema C++ puede usar objetos para extender funcionalidad. 
Como en C, la asociación se hace en tiempo de ejecución. 
 
 
4.2.3. Análisis del funcionamiento en Java 
 
Java tiene mucho en común con C y C++ en las llamadas a variables y funciones y las 
conexiones que hay entre ellas. Las instancias llaman a una determinada clase, así que 
es habitual usar plantillas de diseño para tener bien separadas y diferenciadas las 
clases, de esta manera las clases pueden tener objetos de otras clases como 
parámetros. Por ejemplo, la clase java.io.BufferedInputStream tiene como parámetro un 
objeto de la clase java.io.InputStream en su constructor. Esto permite que un programa 
pueda asociar un BufferedInputStream con una serie de Input Stream’s. 
Como en C y C++, esta asociación se hace en tiempo de ejecución. 
 
 
4.2.4. Análisis del funcionamiento en nesC 
 
El lenguaje nesC (network embedded system C) es un dialecto de C basado en 
componentes. De alguna manera, los componentes nesC son similares a objetos. La 
principal diferencia es el alcance de las llamadas por referencia. Mientras que los 
objetos de C++ y Java hacen referencia a funciones y variables a nivel global, los 
componentes nesC usan únicamente un nivel local. Esto significa que además de 
declarar las funciones que implementa, un componente debe declarar las funciones 
que llama. Los nombres que un componente utiliza para llamar estas funciones es 
completamente a nivel local: el nombre que referencia no tiene que ser igual al nombre 
que implementa la función. Cuando un componente A declara que llama a una función 
B, es imprescindible introducir el nombre A.B en el nivel global. Otro componente, C, 
que llama la función B introduce el nombre C.B en el nivel global. Aún cuando ambos, 
A y C se refieran a la función B, pueden estar referenciando implementaciones 
completamente diferentes. 
 
Cada componente tiene una especificación, un bloque de código que declara las 
funciones que implementa (provides) y las funciones que llama (uses). 
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En la práctica, raramente los componentes declaran funciones individuales en sus 
especificaciones. En su lugar, nesC tiene interfaces, que son colecciones de funciones 
relacionadas. Las especificaciones de los componentes están casi siempre en términos 
de interfaces. Por ejemplo, el control de potencia y las configuraciones hacen que las 
aplicaciones normalmente necesiten arrancar y parar abstracciones del sistema y 
servicios, como encender los sensores para obtener lecturas o encender la radio para 
recibir o enviar paquetes. La interfaz StdControl expresa esta funcionalidad: 
 
interface StdControl{ 
 command error_t start(); 
 command error_t stop(); 
} 
 
Un componente que representa una abstracción o un servicio que se puede encender y 
apagar, proporciona el StdControl, mientras que un componente que necesita apagar y 
encender otros componentes, usa el StdControl. Normalmente se trata de una relación 
jerárquica. 
 
La conexión entre implementadores y usuarios se llama wiring. Las interfaces que se 
encuentran implementadas y usadas en un módulo trabajan conjuntamente por el 
hecho de estar wired, pero se trata de interfaces totalmente desacopladas e 
independientes las unas de las otras. 
 
 
4.2.5. Comparativa entre nesC y C, C++ y Java. 
 
Los lenguajes C, C++ y Java deben tener una composición dinámica por el hecho de 
tener un namespace global. Llamar una función requiere usar un nombre que es único 
para esta función en el namespace. 
 
NesC tiene otro objetivo. Primero, el código se divide en componentes, unidades 
discretas de funcionalidad. Un componente sólo puede hacer referencia a variables de 
su propio namespace. No es posible que llame a una variable de otro componente. Sin 
embargo, un componente puede declarar que utiliza la función definida por otro 
componente. También puede declarar que proporciona una función que otro 
componente puede llamar. Creando un programa en nesC implica crear componentes y 
conectar los usuarios con los implementadores de las funciones. Como esta 
composición se realiza en tiempo de compilación, no es necesaria su asignación en 
tiempo de ejecución ni almacenar punteros a funciones en RAM. 
 
TinyOS y nesC usan aproximaciones estáticas porque las redes de sensores están 
compuestas por ordenadores empotrados, que tienen usos muy específicos y 




A nivel de programación, nesC es un lenguaje accesible, al fin y al cabo podría 
considerarse un dialecto del C. La idea de los diferentes namespaces y donde poder 
usar o declarar variables o funciones no es difícil de comprender por un programador. 
La parte más compleja con la que aprender a trabajar es el wiring, no hay ninguna 




TinyOS define un número importante de conceptos que se expresan en nesC. En 
primer lugar, las aplicaciones nesC son construidas por componentes con interfaces 
bidireccionales definidas. En segundo lugar, nesC define un modelo basado en tareas y 




4.3.1. Funcionamiento por fases 
 
Los nodos de sensores tienen una amplia capacidad de hardware, así que TinyOS 
debe conseguir una gran flexibilidad de hardware y software. 
 
La implementación de un sensor normalmente muestrea con una cierta periodicidad y 
envía el valor cacheado. Desde el punto de vista del receptor, la implementación de 
este sensor es totalmente de software, es decir, para el receptor, el muestreo tiene que 
ser igual si proviene de un magnetómetro o de una fotoresistencia. El problema que 
existe entre los sensores y el conversor analógico-digital es que los primeros trabajan 
de forma síncrona y el conversor analógico-digital funciona por fases. Y la solución que 
facilita el funcionamiento es hacer que cada una de las partes vea la otra como a ella 
misma, es decir, proporcionar a los sensores una interfaz de funcionamiento por fases 
o hacer funcionar al conversor de forma sícrona. 
 
TinyOS hace que las operaciones que son por fases en hardware también lo sean en 
software. Esto significa que muchas operaciones comunes funcionen por fases. Una 
característica importante de las interfaces que trabajan por fases es que son 
bidireccionales: hay una llamada para iniciar la operación, y una respuesta que significa 
que la operación ha sido completada. En nesC, normalmente, las llamadas son 
comandos, mientras que las respuestas son eventos. Una interfaz especifica ambos 
lados de la relación. Dependiendo de si usa o implementa la interfaz, un componente 
determina que fase del funcionamiento representa. Hay componentes que definirán 
comandos y lanzarán eventos de una misma interfaz, y otros que llamarán esos 





Cada componente tiene un bloque de implementación después de ser declarado. Para 
los módulos, esta implementación es similar a un objeto, tiene variables y funciones. Un 
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módulo debe implementar cada comando de las interfaces que proporciona y cada 
evento de las interfaces que usa. 
 
Aunque los módulos son similares a los objetos, hay diferencias significantes. Primero 
de todo, los módulos son, por defecto, únicos, no se pueden instanciar. Esto va 
relacionado con la idea de no saber si un componente es de hardware o de software. El 
hardware es único, pero el software en ocasiones no lo es. Hay algunos módulos 





Un componente proporciona y utiliza interfaces. Estas interfaces son el único punto de 
acceso del componente. Una interfaz declara un conjunto de funciones llamadas 
comandos, que el proveedor de la interfaz debe implementar, y un conjunto de 
funciones llamadas eventos, que el usuario de la interfaz debe implementar. Para que 
un componente llame los comandos de una interfaz, debe implementar los eventos de 
dicha interfaz. Un componente simple puede usar y proporcionar múltiples interfaces y 
múltiples instancias de una misma interfaz. Se dice que una interfaz es bidireccional 




4.3.3.1. Interfaces con argumentos 
 
Las interfaces pueden tener argumentos. Se declaran entre paréntesis angulares (<>), 
y se determina el tipo de variable que se pasa como argumento. 
 
Cuando se conectan proveedores y usuarios de interfaces con argumentos, los tipos 
deben coincidir. A veces, los argumentos se usan para asegurar el tipo de variable que 
se pasa, si esta no pertenece a ningún comando o evento. 
 
 
4.3.3.2. Interfaces parametrizadas 
 
A veces, un componente proporciona varias instancias de una interfaz. Hay varias 
formas de conseguir esto, pero muchas de ellas son poco eficaces. 
 
Para soportar abstracciones con algunas interfaces, nesC tiene las interfaces 
parametrizadas. Una interfaz parametrizada es esencialmente un vector de interfaces, 
y el índice del vector es el parámetro. El parámetro es un argumento en las funciones 
de la interfaz. 
 
Las interfaces parametrizadas tienen como función soportar abstracciones como la 
mensajería activa, pero son más potentes que eso. La capacidad de dejar constantes 
especificadas en tiempo de compilación fuera de los módulos, nos permite usar 
interfaces parametrizadas para diferenciar los diferentes componentes que las llaman. 
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Un componente puede proporcionar un servicio a través de una interfaz parametrizada, 






Anteriormente se han explicado los módulos, que son los bloques básicos de un 
programa TinyOS. Ahora, para permitir que un módulo llame a otro módulo es 
necesario establecer unas relaciones entre los componentes. Como se ha dicho 
anteriormente, en nesC estas conexiones se llaman wiring. A parte de los módulos, 
nesC tiene otros componentes, las configuraciones, cuyas implementaciones son estas 
relaciones. 
 
Además de conectar componentes, las configuraciones necesitan exportar interfaces. 
 
Las configuraciones son muy parecidas a los módulos. Tienen una especificación y una 
implementación. 
 
Síntacticamente, las configuraciones son muy simples. Hay los operadores ->, <- y =. 
Los dos primeros son para conexiones básicas, la flecha apunta del usuario al 
proveedor. Una vez unidas las interfaces con uno de estos dos operadores, se 
considera que las interfaces están conectadas. 
 
El operador = exporta las interfaces de los componentes con la configuración fuera del 
namespace de la configuración. 
 
Desde el punto de vista de una implementación, los dos operadores de configuración 
tienen objetivos muy diferentes. El operador = define la manera como las interfaces de 
una configuración están conectadas. Como un módulo, una configuración es una 
abstracción definida. Un módulo directamente implementa las funciones que necesita. 
Una configuración, en cambio, delega la implementación a otro componente usando el 
operador =. 
 
Los nombres de los componentes TinyOS acaban siempre en C o P. C significa 
Component y significa que representa una abstracción que se puede usar. P significa 
Private, y normalmente significa que no se debería usar, sino que debe existir un 
componente que acaba en C que lo encapsula y permite usarlo. 
La distinción entre C y P en nesC es particularmente importante por el modelo del 
componente. En nesC, una configuración necesita entender estas dependencias. 
 
 
4.3.5. Threads de ejecución 
 
Un thread es un flujo secuencial de control dentro de un programa. Está definido por un 
contador de programa y un puntero a la pila. 
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Un thread no puede ejecutarse por si mismo, ha de hacerlo dentro de un programa. 
Todos los threads de un proceso comparten los recursos. Con ellos conseguimos 
concurrencia entre procesos y también dentro de un mismo proceso. 
 






Las tareas son funciones cuya ejecución es diferida. Una vez programadas, se ejecutan 
hasta completarse sin interrumpirse las unas a las otras.  
 
En operaciones por fases es posible que sea necesaria una respuesta. Es posible 
lanzar un evento dentro mismo de la llamada, pero no es muy recomendable porque 
fácilmente podrían crearse bucles infinitos. Si el compilador no es capaz de optimizar 
las llamadas a las funciones, se puede hacer crecer la pila significativamente. Los 
motes normalmente tienen una RAM limitada y no tienen una protección de memoria 
del hardware. Sobrecargando la pila se puede dañar la información en memoria y hacer 
que el programa se bloquee. 
 
La manera correcta de hacerlo es con tareas, que hacen las llamadas a los 
procedimientos de forma aplazada. Un módulo puede enviar una tarea a TinyOS. En 
algún momento posterior, el programa ejecutará la tarea. Como la tarea no es llamada 
inmediatamente, no retorna ningún valor. También, como la tarea se ejecuta dentro del 
alcance de un componente, no tiene parámetros, cualquier parámetro que se quiera 
pasar a la tarea, debe estar almacenada dentro del propio componente. Las tareas, 
como las funciones, pueden estar predeclaradas. 
 
Una definición es como una declaración, pero también incluye el cuerpo de una 
función. Un componente envía una tarea a TinyOS con una palabra clave. 
 
Las tareas no son prioritarias. Esto significa que solo una tarea se ejecuta de cada vez, 
y que TinyOS no interrumpe ninguna tarea para hacer ejecutar otra. Esto nos asegura 
que las tareas no se interfieren entre ellas y no pueden dañar la información las unas a 
las otras. Pero también significa que es necesario que las tareas sean cortas. Si un 
componente es de larga computación, se debe dividir en múltiples tareas. 
 
Una tarea puede enviarse a si misma. 
 
Normalmente, mantener una tarea ejecutándose apenas por unos pocos milisegundos 
hará que la aplicación funcione correctamente. Como las tareas se ejecutan 
completamente, si tienen un tiempo de ejecución muy prolongado se puede provocar 





4.3.5.2. Capturas de eventos 
 
Las capturas de eventos de hardware se ejecutan en respuesta a una interrupción de 
hardware y también se ejecutan hasta completarse, pero pueden interrumpir la 
ejecución de otra tarea o de otra captura de un evento de hardware. Los comandos y 
los eventos que se ejecutan como parte de la captura de un evento de hardware deben 
ser declarados con la palabra clave keyword. 
 
Esto se debe a que, tanto las tareas como las capturas de eventos de hardware, 
pueden ser interrumpidos por código asíncrono, y por eso los programas nesC son 
susceptibles a ciertas condiciones de ráfaga. Las ráfagas se evitan haciendo un uso 
compartido de la información exclusivamente dentro de las tareas, o bien teniendo un 
acceso atomic. El compilador de nesC reporta ráfagas de información potencial al 
programador en el momento de compilación. Es posible que el compilador reporte un 
falso mensaje de éxito. En este caso una variable puede ser declarada con la palabra 
clave norace. Esta palabra clave debe usarse con extrema precaución. 
 
 
4.3.6. Componentes genéricos 
 
Los componentes genéricos son la mayor diferencia entre nesC 1.2 y nesC 2.0. Como 
se comentaba anteriormente, normalmente los componentes son únicos, es decir, no 
se instancían. 
Los componentes genéricos no son únicos. Pueden ser instaciados dentro de una 
configuración. Se trata de componentes que varios componentes pueden necesitar. Así 
se consigue evitar la repetición de código y prevenir los errores. 
Una configuración instancia un componente genérico con la palabra clave new. La 
instancia es privada dentro de la configuración, así que cada vez que se usa la palabra 
new se crea una nueva instancia. Instanciando módulos, se copia el código que 
contienen. Aunque evitan problemas, los componentes genéricos no reducen el tamaño 





Las tareas permiten que los componentes emulen un comportamiento por fases del 
hardware. También proporcionan un mecanismo de control de prioridad en el sistema. 
En nesC y TinyOS, las funciones que pueden ejecutarse con prioridad, desde fuera de 
una tarea, se declaran con la palabra clave async y se ejecutan de forma asíncrona 
respecto a las tareas. Una norma del nesC es que un comando que una función 
asíncrona llama y un evento que una función asíncrona lanza, deben ser también 
asíncronos. Si no se determina una palabra clave, los eventos y los comandos son 
síncronos. Las definiciones en las interfaces especifican si los comandos y eventos son 
o no síncronos. 
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Todas las capturas de eventos son asíncronas, así que no pueden llamar a ninguna 
función síncrona. La única manera que la captura de un evento puede ejecutar una 
función síncrona es enviando una tarea. El envío de una tarea es una operación 
asíncrona, mientras que su ejecución es síncrona. 
 
El problema de las interrupciones hace que los programas necesiten una forma de 
declarar partes del código que no puedan ser interrumpidas en tiempo de ejecución. 
Como hemos dicho antes, en el caso de nesC, se trata de los bloques atomic. Estos 
bloques aseguran que las variables que se encuentran dentro son leídas y escritas en 
bloque. La norma de saber si una variable debe estar protegida por una sección atomic 
es simple: si es accedida desde una función asíncrona, entonces debe estar protegida. 
 
Los bloques atomic innecesarios gastan CPU indebidamente. Para evitarlo, nesC 
elimina los bloques atomic redundantes. 
 
El principal uso que se hace de estos bloques es para los estados de transición dentro 
de un mismo componente. Normalmente esta transición tiene dos partes, primero el 
cambio de estado y segundo las acciones que conllevan este cambio. 
 
 
4.5. Asignación de las variables 
 
Los módulos pueden asignar variables. Siguiendo las normas de declaración de nesC, 
estas variables son internas de un componente. Como las tareas se ejecutan 
completamente, TinyOS no mantiene los estados más allá de lo almacenado en cada 
componente. 
 
La única manera que los componentes puedan compartir estados es a través de las 
llamadas a funciones, que, a poder ser, son parte de interfaces. Como en C, hay dos 
maneras básicas que los componentes pueden pasar parámetros: por valor  y por 
referencia. En el primer caso, la información se copia en la pila y la función llamada 
puede modificar la variable. En el segundo caso, tanto la función llamada como quien la 
llama comparten un puntero hacia la información, así que se debe controlar el acceso a 
dicha información para evitar dañarla. 
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CAPÍTULO 5. APLICACIONES NESC 
 




Para comprender el funcionamiento de nesC, antes de empezar a trabajar con él, el 
CD-ROM contiene un tutorial con el que aprender los conceptos básicos de este nuevo 
lenguaje de programación. 
 
Una aplicación nesC consiste en uno o varios componentes conectados entre sí para 
formar un ejecutable. 
 
Para la ejecución de una aplicación simple, TinyOS necesita un conjunto de 
componentes básicos y otros específicos del programa. 
 
 
5.1.2. Blink: Ejemplo de aplicación sin sensores 
 
Para empezar a trabajar con aplicaciones nesC y el sistema TinyOS, hay una primera 
aplicación sencilla en el CD-ROM llamada Blink que consiste en hacer parpadear el 
LED rojo del mote. 
 
La aplicación está compuesta por dos componentes: el módulo, llamado BlinkM.nc, y la 
configuración, llamada Blink.nc. Recordemos que toda aplicación requiere un fichero de 
configuración de alto nivel. En este caso Blink.nc es la configuración para la aplicación 
y el fichero fuente que el compilador de nesC utiliza para generar un fichero ejecutable. 
BlinkM.nc, por otro lado, proporciona la implementación de la aplicación. Así que, 
Blink.nc se usa para conectar el módulo BlinkM.nc con el resto de componentes que la 
aplicación necesita. La razón por la que se distinguen módulos de configuraciones es 
que permite a un diseñador de sistemas poder unir fácilmente varias aplicaciones. 
 
A veces, la configuración y el módulo funcionan de forma conjunta. En este caso, por 
convenio, se representa la configuración con NombreAplicacion.nc y su 
correspondiente módulo con NombreAplicacionM.nc. 
 
 
5.1.2.1. Configuración de Blink.nc 
 
El compilador de nesC, ncc, compila una aplicación nesC a partir del fichero de 
configuración de alto nivel. Normalmente, las aplicaciones TinyOS tienen un fichero 
Makefile estándar que permite la selección de la plataforma e invoca el ncc con las 
opciones apropiadas de la aplicación de alto nivel. 
 
La configuración de Blink.nc se puede ver en el anexo D. 
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Lo primero que cabe destacar del código es la palabra clave configuration, que indica 
que se trata de un fichero de configuración. Y el nombre Blink nos indica como se debe 
llamar a esta configuración. Se debe tener en cuenta que, aunque en este caso los 
paréntesis están vacíos, dentro de este bloque es posible especificar las interfaces 
proporcionadas y/o usadas. 
 
La configuración actual está implementada dentro de las llaves que siguen a 
continuación de la palabra clave implementation. La línea de components especifica el 
conjunto de componentes a los que hace referencia esta aplicación. En este caso son 
Main, BlinkM, SingleTimer y LedsC. Este bloque consiste en conectar las interfaces 
usadas por los componentes con las interfaces proporcionadas por otros componentes. 
 
El Main es el componente que se ejecuta primero en la aplicación TinyOS. Para ser 
precisos, el comando Main.StdControl.init() es el primero que se ejecuta en TinyOS, 
seguido por el comando Main.StdControl.start(). Así que, toda aplicación TinyOS debe 
tener un componente Main en su configuración. StdControl es una interfaz común 
usada para inicializar y arrancar los componentes TinyOS. La estructura de esta 
interfaz es la siguiente: 
 
interface StdControl{ 
 command result_t init(); 
 command result_t start(); 
 command result_t stop(); 
} 
 
El comando init() se llama cuando se inicializa por primera vez un componente, y el 
comando start() cuando se arranca, es decir, cuando se ejecuta por primera vez. El 
comando stop() se llama cuando el componente ha finalizado, como por ejemplo, para 
apagar un dispositivo. El comando init() puede ser llamado varias veces, pero nunca se 
llamará después de haber llamado el comando start() o el comando stop(). 
Específicamente, la forma válida de llamar a StdControl es init*(start | stop)*. Los tres 
comandos tienen una semántica compleja; llamando al comando init() en un 
componente se obliga a llamar al comando init() de todos sus subcomponentes, como 
se hace en las siguientes líneas de código de la configuración de Blink: 
 
 Main.StdControl --> BlinkM.StdControl; 
 Main.StdControl --> SingleTimer.StdControl; 
 
donde se conecta la interfaz StdControl del Main con la interfaz de ambos 
componentes, BlinkM y SingleTimer. Los comandos SingleTimer.StdControl.init() y 
BlinkM.StdControl.init() serán llamados por el comando Main.StdControl.init(). Los 
comandos start() y stop() siguen la misma norma. 
 
Las funciones de inicialización de un subcomponente, parte de una interfaz usada, 
deben ser explícitamente llamadas por el componente que usa esta interfaz. Por 
ejemplo, el módulo BlinkM utiliza la interfaz Leds, así que Leds.init() se llama 
explícitamente en BlinkM.init(). 
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NesC utiliza flechas para determinar la relación entre interfaces. Considerando la flecha 
orientada a la derecha (-->), se interpreta que la implementación que se encuentra 
definida a la derecha de la flecha funcionará a partir de la interfaz de la izquierda. En 
otras palabras, el componente que usa una interfaz se encuentra a la izquierda, y el 




 BlinkM.Timer --> SingleTimer.Timer; 
 
se usa para conectar la interfaz Timer usada por el módulo BlinkM con la interfaz Timer 
proporcionada por SingleTimer. BlinkM.Timer en el lado izquierdo de la flecha hace 
referencia a la interfaz llamada Timer, mientras que SingleTimer.Timer en el lado 
derecho de la flecha hace referencia a la implementación del Timer. 
 
NesC soporta varias implementaciones de una misma interfaz. Por ejemplo, la interfaz 
Timer. El componente SingleTimer implementa una interfaz Timer simple mientras que 
otro componente, como TimerC, implementa varios timers usando el id del timer como 
parámetro. 
 
La conexión también puede ser implícita. Por ejemplo, 
 
 BlinkM.Leds --> LedsC; 
 
equivale a la línea 
 
 BlinkM.Leds --> LedsC.Leds; 
 
Si no se da un nombre de interfaz en el lado derecho de la flecha, el compilador de 
nesC interpreta, por defecto, la misma interfaz que la del lado izquierdo de la flecha. 
 
 
5.1.2.2. Módulo BlinkM.nc 
 




  interface StdControl; 
 } 
 uses{ 
  interface Timer; 





La primera parte del código indica que el módulo se llama BlinkM y declara las 
interfaces proporcionadas y las usadas. El módulo BlinkM proporciona la interfaz 
StdControl. Esto significa que BlinkM implementa la interfaz StdControl. Como se 
explica anteriormente, esto es necesario para inicializar el componente Blink y 
arrancarlo. El módulo BlinkM también usa dos interfaces: Leds y Timer. Esto significa 
que BlinkM puede llamar cualquier comando declarado en las interfaces que se usan y 
debe implementar todos los eventos declarados en estas interfaces. 
 
La interfaz Leds define varios comandos, como puede ser redOn(), redOff(), que 
encienden o apagan el LED rojo del mote. Como BlinkM usa la interfaz Leds, puede 
invocar cualquiera de estos comandos. Pero no se debe olvidar que, Leds es sólo una 
interfaz, la implementación de los comandos se encuentra en el fichero de 
configuración Blink.nc. 
 
El fichero Timer.nc es un poco más interesante: 
 
Interface Timer{ 
 Command result_t start(char type, uint32_t interval); 
 Command result_t stop(); 
 Event result_t fired(); 
} 
 
Se puede observar que esta interfaz define los comandos start() y stop(), y el evento 
fired(). 
 
El comando start() se usa para especificar el tipo de timer y el intervalo en el que el 
timer acabará. La unidad del argumento intervalo es el milisegundo. Los posibles tipos 
de timer son: TIMER_REPEAT y TIMER_ONE_SHOT. El timer de disparo único finaliza 
después del intervalo especificado, mientras que el timer repetidor no finaliza hasta que 
se ejecuta el comando stop(). 
 
Una aplicación sabe que su timer ha finalizado cuando recibe un evento. En el caso de 
la interfaz Timer, se trata del evento fired(). 
 
Un evento es una función que activa la implementación de una interfaz cuando cierto 
evento tiene lugar. En el caso del Timer, el evento fired() se activa cuando ha pasado el 
intervalo especificado. Se trata de un ejemplo de interfaz bidireccional: una interfaz que 
no sólo proporciona comandos que pueden ser llamados por los usuarios de la interfaz, 
sino que también activa eventos que llaman handlers en el usuario. Se puede plantear 
un evento como una función recíproca que invoca la implementación de una interfaz. 
Un módulo que usa una interfaz debe implementar los eventos que esta interfaz usa. 
 
Observando el resto del fichero BlinkM.nc (véase anexo D), queda todo más claro. 
Como se ve, el módulo BlinkM implementa los comandos StdControl.init(), 
StdControl.start() y StdControl.stop(), y eso por proporcionar la interfaz StdControl. 
También implementa el evento Timer.fired(), que es necesario porque BlinkM 
implemente todos los eventos de la interfaz que usa. 
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El comando init(), dentro de la interfaz StdControl implementada, inicializa el 
subcomponente Leds llamando al comando Leds.init(). El comando start() invoca a 
Timer.start() para crear un timer repetidor que se reinicia cada 1000 ms. El comando 
stop() finaliza el timer. Cada vez que el evento Timer.fired() se activa, el comando 
Leds.redToggle hace parpadear el LED rojo. 
 
 
5.1.2.3. Compilación de la aplicación Blink 
 
TinyOS soporta múltiples plataformas. Cada plataforma tiene su directorio dentro del 
directorio “tos/platform”. En nuestro caso hemos trabajado con la plataforma mica2. 
Entonces, para compilar la aplicación Blink es necesario, dentro del Cygwin, acceder al 
directorio Blink y escribir: 
 
 make mica2 
 
 
5.1.2.4. Programación del mote y funcionamiento de la aplicación 
 
La programación de una aplicación en un mote se hace conectando el mote en la placa 
base y conectado la base con el ordenador. 
 
Primero de todo se debe recordar que antes de instalar una nueva aplicación en un 
mote, es necesario, dentro del Cygwin, entrar en el directorio de la aplicación que tiene 
instalada en ese momento y escribir: 
 
 make clean 
 
Una vez hecho esto, se debe entrar en el directorio de la aplicación que se quiere 
instalar en el mote, en este caso C:\tinyos\cygwin\opt\tinyos-1.x\apps\Blink\ y escribir: 
 
 MIB510=/dev/ttyS0 make install mica2 
 
Si la instalación se ha realizado correctamente, debería aparecer el mensaje que se 
encuentra en el anexo D. 
 
En este momento se puede observar como el LED rojo del mote se enciende y se 
apaga con una frecuencia de 1Hz. 
 
 
5.1.2.5. Ampliación del código 
 
A partir de aquí, se intenta modificar el código de manera que no sólo se encienda el 
LED rojo, sino también el amarillo y el verde. 
 
En el fichero BlinkM.nc, se encuentran las siguientes líneas de código: 
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event result_t Timer.fired() 
  { 
    call Leds.redToggle(); 
    return SUCCESS; 
  } 
 
Así que, se puede deducir que si se añaden las siguientes líneas de código: 
 
    call Leds.greenToggle(); 
    call Leds.yellowToggle(); 
 
Se conseguirá el objetivo deseado. 
Para comprobarlo, se rehacen los pasos de instalación comentados anteriormente y se 
verifica que los tres LED’s del mote parpadean. 
 
 




Una aplicación de TinyOS puede trabajar con los sensores de los motes, de manera 
que al recibir información, ésta se procese y realice una acción. 
 
 
5.2.2. Sense: Ejemplo de aplicación con sensores 
 
En el CD-ROM de TinyOS, hay un programa implementado que lo demuestra. Se trata 
de la aplicación Sense. Es una aplicación que lee los valores del sensor de luz y los 
representa con los 3 bits de menor peso en los LED’s del mote. La configuración de la 










  interface StdControl; 
} 
uses{ 
 interface Timer; 
 interface ADC; 
 interface StdControl as ADCControl; 





Como el módulo BlinkM, este componente proporciona la interfaz StdControl y usa las 
interfaces Timer y Leds. También usa dos interfaces más: ADC, que se usa para 
acceder a la información del conversor analógico-digital, y StdControl, que se usa para 
inicializar el componente ADC. 
 
Esta aplicación utiliza un nuevo componente, TimerC, en lugar de SingleTimer. De este 
modo el TimerC permite múltiples instancias de timers, mientras que SingleTimer sólo 
proporciona un solo timer que sólo un componente puede usar. 
 
Con el comando 
 
 interface StdControl as ADCControl; 
 
se declara que este componente usa la interfaz StdControl pero da el nombre a la 
instancia de la interfaz de ADCControl. De este modo, un componente puede hacer 
múltiples instancias de una misma interfaz, pero asignando nombres distintos. En el 
caso de no proporcionar un nombre a la interfaz, significa que ésta se instanciará con el 
nombre de la interfaz. Eso es, 
 
 interface ADC; 
 
es lo mismo que 
 
 interface ADC as ADC; 
 
La configuración que utiliza este módulo será responsable de conectar cada instancia 
de la interfaz a una implementación del momento. 
 
Si se observan las interfaces StdControl y ADC, se observa que la primera se utiliza 
para inicializar y arrancar un componente, y la segunda se usa para obtener 
información del canal ADC. La interfaz ADC lanza un evento, dataReady(), cuando hay 
información disponible en el canal. Con la palabra clave async, se entiende que las 
declaraciones de comandos y eventos en la interfaz ADC son asíncronos, eso es, 
código que puede ejecutarse como respuesta a una interrupción de hardware. 
 
En el módulo SenseM.nc se observa la llamada a ADC.getData() cada vez que se 
lanza el evento Timer.fired(). Al mismo tiempo, cuando se lanza el evento 
ADC.dataReady, se invoca la función interna, y se activan los LED’s del mote según los 
bits de menos peso del valor del conversor analógico-digital. 
 
Nota: 
En la implementación de StdControl.init() se usa una función que puede ser de gran interés para más 
adelante: 
 
 return rcombine(call ADCControl.init(), call Leds.init()); 
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5.2.2.2. Configuración de Sense.nc 
 
Como se ha visto en el primer ejemplo, Blink, la configuración de una aplicación es la 
encargada de conectar las diferentes interfaces. En este caso, la configuración debe 
hacer saber a la aplicación Sense que el canal ADC debe acceder al sensor de luz. Y 
se lo hace saber con el código que pueden encontrar en el anexo D. 
 
Las tres primeras conexiones determinan que el init(), start() y stop() del 
Main.StdControl controlan estos mismos comandos de las interfaces 
TimerC.StdControl, DemoSensorC.StdControl y SenseM.StdControl. 
 
Las siguientes cuatro líneas de código describen la relación entre los componentes que 
usan interfaces y los que proporcionan estas interfaces. 
Se observa que el componente DemoSensorC.nc proporciona las interfaces ADC y 
StdControl, pero no la interfaz ADCControl, este es sólo el nombre que se ha dado a la 
instancia de StdControl en el componente SenseM. Sin embargo, el compilador de 
nesC consigue descifrar este código e interpretar que SenseM.ADCControl es una 
instancia de la interfaz StdControl. En el caso que el componente DemosensorC.nc 
proporcionase más de una instancia de una misma interfaz, el compilador nesC no 
conseguiría descifrar este código y se produciría un error de ambigüedad. 
 
 
5.2.2.3. El Timer y las interfaces parametrizadas 
 
La última línea del código anterior introduce un nuevo concepto, las interfaces 
parametrizadas. Una interfaz parametrizada permite a un componente proporcionar 
múltiples instancias de una interfaz que son parametrizadas con un valor de tiempo de 
compilación. 
 
Si se generaliza la idea que un componente puede proporcionar múltiples instancias de 
una interfaz dándoles diferentes nombres, tenemos este nuevo concepto. Eso significa 
que: 
 
 provides interface Timer[uint8_t id] 
 
proporciona 256 diferentes instancias de la interfaz Timer, una para cada valor del 
uint8_t, un entero de 8 bits. 
 
En este caso lo que se pretende es que las aplicaciones de TinyOS creen y usen 
múltiples timers, controlado cada uno de forma independiente. Por ejemplo, el 
componente de una aplicación podría necesitar un timer para las lecturas de sensores, 
mientras otro componente de la aplicación podría necesitar un timer para las 
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transmisiones por radio. Asociando la interfaz Timer dentro de cada uno de estos 
componentes a una instancia de la interfaz Timer proporcionada por TimerC, cada 
componente obtendrá su propio timer. 




se especifica que la interfaz BlinkM.Timer debería estar asociada a una instancia de la 
interfaz Timer especificada por el valor (someval) entre corchetes. Este valor puede 
ser cualquier número positivo de 8 bits. Si se especifica un valor determinado, como 36 
o 25, podría haber conflictos con un timer usado por otro componente (si ese 
componente también tiene el mismo valor entre corchetes). Para evitar esto, se puede 
usar la función unique(), que genera un identificador de 8 bits único a partir del string 




se genera un número de 8 bits único a partir del string “Timer”. Por lo tanto, cada 
componente que utiliza unique(“Timer”) tiene garantizado obtener un valor de 8 
bits diferente aunque se pase por parámetro el mismo string. Cabe destacar que si un 
componente utiliza la función con el string “Timer” y también con el string “MyTimer”, 
sería posible que obtuviesen el mismo valor de 8 bits. Por lo tanto, se recomienda usar 
el nombre de la interfaz parametrizada como argumento de la función unique(). La 




5.2.2.4. Programación del mote y funcionamiento de la aplicación 
 
La instalación de esta aplicación debe realizarse en un mote remoto con placa de 
sensores. Primero se debe separar el mote de la placa de sensores, conectarlo a la 
base por el conector de 51 pin, seguir los pasos de instalación y una vez hecho, 
conectar de nuevo la placa de sensores al mote. 
 
 
5.2.2.5. Ampliación del código 
 
Una vez estudiada esta aplicación, es posible modificar el código de manera que en el 
momento que el sensor de luz detecte oscuridad absoluta se enciendan todos los 
LED’s y se active el sounder de la placa de sensores. 
 
Por intuición se puede determinar que la solución está en las variables que contienen el 
estado de los LED’s. Se plantea entonces la idea de una función que tiene como 
argumento el valor numérico recibido del sensor de luz. Después se debe estudiar, 
según este valor, el estado de cada LED y el del sounder. En el módulo de la 
aplicación, SenseM.nc, ya existe la función display, así que sólo será necesario añadir 
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el comportamiento del sounder según el estado de los LED’s. La función queda 
implementada como se muestra en el anexo D. 
 
Está solución no es la óptima, aunque por ahora el objetivo de este estudio sobre la 
programación de aplicaciones nesC está orientado a comprender de forma global el 
funcionamiento de ésta y conocer las interpretaciones que el compilador realiza para 
determinar las conexiones entre interfaces y componentes. 
 
 




TinyOS proporciona una jerarquía de dos niveles que consiste en las tareas y las 
capturas de eventos de hardware. Las tareas se usan para realizar operaciones de 
largo procesado y pueden ser interrumpidas por capturas de eventos de hardware. Una 
tarea se declara en el módulo de implementación con la siguiente sintaxis: 
 
 task void taskname(){ . . . } 
 
donde taskname() puede ser cualquier nombre. Las tareas deben devolver void y no 
pueden tener ningún argumento. 
 
Para ejecutar una tarea se usa el comando: 
 
 post taskname(); 
 
Esta operación coloca la tarea en una cola interna de tareas que se procesan de forma 
FIFO (Fisrt In First Out). Cuando se ejecuta una tarea, finaliza antes que se ejecute la 
siguiente tarea, así que, una tarea no debería ser de larga duración. Las tareas no se 
interrumpen entre ellas, pero una tarea puede ser interrumpida por la captura de un 
evento de hardware. Si es necesario ejecutar una serie de operaciones largas, se 
deberían enviar tareas independientes para cada operación, en vez de enviar una única 
tarea con todas ellas. 
 
 
5.3.2. SenseTask: Ejemplo de aplicación de procesado de información 
 
Para conocer un poco mejor las tareas, TinyOS ofrece una aplicación que consiste en 
una modificación de la aplicación Sense anteriormente estudiada, se trata de la 
aplicación SenseTask. 
 
El componente SenseTaskM mantiene un buffer de información circular, rdata, que 
contiene las muestras recientes del sensor de luz. La función putdata() se usa para 
insertar una nueva muestra en el buffer. El evento dataReady() deposita la información 
en el buffer y envía una tarea, llamada processData(), para procesar. 
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El código del módulo empieza con: 
 
//ADC data ready event handler 
async event result_t ADC.dataReady(uint16_t data){ 
 putdata(data); 
 post processData(); 
 return SUCCESS; 
} 
 
Cuando los eventos asíncronos hayan finalizado, la tarea processData() se ejecutará. 
Esta tarea computa la suma de muestras recientes del ADC y activa los 3 bits de más 
peso de la suma en los LED’s. 
 
El módulo sigue con el código: 
 
task void processData() 
 int16_t i, sum=0; 
 
 atomic{ 
  for(i = 0; i < size; i++) 
   sum +=(rdata[i] >> 7) 
} 
 display(sum >> log2size); 
} 
 
La palabra clave atomic en la tarea processData() muestra el uso de las declaraciones 
atomic en nesC. Con esta palabra clave, la sección de código que comprende se 
ejecuta sin interrupciones. 
 
Las declaraciones atomic retrasan las interrupciones y hace que el sistema tenga 
menor capacidad de respuesta. Para minimizar este efecto, las declaraciones atomic 
en nesC deberían evitar llamar comandos o lanzar eventos siempre que sea posible. 
 
 




Siguiendo con las aplicaciones que ofrece TinyOS, hay dos aplicaciones que funcionan 
conjuntamente, CntToLedsAndRfm y RfmToLeds. Con ellas se introducen dos nuevos 
conceptos de la programación en nesC: la descomposición jerárquica de los gráficos de 
los componentes y el uso de la comunicación por radio. La aplicación 
CntToLedsAndRfm es una variación de Blink que envía el valor del contador ADC a 
varias interfaces: a los LED’s y por radio. La aplicación RfmToLeds recibe la 
información desde la radio y activa los LED’s según el valor recibido. Programando un 
mote con CntToLedsAndRfm se realizará una transmisión del valor del contador por 
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radio, y programando otro mote con RfmToLeds activará los LED’s según este valor 
recibido por radio. 
 
 
5.4.2. Ejemplo de aplicación distribuida 
 
5.4.2.1. Aplicación CntToLedsAndRfm 
 






 components Main, Counter, IntToLeds, IntToRfm, TimerC; 
 Main.StdControl -> Counter.StdControl; 
 Main.StdControl -> IntToLeds.StdControl; 
 Main.StdControl -> IntToRfm.StdControl; 
 Main.StdControl -> TimerC.StdControl; 
 Counter.Timer -> TimerC.Timer[unique(“Timer”)]; 
 IntToLeds <- Counter.IntOutput; 
 Counter.IntOutput -> IntToRfm; 
} 
 
Esta aplicación consiste en una única configuración, todos los módulos de los 
componentes se encuentran en librerías. 
 
Hay que observar también que el sentido de la flecha para indicar las conexiones es 
correcto hacia ambos lados. 
 
Lo primero que hay que remarcar es que se puede requerir una misma interfaz para 
múltiples implementaciones. En este caso se conecta el Main.StdControl a los 
componentes: Counter, IntToLeds¸ IntToRfm y TimerC. Los nombres de los 
componentes describen la función que desarrollan: el Counter recibe los eventos de 
Timer.fired() para mantener un contador; IntToLeds y IntToRfm proporcionan la interfaz 
IntOutput, que tiene un comando, output(), que se llama con un valor de 16 bits, y un 
evento, outputComplete(), que se llama con un valor de tipo result_t. IntToLeds muestra 
el valor de los 3 bits de menor peso en los LED’s, y IntToRfm envía de forma el valor de 
16 bits por radio. 
 
Así que, se conecta la interfaz Counter.Timer a TimerC.Timer, y Counter.IntOutput a 
ambos IntToLeds y IntToRfm. Entonces el compilador nesC genera un código que para 
todas las invocaciones del comando Counter.IntOutput.output() se invocarán los 
comandos IntToLeds.output() y IntToRfm.output(). 
 
Por ahora, si se instala esta aplicación en un mote, se observan los mismos resultados 
que con la aplicación Blink, un contador en los LED’s. 
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5.4.2.2. IntToRfm: enviando un mensaje 
 
El componente IntToRfm recibe un valor de salida (a través de la interfaz IntOutput) y lo 
envía por radio. Las comunicaciones radio en TinyOS sigue el modelo del mensaje 
activo (AM), en el cual cada paquete de la red tiene un handler ID que se invoca desde 
los nodos. El handler ID es un valor que se encuentra en la cabecera del mensaje. 
Cuando se recibe un mensaje, el evento asociado a ese valor se lanza. Diferentes 
motes pueden asociar eventos diferentes con el mismo handler ID. 
 
En todo proceso de mensajería hay 5 aspectos necesarios para tener una correcta 
comunicación: 
 
• Especificación de la información del mensaje que se envía. 
• Especificación del nodo que recibe el mensaje. 
• Determinación de la capacidad de memoria de los mensajes de salida. 
• Almacenamiento de los mensajes de entrada. 
• Procesado del mensaje en recepción. 
 




 provides interface IntOutput; 




 Components IntToRfmM, GenericComm as Comm; 
 IntOutput = IntToRfmM; 
 StdControl = IntToRfmM; 
 IntToRfmM.Send -> Comm.SendMsg[AM_INTMSG]; 
 IntToRfmM.StdControl -> Comm; 
} 
 
Este componente proporciona las interfaces IntOutput y StdControl. Hasta ahora se 
habían visto configuraciones para conectar componentes externos, en este caso, la 
configuración IntToRfm es, ella misma, un componente al que otra configuración se 
puede conectar. 
En la parte de la implementación, hay: 
 
 components IntToRfmM, GenericComm as Comm; 
 
y con la frase “GenericComm as Comm” declara que esta configuración utiliza el 
componente GenericComm, pero le da el nombre local Comm. La idea de esta línea es 
permitir modificar el módulo de comunicaciones GenericComm por cualquier otro de 
forma más sencilla. El código trabaja de forma genérica con Comm y en esta línea sólo 
es necesario indicar qué módulo de comunicaciones se pretende utilizar. 
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Otras novedades que se encuentran en la implementación de esta aplicación son: 
 
 IntOutput = IntToRfmM; 
 StdControl = IntToRfmM; 
 
El signo igual se usa para indicar que la interfaz IntOutput proporcionada por IntToRfm 
es equivalente a la implementación en IntToRfmM. En este caso no se puede usar el 
símbolo ?, porque éste se usa para conectar una interfaz usada a una implementación 
proporcionada. En este caso se están igualando interfaces proporcionadas por 
IntToRfm con la implementación encontrada en IntToRfmM. 
 
Las últimas dos líneas de la configuración son: 
 
 IntToRfmM.Send -> Comm.SendMsg[AM_INTMSG]; 
 IntToRfmM.StdControl -> Comm; 
 
En la última línea se está conectando IntToRfmM.StdControl con 
GenericComm.StdControl. La primera línea muestra un nuevo uso de las interfaces 
parametrizadas, en este caso, conectando la interfaz Send de IntRfmM a la interfaz 
SendMsg proporcionada por Comm. 
 
El componente GenericComm declara: 
 
provides{ 
 . . . 
 interface SendMsg[uint8_t id]; 
 . . . 
} 
 
En otras palabras, proporciona 256 instancias diferentes de la interfaz SendMsg, una 
por cada valor uint8_t. Así es como los handler IDs de los mensajes activos se 
conectan. En IntToRfm, se conecta la interfaz SendMsg correspondiente al handler ID 
AM_INTMSG con la interfaz GenericComm.SendMsg.(AM_INTMSG es un valor global 
definido en la librería IntMsg.h) Cuando se invoca el comando SendMsg, se le 
proporciona el handler ID, como un argumento extra. Un ejemplo de esto se puede ver 
en AMStandard.nc(el módulo de implementación de GenericComm): 
 
// Comando para permitir la transmisión de un Active Message 
command result_t SendMsg.send[uint8_t id](uint16_t addr, uint8_t 
length, TOS_MsgPtr data) 
{ 




Aunque en este caso no sería estrictamente necesario el uso de interfaces 
parametrizadas, ya que se podría hacer que SendMsg.send tuviera como argumento el 
handler ID, se trata de un ejemplo. 
 
 
5.4.2.3. IntToRfmM: implementando una red de comunicaciones 
 
Una vez están definidas las conexiones que existen dentro de la aplicación IntToRfm, 
se puede pasar a la implementación de los mensajes de comunicación. Véase en el 
anexo E el módulo IntToRfmM.nc. 
 
El comando IntOutput.output usa una estructura de mensaje llamada IntMsg, declarada 
en la librería IntMsg.h. Es una estructura simple con los campos val y src; siendo val el 
valor de la información y src la dirección de origen del mensaje. Se asignan los dos 
campos y entonces se llama a Send.send() con la dirección de destino (en este caso 
TOS_BCAST_ADDR, que es la dirección broadcast de radio), el tamaño del mensaje y 
la información del mensaje. 
 
La estructura del mensaje de información usada por SendMsg.send() se llama 
TOS_Msg, y está declarada en la librería AM.h. Contiene campos para: dirección 
destino, tipo de mensaje (el handler ID del mensaje activo), longitud, carga, etc. El 
tamaño máximo de carga está definido por la variable TOSH_DATA_LENGTH, que por 
defecto es 29, pero es posible modificar este valor, aunque es necesario tener en 
cuenta, entonces, otros cambios que no son triviales. En esta aplicación se encapsula 
un IntMsg con la información del campo carga de la estructura TOS_Msg. 
 
El comando SendMsg.send() lanza el evento SendMsg.sendDone() cuando ha sido 
completada la transmisión de un mensaje. Si el comando send() se realiza con éxito, el 
mensaje se coloca en la cola de transmisión, pero sino, el componente de mensajería 
no puede aceptar el mensaje. 
 
Los buffers de mensajes activos de TinyOS siguen un protocolo propio muy estricto 
para evitar grandes gastos de memoria. 
 
IntToRfmM usa el flag pending para mantener controlado el estado del buffer. Si el 
mensaje previo aún está siendo enviado, no se puede modificar el buffer, así que la 
operación output() se pierde y retorna FAIL. Si el buffer está disponible, es posible 
llenar el buffer y enviar un mensaje. 
 
 
5.4.2.4. GenericComm: Implementando a bajo nivel 
 
Recordando que la interfaz SendMsg de IntToRfm está conectada a GenericComm, si 
se analiza la implementación de GenericComm.nc se observa que éste utiliza diversas 
interfaces de bajo nivel para implementar la comunicación: AMStandard para 
implementar la transmisión y recepción de mensajes activos, UARTNoCRCPacket para 
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5.4.2.5. RfmToLeds: recibiendo mensajes 
 
La aplicación RfmToLeds se define con una configuración simple que usa el 
componente RfmToInt para recibir mensajes, y el componente IntToLeds para mostrar 
el valor recibido en los LED’s. Como IntToRfm, el componente RfmToInt usa el 
GenericComm para recibir mensajes. Observemos la siguiente línea de RfmToInt.nc: 
 
RfmToIntM.ReceiveIntMsg -> GenericComm.ReceiveMsg[AM_INTMSG]; 
 
De esta manera es como se especifica que el mensaje activo recibido con el handler ID 
AM_INTMSG debe relacionarse con la interfaz RfmToIntM.ReceiveMsg. El sentido de 
la flecha puede ser confuso en este caso. La interfaz ReceiveMsg declara únicamente 
un evento: receive(), que se lanza a un mensaje recibido. Así que RfmToIntM usa la 
interfaz ReceiveMsg, aunque esta interfaz no tiene ningún comando que pueda ser 
llamado, sólo un evento que puede ser lanzado. 
 
El control de memoria para los mensajes entrantes es dinámico. Cuando llega un 
mensaje y llena un buffer, la capa del mensaje activo decodifica el tipo de handler y lo 
manda donde corresponda. El buffer viene dado por el componente de la aplicación, a 
través del evento ReceiveMsg.receive(), pero este componente debe devolver un 
puntero al buffer hasta la finalización del proceso. 
 
Por ejemplo, observando RfmToIntM.nc, 
 
event TOS_MsgPtr ReceiveIntMsg.receive(TOS_MsgPtr m){ 
 IntMsg *message = (IntMsg *)m -> data; 
 call IntOutput.output(message -> val); 
 return m; 
} 
 
se observa cómo en la última línea se hace un return del buffer del mensaje original, 
mientras se ejecuta la aplicación con este mensaje. Si el componente necesita guardar 
el contenido del mensaje para un uso posterior de este, es necesario copiar el mensaje 















Por último queda la integración de la red de sensores con el PC, permitiendo así que 
las lecturas de los sensores se visualicen en el ordenador y que el PC responda a los 
motes. 
 
Con la aplicación para motes Oscilloscope (que se encuentra dentro del directorio 
OscilloscopeRF), y la aplicación para la base TOSBase, se realizará la integración. 
 
 
5.5.2. Oscilloscope: Ejemplo de aplicación 
 
5.5.2.1. Aplicación remota 
 
Por un lado hay la aplicación que se debe instalar en los motes remotos, cuya función 
es obtener la información y enviarla por radio. 
 
La aplicación Oscilloscope (en el directorio OscilloscopeRF) consiste en un módulo que 
lee la información del sensor de luz. Por cada 10 lecturas del sensor, el módulo envía 
un paquete por radio con esas lecturas. 
 
Cuando esta aplicación se está ejecutando, el LED rojo se enciende cada vez que la 
lectura del sensor es superior a un umbral especificado (en este caso 0x0300), y el 
LED amarillo parpadea cada vez que un paquete ha sido enviado por radio. 
 
 
5.5.2.2. Aplicación base 
 
Por el otro lado está la aplicación que se debe instalar en la base, cuya función es 
recibir la información por radio y enviarla por el puerto serie o viceversa. 
 
La aplicación TOSBase hace de puente entre el canal serie y el canal radio. Los 
mensajes que van del puerto serie a radio se marcan con un ID de grupo especificado 
en la configuración de TOSBase, y los mensajes que van de radio al puerto serie se 
filtran por ese ID de grupo. 
 
 
5.5.2.3. Almacenamiento de la información en paquetes 
 
Dentro del módulo OscilloscopeM.nc se muestra cómo se almacena la información del 





5.5.2.4. Programación de motes y base y funcionamiento de la aplicación 
 
Para el correcto funcionamiento de la integración se debe instalar la aplicación 
Oscilloscope (en el directorio OscilloscopeRF) en los motes y la aplicación TOSBase en 
el mote base. Una vez hecho esto y estando dentro de la consola de comandos de 




 export MOTECOM=serial@COM1:57600 
 java net.tinyos.tools.Listen 
 
donde los valores COM1 y 57600 pueden variar. Recordemos que si se trata de un 
ordenador de escritorio tendremos que escribir: serial@COM1:57600, y en el caso de 
ser un portátil sería: serial@COM4:57600. 
 
Debe aparecer por pantalla el siguiente mensaje: 
 
% java net.tinyos.tools.Listen 
 
serial@COM1:57600: resynchronising 
7e 00 0a 7d 1a 01 00 0a 00 01 00 46 03 8e 03 96 03 96 03 96 03 
97 03 97 03 97 03 97 03 97 03 
7e 00 0a 7d 14 01 00 0a 00 01 00 96 03 97 03 97 03 98 03 97 03 
96 03 97 03 96 03 96 03 96 03 
7e 00 0a 7d 1e 01 00 0a 00 01 00 98 03 98 03 96 03 97 03 97 03 
98 03 96 03 97 03 97 03 97 03 
 
El programa está imprimiendo los bytes de información del paquete recibido por el 
puerto serie. 
 
Para evitar forzar que todas las aplicaciones Java usen el puerto serie para obtener 




Si no está el paquete javax.comm instalado correctamente en el ordenador, el 
programa dará un mensaje de error por no ser capaz de encontrar el puerto serie. Si no 
aparecen las líneas de información en la pantalla, es posible que haya especificado un 
puerto COM incorrecto o bien que la base no se encuentre conectada correctamente al 
ordenador. 
 
5.5.2.5. Análisis de la información recibida por paquetes 
 
Analizando ahora la información mostrada por pantalla, hay que tener en cuenta que 
cada paquete de información contiene diversos paquetes. Algunos de ellos son campos 
genéricos de mensajes activos y están definidos en la librería AM.h. La carga de 
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información del mensaje, que está definida por la aplicación, se define en la librería 
OscopeMsg.h. El formato general del mensaje de esta aplicación es: 
 
• Dirección de destino (2 bytes) 
• Handler ID del mensaje activo (1 byte) 
• ID de grupo (1 byte) 
• Longitud del mensaje (1 byte) 
• Carga (hasta 29 bytes) 
• ID del mote origen (2 bytes) 
• Contador de muestras (2 bytes) 
• Canal ADC (2 bytes) 
• Lecturas de información del ADC (10 lecturas de 2 bytes cada una) 
 
















7e 00 0a 7d 1ª 01 00 14 00 01 00 96 03 97 03 97 03 98 03 97 03 96 03 97 
03 96 03 96 03 96 03 
 
Fig.5.1. Estructura de un paquete 
 
 
Nótese que la información está enviada en formato little-endian, así que los dos bytes 
96 03 representan una única lectura con el byte de más peso 0x03 y el de menos peso 
0x96, que es 0x0396 o 918 en decimal. 
 45
 46




En este capítulo se presenta el resultado de la unión de todos los conceptos 
presentados hasta el momento. El objetivo es implementar un sistema que a partir de 
las medidas ambientales tomadas por los sensores sea capaz de mostrar los 
resultados de manera visual, por lo que la interpretación resulta más fácil. 
 
El sistema se divide en tres subsistemas, según su funcionalidad: 
 
• Sistema de Captación y Transmisión vía Radio: Formado por los motes de sensores 
inalámbricos. Éstos se encargan de tomar medidas ambientales y enviarlas vía radio 
al Sistema de Recepción y Transformación vía Cable. 
• Sistema de Recepción y Transmisión vía Cable: Formado por la base y el cable de 
unión al PC. La base recibe la información captada por los sensores y la transmite al 
PC a través del cable (Serie-Serie/Serie-USB, según características del PC). 
• Sistema de Procesado: Formado por el PC. El PC recibe los datos de la base y con 





Fig.6.1. Sistema creado 
 
 
A continuación se detallará cada una de las partes que componen el sistema y 




6.2. Sistema de captación y transmisión vía radio 
 
La función principal de este sistema, como su nombre indica, es captar la información 
necesaria para realizar el resto de procedimientos. Ésta información procede del 
entorno físico, es decir, se tomarán medidas de luz, temperatura o nivel de sonido en 
función del sensor con el que se trabaje. 
 
El sistema está compuesto por la red de motes inalámbricos, y sus correspondientes 
placas de sensores. En capítulos anteriores se han descrito el conjunto de 
características de los motes utilizados para nuestro sistema. En este apartado se 





En este sistema se han configurado los motes para que tomen medidas de nivel de luz 
ambiental y las transmitan vía radio. Para ello, se les ha instalado la aplicación 
Oscilloscope (ver 5.5.2.1.). Esta aplicación trabaja con el sensor de luz, y para cada 10 
muestras tomadas por el sensor, se envía vía radio un paquete con la información a la 
base. 
 
Cuando se activan los motes, con la aplicación instalada, se puede obtener alguna 
información sólo con observar los leds del mote. Cuando el led amarillo destella, indica 
que se ha enviado un paquete a la base. El led rojo se enciende o se apaga en función 





Fig.6.2. Mote MICA2 
 
 
Como la red de sensores está compuesta por más de un mote, es necesario identificar 
cada uno de ellos para tratar su información individualmente. Para ello, hay que 
modificar la cabecera de los paquetes que envía el mote, y asignarle un identificador 
(numérico). De este modo, al recibir un paquete, sólo con leer los 2 bytes de Origen ya 
se puede saber a qué mote pertenece. Este valor se puede modificar dentro el fichero 
OscilloscopeM.nc, en la línea 
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pack -> sourceMoteID = TOS_LOCAL_ADDRESS; 
 
donde el valor de TOS_LOCAL_ADDRESS es por defecto 0x01. 
 
Por lo tanto, cada vez que se quiera añadir un mote a la red, antes de instalarle la 
aplicación, se debe entrar en el fichero, cambiar el valor del sourceMoteID, guardar el 
fichero y realizar la instalación. 
 
 
6.3. Sistema de recepción y transmisión vía cable 
 
Este sistema recibe la información enviada por los motes y la transmite por el puerto 
serie al PC, a través de un cable. A continuación se explica la configuración necesaria 





Para que la base pueda interpretar correctamente la información procedente de los 
sensores, hay que instalarle la aplicación TOSBase (ver 5.5.2.2.). Esta aplicación 
recibe los paquetes y los adapta para poder mandarlos por el puerto serie de salida de 
la base. 
 
En este caso, también se puede obtener información observando los leds de la base. 
Cuando el led verde (del segmento donde se encuentran los tres leds de colores) 
destella, indica que ha recibido un paquete. Automáticamente envía el paquete al PC, 












La función del cable es transmitir la información de la base al PC para su posterior 
procesado. Hay que tener en cuenta que el cable será distinto en función de los puertos 
disponibles en el PC, por lo tanto, si 
 
• El PC tiene puerto serie: El fabricante del kit de sensores y la base proporciona un 
cable serie-serie, por lo que en este caso no será necesario cambiar el cable. 
• El PC tiene puerto USB: Será necesario cambiar el cable por un conversor serie-
USB. 
 
En nuestro caso, hemos trabajado con un PC portátil, por lo que hemos tenido que 
cambiar el cable que proporciona el fabricante por un conversor serie-USB. Hemos 





Fig.6.4. Cable Serie-USB 
 
 
6.4. Sistema de procesado 
 
Este es el sistema final de todo el conjunto. Es el que se encarga de procesar la 
información recibida de la base. El componente principal de este sistema es el PC, 
aunque, en realidad, quien se encarga de todo el procesado de la información para su 
visualización por pantalla es la aplicación instalada en el PC. 
 
Este apartado se centrará en esta aplicación, explicando detalladamente su 
composición y funcionamiento. También se especificarán los requisitos del PC para 









Para el correcto procesado de la información, es muy importante que el PC cumpla los 
requisitos necesarios para la aplicación. Estos son: 
 
• Sistema Operativo Windows XP 
• Tener instalado Microsoft Excel 
• Disponer de un puerto de entrada Serie o, en su defecto, USB. 
 
 
6.4.2. Aplicación MotesGraphic 
 
En este punto del sistema ya tenemos la información recopilada del entorno. Para 
poder procesarla hemos creado una aplicación para Windows: MotesGraphic. 
 
La aplicación MotesGraphic recopila la información recibida por el puerto serie y la 
desglosa a partir de la estructura de paquetes que envían los sensores, 
predeterminada por el fabricante (ver 5.5.2.5.). Esto permite visualizar rápidamente los 
parámetros de la comunicación, como las direcciones origen y destino, el canal, etc. A 
partir de la información recopilada se genera un gráfico comparativo que muestra las 
diferencias entre la información de los motes de la red. De este modo, se puede 
experimentar con distintas situaciones reales y tratar los resultados obtenidos según los 
intereses del usuario. 
 
 
6.4.2.1. Entorno de programación 
 
El programa utilizado para implementar la aplicación es el Visual Studio 2005 (de ahora 
en adelante VS 2005), y el lenguaje utilizado es C#. Hemos elegido este entorno de 
programación por las múltiples prestaciones que ofrece. Además, C# tiene múltiples 




6.4.2.2. Diagrama de clases 
 
VS 2005 contiene una herramienta para diseñar los diagramas de clases. Estos 
diagramas permiten una visión conceptual de toda la aplicación en una sola imagen, y 
contienen información de las propiedades y los métodos (funciones) de cada una de las 
clases que la componen. 
 






Fig.6.5. Diagrama de clases 
 
 
Como se puede observar, la aplicación está compuesta por cuatro clases: Program, 
Form1, SerialDevice y GraficoExcel. A continuación se detalla la composición y el 
funcionamiento de cada una de ellas. 
 
La clase Program 
 
Es la clase principal de todo programa, ya que siempre que se crea un nuevo proyecto 
en VS 2005 esta clase se genera automáticamente y contiene la inicialización de la 
aplicación. En nuestro caso, inicializa el formulario de Windows. 
 
La clase Form1 
 
Esta clase contiene el cuerpo principal de la aplicación, ya que al tratarse de una 
aplicación para Windows (formulario visual) el usuario llama a las distintas funciones a 
través de los elementos de este formulario, como por ejemplo los botones. 
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Form1 contiene la gran mayoría de definiciones de variables donde se almacenará y 
tratará la información de los motes. Además, contiene todas las funciones a las que 
llamará el usuario mediante los elementos del formulario. A su vez, estas funciones 
pueden llamar a otras contenidas en las demás clases. 
 
El formulario de Windows que aparece cuando el usuario decide poner en marcha la 





Fig.6.6. Formulario de la aplicación MotesGraphic 
 
 
• GroupBox “Puerto Serie”: Contiene los datos de conexión del puerto serie 
(nombre del puerto y tasa) y el botón de conexión/desconexión al puerto. 
• GroupBox “Datos del Paquete”: Contiene la información más importante de un 
paquete recibido de un mote por el puerto serie. Estos datos son: dirección 
origen (Source Address), dirección destino (Dest. Address), canal (Channel) y 
las lecturas tomadas por los sensores del mote (Readings). 
• TextBox “Datos Recibidos”: Muestra en tiempo real los datos que se van 
recibiendo por el puerto serie. 
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• Botón “Limpiar”: Borra los datos de “Datos del Paquete” y “Datos Recibidos”. 
Sólo se puede limpiar la información cuando se ha detenido la conexión. 
• Botón “Mostrar Gráfico”: A partir de los datos recibidos genera un gráfico en 
Excel que muestra la comparativa entre los distintos motes que han estado 
mandando información. 
• Botón “Salir”: Cierra el formulario. 
 
La clase SerialDevice 
 
SerialDevice es la clase que contiene todo lo necesario para la comunicación con el 
puerto serie. Establece un conjunto de parámetros esenciales para poder mostrar los 
datos recibidos a través de este puerto. 
 
Los parámetros más importantes son la tasa y el nombre del puerto. Si estos datos no 
se introducen correctamente, la conexión por este puerto fallará. Además, esta clase 
también incluye las funciones de abierto y cerrado del puerto serie, para que el usuario 
pueda decidir cuándo quiere recibir datos y cuándo no. 
 
La clase GraficoExcel 
 
Esta clase contiene los objetos necesarios para generar un documento Microsoft Excel 
y modificarlo a partir de los datos que se han recibido por el puerto serie del PC. 
 
Antes de transferir los datos a Excel, la clase procesa las muestras recibidas y las 
clasifica en función del mote que las envía. Una vez separadas, se convierte el valor a 
decimal y con los datos de los distintos motes se genera un gráfico. 
 
Este gráfico escala los ejes en función de la cantidad de muestras recibidas y el valor 
de todas ellas. Al final, se puede observar el valor de cada muestra sucesivamente y 
compararlo con el de los demás motes. 
 
 
6.4.2.3. Otras utilidades 
 
MotesGraphic basa en una estructura de paquetes de información predeterminada por 
el fabricante de los motes. Sin embargo, el contenido útil de información, es decir, sin 
contar con los parámetros de comunicación (como las direcciones origen/destino, el 
canal, etc.) dependerá de la configuración de los motes. 
 
Los motes, como se explica en capítulos anteriores, contienen una placa con diferentes 
sensores. Además, se puede instalar a cada mote una aplicación u otra (en nesC) para 
que tome las medidas que se deseen. Entonces, los paquetes que envíen a la base 
contendrán una información u otra en función de estos dos factores. 
 
Sin embargo, como la estructura del paquete está predeterminada, esta aplicación 
funcionará también para otros tipos de información. Es por esto que consideramos que 
 54
es una buena herramienta para facilitar el estudio con los motes. Será decisión del 
usuario qué información se desee tratar, pero sea cual sea, la aplicación actuará del 
mismo modo. 
 
Además, se ha desarrollado el código de modo que pueda soportar más de dos motes, 
por lo que un usuario con varios motes para simular una red, podrá utilizar también 
MotesGraphic para realizar el estudio de la información. 
 
 
6.5. Ejemplo ilustrado paso a paso 
 
En este apartado presentamos un ejemplo paso a paso, a modo de tutorial, donde se 
explicará el procedimiento a seguir para llevar a cabo un estudio del nivel de luz del 
entorno utilizando nuestro sistema.  
 
Empezaremos con un inventario de los componentes necesarios, después se explicará 
el montaje completo y finalmente se ilustrará el procedimiento a seguir. 
 
 
6.5.1. Componentes necesarios 
 
Para montar un sistema como el relatado en este proyecto, se necesitan los siguientes 
componentes: 
 
• Kit de Motes de sensores y Base 
• Baterías AA de 1,5V para los motes y la base 
• Cable conector Serie-Serie (otras combinaciones en función de las 
características) 





Para conectar todos los elementos que componen el sistema, el procedimiento es el 
siguiente: 
 
• Comprobar que los motes tienen conectada la placa de sensores. También se 
debe asegurar que las baterías conectadas en el compartimiento adecuado. 
• Comprobar que la base tiene conectado el mote0 y decidir si la alimentación 
será por corriente alterna (con la placa del mote en OFF) o por corriente 
continua (la placa del mote en ON y la base desconectada de la corriente 
alterna). 
• Conectar el cable Serie-Serie a la base por el extremo adecuado (conector de la 
base hembra) y al PC por el otro extremo. 
• Encender el PC. Asegurarse de que está conectado a la corriente o, si se trata 
de un portátil, que tiene batería. 
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• Ejecutar la aplicación MotesGraphic en el PC. 
 
En este punto tenemos el sistema preparado para empezar con el estudio del entorno. 










Una vez hecho el montaje, empezamos con el estudio. 
 
Primero, hay que encender los motes. Para ello hay que cambiar el interruptor de OFF 
a ON. Observamos que los leds empiezan a parpadear. En este momento ya tenemos 
a los motes obteniendo la información del entorno. 
A continuación encendemos la base, si aún no lo está. En este caso también podemos 
observar los leds parpadeando. Esto indica que la base está recibiendo los mensajes. 
 
El paso siguiente es ejecutar la aplicación MotesGraphic. Para ello sólo hay que hacer 
doble clic en el ejecutable MotesGraphic.exe. 
 






Fig.6.8. Presentación inicial del formulario 
 
 
En el GroupBox del Puerto Serie aparecen los valores de “Puerto” y “Tasa” con sus 
valores por defecto. En caso de que el puerto serie del PC tenga otros datos, hay que 





Fig.6.9. Valores variables del formulario 
 
 
Una vez configurado el Puerto Serie, podemos hacer clic sobre “Conectar”. 
Observamos que el texto del botón cambia y aparece “Desconectar”. 
 
Acto seguido se empezarán a rellenar los datos en el formulario. Para cada mensaje 
recibido, se muestran las direcciones origen y destino, el canal de comunicación y las 
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lecturas tomadas por los sensores. Si la red está compuesta por más de un nodo, se 
puede observar en “Source Address” cómo va cambiando el valor, en función del origen 






Fig.6.10. Aspecto del formulario recibiendo información por el puerto serie 
 
 
Ahora utilizaremos el botón “Limpiar”. Este botón borra toda la información almacenada 
en las casillas del formulario. Es imprescindible hacer clic sobre “Desconectar” antes de 
utilizar este botón. 
 
Volvemos a clicar sobre “Conectar” y vuelven a aparecer todos los datos. Ahora 
generaremos el gráfico en Excel a partir de estos nuevos datos recibidos. Para ello 
volvemos a detener la conexión pulsando “Desconectar”. Ahora hacemos clic sobre 
“Mostrar Gráfico”. 
 
Este botón utiliza los datos recibidos para abrir un Excel y rellenarlo con los datos del 

































Fig.6.11. Gráfico creado a partir de la información recibida 
 
 
En el eje de las abscisas tenemos el número de muestras tomadas por los motes. En el 
eje de las ordenadas aparece el porcentaje de nivel de luz respecto el VCC (Ver anexo 
B.3) 
 
Por último, para salir de la aplicación, hacemos clic sobre el botón “Salir” y el formulario 






En el ámbito de las telecomunicaciones, los continuos descubrimientos alimentan la 
necesidad de innovar y desarrollar nuevas tecnologías. Este ritmo frenético no facilita a 
los investigadores comprometerse con proyectos a largo plazo, debido a la rapidez con 
la que software y hardware quedan obsoletos. 
 
Una buena herramienta de introducción al entorno de estudio, permite centrar los 
esfuerzos en el estudio propio del entorno y no a descubrir cómo funciona el medio 
físico empleado. 
 
Existen pocos fabricantes de hardware y software que proporcionen este tipo de 
herramientas. Por eso, en muchos casos, el investigador emplea demasiado tiempo en 
tareas secundarias de la investigación. Esta situación puede llevar a una pérdida de 
motivación o a una búsqueda de alternativas. Esto es un inconveniente para el avance 
global de las tecnologías, ya que ramifica las investigaciones hacia objetivo específicos, 
en lugar de centrarlas para obtener una herramienta útil en un abanico más amplio de 
aplicaciones. 
 
Después de muchas horas de investigación sobre el software y hardware escogidos, 
hemos podido desarrollar una aplicación genérica a partir de una estructura de mensaje 
determinada. En futuros trabajos se puede utilizar esta aplicación bajo la única 
condición de mantener el formato de los paquetes de información, independientemente 
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WSN Starter Kit: http://www.xbow.com/Products/productdetails.aspx?sid=230
WSN Professional Kit: http://www.xbow.com/Products/productdetails.aspx?sid=231
WSN OEM Design Kit: http://www.xbow.com/Products/productdetails.aspx?sid=232
WSN Imote2 Builder Kit: http://www.xbow.com/Products/productdetails.aspx?sid=267










Anexo B: Especificaciones técnicas 
 
B.1. Hoja de especificaciones de MIB510 
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Anexo C: Pantallas de verificación del hardware y el software 
 
































java version "1.3.1_01" 
Java(TM) 2 Runtime Environment, Standard Edition (build 
1.3.1_01) 
Java HotSpot(TM) Client VM (build 1.3.1_01, mixed mode) 
 
Cygwin: 
cygwin1.dll major: 1003 
cygwin1.dll minor: 3 








toscheck completed without error. 
 
 
Pantalla de comprobación de la correcta compilación de: 
- PFLAGS=-DCCIK_DEF_FREQ=433000000 make mica2 
 
compiled MicaHWVerify to build/mica2/main.exe 
 10386 bytes in ROM 
 390 bytes in RAM 




Pantalla de funcionamiento correcto de: 
- MIB510=/dev/ttyS0 make install mica2 
 
installing mica2 binary 
uisp –dprog=<yourprogrammer> -dhost=c62b270 – 
dpart=ATmega128 –wr_fuse_e=ff –erase –upload  
if=build/mica2/main.srec 
Atmel AVR ATmega128 is found. 
Uploading: flash 
Fuse Extended Byte set to 0xff 
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Anexo D: Código de las aplicaciones de nesC 
 





 components Main, BlinkM, SingleTimer, LedsC; 
 Main.StdControl --> BlinkM.StdControl; 
 Main.StdControl --> SingleTimer.StdControl; 
 BlinkM.Timer --> SingleTimer.Timer; 




Implementación de BlinkM.nc: 
 
implementation{ 
 command result_t StdControl.init(){ 
  call Leds.init(); 
  return SUCCESS; 
} 
 command result_t StdControl.start(){ 
  return call Timer.start(TIMER_REPEAT, 1000); 
} 
command result_t StdControl.stop(){ 
  return call Timper.stop(); 
} 
event result_t Timer.fired(){ 
  call Leds.redToggle(); 





Mensaje al escribir: 
 MIB510=/dev/ttyS0 make install mica2 
 
compiling Blink to a mica binary 
ncc -board=micasb -o build/mica/main.exe -Os -target=mica  -
Wall -Wshadow -DDEF_TOS_AM_GROUP=0x7d -finline-limit=200 -
fnesc-cfile=build/mica/app.c  Blink.nc –lm 
avr-objcopy --output-target=srec build/mica/main.exe 
build/mica/main.srec 
compiled Blink to build/mica/main.srec 
installing mica binary 
uisp -dprog=dapa  --erase 
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pulse 
Atmel AVR ATmega128 is found. 
Erasing device ... 
Pulse 
Reinitializing device 
Atmel AVR ATmega128 is found. 
sleep 1 
uisp -dprog=dapa  --upload if=build/mica/main.srec 
pulse 
Atmel AVR ATmega128 is found. 
Uploading: flash 
sleep 1 
uisp -dprog=dapa  --verify if=build/mica/main.srec 
pulse 




Configuración e implementación de Sense.nc: 
 
configuration Sense { 
 //este módulo no proporciona ninguna interfaz 
} 
implementation{ 
 components Main, SenseM, LedsC, TimerC, DemoSensorC as 
Sensor; 
 
 Main.StdControl -> TimerC; 
 Main.StdControl -> DemoSensorC; 
 Main.StdControl -> SenseM; 
 
 SenseM.ADC -> Sensor; 
 SenseM.ADCControl -> Sensor; 
 SenseM.Leds -> LedsC; 




Módulo de SenseM.nc modificado para hacer sonar el sounder: 
 
result_t display(uint16_t value) 
{ 
//variables booleanas añadidas al código para decidir 






if (value &1) { 
  call Leds.yellowOn(); 
  YellowStatus = SUCCESS; //Control del Led 
amarillo, ON 
  call SounderControl.stop();} //Parar el sounder 
else { 
  call Leds.yellowOff(); 
  YellowStatus = FAIL;} //Control del Led amarillo, 
OFF 
if (value &2) { 
  call Leds.greenOn(); 
  GreenStatus = SUCCESS; //Control del Led verde, ON 
  call SounderControl.stop();} 
else { 
  call Leds.greenOff(); 
  GreenStatus = FAIL;} //Control del Led verde, OFF 
if (value &4) { 
  call Leds.redOn(); 
  RedStatus = SUCCESS; //Control del Led rojo, ON 
  call SounderControl.stop();} 
else { 
  call Leds.redOff(); 
  RedStatus = FAIL;} //Control del Led rojo, OFF 
 //Condición de encendido del sounder 
if (rcombine(YellowStatus, rcombine(GreenStatus, 
RedStatus))) { 
  call SounderControl.start();} 








 provides interface IntOutput; 




 Components IntToRfmM, GenericComm as Comm; 
 IntOutput = IntToRfmM; 
 StdControl = IntToRfmM; 
 IntToRfmM.Send -> Comm.SendMsg[AM_INTMSG]; 
 IntToRfmM.StdControl -> Comm; 
} 
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El módulo IntToRfmM.nc: 
bool pending; 
struct TOS_Msg data; 
/*...*/ 
command result_t IntOutput.output(uint16_t value){ 
 IntMsg *message = (IntMsg *)data.data; 
 if(!pending){ 
  pending = TRUE; 
  message -> val = value; 
  atomic{ 
   message -> src = TOS_LOCAL_ADDRESS; 
} 
  if(call Send.send(TOS_BCAST_ADDR, sizeof(IntMsg), 
&data)) 
   return SUCCESS; 
  pending = FALSE; 
} 






async event result_t ADC.dataReady(uint16_t data){ 
 struct OscopeMsg *pack; 
 atomic{ 
  pack = (struct OscopeMsg *)msg[currentMsg].data; 
  //añade la nueva lectura del sensor al paquete 
  //y actualiza en número de bytes en el paquete 
  pack -> data[packetReadingNumber++] = data; 
  readingNumber++; //incrementa el número total de 
bytes 
  //si el paquete está lleno, envía el paquete 
  If(packetReadingNumber == BUFFER_SIZE){ 
   post dataTask(); 
} 
} 
if(data > 0x0300) 
 call Leds.redOn(); 
else 




task void dataTask(){ 
 struct OscopeMsg *pack; 
 atomic{ 
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  pack = (struct OscopeMsg *)msg[currentMsg].data; 
  packetReadingNumber = 0; 
  pack -> lastSampleNumber = readingNumber; 
 } 
 pack -> channel = 1; 
 pack -> sourceMoteID = TOS_LOCAL_ADDRESS; 
  
 //Intenta enviar el paquete. Si el paquete no se ha 
podido 
 //colocar en la cola para ser transmitido, devolverá un 
FAIL. 




  atomic{ 
   currentMsg ^= 0x1; //Para alternar entre dos 
buffers 
       //de mensajes 
  } 
  Call Leds.yellowToggle(); 
 } 
} 
 
 80
