By explicitly considering the spatial dimension of local regional labor markets, we develop a simple dynamic model that explains the spatial correlation between unemployment rates. We then test this model by using UK local data. Our evidence shows a significant spatial dependence that has been growing over time and characterized by a low distance decay. Highly localised effects are explained by commuting flows. These results are consistent with the theoretical model.
Introduction
Explaining European unemployment has been an important challenge for economists and different explanations have been provided, highlighting in particular the role of shocks and institutions (see e.g. the recent survey by Blanchard, 2006) . However, even though large differences in unemployment rates between European regions are acknowledged, it is only recently that researchers have begun to pay more attention to this issue. A feature often neglected in these empirical regional studies is the possible cross-sectional dependence. The degree of interdependence between regional markets is typically very high, but only a few studies have analyzed the possible linkages between neighboring regions. This limited literature (see e.g. Molho, 1995; Burda and Profit, 1996; Petrongolo and Wasmer, 1999; Burgess and Profit, 2001 ; Overman and Puga, 2002; Niebuhr, 2003) points to the existence of spatial dependence in unemployment rates, but the mechanisms that cause such a pattern have not been clearly identified. 1 Spatial dependence in local unemployment rates might originate from measurement or behavioral issues. In the first case, people search only in their local labor market but the area units for which unemployment is measured do not correspond to local labor markets. In the second case, it arises because people search across different local labor markets. In this paper we investigate the second explanation, while dealing with the first possibility by using Travel-to-Work Areas (TTWAs) as the area units for our empirical analysis, which are by definition self-contained labor markets. Specifically, we provide a simple model where spatial linkages between areas stem from mobile workers searching for (and getting) jobs out of their area of residence. The model predicts that the unemployment level in region i 6 = j at time t is a positive function of both the unemployment level in area i at time t − 1 and the unemployment level in area j at time t − 1 but is a negative function of both the labor market tightness in area i at time t − 1 and the labor market tightness in area j at time t − 1.
Although commuting flows are an obvious form of interactions between areas, their extent and their consequences have been largely neglected in the analysis of regional unemployment differentials (Elhorst, 2003) . Using TTWA-level data for the period 1985-2003, we first document the rising spatial dependence in local unemployment rates and the increasing importance of commuting patterns over time in the UK. By using distance-based spatial 1 There is an important literature explaning regional unemployment disparities. The main explanation revolves around the wage curve literature pioneered by Blanchflower and Oswald (1996) , which draws a link between the regional unemployment rate and the regional real wage level. However, spatial correlation between regional unemployment rates is typically ignored in this literature.
weight matrices and by progressively increasing the distance between close areas, it is possible to assess how far the links between spatial units extend. We find that interactions are quite localized and decline sharply with distance. This is consistent with the observed patters of commuting flows. This evidence appears to be confirmed when the unemployment spatial autocorrelation function, and the portion attributable to commuting flows, is estimated in a non-parametric way, following the approach of Conley and Topa (2002) .
We then test the theoretical model. The econometric analysis confirms the relevance of the role played by commuting flows in explaining the observed patterns of local unemployment rate. The estimation of a space-time panel data model then provides results entirely consistent with the above-mentioned predictions of the theoretical model.
Theoretical model
We develop a simple model that explains the spatial correlation between unemployment rates. There are two areas i = 1, 2 and j = 1, 2. Independently where he/she lives, each unemployed worker can look for a job in the two areas. We have the following notations. U ij denotes the number of unemployed workers residing in i and searching in j while E ij denotes the number of employed workers residing in i and working in j. The total labor force residing in i and working and searching in j is: N ij = U ij + E ij , which implies that the total labor force in area j is equal to: N j = N ij + N jj . By normalizing the total population to 1, 2 we finally have:
A vacancy can be filled according to a random Poisson process. Similarly, unemployed workers can find a job according to a random Poisson process. In aggregate, these processes imply that there is a number of contacts (or matches) per unit of time between the two sides of the market in area j that are determined by the following standard matching function:
where S i = U ii + U ji are the total number of unemployed workers searching for a job in area i, V i the number of vacancies in area i and m 0 is a parameter of matching efficiency. As it can be seen from the matching function, we do not model the search intensity behavior of workers, i.e. how intensively each worker will search in each area. 3 This is because we do not have this information in the data set and we focus instead on the dynamics of spatial unemployment correlation. It should be clear that, as long as search intensities are exogenous, assuming different search intensities for both in-area and out-of area searchers will not change any of our results. It would just add more parameters. We also assume that m 0 , the parameter of matching efficiency, is the same for all the areas. Again, it is easy to verify that the gist of the analysis is preserved in a more general setting with different m 0 s. As usual (Pissarides, 2000) , M(.) is assumed to be increasing in both its arguments, concave and exhibits constant returns to scale (CRS) or equivalently to be homogenous of degree 1. Thus, the rate at which job seekers leave unemployment in area i is equal to:
where
is the labor market tightness in area i. By using the properties of the matching function, it is easy to see that
which reflects the search externalities in the matching process. It is crucial to understand the difference between job seekers and unemployed workers. Indeed, for i 6 = j, we have
while
Job seekers in area i (S i ) include all people who search in area i irrespective of their place of residence while the unemployed workers in area i (U i ) encompass all the individuals who live and are unemployed in area i. The dynamic equation for the unemployment level U i,t for i 6 = j can be written as:
where 0 < λ t−1 < 1 is the job-destruction rate at t − 1. Indeed, the number of unemployed workers in area i at time t is equal to the number of unemployed from the previous period (t − 1) plus all the employed workers from area i who have lost their job at t − 1 minus all the unemployed workers living and searching in area i who have found a job in area i at t − 1 minus all the unemployed workers living in area i but searching in area j who have found a job in area j at t − 1. Observe that, as it is the case in our dataset, we measure employment and unemployment by the place of residence and not the workplace or the place where people search for jobs. This is why in equation (8) we include U ij,t−1 and not U ji,t−1 since the latter are not considered as unemployed in area i even though they search there while the former are unemployed in i even though they found a job in area j.
Observe that U i,t−1 implicitly includes the influence of all exogenous variables that affects unemployment level, such as the average characteristics of the local population. This is because we assume that the impact of these characteristics on the unemployment level in each area i is captured through the inclusion of (time) lagged values of the unemployment rate.
We have the following proposition:
Proposition 1 The unemployment level in region i 6 = j at time t is a function of:
(ii) the unemployment level in area j at t − 1;
(iii) the labor market tightness in area i at t − 1;
(iv) the labor market tightness in area j at t − 1.
Formally, we have:
Proof. See the Appendix. This is a very simple and intuitive result. Unemployment spatial correlation is mainly due to the fact that people search and work both in the area where they live and in the area where they do not live. This is because workers do commute to different areas. The crucial idea here that drives the result, which is highlighted by equations (6) and (7) is the fact that job seekers and unemployed workers are not equivalent. The unemployed workers are defined by their place of residence while the job seekers are defined with respect to their place of search.
3 Data and exploratory evidence
Data
The data on the unemployment rate and vacancies of the UK geographies are available on-line from the National On-line Manpower Information Service (NOMIS) located at the University of Durham. We use data at the level of Travel-to-Work Areas (TTWAs), which are considered the standard approximations to self-contained labor markets, i.e. areas in which people both live and work. A total of 297 TTWAs are designated in England, Scotland and Wales. Comparable data can be derived for the years 1985-2003. 4 The number of notified vacancies in the different job centres has been divided (normalized) by the number of local unemployed, thus obtaining an indicator of the local labor market tightness (θ variable in the theoretical model). We consider the average values over four-year periods in order to eliminate short-run noise. 5 Excluding area with missing values, our final longitudinal data set finally contains 288 units over 6 time periods (1985-1988, 1989-1992, 1993-1996, 1997-2000, 2001-2003) . We need now to define the neighborhood set of each area i, i.e. the areas that potentially interact with i. A number of alternative criteria can be used for the specification of the neighborhood set. In the analysis that follows, spatial proximity is measured in terms of the road distance between the centres of the areas. 7 The neighboring set is defined as the set of units that is within a given distance of a unit. By increasing the distance, it is possible to assess 4 We consider the most recent TTWAs' definition, based on the journey to work statistics from the 1991 Census of Population. They are geographic regions with a minimum of 3,500 working people where at least 75% of those living (working) in the area should also work (live) there. 5 If measurement error is an issue, to the extent that measurement error is temporary, the fact that the values have been averaged over a period of four years should mitigate this problem. 6 This evidence probably reflects also the increasing role of the Job Centres as a channel to advertise vacancies over time. 7 Distances in kilometers are estimated using Microsoft Autoroute 2002. We consider the shortest route,
given the road network in 2002.
how far the links between spatial units extend. The distance between areas in the sample varies between 13.2 and 790.5 kilometers, with a mean distance of 345.9 kilometers and a considerable dispersion around this mean value (the standard deviation is equal to 254.3). We summarize the potential interactions between locations using the matrix W = {w ij }, where w In addition, the 2001 Census questionnaire also asks the distance travelled to work dividing it between less than 2 kilometers, 2 and 5, 5 and 10, 10 and 20, 20 and 30, 30 and 40, 40 and 60, 60 and over. By calculating the average share of mobile workers in total employment across areas for each Census year, it appears that this share has been increasing over time (from slightly more than 4% in 1981 to roughly 10% in 1991, and reaching 24% in 2001). Moreover, looking at the 2001 Census data, we find that the average number of residents travelling to work decreases sharply as the distance travelled increases. This is so, however, up to a distance of 60 kilometers. Beyond this value, we find again a slight increase. Specifically, the proportion of commuters declines by roughly 20% over 2-20 kilometers, then it drops by slightly less than 65% over 20-30 kilometers, it further decreases of some 45% over 30-60 kilometers and it then increases by an approximate 20% for distances beyond 60 kilometers. The number of commuters for distances greater than 60 kilometers is higher than the number of commuters for distances between 30 and 60 kilometers, although it remains largely smaller than the one of those commuting shorter distances. This indicates that workers might be more likely to commute for 60 kilometers or more than for distances 8 The analysis has also been performed using a spatial weight based on a distance decay function. In particular, a power function where
, with d ij the distance between units i and j and 0 otherwise, and a negative exponential function where w ij = exp(−γd ij ) with γ the distance decay parameter, have been employed (see Stetzer, 1982 , for further details). The qualitative results on our target variables remain, however, unchanged. Therefore, our results appear to be robust with respect to the choice of the spatial weight matrix.
between 30 and 60 kilometers, given that they are willing to commute for a long distance. 9 To sum up, comparing the 1981, 1991 and 2001 Census data, we observe an increasing importance of commuting flows over time and the additional information contained in the 2001 Census shows that the number of commuters sharply decreases with distance and it slightly increases for distances beyond 60 kilometers. Figure 1 shows three quantile maps of the regions of Great Britain that depicts the geographical distribution of commuting flows using the 1981, 1991 and 2001 Census data, respectively. Figure 2 contains the corresponding maps for the unemployment rate in comparable time periods (i.e. average values over the years 1985-1988, 1989-1992 and 2000-2003) . Looking at these pictures, at first sight one may notice that areas of relatively high (low) unemployment rates seem to be less spatially dispersed in the more recent period ( Figure  2) . 10 In addition, comparing (Moran, 1950) . This is a summary measure of spatial correlation, which is able to assess the degree of similarity or dissimilarity of values in spatially close areas. Along with the (standardized) test statistics, z(I), Table 2 reports the associated significance level, p1, 9 The increase in the number of mobile workers over time may be due to the reduction of the transport costs occurred in the period. The sharp decrease as the distance travelled increases up to 60 kilometers and the slight decrease beyond this value may reflect the movements of workers living in a town and going to work in another town. Up to 60 kilometers there may be periphery-centre workers and beyond this value the data capture city-to-city workers. 10 The maps use the NUTS3 administrative areas of Great Britain (126 areas), as defined by Eurostat (e.g.
Regio database, Eurostat, 1992) .
assuming the (asymptotic) distributions of I is approximately normal, and an alternative indicator of statistical significance, p2, based on the conditional randomization approach with 10,000 permutations (see Anselin, 1995a and 1995b , for theoretical details). The results for alternative weight matrices corresponding to estimated road journey of up to 20, 40, 60, 80, 100 and 120 kilometers are listed.
[Insert T able 2 here]
This table shows the following interesting features. Firstly, irrespective of the spatial weight matrix used, there is evidence that the geographic distribution of unemployment in Britain has become more clustered over time. Indeed, we find no evidence of spatial correlation in the 80s and early 90s. Afterwards, the values of the (standardized) test statistic detect a significant spatial correlation, which increases over time. 11 Because of their positive sign, they indicate that the unemployment rate is becoming more and more similar among neighboring regions. Indeed, a positive spatial autocorrelation indicates that areas with relatively high (low) unemployment rates are located close to other sub-regions with relatively high (low) unemployment rates more often than it would be observed if their locations were purely random. Observe that this evidence is consistent with the increasing importance of commuting flows, which is documented by comparing the Census data of 1981, 1991 and 2001. Secondly, focussing on the analysis of the spatial correlation at each point in time, we find that, in our data, interactions are quite localized and decline sharply with distance. Indeed, the value of the statistic suggests that the spatial linkages are strongest at distances within 20 kilometers, then they decrease steadily over distance up to 100 kilometers, beyond which we cannot reject the null hypothesis of no spatial correlation. Interestingly, in the more recent period (i.e. [2001] [2002] [2003] , there is a deviation from this pattern, i.e. an increase in the value of the statistic for the d = 80 weight matrix. This indicates that the strength of spatial interaction between areas that are distant more than 60 kilometers (and less than 80) has recently grown. These features of spatial autocorrelation (both its sharp decrease with distance and its increase for distances beyond 60 kilometers in the 2001-2003 years) are consistent with the journey-to-work data from the 2001 Census (commented above).
We now conduct the analysis at a greater level of detail by detecting significant deviations from the hypothesis of spatial randomness at a local level.
To assess spatial dependence in a particular sub-region of the sample, different statistics of local spatial correlation have been developed. These statistics describe the association between the value of the variable at a given site and that of its neighbors, and between the value within the neighborhood set and that for the sample as a whole. The most widely used statistics are the Getis-Ord G one (Getis and Ord, 1992) and the local Moran's I (Anselin, 1995a). Both of them can be used to identify local regimes of relatively high or relatively low values of a variable. In addition, the local Moran's I statistic is also well-suited to the task of detecting the existence of atypical localizations in the form of sites of high (low) values surrounded by areas of relatively low (high) values for the variable of interest. We compute these statistics using the spatial weight matrix based on the distance at which the spatial linkages between areas seem to be strongest (i.e., d = 20 kilometers, see Table 2 ). 12 Because we find no evidence of any significant atypical area in our sample, the information provided by the Getis-Ord G and the local Moran's I statistics is the same. We thus comment the results of only one of the two statistics, namely the Getis Ord G. Figure 3 the number of areas with a significant (positive) value for the local statistic increases. In particular, these are areas of the "LL type" of spatial regime, i.e. areas with an unemployment rate significantly lower than the average for the sample as a whole, surrounded by areas with a similar low level of the variable.
[Insert F igure 3 here] 12 These findings, however, are quite robust with respect to the choice of the spatial weight matrix. The results of this robustness check are available upon request. 13 This choice is grounded on the fact that it is now common knowledge that the reference distribution of the local Moran's I statistic deviates substantially from the normal distribution (see, e.g., Tiefelsdorf, 2002 ). In our case, however, the results obtained by the use of the two statistics are qualitatively the same. 14 The complete tables containing the values of the local statistics for each area in our sample and in the different time periods are available upon request. These results are entirely consistent with the pictures displayed in Figure 3 , which are based on a higher (NUTS3) level of spatial disaggregation. 15 Because of the presence of global spatial correlation, an inference based on the normal approximation might be misleading (Anselin, 1995a) . However, adopting a conditional permutation approach with 10000 permutations (Anselin, 1995a and 1995b) , our results appear qualitatively unchanged. Therefore, Figure 3 is obtained from the results based on the standard normal approximation. A similar figure obtained using the latter approach is available upon request.
Spatial structure of commuting flows
Let us now have a look at the observed patterns of spatial dependence of the commuting flows in Britain across the Census years. Table 3 has the same structure as Table 2 .
[Insert T able 3 here]
The results are qualitatively very close to those displayed in Table 2 , showing a degree of spatial correlation that is increasing over time irrespective of the spatial weight matrix used and decreasing over distance at each point in time. 16 This indicates that the unemployment and commuting flows data exhibit similar global spatial properties. What about local properties? Are the local regimes of the unemployment spatial distribution also reflected in the commuting flows data? More specifically, is the low unemployment spatial regime identified in the South of England reproduced in the commuting-flow data?
The values of the local statistics suggest that this is the case. Figure 4 shows the NUTS3 areas for which the (Getis-Ord G) local statistics are significant at the 0.05 level using the 1981, 1991 and 2001 Census data respectively. 17, 18 Looking at the maps, it appears a spatial cluster in the South of England ,which is increasing over time and closely reproduces the one in Figure 3 . This regime however is of relatively high values of commuting flows ("HH type"), while the one exhibited by the unemployment data is of relatively low values ("LL type"). This suggests that high commuting flows might originate spatial dependence in local unemployment rates, while reducing local unemployment disparities.
In the following section we further investigate this conjecture using an alternative approach that does not require to define the neighborhood set of each location i, i.e. the areas that potentially interact with area i.
[Insert F igure 4 here] 16 Observe that the increase in the value of the spatial correlation for the d = 80 weight matrix in the more recent period (Table 2) is also shared by the commuting flows data (Table 3) . 17 As before, the Getis-Ord G and the local Moran's I statistics provide the same information content. 18 Also in this case the complete tables containing the values of the local statistics for each area in our sample and in the different time periods are available upon request. As before, these results are entirely consistent with the pictures displayed in Figure 4 . Also, we still find that the results based on the normal approximation and those obtained adopting a conditional permutation approach with 10000 permutations remain qualitatively unchanged. Thus, Figure 4 is again constructed from the results based on the standard normal approximation.
Non-parametric autocorrelation estimates
We now estimate the unemployment spatial autocorrelation as a function of distance using non-parametric techniques as described, for instance, in Conley and Topa (2002) . Let (u i − u m ) be the deviation of each area i unemployment rate from the sample (national) mean. The estimated autocorrelation function (ACF) is obtained running a kernel regression of (u i − u m )(u j − u m ) on the distance between areas i and j, which provides an estimate of the autocovariance function, and then normalizing it by dividing by the sample variance. 19 By doing so, we can explore how spatial dependence declines with distance in a non-parametric way. When the regression includes commuting flows as explanatory variable, this procedure also allows us to distinguish the portion of spatial dependence that is attributable to commuting flows. Because data on commuting flows are only available from the Census data, we extract from the unemployment series only the three periods comparable with the Census years. Figure 5 contains the estimation results for these three periods in the first, second and third panels respectively. In each plot, we represent both the estimated autocorrelation function for the raw unemployment rates (solid line) and the one for the residuals of the regression of unemployment on commuting flows (dashed line). The values of the functions that are statistically significant at the 5 percent level are marked with circles. Figure 6 shows the corresponding results for the change in unemployment rate over the twenty years considered.
[Insert F igure 5 and 6 here]
Looking at the estimates for the raw unemployment rates (solid line) across panels in Figure 5 , we find that the spatial autocorrelation is positive and sharply decreases with distance at each point in time. It is not statistically different from zero for the first time period at any distance, and it acquires statistical significance over time starting from short distances. Indeed, clustering increases over time, as it is revealed by the positive and statistical significant values represented in Figure 6 (that again decrease with distance). Looking at the results for the residuals of unemployment (dotted line), and in particular to the third panel in Figure 5 where the spatial autocorrelation in raw unemployment rates is statistically significant up to roughly 90 kilometers, it appears that commuting flows have a noticeable impact on unemployment spatial autocorrelation. Although the spatial autocorrelation in unemployment residuals still shows positive and statistically significant values, its level is largely reduced. Interestingly, Figure 6 shows that the increasing clustering of the unemployment rate over time, in particular over short distances, may be largely attributable to commuting flows (in this case the dotted line does not signal any significant value). These findings are entirely consistent with those described in Sections 3.2.1 and 3.2.2.
To sum up, the evidence collected so far highlights the possibility that labor mobility might play an important role in explaining the observed patterns of spatial correlation in local unemployment rates. This mechanism is at the basis of the theoretical model.
Empirical model and estimation results
To be consistent with the theory, the empirical model should account for both cross-sectional and temporal dependence. In addition, unobserved heterogeneity between areas might obviously be an issue in our analysis. To take into account all these features, we estimate a spatio-temporal model specified as a typical dynamic panel data model where a spatially lagged dependent variable has been included. The advantage in using panel data models is the possibility to control for unobserved heterogeneity between areas. The inclusion of a (time) lagged dependent variable purges the errors from serial correlation. The advantage of using spatial statistics techniques is to account for spatial effects between areas.
From Proposition 1, we write the following model that corresponds to equation (8):
|α| < 1, i = 1, ..., N ; t = 2, ..., T, where
and w ij are the weights of the spatial weight matrix W presented in Section 3.1. Specifically, the weights are set equal to 0 if i = j or if i and j have more than d−kilometers distance between them, with d = {20, 40, 60, 80, 100, 120}. They are equal to a constant otherwise (defined by imposing the normalization P N j=1 w ij = 1 for each i). Observe that u i,t indicates the unemployment rate in area i at time t. In the theoretical model, since the total population 20 When there are more than two regions, as it is the case in the real-world, the counterpart of u jt and θ jt are u i,t and θ i,t , respectively. was normalized to 1, the unemployment level U i,t was equal to the unemployment rate u i,t . However, in the empirical analysis, we are using unemployment rates and thus it is important to make the distinction. The error term in (9) is composed by an area-specific fixed effect, η i , controlling for unobservable characteristics (e.g., cross-area differences in matching functions) and by a white noise error component, ε i,t . The condition |α| < 1 indicates (time) stationarity. In fact the unemployment series (that contains four-year averages) satisfies this property. Observe that the empirical model does neither include any measure of the average human capital characteristics of the different areas, nor other features of the local structure of the population. Indeed, we assume that the impact of these characteristics on the unemployment rate in each location is captured through the inclusion of (time) lagged values of the unemployment rate. Finally, it has to be acknowledged that (9) is a linear approximation of equation (8) and that the inflow rates (u ii,t−1 and u ij,t−1 ) from (8) have been omitted since we do not have these informations in the data. Table 4 shows the Moran's I test statistic for spatial correlation on the residuals of model (9), which is estimated using the traditional Arellano and Bond (1981) GMM procedure. We report the results of the test obtained using the different weight matrices and, similarly to Table 2 and 3, the two levels of significance p1 and p2 corresponding to two alternative inferential strategies. Observe that the presence of cross-sectional dependence violates one of the assumptions that guarantee the validity of the Arellano and Bond (1981) GMM approach, thus making the estimation results unreliable. It appears from Table 4 that the Moran's I statistic provides clear evidence of residual spatial correlation. Indeed, irrespective of the inference strategy chosen (i.e., using p1 or p2 significance level), we cannot reject the hypothesis of zero spatial autocorrelation starting from the 1993-1996 period. This indicates that the model does not incorporate all the channels of interdependence between areas.
[Insert T able 4 here]
Because in the theoretical model spatial correlation in local unemployment is explained by the fact that workers can search (and thus find) job in different labor markets, we include in the empirical model our measure of commuting flows (c i ). Specifically, we augment the previous specification as follows:
where the same notation of model (9) applies. Because data on commuting flows derives from the Census data, we use for the unemployment and vacancies data only their (average) values in the periods comparable with the Census years (1985-1988, 1989-1992 and 2001-2003) . This implies that our final panel data set contains three time periods only (i.e. T = 3). Looking at Table 5 , which has the same structure as Table 4 (in particular, it contains the Moran's I test statistic for spatial correlation on the residuals of this second model), we can now see no signal of residual spatial autocorrelation. Indeed, the statistic test shows a non-significant value for all points in time, for any choice of the spatial weight matrix and inference strategy. Thus, there are reasons to argue that the spatial dependence in local unemployment rate in the UK might be explained by commuting flows between areas.
[Insert T able 5 here]
Let us now investigate whether the predictions of the theoretical model are validated in our data. Specifically, we test the results of Proposition 1.
We use model (10) . In fact, after controlling for spatial dependence in the data by choosing an appropriate order in the spatial process and the relevant explanatory variables, the literature on dynamic panel data models can safely be used. The formulation of model (10) is such that specification tests on the model (in deviations) cannot reject the null hypothesis of no serial or spatial correlation in the residuals (see Table 5 and 6). 21 Therefore, the Arellano and Bond (1991) estimation procedure leads to consistent estimators. Distributional assumptions are not needed.
The estimation results of model (10) are contained in Table 6 . 22 The different columns report the results obtained using different weight matrices.
[Insert T able 6 here]
21 Table 6 reports the AR(1) and AR(2) tests. These are tests for first-order and second-order serial correlation in the first-differenced residuals asymptotically distributed as N (0, 1) under the null of no serial correlation (Arellano and Bond, 1991) . The consistency of the GMM estimators requires the absence of serial correlation in the original error term. In turn, this requires negative first-order, but no second-order correlation in the differenced error term. Table 6 shows no evidence of misspecification. 22 The Arellano and Bond (1991) GMM estimator consists in taking first differences over time to get rid of unit specific error terms and in using appropriate instruments for the (time) lagged dependent variable and for all the other endogenous variables. In our analysis, all the variables are treated as potentially endogenous variables. Given the first order autoregressive specification of the model, valid instruments for the (time) lagged dependent variable are two-time or more periods lagged variables. We report the results where the instrumental set contains observations on all the variables and on their respective spatial lags dated (t − 3). Because we have observations only on three points in time, clearly no further lags can be used. (We are in a case of exact identification.) Results using alternative sets of instruments (i.e. adding the contemporaneous values of the vacancies and/or lagged values of commuting flows dated (t − 2)) remain qualitatively unchanged.
We find that the predictions of the model are entirely validated in our data. Indeed, all the estimated coefficients are statistically significant and with the signs predicted by the theory, and these results hold irrespective of the spatial weight matrix used. Firstly, as predicted by the theoretical model, both the temporal and spatial lag of the unemployment are found to have a positive and significant effect on unemployment at time t in area i. This evidence confirms the importance of serial and spatial correlation in local unemployment rates. Secondly, both the labor market tightness in area i and its average level in neighboring areas (its spatial lag) are found to have a negative and significant effect on unemployment at time t in area i, which is also predicted by the theoretical model. Observe that this latter evidence ( i.e., the fact that both estimated coefficients of both the θ variables are significant) implies that changes in the level of the labor market tightness in region j influence unemployment in region i even if the level of the labor market tightness in region i remain unchanged. This finding thus indicates that spatial interaction might be based on labor mobility. 23 Besides, the decreasing pattern of the estimated coefficients of θ across the columns, i.e. when distance increases, is another signal. Indeed, the probability that an unemployed residing in area i will fill a vacancy in area j (thus commuting from i to j) is lower the higher the distance between i and j. This means that the estimated effect of θ should be smaller the higher the size of the neighborhood set implied by the spatial weight matrix used (over which the effect is smoothed down), i.e. moving from the left to the right of Table 6 along the columns. This is what is shown in Table 6 . This conjecture finds further empirical support when looking explicitly at the role played by commuting flows. This variable is found to be relevant in explaining the unemployment spatial correlation (see Tables 4 and 5 ) and also shows a significant impact on unemployment levels in Table 6 . In addition, the magnitude of its impact decreases across the columns, i.e. when distance increases, as it is found for the θ variable. This is consistent with the extent of the observed patterns of commuting over distance. Its negative sign indicates that commuting patterns might reduce local unemployment disparities. Its effect is not negligible: a 1 per cent increase in total commuting in area i decreases the unemployment rate of area i by an amount in the approximate range of 0.15 − 0.39 percent, depending on the spatial weight matrix used.
However, commuting is obviously not the only source of spatial correlation in unemployment rates between adjacent areas. If it were so, one could expect the estimated coefficient of the spatially lagged unemployment to be non significant (after the inclusion of commuting flows in the empirical model). On the contrary, we find a significant estimated effect. Other factors, such as mismatch between the supply and demand side of the labor market, interregional trade or housing patterns might be at work. Here we investigate, both theoretically and empirically, the effects of one possible source, i.e. commuting flows, and we conclude that at least they cannot be neglected in the explanation of quite localized interactions of the unemployment rates. This does not rules out however the possibility that, using data at a different level of spatial disaggregation and/or considering the possible interactions over wider distances, other important factors might be identified. This is certainly an interesting task for future research if data are available.
Conclusion
In this paper, we have developed a model that shows spatial correlation between unemployment rates of different regions. The main cause of spatial correlation is the fact that workers can search and work in different areas, thus creating commuting flows between regions. We then test this simple model using TTWA-level data in the UK for the period 1985-2003. We find evidence that spatial interactions might be based on labor mobility and the empirical results are entirely consistent with the model predictions. However, as it emerges from our analysis, this form of spillover has a limited geographical coverage. In addition, in our analysis the effects of other factors such as human capital and the local structure of the population are meant to be captured by the time lagged dependent variable. An interesting direction for future research would be to explicitly examine the relative role of these factors, and using data at different levels of spatial disaggregation.
Appendix: Proof of Proposition 1
By using the CRS properties of the matching function, the dynamic equation (8) is equivalent to:
or equivalently:
That is:
First observe that since
and
we have:
Then, using (12) and (13), by differentiating (11), we obtain: • 5% significant 
