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1 Details of data simulation for single time point
The genetic data for our simulations were generated as 20,000 haplotypes of 30 kb in size using
COSI, a coalescent model that mimics LD pattern, local recombination rate, and population his-
tory for individuals of European descent (Schaffner et al., 2005). We assume ten phenotypes for
each subject generated from a multivariate normal distribution with mean vector 0 and 10× 10
residual correlation matrix Σ. To model the residual correlation matrix, we considered scenarios
of low residual correlation among phenotypes (pairwise correlation among phenotypes selected
from a uniform (0,0.3). The low correlation structure was chosen to increase the likelihood of the
eventual correlation matrix of longitudinal data being positive definite (if not positive definite, we
simulate again). For the high correlation scenario, the pariwise correlations among phenotypes
were selected from a uniform (0.3,0.4).
For power models, we simulated data sets in which 5% of the rare variants in our haplotypes
were modeled as causal. We set effect size βrl = (0.4+N(0,0.1))| log10(MAFr)| for each causal
variant r and phenotype l. MAFr denotes the minor allele frequency of causal variant r. This
formulation sets mean effect size of causal variant r as inversely proportional to its MAF, such
that very rare variants have on average a larger effect size than less rare variants. Allowing βrl to
vary around a normal distribution maintains the relationship between MAF and effect size, while
allowing the variant to have a slightly different effect size for each phenotype.
We varied the number of phenotypes associated with the rare variants, such that not all of
the tested phenotypes will be dependent on the gene of interest. The number was varied as
0 (null case), 2, 4, 6, and 8. We control correlation among phenotypes through consideration
of the relative variance of phenotype explained by the R causal variants. We define this rela-
tive variance for phenotype l as hl = 2∑Rr=1β2rlMAFr(1−MAFr). As in (Galesloot, Van Steen,
Kiemeney, Janss, & Vermeulen, 2014) we define the overall correlation between phenotypes l and
l′ as Ell′ =
√
1−hl
√
1−h′lΣll′ , where Σll′ is the (l, l′)th element of the L×L residual phenotypic
correlation matrix. This allows the residual correlation structure among phenotypes to stay at the
defined values.
2
2 Details of GAMuT (Meta)
The method computes the GAMuT p-values for each time point using the linear kernel and uses
meta analysis to combine them into a single p-value. The meta-analysis is done as follows. A
Gaussian copula approach was used to obtain a standard normal variate from each p-value by
applying the inverse of the standard normal distribution function. These values were computed
for each simulation to construct a matrix of dimension T × nsim, where nsim is the number of
simulations. This matrix can be used to estimate the correlation of the normal variates across time
which can then be used for the meta-analysis using Kost’s method (Kost & McDermott, 2002).
Note that this method requires the matrix from the simulations, and cannot be applied for real
data without further assumptions since the correlation structure cannot be estimated from a single
replicate.
3
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Figure 1: Comparison of power curves for different methods in the quadratic time effect set up.
The correlation structure across time is considered to be AR(1) with parameter ρ and the tests
are done at the p-value threshold 5× 10−6. The value of the power function corresponding to 0
associated phenotypes shows the type-I error and the horizontal dotted line indicates the level of
the test.
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Figure 2: Comparison of power curves for different methods in the sinusoidal time effect set up.
The correlation structure across time is considered to be AR(1) with parameter ρ and the tests
are done at the p-value threshold 5× 10−6. The value of the power function corresponding to 0
associated phenotypes shows the type-I error and the horizontal dotted line indicates the level of
the test.
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Figure 3: Comparison of power curves for different methods in the linear time effect set up. The
correlation structure across time is considered to be Compound Symmetry with parameter ρ and
the tests are done at the p-value threshold 5×10−6. The value of the power function corresponding
to 0 associated phenotypes shows the type-I error and the horizontal dotted line indicates the level
of the test. The rest of the compound symmetry results are not presented since they are very similar
to the AR(1) results
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Figure 4: Comparison of power curves for different methods in the linear time effect set up for 6
time points. The correlation structure across time is considered to be AR(1) with parameter ρ and
the tests are done at the p-value threshold 5×10−6. The value of the power function corresponding
to 0 associated phenotypes shows the type-I error and the horizontal dotted line indicates the level
of the test. Other results with 6 time points are omitted since they are very similar.
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Figure 5: Comparison of power curves for different methods in the linear time effect set up. The
correlation structure across time is considered to be AR(1) with parameter ρ and the tests are
done at the p-value threshold 0.01. The value of the power function corresponding to 0 associated
phenotypes shows the type-I error and the horizontal dotted line indicates the level of the test. As
expected, the power of all methods are much higher at this less stringent p-value threshold. Other
results with less stringent p-value threshold are omitted since they are very similar.
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Figure 6: Comparison of power curves for joint analysis using GAMuT with meta-analysis of
single time point GAMuT in the linear time effect set up. The correlation structure across time is
considered to be AR(1) with parameter ρ and the tests are done at the p-value threshold 5×10−6.
The value of the power function corresponding to 0 associated phenotypes shows the type-I error
and the horizontal dotted line indicates the level of the test.
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Figure 7: QQ-plots based on application of GAMuT (Linear) on simulated null datasets for the
linear time effect set up with high correlation between the phenotypes. The correlation structure
across time is considered to be AR(1) with parameter ρ.
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Figure 8: QQ-plots based on application of GAMuT (Projection) on simulated null datasets for the
linear time effect set up with high correlation between the phenotypes. The correlation structure
across time is considered to be AR(1) with parameter ρ.
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Figure 9: QQ-plots based on application of GAMuT (Linear) on simulated null datasets for the
missing data scenario. The correlation structure across time is considered to be AR(1) with param-
eter ρ.
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Figure 10: QQ-plots based on application of GAMuT (Projection) on simulated null datasets for
the missing data scenario. The correlation structure across time is considered to be AR(1) with
parameter ρ.
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Chromosome Gene Name Number of Variants GAMuT
(Projection)
GAMuT
(Linear)
GAMuT
(Projection)
95% CI
GAMuT
(Linear)
95% CI
1 EFCAB7 6 1.980E-05 0.0104 (0,0.0005) (0,0.0263)
6 ENPP3 6 2.84E-05 0.0095 (0,0.0001) (0,0.0171)
6 NQO2 5 0.0007 0.0071 (0,0.0050) (0,0.0112)
6 FNDC1 10 0.0061 0.0031 (0,0.0012) (0,0.0035)
7 ZNF655 5 0.0092 0.0063 (0,0.0900) (0,0.1092)
19 CD33 5 0.0002 2.608E-05 (0,0.0003) (0,0.0003)
19 ZNF551 5 0.0009 0.0012 (0,0.0030) (0,0.0104)
19 ZNF667 5 0.0003 0.0079 (0,0.0011) (0,0.0144)
20 COL9A3 5 0.0000 0.0002 (0,0.0069) (0,0.0154)
Table 2: Bootstrap confidence intervals for the p-values based on the application of longitu-
dinal GAMuT on GENOA data. 1000 bootstraps were used.
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