We estimate the time required for HIV to complete separate stages of its infection cycle in productively infected CD4
A number of in vitro studies have characterized the time required for HIV to progress through components of its infection cycle. However, timing in cell lines in the laboratory is not necessarily representative of what will occur in the complex environment of the body of an HIV-infected person, where variability will arise from the quasispecies nature of HIV and the heterogeneity of cell phenotypes and activation states within an individual as well as heterogeneity between individuals. Differences between in vitro and in vivo estimates can point to possible susceptibilities of HIV, as well as factors that contribute to the failure of combination antiretroviral therapy (CART).
In the past, in vivo estimates of the timing of the HIV life cycle have been inferred from the dynamics of HIV RNA decay after the commencement of antiretroviral therapy. The earliest of these calculations determined the life span of an infected cell and how long a virion will survive (14, 39) . Further calculations attempted to determine the viral generation time, the time between the release of a virus, its infection of another cell, and finally release of virus from that cell (30) . However, these calculations were hindered by limitations of analysis with a single drug and uncertainties about delays in the effect of that drug (13) .
In recent years many new HIV antiretroviral drug classes have become available. There are five antiretroviral drug classes that are currently licensed for treatment of HIV-infected individuals: nucleoside/nucleotide reverse transcriptase
(RT) inhibitors (NRTI), nonnucleoside reverse transcriptase inhibitors (NNRTI), protease inhibitors (PI), fusion and CCR5 inhibitors (FI and CCR5-I), and integrase inhibitors (INI).
These drug classes target different stages of the HIV infection cycle. Hence, antiviral therapy with any one will result in a delay before HIV RNA decreases in peripheral blood, which reflects how far that inhibited stage is from the time until a cell completes infection and produces virus ( Fig. 1 and 2 ). This stage-dependent inhibition has been observed through the different delays after application of these drug classes to cell cultures (4) and has been described in mathematical modeling of these processes (21, 35) . Differences in timing between drug classes can also determine the time between stages of the viral life cycle. Here, we investigate the extent of these delays and their implications for the duration of stages of the HIV infection cycle using in vivo data.
Combination antiretroviral therapy should exhibit a delay that reflects the fastest-acting drug (4), so to distinguish the different stages only monotherapy studies were used in our analysis. In order for the calculation of the initial delay (determined by fitting a delayed decay curve to HIV RNA data) to be reasonably accurate, we also required data that had been obtained by frequent sampling of plasma following the commencement of drug dosing. We obtained longitudinal data of the number of HIV RNA copies per ml of plasma for individual patients from previously published monotherapy doseranging or viral dynamics studies from each of the following drug classes: INI, raltegravir (RAL) (26) ; NNRTI, rilpivirine (RIL) (7); NRTI, abacavir (ABC) and tenofovir disoproxil fumarate (TDF) (8) ; FI, enfuvirtide (T20) (17); CCR5-I, maraviroc (MVC) (17) ; PI, ritonavir (RTV) (30) and nelfinavir (NFV) (25) .
The protease inhibitors ritonavir and nelfinavir interfere with virion maturation as new virions are exported from a previously infected cell. They inhibit cleavage of the Gag polyprotein and block formation of the conical capsid of mature virions (15, 40) . Figure 1 provides a schematic of these and subsequent events. The CCR5 inhibitor maraviroc competitively binds to CCR5, a major coreceptor for HIV-1, blocking the interaction between HIV Env and this coreceptor (5) . This prevents the conformational changes in Env necessary for viral fusion. Enfuvirtide binds to the exposed transmembrane region of the Env protein (gp41), blocking subsequent conformational changes and disabling the fusogenic process (17) . Following formation of triphosphorylated forms of the nucleoside (abacavir) and the nucleotide (tenofovir), reverse transcriptase inhibitors become incorporated into the lengthening HIV DNA chain during reverse transcription but lack a terminal hydroxyl group which is necessary for continuation of this process (15) . On the other hand, nonnucleoside reverse transcriptase inhibitors such as rilpivirine interfere with the lengthening HIV DNA chain through binding to the RT enzyme near the catalytic site (3, 37) . The integrase inhibitor raltegravir interferes with strand transfer and blocks insertion of the completed HIV DNA chain into the host cell DNA (11, 12) . In these monotherapy studies the number of HIV RNA copies/ml had been assayed at a number of time points, which differed between studies but generally covered 9 days of treatment (Table 1) . Patients were mostly antiretroviral naive or were naive with respect to the class of the drug being assessed and were taking no other antiretroviral drugs at the time of the study.
MATERIALS AND METHODS
Data fitting. Patient HIV RNA data were fitted with a delayed biphasic decay curve obtained from a standard model of HIV dynamics. The typical ordinary differential equation model of HIV RNA dynamics that includes biphasic decay (29) is given by
where V represents HIV RNA copies, I is the number of productively infected CD4 ϩ T cells, T is the number of uninfected CD4 ϩ T cells, M and M represent the number of infected and uninfected cells, respectively, with slower decay characteristics, ␦ and are the death rates of each infected component, c is the loss rate of plasma virions, k and k M are rates of infectivity per virus of each component, and N and N M are viral production rates from each infected component.
For suitably high efficacy (⑀ Ϸ 1) with a drug taking effect at time , the solution of this system of differential equations is given by the following:
, and
for t Ն , where we measure viral levels relative to baseline so that V() ϭ 1. Under the assumption that viral levels are in steady state before time and setting the right-hand side of the first differential equation to zero gives
in the expression for V(t) determines the decay curve that we fit to HIV RNA data:
For antiretroviral therapy with limited efficacy, equation 1 can also duplicate an initial first-phase decay followed by viral levels stabilizing at a lower level, where the second phase now represents this limited efficacy with Ϸ 0 (28). The virion clearance rate c was included explicitly as it ensured the function f was smooth at time , which was necessary for convergence of the fitting method. Since it should not vary with the different drugs, this parameter was set as a fixed effect only with no random effects over the patients.
The delay parameter was allowed to differ on average between drugs, and so the fitting procedure included a different fixed and random effect for the initial delay for the patients in each drug study. The means and standard deviations of the remaining three parameters in equation 1 (A, ␦, and ) (assuming fixed and random effects for each parameter) and the fixed-effect parameter c were determined across all drug classes by fitting a nonlinear mixed effects (NLME) model, based on equation 1, to the HIV RNA data relative to baseline and grouped by patient. We used the NLME method nlmefit in Matlab 2010b (The MathWorks, Inc., Natick, MA). The parameters , ␦, and c were log transformed to ensure that they were positive, while A was transformed through the logit function to satisfy the constraints 0 Յ A Յ 1. We specified an exponential error model so that we effectively fitted the log of equation 1 to log HIV RNA.
This procedure enforces normally distributed random effects (after taking into FIG. 2. The replacement of productively infected CD4 ϩ T cells with ones newly infected. The delay in effect of antiretroviral therapy (ART) arises from its inhibiting cells progressing through the infection cycle to replace those already productively infected. The further away a drug acts from viral production, the longer will be the time before its effects will be observed. TIMING OF THE HIV LIFE CYCLE 10799 account the parameter transformations) around mean parameter values. Hence, the method will partially compensate for the different sets of time points used for each drug. For example, it implies that if one drug has frequent early sampling, then the first-phase decay rates calculated with these time points for this drug will also influence the first-phase decay rates for drugs where the sampling is less frequent. These assumptions assist in more accurate quantification of the initial delays, which is our main goal. Delays obtained from these calculations are composed of the pharmacokinetic (PK) delay while the drug achieves a suitable inhibitory concentration ( PK ), any initial delay between HIV RNA decrease in lymphoid tissue, which is the major source of viral production, and its distribution in peripheral blood ( dist ), and the delay due to clearance of virions ( c Ϸ 1/c ϭ 7 min under our calculations), as well as the intracellular delay required for HIV to progress from the stage being inhibited, plus viral transcription and production, cell . All of these delays contribute to the observed delay: PK ϩ dist ϩ c ϩ cell . Given that virion distribution and clearance are fast processes ( dist , c Ͻ Ͻ cell ), we estimate the time required for HIV to progress from the stage being inhibited by that drug by the initial delay minus the PK delay.
In an effort to find the globally optimal parameter solution for the NLME fitting procedure, we generated 1,000 initial parameter vectors using Latin hypercube sampling, ran the NLME algorithm starting at each of these parameter vectors, and then chose the solution with the minimum root mean squared error. This same method was also used to determine mean parameter values when the clearance rate of free virus was fixed to literature estimates, c ϭ 23 (34) . The fitting of this reduced model performed significantly worse: Akaike information criterion of Ϫ1,632 versus Ϫ1,672 for the full model (a lower value is better) and log likelihood of 838.9 versus 859.9, respectively (a higher value is better).
The mean and standard deviation estimates obtained from the NLME routine were used to obtain 95% confidence intervals (CIs). For parameters that had been transformed in the fitting procedure, the means and confidence intervals were obtained from the transformed variables first and then transformed back to the original parameters. The curves and distributions shown in Fig. 3 and 5 were obtained from the individual patient fits.
Multiple comparisons were performed with Tukey's test on the log-transformed fitted parameters for individual patients. Statistical significance was set at the 95% level. PK delay estimation. We estimated the PK delay for each drug based on its time to achieve maximum concentration (T max ) in vivo. These values were available from literature reports ( Table 2) , except for ritonavir and enfuvirtide. The mean 3.6-h PK delay for ritonavir was calculated by determining the first time this PI reduced infectious virus (30) . The estimate of T max for enfuvirtide was obtained by fitting a two-compartment model to the single-dose PK data in Table  2 of Kilby et al. (17) .
RESULTS
Fitting a single decay curve with an initial delay to the data would have led to considerable inaccuracies as many patients received low dosages in the dose-ranging studies and so exhibited a stabilization of their plasma HIV levels within the study periods. Therefore, patient HIV RNA data were fitted with a delayed biphasic decay curve using a nonlinear mixed-effects model ([NLME] equation 1). Nonlinear mixed-effects modeling has the advantage of determining mean behavior directly from grouped data (31) and has been used previously to analyze HIV dynamics (27) .
A number of these studies were dose-ranging trials involving doses with limited efficacy and little HIV RNA reduction. We therefore included only individuals who achieved more than a 0.5-log 10 HIV RNA reduction at some time after baseline and within a 10-day overall time period. With this restriction, a total of 146 individuals comprising 1,248 HIV RNA data points remained in the analysis. a Estimates of the mean delays assume the same first-phase decay rate across all drugs. The PK estimates for the following drugs are taken from the literature: raltegravir (24) , rilpivirine (7), abacavir (19) , tenofovir (1), maraviroc (6), ritonavir (30) , and nelfinavir (25) . The PK delay for enfuvirtide was calculated as described in Materials and Methods from data in Kilby et al. (17) . n, number of patients.
b Calculated as mean delay minus PK delay (an average value was used for the PK delay when a range of values was given).
Plasma virion clearance rate c and half-life. The NLME procedure determined mean delay estimates for each drug as well as several decay parameters including the clearance rate of plasma virions. The optimal virion mean clearance rate c (equation 1 in Materials and Methods) calculated over all 146 individuals was 198 per day. This equates to a half-life of 5 min and is significantly shorter than the fastest previous estimate of 28 min obtained for a patient undergoing apheresis (34) . Given that this value was significantly faster than previous estimates, we also performed another set of NLME calculations, but this time we fixed the value of c at a rate of 23 day Ϫ1 as determined from literature estimates (34) . However, this gave a significantly worse fit to the data (P ϭ 9 ϫ 10 Ϫ11 , likelihood ratio test).
Stage-dependent delays. The initial delays over all drug classes were statistically significantly different (Table 2 and Fig.  3A ) and increased in accordance with what would be expected from the stages of infection inhibited by each drug (Fig. 1) . The enfuvirtide data set was limited by fewer patients and data points. Hence, delay estimates for this drug are less accurate, as indicated by the very wide 95% confidence interval.
After adjustment for pharmacokinetic (PK) delays, the initial delays for the INI raltegravir and the NNRTI rilpivirine were significantly shorter than for all other drugs (adjusted for multiple comparisons). The delays for tenofovir, maraviroc, and the two PIs were not significantly different. We compared the timing of these delays, beginning with the drugs that exhibited the shortest delays. These drugs will inhibit a greater proportion of cells in the early phases of the infection process and will act at a time point closer to the stage where a cell becomes productively infected.
HIV integration to viral production. There was an 8.3-h mean delay between start of RAL monotherapy and the initial decrease of HIV RNA in peripheral blood (Table 2) . With a PK delay estimate of 1.5 h, the time between RAL inhibition of HIV integration and viral production is on average 6.8 h (Table 2 and Fig. 4) .
Duration of reverse transcription. After relative PK delays were taken into account, inhibition of reverse transcription covered an extensive time period since mean inhibition occurred at 11.4 h for the NNRTI rilpivirine, at 25.0 h for the NRTI ABC, and at 44.4 h for the NRTI TDF (Table 2 and Fig.  4 ). Given the disparity in the times and the different inhibitory processes used by these drugs, it seems likely that the delay associated with the NNRTI represents inhibition closer to the completion of RT. The longer delay for the nucleotide RTI tenofovir may indicate that it is more successful at inhibiting early stages and less successful at later stages within reverse transcription, while the nucleoside RTI abacavir would appear to be more effective at middle stages. However, it is possible these differences may be related to differences in the intracellular phosphorylation requirements of these two drugs and also to the longer intracellular half-life of tenofovir. The 33-h time period between the mean impact of rilpivirine and that of tenofovir, then, provides an estimate of the time required for reverse transcription in CD4 ϩ T cells in vivo. Reverse transcription to integration. If the short delay observed with the NNRTI rilpivirine indicates late stages of reverse transcription, then in these CD4 ϩ T cells that are destined to be productively infected, HIV progresses from reverse transcription to integration in approximately 11.4 h Ϫ 6.8 h ϭ 4.6 h.
CCR5 binding and viral fusion. Given the sparsity of T20 data, virion fusion was better determined from the delay for the CCR5 inhibitor maraviroc. There was no statistical difference between CCR5 binding, as measured by the delay in maraviroc activity, and commencement of reverse transcription, as estimated from tenofovir delays. Both tenofovir and maraviroc exhibited 44.4-h delays, and this lack of difference suggests that it takes little time for a virion to progress from (Table 2 ) of the time before viral export from the second generation of infected cells for each of the processes in the HIV life cycle (all times have been adjusted for PK delays). The timing for viral fusion was taken from the delay associated with maraviroc, while viral export from the infecting cell was assumed to be given by the delay for the protease inhibitor nelfinavir since this drug had the widest confidence interval and the same mean delay as the other PI, ritonavir. The difference between the means provides estimates of the time required for HIV to progress between each of these stages in productively infected CD4 ϩ T cells in vivo, subject to uncertainty in these measurements as depicted by the confidence intervals. The confidence intervals comprise the variation that can occur in vivo and between individuals, as well as flexibility in fitting the model to the data, especially when few early data points are available for some of the drugs.
FIG. 4. Means and 95% confidence intervals
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on September 23, 2017 by guest http://jvi.asm.org/ binding to the CCR5 receptor, then to fusion, and through to the commencement of reverse transcription. Viral export and infection. The mean PI delays were approximately 52 h while the delay for the CCR5-I was 44.4 h although the difference in delays was not statistically significant. This gives an estimate of 7.6 h between virion export and binding. However, the confidence intervals for each of these processes were very wide and overlapped extensively (Fig. 4) , indicating that there is considerable uncertainty in this estimate.
Viral generation time. The time between viral export from an infected cell until viral export from the next generation of target cells represents the viral generation time. Protease inhibitors interfere with maturation of virions to an infectious form and act postexport. Hence, the 52-h delay observed with the protease inhibitors provides an estimate of the viral generation time (Fig. 4) although this is subject to some of the uncertainties around PK delays and virion half-lives (13) . The viral generation time should at least exceed the 45-h difference in delays between the PIs and integrase inhibitor.
First-phase decay rates and productively infected CD4 ؉ T cell half-lives. Viral decay was not entirely linear even before drug effect saturated or reached what would be expected of the second-phase viral decay that is observed under CART. The second phase with CART typically commences around 8 to 10 days after the start of therapy (29), much later than the change to a slower phase observed in the monotherapy studies at around day 4 (Fig. 5) . The mean first-phase decay rate was 0.98 day Ϫ1 with a 95% confidence interval of 0.58 to 1.64 per day. This mean decay rate corresponds to a half-life of 17 h for productively infected CD4 ϩ T cells.
Do first-phase decay rates differ with the stage being inhibited?
There are limits to how many parameters can be extracted from fitting to data over a 10-day period. Hence, the parameters describing the first-phase decay rate were initially assumed independent of the drug while initial delays were allowed to differ. Even with the extent of these data, it is difficult to guarantee that this first-phase decay rate does not differ between drugs. NLME calculations performed separately on each drug (starting from the optimal solutions above and assuming the optimal plasma virion clearance rate of c ϭ 198) provided estimates of initial delays and first-phase decay rates for five drugs (the procedure failed on the remaining drugs because of the sparsity of data). These values were as follows: for raltegravir, delay of 10 h (after adjustment for PK delay) and decay rate of 1.52 day Ϫ1 (11-h half-life); for rilpivirine, delay of 14.2 h and decay rate of 0.93 day Ϫ1 (18 h half-life); for abacavir, delay of 21.9 h and decay rate of 0.70 day Ϫ1 (1 day half-life); for maraviroc, delay of 42.7 h and decay rate of 0.86 day Ϫ1 (19 h half-life); for nelfinavir, delay of 55.7 h and decay rate of 1.50 day Ϫ1 (11 h half-life). For the three drugs with the most patients and data points, raltegravir, rilpivirine, and maraviroc, the decay rates decrease with the length of the initial delay.
Second-phase decay rates. The second-phase decay covered a variety of situations including stabilization and rebound of viral load for low-dosage groups. The optimal fit to the data was achieved by using a second-phase decay rate of 0.22 day Ϫ1 (95% CI, 0.05 to 0.40 day Ϫ1 ) corresponding to a 3.1-day halflife, which is considerably shorter than the 14.1-day half-life for second-phase decay under CART (29) . Drugs with more frequent later time points such as raltegravir and maraviroc ex- FIG. 5 . HIV RNA copies/ml (blue circles) relative to baseline for typical patients in each drug study. Data for all patients included in the analysis for each drug are shown as gray markers. The patient-specific fit (fixed effect plus random effect for the individual [solid blue line]) and the mean response over all patients for that drug (fixed effect simulation for each drug [dashed black line]) are shown. The fixed-effect curve represents the mean response over all individuals within that drug study, where the only difference between drugs is the initial delay. Therefore, the initial delay will be calculated relative to each drug, but the decay phases of the mean response curves will be determined relative to all patients.
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hibited second phases that were slower than the first phase, when these were fitted individually, and that were either significantly or substantially different from zero (Fig. 5) . Hence, this second component of decay for these drugs was not a consequence of plasma viral levels reaching a new steady state under low drug doses in all cases.
DISCUSSION
The delays after the start of monotherapy indicate when inhibition for that particular drug occurs in the infection life cycle. By comparing delays from different classes, we have estimated the time HIV requires to progress between these stages. The data for these calculations were obtained from a number of studies in which plasma viral load measurements were determined at different time points. For consistency, it would have been preferable to generate new data from a single study where patients were randomized to the eight monotherapy regimens and where the effects of these regimens on viral load were assessed at identical time points. However, due to the dangers of generating drug resistance, it is highly unlikely that a study with a nonclinical objective such as this would be approved or could be recruited. Given that uniform data will not be available, we are left with using mathematical techniques to best interpret currently available data sets. This is our approach. Moreover, we determine the timing of the steps in the HIV infection cycle of CD4 ϩ T cells in their myriad phenotypes and levels of activation within lymphoid tissue in the bodies of HIV-infected individuals. To date, the only estimates, valuable as they are, have been for individual strains of the virus in laboratory cell lines. Although our results may exhibit diversity across patients, this is likely to be more representative of the natural variation of these processes than the standardized experiments conducted in vitro.
For processes that require multiple steps, such as reverse transcription, inhibition can occur at different points within that process. We observed a shorter delay in action for the NNRTI than for both NRTI (Fig. 4) . Several factors may have contributed to the faster effect of the NNRTI rilpivirine: (i) the NNRTI is administered in its active form while the nucleoside RTI and nucleotide RTI need to be tri-and biphosphorylated intracellularly, respectively, before conversion to their inhibitory forms, and (ii) NNRTI may act at fewer stages but with greater efficacy at each of these stages. Hence, they may inhibit shorter products more effectively than an NRTI. This has been observed in vitro where the NNRTI nevirapine was more successful in terminating shorter minus-strand DNA products than the NRTI zidovudine (AZT) (33) . Furthermore, NNRTI have been observed to inhibit the later stage of plus-strand initiation with little effect on earlier minus-strand synthesis (9) . The ability of an NNRTI to suppress productive infection in tissue culture systems drops when it is added 10 h after infection (4), a time that also corresponds to the peak in HIV DNA presence in cells before it drops due to integration (2) and the appearance of cDNA (18) . Hence, an NNRTI will exhibit inhibitory effects at late stages of reverse transcription where there are fewer remaining steps that can be blocked.
In vitro analyses of the dynamics of HIV infection, conducted in a variety of cell lines, tend to indicate that these steps occur more quickly in comparison to the average values in a population of HIV-infected individuals, as assessed here. After exposure to HIV, p24 appears in the cytoplasm of the infected cell after 1 h (38) . Early stages of reverse transcription occur approximately 5 h after infection (4, 18) , and later transcripts appear 2 h afterwards. The addition of an NNRTI 10 h after infection sees an approximately 50% decrease in its ability to suppress productive infection (4) , suggesting that by this time virus will be close to the last inhibitory point of an NNRTI. This timing is also consistent with HIV DNA peaking during single-round infections after approximately 9 h (2) and to the appearance between 9 and 12 h of cDNA species (18) . HIV integration occurs on average 15 h after infection in vitro (18) while components of viral production have been measured at a variety of times postinfection, with p24 expression occurring between 9 to 12 h (38) and genomic RNA and mRNA appearing after 24 h (18). New HIV DNA production in second rounds of infection in culture appear between 28 and 32 h from the original infection, which is consistent with a 24-h period between initial infection and virion production and the 5 h required to commence reverse transcription (18) . Hence, a complete intracellular cycle of HIV infection in vitro takes approximately 24 h, with an extra hour to produce secondround infections. This gives a total HIV generational time of 25 h in vitro and is much shorter than our 52 h estimate from in vivo delays (Fig. 4) .
The majority of the difference between in vitro and in vivo estimates seems to occur during reverse transcription. In vivo, its start is fast since tenofovir (which requires only biphosphorylation for its activity, bypassing the rate-limiting monophosphorylation step) inhibition occurred on average at the same time as CCR5 binding. On the other hand, inhibition by rilpivirine occurred on average 33 h after initial infection. This period is three times as long as the 10 h required on average for an NNRTI to have its effect in vitro (4). This slower time for reverse transcription in vivo may be due to variable activation rates and differences in the intracellular milieu of cells within the heterogeneous populations of CD4 ϩ T cells that exist in vivo. It may also be due to dissociation of the RT primer from the lengthening HIV DNA chain. If the latter scenario is the case, then it may give rise to more extensive viral recombination as the RT complex jumps to other infecting HIV RNA strands (16) . However, the disparity in timing of RT activity as determined from the rilpivirine and tenofovir data may be due in part to the delay in attaining the active triphosphorylated state and the much longer intracellular half-life of tenofovir.
The fitting procedure determined two phases of decay within the 10-day period of these studies, and this slowing of decay after approximately 4 days has been observed previously (10, 23) . The slowing of first-phase decay can be explained by a number of scenarios: (i) some drugs were given at low dosages which resulted in the number of HIV RNA copies/ml stabilizing and/or rebounding for certain individuals; (ii) later time points may be partially influenced by viral production from the traditional second phase seen with CART; (iii) some drug studies used branched DNA assays which have a limited dynamic range especially at the lower end and therefore can lead to HIV RNA measurements at later time points that are artificially elevated; (iv) there is ongoing replication that adds to viral load (10) sult in a spectrum of viral replication and loss that can be reflected in different decay rates. Half-lives of productively infected CD4 ϩ T cells have previously been calculated through a variety of procedures and have led to estimates that range from 0.9 to 1.6 days (20, 26, 30, 32, 39) . Our estimate of a 17-h half-life for cells responsible for the majority of HIV RNA production is an average across all drugs, and these calculations take into account the initial delay for each drug and any slowing of decay that may reflect a process other than the loss of productively infected CD4 ϩ T cells. However, the first-phase half-life may differ with the drug(s) being used. We found that fitting the model to each drug separately produced decay rates that decreased from 1.52 day Ϫ1 (half-life of 11 h) for raltegravir, to 0.93 day Ϫ1 for rilpivirine, and to 0.86 day Ϫ1 for maraviroc. The slowing of decay seems to depend on how far the stage being inhibited is from viral production. It is not due to poorer efficacy of the drugs since they each reduce HIV RNA by more than 90%, an effectiveness that precludes this difference in first-phase slope being due to efficacy. This correspondence of first-phase decay rate with the type of drugs may explain why others have observed faster first-phase decay rates with increased numbers of drugs being used (10) but attributed this to poorer efficacy of the regimen with fewer drugs (22) .
We estimated a very short half-life of 5 min for virions in peripheral blood. This is considerably shorter than all other estimates, which range from 6 h (30) down to 28 min (34) . Accurate estimates of virion clearance rates are difficult since they are reflected only in the sharpness of the change from the delay period to the early decay of HIV RNA (13) . Estimates for processes that may occur in minutes will be hampered by assessing HIV RNA only in periods of hours or days. Therefore, this estimate for plasma virion half-life should be viewed with caution. However, this estimate provided a significantly better fit to data than using the literature-based estimate of a plasma virion clearance rate of 23 day Ϫ1 (P ϭ 9 ϫ 10 Ϫ11 ). CCR5 binding inhibition by maraviroc exhibited an initial delay with a broad confidence interval (Table 2 and Fig. 4) , and, hence, the estimate for the time between viral export (as measured by the delay for the protease inhibitors) and CCR5 binding could vary considerably from the 7.6 h estimate from the mean delay differences. However, if virions exhibit a halflife of 5 min, then any sizeable period between virion export and cell fusion would lead to clearance of the vast majority of virions and make infection very unlikely through this process. In that case, there would need to be an intermediate process to maintain infectious virus, such as capture and presentation by follicular dendritic cells (36) , or infection would have to occur predominantly via cell-cell transmission.
We have estimated the timing of components of the HIV infection cycle in vivo through calculations based on plasma viral levels for individuals enrolled in antiretroviral studies. The variability we observe, although much larger than obtained from in vitro experiments, is to be expected because it reflects the complexity of the in vivo situation where infection is of CD4 ϩ T cells of differing phenotypes and where activation states occur in a diversity of tissue environments. Infection in vivo is also driven by a quasispecies of virus with different levels of infectivity, fitness, and pathogenicity. This situation is considerably different from the controlled in vitro experiments that are generally conducted with viral clones and standard cell lines. Our estimates of the length of the viral life cycle and stage durations describe what is occurring in vivo in a population of HIV-infected individuals. These estimates, based on longitudinal data of 146 individuals, provide an extensive coverage of this population and are likely to be representative of these processes in HIV infection.
