Nonlocal means (NLM)-and wavelet-based image denoising methods have drawn much attention in image processing due to their effectiveness and simplicity. The performance of these algorithms varies according to region characteristics in an image. For example, NLM performs well for smooth regions due to deployment of redundancy available in images, whereas wavelet-based approaches may preserve key image features by controlling the degree of threshold for shrinking the noisy coefficients. This paper presents a simple novel approach that estimates an original image by simply taking the weighted average of the denoised images pixel values obtained by NLM and wavelet thresholding schemes based on natural characteristics of regions in an image. Extensive simulations on standard images demonstrate that the proposed approach outperforms the benchmark wavelet-based schemes, NLM and its variants, in terms of peak signal-to-noise ratio (PSNR(dB)), mean structural similarity metric (MSSIM), and visual quality.
Introduction
Noise is generally produced in digital images/videos during acquisition and transmission process due to imperfections in imaging devices and other environmental conditions, respectively. No matter how good digital imaging devices are, improvement in image quality is always needed in practice [1, 2] . Therefore, manufacturers of imaging devices rely on developing efficient and less complex image denoising algorithms to restore the degraded images. Due to intrinsic connection between denoising and other tasks such as segmentation, recognition, and tracking, image denoising is still an active and fundamental research problem in the field of image processing [3] .
In the last two decades, several linear and nonlinear filters in spatial and transform domain have been proposed to resolve the denoising problem effectively [4, 5] . Among them, bilateral filter [6, 7] , nonlocal means (NLM) [8, 9] , and wavelet shrinkage methods [10, 11] are widely used due to exploitation of the redundancy and sparsity in an image, respectively. Tomasi et al. [6] proposed a bilateral filter (BF) in which the weights are computed based on spatial distance and range or photometric distance to suppress the noise from images. The denoising performance of BF is very sensitive to photometric distance rather than spatial distance, which is generally computed directly from the noisy image. Recently, an entropy-based bilateral filter (EBF) is proposed, where a new range kernel is derived by exploiting the information from the filtered image and its corresponding method noise [7] . The NLM algorithm utilizes the similarity between the patches in the search region to assign * Correspondence: rajiv_6120043@nitkkr.ac.in This work is licensed under a Creative Commons Attribution 4.0 International License.
weights to pixels in the averaging process [8] . The NLM algorithm is equivalent to bilateral filter, when the patch size reduces to pixel size. There are several critical issues regarding the NLM algorithm such as patch size, search region size, weight calculation, smoothing parameter, and computational complexity, which are still being researched [12] . Several variants of the NLM algorithm have been developed to handle these issues effectively [13] [14] [15] [16] [17] [18] [19] [20] . Wavelet transform has become a popular and efficient tool for image denoising due to its various properties such as energy compaction, orthogonality, low complexity, and linearity [21] . The performance of wavelet-based approaches is affected by various parameters such as the choice of wavelets, threshold estimation, and shrinkage rules. A major part of the literature concerning wavelet-based approaches is devoted to handle the issue of threshold selection [11] , which plays a crucial role in preservation of image details. Several popular benchmark shrinkage methods such as wiener filtering [22] , VisuShrink [23, 24] , SUREShrink [25] , NeighShrink [26] , BayesShrink [27] , NeighSUREShrink [28] , LAWML [29] , BiShrink [30] , IIDMWT [31] , IAWDMNC [32] , GIDMNWC [33] , and LAPB [34] have been proposed to estimate the threshold for shrinking the noisy wavelet coefficients.
Generally, NLM-based methods and wavelet-based approaches utilize inter-patch and intra-patch correlations, respectively, for denoising the images. Another class of patch-based image denoising techniques such as Nonlocal Bayes (NL-Bayes) [35] , block matching in three dimensions (BM3D) [36] , and data adaptive dual domain denoising (DA3D) [37] have been developed, which exploit both intra-patch and inter-patch correlations to provide significantly improved denoising performance. However, the computational complexity of these algorithms is very high due to their iterative nature. At each iteration, the nonlocal self similarity in the filtered image is utilized to effectively estimate the sparse coefficients for better performance. As these algorithms require a large number of parameters for effective denoising, tunning these parameters is a challenging task for these algorithms. Furthermore, it is observed that these methods do not provide promising denoising results for texture images due to lack of redundancy in the regions containing image details [38] . Therefore, it is desirable to develop a denoising technique that can perform well for texture images and does not have very high complexity.
As the computational complexity of the NLM-and wavelet-based methods is much less than that of the patch-based denoising methods such as NL-Bayes, BM3D, and DA3D, this paper aimed at combining the best features of the NLM-and wavelet-based methods for effective image denoising. The performance of the NLM algorithm and wavelet thresholding approaches varies from pixel to pixel lying in different regions of an image. This paper presents a simple approach to estimate the original image pixel values by taking the weighted average of the denoised pixel values obtained by the NLM algorithm and some popular shrinking methods to reduce the artifacts. It assigns the weights to the denoised pixel values based on the region characteristics. The rest of the paper is organized as follows: a) The NLM algorithm is explained briefly in Section 2. b) Popular wavelet thresholding schemes such as BayesShrink and NeighShrink are discussed in Section 3. c) The proposed algorithm is presented in detail in Section 4. d) The experimental results and the choice of parameter settings are highlighted in Section 5. e) Finally, our conclusion is presented in Section 6.
Nonlocal means algorithm (NLM)
Let u i and v i be pixel values at location i in clean and noisy images U and V , respectively. The noisy image contains i.i.d Gaussian noise η with distribution N (0, σ 2 ) and it can be modeled as:
In the NLM algorithm [14] , the estimated clean image pixel valueû i is obtained by taking the weighted average of all noisy pixels in a predefined search region S i of size S × S as follows:
where the parameters w ′ i,j are obtained as:
The coefficients w ′ i,j represent the similarity between the local patches v(N i ) and v(N j ) of size P × P centered at pixels i and j in the search region S i of size S × S , respectively, which is computed by using the squared euclidean distance or norm ∥.∥ [14] to denoise the images. The main assumption of the NLM algorithm is patch regularity, which can be typically found in natural images but not in highly textured images. The NLM algorithm performs well for low noise levels, but it produces blurring and noise halo effects near image details at large noise levels.
Wavelet thresholding schemes
By performing the discrete wavelet transform (DWT) on noisy image V , the noisy wavelet coefficients v (i) can be modeled as:
where v (i) and u (i) denote i th noisy and noise-free wavelet coefficients, respectively. DWT is a multiresolution tool which decomposes the image into various frequency subbands denoted as In the wavelet domain, the small-and large-magnitude wavelet coefficients correspond to noise and key signal details, respectively. To recover the signal with important details and less noise, the noisy wavelet coefficients are generally modified using an appropriate threshold. Choosing a small threshold value results in noisy signal, whereas a large threshold value leads to oversmoothing of the signal. Therefore, the selection of the appropriate threshold for wavelet shrinkage process is a very challenging task in wavelet-based image denoising algorithms. The selected threshold must be data-driven to take into account the information about region structures. The most popular data-driven thresholding schemes such as BayesShrink and NeighShrink are described as follows:
BayesShrink
Chang et al. [27] proposed the BayesShrink algorithm, which estimates the adaptive data-driven threshold derived in the Bayesian framework to modify noisy wavelet coefficients using soft thresholding. The estimated threshold obtained by the BayesShrink method is defined as follows:
u represent the estimated noise variance and signal standard deviation, respectively. The signal variance is estimated by taking the neighboring coefficients in a local window r i of size w × w centered on noisy wavelet coefficient i . The original signal wavelet coefficients are estimated by applying adaptive threshold defined according to soft thresholding rule [27] as follows:
whereû (i) denotes the estimated noise-free wavelet coefficient and sgn(x) returns the sign of the parameter x .
NeighShrink
The NeighShrink image denoising algorithm proposed by Chen et al. [26] provides neighborhood-dependent threshold by exploiting the local correlation between the wavelet coefficients in a subband. Suppose S 2 i is the sum of the squared noisy coefficients in a local window (r i ) of size w × w centered on each noisy wavelet coefficient i for a particular subband, which is defined as:
The shrinkage of noisy wavelet coefficients using the threshold T
(i)
N can be expressed as:
is the estimated noise-free wavelet coefficient, and the NeighShrink threshold T
N is given as:
where λ is the universal threshold whose value is given by λ = σ √ 2 ln (M ) and (a) + is equal to max(0, a) . The main drawback of this algorithm is that the parameters such as fixed threshold λ and local window size are not data-driven, which provides a biased estimate of the mean square error (MSE). Dengwen et al. [28] proposed the Neigh-SUREShrink method that improves the performance of the NeighShrink algorithm by selecting the optimal threshold and local window size based on Stein's unbiased risk estimator (SURE) principle. This principle estimates the MSE between the estimated and original wavelet coefficients. 
Proposed approach

Motivation
In order to highlight the limitations of the NLM-and wavelet-based methods, the denoised results obtained by using the NLM [14] , BayesShrink [27] , and NeighShrink [26] algorithms at σ = 30 for the standard Barbara image are presented in Figure 1 . It was observed that the NLM algorithm performs well for smooth regions mostly, but it produces more blurring effects near the image details. Wavelet-based schemes like BayesShrink and NeighShrink produces many artifacts in smooth regions of an image due to overthresholding of coefficients. However, they may preserve image details due to control on thresholding the noisy wavelet coefficients. Therefore, the performance of NLM algorithm and wavelet thresholding approaches may vary from pixel to pixel lying in different regions of an image. The core idea of the proposed algorithm is to take the weighted average of the denoised pixel values obtained by NLM and wavelet thresholding schemes, where the weights are adaptively selected on the basis of natural characteristics of local regions. This ensures that the filtering capabilities of both methods are effectively combined to further improve the denoising performance.
Fusion of NLM-and wavelet-based approaches
Suppose that D Ni and D Wi are the denoised pixel values obtained by applying the NLM algorithm [14] and wavelet thresholding approach BayesShrink [27] /NeighShrink [26] on noisy image, respectively. The final estimated image pixel value can be obtained by using the following expression:
where w i ϵ[0, 1] is the weight assigned to i th denoised pixel value, which is estimated by the NLM algorithm.
A natural image usually contains both homogeneous (e.g., smooth) and heterogeneous (e.g., textures) regions, which can be characterized by using local features. estimated regions decreases as the value of weight w increases. It means that the estimated pixel value by the NLM algorithm must be given higher weight in comparison with the BayesShrink method to minimize the MSE for smooth regions. Similarly, the MSE decreases first and then increases as the value of weight w increases for texture regions. Moreover, the weight w required to ensure minimum MSE in this case is less as compared to that in Figure 2c . This implies that the wavelet-based algorithm must be given higher weight (1 − w) in comparison with the NLM. Thus, the combination of the NLM and BayesShrink can reduce MSE for a suitable value of w , which should be selected according to region characteristics.
Determination of region characteristics
To assign weight w to the denoised pixel as defined in Eq. (10), the characterization of image regions is required, which can be accomplished by some local features that can effectively distinguish regions having different characteristics in an image. For example, the local variance can be employed to capture the change in gray levels in a local neighborhood.
The small and large values of local variance indicate smooth and texture regions, respectively. Assume that a local neighborhood Ω i of size n × n is centered on pixel i in the noisy image. The change in the gray levels in the local window Ω i is expressed above, where v i denotes the local mean for pixel i. Figure 3 shows the 
It means that the denoised pixel lying in the region having a small variance gets more weights. Similarly, a pixel lying in the regions having a large variance is less weighted in Eq. 11. Figure 4 shows the block diagram of the proposed algorithm.
Experimental results
The performance of the proposed approach is measured qualitatively and quantitatively in terms of peak signal-to-noise ratio (PSNR(dB)), mean structural similarity index measure (MSSIM) [39] , and visual quality, respectively, by performing extensive simulation on various natural 1 and texture 2 images of size 256 × 256 for different noise levels σ = 20 , 30 , 40 , and 50 as shown in Figures 5 and 6 . Various spatial and transform domain state-of-the-art methods like the entropy-based bilateral filter (EBF) [7] , NLM algorithm [14] and its recent variant [17] , wavelet shrinkage methods such as BayesShrink [27] , NeighShrink [26] , and NeighSUREShrink [28] are considered in the proposed approach. The parameter settings of these state-of-the-art methods are taken as suggested by their corresponding authors. For the NLM algorithm [14] , the size of the search region and patch are taken as 21 × 21 and 7 × 7, respectively. The value of scaling constant k ′ in the smoothing parameter (h = k ′ σ) is chosen as 0.75. The number of the decomposition levels is four and the wavelet family for all wavelet-based approaches is symlet (sym8). The size of local neighborhood is chosen as n = 7 to obtain the variance map of an image. The NLM algorithm is combined with the BayesShrink, NeighShrink, and NeighSURE methods to improve their performance. Recent methods like the EBF and ANLM are also combined with the NeighSUREShrink algorithm to enhance the performance. Tables 1 and 2 show the denoising results of various combinations of benchmark techniques in terms of PSNR(dB) and MSSIM for various images at different noise levels, respectively. It was observed that the performance of the NLM algorithm deteriorates at high noise levels, especially for standard texture images such as Baboon, Cartoon, and Bridge, whereas the wavelet-based approaches like NeighShrink and NeighSUREShrink perform better than NLM for these images at high noise levels. As the performance of these methods varies from region to region in an image, it is improved by exploiting the corresponding weighted denoised pixel values. The weight is changed dynamically on the basis of region characteristics. The NLM+BayesShrink algorithm achieves better performance than the NLMand wavelet-based shrinkage methods with a PSNR gain of 0.2-1.0 dB for almost all images at various noise levels. The combination of NLM with NeighSUREShrink yields promising denoising results at high noise level σ > 30 . Similarly, the combination of EBF and ANLM with the wavelet shrinkage methods provides significant improvement in their performance. To judge the visual quality of the denoised images, three sample images with different characteristics viz. Lena, Baboon, and Peppers selected from Figure 5 are shown in Figures 7-9 for σ = 30 . It was observed that the artifacts produced by the NLM and other wavelet methods can be reduced by combining these approaches on the basis of region characteristics. It can be concluded that the combination of NLM, EBF, and ANLM with the wavelet methods preserves the important image details effectively.
In order to judge the efficacy of the proposed method for texture images, its performance is also compared with a patch-based denoising method. The performance of the proposed approach and BM3D algorithm [36] is tested for Baboon and randomly chosen texture images from Brodatz texture album as shown in Figure  6 . BM3D method is the most effective and current state-of-the-art image denoising algorithm, which provides promising denoising results for images having large redundancy. As most of the patch-based methods are based on BM3D framework, the performance of the proposed approach is here compared with the BM3D algorithm. Table 3 shows the denoising results of the proposed approach (ANLM+NeighSURE) and BM3D for natural and texture images at different noise levels in terms of PSNR(dB). As shown in Table 3 , the proposed approach obtains a PSNR gain of 0.2-0.5 dB for σ ≥ 30 over BM3D method. Figure 10 depicts the visual quality of the denoised images by the proposed approach and BM3D method. It was clearly observed that the proposed approach is suitable for filtering texture images and is also computationally less expensive compared to BM3D. Table 4 shows the comparison of the computational complexities involved in the implementation of the NLM, wavelet-based, BM3D methods, and the proposed method, where M , S , and P indicate the total number of pixels in an image, search region size, and patch size, respectively. N 2 denotes the total number of similar patches in a group in the BM3D algorithm. O T 2D and O T 3D are the arithmetic operations required to perform 2D and 3D transform on group of similar patches, respectively [36] . Generally, the patch and search region sizes used for BM3D are larger than those in NLM. For example, P = 7 , S = 21 for NLM and P = 8 , S = 39 for BM3D imply the higher computational complexity. Moreover, BM3D is iterative in nature, which further increases its complexity involved in its implementation.
Conclusion
This paper presents a simple and novel approach which preserves the key image details by fusion of the denoised pixel values obtained through spatial and transform domain techniques based on region characteristics. Experimental results show that the denoising performance of EBF, NLM, its variants, and wavelet-based approaches can be further improved by applying the proposed approach. The PSNR gain achieved by combination Figure 10 . Denoised texture image (Baboon, D40, and D112) using various methods for σ = 30 : a) First column corresponds to clean images, b) Second column corresponds to denoised images using BM3D method, c) Third column corresponds to denoised images using the proposed approach (ANLM+NeighShrink). 
of various methods in the proposed approach lies in the range of 0.2-1 dB. The present scheme also results in better performance in comparison with the patch-based denoising scheme like BM3D for texture images at lower computational complexity. With the application of the proposed approach, the key image details are also well preserved at high noise levels.
