Abstract -Arguments for and against combined analysis of multiple data sets in phylogenetic inference are reviewed. Simultaneous analysis of combined data better maximizes cladistic parsimony than separate analyses, hence is to be preferred. Simultaneous analysis can allow "secondary signals" to emerge because it measures strength of evidence supporting disparate results. Separate analyses are useful and of interest to understanding the differences among data sets, but simultaneous analysis provides the greatest possible explanatory power, and should always be evaluated when possible. The mechanics of simultaneous analysis are discussed.
Introduction
Phylogenetic analyses increasingly are based upon multiple, independent character sets. Phylogenetic hypotheses based upon as many independent lines of evidence as possible are as well corroborated as possible, and have highest explanatory value (Farris, 1983) . However, there is disagreement about methods for analysing multiple data sets, and three basic approaches are currently debated. The first approach, termed "character congruence" and "total evidence" by Kluge (1989) , combines all available data and determines the most parsimonious outcome of the pooled set (see also Mickevich and Farris, 1981; Miyamoto, 1985; Kluge and Wolf, 1993; Eernisse and Kluge, 1993; Chavarría and Carpenter, 1994; Brower, 1996) . The second, termed "taxonomic congruence" by Kluge (1989) compares topological correspondence between results of separate analyses of different data sets by means of consensus trees (e.g. Adams, 1972; Nelson, 1979; Hillis, 1987; de Queiroz, 1993; Lanyon, 1993; Miyamoto and Fitch, 1995) . The third approach, termed "prior agreement" by Chippindale and Wiens (1994) , would abandon concordance among results of analyses of different data sets if those data sets are "heterogeneous" (Bull et al., 1993; Huelsenbeck et al., 1994; Huelsenbeck et al., 1996a,b; Ballard, 1996) .
We agree that the simultaneous analysis of combined data is the best approach to phylogenetic inference: it is the one that best applies parsimony. However, of the many arguments pro and con, some are confused, some are irrelevant, and some are trivial. One putative review of the topic (de Queiroz et al., 1995) is seemingly intent on coming to the vaguest possible conclusions while taking up the greatest possible space, and citing everyone with the greatest possible approval. The topic is not served by attempts to "depolarize the debate" (de Queiroz et al., 1995: 658) by dragging proponents into "a conceptual framework" in which "there is no simple answer to the question of whether to combine data sets for phylogenetic analysis" (p. 676). Such a framework scarcely helps to "clarify many of the issues involved" (p. 677); it serves to discourage and obscure. Additionally, the mechanics of simultaneous analysis have been inadequately discussed. In this paper, we will review the topic and redress some of these problems.
Background
Some background on terminology is necessary. "Taxonomic congruence" was defined (Sokal and Sneath, 1963: 85ff.) as agreement between classifications made on the basis of different character sets. This concept was offered as a test of the "hypothesis of nonspecificity", that "there are no distinct large classes of genes affecting exclusively one class of characters". Hence, the reasoning went, phenetic classifications based on a limited set of characters should remain stable as new characters are considered. It was pointed out by Farris (1971) that taxonomic congruence per se did not actually test the non-specificity hypothesis, as congruence could occur because of shared evolutionary history. As Kluge (1989) and Kluge and Wolf (1993) noted, taxonomic congruence became a test of relative stability of phenetic vs. cladistic classifications, and they argued that stability was not the proper goal of phylogenetic analysis. They did not mention that the notion of taxonomic congruence was explicitly tied to predictivity by Sneath and Sokal (1973: 25-27, 64-67) , in their discussion of natural classifications. Mickevich and Johnson (1976) showed that morphological (morphometric) and molecular (electrophoretic) data sets might appear to be evolutionarily discordant purely as an artifact of phenetic clustering on each data set, while cladograms were congruent. Congruence for the cladistic methods was assessed in part with reference to a cladogram based on simultaneous analysis of the combined data sets (their Fig. 3 ). It was predictivity, as much as stability as such, that was at issue in Mickevich's (1978) and Schuh and Polhemus' (1980) studies of taxonomic congruence; the concepts were held to be "more or less equivalent" (Schuh and Polhemus, 1980: 2) . Mickevich (1978) showed that cladistic classifications (cladograms) were more stable than results from phenetic methods as different character sets were analysed, hence cladistic classifications were more predictive. Schuh and Polhemus (1980) obtained the same result using taxon subsets and character set partitions. The response to these studies by pheneticists (Rohlf and Sokal, 1980; Colless, 1980 Colless, , 1981 Sokal and Rohlf, 1981; Rohlf et al., 1983) was to manipulate "cladistic" methods so as to decrease the predictivity of cladistic relative to phenetic classifications (Mickevich, 1980; Mickevich and Farris, 1981; Schuh and Farris, 1981) . Kluge (1989) took note of claims by pheneticists in this respect, but failed to note that the pheneticist manipulations merely rendered results from each method equivalent (about equally bad).
Predictivity is obviously an attribute desired by cladists; Kluge's (1989) and Kluge and Wolf's (1993) argument on stability is thus beside the point. While stability per se is not the goal of cladistic classification, predictivity is maximized for classifications which are stable to the addition of new data 3 . Stability in this sense equates with repeatability, and both concepts are intertwined with predictivity throughout the sciences. Application of the term "taxonomic congruence" to separate analysis of separate data sets, followed by consensus of the results as a phylogenetic inference, ignores the context and purpose of the original studies of predictivity. We therefore will not use "taxonomic congruence", and instead will refer to separate analyses of data as "partitioned".
The term "total evidence" was abducted from the logico-abductive literature by Kluge (1989 , citing Carnap, 1950 . The term is probably not appropriate to contrast the method of separate analyses of partitioned data followed by consensus of results with the method of simultaneous analysis of multiple combined data sets. In both methods, one might argue that all of the evidence is considered (e.g. Miyamoto and Fitch, 1995) ; the two methods differ not in how much evidence is considered, but in the procedure by which evidence is evaluated. We therefore prefer to use the terminology "simultaneous analysis" in place of "total evidence" following Nixon and Carpenter (1993) . In fact, we view "compartmentalization" (as coined by Mishler, 1994 ; see also Maddison et al., 1984; as a greater deviation from the ideal of "total evidence" than partitioned analysis and consensus methods, because some available data are actually discarded ("screened off", Donoghue, 1994 ; "homoplasy is not allowed in or out", Mishler, 1994) by compartmentalization, and not subjected to parsimony analysis nor allowed to affect final results.
It is becoming common to include morphological, molecular, and behavioral data in simultaneous analyses (e.g. Kluge, 1989; Vane-Wright et al., 1992; Eernisse and Kluge, 1993; Wheeler et al., 1993; Albert et al., 1994; Chavarría and Carpenter, 1994; Doyle et al., 1994; Mishler et al., 1994; Omland, 1994; Wenzel and Carpenter, 1994) . Some kinds of data, such as continuous quantitative data, present special problems and under some circumstances may be justifiably excluded from cladistic analyses (Pimentel and Riggins, 1987) . Although Donoghue and Sanderson (1992) criticized Pimentel and Riggins (1987) for proposing the exclusion of such data, they provided no methodology by which to include them. Farris (1990) has shown that the inclusion of continuously variable characters is not a theoretically simple issue, and demonstrated that various proposed coding schemes (e.g. generalized gap coding, Archie, 1985) may result in spurious assignments of character states, by artifact. Clearly, more work is needed in the area of coding continuous data. Other types of data that are best excluded from cladistic analyses include so-called "extrinsic" data such as biogeography; concordance of such external data with the results of cladistic analysis has been termed "consilience" (Kluge, 1989) . Given that some available data may be useful in ways other than a parsimony analysis, and some available data may be excluded through compartmentalization or incomplete sampling, the term "total evidence" is perhaps best restricted to the use of all data, while "simultaneous analysis" refers to the analysis of multiple data sets with as much data included as is appropriate and tractable. Kluge and Wolf (1993) provided seven criticisms of partitioned analyses. For convenience, in our discussion we follow the framework of their seven criticisms. Like Miyamoto and Fitch (1995 , Table 1 ), we combine some of the arguments and counterarguments because they are interrelated.
On Arguments For and Against Combining Data Sets
ON CRITICISM 1 Kluge and Wolf (1993) argued that simultaneous analysis maximizes explanatory power, or in other words, best accomplishes the goal of phylogenetic analysis, which is to account for all available evidence. This is parsimony as it has been discussed extensively in the literature, with particularly cogent arguments by Farris (1983 Farris ( , 1986 Kluge, 1985, 1986) . In contrast, by treating characters in different data sets separately, consensus trees of partitioned analyses cannot maximize explanation over all characters (=evidence), except in the trivial case when all data sets analysed independently result in identical trees.
A related difficulty with consensus approaches not emphasized by Kluge (1989) nor by Kluge and Wolf (1993) is the inability of consensus to evaluate relative support for conflicting groups among the trees summarized (Mickevich and Farris, 1981) . An example of a case in which conflicting levels of support between partitions is resolved by simultaneous analysis is provided by Chippindale and Wiens (1994, Fig. 3 ). In their example, one analysis supports a group with four synapomorphies, and another analysis supports a conflicting group with 100 synapomorphies; in the simultaneous analysis, the conflict is resolved in favor of the group supported by 100 synapomorphies. Thus, a group that, for instance, has a higher Bremer support in the trees derived from one partition, may be lost in favor of a group with a lower support index from another partition. This possibility merely illustrates that group support cannot be directly compared in different data sets, by any means other than combination and simultaneous analysis.
Because consensus methods seek to extract common information on grouping irrespective of the support level for the groups, consensus has been advocated as a means of making "conservative" hypotheses (e.g. Anderberg and Tehler, 1990; Swofford, 1991) . But because consensus trees are typically less resolved than the underlying cladograms, descriptive and explanatory power are lost (Mickevich and Farris, 1981; Miyamoto, 1985; Carpenter, 1988; Kluge and Wolf, 1993) . Some authors have contested this point, citing the inappropriateness of optimizing characters, using standard procedures, onto the polytomies found in consensus trees (Swofford, 1991; Wilkinson, 1994) . However, that argument misses the point entirely: by the very fact that one cannot optimize characters onto the polytomy, one must conclude that the explanatory power of a polytomy is less than that of a more resolved topology. Swofford (1991: 311) recommended use of Maddison's (1989) "soft polytomy" methods for optimizing characters on consensus trees, although he noted that these procedures "effectively allow a polytomy to be resolved in the way that is most favorable for each character considered independently". Of course, the conflicting resolutions implied by the polytomy will generally result in conflicting character optimizations for particular characters, and the topology that is shortest for one character will be suboptimal for another. If all less parsimonious optimizations could actually be discarded, as is done in the "soft polytomy" optimization, then there would not be the conflict that produced the polytomy in the first place. In other words, if optimizations lead to conflicting resolution, "soft polytomy" methods cannot actually fit all of the characters onto the tree. Thus, a polytomy implies multiple optimizations for some characters, and as such implies multiple explanations. If the multiple explanations present in the component trees are considered, it can hardly be concluded that such a procedure as "soft optimization" has more explanatory power than the simultaneous analysis.
Finally, the argument (Swofford, 1991: 329) that "an ambiguous solution that contains the truth is, in many situations, preferable to an unambiguous solution that is wrong" implies that a completely unresolved hypothesis would certainly contain the truth and therefore be preferable to some potential resolution (Kluge and Wolf, 1993) . It is likewise obvious that consensus of common "suboptimal" cladograms (Swofford, 1991; Miyamoto and Fitch, 1995) merely discards evidence, because such "common" solutions are not necessarily most parsimonious for the combined or individual data sets under examination.
By pooling the data and determining the most parsimonious solution for all the data, simultaneous analysis seeks the cladogram that is best supported and maximally explanatory for all the data. This approach maximizes information content and corroboration of the resulting hypothesis. This argument alone is decisive justification for simultaneous analysis of combined data.
ON CRITICISMS 2 AND 7
In their criticism 2, Kluge and Wolf (1993) argued that it is logically inconsistent to apply two different "rules" or criteria in an analysis, such as parsimony and consensus. However, consensus is not a criterion in such applications, it is a summary of the results of parsimony analysis. In their criticism 7, Kluge and Wolf (1993) argued that classes of data do not exist in nature, hence partitioning is artificial. As Eernisse and Kluge (1993) put it:
"Partitioning evidence into classes is artificial because there is little reason to believe such categories are mind-independent categories with discoverable boundaries."
Whereas there is a sound argument to be made for not partitioning based on independence of characters (see criticism 5), and assignment of a character to a given partition may be arguable (Kluge and Wolf, 1993; Chippindale and Wiens, 1994) , this criticism is in truth based on a metaphysical, not scientific, question. Certainly there is a "boundary", if we choose to recognize it, between looking through a microscope and running a gel. Certainly there is a boundary between gene sequences on two different chromosomes (Miyamoto and Fitch, 1995) . Certainly there is a boundary between the mind and the reality of any boundary. We ourselves would prefer not to score fossil anatomy with an electrophoretic gel, and must dismiss this criticism. And returning to criticism 2, if one accepts that there are no "discoverable boundaries" between different phases of an analysis, then calculating most parsimonious trees, followed by summarizing the results of those calculations with a consensus tree, might seem logically inconsistent. We must disagree with this point.
ON CRITICISMS 3 AND 6 Kluge (1989) and Kluge and Wolf (1993) suggested that because there are various kinds of consensus trees (criticism 3) and various ways of dealing with multiple trees within partitions (criticism 6), it is unclear which consensus approach one should take, and different approaches will result in different results, choice among which is arbitrary. However, this does not follow, because any particular study which utilizes a single method of consensus need only defend the method selected. Following the logic of the argument, one might analogously argue that the existence of numerous "phylogenetic methods" other than parsimony makes choice of parsimony arbitrary. Clearly, if one uses parsimony, one need defend parsimony, and not other methods such as phenetics. We see clear arguments for favoring so-called "strict consensus" over other consensus techniques (e.g. the groups in the strict consensus are not contradicted in any of the most parsimonious trees, and thus are more highly corroborated; see Nixon and Carpenter, 1996) . Thus, we must reject Kluge and Wolf's criticisms 3 and 6 as irrelevant (Miyamoto and Fitch, 1995) .
ON CRITICISM 4
Kluge and Wolf (1993) and Eernisse and Kluge (1993) repeated an example contrived by Barrett et al. (1991) that is intended to illustrate that a partitioned analysis can be "positively misleading". Aside from the oxymoronic qualifier "positively" 4 abducted from the statistico-abductive literature (e.g. Felsenstein, 1978; Sober, 1988) , we find inadequacies in the structure of this argument. Barrett et al. (1991, Fig. 1 ) presented two datasets each supporting different most parsimonious cladograms, A+(B+(C+D)) vs. A+(D+(B+C)). The strict consensus of these cladograms is A+(B C D), but simultaneous analysis of the combined datasets supports the cladogram (A+C)+(B+D). In addition to the tree example, Barrett et al. (1991: 489) concocted a thought experiment using colored balls and urns which putatively ". . . exposes the pervasiveness of the problem". In their example an urn is filled with six balls of different colors, according to one of four distributions. They considered two hypotheses, each conjunction of which with their respective negations uniquely determined a single distribution, corresponding to the four possibilities. Two draws from the urn constituted the samples, for which they calculated conditional probabilities for each distribution. The samples disagreed on the likeliest distribution, and the consensus disagreed with the pooled data. Another thought experiment (Barrett et al., 1991: 490) involved buses and presidential polls; again "using all the evidence leads to a hypothesis that contradicts the consensus". From their examples they concluded (p. 491):
"we have shown that the consensus tree can contradict the tree inferred from the pooled data; when this is so, we believe that the consensus tree cannot be regarded as the best (or 'safest') inference to make from the available data. In this, as in other inference problems, it is appropriate to abide by a principle of total evidence."
Reconsidering the urn example, it is readily seen that it is nothing more than an illustration of the statistical truism that when sampling from a single larger distribution (the single urn) with homogeneity of variance, it is best not to partition data, because such partitioning needlessly complicates the interpretation of the results, by a senseless and unnecessary reduction in degrees of freedom. Instead, a thought exercise germane to the question of data partitioning must address the situation in which each dataset represents a subsample of independently biased samples of a single distribution. Such an example might consist of a larger urn, with two subsamples of this larger urn (each representing a "kind" of data, e.g. morphological vs. molecular) which in turn would be sampled to produce the two datasets. Thus, in the urn example as well as the tree example, Barrett et al. (1991) are assuming a single distribution for the two datasets; they then compare the accuracy of partitioning a sample from one distribution rather than treating it as what it really is, a single sample (e.g. of two balls). The question of greater interest is how robust subsampling is to estimation of a broader underlying distribution. Bull et al. (1993) simulated a counter-example to show that datasets that are "heterogeneous with respect to the reconstruction model", in a simultaneous analysis, "can yield an erroneous estimate of phylogeny with increasing certainty" (p. 385). Their example was a model of nucleotide evolution, with four taxa and characters generated according to one of two evolutionary rates. Somewhere in the "Felsenstein zone" (explored by Felsenstein, 1978) , estimates of the phylogeny based on the combined data became inconsistent.
Thus, regardless of whether the partitioned sets are truly drawn from different subsamples, or their heterogeneity represents sampling error (Huelsenbeck et al., 1994) , either approach can result in (negatively?) misleading answers. The arguments of Barrett et al. (1991) , which assume a single underlying distribution, are not relevant to the case which Bull et al. (1993) emphasized, in which there is not a single underlying distribution. If separate distributions are assumed, then the results of partitioned analyses might be considered to be independent estimates of cladistic structure, and Bull et al. (1993) argued that such estimates should be considered equally, and retained separately. However, there are weaknesses in this position. Bull et al. (1993) admitted that simultaneous analysis is appropriate when heterogeneity of datasets is due only to sampling error from the same underlying distribution. They considered several tests for determining heterogeneity of datasets, but did not conduct "a thorough appraisal of them for this purpose" (p. 394) and were unable to recommend any. Bull et al. (1993: 394) also proposed that ". . . it may be possible to accommodate heterogeneity by non-uniform weighting . . . when the heterogeneity appears to be due only to rates of change or transformational probability". However, they later (Huelsenbeck et al., 1994) characterized such weighting as no panacea, in response to criticism by Chippindale and Wiens (1994) . So they were left with recommending nothing but that disparate results be left separate. Bull et al. (1993) viewed their combined dataset as a compound distribution, while Barrett et al. (1991) viewed theirs as a single distribution; in fact, whether character data really fit either condition is unknowable without divine intervention or maybe a time machine. The arguments of Mickevich (1978: 155; 1980: 168-169) on stratified sampling are pertinent here: characteristics of character samples cannot be known a priori. The position of Bull et al. (1993 and subsequent papers) that ("significantly") disparate results from separate analyses in themselves are a reason to avoid simultaneous analysis comes to nothing more than presupposing that one of the data sets can somehow be identified as misleading. The judgement of one or another data set as systematically misleading is one that properly follows from a simultaneous analysis. To be sure, many proponents of molecular data assert as an article of faith that this type of data is superior (e.g. Graur, 1993 , just for a recent, particularly egregious, example), but such a priori judgement is controverted empirically, by observations on similar homoplasy levels in different "types" of data (morphological vs. molecular datasets: Sanderson and Donoghue, 1989; Patterson et al., 1993; morphological vs. behavioral datasets: de Queiroz and Wimberger, 1993; Wenzel, 1993) and simultaneous analyses of combined morphological and molecular data where the morphological characters largely or entirely determine the outcome (e.g. DeSalle et al., 1992; Donoghue and Sanderson, 1992; Eernisse and Kluge, 1993; Wheeler et al., 1993; Chavarría and Carpenter, 1994 ; see also Chippindale and Wiens, 1994, Barrett et al. (1991) tree example highlights another flaw in the position of Bull et al. (1993 and subsequent papers) . In that example, a secondary signal shared by the separate datasets emerges only when the datasets are combined. Chippindale and Wiens (1994 , Table 1 ) showed this phenomenon in about half of 25 datasets they surveyed, and argued that because it is not possible to know which if any cladogram is correct, there is no advantage to maintaining separate results. They devised an example (their Fig. 3) , with one cladogram supported by a dataset of four synapomorphies and a conflicting cladogram supported by a dataset of 100 synapomorphies, to show that simultaneous analysis of combined data would evaluate the relative support in the case of heterogeneity. Huelsenbeck et al. (1994: 290) responded to these examples with unintentional irony: "Chippindale and Wiens's second example (their Fig. 3 ) is less extreme but shares the same defect; the most-parsimonious tree is arbitrarily declared to be the 'correct' tree. Contrast their examples with our own, where we ask, for a particular tree and evolutionary model, whether character patterns generated by the evolutionary process support or fail to support the assumed tree when data are combined versus analyzed separately. In our examples, the character sets are generated directly from a single history under a simple model that does not require selection, nonindependence of characters, or equally ad hoc scenarios. In their examples, the characters are chosen almost whimsically to make a point or require more complex models not amenable to accurate phylogenetic reconstruction anyway. If anything, their examples support our position better than they support their position." Huelsenbeck et al. (1994) missed the point of Chippindale and Wiens' (1994) example (as for that matter did Chippindale and Wiens; : it is a limiting case. Each dataset contains one signal and no other signals. But in the example, the weight of evidence differs, and combination takes the one better-supported. Now suppose instead that each dataset had the same number of characters; combination would then result in an unresolved cladogram. But that does not conflict with the signal of either set-nor is such conflict possible with the simultaneous approach when two datasets have no signal in common. Lack of resolution-ambiguity-may occur, but simply reflects the fact that two equally strong signals occur-you are no worse off from an inferential standpoint. By contrast, consider once again the tree example of Barret et al. (1991) , where combination produces a third tree-because each dataset contained the same secondary signal. Only the simultaneous approach permits such a possibility. With Bull et al.'s (1993 and subsequent papers) approach, no signal could possibly emerge.
Bull et al.'s (1993 and subsequent papers) argument appeals to truth, requiring that the "correct" phylogeny be known. Yet as they, too, have failed to discover truth, they appeal to a specific model of evolutionary process-which they inexplicably view as "realistic" (Huelsenbeck et al., 1994: 289) . In the real reality, of course, their model is no less arbitrary than the examples of Barrett et al. (1991) and Chippindale and Wiens (1994) . Huelsenbeck et al.'s (1994: 291) appeal to models is hapless: once "heterogeneity" is "confirmed in nature" (how, they do not say) they can recommend only "models that can accommodate different forms of process heterogeneity must be developed and tested". The "reconstruction model" must then be revised to take into account the "heterogeneity". Model-dependent approaches to phylogenetic inference merely discard evidence, substituting conformity to an arbitrary model for concordance with character data (Farris, 1983) . The parameters of models, even Bull et al.'s (1993) , comprise empirical propositions. As such, they must be amenable to testing. They cannot possibly be tested by a "reconstruction model" that contains the model as a methodological presumption. On the other hand, cases where the model is applicable could potentially be revealed by the use of methods free of this presumption, because the fit of the model is then not an artifact of the clustering method. Parsimony provides that method. Simultaneous analysis maximizes parsimony, that is explanatory power, and must be preferred for that reason. Otherwise, explanatory power is sacrificed for nothing 6 , and support of hypotheses discarded in favor of what someone imagined might have happened (Carpenter, 1994) . We do not think that phylogenetic inference should be limited by Felsenstein's (1978) imagination.
It is only fair to mention that, lately, Huelsenbeck and Bull (1996) have proffered a likelihood ratio test for detecting heterogeneity. Huelsenbeck et al. (1996a: 156) applied this test to four taxa and five genes, and argued that the results provided "definitive evidence of different genes providing significantly different estimates of phylogeny". Of course, the simultaneous analysis led to the same conclusion as four of the five genes, but Huelsenbeck et al. nevertheless concluded that inclusion of the "conflicting phylogenetic signal" did "hurt phylogenetic reconstruction". This was shown by lowered bootstrap values-on the tree for the simultaneous analysis. Incredibly, Huelsenbeck et al. then asserted "the total evidence approach does not provide any information regarding the extent of incompatibility among data sets". In their conclusion, Huelsenbeck et al. (p. 157 ) also characterized simultaneous analysis as unable, with any amount of evidence, to reject the "null hypothesis" that "the differences among phylogenies estimated from different partitions is due to stochastic variation". Of course, simultaneous analysis can be used to detect heterogeneity among partitions merely by evaluating homoplasy when different partitions are mapped onto the resulting combined analysis tree (Mickevich and Farris, 1981; Farris et al., 1994) . It should also be noted that homogeneity among characters or sets of characters (partitions) is neither the null hypothesis nor an assumption of parsimony analysis of any dataset. If that were the case, then we would only be able to use parsimony to analyse datasets that lacked homoplasy, since homoplasy is indicative of "heterogeneity" among characters!
ON CRITICISM 5
We agree with Kluge and Wolf's (1993) criticism that partitioned analysis followed by consensus results in unequal weights for characters when datasets are weighted equally. In fact, some methods propose combining partitioned data by applying differential weights based on the number of characters from different partitions when non-hierarchic descent is suspected among "gene trees" (e.g. Doyle, 1992) 7 . The argument (Swofford, 1991: 328) that "corroboration provided by the independent estimates would not be available if the data sets were combined" founders on the fact that character independence takes on no greater significance between datasets than it does within a dataset (Kluge and Wolf, 1993) .
This point deserves elaboration. The argument for initial equal weighting of all characters both within and between datasets that we find most compelling is as follows: 1. Initial equal weights within datasets follows from the assumption of independence of characters within the dataset: if characters are independent, then initially equal weights are most reasonable (assuming that no character is actually more than one independent character); 2. If independence of datasets is assumed, this implies that no characters from different datasets actually are the same character in part or whole, and thus it follows that characters are independent within the pooled dataset; 3. If characters within the pooled dataset are considered to be independent, then the best initial treatment of them is to give them equal weights; 4. If characters are assumed to have equal weights, they are best treated in a simultaneous combined analysis. Of course, if datasets are not actually independent, then simultaneous analysis 7 Doyle (1992) suggested that under certain circumstances partitioning of data is desirable. This was misconstrued by de Queiroz (1993) , who interpreted Doyle's position for partitioning as general, when in fact Doyle explicitly restricted his arguments to cases where hybridization, lineage sorting or gene duplication would result in a necessary disconnection between hierarchic pattern and phylogenetic divergence. We will not comment on the efficacy of Doyle's method here, which in any case, would only be used under very specific circumstances where reticulation is demonstrated. may err in the direction supported by characters over-represented (nonindependent) in the "separate" datasets-as may partitioned analysis, followed or not by consensus. And, if characters within datasets are not independent, the datasets should not be used, either in partitioned or in simultaneous analyses. Given that, we must first assume the characters to be independent within datasets before beginning an analysis.
If the characters within a dataset are not independent, then the results are likely to be overly influenced by those "extra" weighted characters, hence the results of partitioned analyses are likely to be wrong due to over-weighting of characters within the dataset. Thus, the only reasonable way to reduce the weight of non-independent characters within datasets is to combine matrices so that they are tested against presumably independent characters from other partitioned datasets. We are unable to see the logic in concluding that wrong answers should not be tested against all the available evidence.
The fact that independence or non-independence of datasets is best viewed as a problem of individual character independence seems to have been most clearly stated by de Queiroz (1993: 368) : "Specifically, the argument developed here depends on the notion that characters within data sets may be more likely to be non-independent estimators of phylogeny than would be characters in different datasets". Unfortunately, de Queiroz (1993: 369) continued: "When this independence among and non-independence within data sets exists, it is unwise to accept groups supported by only one dataset, yet this is allowed by a combined analysis". This position is repeated by Miyamoto and Fitch (1995) and de Queiroz et al. (1995) . Although we have made efforts to understand how they arrived at such a conclusion, it appears to be merely a misunderstanding of the nature of parsimony analysis. In order to illustrate this, consider the following two matrices, assumed to be independent datasets (e.g. morphology and molecular) of the same four taxa: The first two characters in each dataset are identical in distribution. Under the situation of "nonindependence within data sets" characters 1 and 2 in dataset A are more likely to be non-independent from each other than any two characters drawn randomly, one from each dataset. Stated in another way, if the datasets are "biased" differently, characters of one dataset are more likely to be independent of characters from the other dataset. Given such a pattern of independence and nonindependence, combining the two sets will produce a matrix that has the highest overall pairwise independence of characters. Given that one assumes (or hopes for) independence among characters when analysing data under the parsimony criterion, such a matrix is clearly preferable to maintaining separate analyses. After all, everybody knows that two wrongs do not make a right.
Like the argument on explanatory power (Criticism 1), the argument on independence alone is sufficient to prefer simultaneous analysis.
On Assessing Incongruence
Separate analyses are worth pursuing in order to quantify the amount of incongruence among datasets. This can be done by the incongruence length difference (Mickevich and Farris, 1981 ; see Kluge, 1989; . Mickevich and Farris (1981) defined their metric as the extra steps for the cladogram resulting from simultaneous analysis of the combined datasets minus the summed extra steps for analysis of each separate dataset. They divided by the length of the cladogram for the combined data to get a percentage; Kluge (1989) and Farris et al. (1994) simply used the number itself. This statistic thus factors out the extra steps resulting from the combination of datasets from those due to incongruence among the characters within each dataset. After all, the extra steps for each separate analysis indicate only that the characters in that dataset disagree among themselves; they cannot be a source of disagreement among datasets.
Obvious as this point seems, it was lost on Swofford (1991: 317) , who characterized the statistic as "unreasonable" for indicating no incongruence in the case of combination of one perfectly consistent character set (his matrix X) with a second (his matrix Y) evenly divided between characters supporting the same cladogram as the first and characters supporting some other tree. That criticism simply confuses between-and within-dataset congruence, and this is seen in two ways :
"First, some of the characters in Y dispute those in X, but they also dispute the rest of Y in just the same way. Their disagreement 'with X' is just the incongruence within Y stated again. All the homoplasy is already present when Y is analyzed alone.
Second, considered in isolation, some of the characters in Y dispute those in X, but just as many others agree with those in X, and the net effect is 0. Neither faction by itself constitutes the relationship between matrix Y and X. Matrix Y does not dispute X at all, for the simple reason that Y is-collectively-neutral with respect to X." Farris et al. (1994) used the incongruence length difference as the basis of a significance test. The test is implemented in the programs Arn (Farris, 1994) 8 , Dada (Nixon, 1995) and Arnie (Siddall, 1996) . A test distribution of the incongruence statistic is calculated based upon random partitions of the combined data, the partitions being of the same size as the separate sets. The null distribution is obtained by regarding the actual partitions as a possible partition of the total number of characters. Every possible way of assigning characters to partitions of the same size is considered equally likely under the null hypothesis. The probability of obtaining a certain value of the incongruence statistic is then found by counting the number of partitions that yield that value. Thus, the null hypothesis is that there is congruence, and is rejected if the measure of incongruence is large enough.
We wish to make it clear that we would advocate combination and simultaneous analysis even if the amount of incongruence is deemed "significant". We regard the incongruence length difference as the best measure of incongruence among datasets, and the significance test of Farris et al. (1994) as a means of determining whether the amount of incongruence is large or small. If the amount is large, the investigator may wish to investigate, e.g. the possibility of reticulation within one of the datasets, for which the method of Doyle (1992) is intended to allow simultaneous analysis. Huelsenbeck et al. (1996a: 152) claimed that Kluge (1989) had "extended the total evidence argument to include not only character data but also taxa". Huelsenbeck et al. went on: "That is, all of the available taxa (e.g. fossil and living) should be combined in a phylogenetic analysis, as well as all of the available characters". The idea that terminal sampling should be as complete as possible has also entered the molecular phylogenetic literature, where we are confronted by explanations of "long branch attraction" as due to low "taxon density". According to such argumentation, isolated terminals that are poorly placed might be better placed with the addition of closely related taxa which presumably would be distributed so as to break up the "long branch". Based on the position that "total evidence" is preferable, and the goal of predictivity and repeatability, we agree that where possible all relevant taxa should be used in cladistic analyses. However, in addition to possible insurmountable computational loads, the addition of terminals may present other non-trivial difficulties, and researchers must make decisions about inclusion based on fiscal and time constraints, and presumed relevance to the outcome of the analysis (see Kluge, 1989 : 10, for a discussion of the exclusion of inductively irrelevant or redundant evidence). Thus, one might be able to justify exclusion of some portion of the species of a clade, assuming that inclusion of those terminals would not change the outcome. Of course, such assumptions may affect the stability of the results, and should be approached with caution, as a necessary expedient to any large study. The obvious caveat of exclusion of any data (taxon or character) is that the results will change with subsequent inclusion. Because we implicitly exclude alternative data sources by selecting a particular data source for our studies (e.g. a particular set of morphological characters, a particular gene), we should select data sources on the basis of reasoned expectations of the value (both in time and money) of the data. Unfortunately, such decisions are all too rarely made, instead small groups of scientists are empowered by granting agencies to dictate acceptable data sources to much of the community at large, based on a formula apparently contrived to deliver the least number of informative characters per overhead dollar.
On Terminal Sampling

On Combination
Although several discussions of simultaneous analysis have been published, there has been little discussion of practical methods of combining datasets (e.g. Wiens and Reeder, 1995) . Under ideal circumstances, collection of different types of data can be co-ordinated such that terminals are the same for all the datasets, and all data are collected for each terminal. Likewise, missing data scores can be kept to a minimum if data collection and sampling strategies are planned simultaneously for all datasets. However, typically the datasets that are available for a particular group of taxa were collected independently, often by different workers. Such datasets often differ in the way in which terminals are defined; we will refer to this phenomenon as "terminal mismatch". Such terminal mismatch may be slight (e.g. different species sampled from the same genus) or extreme (whole groups of species or higher taxa represented in only a subset of the datasets). The reconciliation of terminal mismatch is one of the most important methodological issues facing those who undertake simultaneous analysis of data from multiple sources.
ON EXHAUSTIVE SAMPLING OF CHARACTERS
It is rarely, if ever, possible to sample exhaustively the characters of all species in most cladistic analyses. Such an ideal is sometimes approached with morphological data for small numbers of taxa, where large numbers of specimens may be examined with less expense and time than is necessary for the collection of molecular (viz., sequence) data. If all species have been sampled for all datasets to be combined, terminal mismatch is avoided, and it is a trivial matter to combine datasets using the splicing procedure as outlined below.
ON SPLICE AND MERGE, AND AMBIGUITY CODING
When datasets have terminal mismatch, the standard procedure is what we will refer to as "splice and merge coding". If two terminals in different datasets to be combined are considered to be identical in circumscription, then the data are simply spliced into a single terminal in the combined matrix (i.e. the row of data from one dataset is concatenated onto the row of data from the other). Splicing (concatenation) of data for identical terminals is contrasted with fusion of nonidentical terminals, as discussed below. If there is no match for a terminal in a dataset to be combined, it is necessary to generate missing values for the terminal for those characters in the combined matrix. For example, if data were collected for morphological characters for a particular genus, but no molecular data were collected for any species in that genus, in the combined matrix the genus would be coded as missing ("?" or "−" in the programs Hennig86 or Nona; Farris, 1988; Goloboff, 1993) for all molecular characters (e.g. Wheeler et al., 1993; Kluge and Wolf, 1993; Albert et al., 1994; Chavarría and Carpenter, 1994) .
ON TERMINAL FUSION AND EXTRAPOLATION
When terminals are circumscribed differently in different datasets, such that there is terminal mismatch, it may be acceptable to fuse similar or closely related terminals from different datasets into a single, composite terminal in the combined dataset. The advantage of such a procedure may be a reduction in the number of missing cells in the combined matrix. Take the following example, in which each dataset (morphological and sequence) adduces data from a different species:
Pinus sylvestris 01010101010 ----------Pinus taeda ----------AAACTTTTATGCA It is immediately obvious that each of these terminals will share more "real" data with other terminals than with each other, independent of the closeness of their relationship-i.e. there is no information relevant to their grouping. We will refer to such situations, when terminals do not share real observations for characters, as data disjunction. Data disjunction may be complete for a given set of terminals, as in this example, or partial, as occurs whenever missing data occur in some but not all characters for either of two taxa being compared. Data disjunction may or may not (depending on codings for related taxa) increase the number of solutions and reduce decisiveness (Goloboff, 1991) in the resulting set of most parsimonious trees. Under such circumstances it is justifiable to extrapolate (see discussion below) by fusing the two terminals into a single terminal. The degree to which extrapolation is used must be determined for each case based on a trade off between ambiguity and repeatability of the results. This can also be viewed as a trade off between unnecessary ambiguity on the one hand, and specious precision (unjustified extrapolation) on the other. With either extreme, the results potentially have reduced stability, in the sense of repeatability, with the addition of new data.
If two closely related terminals have been scored for data in all datasets to be combined, fusion may still be desirable in order to reduce the number of taxa in the simultaneous analysis, even if the two taxa differ in some character states. The summarized terminal might be generated by merely coding differences as polymorphisms in the combined terminal, or groundplan estimation (estimation of basal character states within a terminal on the basis of previous analyses or extrinsic considerations such as ontogeny) may be employed. The caveats inherent in either method, and the potential for producing unstable results that will not be parsimonious relative to results when all data are used, argue for caution when fusing taxa (and generating polymorphisms) for which all or most data are known. As pointed out by Nixon and Davis (1991) the extent of this problem is related to the number of polymorphisms concentrated in the fused terminal.
ON SUMMARY TERMINALS VS. EXEMPLAR TERMINALS
Because exhaustive species sampling is typically intractable, the alternatives are to use exemplar species (or selected exemplar groups to represent larger groups) or to use single terminals that are scored to summarize variation within groups of taxa. Summary may be implemented by any of a variety of methods including direct observation, extrapolation from exemplars, groundplan estimation, or a combination of these. Both exemplar and summarization have advantages and disadvantages. Summarization is often possible with morphological data for groups that are well known, because variation may either be observed from specimens or gleaned from monographic and comparative studies. Under such circumstances, the basis for character coding of the larger groups should be indicated clearly, with some indication of sampling. Often internal "morphological" (i.e. non-molecular) characters such as anatomy, embryology, or even secondary chemistry may be known from relatively small samples of individuals per species or species per group. Under such circumstances, a decision must be made on the degree of character state extrapolation that is acceptable. Examples of extrapolated character states include such well-known characters as endothermy in vertebrates, double fertilization in angiosperms, and holometaboly in insects, none of which have been observed in every species to which they are attributed or denied. Our recommendation on such situations is that if counter-evidence is not present, extrapolation is justified, if clearly identified as such. Extrapolation, of necessity, must be based on previous concepts/analyses, and thus we run the risk of biasing the outcome toward an expected result.
ON FOSSIL DATA IN PARTICULAR Kluge (1989: 10) included fossils in his concept of total evidence: "logically consistent evidence (e.g. biochemical or morphological data; extinct or extant taxa: Gauthier et al. (1988) ". The position that fossils should be included when possible is stated more strongly in the derivative review by . Analyses which include fossil terminals are especially prone to problems due to excessive missing values, since usually we lack whole classes of data (such as "soft parts" and molecular data) for fossils. Combining datasets in such cases will typically result in high numbers of missing values concentrated in fossil terminals. Such correlated missing data may result in a "wildcard" phenomenon (Nixon and Wheeler, 1992) resulting in terminals being placed in radically different positions on equally parsimonious trees. Excessive missing data, by relaxing the rigor of the test of character congruence, may also result in trees that are unstable to the addition of new data (Nixon, 1996) . Such potential problems with fossil taxa in simultaneous analyses were dismissed, incorrectly, by Eernisse and Kluge (1993) , who asserted that the major effect of such missing data would be ambiguous (imprecise) optimization of characters on trees. Of course, the wildcard phenomenon is not limited to fossil data, but may occur whenever missing data are concentrated in particular taxa (e.g. the behavioral characters in the vespine data of Carpenter, 1987) .
ON COMPARTMENTALIZED TERMINALS
Fusion of terminals, extrapolation, groundplan estimation and summarization of groups is relevant to what has recently been termed "compartmentalization". Compartmentalization, or the representation of composite (multitaxon) terminals by a single terminal calculated on the basis of a hypothetical ancestor generated by a previous analysis, has been explicitly used by various authors for several years. This seems to have been overlooked by Mishler (1994) and Mishler et al. (1994) who considered it a new method developed by Mishler (1994): '. . . ours is simply one example of a general method that Mishler (1994) calls compartmentalization. This method was also used within our angiosperm analysis (Donoghue & Doyle, 1989a) ."
Compartmentalization as a method of dealing with composite taxa was actually the main topic of a paper by Maddison et al. (1984) , as pointed out by Donoghue (1994: 410, bottom) . It has been criticized by numerous workers (Meacham, 1984 (Meacham, , 1986 Colless, 1985; Clark and Curran, 1986 ; see discussion in Nixon and Carpenter, 1993) on the grounds that it may produce solutions that would not be parsimonious if simultaneous analyses of component taxa were undertaken.
On Further Reflection
In conclusion, we can state the following: if there is reason to suspect that two datasets are independent estimates of a phylogeny based on samples from different underlying distributions, the two datasets should be combined and analysed simultaneously; conversely, if there is reason to suspect that the two datasets are not independent estimates, they should not be analysed separately.
Simultaneous analysis not only produces best-supported hypotheses, and so maximizes congruence among different sources of data in phylogenetic inference, it provides the context for assessing incongruence (Mickevich and Farris, 1981; Farris et al., 1994) . Simultaneous analysis can allow "secondary signals" to emerge because it measures strength of evidence supporting disparate results. Partitioned analyses cannot do this, hence sacrifice explanatory power for nothing. Another way of stating this is that simultaneous analysis of combined data better maximizes cladistic parsimony than separate analyses, hence is to be preferred.
The position that datasets should be analysed separately is clearly based on a rejection of the principle of parsimony in cladistics. This can be easily demonstrated by an analysis of the basis of data partitioning as proposed by de Queiroz et al. (1995) , and apparently embraced by Huelsenbeck et al. (1996a ). De Queiroz et al. (1995 defined different classes of evidence (partitions) as characters that are, "in a statistical sense, . . . more similar to each other than they are to characters in other data sets with respect to some property that affects phylogeny estimation by the given method". Of course, under such a definition, only datasets that are heterogeneous with respect to other datasets are considered separate classes of data, and thus groups of homogeneous datasets may still be analysed simultaneously, comprising a single class for each homogeneous set. This approach is implicit in the discussion by Huelsenbeck et al. (1996a: 156) . However, the logical conclusion of such an approach is that in any parsimony (or maximum likelihood) analysis, homoplastic characters that are compatible with each other constitute homogeneous sets, which are heterogeneous with respect to other sets of characters (e.g. non-homoplastic characters), and thus should be partitioned and analysed separately. Viewed in terms of a single dataset with homoplasy, the approach of analysing character cliques separately, while consistent with the "class" definitions of de Queiroz et al., Huelsenbeck et al. , and other proponents of character segregation, can be seen as merely a way of removing the parsimony criterion from the analysis.
