The ability to quickly and intuitively edit digital contents has become increasingly important in our everyday life. We propose a novel method for propagating a sparse set of user edits (e.g., changes in color, brightness, contrast, etc.) expressed as casual strokes to nearby regions in an image or video with similar appearances. Existing methods for edit propagation are typically based on optimization, whose computational cost can be prohibitive for large inputs. We re-formulate propagation as a function interpolation problem in a high-dimensional space, which we solve very efficiently using radial basis functions. While simple to implement, our method significantly improves the speed and space cost of existing methods, and provides instant feedback of propagation results even on large images and videos.
Introduction
With the ever increasingly availability of digital media such as images and videos, it has become more and more important to be able to edit media in an intuitive and efficient manner. Many of these edits involve changing the appearances (e.g., color, brightness, contrasts, etc.) of regions of interest. While it is possible to first segment such regions out, segmentation can be a laborious process even with existing semi-automated tools [BWSS09, WC08] , especially when the regions do not have clearly defined boundaries.
Edit propagation simplifies the task of image/video editing and avoids the need for explicit region segmentation. In this scenario, the user only needs to draw a few strokes indicating the desired edits, and the edits will be automatically propagated to nearby regions in the rest of the image or video that have similar appearances to the region under the strokes. An example is shown in Figure 1 for editing a video sequence of a flower field (shown on the top). The user strokes are provided on two frames shown on the top of (a,b), which indicate her/his desire to change the red field to yellow (by the white strokes) while retaining the color in other regions (by the black strokes). The edited video after propagation is shown at the bottom. Observe that the red flowers in all frames (and viewed from different angles) have been changed to yellow, only using the few strokes on two frames.
In previous works [LFUS06a, PL07, AP08, XLJ
* 09], the propagation task is formulated as an optimization problem. The propagated edit (e.g., change in color) at each pixel is solved to achieve two objectives. First, the edits at the stroke pixels should match what the user has provided there. Second, pixels located nearby and having similar appearances are more likely to receive a similar amount of edits. While theoretically sound and achieving pleasing results, the optimization formulation has a number of inherent limitations for practical applications:
• Efficiency. Solving the optimization problem typically involves a large system of equations whose size is proportional to the number of pixels in the input data. Even with approximations, the state-of-art techniques [AP08, XLJ * 09] cannot provide instant feedback of propagation, which would be desirable for interactive editing.
• Storage. Solving the optimization problem requires a storage space that grows with the input data size. Hence it is difficult for current methods to scale to very large data (e.g., high-definition video or a movie).
• Implementation complexity. To reduce computational and
Figure 1: Edit propagation: the original video "tulip" (top row) with user strokes on two frames (a,b), and the result after the edits are propagated to the entire video (bottom row). This video clip is over 200MB in size and over 30 seconds long (910 frames). Computing the propagation using our method took only 15 seconds for the whole video and consumed 1MB of space. Individual frames can be computed independently (taking around 0.017 second per frame) for instant preview.
storage cost, existing methods either employ approximating strategies, such as matrix sampling [AP08] and spatial clustering [XLJ * 09], or rely on out-of-core implementations, both of which are non-trivial to implement.
In this paper, we offer a different perspective to edit propagation, and propose an alternative formulation that addresses the above issues. Our key observation is that the optimization objectives described above in existing methods essentially prescribe a smooth function with a sparse set of constraints. The function lies in a high-dimensional space where pixels are represented by both their image coordinates and appearances, and the constraints lie at pixels covered by the input strokes. Guided by the observation, we re-formulate propagation as a function interpolation problem, which we solve using Radial Basis Functions (RBF). To compute propagated edits, our algorithm only needs to solve a small linear system whose size is proportional to the number of stroke pixels, instead of image pixels.
In comparison to existing optimization-based methods for edit propagation, our method has a unique set of advantages that would benefit practical applications:
• Instant feedback: Our method significantly improves the efficiency of existing methods for propagating sparse edits, due to the drastically reduced complexity of computations that depends on the size of user-edits rather than the data. Using the method, we can provide users with instant feedback even on large images and videos.
• Scalable: The method consumes a trivial amount of memory (less than 1MB in all tests) and is scalable to very large data, again since the computations scale with user-input rather than the data itself.
• Simple to implement: The algorithm involves little more than standard RBF interpolation, which can be easily implemented using a linear system solver. considers a general, all-pairs energy function that allows sparse edits to be more easily propagated to spatially discontinuous regions. The method of [XLJ * 09] further reduces the computational complexity by solving for clusters of pixels with similar appearances and locality instead of solving for individual pixels.
Background
Function interpolation Constructing a smooth function in space that interpolates values at given locations is a classical and well-studied problem in mathematics and geometric design. A standard approach is Radial Basis Functions (RBF), which has a closed-form solution and gives additional flexibility in controlling the shape of the resulting function via the choice of basis functions. RBF has been employed in various graphics applications, most notably for surface reconstruction from point clouds [CBC * 01].
There are other approaches for performing smooth interpolation with closed-form solutions, notably barycentric interpolation [Flo03, JMD * 07] and moving least squares (MLS) [SOS04] . We pick RBF in this work due to its efficiency over MLS (which requires solving a least square system at each evaluated point) and its ability of handling point constraints (whereas barycentric interpolation typically requires constraints along a closed boundary [FHL * 09]).
Problem formulation
The input to edit propagation is an image or video where, at each pixel i, there is some user-specified edits g i (e.g., amount of change in color, contrast, etc.) with strength w i ∈ [0, 1] (0 indicating no user constraints). We consider the common scenario where the edits are sparse, meaning w i = 0 for the majority of the pixels, except for those under the user-provided strokes. The desired output is an edit e i at all pixels i in the entire image or video.
Edit propagation is typically guided by two principles [AP08, XLJ
* 09]. First, pixels with user-specified edits should retain that specified amount of edit after propagation. Second, pixels with similar locations (e.g., X,Y coordinates and frame index) and having similar colors are more likely to receive similar amount of edits. To achieve this effect, we will compare two ways of formulating the propagation problem, one used in existing methods and based on optimization, and the other used in this work and based on function interpolation.
Previous formulation: optimization
In this formulation, propagation is treated as a global minimization problem, which seeks edits e i at each pixel that minimize an overall energy function capturing the two propagation principles. The exact form of the energy function varies among existing works [LFUS06a,PL07,AP08]. As an example, An and Pellacini [AP08] use an all-pair formulation of the energy as
where λ is a balancing weight, i, j enumerate over all pixel pairs, and z i j measures the affinity between two pixels i, j in an image and is expressed as:
Here, f i = (c i /σc, p i /σp) is a feature vector at pixel i comprising of its appearance c i (e.g., color in Lab space) and position p i (e.g., in X, Y coordinates) weighted by parameters σc, σp. For video, the feature vector can be expanded to include the frame index t i of pixel i and a new parameter σt so that f i = (c i /σc, p i /σp, t i /σt ). These parameters σc, σp, σt control the importance of appearance and locality in determining the affinity between two pixels, and are set subjectively based on user's intention. For example, a low σc would restrict edit propagation to pixels that have very similar colors with the user-edited pixels, and a low σp would restrict propagation to a local area around the user-edits.
Finding the edits e i that minimize the global energy function like that in Equation 1 requires solving a large linear system of equations whose size equals the total number of pixels in the data. To reduce the computational and storage cost during minimization, approximation strategies such as stochastic column sampling [AP08] and hierarchical clustering [XLJ * 09] have been proposed. However, the complexity of these reduced minimization problems is still proportional to the input data.
Our formulation: interpolation
Edit propagation can also be considered as a function interpolation problem. Consider a high-dimensional affinity space [XLJ * 09] where each pixel i is represented by its feature vector f i (same as defined above, including both the pixel's location and appearance). The desired edits e i therefore are samples of a smooth function in the affinity space, since close-by pixels in this space would have similar locality in the image space and similar colors, and therefore should receive a similar amount of edits. In addition, this function should interpolate (as much as possible) the userspecified edits g i at those pixels where w i > 0.
Therefore, we formulate the propagation task as finding a smooth function h(f) in the affinity space subject to interpolation constraints at the pixels with user edits. To allow "soft" interpolation, we formulate the constraints as a leastsquare energy function weighted by the edit strengths w i :
where G is the set of all user-edited pixels, i.e., those where w i > 0. There are many choices of smooth functions. For the ease of satisfying the interpolating constraints, we represent h using Radial Basis Functions (RBF) centered at the useredited pixels as
where f is any point in the affinity space to be evaluated, C ⊆ G is a selected subset of the user-edited pixels where the basis functions are centered, a i are the unknown coefficients, and φ is some pre-defined radial basis. Following the affinity definition in [AP08], we use Gaussian as our basis, i.e., φ(r) = exp(−r 2 ).
Finding the RBF h that satisfies the interpolation constraints in Equation 3 involves solving a square linear system with |C| variables, which are the unknown coefficients a i (see more discussions in the next section). For sparse edits, |C| is much smaller than, and usually independent from, the number of pixels in the data. Therefore the function h can be constructed much more efficiently than minimizing for a global energy function like that in Equation 1.
The algorithm
Computing edit propagation using our function-based formulation proceeds in two simple steps:
Reconstruction: Build the function h in Equation 4
by solving for the coefficients a i that minimize the interpolation constraints in Equation 3.
Evaluation:
The edit e i at each pixel i is computed simply by evaluating h at its feature vector, i.e., e i = h(f i ).
Below we give more implementation details for the reconstruction step, and compare the complexity of the algorithm with previous approaches.
Reconstruction In our implementation, we randomly select a set of pixels C from those with user-specified edits G, and let the user control the ratio α = |C|/|G|. Substituting Equation 4 into 3 yields a least-square minimization problem:
While we can directly solve for coefficients a j that minimize the above energy using normal equations (which boils down to a linear system with |C| equations), we have observed that such results could contain negative coefficients a j that cause edits h in distant part of the image or video to be unusually high (see Figure2(c)) . As a result, we additionally request a j > 0 for all j ∈ C, and solve the minimization problem using non-negative linear least squares [LH74] . The solution will ensure that the edits will eventually diminish in distant portions of the image or in regions with drastically different appearances as the stroked region (see Figure2(b) ). 
Complexity analysis
The time and space complexity for the reconstruction step are both O(|C||G|), where G is the set of user-edited pixels, and |C| is the number of RBF. Evaluating the RBF takes O(|C|) space (to store the RBF coefficients) and O(n|C|) time for an input with n pixels. We note that evaluation in practice is extremely fast (see next section), and has an "embarrassingly parallel" structure since each pixel can be evaluated independently. Such independence implies that a portion of a large image with a fixed size or a frame in a video can be instantly evaluated independently of the remaining data, providing users with real-time feedback.
In comparison, the time and space complexity of previous optimization-based methods are input-bounded. For example, the time and space complexity of AppProp [AP08] are respectively O(m 2 n) and O(mn), where m is the number of sampled columns in their stochastic matrix sampling. Note that the edits at all pixels are solved in one global system, hence it does not allow previewing any portion of the image or video before the whole computation is finished. Using a KD-tree clustering scheme, the method in [XLJ * 09]
reduces the time and space complexity of minimization to respectively O(m 2 c) and O(mc) where c is the number of cluters. Typically, c is a very large number (e.g., hundreds of thousands), and can vary dramatically based on the image content and parameters such as σp in the feature vector definition. Moreover, the construction of the KD-tree takes O(dn) time where d is the depth of the tree, and the tree has to be re-built when new edits are provided by the user.
Results
Here we demonstrate our method on edit propagation of several images and video clips. The video examples can be better appreciated in the accompanying video. In the examples, we report the values of σp and σt normalized to image resolution and video length, respectively. We first demonstrate in Figure 3 the results of the algorithm using varying numbers of RBF basis functions |C| (Equation 4). In this case, the user edits (a) are intended to change the color of only the pedals. Note that too few basis functions (e.g., 5) cannot fully propagate the edits to distant regions with similar appearances (e.g., some pedals are still pink in (b)). On the other hand, increasing basis functions beyond a certain number does not produce any visually significant differences. In all later examples, the percentage of user-edited pixels selected as RBF centers, |C|/|G|, is set as 20%, which we have observed to yield a good balance between computational cost and propagation quality. Here, the user provided strokes on one frame of the video (top of (a)), intending to change the blue body part of the bird to green. Both our method and [XLJ * 09] manage to change the body color on the rest of the frames (b-e), and the results are similar. Note that due to the difference in problem formulation, the two algorithms will not produce identical results. However, both results seem plausible by visual examination. We show additional video and image editing results in Figures 5,6 , and 7, demonstrating color and tone changes. Performance We report the performance of our method on a PC with 2.66GHz ,4 cores CPU, and 4 GB of RAM in Table  1 for the examples in the paper. In addition, we compare with two optimization-based methods, AppProp [AP08] (using an out-of-core implementation for dealing with large data) and KD-tree [XLJ * 09], using the suggested parameter settings in the original papers.
Observe from the table that our method is very efficient in processing large data. It takes around 0.02 seconds for reconstruction regardless of the size of the data. This agrees with our complexity analysis that the computational cost of this step only depends on the number of user-edited pixels and not on the size of the image or video. In addition, evaluation is also efficient, taking less than 0.02 second for each frame of the video. Such efficiency allows one to instantly see the result of propagation after putting down the strokes. We demonstrate an interactive editing session in the accompanying video, where the user incrementally adds more strokes after inspecting the current results. In contrast, both [AP08, XLJ * 09] require significantly more time especially on longer videos (e.g., the tulip video).
Note that our method requires almost negligible storage space (which again is independent of the input data size, as discussed in complexity analysis), whereas other methods need significantly more. This advantage makes our method applicable to movies, high-definitions videos, and streaming media, and potentially suited to be ported to mobile devices (e.g., iPad) where memory is a constraint.
Conclusion
We present a novel method to propagate user edits on images and videos based on similarity in locality and appearance. We formulate the problem as function interpolation, and solve using the classical radial basis functions. Compared to previous approaches based on global optimization, our method significantly improves computational efficiency and storage consumption for sparse user edits, allowing instant feedback on images and videos with unlimited size, while achieving similar visual results. The method is also simple to implement.
In the future, we would like to explore further acceleration of the evaluation step of our method using parallel implementations, harvesting the independent nature of evaluation. We would also like to consider other choices of basis functions that might give better propagation results, as well as better heuristics to adaptively determine the number of basis functions and their centers. In addition, it would be interesting to incorporate edge-awareness [Fat09] in our affinity definition to improve the behavior of the propagated edits at object boundaries.
We chose RBF in this paper to represent the edit function, due to its efficiency in computation. However, the representation has its own limitation. In particular, the behavior of RBF away from the centers of the basis functions is difficult to control, and may exhibit unintended undulations. Although we managed to suppress some of the undulations by enforcing positive RBF coefficients, this also makes the function tend to zero far away from the centers, which can be undesirable if the user wishes to change the appearance of every pixel in the image/video (rather than within regions of interest). This limitation points us to explore, in our future work, alternative means for interpolation that is as efficient as RBF but with better controls.
