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BILATERAL WEIGHTED SHIFT OPERATORS SIMILAR
TO NORMAL OPERATORS
GYO¨RGY PA´L GEHE´R
Abstract. We prove that an injective, not necessarily bounded
weighted bilateral shift operator on ℓ2(Z) is similar to a normal op-
erator if and only if it is similar to a scalar multiple of the simple (i.e.
unweighted) bilateral shift operator S.
1. Introduction
Let H be a complex Hilbert space. The question whether a given linear
operator is similar to an operator belonging to a special class is classical.
Investigation of similarity to normal operators goes back to the 1940s. One
of the first important results is the famous Sz.-Nagy similarity theorem from
1947. Namely, in [17] B. Sz.-Nagy proved that a bounded linear operator T is
similar to a unitary operator if and only if T has bounded inverse and we have
sup{‖T n‖ : n ∈ Z} < ∞. The ”only if” part is obvious. On the contrary,
the ”if” part was extremely surprising. Since then many results have been
provided in this direction. We only mention a few of them: in [1, 7, 8]
linear resolvent tests were provided; and in a recent paper of the author [4],
a test concerning the powers of the operator was given. The investigation
of operators which are similar to contractions is another classical direction
in the theory of similarity problems. Concerning this topic we refer to the
following articles: [3, 5, 9, 11].
The classes of the so-called weighted bilateral, unilateral or backward
shift operators are very useful for an operator theorist ([10, 15]). Besides
normal operators these are the next natural classes on which conjectures
can be tested. Furthermore, weighted shift operators naturally appear in
many other areas of Analysis. Thus several properties of weighted shift
operators were charaterized in terms of their weight sequences; for instance
normality, hyponormality, super and hypercyclicity e.t.c. (see [10, 13, 14,
15]). In the present short note we are interested in the problem of how we can
characterize similarity to normal operators of injective, bilateral weighted
shift operators on ℓ2(Z). We point out that an injective unilateral shift
operator cannot be similar to a normal operator since its range is not dense,
but it has trivial kernel.
Usually a weighted bilateral shift operator is defined as follows. Let w =
{wk}k∈Z ⊆ C be an arbitrary sequence and {ek}k∈Z be the usual orthonormal
base in ℓ2(Z). Let D = {x =
∑
k∈Z ξk ·ek :
∑
k∈Z |ξk|
2 <∞,
∑
k∈Z |ξkwk|
2 <
1
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∞} which is a linear manifold in ℓ2(Z). We define Sw : ℓ
2(Z) → ℓ2(Z) by
the following equation:
Sw
(∑
k∈Z
ξk · ek
)
=
∑
k∈Z
ξk−1wk−1 · ek
(∑
k∈Z
ξk · ek ∈ D
)
.
The domain of an operator T : H → H will be denoted by domT . Using
this terminology, we can write D = domSw. It is quite straightforward to
see that Sw is bounded exactly when the weight sequence w = {wk}k∈Z is
bounded. In the special case when all weights are equal to 1, we speak about
the simple bilateral shift, S. It is well-known that S is a unitary operator.
Our result is stated and proven in the next section.
2. The characterization
Characterization of normality for bilateral weighted shift operators can
be obtained by a simple calculation (see also [15]). Namely, Sw is normal
if and only if we have |wk| = |wk+1| for every k ∈ Z, which is satisfied
exactly when Sw is unitarily equivalent to |w0| · S. Here we consider the
much harder question: which weighted bilateral shift operators are similar to
normal operators? Since this is a very natural question, it is quite surprising
that we have not found any paper which considers this problem.
Before giving our proof of this result, we shall specify what we mean
exactly by the similarity of two (unbounded) operators. We will follow the
definition given in [12, p. 213]. Namely, two operators A,B : H → H are
said to be similar, if there exists an invertible operator X : H → H such
that X(domA) = domB and XAh = BXh (h ∈ domA) are fulfilled.
Similarity is an equivalence relation (see [12]). Let us assume that A and
B are similar. Are An and Bn necessarily similar as well (n ∈ N)? This
is a natural question, which is obvious in case of bounded operators. The
following lemma gives the positive answer in general.
Lemma 1. Suppose that A and B are similar, and n ∈ N. Then An and
Bn are also similar.
Proof. We have to show that XAnh = BnXh (h ∈ domAn) and
X(domAn) = domBn hold. We will use an induction on n, thus we as-
sume that for smaller powers the statement has already been proven. First,
it is well-known that domAn ⊆ domAn−1 ⊆ H. Therefore we can write the
following:
X(domAn) = X
({
h ∈ H : Ah ∈ domAn−1 = X−1(domBn−1)
})
= X
({
h ∈ domAn−1 : XAh = BXh ∈ domBn−1
})
=
{
Xh ∈ XdomAn−1 = domBn−1 : B(Xh) ∈ domBn−1
}
= domBn.
Second, let h ∈ domAn. Then we have XAn−1Ah = Bn−1XAh = BnXh,
since Ah ∈ domAn−1. This completes the proof.  
Now, we are in the position to state and prove our result.
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Theorem 1. Let Sw be an injective, not necessarily bounded bilateral
weighted shift operator on ℓ2(Z). Then the following conditions are equiva-
lent:
(a) Sw is similar to a normal operator,
(b) there exists a constant c > 0 such that c · Sw is similar to S,
(c) we can find a constant c > 0 such that we have
sup
{
cn
n∏
j=1
|wk+j| : k ∈ Z, n ∈ N
}
<∞
and
inf
{
cn
n∏
j=1
|wk+j| : k ∈ Z, n ∈ N
}
> 0.
Proof. First of all, the (c)=⇒(b) part follows immediately from [15, Theorem
2]. Second, the (b)=⇒(a) part is obvious, since S is a normal operator. Thus
we only have to deal with the (a)=⇒(c) part. We consider an arbitrary
operator T : H → H, and we define the following set:
Stab(T ) =
{
x ∈
⋂
n∈N
domT n : lim
n→∞
‖T nx‖ = 0
}
which is clearly a linear manifold. Obviously the zero vector is always an
element of Stab(T ). We note that in case when we have supn∈N ‖T
n‖ <
∞, the set Stab(T ) is a subspace (i.e. closed linear manifold) which is
hyperinvariant for T (see e.g. [16]).
Concerning Sw, we claim that either Stab(Sw) = {0} or it is a dense linear
manifold in ℓ2(Z). Suppose that we have a non-zero vector x =
∑
k∈Z ξk ·ek ∈
Stab(Sw), then there is an index k0 ∈ Z such that ξk0 6= 0. The condition
x ∈ ∩∞n=1domS
n
w is equivalent to the following:∑
k∈Z
|ξkwk . . . wk+n−1|
2 <∞ (∀ n ∈ N). (1)
Therefore we get ek0 ∈ ∩
∞
n=1domS
n
w. Since we have
‖Snwek0‖ ≤
∥∥∥∥Snw
(
1
ξk0
· x
)∥∥∥∥ = 1|ξk0 | ·
∥∥Snwx∥∥→ 0 (n→∞),
we conclude ek0 ∈ Stab(Sw). Now, let j ∈ N be arbitrary. On the one
hand, it is quite straightforward that Sjwek0 ∈ Stab(Sw), hence we obtain
ek0+j ∈ Stab(Sw). On the other hand, by (1) we have ek0−j ∈ ∩
∞
n=1domS
n
w.
Obviously,
lim
n→∞
‖Snwek0−j‖ = lim
n→∞
|wk0−j . . . wk0−1| · ‖S
n−j
w ek0‖ = 0,
which yields ek0−j ∈ Stab(Sw). Therefore we conclude that every element
of the standard orthonormal base lies in Stab(Sw). Thus Stab(Sw) has to
be dense, which verifies our statement.
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Now, we show that any normal operator N satisfies
Stab(N) = ranE(D), (2)
where D denotes the open unit disk of C, and E is the spectral measure for
N . Let us consider an arbitrary vector x = x1⊕x2 ∈ ∩
∞
n=1domN
n with x1 ∈
ranE(D) and x2 ∈ ranE(C\D). Then we have N
nx = (Nnx1)⊕ (N
nx2). A
straightforward application of the function model for normal operators (see
e.g. [2]) gives us limn→∞ ‖N
nx1‖ = 0 and
lim
n→∞
‖Nnx2‖ =
{
‖x2‖ if x2 ∈ ranE(T),
∞ otherwise,
where T is the unit circle of C. Therefore we obtain that x ∈ Stab(N)
implies x ∈ ranE(D). On the other hand, if we have x ∈ ranE(D), then we
easily obtain x ∈ Stab(N), which implies (2).
Next, let us suppose that we have NXh = XSwh (h ∈ domSw) with some
invertible operatorX : H → H which also satisfies X(domSw) = domN . By
Lemma 1, we obtain (c · N)nXh = X(c · Sw)
nh (h ∈ domSnw, c > 0) and
X(domSnw) = domN
n for every n ∈ N. Therefore we have
Stab(c ·N) = X(Stab(c · Sw)) = X(Stab(Sc·w)).
By the observations made above, we conclude the following:
Stab(c ·N) = ranE
(
1
c
· D
)
∈
{
ℓ2(Z), {0}
}
(∀ c > 0). (3)
We conclude that we have only two possibilities: either N = 0 or E is
concentrated on a circle centred at zero. The first one contradicts to the
injectivity of Sw. Therefore we have the second case, which means that c·Sw
is similar to a unitary operator with some number c > 0.
Finally, we use the Sz.-Nagy similarity theorem and the following well-
known equations (see [15, Proposition 2]) in order to complete the proof:
∥∥(c · Sw)n∥∥ = sup

cn ·
n∏
j=1
|wk+j| : k ∈ Z, n ∈ N

 (n ∈ N)
and
∥∥(c · Sw)−n∥∥ = sup
{
1
cn ·
∏n
j=1 |wk+j|
: k ∈ Z, n ∈ N
}
(n ∈ N).

We note that the equivalence of (b) and (c) could be proven by a simple
application of the Sz.-Nagy theorem as well. In fact, the operator A (which
depends on a Banach limit), defined by Sz.-Nagy, is diagonal with respect
to the standard orthonormal base in this case, and the unitary operator, to
which c · Sw is similar, is a weighted bilateral shift operator with weights of
unit modulus (see [4, 6, 16, 17]).
We close our paper with the following consequence.
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Corollary 1. Let Sw be an injective weighted bilateral shift operator on
ℓ2(Z) which is similar to a normal operator. Then Sw is a bounded, cyclic
operator, which is not supercyclic. Furthermore, its spectrum is a circle
centred at zero.
Proof. Since S is cyclic, bounded, and its spectrum is T, we obtain that Sw,
which is similar to 1
c
· S with some c > 0, is also cyclic, bounded, and its
spectrum is 1
c
·T. Furthermore, 1
c
·S is not supercyclic by [14, Theorem 3.1],
which implies that neither is Sw 
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