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ABSTRACT 
Let A E GL,(F), where F is a field. We say that A is 1-cyclic if A is similar to a 
matrix of the form A' = diag{A 1, A z . . . . .  Ak}, where A i ~ GLt(F) is cyclic for 
1 ~<i ~<k, l1 ~{0,1}, and 1 i >~2 for 2~<i~<k. It is shown that if A ~GLn(F )  is 
1-cyclic, where n >t 2 and IFI >/4, then every nonscalar matrix M ~ GL,(F)  whose 
determinant equals (det A) 4 is the product of four matrices which are similar to A 
under matrices of SL,(F). The problem of expressing a scalar matrix as a product of 
similar 1-cyclic matrices is also discussed. The above result is applied to problems of 
factorizing matrices in the group SL,(F) into products of unipotent matrices of index 
2, and into products of matrices of (fixed) finite order. © Elsevier Science Inc., 1997 
I. INTRODUCTION 
Let A ~ GLn(F) ,  where F is a field. We say that A is 1-cyclic if A is 
similar to a matrix of the form A '= diag{A 1, A 2 . . . . .  Ak}, where A i 
GL l (F )  is cyclic for 1<<,i <<,k, 11 ~{0,1}, and 1 i>/2  for 2 ~<i~<k. If  
I 1 = 0 (i.e., all the blocks on the diagonal of A are of size at least 2), we say 
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that A is strictly 1-cyclic. In this paper we show that if A ~ GL , (F )  is 
1-cyclic, where n >/2 and LFI >/4, then every nonscalar matrix M ~ GLn(F) 
whose determinant equals (det A) 4 is the product of four matrices which are 
similar to A under matrices of SLn(F) (see Theorem 1 below). We also give 
some sufficient conditions (on n and F) which ensure that for any strictly 
1-cyclic matrix A ~ GLn(F), any scalar matrix of GL , (F )  whose determi- 
nant equals (det A) 4 is the product of four matrices which are similar to A. 
Before stating the main theorem (Theorem 1), we give some notation. We 
shall say that two matrices of GL , (F )  are SLn-conjugate if they are similar 
under a matrix of determinant 1. If A ~ GL~(F), the SL,-conjugacy class of 
A is the set of all matrices in GL , (F )  which are SLn-conjugate to A. We 
shall say that a similarity class or an SLn-conjugacy class of GL , (F )  is 1-cyclic 
(strictly 1-cyclic) if it corresponds to 1-cyclic (strictly 1-cyclic) matrices. If C 
is a similarity class or an SL~-conjugacy lass of GL,(F) ,  we denote d = det C 
if C consists of matrices of determinant d. Given a field F and an integer n, 
we denote by e(n, F) the largest (multiplicative) subgroup of F × whose 
order divides n. For any 0~sd~F we denote e(n, F, d) = {T ~F× I 
~n = d}. Note that e(n, F, 1) = e(n, F). We denote the order of e(n, F) by 
(n, F×), i.e., (n, F ×) = m if m is the largest integer which divides n and for 
which F contains a primitive mth root of unity. Given a subset C of a group 
and an integer k, denote C k = {clc 2 " .  c k I Cl, c 2 . . . . .  e k ~ C}. We recall 
that the center of GL, (F) ,  Z(GL~(F)), is the set of all scalar matrices in 
GL,(F) .  Our main result is the following 
THEOREM 1. Let F be a field, where L FI >>- 4, and let n >~ 2 be an 
integer. Let C be a 1-cyclic SLn-conjugacy class of GL,(F) ,  and let D be a 
strictly 1-cyclic similarity class of GLn(F). Denote d = det D. Then the 
following hold: 
(1) Denote ~¢" = {M ~ GL , (F )  - Z(GL,(F))  ] det M = (det C)4}. Then 
C 4 2,¢t'. In particular, i fC  c SLn(F), then C 4 ~ SLn(F) - Z(SLn(F)).  
(2) DenoteX= {N ~ GL, (F )  [ det N = (det D)4}, and assume that ev- 
ery element of e(n, F, d 4) is a square in F. Then D 4 =~.  In particular, if  
D ___ SL, (F)  and every element of e(n, F) is a square in F, then D 4 = 
SL,(F).  
The above results generalize some older results on matrix factorizations. 
Two examples are given below. 
J. H. Wang and P. Y. Wu showed in [17, Theorem 3.5] that every complex 
matrix of determinant 1 is the product of at most four complex unipotent 
matrices of index 2 [A ~ GL,,(F) is unipotent of index 2 if A - I is 
nilpotent and (A - 1) 2 = 0]. We use Theorem 1 to extend Theorem 3.5 of 
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[17] to any field F which has at least four elements and for which every 
element in e(n, F) is a square in F (see Theorem 2 below). Furthermore, it 
is shown in Theorem 2 that all the matrices in the factorization may be taken 
from a fixed similarity class. It was stated in Theorem 3.5 of [17] that if 
n >_- 3, then the minimal number of required matrices in the factorization is
four. Hence, the bound on the number of factors in Theorem 3.5 of [17] is 
best possible, and we have that the bounds in assertion (2) of Theorem 1 and 
in (2), (3) of Theorem 2 are best possible. 
We will use the following notation in Theorem 2. We say that a similarity 
class C of GLn(F) is unipotent of index 2 if it consists of unipotent matrices 
of index 2. Similarly, a conjugacy class C of SLn(F) is unipotent of index 2 if 
it consists of unipotent matrices of index 2. 
THEOREM 2. Let n >~ 2 be an integer, and let F be a field such that 
IFI >/4. Then the following hold: 
(1) There is a conjugacy class C of SLn(F) which is unipotent of index 2 
such that C 4 2 SLn(F) - Z(SL,(F)). 
(2) I f  n is odd, there is a conjugacy class C of SLn(F) which is unipotent 
of index 2 such that C 4 = SLn(F). 
(3) I f  n is even and every element of e(n, F) is a square in F, then there 
is a similarity class C c_ SLy(F) which is unipotent of index 2 such that 
C 4 = SL,(F). 
W. H. Gustafson, P. R. Halmos, and H. Radjavi showed in [5] that every 
square matrix M over a field, with determinant + 1, is the product of not 
more than four involutions (recall that a matrix A is an involution if A 2 = I 
and A ¢: I). Furthermore, the minimal number of required involutions is 
four. We show that if IFr ~> 4, det M = 1, and every element of e(n, F) is a 
square in F if n is even, the matrices in the factorization may be taken from 
a fixed SL,-conjugacy class of involutions (see Theorem 3 below). If SL, (F)  
contains an element of finite order h, then every element of SLn(F) is the 
product of finitely many elements of order h, provided that n > 2 or J F I >~ 4. 
It was asked in [5, p. 161] how many factors are needed if h > 2, and how 
many factors are needed if all the factors are taken from a fixed conjugacy 
class. Using Theorem 1, we give in the following theorem some sufficient 
conditions which ensure that a bound for the minimal number of factors is 
four. 
THEOREM 3. Let n >~ 3, be an integer, and let F be a field such that 
IFI >i 4. Let h be an integer such that (h, F ×) ~ 1. Assume that SLn(F) 
contains a matrix of order h. 
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Then the following hold: 
(1) Assume that (h, F ×) > 2. Then there is A ~ SL, (F)  of order h such 
that C( A) 4 D SLn(F) - Z(SL,(F)),  where C(A)  denotes the conjugacy class 
of A in SL,(F).  I f  we assume further that every element of e(n, F) is a 
square in F, then there is A ~ GL, (F )  of order h such that C( A) 4 = SL,(F).  
(2) Assume that either h = 2 or (h, F ×) = 2. Then there is A ~ GL, (F )  
of order h and determinant +_ 1 such that C(A) 4 ___ SLn(F) - Z(SL,(F)),  
where C( A) denotes the SL,-conjugacy class of A. Furthermore, C(A) 4 = 
SL,(F),  /f either n is odd or n is even and every element of e(n, F) is a 
square in F. 
The case where n = 2 and some related problems for the group PSL, (F)  
are discussed at the end of Section IV. 
In section II we give the notation used in this paper. The main theorem 
(Theorem 1) is proved in Section III, and the applications of Theorem 1 
(Theorem 2 and Theorem 3) are proved in Section IV. 
II. PRELIMINARIES 
Let F be a field. Given a polynomial p(A) =a 0 +a lA  +- -"  + 
a,_ 1Ak- 1 + Ak, denote the companion matrix of p(A) by 
c(p( , ) )  = 
0 1 0 ... 0 
0 0 1 ... 0 
0 0 0 ... 1 
- -  a 0 - -  a t - -  a 2 . . . .  ak_  1 
Let Pk be the k × k permutation matrix which corresponds to the permuta- 
tion (1, 2 . . . . .  k), i.e., 
Pk  
0 1 ". 
0 0 --- 
0 0 .-- 
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Then we denote 
- -a o x ) 
C(p(a) )=pk  o 
where x = ( -a  l, -a  z . . . . .  -ak_ l ) .  We shall say that A ~ GL , (F )  is in 
rational form if A = C(pa( ) t ) ) ,  where pa(A) denotes the characteristic 
polynomial of A. Given an integer s and ot ~ F, we denote by J s (a )  the 
s × s Jordan block 
= 
a 1 
a 1 0 
0 a 1 
O/ 
We recall that a matrix T E GLn(F )  is cyclic if there is a vector x such 
that the vectors x, Tx . . . . .  T " -  Ix are linearly independent. It is well known 
(see [6, Chapter 7]) that T is cyclic if and only if its Jordan canonical form 
contains only one block for every eigenvalue (over the algebraic closure of 
F). Note further that if p(A) is the characteristic polynomial of T ~ GL , (F ) ,  
then T is cyclic if and only if T is similar to C(p(A)) .  
Given an n × n matrix A, we denote by A i j the ( i , j ) th  entry of A. I f  v 
is any vector, we denote the ith entry of v [;y v i. Given distinct integers 
1 ~< il, i 2 . . . . .  i k ~ n, we denote by A(i  1, i 2 . . . . .  i k) the submatrix consisting 
of the intersections of rows and columns i l, i 2 . . . . .  i k of the matrix A. We 
say that a matrix A ~ GL~(F)  is of order h, and denote h = o(A)  if h is the 
least nonzero integer such that A h = I n. 
Given a permutation o- on the letters {1, 2 . . . . .  n}, let P = P~ be the 
corresponding permutation matrix, i.e. Pi , --- 1 if o-(i) = j  and Pi , = 0 , j  , J  
otherwise. We assume that or acts on {1, 2 . . . . .  n} on the right, but we denote 
the image of i under o" by o-(i). In particular, if O'l, 0" 2 are permutations of 
{1, 2 . . . . .  n}, then o-lo-2(i) = o-2(o-l(i)). We shall denote e( i )  = j  if O'(i) = j .  
We shall extend definitions used for matrices to the corresponding 
conjugacy classes. For example, we shall say that a similarity class (or an 
SL,-conjugacy class) of GL , (F )  is of finite order h if it consists of matrices 
of finite order h, etc. 
We shall use the following theorem in the sequel. 
THEOREM 4 (See [12, Theorem 2]. Let  F be a f in i te  f ield. Suppose that 
A,  B are n × n matr ices which  are s imi lar over  GL, (F ) ,  and suppose fu r ther  
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that some elementary divisor of  xI - A is irreducible over F. Then A, B are 
similar over SLn(F). In particular, this occurs i f  either the characteristic 
polynomial or the minimal polynomial of  A has some simple irreducible 
factor. 
We note that the above theorem implies that if A = diag{A1, 
A 2 . . . . .  A k} ~ GLn(F), where F is a finite field, and if one of the blocks A t 
(1 ~< i ~< k) is irreducible over F, then the similarity class and SLn-conjugacy 
class of A coincide. 
We shall use the results of [7] and [8] in the sequel. In particular, the 
following theorem will be frequently applied. 
THEOREM 5 (See [8, Theorem 2]). Let A, B ~ GLn(F)  be cyclic matri- 
ces, where IFI > 4 and n >>. 3. Assume further  that all the eigenvalues of  A 
(or B) lie in F. Then for  every nonscalar matrix M ~ GLn(F), where 
detAdet B = det M, there are matrices A1, B 1 ~ GLn(F) which are similar 
to A, B respectively, such that A1B 1 = M. The same conclusion holds for  
n = 2 if  and only i f  either the eigenvalues of  A (and those of  B) are distinct, 
or all the eigenvalues of  A and B lie in F. 
III. PROOF OF THE MAIN THEOREM 
LEMMA 1. Let o~,/31 . . . . .  [3 k be distinct nonzero elements o fF  (k >~ 1), 
and let s 1 . . . . .  s k be integers• Let n i ~ (1 ~< i <~ k, 1 <~j <~ si), be integers 
greater than 1. Let Aj( [3 i) be the )~ollowing hi, j X ni, j upper triangular 
matrix: 
A/R,~,,_ ,  = ~ * 
0 . 
where (Aj([3i)) l 1+1 -re 0 for  2 <<. l <<. n i j -- 1. For 1 <~ i <~ k, 1 <~j <~ s t - 
1, let Cj(i) be an nt. j × nt,j+ 1 matrix whose (nt,j,2) entry is nonzero and 
whose f irst column is (tt, j, 0 . . . . .  0) r fo r  some 0 q: t~.j ~ F. For 1 <~ i <<. k 
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let n~ = E~'j = 1 n i , j ,  and let E~ be the n~ × n i matrix 
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E i 
C1( ) 
A2(/3,) C2(i)  * 
0 A~_I(/3,) C~ _1(i ) 
A~,(/3,) 
For 1 <~ i <~ k - 1, let D i be an n i × ni+ 1 matrix whose (n i ,2)  entry 
is nonzero, and assume that (Di)  ~ -n +2 1 = (Di)n,-n +3 1 . . . . .  
i i , s~ , " i , s  i , 
(Di)n,.1 = O. Let A be the matrix 
A = 
E1 D1 
E2 De 
0 Ek- 1 Dk-  1 
Ek 
Then A is cyclic. 
Proof. Denote the size of A by n [i.e., A ~ GLn(F)  ]. Denote l=  
~k= 1 si [i.e., l is the number  of eigenvalues of A (multiplicities counted) 
which are different from a] .Let l=r  1 <r  2 < "-  <r  z=n-nk ,s~ + lbe  
all the indices for which A .... , ~ a.  I f  l >/3, define the upper triangular 
unipotent matrices T3, T 4 . . . . .  T l as follows. For every 3 ~< j ~< l the diagonal 
entries of Tj are 1; for every 3~<j  ~<1 and 1<~i <r j _  l(Tj),,rj =x, ( j ) ,  
where x l ( j ) , .  Xr - l ( j )  are some elements of F (3 ~<j < 1), and all the 
' ' 7  j - I  
other entries of T3 . . . . .  T l are zero. I f  1 >/3 denote T = TaT 4 "" Tl, and 
denote T=I  n if l~<2.  One can check that the entires xi( j )  (3 <~j <<,l, 
1 ~< i < r~_ 1) may be chosen such that (T -  1AT)i~ o r = 0 whenever 3 ~< j ~< l, 
1 <~ i ( j )  ~: r j_l ,  i ( j )  ~ rl, r z . . . . .  rj_ 2. Fur the~re ,  these elements, xi ( j )  , 
could be chosen such that for every 1 ~< i ~< k and 1 ~< j ~< s i_ 1, the entries 
(Cj(i))l, ~ and (Cj(i))n, j,2 are not changed by the conjugation of A with the 
matrix T, and such that the entries (Di)n,.2 are not changed. In particular, 
one can see that the conditions of the lemma (imposed on the matrix A) hold 
for the matrix T-1AT.  
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By the above considerations, we may assume from now on that Ai ( j )  ' rl = 0 
whenever 2 ~<j ~< l, 1 ~< i ( j )  < rj_ 1, i ( j )  ~ rl, r 2 . . . . .  rj_ 2. 
Let J ~ GL,(F)  be a cyclic matrix in Jordan canonical form. We shall say 
that an upper triangular matrix X ~ GL, (F)  is in generalized Jordan form 
(with respect o J )  if x~,~=J~,~ for 1 ~<i ~<n and X~,~+I #0 i f Ja ,~+l  4:0 
(1 ~< i ~< n -- 1). By Lemma 3 of [8], if X is in generalized Jordan form with 
respect o J, then X is similar to j (under a unipotent upper triangular 
matrix), and in particular, X is cyclic. 
We claim that there is a permutation matrix Q ~ GL,(F)  which fixes the 
letter 1, such that Q-1AQ is in generalized Jordan form, and furthermore, Q 
does not change the order of the/34, i.e., if A i ~ =/3~ and Aj j =/3t for some 
1 ~< i < j  ~< n and some 1 ,%< r, t <~ k, then ~J(i) < Q(j) .  "i;he proof of this 
fact will be by induction on 1 - k Yi= l st, the number of blocks Aj(/3i) on the 
diagonal of A. If l = 1, then A is in generalized Jordan form, and on taking 
Q = I,, the result follows. Assume now that l > 1, and that the result holds 
for I - 1. Let Q1 ~ GLn(F) be the permutation matrix which corresponds to 
the permutation (2, 3 . . . . .  nl, 1 + 1). Then Q{IAQ1 takes the form 
( 01 
where 191 ~ 0 if R1, l = /31, and the conditions of the lemma hold for R 
(where the number of blocks on the diagonal of R is now 1 - 1). Then by 
induction, there is a permutation matrix Q2 ~ GL , - I (F )  which fixes the 
letter 1, such that the matrix R 1 = Q~IRQ2 is in generalized Jordan form, 
(R1)1,1 =/31 if 131 is an eigenvalue of R, and Q2 does not change the order 
of the /34 in R. Denote Q = Q1 diag{1, Q2}- Then Q ~ GL,(F)  is a permu- 
tation matrix which fixes the letter 1, Q-1AQ is in generalized Jordan form, 
and Q does not change the order of the /34, as required. Then A is cyclic, 
and the lemma is proved. • 
COROLLARY 1.1. Let A ~ GL,(F)  be as in Lemma 1, and let B 1 E 
GLm~(F), B 2 ~ GLm (F) be upper triangular unipotent matrices, where ml, 
m 2 are nonnegative integers. Assume that for  i E {1,2}, (B,)j,j+ 1 --# 0 for  
1 <<,j <~ m i - 1. Let D 1 be an m 1 × n matrix such that (D1)m1.2 4: 0, and let 
D 2 be an n × m 2 matrix such that (D2)n, 1 --# O. Let E ~ GLn+ml+m~(F) be 
any matrix of  the form 
E = 
°eB1 D1 * / 
0 A D2 / " 
0 0 ozB 2 
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For i ~ {1,2} denote m i = 0 i f  t~iB i (and D i) are not present in the above 
presentation o f  E. Assume fur ther  that either A L 2 = 0 or  (D1)ml '1 = 0. Then 
E is cyclic (and E is cyclic also i fm 1 = 0 or m 2 = 0). 
Proof• I f  m I = 0, then the conditions of  Lemma 1 hold for E, and the 
result follows• Assume now that m 1 ~ 0. Let X = X(x  1 . . . . .  Xm,) 
GLn+ml+m~ be the matrix def ined by Xi, i = 1 for 1 ~< i ~ n + m 1 + m 2, 
Xi mx+l = X~ for 1 ~< i ~< m l, and X~,j = 0 otherwise. Denote E 1 = X-~EX.  
Then, since AL l  # a ,  one can choose xl . . . . .  Xm, ~ F such that  (E1)i, ml+l 
=0 for l~<i~<m 1 (see Proposition 1 in [8]). Since either AL2 =0 or 
(D1)m 1 = 0, one can choose the elements x 1 . . . .  x m such that (E1)m m +2 
1, ~ l 1, 1 
0 [and in particular, one can choose Xm~ = 0 whenever (Dl)m~,l = 0]. Let 
E 2 = Q-~E~Q, where Q ~ GL.+mx+m~(F) is the permutat ion matrix which 
corresponds to the permutat ion (1, 2 . . . . .  m 1 + 1). Then the conditions of 
Lemma i hold for E 2, and the result follows• • 
Before proving the next corollary, we define the following. Assume that 
ot = 1 in Lemma 1. Let nl ,  n2, na, r be nonnegative integers, and let 
A ~ GL. I+n2(F)  be as in Lemma 1 (where in the notation of Lemma 1, 
n = n I + n 2, the eigenvalues of  A are ot = 1,/31 . . . . .  ilL, etc.). Denote 
N * ) 
A= 0 N~ ' 
where N 1 ~ GLn1(F), N 2 ~ GL.~(F) ,  and assume that n 2 is chosen such 
that (in the notation of Lemma 1) there is 1 ~< j0 ~< sk such that 
Cj0+l(k) 
Aj0+2(/3,)  
0 
As (/3k) 
Let N 3 ~ GL .3(F )  be a unipotent upper  triangular matrix such that 
(N3)~,i+ 1 =/= 0 for 1 ~< i ~< n 3 - 1. Let M~ be the following matrix: 
M[= = 0 N2 * , 
N3 0 0 N3 
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and assume that (M~)n~+n~,nl+n~+ 1 ~ O. Let  0, ___ 1 ~ 7 ~ F, and assume 
that 1 /7  v~/3 k. Def ine  a matrix M~' ~ GL2~(F)  as follows: 
B~ F~ 
B2 
0 Br_ 1 Fr_ 1 
Br 
where  for any 1 ~< i ~< r, Bi ~ GL2(F )  is an upper  tr iangular matrix and 
(Bi)l,l = 7, (Bi)2.2 = 1/7 .  Assume further  that for 1 ~< i ~< r - 1 we have 
(Fi)l,  1 ~ 0, (Fi)2, 2 ~ O, (Fi)2,1 = 0. Let  ~ GLnl+n2+,,3+2r(F) be the 
fol lowing matrix: 
W) = 
0 M'[ 
N 1 * • W 1 
0 N 2 * W 2 
0 0 N 3 0 
o o o 
where  W 1 is any n 1 × 2r matrix and W 2 is any n 2 × 2r  matrix. 
COROLLARY 1.2. Let s¢ be the matrix defined above. Then one can 
choose entries of the submatrix W 1 (while keeping the other entries of 
unchanged) and the entries of the first column of the submatrix W2, such that 
for any values in columns 2, 3 . . . . .  2 r of W 2, the matrix 5~" is cyclic. 
Proof. Note first that by Corol lary 1.1 and by Lemma 1, the matr ices 
M '  1, M~' are cyclic. Denote  n '  = n 1 + n 2 + n 3 - s 1 . . . . .  s k (where 
s 1 . . . . .  s k are as in Lemma 1). By the proo f  of  Lemma 1, one can see that 
there is an upper  tr iangular un ipotent  matrix T ~ GLn(F )  and there is a 
permutat ion  matrix Q1 ~ GLn~ +,,~+03 (F )  which does not change the order  of  
the /3i, and which fixes the entr ies 1, n 1 + n2, n 1 + n 2 + 1 . . . . .  n 1 + n 2 + 
n 3, such that the matrix QllT-1M~TQ1 takes the form 
Q{ 1T- 1M,1TQ1 = 
D 1 
D2 
Dk 
U 
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where for 1 <~ i <~ k, D i is upper triangular and similar under an upper 
triangular matrix to Js~/3,), the Jordan block of size s, and eigenvalue/3, (see 
Lemma 3 of [8]); and U ~ GL~,(F) is upper triangular and similar under an 
upper triangular matrix to Jn,(1). Similarly, one can see that there is an upper 
triangular unipotent matrix S ~ GL2r(F) and there is a permutation matrix 
Q2 ~ GL2r(F) which t~Lxes the letter 1, such that Q~IS-1M~SQ2 takes the 
form 
Q~IS-1M~'SQ2= (D(T)  * ) 
0 D(1 /7)  ' 
where D(T), DO/T)  are upper triangular and similar under upper triangu- 
lar matrices to Jr(Y), Jr(1/Y ), respectively. Denote Q = diag{TQ1, SQ2}. 
Then Q-1~¢Q takes the form 
Q- lr~e'Q = 
D1 
• ° 
Dk- 1 
Dk 
U 
D(T) 
D(1 /T )  
=def 
N~ * * W[ 
0 D k * W~ 
o o v w~ 
0 0 0 N~ 
By Lemma 3 of [8], there is an upper triangular matrix T 1 ~ GLn~+.2+. (F) 
such that 
o)( 1o) 
o I~r 9 -~p o I~r 
N~' 0 0 W;' 
0 D k 0 W~' 
o o u w~' 
0 0 0 N~ 
~def 3~1, 
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where N~' = diag{D 1 . . . . .  Dk-1}- We can choose appropriate values for the 
entries of W 1 and for the entries in the first column of W~, such that the 
entries in the first column of W~' are zeros, and such that the first column of 
W~' is (0 . . . . .  0, 1) T. Since U and N~ have no eigenvalue in common, we have 
by Proposition 1 of [7] that there is an upper triangular unipotent matrix 
T 2 ~ GL.~+.~+n~+2r(F)of  the form 
'Isl+...+s~, 0 0 
I '2= 0 I n, X , 
0 0 I2r 
such that the matrix -~¢2 = T~-l~¢lT 2 takes 
N~' 0 
0 D k ~¢= 
0 0 
0 0 
the form 
0 w;' ) 
0 w~' 
U 0 
0 
Assume now that 1 / - / i s  an eigenvalue of D 0, say, where 1 ~<J0 ~< k - 1 
(recall that 1 / - /  is not an eigenvalue of Dkl, and assume that 3, is an 
eigenvalue of Dj,, say, where 1 ~<jl ~< k and jx ¢=j0. Denote by l 0, 11 the 
largest integers such that 1 ~< l0, l I ~< s 1 + --. +s  k and such that ('~¢2)t0,z0 = 
1/ , / ,  (~¢2)z~,1, = ,/, respectively. Then, since the entries of W 1 were arbi- 
trary, one can choose these entries such that (,ace)t0 ' ,, +,2 +-3 + r+ l = 1 [and in 
particular, (W~')t0" r+ 1 = l ] ,  (3~¢Z)/1 ' nl+n2+.3 + 1 : 1 [and in particular, (W[')ll, 1 
= 1 if J l  < k; note that if j l  = k, then  (,J~C2)lx, nl+n2+n3+l = 1 by previous 
considerations], and the remaining entries of W~' are zeros. Then, one can 
see that there is a permutation matrix P ~ GL,~+,2+ . +2r(F) such that the 
matrix P-1.J~g2P is upper triangular and such that ~1 the blocks on the 
diagonal of P-l,~¢ 2P are Jordan blocks which correspond to distinct eigenval- 
ues (the matrix P could be chosen such that the lowest two Jordan blocks on 
the diagonal of P-1~¢ 2P are those which correspond to the eigenvalues ,/, 
I /T ) .  Then P-l.,tg2e is cyclic by Lemma 3 of [8]. Hence, ~¢ is cyclic, as 
required. I f  1/31 is not an eigenvalue of D 1 . . . . .  D k or if ,/ is not an 
eigenvalue of D 1 . . . . .  Dk, we have that ~ is cyclic by similar considerations. 
For the following corollary, we recall from Proposition 4 of [7] that if C is 
a similarity class of GLn(F) ,  then for some gl . . . . .  gk ~ GLn(F )  we have 
C = cgx U --. u C~ k, where C g' . . . . .  cgk are the (disjoint) SL,-conjugacy 
classes contained in C. 
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COROLLARY 1.3. LetA E GL,(F) b e as in Lemma 1, where C:= r si > 2. 
Let C be the similarity class of A in CL,(F), and denote C = C, U *** U C,, 
where C l,. . . , C, are the (disjoint) SL,conjugacy classes of GL,(F) con- 
tained in C. In the notation of Lemma 1 denote 
where A, = A(n, r + 1, . . . . n), the $rst column of E is (d, 0, . . . , O)T fir 
some 0 # d E F,’ and E,, , 2 # 0. Then there are 0 # al, . . . , a, E F such 
that for any nl,l X (n - A;, 1) mu rices t Ei (1 < i < r> for which the Frst 
column is (a,, 0, . . . , 0) and whose (nl. 1, 2) entry equals E “,,,, 2, the matrix 
i 
Al( Pl) Ei 
0 AL? 
lies in Ci. 
Proof. We shall use the notation of Lemma 1 (and its proof). By the 
proof of Lemma 1, there is an upper triangular unipotent matrix T E GL,(F) 
and there is a permutation matrix Q E GL,(F) which fmes the letter 1, such 
that J = Q-‘T-‘ATQ 1s in generalized Jordan form, and Q does not change 
the order of the pi. An entry _Ii,j of J will be called a special entry if 
j=i+landJii=Ji+ri+r (l,<i<n-l).AnentryAij of Awillbe 
calledaspecialentryifekherj=i+land Ai,i=Ai+li+‘,=a(l<i< 
n - l), or Ai,j is the (1,l) entry or the (nip j,, 2) entry of bj,(i’) (1 Q i’ < k, 
1 <j’ < s,), or Ai,j is the (n,., 2) entry of Di. (1 Q i’ < k - 1). Checking 
the proof of Lemma 1, one can see that Ji, j is a special entry of 1 only if 
(i, j) = (Q(il), Q(j,)) f or some special entry Ail,j of A. Furthermore, the 
values of the special entries of A are not change d by the conjugation of A 
with the matrix TQ. 
Let A’ E GL,(F) be any matrix of the form 
where the first column of E’ is (d, 0,. . . , OjT, EA, ,,2 = E, ,,,, 2, and 
(A;( Pr)>i,j = (A,( Pr)>i,j w h enever i > 1 or (i, j) = (1,l). By Lemma 3 of 
[8] and by the previous considerations, there are upper triangular unipotent 
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matrices U, T 1 such that U-1Q-1T-1ATQU = Q-1T I1A 'T IQ .  In particular, 
we conclude that A is SL,-conjugate to the matrix A'. The result now 
follows by conjugating A with the matrices diag{t~, I,_ l} for appropriate 
0 ~ t l , . . . ,  t r ~ F and by the previous considerations. • 
LEMMa 2. Let A ~ GLn(F) (n >/2, IFI ~ 4) be the fol lowing cyclic 
matrix: 
A=P 0 a I .  1 ' 
where 0 -¢ a, fl ~ F, p is the n × n permutation matrix which corresponds 
to the permutation (1,2 . . . . .  n), and x = (x  2 . . . . .  x , )  is a row vector o f  
length n - 1. Define the foUowing pairs A,, B, (1 ~< i ~< 4): 
(1) I f  n =2 and ~ q~ + a or i f  n =2,  fl = a, x -~ O and charFq :2 ,  
let 
a 0 a 1 0 ' 
0 a ~(~ ~)=(o ~)(o ~ :1. 
(2) I f  n =2 and ~ = + a, f ix O, +_1~ 7 ~ F and let 
1 0 ' 
~(~ :)~(o ol)(o ~ :). 
(3) I f  n >2 let 
A3(  x) = p-1 
0 a ln -  1 ' 
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where x ' = ( x. ,  x ._ 1 . . . . .  x2 ). 
13 y2 
0 a 
B 3 = p 
0 
Y3 
. . . . . .  
O{ ~3 
O~ 
Yn 
E'rI- i 
Ol 
where 0 -~ ~i ~ F for  2 <~ i <~ n - 1, and Y2 . . . . .  Y. ~ F. 
- [3 x .  x" I 
A 4 = S-1A3 S = 0 -or  0 ) p- l ,  
0 0 Otln - 2 
where S = diag{-1, I._ 1}, x" = ( -x~_  1 . . . . .  -x2) .  Let B 4 = B z. 
Then the foUowing hold: 
(1) A 1 is similar to A under a matrix of  determinant -1 ,  B 1 is 
SLn-conjugate to A, and the product A 1B~ is a cyclic matrix. 
(2) A 2 is similar to A under a matrix of determinant -7 ,  B2 is 
SL.-conjugate to A, and the product A 2 B 2 is a cyclic matrix. 
(3) A 3 is similar to A under a matrix whose determinant equals 1 or - 1, 
and one can choose the entries Y2 . . . . .  Yn, e2 . . . . .  e,,_ 1 of  B 3 such that B 3 is 
SLn-conjugate to A, (A3B3)i,i+ 1 v~ 0 for  2 <<. i <~ n - 1, (A3B3)l, z ~ 0 i f  
[3 2 = a 2, and (A  3 B3)1, 2 = 0 i f  [3 2 ~ a 2. Under the latter conditions, the 
product  A 3 B 3 is a cyclic matrix. 
(4) For every z ~ F there is z '  ~ F and there is an upper triangular 
matrix B' 4 which is SLn-conjugate to B 4 such that the following hold: 
(A4B~)I, ~ = _[32, (A4B~)2, 2 = _or2, (A4B,4) i ,  i = or2 for  3 <~ i <~ n, 
(AaB; ) I ,  2 = z, (A4B~)2, 3 = Z', and (A4B;),,,+ , ~ 0 for  3 <~ i <~ n - 1. 
Furthermore, i f  z ~ 0 whenever [32 = az, i f  _[3z ~ ae, and i f  either 
char F ~ 2 or z'  ~ O, then the product A 4 B 4 is a cyclic matrix. 
(5) Assume that n > 2, det A = +_ a ", and let ~/ be any nonzero element 
of  F. Then there are A s, B s ~ GLn(F), where A s is similar to A under a 
matrix o f  determinant T, Bs is SLy-conjugate to A, and B s = pV for  some 
upper triangular V ~ GLn(F), such that the matrix D = AsB 5 takes the 
form 
D=( *) 
0 a2R ' 
(4) I f  n > 2 let 
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where U ~ GL,_2(F )  is upper triangular and unipotent, Ui, i+ 1 ~ 0 for  
1 ~< i ~< n - 3 ( / fn  >~ 4), and R E SL2(F  ) has two distinct eigenvalues in F 
which are different f rom 1 and are not squares in F if  char F 4: 2. Further- 
more, D is a cyclic matrix. 
Proof. Since B i = A if i ~ {1, 2}, Bi is SLn-conjugate to A if i ~ {1, 2}. 
Since p- lB  1 p = A i f  i = 1, A l is similar to A under  a matrix of  determi -  
nant  -1 ,  and if i = 2, A z is s imilar to A under  the matrix p diag{1, T}, 
whose determinant  equals - ~/, as required.  The fol lowing equal it ies hold: 
A1B 1 
/3 (/3 + 0/)x) 
0 0/2 ' 
A 2 B 2 
0 0/2/3, " 
Then AIBI ,  A2B 2 are cyclic, and (1), (2) are proved.  
Assume now that i = 3. Let  
I = 
•°. 
.•. 
Since j - lp j  = p-~, we have A 3 = ( jp -~)A( jp -1 )  -1, and in part icular,  A 3 
is s imilar to A under  a matrix whose determinant  equals 1 or - 1. By Lemma 
2 of  [8], for any E 2 . . . . .  ~-  1 ~ F there  are Y2 . . . . .  Yn- 1 ~ F such that B 3 is 
SLy-con jugate  to A. Now, 
A 3 n 3 
. . . . . .  
0/2 E~ 
O/2 ~ 
2 0 0/ 
t 
Y~ 
n--1 
0/2 
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' ' ~ F and some y~, , y'~ ~ F. I f /32  ~ 0/2 or if for some 0 :/: ~2 . . . . .  ~_  ~ . . .  
y~ ~ 0, then A 3 B3 is cyclic by Proposition 1 and Lemma 3 of [8]. Hence, if 
a ~=/3~ and y~0,  or if 0/~ ~/3  z and y~=0,  the proof of (3) is 
complete. 
Assume now that one of the latter conditions does not hold. Given t ~ F, 
let 
(1 z) 
T( t )  = 0 In_ 1 ' 
where z = (t, 0 . . . . .  0). Denote D '= T( t l ) - IA3T( t l )T ( t2 ) - IB3T( t2 ) .  Then 
D '  is upper triangular, D~, i = (A3B3)i ,  ~ for 1 ~< i ~< n, D~,i+ 1 = ~ for 
3 <~i <~n-  1, D' = ' + az ( t l - t2 ) ,  and D' = .3 E2 1,2 Y'2 + /32t2 a2t l  • 
Then, if a2~/32~ one can choose tl,  t 2 ~ F such that D' = 0 and 1,2 
/~t 0/2 2, 2, 3 ~ 0, and if = /3  one can find t 1, t 2 ~ F such that D' ~ 0 and 1,2 
D' 2, 3 ~ 0, since I FI >i 4. The above completes the proof of (3). 
Assertion (4) of the lemma follows by choosing appropriate w 1 ~ F and 
conjugating B 4 with 
/ 1 iwl 
where w = (w 1, 0 . . . . .  0) and by Proposition 1 and Lemma 3 of [8]. To prove 
(5), note first that since IFI 1> 4, the matrix D really exists in GLn(F) .  
Checking the proof of Lemma 5 in [7], one can see that the result holds for 
= 1. I f  7 ~ 1, we have by the same considerations that there is A' 5 E 
GLn(F )  which is SLn-conjugate to Q- lAp ,  where Q = diag{/n_2, 31, 1}, 
such that the conditions imposed on D hold for the matrix A' 5 B 5. The fact 
that D is cyclic follows by Proposition 1 and Lemma 3 of [8], and the proof is 
complete. • 
LEMMA 3. Let nl,  n 2 be integers, where n 1 >~ 1 and n 2 >~ 2. Let  
V 1 ~ GLn~(F), let V 2, V~ ~ GLn~(F) be upper  tr iangular matrices, and let 
pl,  P2 be the n 1 × n 1, n 2 x n 2 permutat ion matrices which correspond to 
the permutat ions (1 . . . . .  nl), (1 . . . . .  n2), respectively. Let  A 1 = V 1 p{  l, A2 = 
plV2, B 2 = p2V~, and let B 1, B 3 E GLnz(F) , where B 3 is upper  tr iangular 
(note that i f  n 1 = 1, then A1, A 2 are nonzero scalars). Let C 1 = diag{Al, B1}, 
C 2 = diag{A2, B2}, C 3 = diag{At, B3}. Denote n = n I + n2, and let a, b be 
any nonzero elements o fF .  Then there are matrices El,  E2, E'z, Ez ~ GLn(F) ,  
where E 1 is SLn-conjugate to C1, E~, E' 2 and SLn-conjugate to Cz, E 3 is 
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SLn-conjugate to C 3, and there are n 1 × n 2 matrices D, D' ,  D" such that 
A A 2 D ) 
E1E2 = 0 B IB  e ' 
0 B IB  2 ' 
A A, 2 D" ] 
E1 E3 = 0 B 1B 3 ]' 
such that the fol lowing hold: 
(1) I f  n I = i then Da, 2 4: O. 
(2) I f  n I = n 2 = 2 then Dk l  --/: O, D2,  2 -¢ O, D2,1 = O. 
(3) I f  n 1 >2 or n 2 > 2 then D1,1 = a, D,,,, 2 = b, and Dc l  
2 <<, i <~ n p 
(4) D'n~,l ~ O. 
(5) o. 
=0 fo r  
Proof. For  any n 1 × n 2 matrix X, denote 
('0 , *) T(x)  = t,,2 
Then 
= [ A1A2 A l (A2X - XB2) t 
f i T - l (  X)C2T(  X)  
0 B1B z ] " 
I f  n 1 = t, let X= (1,0 . . . . .  0). Then  (A I (A2X-XB2) ) I ,  2 =/= 0, and (1) 
follows. Take 
0 0) 
to prove (2). To prove (3), one can choose a' ,  b '  ~ F such that g i l l ,  2 = b '  
, = b '  and X,,~ 2 a '  if n z = 2, Xi ,  j = 0 a'  if n z > 2, X1,1 and Xnl n2 = = 
otherwise, and such that the condit ions imposed on D in (3) hold. I f  n 1 = 1, 
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let X = (0 , . : . ,0 ,  1), and if n 1 > 1, let Xn~ ,1 ~S O, Xi. j = 0 i f ( i , j )  ¢: (n 1, 1); 
then (4) follows. Similarly, (5) follows by conjugating C 3 with T(X) ,  where 
X,,,, 1 # 0 and X~,j = 0 otherwise. • 
COROLLARY 3.1. Let A1, B 1 E GLk(F )  , where k >~ 2. Let M~ ~ GL2(F) ,  
and let M 2 = p2V E GLe(F)  , where V is an upper triangular matrix and Pe 
is the permutation matrix which corresponds to the permutation (1, 2). 
Denote A = diag{A l, M1}, B = diag{B1, Me}. Fix an upper triangular matrix 
T 1 E GLk(F) .  Given a k × 2 matrix Y, denote 
T (Y )  = 12 ~ GLk+z(F ) ,  
Denote 
AT- I (Y )BT(Y)  = ( AtTllBIT~O MIW 
(where W is a k × 2 matrix). Then for any column vector v of length k there 
is a k × 2 matrix Y' such that 
M1 M2 ' 
where the first column of W'  is v. 
Proof. We have 
AT- I (Y )BT(Y)  = ( AIT~IB1TIO A I (T l lB IY -  T l lyM2)  ) 1M 2 
Assume now that the second column of Y is zero, and denote the first 
column of Y by v 1. Then the first column of the submatrix Al(T11B1Y - 
T11 yM 2) is A 1T~- 1B i v 1- Setting the first column of Y' equal to B ~ 1T1 A ~- 1 v 
and the second column equal to zero, the result follows. • 
LEMMA 4. Let A = diag{Ao, A 1 . . . . .  Ak} E GL2k+I(F),  where [FI >t 4, 
k >~ 1, A o = /3Ilforl ~ {0, 1}, 0 ~ /3 ~ F, andfor 1 <<. i <~ k, A~ ~ GL2(F)  
is a nonscalar educible matrix of determinant 13 2. Let 0 # Y', Y" ~ F. Then 
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there are upper triangular matrices A', A" which are similar to A under 
matrices of determinants "y', T" respectively, such that A'A" =/3ZD, where 
D is upper triangular and unipotent, and Di, ~+ 1 ~ 0 for 1 <~ i <~ 2k + l - 1 
(and in particular, D is cyclic by Lemma 3 of [8]). 
Furthermore, if 2k + l >i 3, there is a cyclic matrix D' = 
diag{U, T, /34//7} E GL2k+t(F), where U = J2k+l-2( /32), the Jordan block 
of size 2 k + l - 2 and eigenvalue 182; T E F is such that T ¢ O, +_/3 2; and 
C~ 2 Co,, where CA, C D, are the SLn-conjugacy class of A and similarity 
class of D', respectively. 
Proof. Clearly, if the lemma holds for /3 = 1, then it holds for any 
0 ~/3  ~ F. Hence, we may assume from now on that /3 = 1. We begin by 
proving the first assertion of the lemma. Assume first that A 1 . . . . .  A k are all 
similar in GL2(F)  , and denote the eigenvalues of A 1 (and A 2 . . . . .  A k) by or, 
1/a .  Clearly, A is similar under a matrix of determinant T, say, to the matrix 
diag{ A0, A'~ . . . .  , A'k}, where for 1 ~< i ~< k, 
1) 
A'i= 0 1 /a"  
Given any 0 ~ T'  ~ F, then by conjugating the matrix diag{A0, A' 1 . . . . .  A' k) 
with the matrix diag{I n_ 1, T'//T}, we may assume that A is similar under a 
matrix of determinant T' to A' = diag{A 0, A' 1 . . . . .  A'k}, where A' i is as 
above for 1 ~<i ~<k-  land  
I ~ ~"/~' 1 o 
Assume now that k = 1 and l = 0. By similar considerations to those 
used above, there is 0 # x ~ F such that A is similar under a matrix of 
determinant 3'" to 
A:(I"0 x) 
Then 
A 
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for some y ~F .  I f  y ~0,  the result follows. I f  y =0,  replace A" by 
T- IA"T ,  where T = diag{1/t, t}, where 0 4= t ~ F, t 2 4= 1; and the result 
will follow. Hence, we may assume that either k > 1 or l = 1. Assume first 
that l = 1 (and in particular, the similarity class and SL,-conjugacy class of A 
coincide). I f  cr 4= - 1, one can easily check that A is similar under a matrix 
of determinant T" to A" = diag{A"l, A'~ . . . . .  A'~, a}, where 
1) 
A1 = 0 1 /a  ' 
and 
1) 
Ai = 0 1 /a  
for 2 < i ~< k. Then A' A" is upper triangular and unipotent, (A '  A" )i./+ 1 ~ 0 
for 1 ~< i ~< 2k, and the result follows. I f  ~ = - 1 (and char F 4= 2), then by 
Proposition 1 of [8], A is similar under a matrix of determinant y '  to 
A=(1 v) 
0 R ' 
where v = (1, 0 . . . . .  0), R = diag{A' 1. . . . .  A'k}, and by conjugating 
diag{1, A' 1 . . . . .  A' k} with the permutation matrix which corresponds to the 
permutation (2, 3 . . . . .  2k),  A is similar under a matrix of determinant y" to 
A" = 
1 0 . . . . . . . . . . . . . . .  0 
-1  0 0 y'/y 
-1  1 0 
-1  
-1  1 
0 -1  0 
-1  
Then A'A"  is upper triangular and unipotent, and (A 'A") i , i+ 1 --# 0 for 
1 ~< i ~ 2k, as required. Assume now that l = 0. Then, using the previous 
considerations, one can see that for an appropriate x ~ F, A is similar under 
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a matrix of determinant T" to 
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A " = 
'I/a °° ,  
o~ 1 .  
1 /a  
0 
Ol 
~C 
0 
1 /a  0 
Ol 
[the above follows on changing the order of the eigenvalues of A' k in the 
matrix A', and conjugating the resulting matrix with the permutation matrix 
which corresponds to the permutation (1,2 . . . . .  2k -  1) and then with 
diag{In-1, t} for an appropriate 0 4: t ~ F]. Then A'A"  is upper triangular 
and unipotent, and (A'A") i . i÷ 1 4 :0  for 1 ~< i ~< 2k - 1, as required. 
Assume now that A i is not similar to Aj for some 1 ~< i, j <~ k (and in 
particular, A i and Aj  have no eigenvalue in common, since det A i = det Aj) .  
Then we may write A = diag{B l . . . . .  Bs} , where B 1 . . . . .  B s are of size 2 at 
least, B i and Bj have no eigenvalue in common for 1 ~< i, j <~ s, i 4= j ,  and 
the result of the preceding paragraph olds for B i, 1 <~ i <~ s. Then there are 
A', A" G GL2k+/(F) which are similar to A under matrices of determinants 
T', T" respectively, such that A'A"  = diag{D 1 . . . . .  Ds}, where D 1 . . . . .  D~ 
are upper triangular and unipotent, and such that ( Di)j . j  + 1 4 :0  ( i = 1 . . . . .  s ). 
Since by Proposition 1 of [8] A is SLn-conjugate to any matrix of the form 
B1 B2 * 
B '= 0 . 
Bs 
one can choose a matrix B" which is similar to A under a matrix of 
determinant ,/' such that (B"A")~.~+~ 4= 0 for 1 ~< i ~< n - 1, and the first 
assertion of the lemma follows. 
We prove the second assertion of  the lemma now. By Theorem 5, for any 
0, ___1 4= T~ F there are 0 4: T ' ,T"  ~ F and matrices A'k, A'~ ~ GL2(F)  
which are similar to A k under matrices of determinants T',  Y", respectively, 
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such that A' k A'~, = diag{T, l /T} .  Denote D k = A' k A'~. Then, using the first 
assertion of the lemma, we conclude that there are A', A" ~ GL2k+l(F)  
which are SL,-conjugate to A, such that A'A"  = diag{D, Dk} , where D is 
cyclic and unipotent. Then, since 1 is not an eigenvalue of Dk, A 'A"  is 
cyclic. Furthermore, since the eigenvalues of D k are distinct, the similarity 
class and SL,-conjugacy class of A'A"  coincide, and the result follows. • 
LEMMA 5. Let C be a 1-cyclic SLn-conjugacy class of  GL,,(F),  where 
n >>. 3 and IFI >/4. Then there is a cyclic matrix M ~ GL, , (F)  all whose 
eigenvalues lie in F, such that C 2 2 CM, where C M is the similarity class of 
M in GLn(F) .  
Proof. Let A ~ C. It is enough to show that there is a cyclic matrix 
M ~ GL , (F )  all whose eigenvalues lie in F, and that there is 0 # ~ ~ F, 
such that for any M '  ~ GL, , (F)  which is similar to M, there are A', A" 
GL~(F)  which are similar to A under matrices of determinant S, and 
A' A" = M' .  Hence, using Lemma 1 of [8], we may assume the following: 
A = diag{all0, A 1 . . . . .  Ak}, where 0 =~ a ~ F, l 0 ~ {0, 1}, A i is cyclic of size 
l i i> 2 for 1 ~< i ~< k, and for 1 <~ i <~ k, A i is in rational form, i.e., A i = Plyi, 
where for an integer l, Pz denotes the l × l permutation matrix which 
corresponds to the permutation (1 . . . . .  l), V i ~ GLI,(F) is upper triangular, 
and (Vi)j4, = 0 if j > 1 and j # j ' .  Denote R = diag{I/0, Pl~,'- . ,  Ptk}, 
V=diag{a l lo ,  V 1 . . . . .  Vk}. Then A =RV.  Since C 2_C  n if and only if 
C '2 2 C'M, where C '  is the SLn-conjugacy class of (1 /a )A  and C~ is the 
similarity class of (1 /a2)M,  we may assume from now on that a = 1. 
Assume first that F is infinite. Let S = cliag{It0, J1 . . . . .  Jk} ~ GLn(F) ,  
where Ji ~ GL / (F )  is the permutation matrix 
1 0 . . .  0 
0 0 1 
0 1 .-- 0 
(1 ~< i ~ k), and denote V '= S-1VS. Then S-1RS = R -1 ,  V'  is upper 
triangular, and S-1AS = S IRSS-1VS = R-~V '. Using Lemma 1 of[8], one 
can choose a diagonal matrix D ~ GLn(F )  such that det D = det(SR 1), 
D- lAD = RV" where V" is upper triangular, and (V'V") i ,  i arc all distinct 
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for 1 ~ i -<< n. Then (RS-1ASR-1) (D  lAD)  = (RR- IV 'R - I ) (RV  ") = 
V 'V" .  Since all the eigenvalues of V'V"  are distinct, V'V"  is cyclic and its 
similarity class and its SL.-conjugacy class coincide, and the result follows. 
By the above we may assume that F is a finite field. Let f l ,  
f2 . . . . .  flFl_2,fl/71_l = 1 be the (distinct) nonzero elements of F, where 
flFI-2 = -1  if char F # 2, and denote f~ ~<fj iff i ~<j. We may assume that 
the blocks A 1 . . . . .  A t are ordered in the following way: if char F # 2, the 
last i 0 blocks, A t_ ~0+1 . . . . .  A k, are all the blocks on the diagonal of A which 
either are irreducible of determinant 1 or are equal to the matrix 
0 1 
1 0)' 
and if char F = 2, the last i 0 blocks are all the blocks on the diagonal of A 
which are irreducible and have determinant 1 (we denote i0 = 0 if there is 
no such block), and for any 1 ~ i , j  4.%k- i  o, A i precedes Aj only if 
det A i 4%< det Aj. We shall also change the position of the block Ii0 (if 10 = 1) 
and denote A = diag{A 1 . . .  A k /_ /  B 1 B2} , where 0~<i  1 ~<k- i0 ,  
B 1 = diag{Iz0, At_/l_/o+l . . . . .  A1,_iol, B 2 = diag{Ak_~0+l . . . .  , At}, and 
Ak_i i_io+l . . . . .  Ak_io are all the 2 × 2 reducible blocks of A whose deter- 
minant is 1. By Lemma 2 and I2mma 4 there are matrices A'~, A'I, B'~, B~, 
where 1 -<< i ~< k - i 1 - i 0 or k - i o + 1 <-< i <~ k, such that the following 
hold: 
(1) For 1 ~< i ~< k - i 1 - i 0, A'~ is SL.-conjugate to A, and A'~ is 
similar to A under a matrix of determinant + 1; A'/A'~ is upper triangular; 
t tt 2 t tt W V r ~< " (A,A~)1, 1 = (det A~) ; (A ,A , ) j . j  = 1 hene e 2 .~j  <<. l,; (A' i l~) j , j+ 1 ~ 0 
for 2 ~<j ~< l~_l; and (A'~A,')I, 2 4 :0  only if either (det A~) 2 = 1 or l~ = 2. 
(2) B'~, B'[ are upper triangular and are SL.-conjugate to BI, B]B'~ 
is upper triangular and unipotent, and (B]BT)j~j+ x 4= 0 for 1 < j  <<. 2i I + 
10-  1. 
(3) There is 0, -4- 1 4: y ~ F, where y is not a square in F if char F 4: 2, 
such that for every k - i 0 + 1 ~< i ~< k, A'~ and .4','. are similar to A~, A'~ A'~ 
is upper triangular, and ( A'iA'~)~, 1 = T, (A'~A'~)2.  = 1 /y .  
Let A',  A" be the n × n matrices A' = diag{A' 1. . . . .  A'k_it_~o, 
B'I, A'k_,0+i . . . .  , A'k}, A" = diag{A" 1 . . . . .  A'~ ,,-,o' B~, A"k_,0+~, •• •, a'~}. 
Then A" is SLn-eonjugate to A, and A' is similar to A under a matrix of 
determinant -4-1 (note that by Theorem 4, the similarity class and the 
SL.-eonjugacy class of A coincide if i 0 > 0). Using Lemma 3, Lemma 1, and 
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Corollary 1.1, one can see that there is a matrix T of the form 
T = 
Il~ X1 
II~ ~o ~ Xk- i l - i o  
I2i1+1o 
IIk_~o+ 1 Xk- io+ l 
Il k ~ Xk - 1 
II~ 
such that 
MI=A,T_ IA , ,T  (M{W)  
=def 0 M~' ' 
' F " where M 1 ~ GLn_2io( ) and M 1 GL2,o(F) are upper triangular and 
cyclic, and W is an (n - 2i 0) × 2i o matrix. 
We will show now that if an appropriate choice of  the entries denoted by 
* in the matrix T is done, and if the blocks on the diagonal of A are properly 
defined, then the matrix M l is cyclic• Assume first that char F # 2. Then the 
matrices M[, M~' have no eigenvalue in common (recall that all the eigenval- 
ues of M[ are squares in F and the eigenvalues of  M' 1' are nonsquares). Then 
M 1 is cyclic, as required. Hence we may assume that char F = 2 (and in 
particular, all the blocks A k_ i0+ 1 . . . . .  A k are irreducible)• We will show that 
without loss of generality we may assume that the matrix M 1 may be 
partitioned in the following way 
M 1 = 
N 1 * , W 1 
0 N2 * W2 
0 0 N 3 0 
o o o M; 
where for some 0 < j0  ~<jl ~ k - i 1 - i0, N 1 ~ GL/~+ _ +lj(F), N 2 
GL/j0+,+ -+lj (F) ,  N3 ~ GLtj,+I+ -+lk (F )  (if j0 = 0 [or j0 =jl ] ,  the block 
N 1 [ N2, respectively] does not exist in the above partition), and such that the 
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following hold: 
(1) The matrix W 1 is arbitrary, i.e., for any (11 + ... +ljo) x 2i o matrix 
W[, one can choose the entries denoted by * in the matrix T such that 
W 1 = W[ and such that the remaining entries of M 1 are not changed. 
(2) Given any column vector v of len~h 1, + 1 + "'" +l,  one can choose 
the entries denoted b * in th " ~" ~° " y e matrix T such that the firs{"column of W 2 is 
v and such that the remaining entries of A which do not lie in the submatrix 
W 2 are not changed. 
(3) There is 0 ,1 ,1 /T~:  T'  ~F  such that for every j0 + 1 ~<i ~<jl, 
(A'iA'I)I,~ = T' (and in particular, T'  is the only eigenvalue of N 2 which is 
different from 1). 
(4) Either T'  is not an eigenvalue of N 1 [where T' is defined in (3)], 
or there is 0 ~<j~ <j0  such that (A'iA'I)I, ~ ÷ T'  for 1 ~ i ~ j~ and 
(A'~A'~)I,1 = T . . . . . . . .  for j0 < i ~<j0 [we denotej0 = 0 i f (A ,A, )L~ = T' for every 
1 ~< i ~<J0]- 
(5) N a is upper triangular and unipotent; (N3)i,i+ 1 ~ 0 for 1 ~< i ~< 
lk+l + "'" +Ik-io 1 (and in particular, N 3 is cyclic). 
To show the above, we reorder the blocks A 1 . . . . .  Ak_i _i0 so that the 
first blocks are all the blocks A i whose determinant is different from 1 and 
which have no eigenvalue in common with Ak_i0+l . . . . .  A k. Denote these 
blocks by A 1 . . . . .  Ajo. Then, without loss of generality, we may assume that if 
Ai (j0 + 1 ~<i ~<k- i  1 - i  0) and Aj (k - i  o + 1 <~j <<,k) have an eigen- 
value in common, then either det A~ = 1 or A~ is similar to a matrix of the 
form 
8 i 0 "" 0 I 
J 
Aj * 
C~= 0 ' 
Aj 
where 0, 1 :~ t5 i ~ F. [Otherwise, since Aj ~ GL2(F)  is irreducible and of 
determinant 1, Ai is similar to a matrix of the form C I = diag{Dl(i), 
. . . .  D~(o(i)}, where for 1 <~ s ~ r( i) ,  D~.(i) is cyclic of size 2 at least, and 
either D~(i) and A~ have no eigenvalue in common for any k - i 0 + 1 ~< r 
~< k, or det Ds(i) = 1, or D( i )  takes the form 
D (i) = o 
8~ 0 ... 0 I 
J 
At,  * 
a r , 
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where 0, 1 # a, ~ F and k - i 0 + 1 ~< r '  ~ k. Then we may replace each 
such matrix A i with the blocks Dl ( i )  . . . . .  Dr~o(i), and then, by reordering 
the blocks on the diagonal of A, the required result will follow.] Further- 
more, we may assume that if for some j0 + 1 ~< r 1, r 2 ~< k - i I - i 0 and 
some k - i o + 1 <~ Sl, s 2 <~ k, the matr ices Ar~ , Ar2 have a common eigen- 
value with As,, As2 respectively, where det An, =~ 1 and det Ar2 4: 1, then 
~r = ~r (for otherwise, we may replace the blocks A~I, Ar2 by three cyclic 
blocks /~1, E2, diag{8~,, 8~}, where det E 1 = det E 2 = 1). T0 summarize, we 
may assume that the blocks A 1 . . . . .  Ak_ i _ ,o  are ordered as follows: 
A 1 . . . . .  Ajo are all the blocks whose determinant is different from 1 and 
which have no eigenvalue in common with B2; det Ajo + 1 . . . . .  det Ajl = 
T", say, where 0, 1 4= T" ~ F; and det Ajl+I . . . . .  det Ak_~ _~, ' = 1. 
Furthermore, the blocks Ajo + 1 . . . . .  AjI are similar to matrices with a struc- 
3'")- ture similar to that of C i (with 8 i = We may further assume that 
(3',,)2 4= 1/3" [for otherwise, by conjugating A} with an appropriate diagonal 
matrix (k - i 0 + 1 ~<j 4 k), we may exchange the roles of 3' and 1/3'].  By 
the above, we may assume that conditions (3), (4), and (5) above hold. Since 
A 1 . . . . .  Ajo have no common eigenvalue with B 2, the entries of the subma- 
trix W 1 are arbitrary by Proposition 1 of [7], and condition (1) holds. 
Condition (2) holds by Corollary 3.1. Hence, we have that conditions (1)-(5) 
hold. Then, by Corollary 1.2, we may assume that the matrix M 1 is cyclic, as 
required. 
Assume now that one of the following holds. 
(1) A has a Jordan block of size 1. 
(2) At least one of the blocks A 1 . . . . .  A/, is irreducible. 
(3) char F = 2, and one of the blocks A i is of size 2 (and then, for any 
0 =/= Y ~ F, A commutes with the matrix of determinant T, 1/~-Tie, since 
every element of F is a square in F). 
Then the similarity class and SL,-conjugacy class of A coincide [if (2) holds, 
the above follows by Theorem 4, since F is finite], and the result of the 
lemma follows. 
By the above, we may assume the following: 
(1) l0 = 0. 
(2) I f  A i is of size 2 (1 ~ i  ~<k), then A i has one eigenvalue of 
multiplicity 2 which lies in F. 
(3) i 0 = 0. 
(4) I f  charF=2,  then l i >2for  14 i  4k .  
(5) The size of every Jordan block of A is at least 2. 
Then, we may assume that A takes the form A = diag{A 1 . . . . .  A1,_i,, B1}. 
Furthermore, we have that A" is SL,,-conjugate to A, and A' is similar to A 
under a matrix of determinant + 1. 
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Assume now that 1 i > 2 for some 1 ~< i ~< k - i 1 (recall that i 0 = 0 now), 
where det A i ~ +1.  Then, rearranging the elements f l  . . . . .  f lF l - I  (and 
rearranging the blocks on the diagonal of A correspondingly), we may 
assume that 11 > 2. Then, using Corollary 1.3 and (3) of Lemma 3, we have 
that for any M '  ~ GLn(F)  which is similar to M1, M' ~ CA,CA., where 
CA,, CA. are the SLn-conjugacy classes of A', A" respectively (we note that if 
k - i 1 = 1, then the similarity class and SLn-conjugaey class of M 1 coincide). 
Hence, the result follows if A' is SL,,-conjugate to A. Hence, we may 
assume that char F ~s 2 and that A' is similar to A under a matrix of 
determinant -1 .  We may further assume that l~ is even for 1 ~< i ~< k (for 
otherwise, A' is SLn-eonjugate to A, since for some odd l~, A~ commutes 
with - I f ,)-  I f  for some 1 ~< i ~< k, det A'~A'~ = -1 ,  then det A, = ~ 1. 
Then, since A i commutes with A,2., we have that A commutes with a matrix 
of determinant - 1. Hence, we may assume that - 1 is not an eigenvalue of 
M 1. By similar considerations we may assume that - (det  Ai) 2 is not an 
eigenvalue of M 1 for 1 ~< i ~< k. Using assertion (4) of Lemma 2, and using 
Corollary 1.1, we conclude that there are matrices D', D" E GL~(F)  which 
are SL,-conjugate to A such that 
where 
D' D" = 
N Z ) 
0 N 2 ' 
Nl = ( - s  Zl )  
0 - -  ' 
s =(detA1  )2, z ~F ,  Z is some 2 ×(n -2)  matrix, N 2 ~GL,_2(F )  is 
cyclic, and - 1, - s are not eigenvalues of N 2. Since - s ~ - 1 (we assumed 
that det A~ ~ +1), we have that D'D" is cyclic, and furthermore, the 
similarity class and SL,-conjugacy class of D'D" coincide. Hence, C 2 
contains the similarity class of D'D", as required. 
Assume now that lj > 2 for some 1 ~<j ~< k, where det Aj ~ {1, - 1}. By 
assumption (4) above, and by the considerations of the preceding paragraph, 
we may assume that if charF=2,  then det A~= 1 for 1 ~<i ~<k. Let 
E = diag{A 1 . . . . .  Aj 1, Aj+l . . . . .  Ak, Aj}. Then, using Corollary 1.1, (5) of 
Lemma 2, Lemma 3, the first assertion of Lemma 4, and previous considera- 
tions, one can see that there are E', E" ~ GLn(F)  which are SLn-conjugate 
to E such that 
L1 
0 L 2 
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where L 1 ~ GLn_2(F) is cyclic, all its eigenvalues are squares in F, and all 
its eigenvalues equal 1 if charF  = 2, and where L 2 ~ GL2(F) has two 
distinct eigenvalues which are not squares in F if char F 4= 2 and are 
different from 1 if char F = 2. Then E'E" is cyclic, and since the similarity 
class and SLn-conjugacy class of E'E" coincide, the result follows. 
By the above we may assume that 1 i = 2 for 1 ~< i ~< k. Using the fact 
that all the eigenvalues of A lie in F [by assumption (2) above], and since A 
has no Jordan block of size 1, we may assume that A 1 . . . . .  A k are Jordan 
blocks (and in particular, each block A i has a unique eigenvalue). I f for some 
1 ~< i, j ~< k, the eigenvalue of A i does not equal the eigenvalue of A~, we 
may replace these blocks by the cyclic matrix diag{ Ai, A j}, and the resulJt will 
follow by the observations of the preceeding two paragraphs. Hence, we may 
assume that A has only one eigenvalue, and the result will follow by the 
second assertion of Lemma 4. • 
LEMMA 6. Let F be afield such that IFI ~ 4, and let B ~ GL2(F) be 
nonscalar. Denote by C and D the SLn-conjugacy class and similarity class of 
B, respectively. Denote d = det B. For any integer i denote by ~ii the set of 
all diagonal matrices M ~ GL2(F)  for which det M = (det B) i, and denote 
by~ the set of all matrices N ~ GL2(F) for which det N = (det B) i. Then 
the following hold: 
(1) D 2 D~tv 2 - {-dI2}, and D 4 =A/~4 . In particular, if det B = 1 then 
D 4 = SLn(F). 
(2) Denote -~2 = {diag{-t~, - t z}  l tl, t 2 ~ F, t~ --/: t~, tl2t22 = d2}. Then 
C2 ~-~,2, and C 4 D J~44 - {-deI2}. 
Proof. There are 0 4: al,  ot 2 ~ F and /3 ~ F such that the matrix 
A I0 
a 2 /3 
lies in C (and in particular, A G D). Let t be any nonzero element of F. 
Conjugating A by 
(0 1) 
t 0 ' 
we have that the matrix 
/ °2Jtt0 
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lies in D. Then 
a~t o ) 
AA( t )  = /3(° t i t  q- °z2) °121 t , 
and the first assertion in (1) easily follows (choose t = - a2/a  I to show that 
dI 2 ~ D2). 
Since [F[>/4, there is 0v~t  ~V such that a~t 4= a~/t .  Then AA(t) 
(which lies in D 2) is similar to the nonscalar matrix diag{a~t, a~/t},  and 
AA( - t )  is similar to the nonscalar matrix diag{-a~t,  a~/t}.  Then U 4 D 
~44 - {+-d212} by Theorem 5, and clearly, +_d'2L2 = +_a~a~I 2 ~ D 4, and 
(1) follows. 
To prove (2), conjugate A by the matrix 
(o lo.). 
Then we have that A is SL,,-conjugate to the matrix 
A,(t)  = ( /3 -az / tz )  
- -a l  t2 0 " 
Then 
-~t 2 0 ) 
AA'(t) = ~(~_  ~,t~ ) _a~lt~ 
and we have C 2 2-~z- Assume now that [F I~5.  Fix t ~F  such that 
-a~t 2 ~ -a~/ t  2 [and then the similarity class and SL,,-conjugacy class of 
AA'(t) coincide]. Hence, C 4 D JV 4 - {+__d212} by Theorem 5. Furthermore, 
2 2 C 4, we have d212 = a la2 I  2 ~ and (2) follows in this case. It remains to 
check the case where I FI = 5. Since F is finite, we have by Theorem 4 that 
either C = D or A has only one eigenvalue (of multiplicity 2) which lies in 
F. Assume first that C = D. Then, by assertion (1) of the lemma, we have 
that C 4 2A~4 - {-d212}, as required. Assume now that C :/: D. Then A is 
SL,-conjugate to a matrix of the form 
1 x), 
a(0  1 
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where 0 4: x ~ F and a is the (only) eigenvalue of A. Clearly, it is enough to 
show that C 4 D SL2(F)  - { - I2}  , where C a is the SL,,-conjugacy class of the 
matrix 
Conjugat ing A a by the matrix 
we have that 
A2= ( -10  21) ~Ca"  
Then A 2 A 1 is irreducible and lies in C~. Then, by Theorem 4 and Theorem 
5, C14 D SL2(F ) - {+12}. However, since A -1 ~ Ca, we have 12 ~ C 4, and 
the proof is complete. • 
LEMMA 7. Let  A ~ GLn(F)  be strictly 1-cyclic, where  n >1 2, and 
IFI >/ 4. Denote the similar ity class o f  A by C. Let  0 -~ T ~ F be a square in 
F, and assume that (det A)  4 = yn. Then ] / I  n E C 4. 
Proof. Without loss of generality we may assume A = diag{A 1 . . . . .  
Ai o, Aio+ 1 . . . . .  Ak}, where A s is a cyclic matrix of size l i = 2 for 1 ~< i ~< i0, 
and A i is a cyclic matrix of size 1 i > 2 for i 0 + 1 ~< i ~< k (we denote i0 = 0 
ifl~ >2for l  ~<i ~<k) .Denote  d ,=detA  s(1 ~<i~<k). 
The proof will be by induction on k, the number  of blocks on the 
diagonal of A. I f  k = 1, the result follows by Lemma 6 and Theorem 5. 
Hence, we may assume from now on that k > 1, and that the lemma holds 
whenever the number  of blocks on the diagonal of A is less than k. We may 
assume that for any proper subset {i 1 . . . . .  it} of {l . . . . .  k}, (I-If= 1 dij )4 ~ ]/', 
where 1 = ~j=l  l i .  For otherwise, A is similar to a matrix diag{B1, B2}, 
where B 1 E GLyF) ,  B e E GLn_ I (F ) ,  (det B1 )4 = T l, (det B2) 4 = T n- l ,  
and the result will follow by induction. 
Assume first that i 0 > 0. Let s ~F  be such that s 2 = ]/. For every 
! I t  ' " of  F as follows: e 1 = s, e 1 = d~/s ,  and 1 ~< i ~< i 0 we choose elements e~, e i 
¢ tr  I t  2 t for every 2 <~ i <<, io, e i = y /e  i_ l, ei = d, /e  i. We will show that by reorder- 
ing the blocks A 1 . . . . .  Aio and by replacing s by - s  if necessary, we may 
assume that e'~, e'; 4: -d ,  for every 1 ~< i ~< i 0 (note that e'~ = -d~ if and 
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only if e" =-d i ) .  We may assume that s + ___dl, for otherwise, ,/2 = d~, 
and the lemma will follow by induction. Let 2 ~<j ~< i 0 be the least integer 
• ¢ ~ • • for which e,~ {+d,}_ j .  I f  there is J< j l  <~ io such that d,  1 =/= -4-d~, we may 
interchange the roles of Aj and A jl (and update accordingJy the values of e;, 
e~' fo r j  ~ i <~ io), so that e'~ ~s +d i for every 1 ~< i ~<j. Hence, without loss 
of generality we may assume that d i ~ {+dj} for every j ~< i ~< i 0, and e' i, 
tt ~ • • ! tp e i ~ ++_d i for every 1 -~z<j .  I f  e j=d j ,  then ej =d j ,  and for every 
~< • • • t i 2 i - 1  • t 1 ,~ ~ <~ t o - j ,  ei+ j ~ {- - -T /d )  }. Hence, if ei+, = -d  i for some 1 ~< 
i ~< i- - i ,  we have T 2i = d4 i = 1-I~ +j - I  d 4 and the lemma will follow by 
U J J t~ j  L ' 
induction. Then, we may assume that e' i, e~ ~ -d ,  for every 1 ~< i ~ i 0, as 
required. Assume now that e) = ej = -d j .  Then we may replace s by - s ,  
and update the values of e' i, e ~" accordingly (1 ~< i ~< i0). Then we have 
e'. = 'e~' = dj, and using the previous arguments for this case, we conclude 
t~aat ~i, e~ 4: -d  i for every 1 ~< i <~ i0, as required. 
Assume now that i 0 --- k (i.e., l~ = 2 for every 1 ~< i ~ k). Then we have 
by Lemma 6 that for every 1 ~< i ~ k there are matrices A'i, A'~ which are 
similar to A s such that A'~ A'~ = diag{e'~, e~}. Hence we conclude that there 
are A', A" ~ GL, (F )  which are similar to A, such that A'A"  = 
• f /r t t! ! diag{e 1, e l, e2, e 2, .. ., e k, e'~}. One can easily check that eiei+l" ' = T for 1 ~< 
i ~< k -  1, and e'i,e~ are square roots of T. Hence A'A"P -1A 'A"P  = 
7I , ,  where P is the n × n permutation matrix which corresponds to the 
permutation (2, 3X4, 5 ) " .  (n - 2, n - 1). Then T I ,  ~ C 4, as required. 
Assume now that 1 < i 0 < k. Using Theorem 5 and the arguments of the 
preceding paragraph, one can see that C 2 contains a diagonal matrix of the 
form B = diag{e~, e'~ . . . . .  e'~0, e'~'0, a2,0+ l . . . . .  a k} such that BP-1BP = "~, 
for some n × n permutation matrix P. Then TI ,  ~ C 4, as required. I f  
i 0 = 0 (i.e., I i > 2 for every ] ~< i ~< k), one can use Theorem 5 and the 
above considerations to show that C 2 contains a diagonal matrix B such that 
Bp-1Bp = TI ,  for some permutation matrix P ~ GL , (F ) .  Then T I ,  ~ C 4, 
and the proof is complete• • 
THEOREM 1. Let F be af ie ld ,  where IFI>/ 4, and let n >~ 2 be an 
integer. Let C be a 1-cyclic SLn-conjugacy class of  GLn(F) ,  and let D be a 
strictly 1-cyclic similarity class of  GLn(F) .  Denote d = det D. Then the 
following hold: 
(1) Denote ~ = {M ~ GL , (F )  - Z(GLn(F) )  I det M --- (det C)4}. Then 
C 4 Perle. In particular, i fC  c SL, (F ) ,  then C 4 ~ SL , (F )  - Z(SL, (F)) .  
(2) DenoteyV= {N ~ GL, (F )  I det N = (det D)4}, and assume that ev- 
ery element of  e(n, F, d 4) is a square in F. Then D 4 =~.  In particular, i f  
D c SLn(F)  and every element of  e(n, F)  is a square in F, then D 4= 
SL. (F) .  
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Proof. If n = 2, then (1) and (2) follow by Lemma 6. Hence we may 
assume that n >i 3. By Lemma 5 we have that there is a cyclic matrix 
M ~ GL . (F )  all whose eigenvalues lie in F, such that C 2 D CM, where C M 
is the similarity class of M. Hence C 4 D~g by Theorem 5, and (1) follows. 
Assertion (2) follows by (1) and by Lemma 7, and the proof is complete. • 
IV. APPLICATIONS 
Theorems 2 and 3 will be proved in this section. 
THEOaEM 2. Let n /> 2 be an integer, and let F be a field such that 
IFI >/4. Then the foUowing hold: 
(1) There is a conjugacy class C of SL. (F)  which is unipotent of index 2 
such that C 4 ~ SLn(F) - Z(SL.(F)). 
(2) I f  n is odd, there is a conjugacy class C of SLn(F) which is unipotent 
of index 2 such that C 4 = SLn(F). 
(3) I f  n is even and every element of e(n, F) is a square in F, then there 
is a similarity class C c SLn(F) which is unipotent of index 2 such that 
C 4 = SLn(F). 
Proof. Let A = diag{Ii0, A 1 . . . . .  Ak}, where l 0 = 0 if n is even and 
l 0= l i fn i sodd ,  k=(n-10) /2 ,  andfor l  ~<i~<k 
1)1 
Then A is 1-cyclic and unipotent of index 2. Denote by C the conjugacy 
class of A [in SL.(F)], and denote by D the similarity class of A. Then 
C4~ SLn(F ) -  Z(SLn(F)) by Theorem 1, and if n is even and every 
element of e(n, F) is a square in F, then D 4 D Z(SL.(F))  by Lemma 7. 
Hence, assertions (1) and (3) of the theorem hold. 
To prove (2), assume that n >/3 is odd and let M = yI  n ~ Z(SL.(F))  
(and in particular, T" = 1). By I_~mma 6, for every 1 <<.j <~ k, there are 
matrices. A.j, A. GLz(F)  which are similar to Aj such that A'jA~ 
diag{yJ, 1/7J} ~w note that if char F 4= 2, then, since n is odd and 7" e =1,  
we have 7J 4: -1  for every integer j).  Then we conclude that there 
are A', A" ~ SLn(F) which are similar to A such that A'A" = 
diag{1, y, 1/7,  y 2, 1 /y  2 . . . . .  7k, 1/7k}. Let e ~ GLn(F) be the permuta- 
tion matrix which corresponds to the permutation (1,2)(3,4)--. (n -  2, 
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n - 1). Then (A 'A" )P - ! (A 'A" )P  = yI,,. Hence, we conclude that D 4 ___ 
Z(SLn(F)). However, since l 0 = 1 in this case, C = D, and we have C 4 ___ 
Z(SL,(F)) .  Since C 4 2 SL , (F )  - Z(SLn(F))  by Theorem 1, (2) follows, and 
the theorem is proved. • 
THEOREM 3. Let n >~ 3 be an integer, and let F be a f ield such that 
IFI >/4. Let h be an integer such that (h, F ×) 4= 1. Assume that SL , (F )  
contains a matrix of order h. Then the following hold: 
(1) Assume that (h, F ×) > 2. Then there is A ~ SL , (F )  of order h such 
that C(A)  4 ___ SLn(F) - Z(SL,,(F)), where C(A)  denotes the conjugacy class 
of  A in SL,(F) .  I f  we assume further  that every element of  e(n, F)  is a 
square in F, then there is A ~ GL,,(F)  of order h such that C(A)  4 = SLn(F). 
(2) Assume that either h = 2 or ( h, F z) = 2. Then there is A ~ GL, (F )  
of order h and determinant +_1 such that C(A)  4 D SLn(F) - Z(SLn(F)), 
where C( A) denotes the SL,-conjugacy class of A. Furthermore, C( A) 4 = 
SLn(F) i f  either n is odd or n is even and every element of  e(n, F) is a square 
in F. 
Proof. Assume first that h > 2. We have: SLn(F) contains a nonscalar 
matrix of order h. I f  SLn(F) contains a cyclic matrix of order h, then the 
result follows by Theorem 3 of [7]. Hence, we may assume from now on that 
SLn(F) does not contain any cyclic matrix of order h. 
Let B ~ SLn(F) be any nonscalar matrix of order h. Then one can see 
that B is similar to a matrix of the form A = diag{aI/0, A 1 . . . .  , Ak} , where 
ot is some nonzero element of F, 1 o >~ 0 is an integer, A i is a cyclic matrix of 
size l~ >I 2 (1 <~ i <<, k), and for any 1 ~< i ~< k one of the following holds: 
(1) A i is diagonal. 
(2) A, = Jl(/3,), where 0 :~/3 /~ F, /3/h= 1, and Jr,(~3~) denotes the 
Jordan block of size li and eigenvalue/3i. 
(3) Ai is irreducible. 
(4) Ai is of  the form 
A i 
Bi D i 
Bi 
0 Bi Di 
Bi 
where B i is irreducible of size m i > 2, and D i is some nonzero m i × m i 
matrix. 
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Assume now that condition (2) holds for some block A~ (1 ~< i ~< k). 
Then, since A is of finite order, char F < oo. Denote p = char F < oo. Then 
A i is of order o( j~i)p ri, where o(/3 i) is the (multiplicative) order of/3 i, p~' is 
the order of Jl(1) [clearly, (o(/3i) , pro = 1, since charF = p < o0]. Assume 
further that condition (2) holds for some Aj (1 ~<j ~< k, j # i). Then 
As = J1(/3~), and Aj is of order o(/3~)p9 for some nonzero integer j [pO is 
a J 
the order of /1(1)]. Without loss o( Kenerality we may assume that 1 i -j l~. 
Denote A(i j')J= diag{ A, Aj}. Then~det A( i ' j )  = ~/"/3/J and the order of 
' ' ' 3 ' 
A(i, j )  is lcm(o(~,), o(/3j)) pr, [lcm(o(/3i) , o(j3j)) denotes the least common 
multiple of o(/3 i) and o(/32)]. Replace the two blocks A i, Aj of A by the 
submatrix diag{Jt(1), Ilj_e, 1/ f , f} ,  where f is some element of F of order 
lcm(o(/3i), o(/3j)~. Then the resulting matrix is of order h and determinant 
d = 1/det  A(i , j ) .  Then, since o(d) = o(1 /d)  divides h, we have that if one 
replaces the blocks Ai, A 2 of A by the submatrix diag{Jl(1), I; - 2, 1/df ,  f},  
the resulting matrix is of order h and determinant ]. Furthermore, the 
number of blocks on the diagonal of the resulting matrix for which case (2) 
holds is reduced by 1 (with respect o A). Repeating the above process each 
time the resulting matrix has at least two blocks for which case (2) holds, one 
can see that without loss of generality we may assume from now on that the 
matrix A takes the form A = diag{B, A l . . . . .  Ak}, where B is a diagonal 
matrix, Ai is nondiagonal nd cyclic of size l i /> 2 for every 1 ~< i ~< k, and at 
most one of the A i (1 ~< i ~< k) has an eigenvalue in F. Furthermore, we 
may assume that if there is 1 ~< i0 ~< k such that Aio has an eigenvalue in F, 
then A,0 = J l , ( r )  for some /3 ~ F. 
Assume now that case (4) holds for two blocks Ai, Aj (1 ~< i, j ~< k, 
i 4:j), where Ai, Aj have an eigenvalue in common (and in particular, 
Bi = Bj, and we may assume that D, = Dj). Without loss of generality we 
may assume that l~ >~ lj. Then, the order of Aj divides the order of A i. 
Hence, we have that if one replaces these blocks by the submatrix 
diag{A~, I ts  l,f}, where f = det Aj, then the resulting matrix is of order h 
and determinant 1. Then, by the considerations used in the preceding 
paragraph, we may assume from now on that whenever case (4) holds for 
Ai, Aj (1 ~< i, j <~ k, i ~ j), then A~, Aj have no eigenvalue in common. 
Furthermore, applying similar considerations to the other cases in which Ai, 
Aj are two blocks which have no eigenvalue in F, we have that without loss of 
generality one may assume that A takes the form A = diag{B, A 1 . . . . .  Ak}, 
where B is diagonal, and all the blocks A x . . . . .  A k have no eigenvalue in 
common. Furthermore, at most one of these blocks A 1 . . . . .  A k has an 
eigenvalue in F (and then it is a Jordan block). 
Denote the size of B by m. Since we assumed that A is not cyclic, we 
have m >~ 1, and in particular, the similarity class and SLn-conjugacy class of 
A coincide. Assume now that m= 1. If for some 1<~i <~k A i has no 
eigenvalue in F, then, replacing the two blocks B, A i by the block diag{B, Ai}, 
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we have that A is strictly 1-cyclic, and the result follows by Theorem 1. 
Hence, we may assume that if m = 1, then A = /3 diag{1, Jn- 1(1)}, where/3  
is some nonzero element of F [note that /3 v~ 1, because (h, F ×) 4:1  and F 
is of finite characteristic in this case, and (since we assumed that A is not 
cyclic) the two blocks on the diagonal of A must have an eigenvalue in 
common]. Then C(A) 4 2 SL , (F )  - Z(SLn(F))  by Theorem 1, and clearly, 
/34I  n E C(A)  4. Let 0, 1 ~ ~/~ F be such that ~," = 1. Then we have 
by Theorem 5 that the matr ices /32 diag{1, ~/, 1/~/, 1,_3} and 
/3z diag{1, y, yz, YI,-3} lie in C(A) 2, and then we have /342/I n E C(A)  4. 
Then we conclude that Z (SL , (F ) )  ___ C(A)  4, and the result follows. Hence, 
we may assume from now on that m >~ 2. 
Assume now that (h ,F  ×) > 2. Let f be an element of F of order 
(h, F×). Let B'  ~ GLm(F)  be the matrix B'  = diag{B 1, B 2 . . . . .  B2}, where 
B2 = diag{f, 1/f}, B~ = B 2 if m is even, and B 1 = diag{1,f, 1/f} if m is 
odd. Since (h, F ×) > 2, Bl, B 2 are cyclic. I f  det B = 1, then the matrix 
A' = diag{B', A 1 . . . . .  A k} is strictly 1-cyclic, det A' = det A = 1, o(A') = 
o(A) = h, and the similarity class and SLn-conjugacy class of A' coincide. 
Hence, by Theorem 1, C (A ' )  4 D SL , (F )  - Z(SL, (F) ) ,  C (A ' )  4 = SL , (F ) i f  
every element of e(n, F) is a square in F, and assertion (1) of the theorem 
follows. I fdet  B 4:1 and (h, F ×) 4: 4, one can use similar considerations and 
define a diagonal matrix B'  ~ GLm(F)  such that B'  is strictly 1-cyclic, 
o(B') = (h, F×), and det B'  = det B. Then the result follows by the consid- 
erations used in the preceding case (where det B = 1). I f  det B ~ 1 and 
(h, F ×) = 4, assertion (1) follows by the above arguments unless m = 2 and 
detB  = -1 .  However, since k >I 1 in  this case, there is 6~F such that 
4 I o(6A1). Then, replacing A 1 by 6A 1, the requirement o(B') = (h, F ×) is 
unnecessary [we need only require o(B') I (h, F×)], and the result easily 
follows. The above completes the proof of assertion (1) of the theorem. 
Assume now that h > 2 and (h, F ×) = 2. In particular, we have that 
char tF~2 in this case. Since h >(h,F×) ,  we have that k >1 1 (in the 
representation A = diag{B, A 1 . . . . .  Ak}). Assume first that n is even. I f  m is 
even, replace the submatrix B by B'  = diag{1, - 1, 1, - 1 . . . . .  1, - 1} 
GLm(F),  and if m is odd, replace B by B'  = diag{1, - 1, 1, - 1 . . . . .  1, - 1} 
E GL m- I (F)  and replace the block A 1 by A' 1 = diag{~, AI}, where 6 
{ ±_ 1} is chosen such that 6 is not an eigenvalue of A 1. Then the resulting 
matrix is strictly 1-cyclic of order h and determinant ___ 1, and its similarity 
class and SLn-conjugacy class coincide. Then the result follows in this case. 
Assume now that n is odd. By similar considerations to those used in the 
preceding case, we conclude that there is A' ~ GL, (F )  of order h and 
determinant ___ 1 which takes the form A '= diag{B', A'I}, where B '= 
diag{1, B 1 . . . . .  B~}, B~ = diag{1, -1} ,  A' 1 is cyclic of size 2 at least, and 
det A' 1 ~ {±1} (we have A' 1 = diag{A'~, A 2 . . . . .  Ak}, where either A'] = A 1 
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or A' i = diag{$, A l} for B ~ {+l}  which is not an eigenvalue of A 1, and in 
particular, A'~, Az , . . . ,  A k have no eigenvalue in common). Then C(A ' )  4 ___ 
SL , (F )  - Z(SL , (F ) )  by Theorem 1, and clearly, I n E C(A ' )  4 (use Lemma 
6 if A' 1 is of size 2). Denote the size of B '  by m l, denote m z = (m 1 - 1)/2, 
and let 0, 1 4= 3" ~ F be such that 3'" = 1. By Theorem 5 and Lemma 6 one 
can see that C(A ' )  2 contains a matrix A" = diag{1, 3', 1/3", 3'2, 
1/3" 2 . . . . .  3" m2, 1/3" m2, b 1 . . . . .  bn_m) such that A"P-1A"P = 3"I, for some 
permutation matrix P ~ GL , (F )  (note that since n is odd, 3'i # _ 1 for 
every integer i, and 3"m2 =/= _it_ 1 if A' 1 is of size 2). Then C(A ' )  4 _ SLn(F), as 
required. 
It remains to prove the theorem in case that h = 2. Assume first that 
chart F 4= 2, and denote B~ = diag{ - 1, 1}. Let A = dJag{B~ . . . . .  B~} if n is 
even, and let A = diag{1, B 1 . . . . .  B l} if n is odd. Then the result follows by 
considerations which are similar to those of  the preceding paragraph. Assume 
now that char F = 2, and denote 
(1 1) 
BI= 0 1 " 
Let A = diag{B1,.. . ,  B 1} if n is even, and let A = diag{1, B 1 . . . . .  B 1} if n 
is odd. Then C(A)  4= SL , (F )  if n is odd, and C(A)4D SLn(F ) -  
Z(SL , (F ) )  if n is even (see the proof of Theorem 2 for details). Hence, it 
remains to show that C(A)  4 _ Z(SLn(F)) if n is even. Let 0 =/= 7 ~ F be 
such that ,}in = 1 [i.e., Y ~ e(n, F)]. Since char F = 2, [e(n, F)I is odd [and in 
particular, every element of  e(n, F) is a square in F]. Let s ~ F be such that 
s2 = 3'. Then s ~ e(n, F), and we have that s is a square in F. Then, by 
Lemma 6, diag{s i, 1/s'} ~ C(B1) 2 for every integer i, where C(B l) denotes 
the SLn-conjugacy class of B 1. Hence, the matrix A '= diag{s, 1/s, 
8 3, 1 /8  3 . . . . .  8 n - l ,  1/s ~-1} ~ SL , (F )  lies in C(A)  2. Then A'p-1A'p  = 3"I~, 
where P is the permutation matrix which corresponds to the permutation 
(2,3X4,5) . . - (n - 2, n - 1). Then C(A)  4 = SL,(F) ,  and the proof is com- 
plete. • 
We note that assertion (2) of Theorem 3 holds also if h = 2 and n = 2. 
Furthermore, the requirement that every element in e(n, F) be a square in 
F is unnecessary in this case. For if we denote A = diag{1, - 1} if char F 4: 2, 
and 
if char F = 2, then C(A)  4 = SLn(F) by Lemma 6. 
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Analogs to Theorem l, Theorem 2, and Theorem 3 may be proved for the 
group PSL, (F)  [we shall say that a conjugacy class of PSL,,(F) is 1-cyclic if it 
corresponds to 1-cyclic matrices, etc.]. Since ]Z(PSL,(F))] = 1, and since 1 is 
always a square in F, we have by Lernma 7, that I ,  ~ D 4 for every strictly 
1-cyclic similarity class which lies in SL,,(F). Hence, the requirement that 
every element of e(n, F) be a square in F may be dropped in several cases. 
For example, the following theorem is an analog of Theorem 1 for the group 
PSL.(F) .  
THEOREM 1.1. Let F be a field, where IFI >/ 4, and let n >1 2 be an 
integer. Let G = PSL,,(F), and let C be a 1-cyclic conjugacy class of G. Then 
C 4 ___ G - {1~}. Furthermore, i fC is strictly 1-cyclic and C is the image of a 
whole similarity class, then C4 = G. 
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