Digital rock physics combines modern microscopic imaging with advanced numerical simulations to analyse the physical properties of rocks. Elastic-wave propagation modelling based on the microstructure images is used to estimate the effective elastic properties of the rock. The goal of this paper is to describe and understand how laboratory experiments compare with digital rock physics results using Berea sandstone. We experimentally measure pressure-dependent ultrasonic velocities and the pore size distribution. The effective elastic properties resulting from numerical simulations are based on microcomputed tomography (micro-CT) images, which are systematically stiffer than the laboratory measures. Because the tomographic images do not resolve the small-scale pore and crack network of the sample, we hypothesize that the numerical overprediction is attributable to the smallest pores and grain-to-grain contacts that are missing in the images. To reconcile the difference between numerical and experimental data, we suggest to use a grain boundary reconstruction algorithm. This allows to implement and approximate so far unresolved features in the virtual rock model. As a result, we can predict pressure-dependent effective velocity using micro-CT images.
I N T RO D U C T I O N
Over the last decade, microtomography has rapidly evolved to become a common microscopy tool in the geosciences. Different kinds of tomograms can be obtained depending on the physical phenomena of the applied investigation techniques. In Fig. 1 , the various advanced 3-D microscopy methods are schematically shown with respect to the volume, which can be analysed, together with the resolution of the respective methods. Digital rock physics combines modern microscopic imaging with advanced numerical simulations for analysis of the physical properties of rocks, complementing laboratory investigations. X-ray microcomputed tomography (micro-CT) is among the emerging techniques used for digital rock physics. It allows analysis of a representative volume with a resolution down to the nanometric range (Holzer & Cantoni 2011) in a non-destructive way and enables the reconstruction of a realistic virtual 3-D model of a porous material. Indeed, 3-D micro-CT imaging and subsequent numerical determination of petrophysical properties have been applied in several studies (Øren et al. 2007; Sakellariou et al. 2007; Dvorkin et al. 2008; Malinouskaya & Mourzenko 2008; Saenger et al. 2011) . These techniques allow for calculation of transport properties (Arns et al. 2001; Keehm et al. 2004; Harting et al. 2005; Knackstedt & Arns 2005 ) and effective mechanical properties (Arns et al. 2002; Saenger et al. 2004; Madadi et al. 2009 ). Elastic-wave propagation modelling based on the microstructure images is used to estimate the effective elastic properties (Saenger 2008 ).
As with every microscopic imaging technique, there is a tradeoff between the maximum resolution and the investigated volume ( Fig. 1) . Because a representative volume of a porous rock is imaged using the micro-CT technique, the smallest pores, microcracks and grain-to-grain contacts stay unresolved. Such microstructures may significantly influence the mechanical properties of a rock. For example, the elastic properties of granular material strongly depend on the grain-to-grain contacts (Leurer & Dvorkin 2006) , which micro-CT imaging may not resolve.
The goal of this paper is to describe and understand how laboratory measurements of ultrasonic P-wave velocities compare with digital rock physics results based on the geometric microstructural details present in segmented micro-CT images. Using grain boundary reconstruction algorithms, we present a method for calibrating the numerically overestimated effective elastic properties using experimental data obtained from a sample of Berea sandstone. We also suggest a strategy to predict pressure-dependent velocity using micro-CT images. A workflow is delineated that identifies the grainto-grain contacts in the micro-CT images and assigns to them, based on laboratory calibration, weaker micromechanical properties for the subsequent numerical modelling. porosity, helium density and mercury porosimetry were performed using a Helium Pycnometer 1330 (Micromeritics Instrument Corp., Belgium) and a Pascal 140 + 440 Mercury Porosimeter ( Fig. 2 ; Thermo Electron Corporation, Germany), respectively. The resulting connected porosity is around 20 per cent. Permeability as provided by the company Berea Sandstone TM Petroleum Cores is between 200 and 500 mD.
B E R E A S A N D S T O N E C H A R A C T E R I Z AT I O N
The mineral composition has been confirmed with petrographic microscopy and electron microprobe (Fig. 3) . A hydrostatic compression test on Berea sandstone has shown that grain crushing and pore collapse occur at a critical pressure of P * around 390 MPa (Wong & Baud 1999) .
Crystallographic preferred orientation (CPO) of minerals may play a significant role in development of rock textures and consequent seismic anisotropy in reservoir rocks (Kendall et al. 2007 ). To investigate the potential CPO, we therefore measured the polycrystalline quartz texture of the Berea sandstone, using an XDS 2000 (Scintag, Inc., Cupertion, CA, USA) X-ray texture goniometer. A copper anode target was used to generate Cu-Kα X-rays, and the beam was operated at 40 kV and 45 mA. The sample holder and the sample itself were oscillating during the measurements to increase the area exposed to the X-ray beam and to obtain a better grain-counting statistic. Five incomplete pole figures were measured under the conditions listed in Table 1 . The definition of terminology used in this table is given by Kocks et al. (1998) . Pole figures were corrected for the background signal and the defocusing effect.
The MATLAB open-source software toolbox MTEX has been used to estimate the orientation distribution function (ODF; Bachmann et al. 2010) . The five measured pole figures are used in the ODF calculation for quartz. The ODF is calculated using a finite Fourier series expansion and the de la Vallée-Poussin kernel . Pole figures were recalculated from the ODF and showed a good agreement with experimental pole figures. By using the MTEX extension for calculating physical properties (Mainprice et al. 2011) , we computed the complete fourth-rank elastic stiffness tensor for the polycrystalline quartz aggregate. The single crystal elastic constants of quartz, used for calculation, are from McSkimin & Andreatch (1964) . The elastic constants are reported in lower Reuss and upper Voigt bounds (Voigt 1928; Reuss 1929) , as well as in the arithmetic Hill average (Hill 1952) . These tensors have been used to calculate the P-wave velocity distribution in the aggregate (Fig. 4) . The results show that for the Berea sandstone sample under analysis, the elastic tensor can be considered isotropic and exhibits a velocity anisotropy of less than 1 per cent. The results justify the use of the isotropic bulk and shear moduli for the complete aggregate in the numerical simulations.
D E T E R M I N AT I O N O F U LT R A S O N I C V E L O C I T Y
Cylindrical samples of 25.4 mm in diameter were cored from a 10 3 cm 3 cube of homogeneous Berea sandstone for the acoustic measurements. These samples were cut to about 40 mm in length, and the end faces were ground flat and parallel with ±5 µm precision. The cores were then oven dried at 100
• C for 1 week. The experiments took place in an oil-confined vessel at room temperature (25
• C). Changes in the length of the sample with pressure are considered insignificant. The acoustic velocities in the sample were measured over a range of confining pressures from an initial value of 230 MPa down to 5 MPa with the pulse transmission technique (Birch 1960; Christensen 1965; Toksöz et al. 1979) 
where V is the velocity; a, k, b and d are coefficients whose values are found by a least-square fit and P eff is the effective pressure. Table 2 shows the values of the coefficients of eq. (1), which approximates the non-linear increase of the velocity with effective pressures up to 50 MPa, followed by a linear increase for higher effective pressures.
X -R AY M I C RO -C T O F B E R E A S A N D S T O N E
Micro-CT scans were carried out on a Berea sandstone core sample of 6 mm diameter and 20 mm length. The core was subsampled
Digital rock physics 1477 from the same cube that was used for the extraction of the specimen used for ultrasonic measurements. Micro-CT images were measured with a SkyScan 1172 high-resolution desktop scanner (SkyScan NV, Kontich, Belgium), equipped with a 100 kV X-ray source and a 10 Megapixel CCD camera. The samples were scanned with an 81 kV tube voltage, a current of 109 μA and a 0.5 mm Al filter. The rotation increment was 0.31
• for a full 360
• rotation. Under these operating conditions, the resulting pixel size is 3.14 μm (resolution = 2 × pixel size = 6.28 μm). Attenuation of X-rays within the sample (considered at these energies) are related to the density of the material. The micro-CT scans therefore provide grey-scale images, which relate to the density of the analysed material.
Transmission images were reconstructed using SkyScan's NRecon cluster software v.1.6.1. Each reconstructed image slice is saved in 8-bit TIFF format. For each core, the complete data set consists of 1400 cross-sections.
Image segmentation
Image segmentation is the process of attributing a certain range of grey level to a particular mineral phase. Threshold segmentation was applied to the 8-bit grey-level TIFF images (raw data). The windows for the different mineral phases are chosen manually. After identifying the different mineral phases, the mineral edges are smoothed, and the areas inside the grains are filled using an automatic image filter. Three mineral phases have been chosen for segmentation: quartz, which is the main matrix, ankerite (ferric carbonate) and the empty pores. Other minerals, which amount to less than 3 volume per cent, have been segmented as quartz.
Segmentation of the unresolved grain-to-grain contact
We used the Binseparate function of the Avizo Fire software from VSG (Mégnac, France) to approximately define the grain-to-grain contacts. Binseparate is an implementation of an Fitting parameters of:
algorithm described in the literature as the Grain Boundary Reconstruction (Henault et al. 1991; Arafin & Szpunar 2010) . It is based on identifying watershed lines on the distance map of the grain space (e.g. Arns et al. 2007 and references therein) . A detailed explanation can be found in the reference guide available for the Avizo Quantification module. The procedural steps are summarized as follows. After the threshold operation, as described in the previous section, the binary images are obtained. The binary images are then transformed onto grey-level images as a sum of successive erosions employing a distance transform. The result of the transform is a grey-level image, the distance map, that looks similar to the input images, with the difference that the grey-level intensities of points inside the grain regions are changed to show the distance to the closest boundary from each point. The resulting distance map is then inverted, and a contrast factor is added to the input images to calculate the regional minima. The regional minima of the reconstructed images are then used as particle markers for the watershed algorithm to determine the watershed lines. The watershed lines are subtracted from the initial images to obtain an approximation of the grain-to-grain contacts. The grain-to-grain contacts are then used subsequently on as a separate phase in the numerical experiments.
N U M E R I C A L E S T I M AT I O N O F T H E E F F E C T I V E E L A S T I C P RO P E RT I E S
The micro-CT images obtained were post-processed to provide a 3-D digital model of the scanned rock for use in numerical simulations. The effective elastic properties can be determined using different numerical approaches. A review of the most important methods is given in Saenger (2008) . In our study, the dynamic wave propagation method is used to determine the effective elastic properties (Saenger et al. 2004) . Elastic parameters in Table 3 were attributed to the identified grains during the segmentation. The mineral content has been analysed using X-ray diffraction (XRD) and electron scanning microprobe techniques. The grains are mainly quartz and ankerite. The latter is considered as calcite, as the elastic parameters for ankerite are not found in the literature. The pores are treated as vacuum. Then, the bulk effective medium parameters are estimated from the micro-CT images, as follows. A plane wave is applied to the boundary of one face of the 3-D rock model using a homogeneous buffer zone. Periodic boundary conditions are employed in the directions perpendicular to the chosen face. The wave propagation is based on an elastic finite-difference solver (Saenger et al. 2000) . Because the wavelength (Table 3) used is much larger compared to the pore size, we can measure the effective velocities with this technique. Details of the numerical method are found in Saenger et al. (2011) and references therein.
In a first series of numerical experiments, the elastic properties of the grain-to-grain contacts are considered equivalent to those of quartz grains. This procedure is comparable to not applying the Digital rock physics 1479 
grain boundary reconstruction method, which allows identifying the grain-to-grain contacts. However, as shown by previous experiments and confirmed in this experiment (Fig. 5) , the velocity increases exponentially with confining pressure. This behaviour is explainable with a spherical grain packing model (e.g. the Hertz-Mindlin model), where the theoretical effect of pressure change on the rock stiffness is predicted. Thus, it is reasonable to argue that the grain-tograin contact moduli are highly dependent on the confining pressure. Therefore, additional numerical experiments have been performed with different values of the elastic moduli of the grain-to-grain contacts. These values range from 0 to the elastic moduli of quartz. The density is kept constant. Fig. 6 shows the two end-members of the 3-D digital rock used for the numerical simulations. Fig. 7 shows the results. By varying the value of the elastic moduli at grain-tograin contacts, the calculated velocity displays a behaviour that is similar to the measurements obtained by the ultrasonic experiment under different confining pressures.
C A L I B R AT I O N
The laboratory velocity measurements at different confining pressures (Fig. 5 ) and the numerical results using different elastic parameters at the grain-to-grain contacts (Fig. 7) show a similar trend. Therefore, it can be assumed that the elastic moduli at the grain-tograin contacts become higher with increasing confining pressure. However, the absolute values of laboratory (Fig. 5 ) and numerical experiments (Fig. 7) show substantial disagreement. As already reported in recent studies Zhang 2010) , the calculated velocities from micro-CT images are higher than the laboratory observations. The effective elastic properties of a rock depend on the volume fractions of the various mineral phases and the geometric details of the constituents, such as the geometry and the grain-to-grain contacts (i.e. weaker mechanical parts). From scanning electron microscope images (SEM, Fig. 3 ) and the mercury porosimetry (Ritter & Drake 1945; Giesche 2006 ), it appears that a large portion of the pores and cracks are not resolved by the micro-CT imaging. Hence, all the weaker mechanical parts are not taken into consideration during the standard numerical simulation. As a consequence, the micro-CT imaging techniques cannot be used as a stand-alone tool to calculate the effective elastic properties of the rock. It is therefore necessary to calibrate the numerical results with the experimental data. We suggest a possible strategy of calibration for which the systematic higher velocities are corrected by multiplying the numerical velocity values (V num ) by a factor s:
The second step is to attribute an effective pressure to the elastic moduli (M contacts and G contacts ) at the grain-to-grain contacts. We suggest a linear relationship between the elastic moduli at the grainto-grain contacts and the effective pressure:
where M contacts = m g 2g M Quartz, G contacts = m g 2g G Quartz and m g2g ∈ [0, 1]. The values of the three parameters s, c and w are simultaneously obtained by the minimization of the unconstrained multivariable functions. Fig. 8 and Table 2 summarize the results.
D I S C U S S I O N
Micro-CT imaging provides valuable information for calculating the effective elastic properties of rocks as it gives the geometric details of how the mineral phases are arranged. However, this technique still has limitations when combined with numerical simulations. The lack of resolution does not allow identification of cracks and pores in the micro-and nanometre ranges. Indeed, mercury porosimetry measurements (Fig. 2) indicate that a significant amount of the pore volume is below the resolution limit of micro-CT imaging. By visual inspection of the rock using SEM imaging that has higher resolution than micro-CT, we infer that two main features remain unresolved: the grain-to-grain contact zones and the small-scale cracks. Both significantly influence the effective mechanical properties. Several studies have demonstrated, based on different theoretical models (Mavko et al. 2009 ), the influence of the grain-to-grain contact on the effective compressibility of granular media. However, the grain-to-grain contacts can only partly be analysed visually and, because of noise in the images, they cannot be identified by a routine thresholding procedure, as described in Section 4.2. To solve this problem, an algorithm is required to geometrically separate grains that appear connected in micro-CT images.
In this study, we presented a method that uses laboratory measurements in conjunction with numerical simulations to overcome these restrictions. We suggest to include the grain-to-grain contacts as a separate segmented phase in the computation. We observed in the numerical results that varying linearly their moduli, M contacts and G contacts , yields a non-linear outcome of the effective elastic moduli. Similarly, in the laboratory experiments, a linear change in confining pressure produces a non-linear increase of the measured velocities.
Moreover, assigning an exact value for the elastic parameter to every grain is a challenging task. Several sources of error are introduced by attributing the moduli of a single crystal to the segmented grain. A single grain is considered homogeneous, whereas in reality it may contain microcracks and small inclusions (Passchier et al. 2005) . Additionally, a crystal is often internally deformed with resultant lattice defects. Attributing the bulk modulus to only two phases (quartz and calcite) provides only a rough approximation. To resolve this problem, a scaling parameter, s, is introduced in the correction procedure (see eq. 2).
Lowering the elastic moduli of these mechanically weak zones allows to account for the pressure sensitivity of the grain boundary. To give physical meaning to the elastic moduli of the grain-tograin contacts, we need to calibrate the moduli with the effective pressure. From the fitted results (Fig. 8) , the calibration can then be used for subsurface pressure conditions from a few megapascals up to 200 MPa. The validity of the hereby presented approach does not consider the conditions close to room pressure as shown in Fig. 8 . In addition, the range over which the approach is valid, in terms of confining pressure, has to be determined individually for each rock.
We assume that the coefficients s, c and w (eqs 2 and 3; Table 2 ) can be used for similar rocks (i.e. homogeneous sandstone), however a systematic approach has to be adopted in the future to test the uniqueness of the parameters on several types of rocks. Those variables depend also on the resolution of the CT-scan and the algorithm applied to segment the data. Therefore, it is necessary to calibrate the numerical simulation with experimental results each time CT images are used.
For similar or other rock types (e.g. same granular material but with different clay content between the grains), individual calibration is needed to estimate these coefficients. The parameters allow us to perform a coordinate mapping between the moduli of the grain-to-grain contact and the confining pressure. The parameters s, c and w are our proposed link between the numerical simulation and the experiment.
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Figure 9. Workflow for a virtual rock laboratory that has to be calibrated with laboratory experiments.
C O N C L U S I O N S
In this paper, we present a workflow that integrates numerical simulations and laboratory experiments to obtain acoustic ultrasonic pressure-dependent velocity, summarized in Fig. 9 . As part of the digital rock physics workflow, numerical and laboratory experiments must be combined for a better understanding of the physical properties of the rock. With modern imaging techniques, it remains difficult to resolve the microstructures (submicrometre) and image a representative volume at the same time, which is essential to understand the elastic properties of rocks.
We propose a calibration technique to numerically predict pressure-dependent velocities for a rock sample. The calibration provides a starting point for further dynamic simulations of wave propagation in solid media.
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