Efficient exploration in high-dimensional environments remains a key challenge in reinforcement learning (RL). Deep reinforcement learning methods have demonstrated the ability to learn with highly general policy classes for complex tasks with high-dimensional inputs, such as raw images. However, many of the most effective exploration techniques rely on tabular representations, or on the ability to construct a generative model over states and actions. Both are exceptionally difficult when these inputs are complex and high dimensional. On the other hand, it is comparatively easy to build discriminative models on top of complex states such as images using standard deep neural networks. This paper introduces a novel approach, EX 2 , which approximates state visitation densities by training an ensemble of discriminators, and assigns reward bonuses to rarely visited states. We demonstrate that EX 2 achieves comparable performance to the state-of-the-art methods on lowdimensional tasks, and its effectiveness scales into high-dimensional state spaces such as visual domains without hand-designing features or density models.
Introduction
In reinforcement learning, an agent must identify high reward state-actions through trial and error. Discovering these regions of high reward efficiently is referred to as the exploration problem and is especially difficult in high dimensional and/or continuous environments. Recent work has shown that methods that combine reinforcement learning with rich function approximators, such as deep neural networks, can solve a range of complex tasks, from playing Atari games (Mnih et al., 2015) to controlling complex simulated robots (Schulman et al., 2015) .
Although deep reinforcement learning methods allow for complex policy representations, they do not by themselves solve the exploration problem. These methods usually use random, undirected exploration strategies, such as -greedy strategies (Mnih et al., 2015) or Gaussian noise (Lillicrap et al., 2015) , which can struggle under sparse or delayed rewards. In practice, this challenge is often addressed with strategies such as reward shaping (Ng et al., 1999) . Countbased bonuses and novelty estimation has been shown to provide substantial speedups in classic reinforcement learning (Strehl & Littman, 2009; Kolter & Ng, 2009) , and several recent works have proposed information-theoretic or probabilistic approaches to exploration Chentanez et al., 2005) by drawing on formal results in simpler discrete or linear systems (Bubeck & CesaBianchi, 2012) . However many of these methods are difficult to scale to complex tasks with high-dimensional input representations, such as images, since they rely on constructing generative or predictive models. Generating and predicting images is still a challenging open problem, despite extensive progress (Salimans et al., 2016) .
Recently, generative adversarial networks (GANs) (Goodfellow et al., 2014) have shown promise in using a discriminatively trained classifier to construct a generative model. The generator attempts to capture the data distribution while the discriminator classifies between real and synthesized data. In the count-based bonus exploration approach, we want to model the state visitation density without having to explicitly count states or build generative models. We take inspiration from GANs and use a discriminatively trained novelty classifier to estimate state visitation counts. The intuition is that a state that is easy to distinguish from all other visited states is likely to be a novel state, while a state that is hard to distinguish from all other visited states is probably a frequently visited one. Our analysis shows that this approach can be formalized as implicit density estimation, where an approximate visitation density for the state can be obtained from a classifier that distinguishes that state from all others.
The primary contribution of this work is an exploration strategy based on implicit density estimation with exemplar models. In this framework, the novelty of a state is measured by a discriminative model trained to classify that state against all previously visited states, and the agent is arXiv:1703.01260v1 [cs. LG] 3 Mar 2017 encouraged to explore states that are easily distinguished from other states. Unlike generative models, these discriminative models are easy to train even with limited data, as might be the case early on in the reinforcement learning process. Discriminative models are also easier to train on rich sensory inputs like images, where we can use standard convolutional classifier networks. Furthermore, we do not need to perform explicit density estimation or learn a dynamics model, which can be difficult to scale to high dimensional domains. Our analysis shows that, despite only training discriminative models, we can still obtain density estimates from our exemplar models, and therefore can make use of standard count-based (or density-based, in continuous spaces) exploration bonuses. We evaluate our model on several continuous tasks with sparse rewards, as well as a challenging image-based video game task. We show that EX 2 attains substantial improvement over a prior state-of-the-art generative novelty detection method on the image-based video game task, demonstrating its ability to scale to high-dimensional observations.
Related Work
In finite MDPs, exploration algorithms such as E 3 (Kearns & Singh, 2002) and R-max (Brafman & Tennenholtz, 2002) offer theoretical optimality guarantees. However, these methods typically require maintaining state-action visitation counts, which can make extending them to high dimensional and/or continuous states very challenging. Exploring in such state spaces has typically involved strategies such as introducing distance metrics over the state space (Pazis & Parr, 2013; Kakade et al., 2003) , and approximating the quantities used in classical exploration methods. Prior works have employed approximations for the state-visitation count (Tang et al., 2016; Bellemare et al., 2016; Abel et al., 2016) , information gain, or prediction error based on a learned dynamics model Stadie et al., 2015; Acchiam & Sastry, 2017) . Bellemare et al. (2016) show that count-based methods bound the bonuses produced by exploration incentives based on intrinsic motivation, such as model uncertainty or information gain, making count-based or density-based bonuses an appealing and simple option. The goal of our work is to extend density-based bonuses to cases where building conventional generative or Bayesian models is difficult. Our experiments on an image-based video game task show that our method outperforms a generative approach based on Bayesian networks .
Other methods avoid tackling the exploration problem directly and use randomness over model parameters to encourage novel behavior (Chapelle & Li, 2011) . For example, bootstrapped DQN (Osband et al., 2016) avoids the need to construct a generative model of the state by instead training multiple, randomized value functions and performs exploration by sampling a value function, and executing the greedy policy with respect to the value function. While such methods scale to complex state spaces as well as standard deep RL algorithms, they do not provide explicit novelty-seeking behavior, but rather a more structured random exploration behavior.
Another direction explored in prior work is to examine exploration in the context of hierarchical models. An agent that can take temporally extended actions represented as action primitives or skills can more easily explore the environment (Stolle & Precup, 2002) . Hierarchical reinforcement learning has traditionally tried to exploit temporal abstraction (Barto & Mahadevan, 2003) and relied on semiMarkov decision processes. A few recent works in deep RL have used hierarchies to explore in sparse reward environments (Florensa et al., 2017; Heess et al., 2016) . However, learning a hierarchy is difficult and has generally required curriculum learning or manually designed subgoals (Kulkarni et al., 2016) . In this work, we discuss a general exploration strategy that is independent of the design of the policy and applicable to any architecture, though our experiments focus specifically on deep reinforcement learning scenarios, including image-based navigation, where the state representation is not conducive to simple count-based metrics or generative models.
Our model is similar to GANs in that we use discriminative models to build approximate generative models. Like GANs, our method employs an implicit density estimation procedure where a discriminatively trained classifier captures the data distribution. However, in contrast to GANs, our method does not construct an explicit generative model that can be sampled from, but allows us to estimate density values. Furthermore, if we interpret the policy as the "generator" of a GAN, the policy and classifier in our model are acting cooperatively: the policy is rewarded for visiting those states that are easiest to distinguish from all other previously visited states while the classifier is helping the policy explore novel states.
Preliminaries
In this paper, we consider a Markov decision process (MDP), defined by the tuple (S, A, T , R, γ, ρ 0 ). The transition distribution T (s |a, s) and reward function R(s, a) are unknown in the reinforcement learning (RL) setting and can only be queried through interaction with the MDP. γ is the discount factor and ρ 0 is the initial state distribution. The goal of reinforcement learning is typically to find the optimal policy π * that maximizes the expected sum of re-
Here, τ denotes a trajectory (s 0 , a 0 , ...s T , a T ), and its probability is denoted by
Our experiments evaluate episodic tasks with a policy gradient RL algorithm, though extensions to infinite horizon settings or other learners, such as Q-learning and actor-critic, are straightforward.
Count-based exploration algorithms maintain a state-action visitation count N (s, a), and encourage the agent to visit rarely seen states, operating on the principle of optimism under uncertainty. This is typically achieved by adding a reward bonus for visiting rare states. For example, MBIE-EB (Strehl & Littman, 2009 ) uses a bonus of β/ N (s, a), where β is a constant, and BEB (Kolter & Ng, 2009 ) uses a β/(N (s, a) + |S|). In the finite state and action spaces, these methods are PAC-MDP (for MBIE-EB) or PAC-BAMDP (for BEB), roughly meaning that the agent acts suboptimally for only a polynomial number of steps.
In this work, rather than maintaining explicit counts, which would be impractical in high-dimensional or continuous spaces, we employ an implicit density estimator based on a discriminatively trained classifier, which we describe in the following section.
Implicit Densities with Exemplar Models
In order to employ count-based reward bonus exploration in high-dimensional or continuous state spaces, we need to be able to evaluate approximate state visitation frequencies or, in continuous spaces, visitation densities. We could fit a generative model to the visited states, and use the density under this generative model as an approximation. While such methods have proven effective in prior work (Bellemare et al., 2016), we illustrate in Section 6 that generative models struggle when the observations are very high dimensional, as in the case, for example, of raw images. Instead, we describe how we can fit an implicit density model using only discriminatively trained classifiers, and in Section 5 describe how to use this implicit model to generate reward bonuses.
Exemplar and K-Exemplar Models
Our density estimation method relies on training an exemplar model. Given a dataset X = {x 1 , ...x n }, an exemplar model consists of a set of n classifiers or discriminators {D x1 , ....D xn }, one for each data point. Each individual discriminator D xi is trained to distinguish a single positive data point x i , the "exemplar," from the other points in the dataset X. We borrow the term "exemplar model" from Malisiewicz et al. (2011) , which coined the term "exemplar SVM" to refer to a particular linear model trained to classify each instance against all others. However, to our knowledge, our work is the first to apply them to exploration for reinforcement learning.
Let P X (x ) denote the data distribution over X , and let D x (x ) : X → [0, 1] denote the discriminator associated with exemplar x. In order to obtain correct density estimates, as discussed in the next section, we present each discriminator with a balanced dataset, where half of the data consists of the exemplar x and half comes from the background distribution P X (x ). Each discriminator is then trained to model D x (x ) = P (x = x|x ) via maximum likelihood. Note that the label x = x is noisy due to the fact that datapoints that are extremely similar or identical to x may also occur in the background distribution P X (x ), so this does not degenerate to a trivial delta function on x. To obtain the maximum likelihood solution, the discriminator is trained to optimize the following cross-entropy objective
(1) In practice, we may not want to train a discriminator at every single data point for computational or statistical efficiency reasons. We can instead train each discriminator with K positives and derive a similar model. This enables us to scale smoothly between an expensive, powerful model, where each discriminator receives one positive example, and a cheaper but weaker model, where a single discriminator receives many points as positives. In the K-exemplar model, each discriminator is associated with a batch of K positive exemplars B = {x 1 , . . . x K }. In this case, we sample positives from the batch B uniformly at random rather than always using a single exemplar. Letting P B (x) denote a uniform distribution over B, we optimize
(2)
Exemplar Models as Implicit Density Estimation
In this section, we will show how the exemplar model can be used for implicit density estimation of the data distribution p(x). We start with the single, non-batched exemplar model. When the optimal discriminator (over all possible discriminators) D * x exists, we can make an explicit connection between the discriminator and the underlying data distribution P X (x).
Proposition 1. (Single Exemplar Optimal Discriminator)
For a given background distribution P X (x) (discrete or continuous), the optimal discriminator D * x for an exemplar
.
Proof. The proposition follows from minimizing Equation (1) with respect to D *
x (x). Taking the derivative with respect to D * x (x), we obtain
Solving for D *
x (x) yields the desired result.
A consequence of this fact is that, if D *
x is optimal, we can recover the probability of a data point P X (x) by evaluating the discriminator at its own exemplar x, according to
Using the same argument, we can show a similar property for the K-exemplar model: .
Proof. Taking the derivative of Equation (2) with respect to D * B (x), we obtain
Solving for D * B (x) yields the desired result.
EX 2 : Exploration with Exemplar Models
We can now describe our exploration algorithm based on implicit density models. Pseudocode for a batch policy search variant using the single exemplar model is shown in Algorithm 1. Online variants for other RL algorithms, such as Q-learning, are also possible.
In order to apply the ideas from count-based exploration described in Section 3, we would like to approximate the state-visitation counts N (s) = nP (s), where P (s) is the distribution over states visited during training. Note that we can easily use state-action counts N (s, a), but we omit the action for simplicity of notation.
We approximate sampling from P (s) by instead sampling from the empirical state-visitation distribution via a replay buffer R, which is a first-in first-out (FIFO) queue that Sample trajectories {τ j } from policy π i
4:
for state s in {τ } do
5:
Sample a batch of negatives {s k } from B. Improve π i with respect to R (s, a) with any policy optimization method.
10:
B ← B ∪ {τ i } 11: end for holds previous states visited during training. Our exemplars are the states we wish to score, which are the states in the current batch of trajectories. In an online algorithm, we would instead train a discriminator after receiving every new observation and compute an exploration bonus in the same manner.
Given the output from discriminators trained to optimize Equation (1), we then augment the reward with a function of the "novelty" of the state
Several reasonable choices for the function f include log D s (s) or a count-based 1/ N (s) (as done by Tang et al. (2016) ), where N (s) = nP (s), withP (s) estimated via Equation (3), and n being the size of the replay buffer R. In our experiments, we did not find significant differences in performance from this choice, though the two options required different weights β.
Relationship to GANs
Our exploration algorithm has an interesting interpretation related to GANs. The policy can be viewed as the generator of a GAN, and the exemplar model serves as the discriminator, which is trying to classify states from the current batch of trajectories against previous states. Using the K-exemplar version of our algorithm (Equation 2), we can train a single discriminator for all states in the current batch (rather than one for each state), which mirrors the GAN setup.
In GANs, the generator plays an adverserial game with the discriminator by attempting to produce indistinguishable samples in order to fool the discriminator. However, in our algorithm, the generator is rewarded for helping the discriminator rather than fooling it, so our algorithm plays a cooperative game instead of an adverserial one. Instead, they are competing with the progression of time: as a novel state becomes visited frequently, the replay buffer will become saturated with that state and it will lose its novelty. This property is desirable in that it forces the policy to continually seek new states from which to receive exploration bonuses.
Experimental Evaluation
The goal of our experimental evaluation is to compare the EX 2 method to both a naïve exploration strategy and to recently proposed exploration schemes for deep reinforcement learning based on explicit density modeling. To that end, we present results on both low-dimensional benchmark tasks used in prior work, and on more complex vision-based tasks, where prior density-based exploration bonus methods are difficult to apply. We aim to answer the following questions: (1) does EX 2 effectively estimate densities for exploration bonuses? (2) does EX 2 outperform the prior methods on tasks with complex visual observations?
Exemplar Model Architecture
Since obtaining accurate density estimates using exemplar models requires optimal or near-optimal discriminators, it is crucial that we use powerful function approximators as discriminators. Thus, we implement our exemplar model with neural networks discriminators, using the K-exemplar formulation described in Equation (2). We batch adjacent states in a trajectory to the same discriminator, which corresponds to a form of temporal regularization that assumes that adjacent states in time are similar.
However, training hundreds of neural networks per RL algorithm iteration would be prohibitively inefficient. Thus, we employ a more scalable model and share the majority of layers in the neural networks similar to (Osband et al., 2016) , and only allow the final linear layer to vary amongst discriminators. While this reduces the representational power of the model, it forces the shared layers to learn a joint feature representation, and the gradient of the entire model can be computed efficiently with a single pass of backpropagation.
An example architecture is shown in Figure 1 . For image based tasks, our shared layers consist of 2 convolution and 2 fully connected layers, whereas the shared layer for non-image tasks only consist of 2 fully connected layers. The unshared layer in both cases is a single fully connected layer.
We show an example of this architecture in action on a trimodal 1D toy dataset in Figure 2 . Note that the exemplar model using only linear discriminators is unable to fit the distribution and instead clusters most of the density around the mean. In contrast, the shared neural network is able to project the distribution to a learned feature space in which the modes are linearly separable.
Task Details
Our experimental evaluation consists of four tasks. The first task is a 2D maze, which was chosen to provide an illustration of the density estimates obtained from our algorithm, since they can be visualized explicitly for a 2D environment. The next two tasks are benchmark tasks from the OpenAI gym benchmark suite, called SparseHalfCheetah and SwimmerGather, which were chosen to provide a point of comparison with prior work. These tasks are still relatively low-dimensional (20 and 33 observation dimensions), but substantially more challenging. Finally, we evaluated our method and prior techniques on a visionbased navigation task in the game Doom, which require processing complex RGB image inputs. Sample images taken from these tasks are shown in Figure 3 . 2D Maze. This task involves navigating through a 2D maze, using the (x,y) coordinate of the agent as the observation. The challenge stems from the sparse reward, which is only obtained in a small box around the goal. The agent therefore has to figure out how to reach novel parts of the maze in order to eventually find the reward region.
SparseHalfCheetah. This task involves making a 6-DoF robot run forward as fast as possible. However, this task has been modified to have a sparse reward as done by Houthooft et al. (2016) , so that the agent only receives reward upon reaching a certain position threshold, and receives a constant reward afterwards.
SwimmerGather. This locomotion task, initially proposed as a hierarchical task by Duan et al. (2016) , involves navigating a 3-link snake-like robot to collect green or red pellets. The agent is rewarded for collecting green pellets and penalized for red ones.
Doom (MyWayHome+).
This task involves navigating an agent through a maze to find a vest that is located in one of the rooms. The observations consist only of visual feedback, and the reward is sparse and only given when the vest is obtained. This is a slightly modified version of the OpenAI Gym task where we initialize the agent in the furthest room from the vest to create a sparse reward task.
Sparse reward tasks are difficult to solve for most RL algorithms because the agent lacks any reward signal on how to improve its policy. Thus, it relies on the exploration strategy to guide the agent through the environment in hopes of experiencing reward.
To evaluate the effectiveness of our algorithm, we compare it against baseline heuristic strategies, which are random categorical sampling or Gaussian noise, and demonstrate that for all tasks naïve exploration is insufficient. We also compare against VIME , a stateof-the-art exploration method for continuous control tasks based on Bayesian neural networks. On the 2D Maze task, we also include a histogram counting strategy based on discretization as an upper bound on performance. This kind of discretization is intractable for the larger tasks, but provides "best case" performance on the simple 2D problem.
As our policy optimization method, we use TRPO (Schulman et al., 2015) because it operates on both continuous and discrete action spaces, and due to its relative robustness to hyper-parameter choices .
Our code and additional supplementary material will be available at https://sites.google.com/view/ ex2exploration, and is built on top of rllab , OpenAI gym, and Tensorflow.
Results
Learning curves of our experiments are shown in Figure 5 , along with a compiled table of results in Table 1. 6.3.1. 2D MAZE Our first experiment is a sparse reward maze task, in which we can evaluate our algorithm on a low-dimensional 2D task where we can easily visualize learned density models. Because the agent only receives reward in a small box around the goal position, for naïve Gaussian exploration, the agent receives no reward signal during most of training.
We evaluated our algorithm against the baseline Gaussian exploration of TRPO (Schulman et al., 2015) , VIME , and a count-based oracle. The oracle is constructed by discretizing the 2D state space into a 16x16 grid and constructing a histogram of state-visitation counts. EX 2 significantly outperforms the baseline Gaussian exploration, and slightly outperforms VIME. The count-based strategy with state discretization learns fastest, which is not surprising since a 2D state space is small enough such that a histogram model is efficient, but EX 2 achieves the closest performance to it among the methods that use function approximation. This experiment demonstrates that EX 2 is able to guide the agent to promising regions of the state space even in the absence of any reward signal, and is competitive with a prior method that also uses neural networks for reward bonuses.
On this domain, we can visually compare the estimated density model produced by our exemplar model and the empirical state-visitation distribution sampled from the replay buffer. An example snapshot during training is shown in Figure 4 . We see that our model smoothly approximates the empirical distribution, and correctly assigns high probability (white) to frequently visited states and low probability (black) to unvisited states. This corresponds to a large exploration bonus for regions that the policy has not yet visited.
SWIMMERGATHER AND HALFCHEETAH
SwimmerGather and HalfCheetah are two challenging continuous control tasks proposed by Houthooft et al. (2016) . Both environments feature sparse reward but relatively low-dimensional observations (33 dimensions for SwimmerGather, and 20 for HalfCheetah).
As explained by Houthooft et al. (2016) , SwimmerGather is a hierarchical task in which no previous algorithms using naïve exploration have made any progress. Our experiments demonstrate that EX 2 can achieve comparable performance to VIME on this task. EX 2 was not able to solve the HalfCheetah task as well as VIME, but was still able to consistently experience reward whereas Gaussian explo-a) 2D Maze b) SparseHalfCheetah c) SwimmerGather . Heatmap of our exemplar density estimator on the 2D Maze task during training. White corresponds to a high value, and black corresponds to 0. The left image shows our density estimator, and the right image is the empirical distribution sampled from the replay buffer, discretized to a 50x50 grid. Our method produces a soft approximation to the underlying empirical distribution, making it well suited for reward bonuses.
ration rarely does. This likely suggests that EX 2 guided the agent to a locally optimal solution early in training and was unable to recover. However, it should be noted that the variance of the VIME result, which on average was substantially better, was still extremely high on HalfCheetah, indicating that task success was not consistent.
These results demonstrate that, on complex tasks with lowdimensional observations, our implicit density estimation approach compares well to explicit density modeling, despite consisting entirely of discriminatively trained models. The result on HalfCheetah points to a potential shortcoming of our method when compared to explicit density estimation, but it should also be noted that the tasks (HalfCheetah and SwimmerGather) were proposed specifically by to evaluate exploration with explicit density models that can be constructed effectively on low-dimensional state representations. In the next subsection, we discuss a more challenging vision-based task, and show that EX 2 greatly outperforms the explicit density model in VIME when the observation dimensionality increases.
DOOM MYWAYHOME
In this experiment, we test the ability of our algorithm to scale to rich sensory inputs and high dimensional state spaces on Doom. The raw image observations for this task have 3072 values (we downscale the image to 32x32x3). EX 2 is able to provide effective exploration bonuses on this high-dimensional task, whereas VIME struggles to improve as much over the baseline method with naïve random exploration, at least on the MyWayHome task.
Density and count-based strategies are susceptible to the curse of dimensionality and typically require careful density model selection that balances representational power with data efficiency (Bellemare et al., 2016; Tang et al., 2016) . Our experiments demonstrate that off-the-shelf, discriminative convolutional neural networks trained with EX 2 are able to generate coherent exploration behavior even in such high-dimensional environments. On MyWay-a) 2D Maze b) SwimmerGather c) SparseHalfCheetah d) DoomMyWayHome+ Figure 5 . Learning curves (reward vs iteration) for the tasks in our benchmark task suite. On the low-dimensional tasks, EX 2 outperforms VIME in two of the three cases (2D Maze and SwimmerGather), but the largest gains are seen on the most high-dimensional task, which is the image-based Doom environment. This indicates that the implicit density estimator in EX 2 is better able to handle high-dimensional image inputs, since it can leverage conventional feedforward discriminative models. Table 1 . Median (and mean in parentheses) scores of our algorithm, VIME, and TRPO on our benchmark task suite.
Home, EX 2 is able to guide the agent through multiple rooms to the goal position.
We found it helpful to introduce a small entropy regularization term on the policy for this task. Thus, we evaluate against standard TRPO, and TRPO with the entropy regularization as baselines to ensure a fair comparison. Since the agent receives mostly rewards of 0, the vanilla TRPO agent has a peculiar property in that it does not update until it experiences a trajectory that finds the goal, while exploration bonuses can lead to a decrease in the policy's entropy without a regularizer.
Discussion and Future Work
We presented EX 2 , a scalable exploration strategy based on training discriminative exemplar models to assign reward bonuses. We also demonstrate a novel connection between exemplar models and density estimation, which motivates our algorithm as approximating count-based exploration. Our empirical results demonstrate that EX 2 tends to achieve comparable results to the previous state-of-theart for continuous control tasks on low-dimensional environments, and can scale gracefully to handle rich sensory inputs such as images that are not feasible for prior direct generative modeling methods, as demonstrated on the Doom navigation task. Several exciting directions for future work include: Exemplar Models and Density Estimation: Future work could explore additional theoretical results on the connection between exemplar models and density estimation. In particular, what claims can be made when the discriminator is not optimal? Can this be used to choose a particular form for the discriminator, or a better objective function?
Computational Efficiency: Our exploration algorithm involves an expensive optimization step requires training hundreds of discriminators. We use the K-exemplar model to reduce this by a constant factor and additionally provide regularization, and share many of the network layers. However, additional improvements in performance could be obtained by making the method fully parametric.
We hope that EX 2 provides a promising step towards solving tasks in complex environments with limited supervision, and motivates further research in this challenging but crucial area for expanding the scope of deep reinforcement learning applications in domains with complex, highdimensional observations.
