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Abstract
IDENTIFYING, EVALUATING AND APPLYING IMPORTANCE MAPS FOR
SPEECH
by
Viet Anh Trinh

Like many machine learning systems, speech models often perform well when employed
on data in the same domain as their training data. However, when the inference is on
out-of-domain data, performance suffers. With a fast-growing number of applications of
speech models in healthcare, education, automotive, automation, etc., it is essential to ensure
that speech models can generalize to out-of-domain data, especially to noisy environments in
real-world scenarios. In contrast, human listeners are quite robust to noisy environments.
Thus, a thorough understanding of the differences between human listeners and speech models
is urgently required to enhance speech model performance in noise. These differences exist
presumably because the speech model does not use the same information as humans for
recognizing the speech. A possible solution is encouraging the speech model to attend to the
same time-frequency regions as human listeners. In this way, speech model generalization in
noise may be improved.
We define those time-frequency regions that humans or machines focus on to recognize the
speech as importance maps (IMs). In this research, first, we investigate how to identify speech
importance maps. Second, we compare human and machine importance maps to understand
how they differ and how the speech model can learn from humans to improve its performance
in noise. Third, we develop a structured saliency benchmark (SSBM), a metric for evaluating
IMs. Finally, we propose a new application of IMs as data augmentation for speech models,
enhancing their performance and enabling them to better generalize to out-of-domain noise.
Overall, our work demonstrates that we can improve speech models and achieve out-of-

v
domain generalization to different noise environments with importance maps. In the future, we
will expand our work with large-scale speech models and deploy different methods to identify
IMs and use them to augment the speech data, such as those based on human responses.
We can also extend the technique to computer vision tasks, such as image recognition by
predicting importance maps for images and use IMs to enhance model performance to
out-of-domain data.
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Chapter 1
Introduction
1.1

Motivation

For many clean datasets, automatic speech recognition (ASR) performs on par with human
listeners. However, when employed in out-of-domain data, especially in noisy environments,
ASR has a much higher error rate (Scharenborg, 2007; Juneja, 2012; Virtanen et al., 2012;
Spille et al., 2018). With the massive adoption of deep learning architectures in recent
years, ASR and other speech models have been extensively applied in many industry sectors
and different real-world scenarios. The speech recognition market size is growing from
10.7 billion dollars in 2019 to 27.16 billion dollars by 2025 1 . Thus, the data distribution is
considerably varied. That poses a challenge to us to ensure these speech models can generalize
to out-of-domain data, particularly to noisy environments.
Human listeners are quite robust to noise while speech models still need to strengthen
their performance in noisy environment. One probable explanation for the remarkable noise
robustness of human speech perception is that human listeners are able to identify glimpses
of relatively clean speech in a noisy mixture through bottom–up processes. They then use
1

https://www.statista.com/statistics/1133875/global-voice-recognition-market-size/

1
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top-down knowledge of speech and language to fill in the missing information between these
glimpses (Cooke, 2006).
One difficulty in studying this topic is that the hearing process is not observable, unlike
analogous visual processes. In addition, the differences between human and machine performance are not well understood. Understanding what causes these differences could possibly
lead to improvements in ASR noise robustness. Therefore, techniques able to quantify the
importance of these individual glimpses to a listener’s recognition of an utterance are urgently
needed. Our research focuses on identifying and evaluating these important time-frequency
regions (importance maps) as well as applying them to augment data for a speech task. This
research has led to our four papers: Trinh et al. (2018); Trinh and Mandel (2020, 2021); Trinh
et al. (2022). Trinh et al. (2018) presents an adversarial approach to finding importance
maps for ASR. This approach predicts IMs that show patterns similar to patterns derived
from human listening tests.
Trinh and Mandel (2021) identify the importance maps of human and machine listeners
using a correlational approach. We measure the correlation between the audibility of each
time-frequency point with the overall intelligibility of the utterance across mixtures. We
compare the important time-frequency regions that humans, a non-neural network ASR, and
a neural network ASR focus on. Our analysis has shown that between the neural network
ASR and non-neural network ASR, the importance maps of neural network ASR are closer
to human ones, but do not capture all the same cues of human listeners. Trinh and Mandel
(2020) develop a new evaluation metric, the first to evaluate importance maps in a structured
prediction task. This metric differs from existing metrics, which do not consider the accuracy
of other words in a sentence and predicted important speech energy. The study is useful
for evaluating importance maps when there is no ground truth labels from human available.
We also show that this metric is aligned with the Jaccard index to measure the similarity
between human and machine importance maps on a dataset where we have ground truth
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labels.
Finally, Trinh et al. (2022) propose ImportantAug, a new data augmentation agent that
uses importance maps to directly improve a speech command recognizer. Our method shows
its effectiveness on the Google Speech Commands (GSC) dataset version two. It gains a
23.3% relative error rate reduction on the standard GSC test set compared to conventional
noise augmentation which applies noise to speech without regard to where it might be most
effective. Moreover, the proposed model achieves a 25.4% relative error rate reduction in
comparison with a baseline without data augmentation. Our technique exceeds conventional
noise augmentation and the baseline on test sets with additional in-domain and out-of-domain
noise added.
Taken together, our contributions include:
1. We have developed an adversarial self-supervision method to identify importance maps
from clean speech without ground truth, and demonstrated patterns that are similar to
patterns derived from much more expensive human listening tests. In our method, we
can add lots of noise to an utterance without affecting its intelligibility, which means
we successfully identified the importance map.
2. Our comparison between human importance maps and those of non-neural and neural
network ASRs suggests that between non-neural and neural networks, neural network
strategies to recognize speech are closer to humans. However, neural network speech
recognition is not yet able to capture all the same cues as human listeners. We suggest
that adapting ASR to pay attention to the same regions used by humans would enhance
ASR’s generalization in noise.
3. To the best of our knowledge, we are among the earliest, to provide a framework for
evaluating the importance maps of running sentences, a structured prediction problem.
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4. We are also the first to perform data augmentation with top-down importance maps to
improve the performance of a speech classifier.

1.2
1.2.1

Summary of Research
Identification of importance maps

In Chapter 2, we propose a system called the Bubble Cooperative Network (BCN), which is
designed to predict important areas of individual utterances from clean speech. Based on
theses predictions, noise is then added to the utterance in unimportant regions and presented
to a recognizer. A loss function is used to train the BCN so it is encouraged to add as much
noise as possible while preserving recognition performance, identifying important regions
precisely and placing the noise everywhere else. Empirical evaluation demonstrates that the
BCN can obscure 97.7% of the spectrogram with noise while maintaining recognition accuracy
for a simple speech recognizer matching a noisy test utterance with a clean reference utterance.
The outputs called masks predicted by a single BCN on several utterances show patterns
similar to patterns derived from human listening tests, which analyze each utterance separately,
as well as better generalization and less context-dependence than previous approaches.

1.2.2

Comparison of machine and human importance maps

In Chapter 3, we directly compare the strategies for recognizing speech in noise of human
listeners and automatic speech recognizers. The results show that while humans focus on
time-frequency regions corresponding to formant transitions, stop bursts, and sibilance, a
traditional GMM-based acoustic model operating on Mel-frequency cepstral coefficients
(MFCCs) focuses on regions of low energy. Additionally, while neural network acoustic models
(AMs) pay attention to certain high-energy regions, similar to those of humans, they do
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not use all the same cues of human listeners, such as certain transitions between silence
and high speech energy. Although we were able to show large differences in importance
and accuracy between different acoustic models, using an recurrent neural network (RNN)
language model did not account for much change compared to the n-gram-based language
model. These results suggest that the performance of ASR in noisy conditions might be
improved by adapting it to pay better attention to the cues used by human listeners.

1.2.3

Evaluation of importance maps

In Chapter 4, we introduce a metric, the structured saliency benchmark (SSBM), to evaluate
importance maps computed for automatic speech recognizers on individual utterances. These
maps indicate the most important time-frequency points of an utterance for correct recognition
of a target word. Our evaluation technique is not only suitable for standard classification
tasks, but also appropriate for structured prediction tasks like sequence-to-sequence models.
In addition, we use this approach to compare the importance maps created by our previously
introduced technique (Mandel et al., 2016; Trinh and Mandel, 2021), using “bubble noise” to
identify important points through correlation with a baseline approach built on smoothed
speech energy and forced alignment. Our results show that the bubble analysis approach is
better at identifying important speech regions than this baseline on 100 sentences from the
AMI corpus (Carletta et al., 2005).

1.2.4

Data augmentation with importance maps

In previous chapters, we present a method to identify and evaluate importance maps. In
Chapter 5, we introduce ImportantAug, a technique to augment training data for speech
classification and recognition models by adding noise to unimportant regions of the speech
and not to important regions. More specifically, importance is predicted for each utterance
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by a data augmentation agent that is trained to maximize the amount of noise it adds while
minimizing its impact on recognition performance. Our method was proposed based on a
top-down adversarial approach to predicting importance maps described in Chapter 2. The
effectiveness of our method is illustrated on version two of the Google Speech Commands
(GSC) dataset (Warden, 2018). On the standard GSC test set, it achieves a 23.3% relative
error rate reduction compared to conventional noise augmentation which applies noise to
speech without regard to where it might be most effective. It also provides a 25.4% error rate
reduction compared to a baseline without data augmentation. Additionally, the proposed
ImportantAug outperforms the conventional noise augmentation and the baseline on two test
sets with additional noise added.
These four chapters 2, 3, 4 and 5 are based on our works:
1. Viet Anh Trinh, Brian McFee, and Michael I Mandel. Bubble Cooperative Networks for
Identifying Important Speech Cues. In Proc. Interspeech 2018, pages 1616-1620, 2018.
2. Viet Anh Trinh and Michael I Mandel. Directly comparing the listening strategies of
humans and machines. IEEE/ACM Transactions on Audio, Speech, and Language
Processing, 29: 312-323, 2021.
3. Viet Anh Trinh and Michael I Mandel. Large Scale Evaluation of Importance Maps in
Automatic Speech Recognition. In Proc. Interspeech 2020, pages 1166-1170, 2020.
4. Viet Anh Trinh, Hassan Salami Kavaki, and Michael I Mandel. ImportantAug: A data
augmentation agent for speech. Submitted to ICASSP, 2022.

1.3

Background and related topics

Our research on importance maps is closely related to the topic of saliency maps in speech
(Do and Stylianou, 2018; Kaya and Elhilali, 2017) and computer vision (Bylinskii et al., 2017).
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For the purposes of the current work, we will use the term “saliency map” to describe a
map of salient information derived from either top-down or bottom-up information. We will
define “importance maps” to be a subset of these that are derived mainly from top-down
information. Additionally, as our work has directly contributed to a better understanding
of speech recognition processes, it is connected to the field interpretable machine learning
(Ribeiro et al., 2016).
Saliency maps are an important topic in computer vision (Itti et al., 1998; Kim et al.,
2017b; Deng et al., 2013; Navalpakkam and Itti, 2005; Zhao and Koch, 2013; Cong et al.,
2018). Saliency maps are subsets of the sensory (eye) data that the brain selects for processing
(Itti et al., 1998). To select these subsets, there are various methods which can be categorized
into two groups: bottom-up or top-down. In the bottom-up approach, the saliency maps
are derived from sensory signals and are task-independent. One of the prominent early
works in bottom-up saliency is Itti et al. (1998), in which the authors recommended applying
color, intensity and orientation linear filters on images to extract a saliency map. In the
top-down group, however, the saliency maps are task-dependent. Navalpakkam and Itti
(2005) demonstrate a computational model for the top-down approach, where the model
matches the pattern in the image with task knowledge stored in memory. Importance maps
are similar to top-down saliency maps because they are both task-dependent.
There are a number of studies about identifying saliency maps in the visual domain,
however, only a few works have shown the application of saliency maps in vision tasks.
In (Gong et al., 2021), the authors create more images by cutting random rectangles out
of an image if the sum of the importance scores of all the pixels inside the rectangle was
smaller than a threshold. These importance scores are derived from the top-down saliency
maps. Their proposed method KeepAugment (Gong et al., 2021) achieves better results than
other augmentation methods on CIFAR-10, Imagenet. For example, it got an accuracy of
96.2% compared to 95.6% of Cutout (DeVries and Taylor, 2017), a method that cuts random
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rectangle in the image. In addition, salient information can also be used for fine-grained
image recognition as in Deng et al. (2013). In this paper, the authors propose the BubbleBank
method Deng et al. (2013) that finds the most discriminative regions for a class in an image,
extract patterns from these regions to build representations for the classifier. This technique
increases the accuracy by 14% compared to the previous state-of-the-art result on a subset of
14 classes from the CUB-200 dataset (Welinder et al., 2010). More details about computer
vision saliency maps and their applications are presented in Zhao and Koch (2013); Cong
et al. (2018).
On the contrary, there are much fewer saliency approaches in speech processing, which
is still in its infancy. However, there are a number of speech researchers who recognize the
practical advantages of the saliency maps approach. For instance, in Kayser et al. (2005),
the authors introduce a bottom-up model inspired from the saliency maps method described
in Itti et al. (1998). Nevertheless, those authors use frequency and temporal contrast rather
than color and orientation as in the original paper. Another example is Kaya and Elhilali
(2012), where the researchers proposed a method for working with time-domain signals, using
waveform envelopes and pitch to identify saliency maps. In (Do and Stylianou, 2018), the
speech audio saliency method is employed to enhance the performance of a speech recognition
system. More specifically, Gabor filters are utilized to extract intensity and contrast in the
frequency and time dimensions of speech spectrogram to form a saliency map. Then, the
saliency map is point-wise multiplied with the spectrogram to have a weighted spectrogram,
from which ASR’s features are extracted. This method reduces the relative WER by 5.3%
compared to an ASR that does not use saliency maps. Saliency maps can also be utilized for
emotion recognition (Aldeneh and Provost, 2017), syllable detection (Kalinli and Narayanan,
2007), and audio fingerprinting (Guzman-Zavaleta et al., 2014).
Additionally, saliency maps and importance maps are closely related to interpretable
machine learning (Molnar et al., 2020; Ribeiro et al., 2016; Zeiler and Fergus, 2014; Simonyan

CHAPTER 1. INTRODUCTION

9

et al., 2014; Selvaraju et al., 2017; Adebayo et al., 2018; Bach et al., 2015; Baehrens et al.,
2010). One of the ways to interpret a model is by understanding which input features, e.g.,
pixels in computer vision or time-frequency points in speech, or words in language, a specific
model utilizes to make a prediction. Therefore, saliency and importance maps could possibly
be used to understand the model better. In (Varnet et al., 2013), the authors propose a
linear method to understand which cues are necessary for phoneme recognition. For instance,
a second formants (F2) are important to identify the consonants b or d. In (Becker et al.,
2018), the authors utilize layer-wise relevance propagation (Bach et al., 2015) to interpret a
neural network that classifies audio signals. They found that the network predictions rely on
a small portion of the inputs, and the model utilized lower frequency information for the task
of gender classification. We also utilize importance maps, but for interpreting where humans
and machines pay attention in speech recognition.
Our research has made a number of significant contributions to the topics of saliency and
importance maps in speech. As far as we know, we are among the first, if not the first, to
propose an adversarial approach for top-down importance maps and an evaluation metric
for evaluating speech importance map in a structured prediction problem. The lack of an
evaluation metric makes comparing different approaches in speech-related saliency maps
challenging. Therefore, our proposed metric benefits future research. Moreover, we showed
that top-down importance maps can be use to augment the data, providing one of the first
such demonstrations for speech.

Chapter 2
Identification of importance maps
Predicting the intelligibility of noisy recordings is difficult and most current algorithms treat
all speech energy as equally important to intelligibility. Our previous work (Mandel et al.,
2016) on human perception used a listening test paradigm and correlational analysis to show
that some energy is more important to intelligibility than other energy. In this chapter, we
propose an adversarial system called the Bubble Cooperative Network (BCN), which aims
to predict important areas of individual utterances directly from clean speech. Given such
a prediction, noise is added to the utterance in unimportant regions and then presented
to a recognizer. The BCN is trained with a loss that encourages it to add as much noise
as possible while preserving recognition performance, encouraging it to identify important
regions precisely and place the noise everywhere else. Empirical evaluation shows that the
BCN can obscure 97.7% of the spectrogram with noise while maintaining recognition accuracy
for a simple speech recognizer that compares a noisy test utterance with a clean reference
utterance. The masks predicted by a single BCN on several utterances show patterns that are
similar to analyses derived from human listening tests that analyze each utterance separately,
while exhibiting better generalization and less context-dependence than previous approaches.

10
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Introduction

Noise and reverberation are among the biggest problems in automatic speech recognition
(ASR) (Virtanen et al., 2012), hearing aids (Alcántara et al., 2003; Healy et al., 2013), and
other speech communication technologies (Hecht, 2014). These systems are in fact still much
less noise robust than normal human listeners (Scharenborg, 2007; Juneja, 2012; Spille et al.,
2018). One theory of the remarkable noise robustness of human speech perception is that
listeners are able to identify glimpses of relatively clean speech in a noisy mixture through
bottom-up processes and then use top-down knowledge of speech and language to fill in the
missing information between these glimpses Cooke (2006). We aims to train models to create
glimpses through a noise field that are maximally useful to a listener, in this case a simple
automatic speech recognizer. In order to do this, the model must predict the importance
of individual time-frequency regions of an utterance to its being correctly identified by the
recognizer. As a byproduct, such a model provides insight into the cues used by the recognizer
to identify speech in noise, allowing direct comparisons of them for different systems. With
certain modifications, they could also be compared with those used by human listeners.
The combination of noise generator and discriminative recognizer leads to a network that
is related to a generative adversarial network (GAN) (Goodfellow et al., 2014), but differs in
several important respects. First, instead of generating entirely new signals, the generator
component of the model creates masks that are applied to noise and then added to the speech.
Second, instead of the generator and discriminator competing against one another, they are
cooperating to correctly identify the speech in the presence of a maximal amount of noise.
Thus we call this combination of components the bubble cooperative network.
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Figure 2.1: Network diagram. In this example, word 1 is ‘aTa’ from speaker M5 and word 2
is ‘aTa’ from speaker W5. The network successfully identified that the two words are the
same with prediction confidence 0.84.

2.2

Relation to prior work

The proposed technique for identifying important speech cues builds on our previous work
to do so using randomized “bubble noise” stimuli (Mandel et al., 2016). In that system, an
individual utterance was mixed with many different instances of “bubble noise”, very loud
speech-shaped noise with bubbles of silence placed at random times and frequencies. The
intelligibility of each mixture was measured by presenting it to a listener and the importance
of individual time-frequency points was characterized by the correlation across mixtures
between the audibility of the speech at each point with the intelligibility of the mixture. We
used this technique to directly compare the cues used by human listeners with those used
by an ASR based on MFCCs and a GMM-HMM acoustic model (Mandel, 2016), and found
them to be quite different. Due to the need for many mixtures of each clean utterance, the
technique of Mandel et al. (2016) requires approximately 10 minutes of listening time to
analyze a single utterance.
Classifiers trained on the data from Mandel et al. (2016) to predict whether a given mixture
would be intelligible to a listener were able to generalize to new productions of the same
words, new talkers, and to some extent new words. Those results utilized a different classifier
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trained for each word, making it somewhat cumbersome to generalize these predictions to
new contexts. The proposed BCN, in contrast, provides a single model predicting importance
for all words, making it much more straightforward to generalize to new words and new
contexts. In addition, the task performed by listeners in (Mandel et al., 2016) is a forced
choice between a small, closed set of options, causing the importance for one utterance to
potentially be influenced by the options it is contrasted against. In the proposed work, the
BCN predicts a single mask for a given utterance that must maintain its intelligibility in all
contexts, making it more informative about the utterance itself. See Figures 2.2 and 2.3 for
a comparison of predicted machine importance functions and measured human importance
functions on the same utterances.
The BCN provides insight into why the recognizer makes a particular decision and there
is a great deal of interest in techniques of this nature in the field of machine learning to aid
in model development and to provide explanations that could build trust with consumers
of model predictions and decisions. Erhan et al. (2009) searched for data points that
maximally activated particular neurons. Zeiler and Fergus (2014) proposed an approach that
approximates the partial derivative of a particular network output with respect to input pixels
in a convolutional neural network (Simonyan et al., 2014), similar to Baehrens et al. (2010).
Layer-wise relevance propagation (Bach et al., 2015) proposes instead examining the geometry
of the decision boundary close to a given observation to characterize the importance of each
input dimension (e.g., pixel). Ribeiro et al. (2016) describe Linear Interpretable Modelagnostic Explanations, which trains an interpretable classifier based on local predictions of a
more complicated classifier under analysis.
Our analyses provide a time-frequency representation of importance. Several approaches
are popular for utilizing similar time-frequency masks for speech enhancement (Healy et al.,
2013; Wang, 2005) and noise robustness in ASR (Zhang et al., 2017). These approaches
typically optimize criteria related to the proportion of speech energy that is correctly classified,
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treating all energy as equally important. Focusing instead on importance should more directly
solve the problem of improving intelligibility. Models that touch on this to some extent are
those of perceptual salience and attention (Kaya and Elhilali, 2017), although they tend to
focus on the perception of environmental soundscapes and longer-term sounds, and do not
provide much detail at the level of individual phonemes. A similar trend of one-dimensional
attention in deep learning models has been popular recently in the sequence-to-sequence
framework (Cho et al., 2014), which has been successfully applied to direct audio-to-character
ASR (Chorowski et al., 2014). These systems have not been extensively evaluated on noisy
tasks, for which the BCN could potentially provide benefit as a two-dimensional time-frequency
attention.

2.3
2.3.1

Method
Network structure

Figure 2.1 shows a schematic of the BCN system. It consists of a noise mask generator and a
discriminative recognizer. The mask generator takes clean speech as input and produces a
mask that aims to reveal as little of the speech as possible while still allowing the recognizer
to correctly identify the words spoken. Its input includes a small amount of dither noise so
that its output is not deterministic. We have found this to facilitate generalization of the
model. This mask is point-wise multiplied by the spectrogram of a sample of white noise
generated in the time domain and added to the speech. The recognizer (or discriminator in
the terminology of GANs) takes as input this noisy utterance along with a clean utterance
from another talker (plus again a small amount of dither noise). The recognizer predicts
whether the two utterances contain the same words or not and the dataset is designed so
that the words match in only half of the training and testing instances. In this work, each

CHAPTER 2. IDENTIFICATION OF IMPORTANCE MAPS

15

utterance contains a single isolated word for simplicity. The discriminator consists of two
Long Short Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) networks and a
multilayer perceptron (MLP) (Rosenblatt, 1958). Each LSTM processes one of the utterances
into a fixed-size hidden representation, which the MLP uses to predict whether they contain
the same word or not. Note that this very simple recognizer is used so that the entire system
can be implemented easily in TensorFlow. It could be any speech recognition system that
can be trained via gradient descent.
Denote the two clean utterances and the white noise in the time domain as x1 (t), x2 (t)
and n(t), respectively. The corresponding short time Fourier transformations (STFTs) of
these signals are X1 (f, t), X2 (f, t) and N (f, t), with frequency index f and time index t.
When used without indices, these variables represent entire matrices. The output of the mask
generator, with parameters θ, is

Mθ = G(X2 + aN ) ∈ [0, 1]F ×T

(2.1)

where a is a small constant. This mask is multiplied by the noise and provided to the
discriminator, D, along with the reference utterance, X1 (t, f )

ŷ = D(X1 + aN, X2 + AN

where A is a large constant and

Mθ ) ∈ [0, 1]

(2.2)

is the point-wise multiplication operator. The discriminator

should output 1 if it predicts the words in these two utterances are the same and 0 otherwise.
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In order to train the system, we minimize a loss function with several terms.

L(θ) = λd LD (y, ŷ) −

λn X
Mθ
T F f,t

−

λe X
(Mθ log Mθ + (1 − Mθ ) log(1 − Mθ ))
T F f,t

+

λt X
λf X
|∆f Mθ | +
|∆t Mθ |.
T F f,t
T F f,t

(2.3)

The term weighted by λd is the recognition loss of the prediction ŷ from the discriminator.
In the case of this simple recognizer, this is the cross-entropy between the binary target and
the prediction. This term encourages the discriminator to maintain its correct identification
of the speech. The term weighted by λn encourages the mask to contain as many 1’s as
possible, due to its preceding negative sign, maximizing the amount of noise. The term
weighted by λe encourages lower entropy of the mask entries, so that they are closer to either
0 or 1. The terms weighted by λf and λt together comprise a total variation penalty, but
with different weighting in the time and frequency directions, encouraging the mask to be
piece-wise constant. The ∆f and ∆t operators represent the first difference along frequency
and time, respectively. Note that the continuity encouraged by the total variation penalty
leads to masks that are more interpretable, but lower resolution.

2.4
2.4.1

Experiments
Datasets

We perform experiments on the speech material from Shannon et al. (1999). This dataset
includes all combinations of three vowels and 20 consonants in consonant-vowel (CV) and
vowel-consonant-vowel (VCV) syllables. The vowels are /A/, /i/, and /u/, so the words are
of the form “aCa”, “eeCee”, and “ooCoo” for medial consonants and “Ca”, “Cee”, and “Coo”
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Figure 2.2: Important regions for six utterances from talker W5 in the test set predicted by
the BCN mask generator. Important regions are set to full lightness in the HSV color space,
transitioning to half lightness for completely unimportant regions.
for initial consonants. The 20 consonants are /b, d, g, p, t, k, m, n, l, r, w, j, f, v, s, z, S,
D, tS, dZ/. We used recordings of these words from eight talkers, four men (M1, M3, M4,
M5) and four women (W1, W3, W4, W5). The authors of the dataset recommend avoiding
speakers M2 and W2. This gives a total of 960 utterances made up of 8 speakers, 2 forms, 3
vowels, and 20 consonants. The signals were sampled at 44.1 kHz. This simple stimulus set
allows us to focus on developing the BCN technique.

2.4.2

Training the network

We use the Librosa library (McFee et al., 2017) to transform the time domain signal into
log-magnitude spectrograms by short-time Fourier transform (STFT) with a frame size of
64 milliseconds (ms), a hop size of 16 ms. Because the words have different durations,
all utterances are padded to be the same length by inserting zeros before the speech. All
operations on audio signals occur in the complex STFT domain. Before the complex STFTs
are input to any neural network layer, the square magnitude is derived from the sum of square
of real and imaginary matrices, and then the magnitude is converted to dB and normalized
across time to have zero mean and unit variance. After this processing, the spectrograms have
1412 frequency bands and 94 time steps. Finally, we represent complex STFTs by stacking
the real and imaginary matrices on top of one another in Tensorflow.
The generator is an LSTM network. The discriminator includes two LSTMs and an MLP.
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Table 2.1: Recognition accuracy (%) for the BCN (exps 1 and 2)
Model

Training Development Test

Discriminator
89.1
Discriminator + Generator 88.5

85.4
84.8

84.0
83.8

The hidden representations of the two LSTMs at the last time step of each utterance are
concatenated together and fed into the MLP, which has two hidden layers and a single sigmoid
output. The MLP uses the ReLU activation function. The LSTM weights are initialized
using the Glorot method (Glorot and Bengio, 2010) and the MLP weights are initialized using
the method of He et al. (2015). All the biases are initialized to 0. The network is trained
using back propagation with Adam stochastic gradient descent (Kingma and Ba, 2015).

2.4.3

Experiments

We performed two experiments to evaluate the BCN. The first uses just the discriminator to
show that it can successfully recognize words from different speakers without additional noise.
The second trains the generator to add noise to the input of the pre-trained discriminator.
Experiment 1: In this experiment, our network only includes the discriminator without
the generator. Its purpose is to train the discriminator and find the best hyperparameters for
it based on classification accuracy on the development set using a randomized hyperparameter
search. Speakers M1, M3, W1, and W3 were used for the training set; M4 and W4 were
used for the development set; and M5 and W5 were used for the test set. To train the
model, we form pairs of words, with equal numbers of matching pairs and non-matching
pairs. For each word in the training set, we generate three positive pairs by matching it
with the same word spoken by the three other talkers, and three negative pairs by matching
it with three randomly selected non-matching words, also from other talkers. Similarly,
for the development and test sets, there is one positive pair and one negative pair, since
a production is never paired with itself. Thus there are 2880, 480, and 480 pairs in the
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training, development, and test sets, respectively. The dither noise reduces over-fitting on this
relatively small dataset by introducing variability in both the masks and the speech references
between epochs. All models were trained using early stopping on the development set, using
the weights from the epoch with the highest development set accuracy. The discriminator
with the best development set accuracy has the following hyperparameters: both LSTMs have
200 hidden units, the MLP has two hidden layers consisting of 100 units each, the learning
rate is 6 × 10−5 , batch size is 24, and the dither noise (a in Figure 2.1) has the value 0.05.
Experiment 2: In this experiment, we add the generator to the discriminator trained
in experiment 1, the discriminator parameters are frozen. It uses the same input pairs as
experiment 1. Its purpose is to find the mask that reveals as little speech as possible while
allowing the discriminator to correctly identify the speech. The generator that minimizes the
loss (2.3) on the development set has the following parameters: the LSTM has 100 hidden
units, the gain A = 4.0, λd = 2.0, λn = 1.1, λe = 0.05 λf = 20, and λt = 0.03753. First, we
use random search to find an estimated range for these parameters based on the performance
on the development set. Then, we perform a manual search to find the best parameters
because it is expensive to do random search with many parameters. The gain A is chosen to
make the noisy speech unintelligible if the mask is all 1’s. λd , λn control how the discriminator
loss and noise level related-loss contribute to the final loss. Thus they are selected to enable
the discriminator to perform well on the development set while still maximizing the noise
added to the clean speech. λe encourages the mask to go to either 0 and 1. λf , λt encourage
the mask to be smooth in time and frequency.

2.5

Results

Table 2.1 shows the results of experiments 1 and 2. As expected, accuracy for both models
is slightly higher on the training set than on the development set. Early stopping prevents
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this gap from growing too large. Additionally, both models generalize well to the test set of
utterances from completely different talkers, achieving classification accuracies of 84.0% and
83.8%. This is well above the chance level of 50%, showing that this simple speech recognizer
can accurately generalize across productions of the same word from different talkers. In
addition, we compute that on average, 97.7% of spectrogram points on the 480 test utterances
are obscured by noise (a mask value of at least 0.95), yielding an average signal to noise
ratio (SNR) of −27.29 dB. The fact that the discriminator can achieve almost the same word
identification accuracy when the generator obscures almost all of the test word with noise
shows that the generator can accurately predict important regions from the clean speech.
Figure 2.2 shows example masks created by the generator on the test set words /di/,
/idi/, /udu/, /AdA/, /AtA/, and /tA/. These were selected so that they could be compared
to the results for /AdA/ and /AtA/ from Mandel et al. (2016) (shown in Figure 2.3), and to
provide an additional variety of vowels and word forms. First, focusing on /AdA/ and /AtA/,
it can be seen that both human-derived and generator-predicted importance is high during
and around the stop and burst of the consonant in the areas between the first two formants.
Additionally, both show importance for the lowest frequencies around the fundamental,
although for humans this only appears in /AdA/.
The largest difference between the human and machine importance is in the high frequencies around the stop burst. While the generator produces several smaller noise-free areas in
this region, the human importance spans a large frequency range. This could be an artifact of
the bubble measurement process for humans (Mandel et al., 2016), because the bubbles are
scaled to the ERB scale (Glasberg and Moore, 1990), which makes them “taller” at higher
frequencies, reducing their resolving power. While the λf term in (2.3) attempts to create
consistency in mask values at adjacent frequencies, it does not do so in a frequency-dependent
way, as the ERB would. Formulating the mask prediction task in ERB frequency might make
it more consistent with the human results.
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/AtA/

Figure 2.3: Importance derived from human responses to random bubble noise (from Mandel
et al. (2016)). Important regions are set to full lightness in the HSV color space, transitioning
to half lightness for completely unimportant regions.
Comparing the masks predicted for /idi/, /udu/, and /AdA/ in Figure 2.2 shows interesting
differences between importance in vowels, which we did not previously investigate with humans
because of the time required to perform the corresponding listening tests. It seems that for
all of these words, the mask generator reveals specific regions during the vowels that differ
between them, and a region at the beginning of the second syllable around 1300 Hz for all
three vowels. They additionally all include some revealed regions during the stop burst. The
masks for the consonant-initial words appear to be very similar to the second half of the
consonant-medial counterparts. Surprisingly, the mask generator reveals a relatively large
proportion of the ends of the utterances, where there is little speech energy in certain cases.
It is possible that it is in fact this lack of speech energy that is informative. For example,
/di/ and /idi/ show an important region between 1 and 2 kHz after 1200 ms, even though
this area does not contain speech energy. Speech energy is present, however, in the same
region in the words /udu/, /AdA/, /AtA/, and /tA/. It appears that a lack of energy helps to
distinguish the vowel /i/ from /u/ and /A/. Alternatively, it is possible that these trailing
importance regions are caused by the time assymmetry of the uni-directional LSTM we are
using. In future work, we will compare this with a bidirectional LSTM for mask prediction.
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Figure 2.4: Visualization of the noisy mixtures created by our adversarial importance maps
(IMs) and random importance maps. The random importance map takes a value of 0.95 at
x% of points selected a random and takes a values of 0.0 for the remainder.

2.6

dB

40

7000

dB

8000

22

Comparing adversarial importance maps with random importance maps

Here, we compare the adversarial importance maps with random importance maps. The
random importance map has a value of 0.95 for x% of the points selected at random and
a value of 0.0 for the remaining points. Noisy mixtures created by the random importance
maps are depicted in Figure 2.4.
From Table 2.2, we can see that if noise is added randomly to 97.7% (x=97.7) of the
spectrogram, the test accuracy is 50.8%. However, when noise is added to the quantile 97.7%
of the regions that have highest mask value (unimportant points), the test accuracy is 83.8%.
In order to match the performance of our proposed adversarial importance maps, we need to
add noise randomly to only 0.243% of the spectrogram. Table2.2 also shows the accuracy with
a range of x from 5 to 75 for the random importance maps, and we could observe that the
random importance maps are not good as the adversarial importance maps as the accuracies
are very low, for example 77.4% when noise is added randomly to 25% of the spectrogram.
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Table 2.2: Test accuracy (%) with adversarial and random importance maps.

Importance maps

x

Test accuracy

Importance maps

x

Test accuracy

Adversarial
Random
Random
Random

97.7
97.7
75
50

83.8
50.8
53.1
64.1

Random
Random
Random
Random

25
10
5
0.243

77.4
82.6
83.3
83.8

2.7

Conclusions and future work

In this chapter, we introduce a deep neural network structure to identify the important regions
of speech in noisy conditions. We show that a simple paired-input speech recognizer with a
clean speech reference can produce accurate classifications of whether two utterances from
different talkers contain the same word or not. Furthermore, we show that it is possible to
train an LSTM neural network to identify from clean speech, large regions of the spectrogram
where noise can be added without disrupting this recognition performance. These masks
show patterns that are similar to analyses derived from much more expensive human listening
tests (Mandel et al., 2016), but the mask generator model provides a single predictor for all
words and produces more general predictions of speech importance that are not dependent
on the specific context of the choices offered to the listener.
Going forward, we will train mask generators for more sophisticated automatic speech
recognizers to be able to compare more directly their performance and the cues that they use
to identify specific utterances. The mask generator provides a data augmentation method
that could help improve the noise robustness of these systems. Ultimately, we hope that it
will be possible to use this system with human listeners to identify the cues that they use
to recognize speech in noise and then to make ASR systems focus on these cues directly,
hopefully improving the noise robustness of the ASR systems by doing so.

Chapter 3
Comparison of machine and human
importance maps
Automatic speech recognition (ASR) has reached human performance on many clean speech
corpora, but it remains worse than human listeners in noisy environments. This chapter
investigates whether this difference in performance might be due to a difference in the
time-frequency regions that each listener utilizes in making their decisions and how these
“important” regions change for ASRs using different acoustic models (AMs) and language
models (LMs). We define important regions as time-frequency points in a spectrogram that
tend to be audible when the listener correctly recognizes that utterance in noise. The evidence
from this study indicates that a neural network AM attends to regions that are more similar to
those of humans (capturing certain high-energy regions) than those of a traditional Gaussian
mixture model (GMM) AM. Our analysis also shows that the neural network AM has not
yet captured all the cues that human listeners utilize, such as certain transitions between
silence and high speech energy. We also find that differences in important time-frequency
regions tend to track differences in accuracy on specific words in a test sentence, suggesting
a connection. Because of this connection, adapting an ASR to attend to the same regions
24
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humans use might increase its generalization in noise.

3.1

Introduction

Normal-hearing human listeners are remarkably good at understanding speech in noise, much
better than ASR systems (Spille et al., 2018; Cooke, 2006; Lippmann, 1997; Scharenborg,
2007), even without any grammatical or linguistic information at all (Meyer et al., 2006;
Juneja, 2012). The reasons for these differences, however, are not well understood, and
understanding them would very likely directly lead to improvements in ASR noise robustness.
Thus, it is reasonable to compare human speech recognition with automatic speech recognition
(ASR) to understand the differences between them, why these differences exist, and how the
ASR can learn from humans to strengthen its performance in noise.
We have introduced a method that can reveal the strategy that a human or machine
listener uses in recognizing a particular utterance in noise (Mandel, 2013; Mandel et al., 2014,
2016). By strategy, we mean the combination of time-frequency “regions” that a listener
utilizes to recognize a particular utterance when mixed with a particular noise instance in
the context of a particular task. In this chapter, we compare the importance maps of human
listeners to machine listeners. We identify important regions, which are time-frequency
points in a spectrogram that tend to be audible when the listener (human or ASR) correctly
recognizes an utterance in noise.
Our first experiment (Section 3.5.1) compares human and machine importance maps on the
small-vocabulary GRID dataset (Cooke et al., 2006). Our second experiment (Section 3.5.2)
examines the role of the acoustic model on the large-vocabulary AMI dataset (Carletta et al.,
2005). The current chapter incorporates and builds upon our previous work (Mandel, 2016),
which used this technique to analyze human speech perception and a GMM-HMM ASR on
the small-vocabulary GRID dataset.
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Our work is motivated by approaches from several fields.Lippmann (1997) surveyed human
and non-neural-network ASR on several datasets with different vocabulary sizes and concluded
that the performance gap between humans and ASR became larger with a harder or noisier
test set. Juneja (2012) focused on analyzing the performance of ASR acoustic models, using
a “null grammar” to avoid the influence of a language model. They showed that the WER of
the ASR rises much more quickly than that of the humans as the noise level increases.
Meyer et al. (2006) analyzed phoneme confusions between humans and ASR and showed
that a GMM-HMM ASR does not utilize voicing information, which humans do, leading to
a high error rate in some cases, for example, recognizing “p” where the actual character is
“b”. Spille et al. (2018) contrasted human and ASR performance in single-channel and multichannel speech in different noise scenarios. They showed that in a diffuse-noise environment
with moving speakers, the ASR requires a 12dB higher signal to noise ratio (SNR) to achieve
the same accuracy (50%) as human listeners. Meyer et al. (2011) evaluated the impact of
intrinsic variations in speech on the recognition performance of human and machine listeners.
The paper also demonstrated that the SNR needs to be increased by 13 dB for the ASR to
achieve human-level performance in a dataset with variation in accent and dialect (a subset
of the Oldenburg Logatome dataset (Wesker et al., 2005)).
Additionally, several projects have endeavored to improve ASR noise robustness by
building confidence measures of recognition hypotheses based on understanding the errors the
recognizer makes and its state when making them (Eide et al., 1995; Chase, 1997). Others
have created synthetic data according to various statistical assumptions made in ASR systems
(Gillick et al., 2011, 2012; Parthasarathi et al., 2013), estimating the proportion of errors
caused by each assumption.
And others (Nagamine et al., 2015) have applied neurophysiological techniques to a
deep neural network acoustic model to try to understand its similarities to human speech
perception in quiet environments. Nagamine et al. (2015) showed that each neuron in a
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neural network acoustic model tends to be activated by specific types of phonetic features,
which is also the case in the human brain, where individual auditory neurons can be selective
to different phonetic features (Mesgarani et al., 2014). This analysis has focused on clean
speech, however, and so does not provide much insight into noise robustness. In addition,
responses are averaged across many instances of each phoneme, so cannot provide insight
into decisions on individual stimuli or guidance for modifying predictions.
These works mainly focus on comparing the WER performance of humans and ASR or the
types of errors that each makes. Our work is different in that we localize the cause of these
differences in time and frequency by finding where in the spectrogram each listener is paying
attention, and how these important regions vary across different listeners, including different
acoustic models and language models. Although our analysis is based on a spectrographic
representation for visualization purposes, listeners are paying attention to time-frequency
portions of the actual speech signal in their auditory representations. By explaining the cause
of this disparity, this work could lead to a method to improve ASR performance in noisy
conditions. One possible mechanism to achieve this is the Bubble Cooperative Network (Trinh
et al., 2018), in which a data augmentation agent is trained to add noise to unimportant
regions while simultaneously training the ASR.
There have been several studies on the topic of finding the regions of speech spectrograms
that are essential to the task of speech recognition. There is a line of literature focusing on
weighting the contribution of different frequency bands to the recognition performance of
human listeners (Doherty and Turner, 1996; Turner et al., 1998; Apoux and Bacon, 2004;
Calandruccio and Doherty, 2007; Apoux and Healy, 2012).
Another line of research on humans analyzes both frequency and time information, leading
to an importance score of every time-frequency point in the spectrogram (Varnet et al., 2013).
They derive an importance map as the weights, W , associated with the noisy spectrogram
X in the equation p(y) = f (X T W + c), where y is a binary label based on the response of
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a human subject and f is the logistic function. For example, this target label could have
the value 0 or 1 depending on whether the human listener responds that the noisy mixture
contains the word “aba” or “ada.” The generalized linear model is used to find the weights
W that best fit the data. The noisy speech is created by adding Gaussian noise to the
clean spectrogram. Varnet et al. (2013) found that the important region for the task of
distinguishing “aba” from “ada” is the second formant transition, which agrees with findings
in theoretical phonetics. Our method is different in that the bubble noise technique requires
fewer noisy mixtures per utterance than the additive Gaussian noise approach, as their noise
has smaller time-frequency modulation. In addition, we compare the importance maps of
humans to different ASR systems, including both neural networks and non-neural network
systems. Venezia et al. (2016) applied the bubbles technique to the modulation spectrum
domain in audio. They find the value of spectral and temporal modulations, that are vital to
general intelligibility in a modulation power spectrum (Grace et al., 2003) while we focus on
time-frequency regions that are important to recognize a particular phoneme in a spectrogram.
Recently, Varnet et al. (2019) also proposed an approach to analyzing the speech cues
using a “bubble” technique. In their approach, the area inside the Gaussian bubble has more
noise than the surrounding time-frequency points. In contrast, there is less noise inside the
bubble in our method. Li et al. (2010) located the speech cues in time and frequency bands,
using truncation in time and low- and high-pass filtering in frequency. As a result of the
truncation approach, this technique can only be utilized for the first and last phonemes of
an utterance. Our method, however, can find the speech cues of a phoneme at any position,
even in a long sentence. Guo et al. (2019) showed that human listener recognition error
rates increase when the speech cues identified as essential by this method are eliminated
while Abavisani and Allen (2019) demonstrated that consonant recognition performance is
increased when these speech cues are enhanced. Moreover, our task is closely related to the
topic of finding a saliency map in computer vision, which aims to find the pixels in an image
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that are essential for a classifier to make a particular decision (Zeiler and Fergus, 2014; Zhou
et al., 2016; Simonyan et al., 2014; Ribeiro et al., 2016; Bach et al., 2015; Smilkov et al.,
2017; Zeiler and Fergus, 2014). There are studies that focus on a specific type of classifier,
such as convolutional neural networks (Zeiler and Fergus, 2014; Zhou et al., 2016; Simonyan
et al., 2014), which cannot be directly applied to traditional HMM-GMM ASR systems or
RNN-based ASR systems. Our current method, however, can apply to any ASR system.

3.2

Methodology

The core idea of our technique is to measure the intelligibility of a single recording of an
utterance mixed with many different instances of noise varying in both time and frequency.
Mixtures in which the utterance is intelligible must have revealed a sufficient amount of
information from that utterance for the listener to correctly distinguish it from alternatives.
Mixtures in which it is not intelligible, must not have revealed sufficient information. Thus
time-frequency regions that are frequently audible in intelligible mixtures and inaudible in
unintelligible mixtures are likely to represent the location of important cues that the listener
is using. By measuring the correlation between audibility of each time-frequency point with
the overall intelligibility of the utterance across mixtures, we can compute the importance of
each time-frequency point, which we call the time-frequency importance function (TFIF).
Details of the method are given in the following sections.
Our method was inspired by the “bubbles” technique in vision (Gosselin and Schyns,
2001), which introduced a technique to localize information in pictures of faces that viewers
use to classify the gender, identity, and emotions of the face. Our method represented a
translation of this approach to the study of auditory perception.
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3.2.1

Noise process

Each sentence was mixed with many instances of “bubble” noise (Mandel, 2013). This
noise was designed to provide glimpses of the speech only in specific time-frequency areas,
which we call bubbles. To construct this noise, we began with speech-shaped noise with a
signal-to-noise ratio (SNR) of −24 dB, sufficient to make the speech completely unintelligible.
The noise was then attenuated in “elliptical” bubbles (more accurately described as jointly
parabolic in time and ERB-scale frequency (Glasberg and Moore, 1990)), providing glimpses
of the speech in these regions. Within each bubble, the noise was suppressed by up to 80 dB.
The bubbles were 350 ms wide at their widest and 7 ERB high at their highest, the smallest
values that would avoid introducing audible artifacts. These settings led to a half-width of
90 ms and half-height of 1 ERB. The center points of the bubbles were selected uniformly at
random in time and in ERB-scale frequency, except that they were excluded from a 2-ERB
buffer at the bottom and top of the frequency scale to avoid edge effects.

3.2.2

General task for listeners

In the human listening test, one sentence was selected at random, mixed with bubble noise,
and presented to the listener, who then chose a sentence from a list of all of the sentences.
Sentence presentation was blocked, so that every block of mixtures used each of the sentences
once in a random order. The number of bubbles per sentence controlled the difficulty of the
task, and was adapted using the weighted up-down procedure (Kaernbach, 1991) separately
for each sentence. When a sentence was correctly identified, the number of bubbles used
in its next presentation was reduced, increasing the difficulty of the task, and when it was
incorrectly identified, the number of bubbles used in its next presentation was increased,
decreasing the difficulty of the task.
In the machine experiment, we trained the ASR according to the standard “recipe” for
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(a) Spectrogram

(b) Correlation

(c) Significance

(d) HSV overlay

(e) Thresholded signif.

Figure 3.1: Various steps leading to the importance maps of two words: “Red” (top row)
and “Two” (bottom row) both from the sentence “Bin red in E two again.” (a) Clean speech
spectrogram (b) Correlation between the intelligibility of the noisy speech and audibility at
each time-frequency point. (c) Signed significance of the correlation, q(f, t). (d) Importance
visualization overlaying q(f, t) as brightness in the HSV color space on a pseudocolor spectrogram. (e) Thresholded signed significance overlaid on the clean spectrogram (in grey).
Subsequent figures will use visualization (e) which permits the importance of multiple words
to be shown on as single spectrogram in different colors.
each dataset. The ASR was then evaluated on test utterances mixed with instances of bubble
noise. Instead of using an adaptive scheme as the human listening test, the ASR’s noisy test
set was created with a fixed number of bubbles per second such that the accuracy of the ASR
was approximately 50% on as many words as possible. The ASR task was to output the text
given the noisy speech and its accuracy was scored separately for each word in the sentence.

3.2.3

Analysis technique

In order to analyze the results, we computed the point-biserial correlation between the
dichotomous variable yij , whether or not the listener correctly identified the jth mixture
of the ith utterance, and the continuous variable Aij (f, t), the audibility of time-frequency
point (f, t) in the jth mixture of the ith utterance. The intelligibility yij had value zero if
the listener recognized the speech incorrectly and one otherwise. Audibility here is defined as
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the proportion of attenuation (in dB) applied to the noise at that point, i.e., the depth of the
bubble, ranging between 0 for no attenuation (pure noise) and 1 for total attenuation (no
noise). This correlation was performed across mixtures, but separately for each time-frequency
point for each utterance, leading to a “massively univariate” correlation, denoted ci (f, t).
mi1 (i, j) − mi0 (i, j)
ci (f, t) =
sin (f, t)

r

ni0 ni1
(ni0 + ni1 )2

(3.1)

where ni0 and ni1 are the number of incorrectly and correctly identified mixtures (yij = 0, 1) of
the ith sentence, respectively, mi0 and mi1 are the mean audibility in the group of incorrectly
and correctly identified noisy mixtures of the ith sentence, respectively, and sin is the standard
deviation of the audibility of all the mixtures (ni0 + ni1 ) of the ith utterance. The significance
of this correlation was assessed using a two-sided t-test with a test statistic si (f, t)
s
si (f, t) = ci (f, t)

ni0 + ni1 − 2
1 − ci (f, t)2

(3.2)

From the test statistic si (f, t), we derived the value of the Student’s t cumulative distribution
function FX (si (f, t)) = P (X ≤ si (f, t)), where X is a random variable following Student’s
t-distribution. The two-sided p-value of pi (f, t) is derived from FX (si (f, t)) via

pi (f, t) =




FX (si (f, t))

if FX (si (f, t)) ≤ 0.5

(3.3)



1 − FX (si (f, t)) if FX (si (f, t)) > 0.5
The resulting p-value for each point and utterance, pi (f, t), was compared to the significance
level of 0.01 to determine if the point-biserial correlation was significantly different from zero.
While the task itself was a choice between sentences, these choices could also be analyzed
at the word level. Thus the same responses to the same stimuli could be interpreted as having
several different meanings for the purposes of our analyses, similarly to the information
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transmission analysis of Miller and Nicely (1955).

3.2.4

Visualization

We also demonstrate several steps leading to our importance map visualization in Figure 3.1.
First, the spectrogram of the clean speech, which is the background of the importance map
is shown in Figure 3.1(a). Note that both rows used the same stimulus, the GRID sentence
“Bin red in E two again,” (see Section 3.3 for details) so they show the same spectrogram.
Next, in Figure 3.1(b), we visualize the correlation between the intelligibility of the noisy
mixtures and audibility at each time-frequency point with red showing positive correlations
and blue showing negative. For this single sentence, we score the intelligibility of two different
words, “red,” shown in the top row, and “two,” shown in the bottom row. In Figure 3.1(c),
we visualize the value

qi (f, t) = sign(ci (f, t)) exp

−pi (f, t)
0.01


(3.4)

which was derived from the significance pi (f, t) of every time frequency point. In our previous
publications, we used the visualization style shown in Figure 3.1(d), where a false color


−pi (f,t)
spectrogram has its lightness (in the HSV color space) set to 0.5 + 0.5 exp
for
0.01
positive pi (f, t), so that significant correlations were shown at full lightness and insignificant
correlations were shown at half lightness. This only permitted the visualization of a single
response per spectrogram. In order to visualize multiple responses per spectrogram, here we
introduce the visualization shown in Figure 3.1(e) of a greyscale spectrogram with a solid
color overlaid on it for all points where qi (f, t) ≥ 0.3679 which corresponds to a p-value
smaller than two-sided significance level 0.01.
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Table 3.1: Sentences selected from the GRID corpus. All sentences were spoken by a female
talker, number 16.

ID
BBIKZA
BGIL8A
BRIE2A
BRIK6A
BRIRZA
BWIE8A
BWIL2A
BWIR6A

3.3
3.3.1

Verb Color Prep Let Num Adv
“Bin
“Bin
“Bin
“Bin
“Bin
“Bin
“Bin
“Bin

blue
green
red
red
red
white
white
white

in
in
in
in
in
in
in
in

K
L
E
K
R
E
L
R

zero
eight
two
six
zero
eight
two
six

again.”
again.”
again.”
again.”
again.”
again.”
again.”
again.”

Datasets
GRID

The first dataset that we utilized is the GRID corpus (Cooke et al., 2006). The corpus
consists of six-word sentences of the form: hverbi hcolor i hprepositioni hletter i hnumber i
hadverbi, such as, “Bin blue in K zero again.” Each position in the sentence has a fixed
number of possible entries: 25 letters (excluding W), 10 digits (including “Zero”), and four
words in each of the other positions. Each of 34 talkers recorded 1000 sentences, covering all
combinations of colors, letters, and digits, and half of the combinations of the other three
words. These talkers represent a wide variety of regional British accents.
We selected this corpus because it facilitates both human and ASR experiments. For
human experiments, the corpus provides low predictability from one word to another in the
sentences. Thus testing the identification of one sentence in noise to a large extent tests the
identification of each of the words in it individually in parallel. The words also provide a
good balance of phonetic material. One downside of the corpus for our purposes is that the
talkers are British and our listeners are American, making the task slightly more difficult
and less natural than if it had been recorded by American talkers.
For ASR experiments, GRID provides a large training corpus for building recognizers.
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This combined with a small vocabulary (50 words total) makes acoustic models easy to train.
In addition, there is a baseline recognizer for the challenge distributed with the Kaldi speech
recognition toolkit (Povey et al., 2011), which we utilized. One downside of using the GRID
corpus for our ASR experiments is that this baseline system does not include the use of a
deep neural network acoustic model.
From these 34,000 utterances, we selected eight to use in the listening tests. Our goal in
selecting these sentences was that words in each position be as balanced as possible and as
independent as possible from words in the other positions. There was no set of sentences
from a single talker in GRID that perfectly satisfied these characteristics, so we selected
the set that came as close as possible. The set size of eight sentences was chosen so that
an individual subject could perform the entire experiment in a single listening session. The
correlational analysis described in Section 3.2.3 requires approximately 200 mixtures of each
utterance to obtain acceptable levels of significance. These 200 mixtures will take a human
10–15 minutes to listen to and label. Thus an experiment utilizing eight utterances should
take 80–120 minutes, a rather long single-session listening test. To minimize the predictability
of individual words, we sought a set of sentences where each position in the sentence had a
uniform distribution over candidate words. To maximize the independence between adjacent
words, we sought a set of sentences with all possible combinations of these words. It turned
out not to be possible to find a set with all possible combinations because we found that
all sentences differed by at least two words from one another. We thus identified the most
confusable set of sentences from a single talker with a distribution over individual words as
uniform as possible.
This selection process resulted in the sentences listed in Table 3.1, spoken by talker 16, a
female. As can be seen in the table, all of the sentences share the same verb, preposition, and
adverb. There are four letters, each appearing in two sentences, and four numbers, each also
appearing in two sentences, both meeting our goals for balance. There are also four colors,
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but two of them appear in a single sentence each and two appear in three sentences each, not
meeting the balance goal, but allowing the words in the other positions to do so.

3.3.2

AMI

The AMI dataset is a collection of meeting recordings with 100 hours of speech in English,
although the speakers are mainly non-native. The audio is recorded in three different
rooms with dissimilar acoustic characteristics. There are several microphone settings such as
Individual Headset Microphones (IHM), Single Distant Microphone (SDM), and Multiple
Distant Microphones (MDM), and we use the IHM setting for our experiments. The training
set is the standard training set of the AMI IHM recipe in Kaldi (Povey et al., 2011). There
are two AMI test sets: the first one is the standard AMI test set and the second one, the
bubble test set, comprises 1000 bubble noise mixtures at -10 dB and 80 bubbles per second
created with the single sentence IB4010 H00 FIE038 0022314 0022648, “And you pick up on
things that you didn’t really notice the first time around.”. The SNR and number of bubbles
per second are tuned so that the WER is approximately 50% for as many words as possible.
The above sentence is chosen because the ASR achieves 100% accuracy on recognizing the
words when given the original clean audio.

3.4

ASR systems

ASR is a very large field and we only review here the very basics necessary to understand
our subsequent experiments. The interested reader is directed to various books on the
topic (Jelinek, 1997; Jurafsky and Martin, 2009; Yu and Deng, 2016). The ASR task is
to convert speech to text. It is made up of several sub-systems that operate in relative
isolation from one another. In addition, there is currently an emerging class of end-to-end
ASR where the entire system is trained together and these boundaries become less clear. The
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feature extractor converts the raw audio signal into an intermediate representation of acoustic
features. The acoustic model (AM) evaluates the probability of a given phoneme for a given
acoustic feature vector. The pronunciation model maps words to sequences of phonemes.
Finally, the language model (LM) assigns probabilities to word sequences. By combining
these models with an efficient search procedure, the sequence of words with the highest
probability given an acoustic utterance can be found. Our experiments evaluate different
choices of models for AM and LM, so we discuss them here along with related techniques.

3.4.1

GMM acoustic model

For many years, ASR systems used Gaussian mixture model (GMM) acoustic models. The
AM can produce probabilities for monophones or triphones, in which case each phoneme is
modeled in the context of the phonemes (or phoneme types) before and after it. Expectation
maximization is used to find the maximum likelihood parameters for the GMM. Some
additional techniques are employed to facilitate modeling of the features with GMMs. Linear
Discriminant Analysis (LDA) (Fisher, 1936) is used to reduce the dimensionality of the features
in accordance with their utility in discriminating phonemes. LDA not only finds the axes
that maximize the variance of the data projection on them (similar to Principal Component
Analysis (Pearson, 1901)) separation among different classes. Maximum Likelihood Linear
Transform (MLLT) (Gopinath, 1998) is used to reduce the variation between the speech of
different speakers. It allows the ASR system to better generalize to unseen speakers.
The GMM AM system used on CHiME-2 was based on the Kaldi baseline for the first
CHiME challenge (Barker et al., 2013) which was also the baseline for the second CHiME
challenge, track 1 (Vincent et al., 2013). There are 2 GMM AM systems used on AMI:
the first is a GMM-HMM triphone system using MFCCs together with Linear Discriminant
Analysis and Maximum Likelihood Linear Transformation (LDA-MLLT), denoted “tri2b.”
The second adds Speaker Adaptive Training (SAT) (Rath et al., 2013) and is denoted “tri3.”.
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Both are default systems from Kaldi.

3.4.2

Neural network acoustic model

Recent state of the art results have used acoustic models based on time-delay neural networks
(TDNN) (Peddinti et al., 2015) or a combination of time-delay neural networks and long
short-term memory networks (TDNN-LSTM). A TDNN is feed-forward, but utilizes a sort of
dilated convolution to provide an increased temporal context to higher layers of the model.
TDNNs not only capture long term dependencies like recurrent neural networks, but also
have small training times on par with simple feed-forward networks.
The neural network acoustic model used for CHiME-2 is a time delay neural network
(TDNN) following the CHiME-5 baseline recipe in Kaldi ported to the CHiME-2 track 1 recipe.
The input to the TDNN is a 140-dimensional (140-D) vector, which is the concatenation of a
40-D “high-resolution” MFCC feature (calculated from a 40-D mel filterbank) and a 100-D
iVector (Peddinti et al., 2015). The neural network-based acoustic model for AMI is the
default hybrid TDNN-HMM chain structure in the 5b Kaldi recipe and uses the same features.
In addition, we also analyzed TDNN-LSTM acoustic models with and without dropout (Cheng
et al., 2017). In the default configuration, some layers are projected LSTMs (Sak et al., 2014),
specifically layers 4, 7, and 10, while other layers are TDNNs. Dropout is applied to the i,
f , and o gates of the LSTMs. To the best of our knowledge, our Kaldi system for AMI is
representative of the state of the art (SOTA). It achieves a WER of 19.3 on the test set. For
example, a recent paper (Song et al., 2020), achieves a WER of 22.02. The current SOTA on
CHIME-2 track 1 is Geiger et al. (2013), where a speech enhancement system is used on the
input to the ASR. We chose not to include speech enhancement at the moment to evaluate
the importance maps of the ASR itself. Analyzing a combined speech enhancement ASR
system is left for future work. As such, our systems for CHIME-2 track 1 are the best systems
provided with Kaldi, which tries to be close to SOTA while striving to maintain generality.
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3.4.3

n-gram language models

The standard n-gram language model makes a Markov assumption that the probability of a
word only depends on the previous n − 1 words. This probability is derived using maximum
likelihood estimation as:

p(wi |w1 , . . . , wi−1 ) ≈ p(wi |wi−n+1 , . . . , wi−1 )
=

C(wi−n+1 , . . . , wi )
C(wi−n+1 , . . . , wi−1 )

(3.5)
(3.6)

where C(·) is the count of how many times a word sequence appears in the training corpus.
We use the SRI Language Modeling Toolkit (SRILM) (Stolcke, 2002) as the n-gram language
modeling tool with Kaldi. SRILM supports different kinds of smoothing algorithms such
as Kneser-Ney (Kneser and Ney, 1995) and Jelinek-Mercer (Jelinek, 1980) to deal with the
problem of test n-grams unseen in the training corpus. The SRILM perplexity on the AMI
test set is 79.7.

3.4.4

RNN language models

The n-gram technique is simple, but since the size of the model grows exponentially with n, it
can not capture long-term dependencies, and the count tensor is sparse. Another way to build
a language model is to use a neural network to estimate the probability of a word given its
previous context. A model that is suitable for this task is the recurrent neural network, which
has the ability to capture long-range dependencies better than the n-gram technique. Here,
we use the RNN language model (RNNLM) from Kaldi (Xu et al., 2018). The Kaldi RNNLM
is optimized by applying importance sampling-based methods and utilizing unnormalized
probabilities during training (Xu et al., 2018). In addition, it uses subword information
to improve the word-embedding representation for out-of-vocabulary and rare words. The
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RNNLM is trained on the Fisher and AMI corpora following the Kaldi AMI recipe “s5b”.
The RNNLM perplexity on the AMI test set is 54.2.

3.5
3.5.1

Experiments
Experiment 1: Importance maps on the GRID dataset

Our first experiment compares the importance maps of human listeners with machine listeners
on recognizing the eight GRID sentences listed in Table 3.1. The machine listeners include a
GMM acoustic model and a TDNN acoustic model using either an eight-sentence language
model or the full 64,000-sentence GRID language model.
Human importance maps
In the human listening test, one sentence was selected at random, mixed with bubble noise,
and presented to the listener, who then selected one of the eight possibilities. As mentioned
in Section 3.2.2, the difficulty was adjusted online using the weighted up-down procedure
(Kaernbach, 1991). It was applied separately for each sentence starting at 30 bubbles per
sentence. When a sentence was correctly identified, the number of bubbles used in its next
presentation was reduced by 2% and when it was incorrectly identified, the number of bubbles
used in its next presentation was increased by 2.3%. This asymmetry leads the procedure to
converge to the number of bubbles per sentence that allows the listener to correctly identify
56.3% of the mixtures, half way between chance and perfect performance. This procedure
resulted in a final bubble rate of 18–24 bubbles per sentence, varying by listener and utterance.
The human listening test was performed over headphones via a MATLAB interface.
Subjects consisted of one expert listener, who labeled 1600 mixtures and was familiar with
bubble noise, and three naı̈ve listeners, who together labeled another 1600 mixtures (401, 562,
and 639 mixtures each) and had never heard bubble noise before. All were native speakers of
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American English. Subjects were allowed to familiarize themselves with the clean utterances
and the task for 5 minutes before noise was added. They were allowed to adjust presentation
volume to a comfortable level, listen to each mixture as many times as they wanted, take
breaks regularly, and end their participation whenever they wanted. Feedback was provided
only at the end of the training period and no feedback was provided during the experiment
itself. The listeners each spent approximately the same amount of time on the test, the
expert being the fastest.
Because the bubble method can analyze importance at the word-level, in case the ASR
does not recognize all the words in a specific sentence, we can still use the correctly identified
words for analysis. Thus, we visualize the importance map using both the sentence-level and
the word-level “correctness” when we analyze the human listening test.

Machine importance maps
When measuring importance maps for ASR systems on the GRID dataset, we examine the
role of the acoustic model and language model. First, we compare two different acoustic
models on this task, one based on a neural network AM and one on a non-neural network
AM. The non-neural network ASR system used in these experiments was based on the Kaldi
baseline for the first CHiME challenge (Barker et al., 2013) which was also the baseline for
the second CHiME challenge, track 1 (Vincent et al., 2013). The training data consisted of
speech from the GRID corpus mixed with various noises recorded in a household environment.
The recognizer used a Gaussian mixture model (GMM) front end operating on mel-frequency
cepstral coefficients (MFCCs) (Davis and Mermelstein, 1980) predicting clustered triphone
states. The MFCCs were transformed using linear discriminant analysis of nine consecutive
frames followed by a global maximum likelihood linear transformation (Gales, 1999).
These GMMs were trained on the training data from the second CHiME challenge, track
1, which consists of 17,000 noisy utterances, 500 from each talker. Our training excluded
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utterances from talker 16, the one used in the listening test.
Several modifications to the decoding parameters of the GMM AM were necessary to
perform the same listening task as the human listeners. First, we modified the grammar to
consist of only the eight test sentences as eight parallel paths from the start state to the
end state. After doing so, we needed to modify the weights on each of the sentence paths in
the grammar to achieve approximate parity in the frequency with which each sentence was
selected. This required placing a large penalty (52 nats, where a nat is a unit of information
like a bit, but using the natural logarithm) on selecting BWIE8A, moderate penalties (46, 43,
39, and 36 nats) on selecting BGIL8A, BRIE2A, BRIRZA, and BWIL2A, respectively, and
low penalties (25, 16 and 0 nats) on selecting BBIKZA, BWIR6A and BRIK6A. Apparently
in bubble noise the recognizer was particularly unlikely to select the utterances containing
the word “Six.” We also found that with the default settings, many sentences’ transcripts
ended before the final state due to beam search starvation. Because this is a small-vocabulary
task, we were able to increase the width of the beam to 200 nats to eliminate this issue,
presumably by exhaustively exploring all paths.
As expected, in order to correctly identify 50% of the sentences, the ASR could only
tolerate much milder bubble noise than the human listeners. We performed several searches
across the number of bubbles per sentence and SNR to identify a good operating point. One
advantage of the machine listener over the human listeners is that it can listen faster than
real time and has an unlimited attention span. We thus utilized 400 mixtures per utterance
with it.
The neural network acoustic model uses a time delay neural network (TDNN) (Peddinti
et al., 2015) following the CHiME-5 baseline recipe in Kaldi ported to the CHiME-2 track 1
recipe. The input of the TDNN is a 140-dimensional vector, which is the concatenation of
a 40-dimensional traditional MFCC-based feature and a 100-demensional iVector (Peddinti
et al., 2015) We use penalties of 22, 25, 13, 0, 39, 24, 18 and 33 nats for BBIKZA, BGIL8A,
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Table 3.2: Confusion matrices for human and ASR with TDNN acoustic model in Experiment
1. Note that they are responding to different tokens, with significantly more noise in the
mixtures presented to the humans. Sentences are abbreviated here to three characters: color,
letter, number.

True ID

Human response
BKZ GL8 RE2 RK6 RRZ WE8 WL2 WR6 Sum

BKZ
GL8
RE2
RK6
RRZ
WE8
WL2
WR6

256 30 18 26 43 12
6
9
23 273 16 12
6 39 23
8
4
6 229 41 52 19 42
7
6
6 28 269 21 27 10 33
10
8 33 20 272 13 22 22
4 15 24 12 15 242 39 50
7
7 38 12 20 27 253 35
5
8
7 54 10 23 42 250

400
400
400
400
400
401
399
399

Sum

315 353 393 446 439 402 437 414 3199

ASR response
BKZ GL8 RE2 RK6 RRZ WE8 WL2 WR6 Sum
245 42 15 10 28 23 13 24
32 255
7 19 17 23 23 24
12 19 204 67 19 30 26 23
15 11 114 189 13 14 34 10
26
8 69 62 176
8 18 33
20 35 21
9 12 200 45 58
11 21 26 16 12 63 179 72
17 18 12 64 31 61 94 103

400
400
400
400
400
400
400
400

378 409 468 436 308 422 432 347 3200

BRIE2A, BRIK6A, BRIRZA, BWIE8A, BWIL2A, BWIR6A.
Second, we examine the role of the language model on the importance map. We compare
two language models: the first contains only the 8 sentences listed in Table 3.3 (TDNN-8LM)
and the second is the full GRID language model (TDNN-64kLM) containing 64,000 sentences.
The TDNN-8LM perplexity is 2.1 while the TDNN-64kLM perplexity is 6.3. Since the words
are not entirely independent, the 8-sentence language model could take advantage of this
while the 64k LM could not. The acoustic model is fixed to be the TDNN for both language
models. The TDNN-8LM ASR system is analyzed using bubble noise with a baseline SNR of
−9 dB while the TDNN-64kLM ASR uses 0 dB so that each achieves an accuracy around
50%.

3.5.2

Experiment 2: Importance maps on the AMI dataset

In the second experiment, we examine how different acoustic models and language models
change ASR importance maps on the AMI dataset.
First, we compare several acoustic models on the AMI IHM dataset: a conventional
Gaussian mixture model (GMM), a time delay neural network (TDNN), a combination of
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time delay neural network and long short-term memory network (TDNN-LSTM), and a
TDNN-LSTM with dropout (LSTMd). These systems are trained on the standard AMI IHM
dataset and tested on the two AMI test sets described in Section 3.3.
The non-neural network setting is a GMM-HMM baseline in the Kaldi AMI recipe. We
follow the Kaldi script to train a sequence of systems, in which alignments from one system
are used to train the next system.
Two non-neural network systems are evaluated: the first is a GMM-HMM triphone system
using MFCCs together with Linear Discriminant Analysis and Maximum Likelihood Linear
Transformation (LDA-MLLT), denoted “tri2b.” The second adds Speaker Adaptive Training
(SAT) (Rath et al., 2013) and is denoted “tri3.”
The neural network-based acoustic model is the default hybrid TDNN-HMM chain
structure in Kaldi AMI recipe 5b. In addition, we also analyzed TDNN-LSTM acoustic
models with and without dropout (Cheng et al., 2017). In the default configuration, some
layers are projected LSTMs (Sak et al., 2014), specifically layers 4, 7, and 10, while other
layers are TDNNs. Dropout is applied to the i, f , and o gates of the LSTMs.
Second, the effect of the language model on the importance map is investigated. We
compare the standard n-gram-based SRILM (Stolcke, 2002) language model with two RNN
language models. Both use the same TDNN acoustic model. The RNN language model is
better at capturing long term dependencies, but has a longer training time than an n-gram
model. We use the Kaldi RNNLM in two distinct ways: for rescoring lattices using a 4-gram
approximation to the history (Xu et al., 2018) and to rescore the top 50 transcripts. Rather
than using only the RNN language model, it is combined with SRILM predictions with each
given equal weight (0.5). We ported part of this RNNLM from the Switchboard recipe to the
AMI recipe.
In general, we observe that GMM acoustic models tend to focus on areas of the spectrogram
that contain little speech energy in a wide range of frequency bins while the neural network
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AMs pay attention to the high-energy, low-frequency regions. We also examine the role of the
language model (LM) and show that the importance map of an ASR with a neural LM does
not differ much from those of traditional n-gram backoff LMs on the particular sentences
studied here.

3.6
3.6.1

Results and discussion
Experiment 1: Importance map on the GRID dataset

Human results and discussion
Time-frequency importance functions derived from the human responses are shown in the top
row of Figure 3.2. It can be seen that the human listeners are attending to time-frequency
locations in the spectrogram corresponding to various speech cues. These cues include the
initial glides of “white” and “red”, the initial stop burst of “two”, and the initial sibilance
of “six”. These results are consistent across different productions of the same word. They
also follow the well-established cues of speech production for these words (Stevens, 2000)
and agree with other analyses of cues for speech perception of individual tokens (Li et al.,
2010). The identified regions, however, only include a subset of the distinctive features that
might be expected. For example, the final sibilance in “six” does not appear to be utilized
consistently, even though it is nearly as energetic as the initial sibilance in BWIR6A. Nor is
the initial sibilance in “zero” utilized, although low frequency information in the /z/ does
appear to be utilized.
Another interesting feature of these results is that different “correctness” signals (different
colors in Figure 3.2) show correlations with different time-frequency regions of the utterances.
This analysis is possible because of the use of sentence stimuli, in contrast to previous auditory
bubbles experiments, which employed isolated words (Mandel, 2013; Mandel et al., 2014,
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2016). For word-level correctness, these correlations generally appear in the spectro-temporal
regions of the word in question, an effect that is very noticeable in all of the “red” and
“white” sentences, but especially for the sentences BRIE2A, BRIRZA, and BWIL2A. For
example, in BRIRZA, when the correctness of identifying the color word “red” is considered,
the importance is high in the region of the second formant transition of the /r/ in “red”.
When correctness for the letter word “R” is considered instead, the importance shifts to the
second formant transition into and during that word. And when correctness for the number
word “Zero” is considered, the importance shifts to the first formant of the initial /z/.
Frequently, however, the importance for one word includes regions of other words. These
importance overlaps could be a result of contextual effects, if pronouncing one word affects
the pronunciation of another, or of the task itself, in which recognizing one word can aid in
recognizing other words in the sentence. While these two effects are difficult to distinguish, it
appears than many of these overlaps could be explained by the construction of the task. For
example, in BWIR6A, the importance regions for correctly recognizing the word “R” include
both the formant transition of the /w/ in “White” and the sibilance of the /s/ in “Six”.
This could be explained by the fact that correctly identifying the words “White” and “Six”
uniquely identifies this sentence, regardless of whether “R” was audible. Similarly, for the
two sentences with unique colors (BBIKZA and BGIL8A), the importance tends to focus on
just the color words, even for correct identification of other word positions. This effect can
be explained by the fact that the word “Green” only appears in the sentence BGIL8A. Thus,
if a human listener can identify the word “Green,” then they can predict the other words in
the sentence without even hearing them. That is why the importance maps of other words
contain the importance map of word “Green.”.
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Figure 3.2: Importance maps on the GRID dataset for human (top row), GMM acoustic
model with 8-sentence language model (second row), TDNN acoustic model with the same
LM (third row) and TDNN AM with the 64,000-sentence GRID language model (bottom
row).
Machine results and discussion
Figure 3.2 shows the importance maps for several recognition systems on multiple words in
multiple GRID sentences. The systems are the human listeners, the GMM triphone acoustic
model, the TDNN acoustic model with the eight-sentence language model, and the TDNN
acoustic model with the full GRID language model. The TDNN has importance maps that
are much more similar to the human ones than the GMM system’s maps, however, it does
not capture all the cues that the human listeners utilize.
The GMM generally attends to regions where there is little speech energy. For example,
the GMM’s importance map for “zero” in the sentence BRIRZA spans the low energy regions
from 4 to 8 kHz, however, the human importance for this word is at a high-energy region
under 1 kHz. Similarly, there is importance in the low-energy regions at 6-8 kHz for “E” in
BWIE8A. Interestingly, there is also importance between the first two formants in “E” in
BRIE2A, a low-frequency region of low energy. The GMM TFIFs appear much less sensitive
to the type of correctness under consideration, i.e., the importance maps are similar across
different word targets. The GMM importance does include some formant transitions, although
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it seems to be focusing more on the lack of energy adjacent to the formants as opposed to
the high energy of the formants themselves. For example, there are large importance regions
before the rising second formant of “White” in all of the sentences that include it. Overall
these results suggest that the GMM can correctly identify a word or sentence when the noise
that is added to it has a similar spectral profile to the speech itself. The GMM thus appears
to be using gaps in the noise very differently from the human listeners. While the humans
use gaps to identify speech that is revealed, the GMM uses the general spectral shape of the
mixture to identify the speech. This is very likely a result of the GMM using MFCC features,
which characterize the gross spectral shapes of the entire mixture, and cannot separate the
speech from the noise.
The importance maps of the neural network AM with the 8 sentence language model
(third row) are more similar to the humans’, in particular sharing some cues in high-energy
regions. For example, in BRIK6A of Figure 3.2, the region below 1 kHz of “six” is important
for both the human and the neural network AM, but not for the GMM. Moreover, the region
around 2 kHz of “R” in BRIRZA is not important for the GMM, but is important for the
other listeners. The neural network AM has not, however, captured all the cues that human
listeners utilize, such as some specific transitions from silence to high-energy. For example,
human listeners are attentive to such a transition above 3 kHz for “two” in BRIE2A and
BWIL2A; for “six” in BWIR6A; and to a transition from high energy to low for “six” in
BRIK6A. The neural network AM does not pay attention to these specific cues.
The TDNN-64kLM importance maps (the last row) include many low-energy highfrequency regions such as at 4-8 kHz on the right of “again” in BRIE2A. In addition, the
importance map of “six” in BRIK6A is located to the left of “bin” at 5-8 kHz, which is
unreasonable. Despite these mistakes, the TDNN-64kLM still shares some similar areas with
the human maps, such as the region under 1 kHz in “two” in BRIE2A, under 1 kHz for “six”
in both BRIK6A and BWIR6A, and the region at 1-2 kHz in “white” in BWIL2A.
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Additionally, we quantified the similarity of machine and human listeners importance
maps using the Jaccard index, calculated as

S=

1 X X Hnp ∩ Mnp
|N ||P | n∈N p∈P Hnp ∪ Mnp

(3.7)

where S denotes the similarity score, N the set of sentences, P the set of positions, ||
cardinality of a set, and Hnp (Mnp ) the thresholded human (machine) importance maps of
word at position p in sentence n.
We choose P as the set of three word positions: second, fourth, and fifth representing
the color, letter, and number words. If N is the set of six sentences in Figure 3.2, then the
Jaccard similarity between the human importance map and that of the GMM acoustic model
with 8-sentence language model (second row) is 0.045, the TDNN acoustic model with the
same LM (third row) is 0.059, and the TDNN AM with the 64,000-sentence GRID language
model (bottom row) is 0.089 respectively. When N is the set of all eight sentences in table I,
these numbers are quite similar: 0.044, 0.067 and 0.089, respectively. In both cases, we can
observe that importance maps for the neural network AM are more similar to humans’ than
the non-neural network AM’s. In addition, somewhat surprisingly, those of the full GRID
language model are more similar to the humans’ than the task-dependent language model,
perhaps because the task dependent language model is too limited to be realistic.
Table 3.3 shows the recognition accuracy of these models on the noisy mixtures. The
TDNN AM has higher recognition accuracy at 55.1% compared to 41.6% for the GMM. The
previous result from Mandel et al. (2016) showed that the human listeners achieved 63.89%
accuracy at -24 dB with 18-24 bubbles per second. Thus the TDNN is both more similar
to the human in its importance maps and more noise robust. These results also show that
the TDNN-64kLM model (broad search space) has a lower recognition accuracy than the
TDNN-8sLM model, at 43.6% compared to 55.1%.
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Table 3.3: Recognition accuracy (%) of different combinations of acoustic model (AM) and
language model (LM) on the bubble GRID test set with 400 noisy mixtures of each of the 8
sentences at 54 bubbles per second.
AM

LM

SNR Overall Letter Digit

GMM-HMM +LDA+MLLT 8 sents
-9 dB
TDNN
8 sents
-9 dB
GMM-HMM +LDA+MLLT 64K sents 0 dB
TDNN
64K sents 0 dB

41.6
55.1
23.9
43.6

44.3
54.2
26.8
37.2

38.8
55.9
21.0
49.9

In general, the human experiments highlight the fact that not all speech energy is equally
important (e.g., transitions between silence and speech energy are also essential). The nonneural acoustic model (AM), in contrast, did not utilize these cues. Instead, it paid attention
to the gross spectral shape of the speech, for instance, a low-energy region around the border
of a high-energy area. The neural network acoustic model importance maps contain some
high-energy regions similar to human ones but do not include other human cues, such as
certain transitions between silence and speech energy.

3.6.2

Experiment 2: Importance maps on the AMI dataset

The first five rows of Figure 3.3 show the importance maps of different acoustic models
on the AMI test sentence: the GMM-HMM with LDA+MLLT (tri2b), GMM-HMM with
LDA+MLLT+SAT (tri3), TDNN-LSTM (without dropout), TDNN-LSTM with dropout, and
TDNN. All these acoustic models are combined with the same SRILM language model, except
for the sixth row where the TDNN AM is combined with the RNNLM. For visualization
purposes, the importance map of each word is shown in a unique color. For instance,
the pink salient regions of “really” mainly span from 1kHz to 3kHz in the neural network
configurations, while it spans from 1 kHz to 3 kHz and above 3 kHz in the non-neural-network
settings. As in the GRID dataset results, correlations in the word-level correctness in the
AMI dataset usually emerge in the spectral regions of that word. For example, we see that
when the correctness of recognizing “and” is taken into account, the importance is high in
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the region of the spectrogram that has been force-aligned with “and.” When correctness of
“really” is considered instead, the importance shifts to the speech energy aligned with “really.”
Moreover, we can see there some overlap in important regions, thus audibility of one word
can be important for recognizing another. This co-occurrence is especially high for “did” and
“n’t”, which are scored separately by the recognizer, but often co-occur.
Generally, the GMM models pay more attention to the low-energy, high-frequency regions
than the neural network AMs. For example, for “and,” “really,” “n’t,” the tri2b and tri3
models focus on the low-energy high-frequency region at 5 to 8 kHz, while these regions are
not important to the TDNN and LSTM. Similarly, for “pick,” the GMM pays more attention
to the low-energy high-frequency region than the neural network AMs.
Table 3.4 shows the accuracy of each model at recognizing several of the words in the
noisy test sentence across the 1000 mixtures. The accuracy scores of model tri2b and tri3 on
“and,” “really,” “n’t,” and “pick” are low compared to the TDNN. Moreover, the TDNN and
TDNN-LSTM importance maps look similar to each other as do their scores in Table 3.4.
Thus, we can see that there exists a relationship between the model’s importance map and
its performance.
Table 3.5 shows the recognition accuracy of the different acoustic models on the clean
AMI IHM test set and the bubble noise test sentence. It shows that the performance of the
neural network acoustic models is more similar on the clean test set and more diverse on the
noisy test sentence. For example, the TDNN-LSTM with dropout has a similar WER on
the standard AMI test set to that of the TDNN-LSTM without dropout (21.2% vs 21.3%),
but has a much higher WER on the noisy test sentence (32.4% vs 22.4%). In Figure 3.3, the
TDNN-LSTMs with and without dropout have similar importance maps for “really,” while for
“notice” they are different: the importance for “notice” for the model trained with dropout
contains an area of low energy at 5.5 to 7 kHz. Interestingly, the two models have a small
difference in accuracy on the word with similar importance maps, while the model trained
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Table 3.4: Recognition accuracy (%) of individual words in the AMI bubble test sentence.
Tri2b: GMM-HMM with LDA+MLLT; Tri3: Tri2+SAT; TDNN-LSTMd is TDNN-LSTM
with dropout
AM

LM

Tri2b
SRILM
Tri3
SRILM
TDNN
SRILM
TDNN-LSTM
SRILM
TDNN-LSTMd SRILM
TDNN
RNNLM

“and” “pick” “n’t” “really” “notice”
10.6
20.3
93.6
92.8
89.0
94.3

5.8
18.3
77.5
78.7
72.2
75.1

30.1
56.7
96.7
92.6
82.4
96.3

32.3
60.5
83.8
86.8
72.1
86.3

10.0
33.2
71.2
73.9
41.3
88.9

with dropout has a much lower score on “notice” as shown in Table 3.4. Thus, dropout seems
to make the model less robust to noise in our bubble test sentence.
Comparing the results in Table 3.5 with the importance maps show in Figure 3.3 in
general, it seems that the recognizers with lower WER utilize more compact regions than
those with higher WER. Because the importance maps are identifying points where noise
is especially disruptive to recognition, a larger area of such points may indicate a higher
sensitivity to noise overall.
Next, we analyze the role of the language model in these importance maps. For the AMI
sentence, as can be seen in Figure 3.3, the importance maps are slightly different between the
SRILM (the fifth row) and the RNN language models (the last row). The RNNLM 4-gram
lattice rescoring generates similar performance and a similar importance map to RNNLM
with n-best rescoring, therefore, we only plot the former. We can see that the importance
map of “and” and “really” of the two models shown are quite similar and the recognition
accuracy of these words in Table 3.4 is quite similar as well (93.6% compared to 94.3%, 83.8%
compared to 86.3%). The importance maps of “notice” are different between the two models,
and the recognition accuracies are different as well (71.2% compared to 88.9%).
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Figure 3.3: Importance maps for ASR on AMI test sentence. In order from top: GMM-HMM
with LDA+MLLT (tri2b) with SRILM LM, GMM-HMM with LDA+MLLT+SAT (tri3)
with SRILM LM, TDNN-LSTM with SRILM LM, TDNN-LSTM with dropout and SRILM
LM, TDNN-LSTM with dropout and RNNLN 4-gram language model. The supplementary
material contains audio files of example mixtures used to calculate these maps.
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Table 3.5: Word error rate (%) on the AMI standard test set and the bubble test sentence.

3.7

AM

LM

Tri2b
Tri3
TDNN
TDNN-LSTM
TDNN-LSTMd
TDNN
TDNN

SRILM
SRILM
SRILM
SRILM
SRILM
RNNLM 4-gram
RNNLM 50 best

AMI test set Bubble test sent.
39.8
35.2
21.2
21.3
21.2
19.3
19.6

80.1
60.1
21.2
22.4
32.4
20.6
20.6

Conclusions and future work

This chapter has described an experiment to directly compare human listeners with automatic
speech recognizers in terms of their strategies for recognizing speech in noise. It has shown that
in this task, humans focus on time-frequency regions corresponding to formant transitions,
stop bursts, and sibilance but a traditional GMM-based acoustic model operating on MFCCs
seems to focus on regions of low energy. Additionally, neural network AMs attend to certain
high-energy regions similar to those of humans, but do not use all the cues that human
listeners make use of, such as certain transitions between silence and high speech energy.
While we show large differences in importance and accuracy between different acoustic models
on this task, using an RNN language model does not change either one much. These results
suggest that the performance of ASR in noisy conditions might be improved by adapting it
to pay better attention to the cues used by human listeners, e.g., by using Trinh et al. (2018).
The chapter has also shown that the auditory bubbles technique (Mandel, 2013; Mandel
et al., 2014, 2016) can operate just as well on running sentences as isolated words and on
machine listeners just as well as human listeners. In the future, it would be interesting to
apply the same analysis to end-to-end ASR systems.

Chapter 4
Evaluation metric for importance
maps
In previous chapters, we proposes methods to identify speech importance map (IM). However,
there is no existing metric to evaluate speech IM, leading to difficulty when judging the quality
of the IM. Thus, in this chapter, we proposes a metric named structured saliency benchmark
(SSBM) to evaluate importance maps computed for automatic speech recognizers on individual
utterances. Our evaluation technique is not only suitable for standard classification tasks,
but is also appropriate for structured prediction tasks like sequence-to-sequence models.
Additionally, we use this approach to perform a comparison of the importance maps created
by our previously introduced technique using “bubble noise” to identify important points
through correlation with a baseline approach based on smoothed speech energy and forced
alignment. Our results show that the bubble analysis approach is better at identifying
important speech regions than this baseline on 100 sentences from the AMI corpus.
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Introduction

Finding relevant information in input features X that is necessary for an output/task y has
seen a surge of interest in the computer vision (Zeiler and Fergus, 2014; Baehrens et al.,
2010; Smilkov et al., 2017; Ribeiro et al., 2016; Ancona et al., 2017) and reinforcement
learning communities (Mohamed and Rezende, 2015; Goyal et al., 2020, 2018). Tishby (1999)
proposed the information bottleneck approach to address the problem and Achille and Soatto
(2018); Alemi et al. (2017) used the idea to improve model generalization. Our previous work
proposed a correlational method to find regions of speech spectrograms that are important to
a listener’s correctly identifying the words it contains, and we applied it to both humans and
automatic speech recognition (ASR) systems (Mandel et al., 2016; Trinh and Mandel, 2021;
Trinh et al., 2018). These “importance maps” or “saliency maps” reveal how the ASR uses
speech features to derive the recognition. In this chapter, we propose a method to evaluate
the quality of predicted importance maps and apply them to saliency maps estimated for an
ASR “listener.”
The saliency map in speech has a similar meaning to the saliency map in computer vision.
However, unlike in vision, where ground truth can be obtained from eye-tracking systems, in
speech, we do not have a corresponding “ear-tracking” system.
We thus propose a method to assess the quality of a predicted speech saliency map. The
main idea of our approach is that the better the predicted saliency map, the higher the
accuracy when the ASR uses only information from the important regions of the spectrogram.
Similarly, if the important regions are removed from an observation, the ASR should have
low accuracy.
To the best of our knowledge, we are among the first, if not the first, to propose a method
to evaluate the saliency map of running sentences, a structured prediction problem. In
computer vision, there is related work on evaluation methods for saliency maps in simple
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classification problems without ground truth. Samek et al. (2016) proposed the MoRF
method (Most Relevant First) to evaluate saliency maps by measuring model performance
degradation when the n most relevant pixels are replaced by random values. Ancona et al.
(2017) introduced the complementary LeRF method (Least Relevant First), where the least
relevant features are removed. Schulz et al. (2019) recommended evaluating with a score
measuring the area between the MoRF and LeRF curves created when the number of pixels
n is varied.
Inspired by Samek et al. (2016); Ancona et al. (2017); Schulz et al. (2019), we propose here
an evaluation metric, the structured saliency benchmark (SSBM), that measures accuracy
degradation when the most or least important time-frequency points are replaced with white
noise in a structured prediction setting. A fundamental difference between our approach and
these others is that they evaluate the accuracy of a single simple classifier, such as an image
classifier, so they only consider how a saliency map affects the classification of a single object,
not how it might affect other objects in the scene.

4.2

Method

The main idea of our method is to evaluate the quality of the predicted time-frequency
importance regions for an utterance. Denote the predicted importance maps in the speech
w
spectrogram from method M for word w as IM
∈ {0, 1}F ×T , a binary matrix indicating
w
whether time-frequency point IM
(f, t) is important for the recognition of w (1) or not (0).

If the ASR can correctly recognize word w and only word w using only the regions where
w
IM
= 1 instead of using all the spectrogram points, and if it cannot recognize word w but
w
can recognize all other words when presented with only the regions where IM
= 0, then we

can conclude that method M has successfully identified the important regions for recognizing
w. To measure this, we perform two tests. In the first case, we add noise everywhere in a
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sentence except the predicted important regions of w, which is equivalent to dropping the
least relevant features (LeRF). In the second case, we add noise to the predicted important
regions for w, equivalent to dropping the most relevant features (MoRF). To encourage
specificity, saliency maps that select less signal energy as important are preferred to those
that select more.
We define a new metric that we call the structured saliency benchmark (SSBM) to evaluate
the accuracy of the analyzed words with respect to the accuracy of other words in the sentence
and the predicted important speech energies.

∆LeRF =

aw − ao
1 − eLeRF

∆MoRF =

ao − aw
eMoRF

SSBM = ∆LeRF + ∆MoRF

(4.1)

(4.2)

where aw is the accuracy of analyzed word w, ao is the averaged accuracy of the other words,
eLeRF is the proportion of energy that is dropped by the LeRF mask (dropped energy divided
by utterance energy), and eMoRF is the proportion of energy that is dropped by the MoRF
mask. Thus, ∆LeRF represents the accuracy of the analyzed word per unit (proportion) of
energy, with the accuracy of other words as a penalty. We can see that if the importance
maps of w are correct, then when the least important energy for w is removed, the accuracy
of w, aw , should be high while the accuracy of other words, ao , should be low. Additionally,
for two different importance maps with the same aw and ao , the map corresponding to higher
eLeRF (more unimportant energy dropped) should be better as should the one with the lower
eMoRF (less important energy preserved).
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Saliency maps

We analyze the importance maps of two different approaches. The first is a bubble analysis
method where a time-frequency point is predicted to be important when its audibility in
noise is significantly correlated with speech intelligibility (Mandel et al., 2016; Trinh and
Mandel, 2021). The second is an energy-based baseline, where a time-frequency point in the
spectrogram is predicted to be important when its energy is larger than a certain threshold.
Future work will investigate methods based on feature gradients (Selvaraju et al., 2017;
Simonyan et al., 2014; Erhan et al., 2009; Baehrens et al., 2010), pertubation (Ribeiro et al.,
2016), etc., which are not straightforward to apply to structured prediction problem in speech.
The bubble analysis method (Mandel et al., 2016; Trinh and Mandel, 2021) identifies
important regions by adding many instances of random noise to clean speech, then finding
the spectrogram points that are revealed when the ASR recognizes the noisy speech correctly
and hidden by noise when the ASR fails to recognize the utterance. Specifically, the noisy
utterances are generated by adding many instances of random white noise to the clean speech
to make these utterances inaudible. However, the noise level is decreased inside randomly
placed oval-shaped bubbles to reveal the speech information inside. Denote as yijk the
intelligibility, which has value one or zero (binary) when the ASR correctly or incorrectly
recognizes the kth word in the jth noisy mixture of the ith clean utterance. In addition, the
audibility Dij (f, t) is defined as a continuous variable that represents the inverse of the amount
of noise added to a time-frequency point in a spectrogram, varying between zero (maximum
noise) and one (no noise). A point-biserial correlation cik (f, t) is computed between Dij (f, t)
and yijk . The significance (p-value) of this correlation is examined under a two-sided t-test
for every time-frequency point in the spectrogram Trinh and Mandel (2021). The importance
map is defined as the set of time-frequency points that have positive correlation and p-values
smaller than a specific threshold.
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Figure 4.1: Example mask transition functions for an arbitrary threshold. Top: Bubble
analysis. Bottom: Energy-based
We compare the bubble method with an energy-based baseline in which a time-frequency
point in the spectrogram is considered important when its energy in a smoothed version
of the spectrogram is greater than a certain threshold. Specifically, the linear frequency
spectrogram has pre-emphasis applied, is converted to a mel spectrogram with 30 bins, and
then is converted back to a linear frequency axis. The importance map of a word is then the
set of high energy spectrogram points that are between the start and end frame of the target
word in the forced alignment of the clean utterance produced by Kaldi.

4.2.2

LeRF and MoRF noise masks

The LeRF mask is created by adding maximum noise to unimportant regions while adding
minimum noise to important regions. There is a transition between the two as shown in
the top plot of Figure 4.1. The intention is that when maximum noise is added outside the
important regions of a specific word, then the ASR should still be able to recognize this word,
but should not be able to recognize the other words in the sentence. The procedure is slightly
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different for the two mask prediction algorithms, so each is described separately below.
The bubble analysis LeRF mask mbLeRF , at a single point is
b
qLeRF
(p) = −(d1 − d0 )

p−o
αt − o

b

mbLeRF (p) = 100.05 clip(qLeRF (p),d0 ,d1 )

(4.3)
(4.4)

where b stands for ”bubble method”, o is the threshold, p is the p-value of time-frequency
points in the spectrogram, α < 1 is a parameter controlling the size of the transition region
while d0 and d1 control the minimum and maximum value of the mask, respectively.
The green line in the top plot in Figure 4.1 illustrates mask values for o = 0.01, α = 0.5.
In addition, d0 = −80, d1 = 0 leading to a minimum mask value of 0.0001 and maximum
value of 1. As shown in this figure, a time-frequency point with a p-value larger than 0.01 has
noise level 1 (maximum noise), while a point with a p-value smaller than 0.0075 has noise
level 0.0001. Additionally, a visualization of a complete mask with threshold o = 4.64 × 10−7
is shown in the second row of Figure 4.2.
The bubble analysis MoRF mask is derived in a similar way as equations (4.3) and (4.4),
b
b
however with qMoRF
(p) = −qLeRF
(p).

The red line in the top plot of Figure 4.1 shows the MoRF mask with the same parameters
as the green line. In addition, a visualization of the mask is shown in the top plot of Figure 4.3.
The MoRF and LeRF masks are almost complementary to each other, but are not exactly
because the masks always decay smoothly towards 0 to mirror the logarithmic nature of
intensity perception.
Similarly, the LeRF mask for the energy-based approach is created by adding maximum
noise to the time-frequency region with energy lower than a specific threshold tdB in decibels
(unimportant regions). The important regions have minimum noise added, except the
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Figure 4.2: Bubble analysis approach. From top to bottom: (a) Clean speech (b) LeRF
mask created by dropping the least relevant features for the word “actually” with threshold
4.64 × 10−7 (time-frequency points that have p-value ≥ 4.64 × 10−7 have a maximum amount
of noise added to them). (c) Noisy mixture created by adding the mask in (b) to the clean
speech in (a).

Figure 4.3: Bubble analysis. Top: MoRF mask created by dropping the most important
features of the word “actually” with threshold 4.64 × 10−7 . Bottom: Noisy mixture
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Figure 4.4: Energy-based approach. Top: LeRF mask with odB = −20. Bottom: Noisy
mixture
transition area. The mask m is defined analogously to (4.4), but using

e
(a) = (d1 − d0 )
qLeRF

a−o
αt − o

(4.5)

where e stands for ”energy method”, a is the absolute magnitude of the time-frequency
point in the spectrogram and o = 100.05tdB is the threshold in magnitude. An example of the
mask with a specific threshold odB = −20 dB is illustrated in the bottom plot of Figure 4.1
and Figure 4.4. The energy-based MoRF mask is formed by adding maximum noise to the
time-frequency region with energy bigger than a specific threshold. The mask is derived the
e
e
same as equation (4.5) except with qMoRF
(a) = −qLeRF
(a).

To create the noisy speech, we multiply the spectrogram of a white noise signal by the
mask and add the masked noise to the clean speech. Examples of the mask and the masked
noisy speech are shown in the second and third rows of Figure 4.2.

CHAPTER 4. EVALUATION METRIC FOR IMPORTANCE MAPS

64

Figure 4.5: Bubble analysis: Word accuracy on the sentence “actually but this makes more
sense.” with LeRF and MoRF masks

4.3

Experimental setup

We utilize the AMI dataset (Carletta et al., 2005), which includes 100 hours of English
meeting recordings. We selected the Individual Headset Microphone (IHM) channels for our
experiment. We followed the standard train/test split and chose 100 sentences (9 minutes)
from the test set where the recognizer achieved 100% accuracy without additional noise added
to be our set of clean speech. We created 1000 noisy mixtures for every clean utterance,
leading to a dataset of 100,000 mixtures for the bubble analysis method.
We use Kaldi (Povey et al., 2011) as the ASR to perform the experiments. We choose the
standard model in AMI recipe s5b with a time-delay neural network (TDNN) acoustic model
and an n-gram language model from the SRI Language Modeling Toolkit (SRILM) (Stolcke,
2002). The TDNN is a modification of a feed-forward neural network, where the hidden
vector representation at a layer is derived from several vectors (window of size n) from the
preceding layer. The time-domain utterances are sampled at 16 kHz and are transformed
into the frequency domain using an STFT with window length 64 ms, and hop length 16 ms.
For the bubble analysis technique, we choose d0 = −80, d1 = 0 and α = 0.5. We perform
experiments with 25 different values of threshold t that are spaced evenly on a log scale from
10−8 to 100 . For the energy-based technique, we use the same values of d0 , d1 , α, however we
use 21 different values of thresholds tdB , spaced evenly on a linear scale from −80 to 20 with
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Figure 4.6: Average accuracy of analyzed word with LeRF mask (top) and MoRF (bottom).
a step size of 5.

4.4

Results

Here, we compare the bubble analysis and the energy-based approaches according to LeRF
and MoRF curves and SSBM scores. Figure 4.6 allows a direct comparison between the two
mask methods by characterizing each masked signal by the proportion of speech energy in the
entire utterance that it obscures. This proportion could vary for different words at the same
threshold, so this plot averages over masks that have the same proportion when rounded to
the nearest percent.
The top plot of Figure 4.6 shows the accuracy of analyzed words when the least important
features are dropped, averaged over the entire dataset. Perfect performance in this case would
be in the top right corner, obscuring almost all of the speech while preserving recognition
accuracy. In general, we can see that the bubble analysis method (blue line) achieves
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Figure 4.7: ∆LeRF and ∆MoRF along with their combination into the SSBM score. Higher is
better for all three. Top: bubble analysis, achieving SSBM of 6.5. Bottom: energy-based,
achieving SSBM of 4.7 (accuracy per unit (percentage) of energy).
approximately the same accuracy as the energy-based method (orange line).
The bottom plot of Figure 4.6 shows the accuracy of analyzed words when the most
important features are dropped on all 100 sentences. A perfect MoRF mask would be in the
bottom left corner of the bottom plot, obscuring almost none of the speech while destroying
recognition accuracy. This plot demonstrates that the bubble analysis method is better
at reducing recognition accuracy than the energy-based method when both drop the same
amount of important speech energy. In both plots, the orange lines are shorter than the blue
lines because the important regions of a word are restricted to be between the start frame
and end frame in the energy-based approach.
Figure 4.7 shows the SSMB scores (green lines) at various thresholds for both methods.
For the bubble analysis method in the top row, we can see that the threshold of 4.64 × 10−8
obtains the best SSBM score of 6.5. This means that the increase in LeRF accuracy at higher
thresholds is not worth the decrease in MoRF accuracy. For the energy-based method in the
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Figure 4.8: Relationship between number of phonemes and threshold for the bubble analysis
mask.
second row, the threshold of −65 dB achieves the highest SSMB score of 4.7, which is worse
than that of the bubble analysis method. The spike in the corresponding LeRF curve at 15dB
is caused by a small denominator (0.001). Note that MoRF and LeRF are not symmetric,
and the SSMB considers both directions from the least/most important features; thus, it
is more robust to artifacts and noises. Thus, the bubble analysis method produces better
importance maps than the energy-based approach according to the LeRF and MoRF curves
and the SSBM score.
First, we can see that the ASR does not need to observe all of the speech energy of a
word to correctly identify it. For illustration, the ASR can recognize the word “actually”
with a threshold as low as 4.64 × 10−7 on the bubble analysis LeRF mask as in Figure 4.5
(blue line). This mask and its corresponding noisy speech are illustrated in the second and
third row of Figure 4.2. As we can see, the mask only spans 400 Hz to 3200 Hz. Surprisingly,
the clean speech lacks energy at those frequencies, but this does not prevent the ASR from
correctly identifying the word. This saliency map achieves the same accuracy as the energy
based alternative, while requiring less of the spectrogram to be audible, an efficiency reflected
in its higher SSBM score.
Second, the threshold identifying which time-frequency points are important is varied
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Table 4.1: SSBM scores of ASR and human importance maps on the GRID dataset. The
higher the score, the better the importance maps. In the first three rows, the importance
maps of each ASR model are evaluated by the ASR model itself. In the last three rows, the
importance maps of human listeners are evaluated using the three different ASR models. The
Jaccard index measures similarity of each ASR importance map to the corresponding human
importance map, with higher meaning greater similarity.
AM

LM

GMM-HMM +LDA+MLLT 8 sents
TDNN
8 sents
TDNN
64K sents
GMM-HMM +LDA+MLLT 8 sents
TDNN
8 sents
TDNN
64K sents

Importance maps SSBM score Threshold Jaccard index
Machine
Machine
Machine
Human
Human
Human

3.77
14.03
17.19
0.55
1.33
22.94

10−6
10−7
10−8
0.0464
0.0022
10−8

0.044
0.067
0.089
-

across word. For example, in Figure 4.5 (blue line), the ASR needs to use all time-frequency
points with p-value < 4.64 × 10−6 to correctly identify the word “but,” however, the ASR
must use all spectrogram points with p-value < 0.1 to recognize the words “more.”
Figure 4.8 shows that word length may explain the variation in threshold for correct
recognition. It shows the threshold at which a target words transitions from correct to
incorrect recognition as a function of word length in phonemes. We can see that longer
words typically require a higher LeRF threshold, meaning more speech is revealed, while they
typically require a lower MoRF threshold, meaning less speech is obscured. Similar trends
were observed with word length measured in syllables and characters.

4.5

Evaluating human and machine importance maps
with the SSBM score

We utilize the proposed SSBM score on evaluating the importance maps of different ASR
models and humans in Chapter 3. Specifically, we derive the SSBM scores of the importance
maps computed for the GMM acoustic model (AM) with 8-sentence language model (LM),
the TDNN acoustic model with the same LM, the TDNN AM with the full GRID LM
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(TDNN-64kLM) and human listeners.
We follow the same procedure to derive the SSBM scores as described in Section 4.2,
however we only use words at positions two, four, and five in the six-word sentences to
calculate the score because words at positions one, three and six are the same across all of
the sentences. First, to derive the SSBM score for each ASR model, we add noise inside and
outside the ASR’s importance maps of the eight sentences listed in Table 3.1 in the GRID
dataset to create noisy mixtures. Then, the same ASR model is used to evaluate the WER of
these noisy mixtures to get the SSBM score. Second, to get the human SSBM score, we add
noise inside and outside the human importance maps. Next, we use different ASR models to
evaluate the WER of the noisy mixtures because human listening tests are expensive.
The SSBM results are recorded in Table 4.1. The SSBM of each ASR importance maps
are in the first three rows. The SSBM scores of human importance maps are in the last three
rows. In the last column, we also present the Jaccard index (see subsection 3.6.1, which
measures the similarities between human and machine importance maps. As we can see,
the importance maps from TDNN-64kLM model has the highest SSBM score. The GMM
AM with 8-sentence LM has the lowest SSBM score. The results were expected because the
neural network AM achieves lower WER performance than the non-neural network AM, so it
should have better importance maps (higher SSBM score). The differences in SSBM scores
tend to track differences in the Jaccard indexes, suggesting a connection that importance
maps that are more similar to the human ones tends to have higher SSBM score.
Note that the Jaccard indexes are small in absolute terms. For instance, the similarity
between TDNN IMs and human IMs is only 8.9% (0.089). This is because the machines
attend to relatively large regions, leading to a high numerical value for the union of the two
IMs. Meanwhile, the human listeners pay attention to some specific small regions in the
spectrogram, leading to a small value of the intersection of the two IMs. As the Jaccard
index is formulated as the division of intersection over union, a large denominator and small

CHAPTER 4. EVALUATION METRIC FOR IMPORTANCE MAPS

70

numerator lead to a small numerical value. We expect that these scores could be improved
by a machine recognizer that was more focused on specific cues and more robust to noise
elsewhere. These findings also show that improving the SSBM score can make the machine
importance maps more similar to human ones, which is helpful especially when we do not
have ground truth importance maps from humans.

4.6

Conclusion and future work

In this chapter, we proposed an evaluation metric for structured saliency maps, where we
measure the word accuracy when either keeping or dropping the most important regions. A
gap in this accuracy is measured between the analyzed word and other words in the sentence
with respect to the predicted important speech energies. Additionally, we compare saliency
maps from a bubble analysis method and an energy-based baseline on sentences from the
AMI meeting corpus. According to several metrics, the bubble analysis approach achieves a
better importance map than its alternative. In the future, we will extend this evaluation to
measure generalization of these predictions across ASR systems and use these importance
maps to enhance speech recognition robustness in noisy conditions. We also hope that this
speech saliency evaluation metric can facilitate a community evaluation on the topic of speech
saliency, similar to those that have been organized around visual saliency (Kümmerer et al.).

Chapter 5
Data augmentation with importance
maps
In this chapter, we introduce ImportantAug, a technique to augment training data for speech
classification and recognition models by adding noise to unimportant regions of the speech and
not to important regions. Importance is predicted for each utterance by a data augmentation
agent that is trained to maximize the amount of noise it adds while minimizing its impact on
recognition performance. The effectiveness of our method is illustrated on version two of the
Google Speech Commands (GSC) dataset. On the standard GSC test set, it achieves a 23.3%
relative error rate reduction compared to conventional noise augmentation which applies
noise to speech without regard to where it might be most effective. It also provides a 25.4%
error rate reduction compared to a baseline without data augmentation. Additionally, the
proposed ImportantAug outperforms the conventional noise augmentation and the baseline
on two test sets with additional noise added.
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Introduction

Data augmentation techniques are used to enhance models’ performance by adding additional
variations to the training data. These techniques are widely applied to improve speech
recognition (ASR) performance (Ko et al., 2015; Kim et al., 2017a; Hannun et al., 2014;
Nguyen et al., 2020). In Ko et al. (2015), the authors used speed perturbation to create
new speech utterances by changing the frequency components and number of time frames
of speech recordings. This additional training data helped to decrease the word error rate
(WER) by 3.2% relative on Librispeech task with 960 hours Librispeech data. In Kim
et al. (2017a), reverberation was added to the speech to make it more realistic. Recently, a
common technique is to remove or mask information in the spectrogram domain. For instance,
SpecAugment (Park et al., 2019) removes speech information in T continuous random time
frames or F frequency bins. At the time, this augmentation not only increased ASR accuracy,
but also achieved the state-of-the-art WER on the LibriSpeech 960-hour dataset at 5.8%.
Hannun et al. (2014) proposed data augmentation via adding additional noise to speech,
reducing WER by 21.3% relative on their self-constructed 100 sentence evaluation set.
Recently, data augmentation techniques have been introduced that utilize importance or
saliency maps. There are many methods to predict importance and saliency maps, e.g., (Itti
et al., 1998; Harel et al., 2006; Jetley et al., 2016; Kummerer et al., 2017; Hou and Zhang, 2007;
Pan et al., 2017; Kim et al., 2017b; Spille and Meyer, 2017; Trinh and Mandel, 2021; Trinh
et al., 2018; Trinh and Mandel, 2021), but few previous studies have investigated applications
of such maps. In the visual domain, a recent work (Gong et al., 2021) used saliency maps for
data augmentation. Instead of using noise, the authors cut random rectangles out of an image
if the sum of the importance scores of all the pixels inside the rectangle was smaller than
a threshold. In speech, Do and Stylianou (2018) used a bottom-up approach to predicting
auditory saliency maps to improve ASR performance. They used Gabor filters to extract
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Figure 5.1: ImportantAug scheme. The mask generator’s task is to output an importance
map (mask) for an utterance with maximal noise while interfering with recognition of the
recognizer as little as possible. The mask is point-wise multiplied ( ) with the scaled noise
and added to the clean speech. The mask contains values close to 0 at important points and
values close to 1 at unimportant points.
intensity and contrast in time and frequency to find the saliency maps. This saliency map
is then multiplied with the spectrogram, resulting in a weighted spectrogram, from which
features are extracted for ASR. This approach achieved a 5.3% relative WER reduction
compared to a baseline that did not use importance maps.
We introduced a top-down adversarial approach to predicting importance maps in Trinh
et al. (2018); Kavaki and Mandel (2020). The current chapter builds upon those approaches
to introduce a method of using our top-down importance maps for data augmentation in
speech command recognition. In contrast to Do and Stylianou (2018), we use a top-down
approach to identify the regions that are important for recognizing the specific production of
the specific words in a given utterance. Furthermore, these regions are directly related to the
speech recognition task, which is different from bottom-up approaches, which produce the
same prediction regardless of the task. For instance, a bottom up approach using intensity
filters might predict that a spectrogram area containing loud noise is important for the speech
recognition task.

5.2

Method

The proposed network has a speech command recognizer and a mask generator, as illustrated
in Figure 5.1. The speech command recognizer’s task is to classify the input utterances
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into the correct classes. The mask generator’s task is to add as much noise as possible
to utterances without harming the performance of the recognizer. This has the effect of
generating importance maps, which are utilized for data augmentation.
Our networks are trained in two stages. In the first stage, we train the generator so that
it can output importance maps (masks). We load a recognizer that is pre-trained on clean
speech. Then, we freeze the recognizer and train only the mask generator. The generator
receives clean speech as input and outputs a mask. This mask is multiplied with the noise
and then added to the clean speech, resulting in a noisy utterance. The recognizer receives
this noisy speech as input and predicts a class. Note that in the Google Speech Commands
(GSC) dataset (Warden, 2018), each utterance is at most 1s long and only contains a single
word in the presence of noise. Thus, this is a speech classification task, as opposed to a full
speech recognition task.
We designed the loss function for our network to encourage the mask to maximize the
amount of noise while the speech recognizer maintains good performance. This loss function
therefore forces the generator to output a mask with less noise in regions that are important
to the recognizer, and with more noise in regions that are unimportant to the recognizer.
In the second stage, we freeze the generator and train only the speech command recognizer.
We aim to create additional data to train the recognizer. To create additional data, noise
is added to the unimportant regions of the clean speech. Less or no noise is added to the
important regions.
Denote S(f, t) and N (f, t) as the complex spectrograms of the speech and noise, respectively, where f is the frequency index and t is the time index. These spectrograms
are created by applying the short time Fourier transform (STFT) to the time domain signal s(t) of the speech and n(t) of the noise. The generator G with parameters θ takes
S̃(f, t) = 20 log10 |S(f, t)| as input and predicts a mask Mθ (f, t) with the same shape as
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S̃(f, t)

Mθ (f, t) = G(S̃(f, t); θ) ∈ [0, 1]F ×T

(5.1)

An additional augmentation shifts the mask slightly in time or frequency to further
increase variability in the training data for the recognizer. The mask output by the generator,
Mθ , is rolled along the frequency and time dimension

Mθr = r(Mθ ; δ)

(5.2)

where r is the roll operator (we use torch.roll) and δ is the number of time frames or frequency
bins by which the elements of the mask are shifted. δ is drawn uniformly at random from the
interval (−D, D). Furthermore, to create additional variation, with probability 0.5, the mask
Mθr is replaced by a mask of all 1’s. Denote whichever mask is selected as M . This rolling
augmentation is only used when re-training the recognizer using the predicted importance
maps and not when training the mask generator itself.
This mask is then applied point-wise to a noise instance N , scaled by gain A. The gain A
is adjusted each training batch such that the signal to noise ratio is maintain at a target value
s
A=

|S|2
,
|N |2 10v/10

where v is the target SNR expressed in decibels. The resulting masked-scaled noise AN
(where

(5.3)

M

denotes point-wise multiplication) is added to the clean speech S. The resulting

noisy mixture is input to the speech command recognizer R, which predicts the probability
of the class ŷ

ŷ = R(S + AN

M ).

(5.4)
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The model is trained to minimize

L(θ) = λr LR (y, ŷ) −
+

λe X
log M
T F f,t

λf X
λt X
|∆f M | +
|∆t M |.
T F f,t
T F f,t

(5.5)

where LR is the loss of the speech recognizer, ∆f is the difference operation along frequency, ∆t
is the difference operation along time, and λr , λe , λf , and λt are weights set as hyperparameters
of the model. The recognizer loss is the cross entropy between the prediction ŷ and the
ground truth label y. This loss forces the recognizer to keep high accuracy on predicting
P
the correct class. The − f,t log M term forces the mask’s value to be close to one, thus
maximizing the amount of noise added. The terms associated with λf and λt encourage the
mask to smooth in frequency and time.

5.3
5.3.1

Experimental setup
Dataset

We use the Google Speech Commands (GSC) dataset version 2 (Warden, 2018) for our
experiments. This dataset includes 105,829 single-word utterances of 35 unique words. Many
utterances include noise or other distortions. The models were trained on the training set
and evaluated on the test set. The development set was used for early stopping.
We also employ additional noise from the MUSAN dataset (Snyder et al., 2015) to augment
the speech from the GSC dataset. The recordings in MUSAN have different lengths, so we
only used the first second from each recording and exclude any recordings shorter than one
second as the speech utterances are restricted to be at most one second long. There are
877 noisy files after filtering out short utterances. We randomly choose 702 files (80%) for
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Table 5.1: Recognizer error rate (%) on the Google Speech Command v2 (GSC) development
set with conventional noise augmentation at different SNRs

SNR Dev
∞
40
35
30
25
20

7.74
6.39
7.65
6.10
6.19
6.22

SNR Dev
15
10
5
0
−5
−10

5.83
6.11
6.00
5.97
6.24
6.16

training. We mix the remaining 175 files with the utterances from the GSC test set, creating
a new noisy test set that we call GSC-MUSAN.
To evaluate our trained model on out-of-domain noisy environments, we also create
another test set. First, we select a file “HOME-LIVINGB-1.wav”, which contains 40 minutes
of noise recording in the living room environment from the QUT corpus (Dean et al., 2015).
We then resample this file from 48 to 16 kHz, the same rate as the GSC utterances and
choose random sections in this noisy file to mix with the utterances in the GSC test set. We
call this dataset GSC-QUT.

5.3.2

Experiments

We compare our proposed method against a baseline that does not utilize any data augmentation (experiment 1). It is trained on the Speech Commands dataset and selected using
early stopping on the development set. All other experiments described below are trained
by initializing their parameters to those of the pre-trained recognizer in experiment 1. In
experiment 2, we compare our proposed method against a conventional noise augmentation
technique that applies noise directly to the speech without importance maps. We perform an
additional experiment to identify the best single signal to noise ratio (SNR) to use, comparing
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Figure 5.2: (a) Clean utterance from Google Speech Commands dataset. (b) Importance
map (blue areas) from the generator. (c) Rolled importance map. (d) MUSAN noise. (e)
Noisy speech created by multiplying the noise from (d) with the mask from (c) and adding
clean speech from (a)
those ranging from −10 dB to 40 dB in steps of 5 dB. We also perform another experiment
with ∞ dB by training on clean data.
In our proposed method (experiment 3), we performed the two-stage training as described above. First, we load and freeze the recognizer from experiment 1 and train the
generator. Then, we freeze the generator and train the recognizer. The noise from the
MUSAN dataset was multiplied with the rolled importance maps and added to the speech.
In addition, we perform an ablation study (experiment 4) by evaluating the recognizer
performance when we remove the importance map from the proposed approach, by setting
the mask to be all 1’s, which we call the “Null ImportantAug” condition. In this case, no
region is more important than other regions and the noise is added directly to the speech.
In addition to evaluating these four models in experiments 1 to 4 on the standard GSC
test set, we also evaluate them in our GSC-MUSAN and GSC-QUT noisy test sets.
In addition to using continuous-valued importance maps, we also experimented with
binarizing the importance maps (experiment 5). We considered the q% of time-frequency
points with the lowest value in the continuous-valued importance map as being important
and did not add any noise to them. The other 100 − q% of the points were considered
unimportant and noise was added to them. In this experiment, the mask was not replaced by
an all 1’s mask at all.
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Hyperparameter settings

The signal was sampled at 16 kHz with a window length of 512 and a hop length of 128
samples, leading to a spectrogram with 257 frequency bins and 126 time frames for a 1 s
utterance. In all experiments, we use the same default setting for the speech command
recognizer, which is a neural network with 5 layers. Each layer has a 1D depth-wise and 1D
point-wise convolution (Chollet, 2017; Majumdar and Ginsburg, 2020), followed by SELU
activation (Klambauer et al., 2017). The depth-wise convolution has a kernel size of 9 × 9
(281.25 Hz x 96 ms), a stride value of 1, a dilation value of 1; and its inputs and outputs are
both 257 channels. The point-wise convolution consists of a kernel of size 1 × 1 and also has
inputs and outputs for size 257.
The generator is a neural network with 4 layers, where each layer is a 2D convolutional
network. The first layer takes one channel in and outputs 2 channels. The second and third
layers have 2 channels in their input and output. The last layer has 2 channels of input and
one of output. All the layers have a kernel size of 5 × 5 (156.25 Hz x 64ms), a stride value of
1, a dilation value of 1 and a padding so that the output has the same height and width as
the input.
In the proposed ImportantAug method, we selected hyperparameters λr = 1, λe = λf =
λt = 3, v = −12.5 dB. First, the weights λr , λe , λf , λt , and v were manually adjusted based
on a very small number of settings so that the speech command recognizer performed well
and the mask values were closer to all 1’s on the development set. Then we chose D, the
maximum number of time frames or frequency bins by which the elements of the mask are
shifted to be 30, equivalent to 937.5 Hz and 264 ms. This was selected to keep the mask from
shifting too far from the original position.
All the models are trained with the Adam optimizer with an initial learning rate of 0.001,
which is decayed by half every 20 epochs and a batch size of 256. The models are trained for
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Table 5.2: Recognizer error rate (%) with various augmentation approaches on GSC test set

Experiment Augmentation method Error
Exp
Exp
Exp
Exp

1
2
3
4

No augmentation
Noise aug. (SNR 15)
ImportantAug
Null ImportantAug

6.70
6.52
5.00
6.12

200 epochs with early stopping on the development set loss with a patience value of 30.

5.4

Results

Table 5.1 shows the error rate on the development set for the conventional augmentation
method with different signal to noise ratios. We can see that adding too much noise leads
to a high error rate, for example, SNRs -10 and -5 dB have error rates 6.16% and 6.24%,
respectively on the development set. Adding too little noise is also not optimal, for instance,
SNRs 40 and 35 dB have error rate 6.39% and 7.65% on the development set. Using no noise
at all does not provide good performance, with an error rate 7.74%. However, adding the
right amount of noise is beneficial for the recognizer as it balances variation in the training
data with speech fidelity. As shown in Table 5.1, the best error rate (5.83%) is with an SNR
of 15 dB. The model trained with SNR 15 dB has the best performance on the development
set, so we choose this model to evaluate on the test set and compare with other approaches
in Table 5.2.
Table 5.2 shows the results on the standard GSC test set. The baseline speech command
recognizer has an error rate of 6.70%. The conventional noise augmentation method produces
a model with an error rate of 6.52%. Our proposed method has the best error rate at 5.00%,
which is a 25.4% relative improvement over the no augmentation baseline and 23.3% relative
improvement over the conventional noise augmentation method. We also perform an ablation
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Table 5.3: Recognizer error rate (%) on in-domain noise test set (GSC-MUSAN) with various
augmentation approaches as a function of test SNR.

Method
No aug.
Noise aug.
ImportantAug
Null ImportantAug

−12.5

−10

0

10

20

30

40

77.6 72.7 45.2 21.0 11.5 8.4 7.3
65.8 57.7 26.3 10.8 7.3 6.6 6.4
43.5 35.0 13.3 7.4 5.7 5.2 5.1
45.2 37.0 15.0 8.5 6.9 6.2 6.0

Table 5.4: Recognizer error rate (%) on out-of-domain noise test set (GSC-QUT) with various
augmentation approaches as a function of test SNR.

Method
No aug.
Noise aug.
ImportantAug
Null ImportantAug

−12.5

−10

0

10

20

30

40

90.9 87.3 55.8 20.8 9.6 7.4 7.0
89.0 83.5 42.0 12.9 7.3 6.5 6.2
72.0 61.3 23.5 8.9 5.8 5.1 4.8
72.3 61.6 24.8 10.0 6.8 6.1 6.0

study (experiment 4) of using a “mask” that is all 1’s, which leads to an error rate of 6.12%.
Thus, ignoring the importance maps makes the relative error increase by 22.4%. This shows
that the importance map is essential for the observed performance gains.
Table 5.3 shows the results on the GSC-MUSAN test set. We could observe that the
proposed method ImportantAug achieve the best result in all SNR range. For example, the
ImportantAug achieve 13.3% error rate at 0 dB, which is around one-third of the error rate
of the baseline 45.2% and a half of the conventional augmentation method. We also observe
that the error rates are going up if we remove the importance map (IM) when comparing row
3 and row 4 of Table 5.3. For example, at SNR 0 dB, the error rate going up from 13.3% to
15% if we remove the IM and train with only the noise.
Table 5.4 shows the results on the GSC-QUT test set, which is out-of-domain noise test
set because the models are trained with MUSAN noise, not with QUT noise. We observe the
same trend when the ImportantAug outperforms the baseline, the conventional augmentation
method.
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Table 5.5: Recognizer error rate (%) with binarized ImportantAug using different important
region ratios, q on the original GSC test set.

q (%) Dev Test
70
50
40
20
10
5
1
0

5.42
5.49
5.19
5.17
5.00
5.09
5.12
6.03

5.64
5.92
5.71
5.15
5.43
4.92
4.94
6.12

Figure 5.2.b shows an example of an importance map of an utterance of the word “four”
in the Google Speech Commands dataset. The importance map includes the fundamental
frequency, the harmonics, and the outer border shape of the speech. These regions are
predicted to be necessary for the speech command recognizer to identify this specific utterance.
Thus, keeping these regions clean and adding noise outside of them makes the data more
diverse while not affecting the recognition.
Table 5.5 shows the error rate on the development and test set for the binary ImportantAug
method with different important region ratios (experiment 5). In this experiment, we consider
the quantile q% of the regions that have lowest mask value to be important. The best result is
achieved on the development set by choosing 10% of points to be important, which provides a
11.3% relative error reduction on the test set compared to not multiplying the noise with the
importance map (q = 0). Thus only a very small proportion of points need to be preserved
in this way to enhance the data augmentation performance.
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Discussion

The result on the GSC-QUT test set demonstrates that a model can generalize to an
out-of-domain noise environment with ImportantAug. In addition, ImportantAug can be
combined with other augmentation techniques, such as speed perturbation or reverberation
augmentation to further improve the performance. Moreover, we choose a simple model
to facilitate iteration. It takes 15 minutes to train the classifier on Nvidia RTX 2070 with
8GB VRAM. State of the art performance on the standard GSC test set is 0.26% with
Audiomer (Sahu et al., 2021), which takes 2 days to train on an NVIDIA P100 with 16GB of
VRAM. Sahu et al. (2021) did not study the ability of their model to generalize to noisier
environments, while we evaluate our model on the standard GSC test set, in-domain, and
out-of-domain noise test set with a good amount of noise. Therefore, future work should
further investigate if ImportantAug can bring a better performance in noisy environments for
this or other transformer architectures.

5.6

Conclusion

In conclusion, we have demonstrated a data augmentation agent that improves a speech
command recognizer. Our proposed ImportantAug method produced a 25.4% relative error
rate reduction compared to the non-augmentation method and and 23.3% relative reduction
compared to the conventional noise augmentation method. Taken together, we shows that
importance maps can be estimated accurately enough to be helpful for data augmentation,
providing one of the first such demonstrations, especially for speech. In the future, we
will extend this framework by replacing the speech command recognizer with a full large
vocabulary continuous speech recognizer and we will deploy different methods to identify
the importance maps and use the maps to augment the speech data, such as those based on
human responses. The proposed method could also be used in computer vision tasks, such as
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Chapter 6
Conclusion and Future Work
6.1

Conclusion

In conclusion, our research has demonstrated that we can identify and evaluate importance
maps (IMs) as well as applying them to improve speech models’ performance and achieve
out-of-domain generalization to different noisy environments. First, our Bubble Cooperative
Network successfully identifies important time-frequency regions without ground truth labels.
For instance, there was only a 0.2% drop in accuracy when 97.7% of the spectrogram points
that have highest mask value (unimportant points) were obscured by noise. On the other
hand, the accuracy drops to chance level when noise is added to the same proportion of
spectrogram points selected at random.
Second, the comparison of the importance maps among non-neural network, neural network
speech recognition, and human suggests that neural network importance maps are closer to
human ones than those of non-neural networks. However, the neural network acoustic model
does not fully capture all human cues. These findings provide a potential mechanism for
improving an ASR’s generalization in noise by adapting the ASR to pay attention to human
importance maps.
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Third, our IM evaluation metric can be utilized in a structured prediction problem when
there is no time-frequency ground truth. This metric is useful for comparing predicted
saliency maps from different models.
Finally, the proposed ImportantAug surpasses the conventional noise augmentation and
the baseline on two additional test sets created by mixing the Google Speech Commands
(GSC) test set with additional in-domain and out-of-domain noise. The error rate decreases
by 23.3% relative on the standard GSC version 2 test set compared to conventional noise
augmentation which applies noise to speech without using IMs. Moreover, it reduces the
relative error rate by 25.4% in comparison with a baseline without data augmentation. Thus,
ImportantAug shows that a speech model is more robust when we can identify the important
features, which contribute to the model decision, and utilize them to augment the data.
Our work demonstrates that a speech model’s performance can improve and generalize to
out-of-domain noise environments by utilizing importance maps. In addition, we learn that it
is possible to predict and evaluate importance maps without time-frequency ground truth
masks.
Furthermore, our work can be applied to interpret a machine learning model to see if the
model pays attention to the correct cues. It is a part of explainable artificial intelligence
(XAI) topic (Došilović et al., 2018; Adadi and Berrada, 2018; Gunning et al., 2019), where
society needs a better understanding of the decision process of machine learning models.
Finally, we hope that our work can inspire more research on the topic of importance maps
and saliency maps in speech, which remains understudied in comparison to the visual domain.
Besides speech recognition and speech classification tasks, importance maps could be applied
to speech enhancement, emotion recognition, speaker recognition, and many others.
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Future Work

We recommend some promising future research directions as follows.
In addition to the adversarial and bubble approaches, we can explore different techniques
to identify importance maps (IMs) for speech tasks. For instance, it is feasible to find IMs
in speech by applying method of identifying saliency maps in computer visions, such as the
vanilla gradient technique (Simonyan et al., 2014), where the important features have a high
absolute value of the gradient of the class score with respect to the input. Similarly, we can
apply various vision saliency detection methods Cong et al. (2018) for speech tasks. The
SSBM score that we introduce in Chapter 4 can be used to compare speech IMs from these
various methods.
We use a speech command recognizer to illustrate the effectiveness of importance maps
on augmenting the data in Chapter 5. In the future, we can expand our work by replacing
the speech command recognizer with a full large vocabulary continuous speech recognizer
and keeping the mask generator.
In Chapter 5, we augment the data by adding noise outside the importance maps of the
machine. It is recommended that future studies should examine if data augmentation can be
done in a similar way with human importance maps. More specifically, first we can use our
adversarial approach from Chapter 2 to train the importance map generator. Then, we would
fine-tune the importance maps generator with feedback from human by replacing the ASR
listener with human listener. We can also utilize reinforcement learning approach, such as
Policy Gradient to try to learn the human importance maps without the need of calculating
the gradient from the human response. We would consider the mask generator as the agent,
human listener as the environment, and the reward is the prediction accuracy of human
listener. We can use the roll operator to do data augmentation, as described in Chapter 5.
In our study, we use an adversarial approach to identify the importance maps. Then,
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we also utilize those IMs to augment the data for increasing speech model performance.
Future research can continue to explore other methods to identify importance maps for data
augmentation.
Importance maps can also be utilized for speech enhancement. Speech enhancement
systems can reduce background noise. However, using them as a front-end before automatic
speech recognition (ASR) systems can degrade the performance of ASR systems because the
speech enhancement can distort the speech signals. Thus, further studies should investigate
how to identify important time-frequency regions for ASR tasks, and encourage the speech
enhancement system to maintain these regions.
For other speech tasks such as speech emotion or speaker recognition, our adversarial
approach can be applied to identify the important regions in the spectrogram. This important
score can then be used to weight the spectrogram or corresponding latent features before
further processing. Our importance maps play the role of 2D attention (attention along both
the time and frequency dimensions), which is more precise than frame-level 1D attention.
Frame-level 1D attention can identify important frames, however, there might be noise in
these frames. Thus, using 2D attention can remove more noise in the training process.
Our ImportantAug agent can be directly applied to the visual domain, where an image is
treated as a two-dimensional matrix similar to a speech spectrogram. For example, we can
improve an image classifier by identifying important regions in an image with our adversarial
approach, adding “noise” (white noise or a patch from another object) to the unimportant
regions and applying the roll operator to create more data.
Another application area would be to natural language processing. There are some
challenges, however, when applying the ImportantAug technique for text-related tasks
because textual data contains discrete tokens as opposed to continuous features in speech.
One possible solution might be finding important words and apply some perturbations to
those words. For instance, in a task of sentiment analysis, we can find important words and
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use this information to generate more data, such as replacing important words with their
synonyms.
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Léo Varnet, Kenneth Knoblauch, Fanny Meunier, and Michel Hoen. Using auditory classification images for the identification of fine acoustic cues used in speech perception. Frontiers
in human neuroscience, 7:865, 2013.

BIBLIOGRAPHY

100
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