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1. INTRODUCTION AND PRELIMINARIES 
In this paper, we shall examine Green’s function for an nth -order focal boundary value problem. 
With this, we can then consider eigenvalue comparisons for higher-order focal boundary value 
problems on time scales. 
In Hilger’s dissertation [l], the concept of a “time scale” was introduced to help unify the 
theory of differential and difference equations. 
DEFINITION 1. A time scale (measure chain) T is an arbitrary nonempty closed subset of the real 
numbers B, where we assume that T has the topology that it inherits from IR with the standard 
topology. 
A more general definition has been given in [2], but for the purposes of this work, the special 
case given in Definition 1 is sufficient. 
DEFINITION 2. For t E ‘!I’, we define the forward jump operator g : T + T by 
a(t) = inf{s E T : s > t}, 
while the backward jump operator p : T -+ T is defined by 
p(t) = sup{s E T : s < t}. 
If T has a maximum t, then we put o(t) = t, and p(t) = t if % has a minimum t. 
There are four properties a point in the time scale can have: 
l if a(t) = t, then t is called right-dense; 
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l if a(t) > t, then t is called right-scattered; 
l if p(t) = t, then t is called left-dense; and 
l if p(t) < t, then t is called left-scattered. 
It is convenient to have a graininess operator p : T --+ [O,oo) defined by p(t) = a(t) - t. By the 
sc+called “interval” [a, b], we mean [a, b] II T where a, b E T. Other intervals are defined similarly. 
DEFINITION 3. We define the interval [a, bin by 
if b is left-scattered, 
otherwise. 
DEFINITION 4. (See [3].) Assume f : ‘IT -+ lR is a function and let t E T. Then we define f”(t) 
to be the number (provided it exists) with the property that given any c > 0, there is a neigh- 
borhood U oft such that 
I[f(o(t)) - f(s)] - fA(t)[a(t) - s]I 5 +7(t) - sl, for all s E U. 
We call fA(t) the delta derivative of f at t. 
THEOREM 1. (See [3,4].) Assume f : T + R is a function and let t E T”. Then we have the 
following. 
(i) If f is differentiable at t, then f is continuous at t. 
(ii) If f is continuous at t and t is right-scattered, then f is differentiable at t with 
fA(q = f(a(t)) - fct) 
P(t) * 
(iii) If t is right-dense, then f is differentiable at t if and only if the limit 
lim f(t) - f(s) 
s-tt t-s 
exists as a finite number. In this case, 
fA(t) = liit f@; I y . 
(iv) If f is differentiable at t, then 
f(4)) = J-(t) + PWAW. 
THEOREM 2. (See [3,4].) Assume f, g : T + W are delta differentiable at t E ‘IF”. Then, we have 
the following. 
(i) f + g : T -+ R is differentiable at t with 
(f + da(t) = fA@) +gA(t). 
(ii) For any constant k, kf : T --+ R is differentiable at t with 
WA(t) = WA(t). 
(iii) fg : T + R is differentiable at t with 
WA(t) = fA(W) + f(4t))gA(t) = gAWfW + d4>>fA(t). 
(iv) If f(t)f(c(t)) # 0, then l/f is differentiable at t with 
1 A 
0 f (t) = -f(t;;(!(t)) * 
(v) If g(t)g(a(t)) # 0, then f/g is differentiable at t with 
0 $ A(t) = 
mfAw - f@)gA(t) 
g(tM4t)) . 
In some cases, it is necessary to take the delta derivative of a function of two variables. In the 
context of this paper, we make the foliowing definition. 
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DEFINITION 5. For a function g : T x T -+ R, we define gA(t, s) to be the delta derivative of g 
with respect to t for a fixed s. 
In addition, there are two basic integration by parts formulas which are given in the following 
theorem. 
THEOREM 3. (See [4].) Assume c, d E T. Then, 
(i) Jz f(4t))gA(t) At = [fly - Jd fA(t)dt) At, 
(4 s,” f(t)gA(t) At = Lf(tMt)lf - J: fA(tMdt)) At. 
The following two theorems are well-known formulas which axe used frequently in the proofs 
of this paper. 
THEOREM 4. Assume f : T + IR is right-dense continuous on ‘I’“. Then, for t E ‘IF, 
I 
c(t) 
f(7) AT = /-4W(t). t 
THEOREM 5. (See [4j.) Let a E T”, b E %, and assume f : T x T” + IR. Suppose further that 
for each fixed t E T”, f(t, T), and fA(t, T) are right-dense continuous and 
fA(t, T) = Fz f@, T) - f(s, T) t-s 
uniformly with respect to r on compact subsets of T”. Also assume that k : T + R is right-dense 
continuous. Then 
I 
t 
g(t) := f(t, T)lc(T) AT implies gA(t) = 
I 
’ fact, T)k(T) AT + f(4t),W(% 
a a 
I 
b 
h(t) := f(t,T)k(T) AT implies ha(t) = 
t I 
b 
fA(t, .r)k(~) AT - f(dt), W(t). 
t 
Some results and definitions for cones on Banach spaces are necessary as well. 
DEFINITION 6. Let 23 be a Banach space. A closed subset P is said to be a cone provided: 
(i) ifu,vEP, thenazl+pvEPforalla,p>O; 
(ii) if u, -u E P, then u = 0. 
A cone P is said to be reproducing provided every x E B can be written x = u - v for some 
u,vEP. 
REMARK 1. For the ordering on the cone, we say that for u,u E .13, u < v with respect to P 
provided v - u E P. In addition, if M and N are operators on 23, then we write M 5 N with 
respect to P provided Mu < Nu for all u E P. 
DEFINITION 7. A bounded linear operator M on f3 is uo-positive with respect to the cone P 
provided ug E P and for every nonzero u E P, there exist positive numbers kl, kz such that 
kluo 5 Mu 5 kzuo with respect to P. 
Theorems 2.4, 2.10, 2.11, and 2.13 of [5] give the following theorem. 
THEOREM 6. Let P be a reproducing cone. If L is a compact uo-positive linear operator then L 
has an essentially unique eigenvector in P and the corresponding eigenvalue is simple, positive, 
and larger than the modulus of any other eigenvalue. 
The following theorem appears in [6] and is a generalization of Theorem 2.3 of [7]. 
THEOREM 7. Let L and M be bounded linear operators and assume that at least one of the 
operators is uo-positive. If L 5 M and 
LUl > XlUl, O#UlEP, x,>o, 
Mu2 I X2u2, 0 # Ul E P, x1 > 0, 
then X1 5 X2, and if X1 = X2, then u1 is a scalar multiple of u2. 
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2. GREEN’S FUNCTION 
In this section, we determine Green’s function for an nth -order boundary value problem on a 
time scale T. Define the operator B, as follows: 
&J = (~l)“-~ (pX”*)“-’ - x ‘cpixAi + --e’,,i . 
i=o i=o 
We are concerned with the focal boundary value problem 
B,x = 0, 
xAi(a) = 0, o<i<lc-1, (1) 
( > PX 
Ak A’ (a(b)) = 0, O<i<n-k-l, (2) 
under the assumptions that ck(u) < b, and a”(b) 5 sup T, where p and pi for 0 2 i 5 n - 1 are 
given right-dense continuous functions on T, and p(t) is honzerd on T. 
DEFINITION 8. We sayx is a solution of B,x = 0 on [a, a”(b)] provided xAi is delta differentiable 
on [a,~“-i(b)], 0 5 i < k - 1, (~x~~)~” is delta differentiable on [a,~?-~-~], 0 5 i 5 n - k - 1, 
and (pxAk)An-k is right-dense continuous on [a, b]. 
The following lemma has a traditional proof, and hence, it will be omitted. 
LEMMA 1. If the homogeneous boundary value problem 
B,x = 0, 
,x”‘(u) = 0, o<i<lc-1, 
( > PX 
Ak A’ (a(b)) = 0, O<i<n-k-l, 
has only the trivial solution, then the nonhomogeneous boundary value problem 
B,x = h, 
xA”(u) = ai, O<i<k-1, (3) 
( > Px 
AE A’ (a(b)) = pi, O<i<n-k-l, (4 
where QIO,. . . ,CY~-~, PO,. . . ,&k-l are given real constants and h is a given right-dense contin- 
uous function on [a, b], has a unique solution. 
DEFINITION 9. The Cauchy function y(t, s) for B,x = 0, defined for a 5 t 5 an(b), a 5 s I b, 
is defined as the function that for each fixed s in [a, b] is the solution of the initial value problem 
B,x = 0, 
YA’(4, s) = 0, OIiIk, 
( > PYAk 
A” (a(s), s) = 0, l<i<n--k-2, 
( > PY 
Ak An-k-1 (a(s), s) = (-l)“-k, 
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THEOREM 8. Assume the homogeneous boundary value problem B,x = 0, (l),(2), has only the 
trivial solution. For each fied s E [a, b], let u(t, s) be the unique solution of the boundary value 
problem 
B,u = 0, 
uyu, s) = 0, l<iSk, 
(P”“) *’ (4), s) = - (PYAk) *’ (4b), s), k+lli<n, 
(5) 
(6) 
where y(t, s) is the Cauchy function for B,x = 0. Then we define Green’s function by 
G(t, s) = 
44 s), t I s, 
qt,.S) + Y(4 s), b(S) I t. 
For each fixed s E [a,b], v(t,s) := ~(t, s) + y(t, ) s is a solution of B,x = 0 and satisfies the 
boundary conditions (2) for k + 1 2 i 5 n. If x(t) is defined as 
s 
0) x(t) := G@, sP(s) As, a 
where h is assumed to be a right-dense continuous function on [a, b], then x(t) is a solution of 
the nonhomogeneous boundary value problem 
B,x = h, 
,x?(u) = 0, l<i<k, 
( > PX *” *’ (a(b)) = 0, k+l<i<n. 
PROOF. The existence of u(t, s) is guaranteed by Lemma 1. Since for each fixed s E [a, b], u(t, s), 
and y(t, s) are solutions of B,x = 0, we have that for each fixed s E [a, b], v(t, s) := u(t, s) +y(t, s) 
is also a solution of B,x = 0. It follows from (6) that for each fixed s E [a, b], w(t, s) satisfies the 
boundary conditions (2) for k + 1 5 i < n. 
Let 4t, s), dtl s), and G(t, s) be as in the statement of this theorem, and assume that h(t) is 
a given right-dense continuous function on [a, b]. Then define 
s 0) x(t) := G(t, s)h(s) As. a 
We wish to show that x(t) is a solution of the nonhomogeneous equation B,x = h satisfying the 
homogeneous boundary conditions (1) , (2). Consider 
s 4) x(t) = G(t, s)h(s) As a 
= 
s 
t 
G(t, s)h(s) As + 
a s 
o(b) 
G(t, s)h(s) As t 
= ‘(~(t,s)+Y(trs))h(s)As+~ J n(b) u(t, s)h(s) As a 
= 
s 
t 
dt, s)h(s) As + 
a s 
c(b) 
u(t,s)h(s) As. 
a 
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Theorem 5 can be applied to get 
t 
2+((t) = 
J 
y*(t, s)h(s) As + 
a -J 
0) 
“*(t, s)h(s) As + ~(4thWt) 
a 
t 0) 
= 
J 
y*(t, s)/(s) As + 
J 
u*(t, s)h(s) As 
a a 
J 
t 
= v*(t, s)h(s) As + 
J 
db) 
u*(t, s)/(s) As, 
a t 
since y((~(t), t) = 0. Also note that 
J 
,-+I 
x+(u) = ~*(a, s&(s) As = 0. 
a 
Now, for any 1 < i 5 k, Theorem 5 can again be applied to get the induction step 
[J 
t & (t). = 
a 
y*‘-l(t, s)h(s) As + I”‘“’ ,~l*<-l(t, s)h(s) As] * 
= 
J 
t 
y*‘(t, s)h(s) As + 
a J 
0) 
u*‘(t, s)/(s) As + yAi-l (a(t), t)h(t) 
a 
= 
= 
since y*‘-l(a(t),t) = 0. Note that for 1 4 i 5 k - 1, 
,*“(,) = Jccb’ ~*‘(a, s)h(s) As = 0, 
a 
and hence, z(t) satisfies the boundary conditions (1). Consider 
x*&(t) = J,’ vAk (t, s)/-(s) As + 6”” IL*’ (t, s)h(s) As. 
Then 
(pz*k) * (t) = Jt (&j * (t, s)h(s) As + Jutb) (pAk) * (t, s)qs) As 
+a(PY*k-l) (4% t)w) 
a 
= /’ (m*‘)* (t, s&(s) As + J”‘“’ (pl~*~)* (t, s)h(s) As 
= s’ (pAk)* (t,s)h(s) As + jucb’ (pu”“)” (t, s)h(s) As, 
a t 
since yAk-l(a(t),t) = 0. Using b oundary conditions (6), we have 
(pz**)* (a(b)) =J”‘“’ (pi”* +pya”)* (a(b),s)h(s)As = o. 
a 
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Now, using the fact that (pyAk)A’(~(t),t) = 0 for 0 5 i 5 n - k - 1, we have that for 1 5 i 5 
n-k-l, 
+ (PYAk)A’-’ (4t)7 w(t) 
= l (&yA* (t, s)h(s) as + fb’ (puAk)A‘ (t, s)h(s) As 
= A’ (t, s)h(s) As + 6,‘,” (paA*) A” (t, s)h(s) As. 
Note that using the boundary conditions (6), we have that for 1 < i 5 n - k - 1, 
(JJX~‘)~’ (a(b)) = /““’ (PW~“)~’ (o(b), s)h(s) As = 0. 
a 
Hence, z(t) satisfies boundary conditions (2). Now, using the fact that 
Ak An-k-’ 
( > PY (a(t), t> = (-1)“~k, 
we have for the (n - k)th delta derivative 
(-l)n-k (p2P”)A^-k (t) 
= (-I)‘+” It (pyAk)An-k (t,s)h(s) As + (-l)“-k 1”” (p~“*)“~-~ (t, s)h(s) As 
+ (-l).-ka(pyAk)An-k-l (a(t), t)h(t) 
a 
= (-l)+” 1’ (~II~~)~*-* (t, s)h(s) As + (-l)+” lm”” (p~“‘)“~-~ (t, s)h(s) As 
+ (-l)“-q(-l)“-“h(t)) 
= (-I)“-” s’ (m”“)“-* (t, s)h(s) As + (-l)“-k /“” (pAk)Am-k (t, s)h(s) As + h(t). 
a t 
Hence, 
B,x = (-I)“-” (p(t)~~‘)~=-~ - ii 
{ 
‘gpi(t)XA’(t) +n-clPk+i(t) (p(t)XAk(t))Ai 
i=o i=o 1 
= (-I)“-~ Jt (pvAk)“*-* (t, s)h(s) As + (-l)“-k s”” (p~~“)“~-* (t, s)h(s) As + h(t) 
-Afgp:(t) (~~~~(~,s)~(s)As+~~‘~‘~~~(~,:,,,,)As) 
n-k-l 
+ c Pk+i(t) t pnAk A’ i=o (J ( ) ‘(t,s)hOa.+~“‘b’(~Ak)A’(t,s)h(s)A.)} a 
= J ‘[B,v(t, s)]h(s) As + J”(b)[Bnu(t, s)]h(s) As + h(t) 
= hi& 
t 
using the fact that Bnw(t, s) = B,u(t, s) = 0 for each fixed s E [a, b]. I 
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Consider the special case of &a: = 0, namely, 
(-qn-” (ppy = 0. 
We now make three recursive definitions which will enable us to get a useful form of Green’s 
function on time scales. 
DEFINITION 10. Let ho be identically equal to one on TxT, and yo be identically equal to ( -l)n-k 
on T x T. We define yi(t, s), hi(t, s), and gj,i(t, s) for i 2 1 by the following: 
t Yi(4 s) = J yi-l(~, s) AT, l<i<n-k-l, n-kSl<i<n-1, 4s) 
J 
t Yn-k(4 3) = L YA-I(T, s) AT, b(S) P(T) 
J 
t hi(t, s) = hi- I (7, s) AT, 
s 
gi,O(t,s) = & hi(t,s), 
t g&s) = J si,j-l(T, 3) AT, s 
l<i<n-k-l, 
Oliln-k-l, 
llj<k, O<i<n-k-l. 
If the subscript i on the function hi(t, s) or yi(t, s) is less than 0, then the functions are taken to 
be identically zero. 
Using the properties of these recursive functions, the following theorem can be easily proved. 
THEOREM 9. The Cauchy function for (-l)“-“(p(t)zAE)A”-E = 0, n 2 2, is y+l(t, s). 
The following lemma has a standard proof which will be omitted. 
LEMMA 2. The boundary value problem (-l)“-k(p(t)xAk)A”-L = 0, (I),(2), has only the trivial 
solution. 
THEOREM 10. Let 
u(t, s) = 
0 go,& a) sw4, a) . . . Lh-k-l,k(tr a) 
Yn-k-l(e), s) 1 h(a(b),a) ... hn--k--l(g(b), a) 
Yn-k--a(@), s) 0 1 . . . hn-i+z(+), a) 
(-1j-E 0 . . . 0 ... 1 
Then Green’s function for the boundary value problem (-l)“-“(p(t)~~~)~“-” = 0, (I),(2), is 
given by 
PROOF. By Theorem 8, it suffices to show that for each fixed s E [u,b], u(t,s) satisfies the 
boundary value problem (-l)n-k(p(t)zAk)A”-k = 0 with the boundary conditions (l), and 
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v(t, s) := Y+l(t, s) + ~(t, s) satisfies the boundary conditions (2). For 0 5 i 5 Ic - 1, 
gl,k(tr a) A’ ’ ’ ’ 
hl(+), a) . . . 
1 ‘. . 
j 1 0 . . . 
0 gO,k-i(t, a) L?l,k-i(t,a) ’ . 
%x-k-l(‘+),s) 1 h(f+), a) . . 
= %x-k-2(db), s) 0 1 . . 
Sn-k-l,k-i(tr a) 
h-k-l(+),a) 
hn-k--2(+),a) . 
1 (-I)“-” 
Hence,forOsiIk-1,wehave 
1 
0 gO,k-i(% a> t?l,k-i(% a) . . gn-k-l,k--i(“, u, 
!/n-k-l (a(b), S) 1 hl (u(b), 4 . . ha-k-l(+),a) 
uAi(a, s) = Yn-k-d+), s) 0 1 .. hn-k-2(a(b),a) 
($-k 0 . 0 . . . . 
0 0 0 . . . 
?&k-l(+), S) 1 h(+),a) ’ * ’ hn-k-&(b), a) 
= Yn-k-2(“(b),s) 0 1 ’ ‘. hz-k-2(a@), a) 
(-+-k 0 0 . . . . ; 
1 
= 0, 
which shows that for each fixed s E [a, b], ~(t, s) satisfies boundary conditions (1). It remains to 
show that v(t, s) satisfies boundary conditions (2). Consider 
v(t, s) = u(t, s) + Yn-l@, s) 
0 gO,k(t, a) gl,k(t, a) ’ ’ ’ gn-k-l,k@, a) 
?&-k-l(+), S) 1 h(a(b),a) ... hn-k-l(g(b),a) 
= h-k-2(+), 3) 0 1 ‘. . &-k-2(+), a) 
(-,+ . . . . . . 0 0 1 
Yn-l(4 3) cl 0 . . . 
%a-k-l(+), s) 1 h(fl(b), a) . . . h-k-l:+), a) 
+ yn-k-2(+),s) 0 1 ’ ’ ’ h-k-2(@), a) 
(-+-k 0 0 . . . 1 
Yn-l(4 s) gO,k(tra) gl,k(ha) “’ gn-k-l,k(t,a) 
!&k-1(‘+), S) 1 hl(@),U) ... &-k-1(@‘), a) 
= h-k-2(@), S) 0 1 * ’ * h-k-2(+), a) . 
(-,;-k ’ ’ . . . ’ 0 0 1 
Now, it is easy to see that 
?/n-k-l(t,s) ho (4 a) hl(t,u) ... h-k-l@, a> 
?&k-l(+), S) 1 hl(+), a) . . . hn-k--l(+), a) 
p(t>vAk (t, s) = Y74+2(4)> s) 0 1 . . . hn-/c-z(+), a) 
(-,;,-k 0 ’ . . . ’ 0 1 
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Ak A’ (u(b), s) = 
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yn-k-l-i(U(b), s) ho-i(@),U) h-i(@), a> . . . hA+l--i(@)r a) 
Yn-k-l(@), s) 1 h(@),a) ... hn-k-l(a@), a) 
!/74-2(4b), s) 0 1 . . . Lk-2(4b), a) 
(-,;,-k . 0 0 . . * 1 
for 0 5 i < n - k - 1 (recalling that if the subscript on the function h is less than 0, the function 
is taken to be identically 0). For each such i, the first and (i + 2)nd rows will be identical, and 
hence, (p~~~~)~~(a(b), s) = 0 for 0 < i 5 n - k - 1. Therefore, boundary conditions (2) are 
satisfied. Note that, if i = k, from above we have 
0 ho@, a) hI(t,a) . . . L/c-1(&a) 
Y&+1(+), 3) 1 hl (a(b), a) . . . hn-/c-l(@), a) 
p(t)uAk(t, s) = ?h-4m 3) 0 1 . . . L-k-2(4), a) 
(-l;n-k 0 0 . . . 1 
Hence, 
1 0 0 *** 0 0 
Y,-/c-l(+), 3) 1 h(4), a) s . . 
(-l)“--k (pAk)An-k (t, s) = Y&2(@), s) 0 
hn-/c-l(+), a> 
! . . . hn--k-2(4), a) 
(-1jn-k 0 0 . . . . 1 
= 0. 
Therefore, for each fixed s E [u,b], (-l)n-“(~AE)An--lc(t,s) = 0 and G(t,s) is as stated in this 
theorem. I 
The following lemma involves the sign of Green’s function for this simplified boundary value 
problem, which is necessary to do eigenvalue comparisons later. Similar eigenvalue comparisons 
are done in the Hankerson and Peterson paper [8] for the time scale T = Z. However, in their 
case, the sign of Green’s function can be found by inspection. 
LEMMA 3. Let Gp(t, s) be Green’s function for the boundary value problem 
(-l)“-” (p(t)xAk)An-k = 0, 
,zAi(u) = 0, O<i<k-1, 
( > 
pLcA” A’ (u(b)) = 0, O<i<n-k-l. 
Then the following hold: 
(i) (-l)i(p(t)Gfk(t,s))A’ > 0, a 5 t 5 s I: b, 0 5 i 5 n - k - 1; 
(ii) GF”(t,s) > 0, t E [~~-~(u),g~-~(b)], s E [u,b], 0 5 i 5 k - 1. 
PROOF. By Theorem 10, the Green’s function for this boundary value problem is given by 
G(ty s, = -I 
44 s), t I s, 
gt, s) + yn-l(t, s), g(s) L t, 
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where 
0 i70,kk a> gl,k(t, a) . . . gn-k-l,k(h a> 
Yn-k-1(4b), 3) 1 h(q)), a) . . . L/c-l(4), a) 
u(t, s) = Yn-k-2(4b), s) 0 1 ’ ’ ’ hn-k-2(+),u) 
(-l;n-k ; ’ . . . * 0 1 
and y+r(t, s) is as given in Definition 10. Let v(t, s) := u(t, s) + y,,-l(t, s). 
PART (i). For t 5 S, Gp(t,s) = u(t,~). H ence, Part (i) is equivalent to showing that 
(-l)i (p(t)aAk(t,s))A’ > 0, a 5 t 5 s 5 b, 0 5 i < n - k - 1. 
In order to determine the sign of u(t, s) and its delta derivatives, we first consider v(t, 3). Fix 
s E [a, b] and consider 
Yn-k-l@, S) 1 hl(t,u) ..* &-k-l@, a) 
yn-rc-l(+),s) 1 h(4),a) ..* hz-k-l(+), a) 
p(t)vAk (t, s) = Yn-k-2(a(b), s, o 1 . . . h-k-z(+), a) . 
(-+k 0 ; . . . . 1 
Therefore, 
(p(t)vAk(t,s))An-k-l = 
(-1)-k 0 0 . . . 
yn-k-1(0@), s) 1 h(4), 4 . . . h-1;o(b), a> 
?/,-u(~(b),s) 0 1 * *. hn-k-da(b), a  = 0, 
which implies that (p(t)vAk (t, s))~“-‘-’ for any fixed s is a constant. 
Evaluating (p(t)v”‘(t, s))~“-~-’ at t = a(b) yields that in fact (p(t)vAL (t, s))~~-‘-’ = 0 for 
any fixed s as well. Similar work shows that (p(t)vAk (t, s))~’ isidenticallyOforO<i<n-k-1 
for any fixed s E [a, b]. Therefore, uAk (t,s) = 0 for any fixed s. Now, for 1 5 i 5 n - k - 1, we 
have 
(-l)i (p(t)uAk (t, s)) A’ 
0 0 * . . . . . L-k-l-i@, a) 
yn-k-l(+), s) 1 . * . h($), 4 . . . L-k-1 (u(b), a) 
= (-qi yn--k--2(+),S) 0 ... b-l(c+),u) ... hn-&a(b), a) 
(+k 0 . . . 0 . . . 1 
0 0 . . . 1 ’ . * hn-k-l-i(t, a) 
yn-/c-2(0(b), s) 1 . . . hi-I(@), a) *. . hn-&a(b), a) 
= (-l)i yn-&r(b), s) 0 ... hi-z(+),a) *.* fh+-3(+),u) 
(-l&k 0 1.. 0 . . . 1 ’ 
0 1 hl(t, u) . . . hn-k-l-$, u) 
Yn-k-l&a(b), s) 1 h(Q), a> . *. k-k--l--i(o(b),a) 
= (-qi yn-k-i-z(+),s) 0 1 ..- hn-k+2(B(b),u) 
(-1;~-k . . . 
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Letting i = n - k - 1 yields 
(-l)n-k--l (p(t)u@(t, s))An-k-l = (-1)+-k-l 1 (-lFWx ; 1 
= (-1) 2(7x-k-l) 
= 1.’ 
Hence, (-l)“-k-‘(p(t)~Ak(t, s))~“-‘-~ > 0 for a 5 t < s 5 b. Therefore, 
(-l)n-k-1 (p(l)@k(t,s))An-+2 
is increasing for a 5 t 5 s 5 b. However, 
An-k--2 (g(s), s) = (-l)n-k--l (pu”“)An-~-2 (c(s), s) = 0 
by the above work along with properties of the Cauchy function. Thus, 
(-1)+-k--l (p(t)uA’(t, s))An-k-2 < 0, 
for a < t 5 s < b, which in turn implies that 
(-l)n-k-2 (p(t)zPk(t, s))An-k-2 > 0, 
for a 5 t 5 s 5 b. Continuing this process and using the fact that, for 1 5 i 5 n - k - 1, 
(-1y (puAyA (a(s), s) = (-1)“-’ (pAk)A’ ((T(s), s) = 0 
gives the proof of Part (i) for 0 < i 5 n - k - 1. 
PART (ii). Using Part (i), we have that uAk (t, s) > 0 for a 5 t 5 s < b. Since u(t, s) satisfies 
the boundary conditions (l), and using techniques as in Part (i), we get that ZL~’ (t, s) > 0 for 
t 5 [gk-i(a),#+i(b)], s E [a, b], t 5 s, and 0 5 i 5 k - 1. However, it remains to show that 
v*‘(t, s) > 0 where o(s) 5 t instead. This will complete the desired result. 
Using Theorem l(iv), we get that for 0 < i 5 k - 1, and t E [B(S), anwi(b)], 
vAi(c7(s), s) = uA”(,(s), s) 
= uA”(s,s) +p(s)uAa+l(s,s) > 0. 
Hence, GF(t,s) > 0, where t E [akvi(a),cPmi(b)], s E [a,b], and 0 5 i 5 k - 1. I 
3. EIGENFUNCTIONS IN THE CONE 7’ 
In this section, we are interested in proving the existence of a smallest positive eigenvalue for 
the focal boundary value problem 
(-ly-” (p(t)z*k)An-k = X ‘gpi(t)rAi +n$;lp*ci(t) (p’“‘“A’)Aa} ’ (7) 
zAa(a) = 0, Oli<k-1, (8) 
( > pAk A’ (a(b)) = 0, O<i<n-k-l. (9) 
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Define 
t3= {y: [ %(7”(b)] ---) R ) yAi(a) = 0, 0 < i 5 Ic - 1, 
( > P?4 Ak A’ (u(b)) = 0, 0 5 i 5 n - k - 1 > ) 
and define the norm on a by ]]y]] = max{]y(t)] : a < t I: a”(b)}. In the Banach space t3, define 
the cone 
(-1)j (KY~‘)~’ (t).2 0 for t E [u,b], 0 5 i 5 n - k - I}. 
For the following work, it will be required that P is a reproducing cone. However, if [a, a”(b)] 
is a dense set, the cone may not be reproducing. Hence, for the remainder of this chapter, we 
assume that the set [a, r”(b)] contains only isolated points. Then P is a reproducing cone. 
PROPOSITION 1. Assume y E P and y # 0. If 1 5 Ic 5 n - 2, then yA’(t) > 0 for t E 
[akei(a), u k-i(b)], 0 5 i 5 k - 1. If k = n - 1, then either yA”-“(b) > 0 or Y A-l(b) > 0. 
PROOF. For 1 < k 5 n - 2, assume by way of contradiction that y E P and y # 0 but that 
there is a fixed i and a fixed to E [~‘+~(a) , o”-i(b)] such that yA’ (to) = 0. Since y A”+1(t) 2 0 for 
t E 1% bl, YA” (t) is nondecreasing. Using the boundary conditions at a, it follows that yA” (t) = 0 
for a 5 t 5 to. Hence, yak-l(t) = 0 for t E [a, pkMiel(to)]. 
If yA*-l(t) = 0 for t E [cr(u),a(b)], then the fact that y E P and the boundary conditions 
at a(b) imply that y(t) = 0 for t E [a,cP(b)], which is a contradiction. Hence, there is a 
tl E [pkwiv2(to), u(b)] such that yAk-l(t,) = 0 for t E [a, p(tl)] and yAk-‘(tl) > 0. It then follows 
immediately that 
yak(t) = 0, a I t 5 p2(t1), 
Yak(&)) > 0. 
But k 5 n - 2, so y E P implies that (pyAk)A(t) 5 0 for t E [a, b]. Using Theorem l(iv) and the 
fact that yAk(p2(tl)) = 0, we have that 
YAk(P@lN = YAk (P2(h)) + P (P2(h)) YAk+l (P2(h)) 
= P (P”(h)> yak+’ (P2Vl)). 
However, it is assumed that all points are isolated, so Theorem 2(iii) can be used along with 
yAk (p2(ti)) = 0 to obtain 
(PYAyA (P2W) = P (PW) YAk+l (P2(h)) + PA (P2W) Yak (P”(h)> 
= PMtl))YAk+l (P2W) . 
Since (pyAk)A(p2(tl)) < 0 and p(p(tl)) > 0, we get that yA”“(p2(tl)) 5 0, which in turn implies 
that yak (p(tl)) < 0, giving the desired contradiction. 
In the case where k = n - 1, we wish to show that either yam-‘(b) > 0 or yA”-l (b) > 0. Then 
y E P implies that if this is not the case, then both must be equal to zero. Using Theorem l(iv), 
we have that 
yA”-‘(c(b)) = yam-‘(b) + p(b)yA”-l(b) = 0. 
But this contradicts the fact that y is nonzero, completing the proof. I 
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DEFINITION 11. Define the operator M on B by 
for t E [a, o”(b)]. 
REMARK 2. Let u(t) = M[y](t). Th en u(t) is the solution of the dynamic equation 
(-1y-” (p(t)uqt))An-k = &(t)yAS(t) + ng;lPk+j(t) (IwAk@))A’ 7 
i=o 
satisfying boundary conditions (8) ,( 9). 
PROPOSITION 2. Assume y is an eigenfunction of the operator M. Then y has corresponding 
eigenvalue 6 # 0 if and only if y(t) is an eigenfunction of the focal boundary value problem (7)-(g) 
with corresponding eigenvalue A = l/6. In addition, X = 0 is not an eigenvalue of (7)-(g). 
LEMMA 4. Assume 
Pi@) L 0, for t E [I+ (UP], fJGlk--1, 
(-l)iPk+i(t) z 0, for t E [a, b], O<i<n-k-l. 
If 1 5 k < n - 2, then assume CfItpi(b) > 0, whereas, if k = n - ‘1, assume p,-z(b) > 0 and 
p,-l(b) > 0. Then M is uo-positive with respect to the done P. 
PROOF. Set uO(t) = JIcb) Gp(tr s) As for a 5 t 5 b. It follows from Lemma 3 and properties 
of Gp(t, s) that uo E P. Next let u E P, u # 0. Then we have , 
(A)~-” (p(t)(M[,l)A’(t))A*-k = ‘&(s)u~~(s) + nF1~k+i(s) (~(s)u”~(s))“’ . 
i=o i=o 
Integrating both sides from t to a(b) and using the boundary conditions at a(b) yields 
= 
J { t 
Ocb) Epi(s)uAi(s) + nclpk+i(s) (p(s)uA” s A’ As 
i=o i=o (9 } 
k-l 
= c Jo”’ pi(s)uAi (s) As + “-5’ /“” pk+i(s) (p(s)uAk (s)) A” As 
i=o t i=o t 
0) 
> - pi(s)uA’(s) As + “5’ Jr(b)p~+i~sj (p(s)uA” (s,)“’ As 
i=o b 
= g P(b)Pi(b)zP(b) + nyp(b)pk+i(b) (p(t)uAk(t))Ai 1 
i=o i=o t=b 
k-l 
1 c P@hJiWA~ (b) + /4~)Pk(w4~Ak (b) 
i=o 
k-l 
,&(b)~A”(b) +pk(b)p(b)~AL(b) . 
i=o > 
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Where the last inequality depends on the fact that u E P implies (-l)i(pyA”)Ai(t) > 0 -for 
t E [u,b], 0 5 i 5 n - k - 1, and that we are assuming (-l)ipk+i(t) 2 0, for t E [a, b], 
0 5 i I n - k - 1. By assumption p(b) # 0, Cfiipi(b) > 0 when 1 2 k < n - 2, and 
~k-l(b) = p,+a(b) > 0, pk(b) = pm-l(b) > 0 when k = n - 1. So using Proposition 1 and the 
above inequality, we have 
(-l)n-k-1 (p(t)(M[u])**(t))A--*-l > 0, 
for a 5 t 5 b. Also 
(A)“-“-’ (p(t)ue*) *-‘-I = s”” 1 As = a(b) - t > 0, 
t 
for a 5 t 5 b. Consequently, there are positive constants kl and kz such that 
kl(-l)“-“-’ P@)& 
( @I) 
An-k-1 5 (q-1 (@)(M[u])Ak (t))A*-k-’ 
5 k2(-l)n-k-1 (p(t)@‘@)) 
*n-k-l 
for a < t < b. Integrating from t to u(b) and using the boundary conditions at u(b) yields that 
for a 2 t < b, we have 
kl(-l)n-k-2 (p@)u(fk (t)) A”-k-2 5 (-l)n-k-2 (p(t)(Mju])h*(t))An-k-2 
5 k2(-l)n-k-2 (p(t)uf’(t)) 
*“-k-a 
. 
Continuing this integration process and using the boundary conditions at a(b) yields that for 
a < t 5 b, we have 
b(+:k @> I p(~)(M[ul>Ak @) I k2p(Qui?k (t). 
Dividing by p(t) which is positive, integrating from a to t, and using the boundary conditions 
at a, we obtain 
klutk-l(t) I MAk-l[~](t) 5 k&“-*(t) 
for a 5 t < b. Continuing this process and using the boundary conditions at a, we finally obtain 
for a 5 t 5 b. Hence, we have shown that A4 : P + P and kluo 5 M[u] 5 kzuo with respect to 
the cone P. Therefore, M is uo-positive with respect to the cone P. I 
THEOREM 11. Under the hypothesis of Lemma 4, the focal boundary value problem (7)-(g) has 
a smallest positive eigenvalue X0, there is an essentially unique eigenfunction yo corresponding 
to X0, and either yo or -yo satisfies 
yqt) > 0, t E [uk-i(a), un--i (b)], O<i<k-1, 
Wi (d~)y**(Q)*’ > 0, t E [a, bl, O<i<n-k-l. 
Furthermore, X0 is less than the modulus of any other eigenvalue of (7)-(g). 
PROOF. It is a standard argument to show that M is a compact linear operator. By Lemma 4, 
M is uo-positive with respect to the cone P. Using Theorem 6 and Proposition 2, we get that 
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the boundary value problem (7)-(g) h as a smallest positive eigenvalue Xe which is less than the 
modulus of any other eigenvalue. The corresponding eigenfunction ye(t) is essentially unique and, 
without loss of generality, ye E P. Since M is ue-positive with respect to P, there are constants 
kl > 0 and k2 > 0 such that kluo 5 Myo 5 kauo with respect to the cone P. Therefore, 
Xokluo 5 XoMyo = ye with respect to the cone P. It follows from this inequality that ye(t) 
satisfies 
Note that 
YA’@) > 0, t E [a”-$),b] , 0 < i 5 k - 1, 
w (p(t)YAk(qA’ > 0, t E [a, bl, O<i<n-k-l. 
yAk--l(a(b)) = yak-’ (b) + P(b)YAk (b) > cl 
by the first inequality. Then advancing and using the boundary condition at u(b), we obtain 
YAk--I @j(b)) = yAk-1 (+(b)) + p(a(b))yAk (o+‘(b)) > 0, 
for 1 5 j 5 n - k + 1. Iterating this process yields that 
t E [~~-~(a), b], 0 < i 5 k - 1, completing the proof. I 
We are now interested in the special case of (7) where pk+i(t) = 0 on [a, b], 0 5 i 5 n - k - 1. 
In particular, we are interested in the dynamic equation 
(-l)“-” (p(t)uAk(t))A”-k = xk&(t)uAa(t)* (10) 
i=o 
DEFINITION 12. Define the operator MO on f3 by 
MO[Y]@) = ~“‘“’ 
k-l 
Gp(tr~)~p,(s)uAi(s)As, 
i=o 
for a < t 5 a”(b). 
LEMMA 5. Let 1 I: k 5 n - 2. Assume that one of 
(a) k > 1 and CFzlpi(b) > 0, or 
(b) huCb)pk-l(s) As > 0, fort E [c(a),b], 
holds, and that 
(c) Jycb)pi(s) As 2 0 for t E [okmi(a), b], 0 5 i 5 k - 1. 
Then MO is uo-positive with respect to P. 
PROOF. Let ue be as in the proof of Lemma 4, and let u E P be nontrivial. The proof is similar 
to the proof of Lemma 4 except for the proof of the inequality 
(-l)n-k-l (p(t)(Mo[uj)Ak(t))A=-k-l > 0, 
for a 5 t 5 b. Using properties of the Green’s function, we have 
(-l)n-k (p(t)(Mo[u])Ak(t))An-k = &t)uAi(t). 
i=o 
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Integrating both sides from t to u(b) and using the boundary conditions at u(b), we obtain 
(-l)n-k-1 (p(t)(Mo[u])Ak(t))An-k-l = ~“(bJk&S)“A~(a) as. 
i=o 
Then, using the integration by parts formula given in Theorem 3, we get 
(-1)+,+-l (p(t)(Mo[u])a’.(t))An-k-l 
Let ml = min{UA’(b) : 0 5 i 5 k - 1). Using Lemma 1, ml > 0. Taking t = b, we have 
(-yk-l (P(t)(MOi~l)Ak (t))An-k-l Itzb 
=~{~A~(b)~~ib~p,(r)~~+~u~b~~A~+1(s)~~~~p~(~)A~a.} 
k-l 
= 
ci 
uA’(b)~(b)pi(b) + /i(b)uA’+’ 
i=O 
(b) c’ pi (~1 AT} 
k-l k-l 
= cuAi (b)p(b)pi(b) L w.@) ~pi(b) - 
(12) 
i=O 
k-2 
i=o 
= w-4) ~pi(b) + w-dbh-l(b). 
i=o 
Clearly, Property (c) implies that both terms on the right-hand side of inequality (12) are non- 
negative. If (a) holds, then the right-hand side of inequality (12) is strictly positive. If (b) holds, 
then st(r(b) pk-l(s) As > 0 for t E [a(a), b] implies pk--l(b) > 0, and again the right-hand side of 
inequality (12) is strictly positive. Hence, inequality (11) holds at t = b. 
Now, assume that a < t < b. Then 
where u E P and Property (c) along with Lemma 1 imply that each term on the right-hand side 
is nonnegative. If Part (a) holds (which implies k > l), then 
(-l)n-k--l (p(t)(Mo[u])Ak (t))An-kel 1’2 /“‘“’ uAi+’ (s) S,::,“’ pi(~) AT AS. 
i&l t 
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If t > a”(a), then by Lemma 1, the right-hand side of the above inequality is strictly positive. If 
a < t < gk(a), let qi = max{t, o”-~(u)}. Th en using the boundary conditions at a and Lemma 1, 
we have 
(-l)n-k-l (p(t)(kfo[u])Ak(t))A*-k-l 2 ~/c’b)uAi+l(s) /“(b)n(~) A7As 
i=o t 43) 
k-2 c(b) 
2 CJ i=o 4i uAi+l(s) l;;; pi(~) AT As 
> 0. 
If Part (b) holds, then 
which is strictly positive by a similar argument. Hence, inequality (11) holds for a < t < b. 
Finally, consider the case t = a. Using the boundary conditions at a, we get that 
o(b) 
= uAi+l(s) L;:),,(T) AT As + J”‘b’u~k(s) /“(b)pkm~(~) AT As, 
a 4s) 
where using Property (c) and Lemma 1, it can be seen that each term on the right-hand side is 
nonnegative. If Part (a) holds (which implies k > l), then using the boundary conditions at a 
along with Lemma 1, 
> 0. 
Assume (b) holds. Note that, by Theorem l(ii), we have 
uAk(t) = uAk-l(a(t)) -u+(t) 
CL@) 
The boundary conditions at a along with Lemma 1 imply that uAk (a) > 0. Note that ‘u. E P 
implies that uAk(t) > 0 for t E [a, b]. Thus, 
(-I)‘+~-~ (p(t)(Mo[u])Ak(t))An-k-lltza 2 fb)uAk(s) S.(h) pk-l(r) A7 As > 0, 
4s) 
completing the proof. I 
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THEOREM 12. Under the hypothesis of Lemma 4, the conclusions of Theorem 11 hold for the 
boundary value problem (8)~(10). 
We now define a new operator, which along with the operator MO will allow us to make 
eigenvalue comparisons. 
DEFINITION 13. Define NO on B by 
Ivo[u](t) = lUCb) 
k-l 
G,(t, s) c Pi(s)uA”(s) As, 
i=o 
for t E [a, o”(b)]. 
LEMMA 6. If JtgCb’pi(s) As 5 JtuCb) Pi(s) As for t E [~“-~(a), b], 0 < i 5 k - 1, then MO 5 No 
with respect to the cone P. 
PROOF. Let u E P. Using the integration by parts formula in Theorem 3, we get 
= ~(b)uAi(s)l=~(s) As = (-l)n-k-l (p(t)(iV,,[u])Ak(t))An-k-l, 
fort E [a,b]. Th e b oundary conditions at a(b) imply that 
(4 (p(t)(~obl)Ali(t))AJ 5 w (P~wo[4Y%))A~ > 
for j = n - k - 1, n - k - 2,. . . ,O. In particular, 
From the boundary conditions at a, we see that 
for t E [a, b], 0 5 i 5 k - 1. It then follows that MOU 5 NOU with respect to the cone P. I 
We now prove a comparison theorem for the focal boundary value problem (10) and 
(-1)“~” (p(t)uAk(t))An-k = *c P&Pi(t). 
i=o 
(13) 
THEOREM 13. Let 1 I: k 5 n - 2. Assume that one of the conditions 
(a) k > 1 and CFLtpi(b) > 0, or 
(b) ~~O(b)pk-l(s) As > 0, for t E [a(a), b], 
holds, and that 
(c) 0 < Jt(lcb) pi(s) As < J;(b) P,(s) As for t E [a”+), b], 1 5 i 5 k - 1. 
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Then there exists a smallest positive eigenvaIue Xc (which is leas than the modulus of any other 
eigenvalue) of (8)-(lo), and a corresponding essentially unique eigenfunction xc, and either x0 
or -xc satisfies 
xAi(t) > 0, t E [c7”-j(u), f9-j (b)] , 0 5 i 5 k - 1, 
(-l)i (p(t)xAk(t))A’ > 0, 
(14) 
t E [a,b], Oliln-k-l. 
Similarly there exists a smallest positive eigenvalue Ao of (13), (B), (9), and a corresponding 
essentially unique eigenfunction yc, and either yc or -yc satisfies (14). Furthermore, As 5 &, 
and As = Xc if and only ifpi = Pi(t) for t E [akmi(a), b], 0 3 i 5 k - 1. 
PROOF. By Theorem 12, the boundary value problem (8)-(10) has a smallest positive eigen- 
value Xc. Conditions (a) and (c) imply that Cfz: Pi(b) > 0, and Conditions (b) and (c) imply 
that Jtutb) &-l(s) As > 0 for t E [e(a),b]. H ence, by Theorem 12 applied to the boundary 
value problem (13), (8), (9), we see that this boundary value problem has a smallest positive 
eigenvalue ho. By Lemma 6, MO 5 NO with respect to the cone P. Then As 5 Xc by Theorem 7 
and Proposition 2. The proof that (14) holds for xc(t) and ye(t) follows from the fact that MO 
and No are uc-positive. 
We now want to show that if As = Xc, then pi(t) = Pi(t) for t E [ukVi(u),b], 0 I i < k - 1. To 
reach this goal, consider the operators Lj defined on B by 
j-l k-l 
~Pi(s)uAi(s) + ~pi(s)uA’(s) 
i=o j=j 
for t E [u,e”(b)], 0 5 j 5 k. Note that LO = MO and Lk = No. The’associated dynamic equation 
is 
(-l)n-” (p(t)uAk(t))A"-* = x J$jj(s)uAys) +&s)uA”(s) , 
1 ) 
(15) 
i=j 
for 0 5 j 5 k. The first part of this theorem can be applied to get that (15) for the values j 
and j + 1 each has a least positive kigenvalue, Xj and X. 3+r, respectively. In addition, Xj+r < Xj. 
Since Ao = XI, 5 ..e 5 Xc = ho, we have that Xj = X0 for 0 5 j 5 k. Let yj(t) and yj+r(t) be 
eigenfunctions corresponding to Xj and Xj+r, respectively. By Theorem 7, cjyj(t) = yj+r(t) for 
some constant cj. Substituting into (15) yields 
(-l)“-k (p(t)Y$r(t))An-k = (-l)“-k (p(t)cy$qt))A^-“, 
and hence, 
$&t)?JPi(t) + ke pj(t)yy(t) = J~Pj(t)ypi(t) + kgpj(t)y,ai(t). 
i=o i=j+1 i=o i=j 
Therefore, pi(t)y,“i (t) = Pi(t)yy (t) for t E [a, b], Using Proposition 1, we get that pi(t) = Pi(t) 
for t E [&-j(u) b] , . I 
Theorem 6 has been one of the main tools used so far. However, the existence of a maximal 
positive eigenvalue of a compact linear operator can be obtained under some weaker conditions. 
The first is Theorem 2.5 of Krasnosel’skii [5]. 
THEOREM 14. Let L be a compact linear operator which leaves the cone P invariant. Assume 
thereisauEDandanE>Owith--214pitndu=v-wforsomev,wEPsuchthatLPu>_Eu 
for some natural number p. Then L has at least one eigenfunction xc in P : Lx0 = X0x0, where 
the eigenvalue Xc satisfies Xc 2 $G. 
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COROLLARY 1. Assume in addition to the hypothesis of Theorem 14 that P is reproducing. Then 
one of the eigenvalues of L corresponding to.an eigenfunction in P is the least upper bound for 
the modulus of the eigenvalues of L. 
The following theorem is very similar to Theorem 11. 
THEOREM 15. Assume 
F%(t) L 0, for t E [2-i (u),b], Olilk-1, 
(-l)%%+$) 2 0, for t E [a, b], OLiln-k-l, 
and that there is an i, 0 < i < n - 1 such that pi(b) # 0. Then M has an eigenfunction x0 E P 
with corresponding eigenvalue 70 > 0 which is the least upper bound for the modulus of the 
eigenvalues of M. In particular, the boundary value problem (7)-(g) has a smallest positive 
eigenvalue X0 and a corresponding eigenfunction ye(t) satisfying 
YA”(Q 2 0, t E [u,a”-i(b)] , 0 5 i 5 k - 1, 
(+ (p(t)yAk(t))A’ 
(16) 
2 0, t E [a, bl, O<i<n-k-l. 
Furthermore, X0 is the greatest lower bound for the modulus of the eigenvalues of (7)--(g). 
PROOF. Let uo(t) = JIcb) Gp(t, s) As. Then 
(-l)“-k (p(t)(M[uo])A’)a‘-k = ‘gpi(t)&(t) +*-j’pk+i(t) (p(t)u,n’(t))Aa. 
i=o i=o 
As in Theorem 4, 
(-l)n--k-l (p(t)(M[uo])Ak(t))An’*-: 2 p(b) ‘&b)&(b) +pk(b)P(bb&(b) 
i=o 
which is strictly positive. Hence, there exists an E > 0 such that 
(-l)n-k-l (p(t)(M[uo])Ak(t))A~-L-l 2 ,(-l)n-k-l (p(t)ufk(t))A*-k-‘, 
for t E [a, b]. Using arguments as in Lemma 4, it can be shown that Mu0 2 EUO with respect to 
the cone P. The result then follows from Corollary 1. I 
Theorem 14 and Corollary 1 also enable us to obtain the following comparison theorem be- 
tween the dynamic equations (10) and (13) with the boundary conditions (8),(g) under slightly 
weaker conditions than those in Theorem 13. The disadvantage of this result in comparison with 
Theorem 13 is that we do not get the strict inequalities (14) for the solution of (8)-(10). 
THEOREM 16. Let 1 5 k 5 n - 2. Assume that one of the conditions 
(a) k > 1 and CFzt Pi(b) > 0, or 
(b) .ftucb) &c-l(s) A s > 0, for t E [a(a), b], 
holds, and that 
(c) pi(b) > 0 for some 0 5 i 5 k - 1, 
(d) 0 5 Jtocb)pi(s) As 5 St,(b) Pi(s) As for t E [akmi(a), b], 1 6 i 5 k - 1. 
Then there exists a smallest positive eigenvalue X0 (which is leas than the modulus of any other 
eigenvahe) of (8)-(1 O), and a corresponding eigenfunction x0 satisfying (16). Similarly, there 
exists a smallest positive eigenvalue ho of (13), (8), (9), and a corresponding essentially unique 
eigenfunction yo, and either yo or -yo satisfies (14). Furthermore, ho 5 X0 and A0 = X0 if and 
only ifpi = Pi(t) for t E [akVi(a), b], 0 5 i 2 k - 1. 
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4. EIGENFUNCTIONS IN THE CONES Pk-, AND Pk 
In this section, we will be concerned with equations of the form 
(-1y-” (p(t)uAkit))An-k = x Epi(t)UA’ (t>, 
i=o 
(17) 
where the pis satisfy the following %riangular” condition: there is a fixed j, 0 _< j 5 k - 1, such 
that 
Pi@) = 0, for t E [p”+(b),.b] , j + 1 2 i < k - 1, 
Pj(b) > 0. 
w 
(If j = k - 1, then condition (18) is pk-l(b) > 0.) The primary goal is to compare eigenvklues 
of (17), (8), (9) with eigenvalues of 
(-1)“-” (P(t),a”(t))An-k = n~&&)zla+), (19) 
i=o 
with the boundary conditions (8),(g). In the last section, a comparison theorem was established 
under the condition P(t) = p(t), t E [a, b]. H owever, the methods used in that comparison 
theorem do not apply when P # p, on [a,b]. 
We assume throughout this section th&t both the ps and the Ps satisfy condition (18). Define 
the Banach space B by 
B = {u : [a,aj(b)] + IR 1 uA”(a) = 0, 0 5 i 5 k,- l}, 
where 11~11 = max{lu(t)I : a 5 t 5 uj (b)}. Let the coies Pk-1 and Pk be defined by 
P&l= 
{ 
u.~BI.u~~(t)lOfort~[a,b], OL:i<j, 
uAifj(t)>OfortE [a,p”(b)], l<i<k-l-j} 
and 
pk = { uEa(uAi(t)20fortE[a,p(b)], O<i<j+l, 
uAi+j(t) 2 0 for t E [a, pi(b)] , 2 _< i < k - j} . 
As before, it can be shown that the cones ?k-1 and Pk are reproducing. 
Notice that the condition (18) implies that if u(t) is a function defined on [a, u”(b)], then the 
expression 
k-l 
&@bA’@), 
i=o 
t E [a, b], 
does not depend on the values of u(t) at aj+l(b), . . . , an(b). Define the operator M on f3 by 
M[u](t) = L-(b) 
k-l 
G&, s) c ~i(+~“b) As, t E [vj(b)] , 
i=o 
where the terms pi(t)uA’(t), t E [#-j-l(b), b], j + 1 5 i 5 k - 1, are understood to be zero. Note 
that since Gp(t, s) is defined for t E [a,u”(b)], M[u](t) actually makes sense for t E [a,#(b)]. We 
will make use of this often in the following work. 
REMARK 3. Assume ‘u. is an eigenvector for M with corresponding eigenvalue X # 0. Then 
M[u](t) is defined on [u,an(b)] an we know that M[u](t) = h(t) for t E [a,d(b)]. If we use d 
this equation to extend the definition of zl(t) to [a, o”(b)], it follows that u(t) is an eigenfunction 
for the eigenvalue problem (17), (7), (8) with corresponding eigenvalue l/X. 
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LEMMA 7. Let ‘11 E Pk-,, u # 0. If 0 2 j < k - 2, then uA’ (6) > 0; if 1 5 j = k - 1, then either 
UAk-2(b) > 0 or uAk-‘(b) > 0. If 21 E Pk, ?J# 0, then uA’(b) > 0. 
PROOF. First, let 21 E Pk-1, u # 0, and 0 < j 5 k - 2. Since uA3+l (t) 2 0 for t E [a, p(b)], uA3 (t) 
is nondecreasing on [a, p(b)]. Note that 
uAj+l (p(bjj = uAj @) - uAj (db)) > 0 
PW)) - ’ 
since ‘u. E Pk-1. If uAj (b) = 0, then it must be the case that uAj (p(b)) = 0 as well. Since uA’ (t) 
is nondecreasing on [a, p(b)], this means that uAj(t) = 0 for t E [a, b] if uA’(b) = 0, which 
contradicts the fact that u # 0. 
Now, let u E Pk-1, u# 0, and 1 5 j = k- 1. This implies that uAk-’ (t) 2 0 for t E [a, b], which 
in turn implies that uAk-‘(t) is nondecreasing. If 2~~‘~~ (b) = 0, then uAk-’ (t) is identically 0 on 
la. bl. But L , 1 
tPk-l (pi(b)) = 
uAk-* (p(b)) - uAk-2 (pi(b)) = o, 
P W(b)) 
for all i such that pi(b) E [a, b]. Hence, uAk-l (t) = 0 for t E [a, p(b)]. If in addition uAk-’ (b) = 0, 
this will contradict the fact that ‘1~ # 0. Therefore, either am’-’ > 0 or ~~‘-l(b) > 0. 
Lastly, suppose u E Pk and u # 0. Then as before 
uAj(b) = p(p(b))uAj+’ (P(b)) -i- ‘11A3 (P(b)) > 0, 
since u E Pk, completing the proof. I 
LEMMA 8. Assume pi(t) 2 0 for t E [akwi(u), b], 0 5 i < k - 1. When j = k - 1, further assume 
pj-l(b) > 0 if j 2 1, and assume pa(t) > 0 on [o(a), b] if j = 0. Then M is uo-positive with 
respect to Pk- 1. 
PROOF. Define uo(t) = Ji@) Gp(tr s) As for t E [ a, o”(b)]. Using properties of Green’s function, 
it can be seen that the restriction of uo to [u,&(b)] is in Pk-1. Let u E P&l, u # 0. Then 
(M[u])Ak-l (t) = J”‘“’ Gfk-’ k-1 (t, s) c pi(s)uA” (s) As, t E [a,a”-“+yb)] . 
a i=o 
We consider three cases: j < k - 2, 1 < j = k - 1, and j = k - 1 = 0. First, assume j < k - 2. 
Note that 
(M[u])~~-’ (t) > 1.,‘” Gfk-l (t, s) ‘2 pi(s)uAi (s) As 
i=o 
k-l 
= G;‘-‘(t,b) ~pi(b)~~“(b)~(b) 
i=o 
1 G,ak-l(t, b)pj(b)uAj(b)p(b), t E [u,an-k+l(b)] . 
Since G$k-‘(t,b)>O on [a,~“-“+‘@)I, pj(b)>O, and uAj(b)>O, we have that (M[u])~“-~(~)>O 
for t E [a, #+“+l(b)]. 
Now, assume that 1 < j = k - 1. Then 
k-l 
(M[u])~~-’ (t) 2 G;‘-l (t, b) ~PiWA’(W) 
i=o 
2 G;‘-l(t,b) [p,-l(b)~~‘-~(b) +pj(b)uaj(b)] p(b) 
> 0, t E [up n-k+1(b)] , 
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as pj.-l(b) > 0 and pj(b) > 0 by (18) and at least one of u *j-‘(b), zl*j (b) is positive by the 
preceding remark. 
Finally, assume 0 = j = k - 1. Then 
(M[u])*~-l(t) = A+](t) = /“” Gp(t, s)po(s)u(s) As, 
a 
because u(a) = 0. But u E %+-I, u # 0 implies that u(t) 2 0 on [u,b], with strict inequality 
holding for some point in [a(a),b], so (M[u])*‘-l(t) > 0 for t E [alan-“+‘(b Then using 
arguments as in Lemma 4, it can be shown that there exists ICI, k2 > 0 such that IC~ZL~ < M[u] 5 
kzuo with respect to the cone Pk-1, completing the proof. I 
We now wish to show that M is uo-positive with respect to the cone Pk. However, we will 
need to take the delta derivative of Gfk (t, s) with respect to s instead of with respect to t as 
previously done. For notation, we say . *a is the delta derivative with respect to s. 
PROPOSITION 3. For 1 2 i 5 n - IC - 1, 
yPqt,s) =-pYi-l(t,c+J), 
where yn-l(t, s) is the Cauchy function for our focal boundary value problem. 
PROOF. First let i = 1. Then using the fact that all the points in T are isolated, we have 
1 J 4s) =- 4s) o*(s) 1 AT = -q = -q yo(t,a(s)). S 
For the induction step, assume that 
yi”qt, s) = -p yi-1(t, a(s)), 
for some 1 5 i < n - lc - 1. Since yi(a(s), s) = 0 for 1 5 i < n - Ic - 1, we have 
Y,P/l(C s) = 
Yi+1@, 4s)) - Yi+1@, 3) 
cl(s) 
1 =- 
CL(s) [J ok,,, Y~(T 4s)) AT -J ml,, Y~(T, s) AT I 
1 t u%) =- 4s) Y~(T, o(s)) AT- J Yi(T, s) AT - J Yi (7, s) AT ,J2(s) 4s) 
1 =- CL(s) [J &(sj(Yi(r,o(s)) - Yi(T,S)) AT - P(ds))Yi(ds),s) 1 t = J Yi(T, o(s)) - Yi(T, s, AT c+(s) CL(s) 
I 
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J 
t ZZ cL(4s)) u2(s) -I.Lo YLI(~, 4s)) AT = 44s)) -CL(s) Yih 4s)). 
We are now ready to find Gfk(t,s). Recall that for a 2 t 5 s _< b, 
GfW = -& 
0 ho(t, a) . . . h-k-1(& a) 
yn-k-l(+), s) 1 . . . L-k-1 (u(b), a> 
(-l+ 0 . . . . 1 
z < t < s 5 b. In addition, from the proof of Lemma 3, we have By Lemma 3, Gtk (t, s) > 0 for 
Gf”(t, s) = 0 for D(S) _< t. We can now use the previous proposition to take the delta derivative 
of G$’ (t, s) with respect to s instead of with respect to t. 
I 
0 ho(t,a) ... L-k-1(& a) AS 
a-k-l(a(b), s) 1 . . . h-k--1(+), a) 
(_,;+k 0 . . . 1 
0 ho(t, a) . . . 
1 y::k&(b),s> 1 
L&1(& a) 
. . * hn-k-l(+), a) 
=- 
p(t) 
(&-“)A. ; . . . 
. 
; 
0 
44s)) 
ho(t,a) ... h4c-l(4 a) 
1 -CL(s) yn--k-d4b),4s)) 1 . . . Lk--l(u(b), a) 
=- 
P(t) 
0 0 * . . 1 
ho@, 
p(u(s)) ~w4&44) 1 
a) . . . k-k-2(6 a) 
... b+k-2(+), 4 -- 
= P(S)P(4 i 
. . (-I)“--k 0 . . . . 1
PROPOSITION 4. For 1 5 i 5 n - k - 1, 
Yf. (t, s) = -9 yi-l(t, u(s)), 
where y,,-l(t, s) is the Cauchy function for our focal boundary value problem. 
PROOF. First, let i = 1. Then, using the fact that all the points in T are isolated, we have 
Yf”(t , s) = Yl(C u(s)) - Yl(C s) 
cl(S) 
1 4s) =- cL(4s)) P(U(S)) CL(s) J lAr=--= 02(s) 4s) -CL(s) Yak 4s)). 
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For the induction step, assume that 
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yfs (t, s) = - p Y&1(4 u(s)), 
for some 1 5 i < n - /c - 1. Since Yi(a(s),s) = 0 for 1 5 i < n. - k - 1, we have 
1 
=- 
CL(s) 
~i(~,ds)) A-r - 
s 
c;8, Y~(T s) A.7 1 
1 =- 
/J(s) 
yi(.r, 4s)) AT - 
J 
:,,, ~~(7, s) AT - 
s 
u2(S) yi(~, s) AT 
4s) 1 
1 =- 
P(S) [I 
m:(s,(~i(~, 4s)) - ~47,s)) A-r - P(~s))Y~(~s), s> I 
s t = Yi(T 4s)) - Yi(T 3) AT g*(s) cl(s) = J :,,, Y? (7.j s>AT 
t P(dS)) = s flZ(s) -T yi-l(7,4s)) AT = P(dS)) -x Yi(4 4s)). 
We are now ready to find Gtk (t, s). Ftecall that for a 2 t 5 s 5 b, 
0 ho(t, a) . . . L-k-1(4 a) 
G;*(o) = --& 
yn-k-1 (a(b), s) 1 . . e h-k-1(0(b), a) 
. 
(-I;,-k 0 . . . ’ 1 
By Lemma 3, Gtk(t, s) > 0 for a 5 t 5 s 2 b. In addition, from the proof of Lemma 3, we have 
GFk (t, s) = 0 for CT(S) 5 t. We can now use the previous proposition to take the delta derivative 
of Gfk (t, s) with respect to s instead of with respect to t. 
0 ho(t, a) . . . h-k-l@, a) ** 
(t,s) = & yn-k-lju(b)+) 
1 . . . hn-k-l(a(b), a) . 
(-l;n-k 0 . . . . 1 
0 ho(t, a) . . . hn-k-1(6 a) 
1 Y::k&@),S) 1 . . . h-k-1(0(b), a) 
=- 
p(t) i 
((-1)-k)** ; . . . ; 
1 
=- 
P(t) 
0 ho(t, a) . .. &-k-l (h a) 
-3 yn--k--a(u(b),c’(s)) 1 +. . h,-k-l(a(b), a) 
0 0 . . . 1 
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REMARK 4. Gfk (t, s) > 0 for a 5 t 5 s 5 b, and Gf’(t, s) = 0 for o(s) 5 t. In addition, from 
the previous discussion and Lemma 3, we have 
P(S) 
P(dS)) 
(pG,ak) As (t, s) = - (pGf ) A (t, o(s)) > 0, 
for a 5 t 5 s 5 b. 
LEMMA 9. Assume that JtuCb) pi(s) As 2 0 for t E [a, b], 0 5 i 5 k - 1. Then M is uo-positive 
with respect to Pk. 
PROOF. Let u E pk, u # 0. Then, using the integration by parts formula in Theorem 3, the 
boundary conditions at a, and Remark 4, we get 
(A4[u])Ak (t) = s”” 
k-l 
G$ (t, s) c pi(s)uA” (s) As 
a i=O 
= 
I 
t k-l 
G;*(t,s) ~pi(s)uA’(s)As -I- 
a iso I 
o(b) k-l 
t 
G,ak(t,s)&(s)uAi(s)As 
i=o 
g(b) k-l 
ZZ 
I t 
GfL(t,s) ~pi(s)uA’(s) As 
i=o 
k-l 
= 
cl 
a(b) 
G$ (t, s)p,(s)uA” (s) As 
i=o t 
= ‘2 -G;‘(t, s)uA’ (s) I,“” pi(~) ATI 
a(b) 
i=O. s=t 
+ ‘2 /o’b’ (Gtk(ty S)‘UAi(S))As li:y pi(T) AT AS 
i=o t 
= ‘2 /“” (G,h* (t, s)uAa(s))“* 1;;:’ pi(~) AT As 
i=O c 
k-l 
+ c Gfk (t, t)uA” 
i=o 
(t) /“‘“’ pi(T) AT. 
t 
First, suppose t = b. Then 
(A4[u])Ak (b) = ‘2 Gfk (b, b)uA” (b) ~“‘b’ pi(~) AT 
i=o 
=~G~k(b,b)~A’(b)~c’b’~i(~)A~+G~k(b,b)~A’(b)~u’bi~~(~)A~ 
i=O 
k-l 
+ c G;‘(b, b)uA” b ( 
i=j+1 
) /u’b’ pi(T) AT, 
b 
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where the first term on the right-hand side is nonnegative, and the last term is zero by the 
triangular condition on the ps. Hence, 
(M[u])*“(b) 2 G,a”(b, b),*“(b) fb)pj@) AT > 0 
using F&mark 4 and Lemma 7. 
Now, suppose a 5 t -C b. From Theorem 2 and Remark 4, we have 
(G~k(t,s)uA’cs))A” = G;*(t,+))uAi+l(s) +uAi(,) (Gf)*’ (t,s) 
= Gtk(t, o(s))u*~+~(,) 
- dys) gg [-$gjJ (PGgAs (o)] 
= Gfk(t,o(s))uAi+l(s) -u*“(s) a (pGfk)* (t,a(s)). 
Hence, 
(M[u])Ak(t) = Es”” (Gf”(t,s)u*‘(s))*’ f;pi(r) ArAs 
i=o t 
k-l 
+ c G,ak (t, t)u*” 
i=o 
(t) /urb)p&) AT 
t 
k-l o(b) 
= 
ES [ 
Gtk (t, a(s))uAifl(s) 
i=o t 
- u*‘(s) -$& (p~,a*) * (t, o(s))] Jucb)picr) ~7 AS 
4s) 
k-l 
+ c Gtk (t, t)u*” 
i=o 
(t) s”” picTj AT
k-l 4b) 
1 ES -8 (s) $j;; S id.3 t ~ (pG,a*) * (4 u(s)) j-r;; pi(T) ATAs 
k-l a J b(b) i=o t -uAi(4 # (PG;‘)* 0, a(s))p(b)pi(b> As 
J 4) 2 t -u*‘(s) $$$ (PC;‘) * (6 4s)MbMb) As 
> 0, 
using Lemma 7 and Remark 4. We can then proceed as in Lemma 4 to get the desired result. 1 
We require two new operators for comparisons. Define R and N on B by 
R[u](t) = g’“’ 
k-l 
Gdt, 3) ~pi(4uAi (3) As, t E [a, d(b)]-, 
i=O 
and 
N[u](t) = Jo”‘“’ 
k-l 
Gp(t, s) c E(+*” (s) As, t E [a, g’(b)] , 
i=O 
where the coefficients P,(t) and pi(t) satisfy the triangular conditions (18). 
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LEMMA 10. If pi(t) 2 0 for t E [~?~(a),b], 0 < i 5 k - 1, and 0 5 P(t) 5 p(t) for t E [a, b]. 
Then M 5 R with respect to the cone ‘Pk.-,. 
PROOF. Using the definition of M[u](t) and previous discussions about the form of G,(t, s), we 
have 
(M[u])A”(t) =E/‘“’ (G~k(t,s)uA’(s))As~~~:)Pi(7)A~As 
i=o t 
k-l 
+ c Gf” (t, t)uA” 
i=o 
(t) /“” pi(~) AT 
t 
5 ‘2 /u”’ (G$* (t, s)uAi (.s)) As f; pi(~) AT As 
i=o t 
k-l 
* + c G$” (t, t)uA’ 
i=o 
(t) jgcb’ pi(~) AT 
t 
= (R[u])Ab(t). 
The remainder of the proof is similar to the end of the proof of Lemma 6. I 
LEMMA 11. If 
4*) 4*) 
05 
J 
pi(s) As 5 
I 
P,(s) As, 
t t 
for t E [akei(a), b], 0 I i 5 k - 1, then R 5 N with respect to the cone Pk. 
PROOF. Let u E Pk, u # 0. As in the proof of Lemma 9, we have 
(R[u])Ak (t) = g /““’ b$” (t, o(s))uAz+l(s) 
i&l t 
- uAi(s) ;z& (PG$k)A (t, u(s))] /u’b’ pi(~) AT AS 
4s) 
k-l 
+ c G$” (t, t)uAi 
i=o 
(t) Sl(*) pi (T) AT, 
t 
and 
(N[u])Ak(t) = 5 J”‘” [Ggk(t, ,(s))uAi+l(s) 
idl t 
- uA”(s) ;$lt’, (PG$k)A (t,o(s))] /n’b)Pi(~)A~As 
4s) 
k-l 
+ c G$” (t, t)uA” 
i=o 
(t) s”” P,(T) Ar. 
t 
Since u E z)k, it follows that (R[u])~” (t) 5 (N[u])Ak(t) for t E [a, b]. The remainder of the proof 
is as in the end of Lemma 4. I 
THEOREM 17. Assume that the following hold: 
(1) pi(t) 2 0, t E [CP--i (a),b],O~i~k-1,andif1~j=k-1,assumep~-~(b)>O,whereas 
if j = k - 1 = 0, assume pa(t) > 0 on [a, b]; 
(2) 0 < JtuCb)pi(s)As 5 J:(*)Pi(s)As fort E [ukmi(a),b], 0 5 i 5 5 - 1; 
(3) 0 5 P(t) I p(t) for t E [a, b]. 
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Then there exists a smallest positive eigenvalue X0 (which is less than the modulus of any other 
eigenvalue) of (17), (S), (9), an d a corresponding essentially unique eigenfunction x0, and either x0 
or -x0 satisfies 
xqq > 0, t E [ok-i(a),an-i(b)] ) 0 _< i 5 k. (20) 
Similarly, there exists a smallest positive eigenvalue ho of (19), (8), (9), and a corresponding 
essentially unique eigenfunction 1~0, and either yo or -yo satisfies (20). Furthermore, A0 5 X0 
and A0 = X0 if and only if 
r%(t) = P,(t), t E [ok-i (u),b], o<i<iE-1, 
P(t) = p(t)7 t E [a,& 
PROOF. By Lemma 9, M and N are zlo-positive with respect to pk. Hence, by Theorem 6 and 
Remark 3, the eigenvalue problems (17), (8), (9) and (19), (8), (9) have least positive eigenval- 
ues X0 and A,, respectively, and the corresponding eigenfunctions can be shown to satisfy (20). 
By Lemma 8, M and R are uo-positive with respect to Pk.-l. Hence, the eigenvalue problem 
(-1)“-” (Pz*‘)*+* (t) = c&(t)+ai(t) 
i=o 
with boundary conditions (8),(g) h as a least positive eigenvalue So. By Lemma 10, M 5 R with 
respect to the cone pk-1, and so we get that SO 5 Ao. By Lemma 11, N 5 R with respect to the 
cone Pk, and so ho 5 60. 
Now, assume that X0 = Ro. Work as in the proof of Theorem 13 shows that pi(t) = Pi(t) for 
t E [bkmi(a), b], 0 5 i 5 k - 1. Now, use the fact that 60 = X0. By Theorem 7, eigenfunctions x0 
and zo of M and R in Pk.-1 corresponding to l/X, and.l/&, respectively, are linearly dependent. 
It follows that 
p,q*--* (t) = (px(qAn-k (t), t E [a, b]. 
Using the boundary conditions (9), we get that 
wxf (t) = PWiY (t>, t E [u,b]. 
Hence, by the boundary conditions (8), p(t) = P(t) for t E [a, b]. I 
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