Our purpose here is to present two related, strictly constructive methods for proving existence and uniqueness of certain steady problems of water waves. By "water waves", we mean free-surface flows, under gravity, of inviscid, irrotational, incompressible fluids.
Our results are related to those of Gerber [3] , Moiseev [5] , Krasovskii [4] , Beckert [2] and others, and, in fact, include all the earlier works but Krasovskii's. Moreover, unlike any other work we know of, ours makes no use of complex function theory. Thus, our methods also apply, at least in principle, to three-dimensional flows. However, there appear to be serious technical difficulties with the generalization to three dimensions, and we reserve all discussion of this for later work.
Before discussing our results, we state the problem precisely. For this, choose a coordinate system with the Y-axis pointing up. Then, since the flow is assumed steady, we suppose the fluid occupies a domain -B(X) < Y< T(X), independent of time, and we seek [10] a velocity potential Φ satisfying Laplace's equation In addition, two parameters are given, say, the mean depth and a mean speed. Our main hypothesis is that the bottom is not too far from being flat and horizontal. We impose this condition by supposing that B has the form 88 D. E. HEWGILL, J. REEDER, AND M. SHINBROT (1.5) B
(X) = B ε (X) = d o (l + eH(X))
, where ε is a real parameter, varying in a neighborhood of zero. d 0 is the mean depth we just spoke of, and, to specify it precisely, we always suppose that H has mean value zero. This means that d 0 is the mean depth when there is no flow (T = Φ x = Φ γ = 0). We also need the parameter J7 0 , which is the mean value of the horizontal velocity on the free surface Y = T(X). The Froude number F is defined by 7Ύ2 (1.6) J? 7 = -^-.
We begin by studying periodic flows. Let B be periodic, with period Ld 0 . Then, we show that the problem (1.1)-(1.4) has a unique solution if ε is small enough and F Φ F n , n = 1,2, , where
This result is close to that of Moiseev [5] , who also assumes the bottom periodic and nearly flat, as well as the hypothesis F Φ F n .
On the other hand, Moiseev supposes that the bottom is symmetric about vertical lines through its crests and troughs, while we need no symmetry hypothesis at all. We derive our result by mapping the domain of the fluid (not conformally) onto a strip Σ. In Σ, the transformed equations are solved in a natural way by a contraction mapping argument, if ε is small enough. Using this fact, it is also easy to show that the solution is analytic in ε and so can be found by expanding everything in a series of powers of ε. Note that, to do this, we use the fact that Σ -unlike the physical domain of the water-is fixed, known a priori, and independent of ε.
The periodic case occupies us from § 2 through § 5. Then, in § 6, we drop the hypothesis that B be periodic and replace it by the assumption (1.8) Hm B(X) = d 0 .
Here, we show that existence, at least, follows from our earlier results if ε is small enough and F ^ 1. This fact is related to one proved by Krasovskii [4] . Krasovskii showed the problem has a unique solution if the hypothesis (1.8) is strengthened to read: B(X) = d 0 for all X large enough. He did not require anything like our hypothesis that ε be small, but he did only prove his result for large enough F. As mentioned above, we require that ε be small, but we do prove the theorem for all Froude numbers down to the critical one of unity. Using the method of § § 2-6 it seems impossible to prove a uniqueness theorem in the aperiodic case (1.8) . Also, in this case, the method is no longer constructive. Therefore, in § § 7-8, we take up a new method, based on the hint that, in the periodic case, the solution is analytic in .ε. We show directly that, under a strengthened version of the hypothesis (1.8) , the problem has a solution analytic in ε for ε small enough. It is easy to see that the analytic solution is unique (within the class of analytic solutions), and, moreover, we show how this analyticity can be used to construct the solution to any desired degree of accuracy by simply expanding everything in series of powers of ε. In § 8, we also state a slightly different uniqueness theorem in the case of periodic H.
The main difficulty in the water waves problem is that the function T describing the free surface is not known in advance. We overcome this difficulty in all cases by mapping the fluid domain onto the strip Σ discussed earlier. In Σ, the problem takes on a form in which the invertibility of the mapping from the fluid domain to Σ has no relevance. (It can be seen easily from § 2 that the invertibility is entirely a question of whether the top of the fluid remains above the bottom.) Therefore, since all our arguments are in Σ, we ignore the question of invertibility here and state all our results in Σ. (Except in one place: see the remark following Theorem 5.2.) If it turns out that the top remains above the bottom, then our solutions have physical significance, and, in this case, the transformation back to the physical variables is entirely trivial. Sufficiant conditions for invertibility are not hard to find, and we leave these to the interested reader. On the other hand, the interesting question of finding truly precise conditions for invertibility is open.
A few further remarks are in order before we proceed. First, we note that, in all that follows, we assume neither d 0 nor H depends on ε. However, both of them can be allowed to do so. What is usually needed is sufficient smoothness of d 0 and H as functions of ε (analyticity in § § 7-8) and boundedness (as a function of ε) of the norms of H that appear in the hypotheses. We leave the details to the interested reader.
Next, we note that we may always assume ε > 0, since ε appears in the problem only in the definition (1.5) , while H can always be replaced by -H.
Finally, we point out explicitly that, without further mention, we always use the letter c to represent a positive constant. The appearance of a c in a formula means that the formula is correct 
with the boundary conditions
and ( 
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If the bottom were flat (ε = 0 in (1.5)), one solution would be the uniform flow defined by T = 0, U = U o , V = 0. We look for a perturbation of this solution, and, accordingly, we write
The dependent variables 7) f u, and v, as well as the independent variables, x and y, are dimensionless. Setting
we find that equations (2.1) go over into the form
where, because of (1.5), as well as (2.4) 
Here, h is given (since, through (2.8) and (1.5) , it defines the bottom B), while because of (2.2b) The problem we want to solve is now reduced to (2.9) , with the boundary conditions (2.14) and (2.15) , and with φ, ψ, η, and σ defined by (2.10), (2.11), (2.12), and (2.16). F is a given constant. But there is another side condition to be satisfied by the solution. Since, by definition, U o is the mean value of U on the surface (see § 1), we also have, for any solution of the original problem with period Ld 0 ,
Thus, we also require that the solutions satisfy (2.17).
3* A related linear problem* In § 5, we show that the problem we have posed has a unique solution by proving a certain operator A is a contraction. To construct A, we begin by discus-sing a simple linear problem. It is to find when there is a periodic (in x) solution of the equations
Uy -v x =f and u x + v y = g in the strip -1 < y < 0 ,
Here, /, g, s, and b are given functions, periodic in x, with period L, say. In addition to (3.1) and (3.2), we impose the side condition
Let Σ be the strip {{x, y)eR 2 : -1< y < 0}. We say that a function fiΣ-^R 1 is periodic if it is periodic in cc alone: there exists an L > 0 such that /(a? + L, y) = f(x, y) for all (#, y)eΣ. It f is periodic and has period L, for brevity, we say that / is periodic (L). We always denote by R L the rectangle
and by
be continuous and periodic (L). Then, it has an associated Fourier series Σn fn{y)e iΩnx , where
We write = Σ sup \f n (y)\ if the sum converges, and we denote by Λ°L(Σ) the set of all continuous, periodic (L) functions for which || || 0 is finite. We define another norm by
and denote the set of continuous, periodic (L) functions for which this norm is finite by
is periodic (L), we say that feA^R 1 ) if the extension /*:2 r ->i2
Now, recall the formula (1.7) defining F n . We prove Proof. The condition is necessary, as integrating (3.1b) gives
then a necessary and sufficient condition that the pro-

SOME EXACT SOLUTIONS OF THE NONLINEAR PROBLEM
since u is periodic. Also, subtracting and integrating the boundary conditions (3.2) gives
again by the periodicity of u.
To prove the sufficiency, expand all functions into Fourier series. Thus, we define Ω by (3.4) and write u(x, y) -X^ u n {y)e iΩnx , with a similar notation for the functions v, f, g, s f and 6. Then, equations (3.1) become (3.7)
, with boundary conditions
In addition, because of (3.3), we require
The ordinary differential equations (3.7) are readily solved to give u n (y) = a n ch nΩy + iβ n sh nΩy
where a n and β n are constants. The boundary conditions (3.8) then give (3.11) β n + inΩFa n = s n sh nΩ(l When n Φ 0, the determinant of the coefficients of β n and α H is not zero, since, by hypothesis, F Φ F u . (Recall (3.4) and (1.7).) When n = 0, consistency of (3.11) and (3.12) requires
which is equivalent to (3.5). β 0 is now given by (3.11) or (3.12) with n = Q, while (3.9) and (3.10) give a 0 = 0. This argument shows the system (3.1)-(3.3) has a formal, unique solution. What remains is to prove (3.6). For this, solve (3.11)-(3.12) for a n and β n and substitute into (3.10). This gives an explicit formula for u n (y) which, for large n > 0, has for its dominant terms (recall y ^ 0) and this is bounded by nΩF 21 nΩ IOne can also show the dominant terms in u n (y) to be bounded by this same quantity when n is large and negative. Therefore,
There is a similar inequality for \v n (y)\, proved in the same way. Multiplying (3.13) by \nΩ\ + 1, taking the maximum on y, and summing, we conclude that \\u\\i is bounded by a multiple of (3.14) ll«llo + l|δ||i +Hallo+ II/II0.
H^lli is similarly bounded. Thus, u and v lie in Λ^Σ) and the sum of their norms is bounded by a multiple of (3.14). That u x and v x lie in Λ°L(Σ) follows immediately from the definition of the norms, for \\u x \\ 0 + \\v Λ \\ 0 ^ IWIi + \\v\\i. Now, the fact that u y and v y lie in Λ°L(Σ) and have their norms bounded by a multiple of (3.14) can be read off directly from equations (3.1). (3.6) and the lemma follow.
Define φ, ψ, and σ by (2.10), (2.11), (2.12), and (2.16). We show that, if F Φ F n9 n = 1, 2, -, then there is a unique solution to the problem of finding functions ueoΛϊίΣ), veΛiiΣ) with u y , v y eΛ°L(Σ), such that
and satisfying
The system (4.1)-(4.4) has the same form as (3.1)-(3.3), and, in this case, we see, using (2.11) and (2.16),
However,
Thus, in the context of (4.1)-(4.4), we have, since h and rj are independent of y,
Integrating with respect to x, we get zero, since the function in brackets is periodic. Thus the consistency condition (3. , the norm of a product is bounded by the product of the norms and || ||o ^ IIΊIi &i ye (4.5) when taken together with the formulas (2.10), (2.11), (2.12), and (2.16). Proof. Let \\(u, v) \\ ^ R, where R > c 0 and c 0 is the constant occurring in (4.5) . Then (4.5) 
is a nonnegative, continuous function of R for c 0 < R < oo which tends to zero as R tends to either c Q or infinity. Hence ε(R) assumes its maximum at, say, R o . We state the above lemma with ε 0 = ε(R 0 ) since it is the maximal ε for which we can assert that A maps a ball into itself.
It is easy to show that A is a contraction on the ball ^? Ro We need not verify the condition (3.5), as these equations have a solution by Lemma 4.1. Moreover, Lemma 3.1 gives
where the formula (4.4) for 6 has been used. As in the proof of (4.5), the polynomial character of Φ, ψ,η r and σ shows that, if In view of the formulas (2.6) and (2.7), relating (u, v) to (C7, V), it might appear that the reference to ^, 0 is unnecessary, since (u, v) is multiplied by ε (and so makes a small contribution if ε is small enough) in going from {u, v) to (Z7, V). The necessity for the statement in terms of & Bo appears to be related to the question of the invertibility of the mapping (2.4) as discussed in the introduction. We leave the details of the transformation from (u, v) to (U f V) to the interested reader.
We now turn to some simple but interesting corollaries of the main Theorem 5. Of course, as is the case whenever an object is a limit of iterates of a contraction mapping, beginning with zero, we have Two remarks should be made here. First, the analyticity means that one can compute the solution by expanding u and v in a series of powers of ε, substituting into (2.9)-(2.17), equating like powers of ε on each side, and solving the resulting equations. This method for computing the solution is unquestionably more efficient than simply calculating {A n (0, 0)}, since A n (0, 0) contains terms of order higher than ε n , terms that change wben one proceeds further to calculate A n+ \0, 0). The second remark is this. Corollary 5.4 shows that the error in u and v after n iterates is O(ε w ). What one really wants, however, is not u, v, and ΎJ, but the actual flow quantities U, V, and T, that satisfy (2.1)-(2.3). However, as (2.5)-(2.7) show, in going from u, v, and rj to U, V, and T, one always multiplies by ε. Therefore, although the error in calculating u, v, and η is O(ε n ) after n iterations, the error in calculating U, V, and T is
All the results so far are also valid in spaces other than Λ\. The spaces Λ k L are very convenient, as precise estimates on the various constants that appear can be found, without reference to outside results. On the other hand, for some purposes, it is useful to have our results in other spaces.
For this, note that the entire basis for the argument is Lemma 3.1 and the inequality (3.6). On the other hand, the equations (3.1) [1] gives, instead of (3.6), \f \\g\\ξ where || || 0 denotes the supremum. To obtain the exact analog of (3.6), one has only to notice that (3.10) and the similar formula for v n (y) imply, via a tedious calculation, that
INIo
Γ + IMI? ^ β(||/||f + llflrllί + 11*11? + ll&llίt).
In a similar way, all the results of this section have analogs with the spaces Λ\ replaced by C£ +a . Given any result in this section, we refer to its analog in the spaces C£ +a by adding a "bis" to its title, as we did in the case of Theorem 5.2 bis above.
We complete this section with the comment that the solution (u, v) is as smooth as the datum h allows. For the proof of Lemma 3.1 shows that the solution of the related linear problem is as smooth as its data allows (cf. (3.13) 
C~(Σ)XCL(Σ).
Although we will make no later mention of it, we remark here that the solutions found in § § 6 and 8 below are similarly as smooth as the datum h allows. 6* A theorem for nonperiodic h. In this section, we prove the existence of a steady flow over an arbitrary C 2+ex bottom, assuming (6.1) limΛ(aj) = 0 |z|--oo and that F ^ 1. This last condition is needed to provide the assurance that F Φ F n for every n > 0 and every L > 0. (Cf. the proof of Corollary 5.3 bis.) Since we construct a solution in the nonperiodic case as a limit of periodic solutions whose period goes to infinity, the hypothesis F ^ 1 is needed to use Theorem 5.2 bis.
To begin, we assume, along with Krasovskii [4] , that, for some L>0, (6.2) h(x) =0 for |g| > L/2 .
For every n = 2, 3, , we define a periodic (nL) function h n as follows:
while, outside the interval | x \ ^ nL/2, we define h n to be periodic (nL) . With this definition, we have that h n e.CIΠR 1 ) if heC 2+Oί (R ι ). For each n, then, Theorem 5.2 bis provides a periodic (nL) solution (w n9 v n ) associated with the bottom defined by h n (x), if ε is small enough. Moreover, the proof of Lemma 5.1 bis shows that we may choose ||tt»||(7i+« + ||v Λ ||(7i+« ^ R o , where R Q is independent of n, since l| Λ»llσ2+« is bounded independent of n. Also, the bound on ε is independent of n, because of (5.1), which shows that we only need c(R 0 )e < 1. It follows from the Ascoli-Arzela theorem, then, that, given any compact subset K of the closure, Γ, of Σ, there is a subsequence of {(u n , v n )} converging in C\K).
Let {K m } be any increasing sequence of compact subsets of Σ whose union is all of Σ. Then, for every m ^ 1, we can find a sequence {« m) , v™)} such that {{uT\ v» w)
)}c{(%2*"
The usual diagonal argument then shows that the diagonal sequence {(u { f\ v^)} converges (to (u,v) , say) inC 1^) . It is an easy matter to prove that (u, v) is a solution of our problem, and even that (u, v) 
and u^ is periodic (wL), so that Also, it is trivial that the linear functional defined by taking the mean value along y = 0 is continuous on C 1+a (Σ) . Therefore, the solution satisfies
Now, let 0 C k+ "(Σ) denote the set of all functions in C k+a (Σ) satisfying (6.3). Notice that, since U o is defined as a mean value, we must require that any solution satisfy (6. 3). Using [1] and what we have already proved, it is now easy to complete the proof of the following version of Krasovskii's theorem [4] .
Now, suppose we replace (6.2) by the weaker condition (6.1). Then, for every n = 1, 2, , we can approximate h by a function h n , equal to h for \x\ ^ n, equal to zero for |x\ > n + 1, and lying uniformly in C 24 ""^1)-Lemma 6.1 gives a solution (u n , v n ), corresponding to h n , for every n = 1, 2, . The construction in Lemma 6.1 shows that {||wj|f +α + ||vj|ί+ α } is bounded, and each (u n , v n ) exists for the same range of values of ε. Therefore, another use of the diagonal process gives 102 D. E. HEWGILL, J. REEDER, AND M. SHINBROT THEOREM 6.2. Let heC'+^R 1 ) satisfy (6.1). Choose F ^ 1. Then, if ε is small enough, the problem (2.9)-(2.16) has a solution (u,v) 
That (6. 3) is true of the solution follows, as before, from the continuity of the functional defined by the left side of (6.3).
Notice that, for the aperiodic flows of Theorem 6.2, both the uniqueness of the solution and our ability to construct it have been lost in the process of taking subsequences. Also lost is any equivalent of Corollary 5.4 (analyticity in ε). On the other hand, we are able to recover all these properties in the aperiodic case by using another method of proof, to which we now turn. As we shall see, the main price to be paid for these gains is that we must restrict F to be strictly greater than unity; thus the single case F = 1 is lost in the following argument. 7* Recursion relations for an analytic solution* Our aim now is to solve the problem (2.9)-(2.16) in the aperiodic case when h satisfies a condition like (6.1), by looking directly for a solution that is analytic in ε. Therefore, we write, formally, 
»=0
Substitution of these expressions into (2.9)-(2.16) gives the following recursion relations: for n = 0, 1, 2,
with the boundary conditions (7.3) v n + Fuϊ = s n~ι when y = 0, and v n = b™-1 when y = -1 .
Here,
and, for n ^ 1,
In (7.5) -(7.9), we have used the following conventions: a tilde over a function indicates it is to be evaluated at y = 0; a tilde under a function indicates it is to be evaluated at y = -1; any sum whose upper limit is less than its lower is to be taken as zero. and b n~x can be calculated using (7.5)-(7.9). u n and v n must then be found by solving the boundary value problem (7.2)-(7.3). Notice that this problem has the same form as the problem (3.1)-(3.2) studied in § 3. Thus, because of Lemma 3.1, we expect a condition like
to be necessary in order to solve (7.2)-(7.3). Now, the straightforward generalization of the spaces Λ k L (Σ) that we used in § § 2-5 would be to a space with the norm
φ~ denoting the Fourier transform of <p. However, none of the functionals appearing in (7.10) is continuous in the topology defined by this norm. For this reason, we set, instead
when φ e C™(Σ), and we denote by Λ\Σ) the completion of C"(Σ) in this norm. As before, φ~ is the Fourier transform of φ:
\ e~i ζx φ{x 9 y)dx .
J-oo J-oo
is defined as we defined A^R 1 ): we say that fiR'-^R 1 is in Λ\R λ ) if the extension /*, defined by f*(x, y) = fix), lies in A\Σ).
As in § 3, we begin our work by studying the system
with the boundary conditions Notice, however, that, in the spaces A\Σ) 9 (7.13) is automatic, since, if u e A k {Σ) with k ^ 0, then u(x, 0) is the Fourier transform of the ZMunction vΓ(ξ, 0) and so u(x, 0) is continuous and goes to zero at infinity. (7.13) follows from this. Thus, as long as we operate in the spaces Λ k , we may ignore (7.13).
We write A = { (u, v) (u, v) e Λ is that the function Proof. The proof is similar to that of Lemma 3.1. Therefore, we merely sketch it. We begin by taking the Fourier transform of (7.11). The result is two ordinary differential equations, the general solution of which is (cf. (3.10))
In this case, the solution is unique, and if N is a bound for \k(ξ)\ in a neighborhood of zero, then the solution satisfies
Imposing the boundary conditions (7.12), we find that a and β are determined by the equations
The determinant of this pair of equations is J = iξFch.ζ -ishξ.
Since F > 1, Δ vanishes only for ξ = 0. Thus, a and β are con-tinuous for ξ Φ 0. Solving (7.16), we find that β is also continuous at ζ = 0, provided only that (7.16) is consistent there, and this is easily seen to be a consequence of even a weaker form of (7.14), namely, (7.10) without the superscripts. Next, a is continuous at ξ = 0 only if (7.14) is satisfied, while, if ueΛ\Σ), then vΓ must be continuous, and the continuity of a is necessary for that of vΓ. Thus, (7.14) is necessary for a solution of (7.11)-(7.12) in A. Conversely, if (7.14) is satisfied, one can solve (7.16) for the continuous functions a and β and substitute into the formulas for u~ and v*. It is then easy to show that u~ and v^ are continuous and bounded in Σ. Moreover, the behavior of vΓ and v* for large If I can be found just as in §3, simply by replacing nΩ by ζ. (See the argument before (3.13).) Using these facts, as well as (7.11), we arrive at (7.15). This completes the proof of Lemma 7.1.
We now use Lemma 7.1 to show that equations (7.2)-(7.9) inductively define a sequence {{u n , v n )} a A. The condition for this is that heAXR 1 ) . Notice that, just as membership in A k implies (6.3), so too the hypothesis heAXR 1 ) implies (6.1). Thus, we are still working within the class of bottoms satisfying (6.1).
We begin by using (7.4) to find immediately that (u°, v°) for v = 0, 1, , n -1, where, when n = 0, 1, or 2, the terms involving w r with 7 < 0 are taken to be zero. As in § 4, the consistency condition (7.14) is automatic in the context of (7.2)-(7.9). We use the notation that, if X is an analytic function of ε, then \XJ n is the coefficient of ε n in the Taylor series for 1. When s, 6, and g are given by (7.7), (7.8), and (7.6), we have, with this notation, Therefore, exactly as in § 4, 8* Analytic solutions in the space A. We now use a method, first introduced in [8] , and then used in [9, 6, 7] , to show that the series (7.1) converge. The method is based on The proof is easy and can be found in [8] and [9] . Hence, we omit it here.
A simple corollary is LEMMA 8.2. Let {a n } and {b n } be two sequences satisfying \a n \ ^--and \b n \ ^--.
Then,
Vίi b ^ c&Cr*
»=0
(n + I) 2 ' where C is the constant of Lemma 8.1. Now, let {w n } = {(u n , v n )} be the sequence of Lemma 7.2. Write c 0 = ||w°|| and suppose, as an inductive hypothesis, that Using this inequality in (7.19) and applying Lemma 8.2, we find R L i=ι \(n -j + I) 2 
{n -3 + If
where, when n -1 or 2, the terms with (w -i + 1) or (n -i)^0 in the denominator are understood to be zero. All of the constants are independent of n. Thus, the induction can be completed by choosing R large enough. It follows, then, that , (n + I) 2 ' for some constants c 0 and R. From this, it is a triviality that the series w = ΣSU w n ε n converges in A if only ε is small enough. The limit, w = (u, v) , is a solution of our problem (2. This same method can also be applied to the case when h is periodic. One then reproduces the existence result of Corollary 5.4, and a slightly different uniqueness result from that of that part of Theorem 5.2. In Theorem 5.2, we proved the solution found there is unique if \\ (u, v) \\ is small enough. Using the method of this section, we can conclude that there is a unique solution within the smaller class of functions which are analytic in ε, regardless of the size of ||(w, v)||. The argument is the same as that which led to Theorem 8.3 and, as can be seen from that theorem, what is needed is F ' Φ F n and ε small enough. Nothing need be said about the size of \\ (u, v) \\. We state these facts as 
