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ABSTRACT OF THE DISSERTATION

Modeling Semantic Structure and Spreading Activation in Retrieval Tasks
by
Abhilasha A. Kumar
Doctor of Philosophy in Psychological & Brain Sciences
Washington University in St. Louis, 2021
Professor David A. Balota, Chair
Considerable work in the past decade has focused on representational accounts of how
semantic information is acquired and organized, leading to the advent of modern Distributional
Semantic Models (DSMs) that learn word meanings by extracting statistical information from
large text corpora. However, mechanistic accounts for how meaning-related information is
accessed and retrieved from semantic representations to ultimately produce responses within
semantic tasks remain relatively understudied, especially for production-based tasks that require
the selection of a single response amongst several activated competitors, such as in free
association and sentence completion tasks. This dissertation evaluated the extent to which stateof-the-art DSMs combined with algorithmic and process models account for performance in two
familiarity-driven tasks (relatedness and similarity judgments) and two production-based tasks
(free association and sentence completion). Model comparisons revealed that while a processbased model based on the spreading activation mechanism successfully accounted for relatedness
and similarity judgments, an interactive model based on word frequency and semantic similarity,
combined with a thresholding function that incorporated competition from neighboring words
best accounted for free association responses and response latencies. In addition, the results
indicated that when participants produced multiple responses in the free association task, the
ix

second response was highly dependent upon the first response, instead of primarily being driven
by the cue. In predicting Cloze sentence completion performance, a contextual “attention”-based
DSM significantly outperformed other models, suggesting that information is accessed and
retrieved in a syntactically constrained manner in language production tasks. Collectively, these
findings shed light on how meaning-related information is activated and responses are
differentially produced depending upon task demands. Importantly, there appears to be little
evidence for a task-independent model of semantic memory representation, indicating the
importance of incorporating both task-specific retrieval mechanisms and different
representational formats in theories of semantic memory structure and processing. Abandoning a
common semantic representation for models of knowledge-driven tasks is a major departure
from previous approaches.
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Chapter 1:
Introduction
Investigating the structure and organization of semantic memory has historically been at the
forefront of explorations in cognitive psychology, natural language processing, and linguistics,
due to its fundamental implications for understanding cognitive behavior and developing
language-based tools and technologies. The last few decades have seen remarkable advances in
explicitly modeling the structure of semantic memory. In particular, there has been an explosion
of computational models of semantic memory that propose explicit mechanisms for how humans
learn word meaning from natural language. These models, collectively called “distributional
semantic models” (DSMs), are consistent with the “distributional hypothesis” (Firth, 1957;
Harris, 1954), according to which words that occur in similar contexts tend to develop similar
meanings. DSMs apply this intuition to large-scale text corpora (e.g., Wikipedia database,
Google News articles, etc.), and construct semantic representations by applying statistical
methods to infer which words occur in similar contexts. DSMs differ in how they define
“context” (e.g., a window of words, sentences, or documents) and the core mechanism for
learning representations (e.g., inferring latent dimensions, prediction, etc.; for a review, see
Kumar, 2020). Typically, DSMs represent words in a high-dimensional space, where each
concept is represented through a multidimensional vector and the angle between the vectors (or
cosine similarity) within this high-dimensional space is indicative of semantic similarity between
the concepts (see more detailed discussion of the specific DMSs tested below).
Collectively, DSMs have shown unprecedented success at explaining performance across
different semantic tasks such as relatedness judgments (for a review, see Baroni, Dinu, &
1

Kruszewski, 2014; Günther, Rinaldi, & Marelli, 2019; Turney & Pantel, 2010), categorization
(Lazaridou, Pham, & Baroni, 2015; Mikolov et al., 2013), and sentence comprehension (Devlin,
Chang, Lee, & Toutanova, 2019). For example, modern DSMs trained on large text corpora and
based on error-driven or error-free learning mechanisms such as word2vec (Mikolov et al., 2013)
and GloVe (Pennington et al., 2018) can successfully solve verbal analogy problems (e.g., king :
man :: queen : ?? ), whereas more recent recurrent and “attention-based” neural networks such as
BERT (Devlin et al., 2019; discussed in detail in Chapter 4) have made significant strides in
modeling complex language tasks like question answering and coreference resolution. Although
there has been considerable progress in explaining variance in these tasks, it is also worth noting
that there is considerable variance left to be explained in terms of accounting for human
baselines in semantic tasks (Ettinger, 2020; Niven & Kao, 2019).
Despite their success, there is a growing concern regarding the psychological plausibility
of DSMs (Günther et al., 2019; Niven and Kao, 2019) and the extent to which these models
mirror human cognition. Specifically, the semantic modeling enterprise has focused mostly on
representational or structural accounts of semantic memory, i.e., how concepts are acquired,
stored, and represented. For example, in a typical test of a DSM, the cosine similarity between
concepts is used to predict whether two words are related or not (see Landauer & Dumais, 1997).
However, mechanistic accounts that adequately explain the dynamics of retrieval from semantic
memory within a particular task have not received the same kind of attention. Further, different
models are not always evaluated on the same set of tasks, and it is unclear why their performance
is better on tasks such as synonym detection (Bullinaria & Levy, 2007) and similarity judgments
(Baroni et al., 2014) and worse when it comes to accounting for semantic priming effects
(Hutchison, Balota, Cortese, & Watson, 2008; Mandera et al., 2017), free association
2

performance (Griffiths, Steyvers, & Tenenbaum, 2007) and complex inference tasks (Niven &
Kao, 2019). Therefore, there is a gap in the literature when it comes to explaining the
mechanisms through which concepts are retrieved from semantic memory and how that may
influence performance across different semantic tasks.

1.1 Not All Semantic Tasks Tap Similar Operations
An important aspect of studies that evaluate the predictive power of different DSMs is that most
of this work has focused on similarity-type tasks (e.g., predicting similarity or relatedness
judgments, lexical decision RTs, etc.), which primarily reflect familiarity or recognition-based
processes (Balota & Chumbley, 1984). Specifically, these tasks may reflect overall activation
within a memory network, whereas other tasks may demand the selection of a single word,
which may lead to competition amongst activated representations. This may be particularly
important in language production tasks, where multiple words may fit a given context, and
competitors may need to be suppressed to produce a response. Indeed, this would suggest a
distinction between automatic processes for similarity-based decisions and more attention-based
processes involved in the selection of a single response (Neely, 1977) 1. In this light, productionbased language tasks may be ideal candidates for attention-based search of semantic memory.
Unfortunately, relatively little work has attempted to model performance (in terms of responses
and latencies) in these types of tasks using distributional semantic models. Therefore,
investigating how distributional models of semantic memory account for both familiarity-based
and production-based tasks is an important next step in the field.

1

The automatic-attentional distinction has also been made in decision-making research (e.g., Kahneman, 2011), and
distributional models have recently been applied to study heuristics, biases, and everyday decision-making (e.g.,
Singh, Richie, & Bhatia, 2020; Zou & Bhatia, 2019).
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1.2 Spreading Activation and Free Association
One theoretical framework for understanding the mechanisms involved in retrieval from
semantic memory is to conceptualize semantic memory as a large network, in line with early
work by Collins and Quillian (1969). Within this network-based framework, activation is
assumed to spread from one word to another, therefore providing insight into the temporal
dynamics of word activation and retrieval (Collins & Loftus, 1975). The spreading activation
mechanism has been posited to explain a wide variety of empirical phenomena including
semantic priming effects in lexical decision (Neely, 2012), facilitation and disruption in lexical
retrieval (Kumar & Balota, 2020), mediated priming in pronunciation (Balota & Lorch, 1986),
long-distance priming effects in progressive demasking (Kumar, Balota, & Steyvers, 2019) and
relatedness judgments (Kenett et al., 2017), and the dynamics of sentence production (Dell,
1986). Indeed, spreading activation has been a central retrieval mechanism in general models of
cognition such as Anderson and Bower’s (1973) Human Associative Memory (HAM) model,
and Anderson’s (1996) Adaptive Control of Thought (ACT) model.
In contrast to the distributional approach, which is typically based on large corpora of
natural language, recent approaches within the semantic network tradition have attempted to
quantitatively model semantic memory networks and spreading activation using responses from
the free association task. Free association is a common task in semantic memory research, in
which participants are asked to produce the first word (or words) that come to mind in response
to a cue word. Nelson et al.’s (2004) University of South Florida (USF) free association norms
(hereafter referred to as the USF norms), which consist of aggregate analyses of discrete
responses collected for over 5,000 English words across several hundreds of participants, has
historically been considered the gold standard of association in memory research (McRae,
4

Khalkhali, & Hare, 2012), and has been cited over 2,000 times, based on Google Scholar
citations. More recently, researchers have measured free association responses in a more
continual manner, by asking participants to produce all responses within a certain time period
(e.g., Kenett, Kenett, Ben-Jacob, & Faust, 2011) or a certain number of responses (e.g., three; De
Deyne & Storms, 2008; De Deyne et al., 2019) to cue words. The responses from studies of free
association have been used to construct large-scale semantic networks (e.g., De Deyne et al.,
2019; Kenett et al., 2011; Steyvers & Tenenbaum, 2005), that have since been widely applied to
several semantic tasks such as verbal fluency (Abbott, Austerweil, & Griffiths, 2015), episodic
free recall (Kenett et al., 2017), and creative word association (Kenett et al., 2014), among
others.
It is important to note that the use of free associations to create semantic networks and
model memory structure is a controversial issue within the distributional modeling literature
(Jones, Hills, & Todd, 2015). Specifically, using human-generated associations to explain human
behavior in other semantic tasks may indicate shared variance between tasks, and may not
represent a true account of semantic memory organization (but see De Deyne et al., 2016 for a
different perspective). Jones, Hills, and Todd (2012) noted that the responses in a free
association task represent an outcome variable, that is dependent on retrieval processes operating
on the cue word’s underlying semantic representation. Within this view, performance in the free
association task is a dependent variable in and of itself, and free association represents an
instance of attentional retrieval from semantic memory, where a specific response has to be
selected amongst different activated competitors.
Although conceptualizing semantic memory as a “network” has been primarily explored
via free association norms, it is important to mention here that distributional models can also be
5

conceived as semantic networks, such that the angle between word vectors (or cosine
similarities) within a vector space could serve as an index of “strength” and be used to create
edges (e.g., see Steyvers & Tenenbaum, 2005 for such an approach). In this way, distributional
models can be considered “structural models” of semantic memory that provide quantitative
estimates for how concepts may be structured and organized within a vector-based semantic
space. Therefore, a critical question is whether “structural” models of semantic memory (i.e.,
DSMs) can explain how free associations are generated. Unfortunately, adequate comparisons of
state-of-the-art semantic distributional models in the extent to which they account for free
association data itself are limited or lacking. For example, Griffiths, Steyvers, and Tenenbaum
(2007) showed that standard DSMs (e.g., Latent Semantic Analysis; LSA; Landaeur & Dumais,
1997) cannot explain asymmetry, violations to the triangle inequality, and the neighborhood
structure of free association responses, due to their inherently geometric nature. Specifically,
Griffiths et al. showed that cosine similarities between words derived via LSA were inherently
symmetric (i.e., baby-stork had the same cosine similarity as stork-baby), whereas free
association norms showed stark asymmetries in producing responses to different cues (i.e., baby
vs. stork), and also did not follow other geometric axioms that LSA (and other geometric DSMs
by extension) are bound to follow. Nematzadeh, Meylan, and Griffiths (2017) extended this work
to other modern DSMs (word2vec and GloVe; discussed in detail in a later section) to show that
these newer models also suffer from the same drawbacks as previous geometric distributional
models and demonstrated how a topic model may better account for free association patterns
(also see Gruenenfelder, Recchia, Rubin, & Jones, 2016; Jones, Gruenenfelder, & Recchia,
2018). Thus, the research on predicting free associations using DSMs has resulted in mixed
findings overall.
6

It is also noteworthy that most of the work on predicting free associations has been based
on the USF norms, which were published in 2004 and contain the first response that comes to
mind for 5,019 cues collected from over 6,000 participants. As noted earlier, there now exist
more recent and larger databases of free association, which not only measure the first response
but also tap into weaker associations using a continued free association task, in which
participants are asked to produce a certain number of responses that come to mind for a given
cue. The largest and most recent such database in English is the Small World of Words database
(De Deyne et al., 2019), which contains primary, secondary, and tertiary responses and latencies
from over 88,000 participants to over 12,000 cues. A vast body of work has shown that SWOW
norms effectively capture similarity judgments (De Deyne et al., 2019), affective and featurebased information (De Deyne et al., 2021), and often outperform distributional models in
capturing human behavior (De Deyne, Perfors, & Navarro, 2016). On the other hand, relatively
little work has examined performance in the SWOW task from a predictive lens; there is a lack
of research on how these associations are generated and the factors that influence free association
responses and latencies in the SWOW task.
Recently, Thawani, Srivastava, and Singh (2019) used the SWOW norms to construct
SWOW-8500, an evaluation dataset to compare several DSMs, where they attempted to predict
all possible responses to a given cue in a restricted SWOW database using the top k neighbors
from the DSMs (based on cosine similarity). Specifically, using cosine similarity indices, the top
k words closest to a given cue were identified within a particular DSM, where k corresponded to
the total number of unique responses produced by participants to a given cue in the SWOW
database. These k “predictions” from the DSMs were then compared to the actual SWOW
responses and scored for correct and incorrect guesses to compute prediction scores for different
7

DSMs. Thawani et al.’s work suggested that distributional information could indeed be used to
capture SWOW performance (with an average accuracy of about 25%) and showed reliable
differences between different DSMs in the extent to which they predicted SWOW responses. In
more recent work, Richie, Aka, and Bhatia (in prep.) have applied a neural network-based
approach to train a model that learns free association patterns from the SWOW database, by
using an error-driven learning approach where vector representations of cues are trained to
predict response vectors over several iterations. Although these studies are promising, they are
limited in the extent to which they provide a computational account of how a particular response
is selected for a given cue in the SWOW task. In addition, no studies have attempted to model
response latencies, which is a critical aspect of the SWOW norms (that distinguishes this
database from the USF norms) and has the potential to uncover important temporal signatures of
free association.

1.3 Cloze Task
Similar to the free association task, the sentence completion task (hereafter referred to as the
Cloze task; Taylor, 1953) is a widely used laboratory tasks in psycholinguistics and represents
another instance of explicit search within semantic memory. In the typical version of the task, a
fragment of a sentence (e.g., “The amazing astronaut orbited the”) is presented to a group of
participants. The participants in the Cloze task are asked to write the word that seems most likely
as the next word of the sentence (e.g., moon, planet, etc.), and these responses are then normed to
produce probabilities for a given response. These probabilities derived from the Cloze task
(referred to as Cloze probabilities) are then used to study online lexical/comprehension in several
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different semantic tasks (Rayner, Ashby, Pollatsek, & Reichle, 2004; Rayner & Well, 1996;
Sheridan & Reingold, 2012).
However, similar to free association norms, although there has been extensive work on
using Cloze probabilities in other tasks or models, the mechanisms underlying the production of
the final word in the sentence fragment itself have not been thoroughly investigated. Of course,
producing the final word in the Cloze task clearly involves attending to linguistic and semantic
content in the sentence fragment. Therefore, retrieving syntactic/semantic information from
underlying representations is presumably critical to this task. Smith and Levy (2011) analyzed
the extent to which Cloze probabilities mirror probabilistic estimates of sentence completions
from natural language corpora and found medium correlations (ranging from 0.52 to 0.59 across
different text corpora), suggesting that the Cloze task may also involve other biases (e.g.,
familiarity) and processes that are also reflected in reading comprehension times. Of course, this
may again reflect the distinction between similarity-driven tasks that distributional models
(based on text corpora) are generally good at, compared to production-based tasks that require
attending to specific information within the context to select the best candidate.
More recently, Staub, Grant, Astheimer, and Cohen (2015) investigated the mechanisms
underlying the Cloze task by examining response latencies to produce the final word. They found
that higher Cloze probability responses (based on previously normed data) were produced faster,
and more constraining contexts (as defined by the number of total responses to a given fragment)
led to faster responses. They interpreted their findings in terms of a race model, in which
different Cloze completions raced towards threshold (using simulations), similar to other
evidence accumulation models such as the drift-diffusion model (Ratcliff & McKoon, 2008).
Clearly, this work is important in attempting to uncover specific mechanisms that may underlie
9

the behavior observed in the Cloze task, although it remains unclear how structural models of
semantic memory (i.e., DSMs) account for performance in this task. This is particularly
important because recent attention-based DSMs (e.g., BERT, see Chapter 4) are specifically
developed from a sentential context perspective. Furthermore, there is limited computational
work exploring how different representational models of semantic memory could explain the
dynamics of how responses are selected within the Cloze task. Overall, there is a need to explore
process-level and algorithmic accounts of production-based semantic tasks such as free
association and the Cloze task.

1.4 Algorithmic and Process Models for Semantic Tasks
It is important to distinguish between process-based models and what will be called algorithmic
models. Process-based models make explicit mathematical assumptions regarding the flow of
information until some decision criterion is reached to drive a response. This dissertation will
examine the predictive performance of one such explicit process-based model, the Rotaru,
Vigliocco, and Frank (2018) model on various tasks. Algorithmic models are much more
common in tests of the predictive power of different semantic representational models. As in the
original mapping of associative strength to spreading activation in network models (see Collins
& Loftus, 1975; Steyvers & Tenenbaum, 2005 ), these models use variables such as associative
strength as a metaphorical index of the amount of activation from one semantic representation to
another. Of course, it is quite possible that other metaphors for activation could be used such as
simple cosine similarity values used in a Luce-type decision rule (Jones, Gruenenfelder, &
Rechhia, 2018) or similarity as an index of featural overlap (Plaut & Booth, 2000). Unless
otherwise noted, the present work will use the spreading activation metaphor to estimate the
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amount of activation between any two concepts within semantic space. As discussed earlier,
distributional models allow one to measure the proximity between vector-based semantic
representations via cosine similarities, and can therefore be used to develop algorithmic accounts
for how responses may be selected within a given semantic task. As we shall see, with the
exception of the Rotaru et al model, the models explored here are more algorithmic in nature;
this allows one to compare the predictive power of various distributional models in predicting
performance.
One way of accounting for performance in production-based semantic tasks is to combine
distributional models that explicitly model the learning process to construct semantic
representations with explicit algorithmic or process-level assumptions. Although work in this
domain is limited, there is some research to suggest that applying well-established algorithms or
process-based models can indeed lead to gains in explanatory power for semantic models. As an
example of an algorithmic perspective, Jones, Gruenenfelder, and Rechhia (2018) showed how
applying the Luce’s (1959) choice rule to representations derived from a DSM based on counting
co-occurrences of words in a large text corpus and integrating this information with word order
information, i.e., BEAGLE (Jones & Mewhort, 2007) can indeed account for performance in the
USF norms. Luce’s (1959) choice rule estimates the conditional probability of selecting an
outcome (e.g., mango) given a particular stimulus (e.g., apple), by weighting all possible
alternatives based on a similarity metric, (e.g., cosine similarity between word vectors derived
from BEAGLE) between the cue and the alternatives. Jones et al. showed how this rule (or
algorithm) of selecting a response from a set of candidates within a high-dimensional BEAGLE
space successfully accounted for patterns of free association responses (violations of symmetry,
triangle inequality, and neighborhood structure) within the USF norms that are otherwise
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problematic for spatial DSMs. In addition to this work applying an algorithmic model based on
the Luce-choice rule to predict free associations, some recent work has also attempted to
explicitly model temporal dynamics in semantic tasks through a spreading activation framework.
In contrast to more algorithmic models, Rotaru, Vigliocco, and Frank (2018) provide an
example of a recent process-based model applied to familiarity-driven tasks. They showed that
combining semantic representations derived from three different DSMs, namely, Latent
Semantic Analysis (LSA; Landauer & Dumais, 1997), GloVe (Pennington et al., 2014), and
word2vec (Mikolov et al., 2013) with a dynamic spreading activation model significantly
improved the predictive power of the models on certain semantic tasks. Specifically, Rotaru et al.
used a model based on cosine similarity indices derived independently from different DSMs, and
modeled the spread of activation within their model as a discrete-time Markov Chain, where
activations increased and decreased based on the strength of association between the words
before reaching a stable state of equilibrium. To examine how this dynamic activation model
predicted accuracy and response times (RTs) for lexical decisions, semantic decisions,
concreteness, and imageability ratings, Rotaru et al. evaluated the number of neighbors activated
beyond a particular threshold for any particular word and found that these semantic neighbors
indeed predicted RTs and accuracy at different timepoints. For relatedness judgments, they found
that the strength of association between words in the dynamic model at different time points
predicted similarity and relatedness ratings, above and beyond cosine similarities from DSMs.
Importantly, this study simultaneously examined the structure of semantic representations
derived from DSMs as well as dynamic processes by which these representations are retrieved
and brought online during cognitive tasks. Of course, as discussed earlier, it remains unclear
whether the processes involved in familiarity-based tasks such as lexical/semantic decision or
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relatedness judgments overlap with those involved in attentional tasks such as free association
and the Cloze task. In particular, it is possible that familiarity-based tasks may be driven by
overall activation within a network (as modeled in Rotaru et al.), whereas more attention-based
tasks such as free association and the Cloze task may require selecting an item among several
activated competitors, which may instead involve more complex operations, more akin to tasks
such as lexical retrieval in speech production.
The primary goal of this dissertation is to simultaneously evaluate different structural
models of semantic memory (based on distributional principles) in conjunction with different
algorithmic models within two familiarity-driven tasks (relatedness and similarity judgments)
and two production-based semantic tasks (free association and the Cloze task), to gain insight
into the mechanisms underlying familiarity-based and attention-based retrieval from semantic
memory. In addition, investigating response latencies in production-based tasks offers the unique
opportunity to understand the temporal dynamics of the search process. Therefore, a related goal
of this dissertation is to assess the extent to which different structural models of semantic
memory, combined with process-based/algorithmic assumptions account for both response
probabilities and response latencies in free association and Cloze tasks, both of which represent
different ways of conceptualizing retrieval of a single candidate response from semantic
memory. Finally, the present work will also provide a comparison to the Rotaru et al. model as
an example of a process-based model, by comparing its performance to the algorithmic models
in accounting for relatedness/similarity judgments, free association, and Cloze task performance.
To better understand the differences across the DSMs that will be tested in the empirical
sections, the following section provides a relatively brief description of the models (hereafter
referred to as structural models). Importantly, the process by which the semantic representation
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is developed within these structural models turns out to be particularly important for the type of
tasks that the models can accommodate.

1.4.1 Structural Models of Semantic Memory
As noted earlier, word-level distributional models, i.e., models that project semantic
representations (embeddings) of words onto a high-dimensional vector space, have gained
immense popularity in the last few years due to their impressive performance on a variety of
semantic tasks such as relatedness/similarity judgments and analogy tasks. A popular word
embedding model, word2vec (Mikolov et al., 2013), is a three-layer neural network (NN) model
trained to predict a target word in a sentence, given four context words before and after the
intended word (continuous bag-of-words version) or vice versa (skip-gram version), using a
classifier. By training on millions of context windows in a large text corpus, word2vec tends to
develop very rich semantic representations. These have proven to be useful inputs for several
downstream natural language processing (Baroni et al., 2014; Collobert & Weston, 2008) and
semantic tasks (Mandera et al., 2017), making word embedding models extremely popular in
industry and psycholinguistics 2.
Another popular embedding model, Global Vectors (GloVe) was introduced by Pennington,
Socher, and Manning (2014). Although GloVe is also an embedding model, in that its semantic
representations do project onto a high-dimensional vector space, it is not modeled as a neural
network, like word2vec. Instead, GloVe begins with a word-by-word co-occurrence matrix and
attempts to estimate the ratio of co-occurrence probabilities between words using a regression
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The original Mikolov et al. paper has been cited over 20,000 times as of 2021, as per Google Scholar
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model. The primary objective of the GloVe model is to minimize the weighted least-squares
error function that emerges from this regression model. The final representations or embeddings
that emerge from the GloVe model are particularly sensitive to higher-order semantic
relationships. The GloVe model has been shown to perform remarkably well across different
semantic tasks; it was originally shown to outperform wordv2vec in analogy tasks and word
similarity judgments (Pennington et al., 2014), although more recent work suggests that the
performance of the models may depend on the task used to evaluate them (Baroni et al., 2014).
Importantly, word2vec and GloVe represent somewhat different proposals for how the meaning
of a word may be learned and represented in memory. Specifically, whereas word2vec posits a
prediction-based learning mechanism for acquiring word meanings, GloVe focuses on cooccurrence ratios within the text corpus, which may emphasize different types of semantic
relationships between words (see Discussion for examples). Although word2vec and GloVe have
been extensively applied to familiarity-driven tasks (e.g., similarity judgments, verbal analogies,
etc.)3, the extent to which the semantic representations derived from these models explain
performance in production-based tasks remains understudied. Therefore, this dissertation
evaluates how these structural models (word2vec and GloVe) can be applied to
relatedness/similarity judgments (Chapter 2), the free association task (Chapter 3), and the Cloze
task (Chapter 4) when combined with the appropriate process-level and algorithmic models.

1.4.2 Modeling Relatedness/Similarity Judgments and Continued Free
Associations
The spreading activation mechanism proposes that when a concept or word is activated in
memory, its neighbors are also partially activated, which in turn activates other neighboring
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Similar to word2vec, the original GloVe paper (Pennington et al., 2014) has been cited over 19,000 times as of
March 2021 based on Google Scholar
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words in the memory network (Collins & Loftus, 1975). As discussed, this mechanism has been
widely applied to semantic tasks (e.g., Neely, 1977) and is considered a central mechanism in
computational models of memory (Anderson, 1996). However, computational accounts of how
spreading activation may actually be implemented within DSMs have not been thoroughly
explored. This section provides a brief overview of the specific process-level and algorithmic
models that will be evaluated in this dissertation for the relatedness/similarity judgments and the
free association task. Importantly, all models are applied in conjunction with the structural
models described above (word2vec and GloVe) to the MEN/SimLex-999 dataset of
relatedness/similarity judgments (Bruni, Tran, & Baroni, 2014; Hill, Reichart, & Korhonen,
2014) and the SWOW database of continued free association responses 4.
Given that the SWOW database provides information regarding both first (primary) and
second (secondary) responses within an individual, this database allows one to explore distinct
models on both the first response and second response. The intriguing question regarding the
second response is whether there is any impact of the previously generated first response, even
though participants are explicitly instructed to only produce responses to the cue. Therefore, the
following section focuses on models that will be applied to relatedness/similarity judgments and
primary responses in the SWOW database, whereas Chapter 3 describes additional models that
will be specifically applied to secondary responses in the SWOW dataset.
Rotaru et al. model. As discussed earlier, Rotaru et al. (2018) implemented a process-based
computational model for lexical and semantic decision tasks, as well as relatedness/similarity
judgments. In their model, a pretrained structural model (derived from DSMs such as word2vec
and GloVe) was used to obtain vector representations of words, which were in turn used to
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compute cosine similarities between all words and construct a similarity matrix. A series of
transformations were then applied to this similarity matrix (details are described in the Methods
section of Chapter 2), to create a “dynamic” model that captured activations between different
words. Finally, spreading activation was modeled as a discrete-time Markov Chain, which
captured the probability of going from one word to another in discrete time steps. The activations
between words within this Markov Chain were then used as an indicator of the strength of
association between any two given words at a specific time point, which was then applied to
predict similarity and relatedness judgments.
Rotaru et al.’s process model provides a general and useful lens through which different
parameters that may influence the spread of activation can be explored within the context of
semantic retrieval tasks such as relatedness/similarity judgments, free association, and the Cloze
task. Therefore, this dissertation applies the Rotaru et al. model to two datasets of relatedness and
similarity judgments, as well as the primary responses produced in the SWOW task, to evaluate
the extent to which a process-based model may account for relatedness/similarity judgments and
free association performance. However, as noted, it is possible that the selection of a single
candidate in the free association task may demand different processing assumptions. The
attentional demands of retrieving a single candidate may indeed require assumptions that account
for the cue’s activation, as well as the activation of competitors within a given task context. The
models described below explore the viability of alternative algorithmic models in accounting for
performance in the relatedness/similarity judgments and free association task.
ELP Baseline Model. As a first step in accounting for variance in different semantic tasks, it
is important to consider the influence of simple item-level information contained within the cues
and the responses, such as word length, frequency, etc. Therefore, the present work examined the
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contribution of item-level variables, derived via the English Lexicon Project (ELP; Balota et al.,
2007) on relatedness/similarity judgments as well as free association performance. Importantly,
all other models were incrementally evaluated against the ELP model, to test whether they
explained additional variance over and above baseline item-level characteristics.
Similarity Model. Another account for relatedness/similarity judgments and free association
performance relies on the spreading activation metaphor being mapped onto distance within a
distributional model. Specifically, when a cue is activated, activation spreads to its neighbors
based on the semantic similarity between the cue and all possible words in the network. In such a
model, the structural model space would determine which words are most activated for a given
cue, and the word with the greatest similarity to the cue would be selected as the response. It is
important to note here that Rotaru et al. showed that their process-based model outperformed the
similarity model in predicting relatedness/similarity judgments, although they did not account for
the influence of item-level variables in their work. Furthermore, as described earlier, cosine
similarities between words within distributional models have been shown to be limited in the
extent to which they capture free associations in the USF norms (due to their inherently
symmetric nature; Griffiths et al., 2007), although these patterns have not been explored within
the more comprehensive SWOW norms. Note that the similarity model is very similar to the topk metric that was used by Thawani et al. (2019) to predict SWOW responses, the difference
being that instead of explicitly obtaining top k responses from the DSMs (as in Thawani et al.),
the similarity model simply measures the cosine similarity for all responses produced to a given
cue in the SWOW database, and uses these similarities in a predictive regression model in
addition to the ELP variables to account for SWOW task performance. Therefore, the similarity
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model provides a second baseline to compare different algorithmic and process-based models in
accounting for relatedness/similarity judgments as well as free associations.
Luce-choice Model. As discussed earlier, Jones et al. showed that applying a Luce-choice
decision rule upon similarity estimates derived from a structural model can address the symmetry
limitations of the similarity model. Therefore, a Luce-choice model, which estimates the
similarity between a cue and a response, conditionalized based on the similarity of the cue to its
other neighbors, would predict that when a cue is activated, the activation of given word, relative
to other activated words, is used to select a response. Given that the influence of a Luce-choice
model has not been explored within the SWOW norms, this model is also considered as a viable
algorithmic account of free associations. In addition, the present work also explores the
contribution of the Luce-choice model in accounting for relatedness/similarity judgments.
Similarity-Frequency Models. Another algorithmic account of free associations may be that
when a given cue is activated, activation spreads to its neighbors in proportion to their frequency
as well as the semantic similarity to the cue. This type of model assumes that activation spread
within a network is driven by not simply the underlying structural space, but also by the
frequency of the response and the cue in the language. Moreover, the combined effect of
frequency and similarity may be additive (i.e., frequency and similarity independently influence
response activations) or multiplicative (i.e., frequency and similarity interactively influence
response activations). Therefore, the present work explores both additive and multiplicative
frequency-similarity models as possible accounts for how responses are selected in a free
association task, and also applies this model to account for relatedness/similarity judgments.
Multiplicative Similarity-Frequency Delta Models. In addition to the interaction between
frequency and similarity, it is possible that individuals are also sensitive to other competitors
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within the semantic space and the difference in activations between a given response and its
strongest competitor (i.e., delta) determines the likelihood of selecting a particular response.
Therefore, the present work explores whether an additional process that identifies and
incorporates the competitor activations, as well as average activations of neighbors of the cue
above a certain threshold, provides a better account of performance in the relatedness/similarity
judgments as well as the free association task.

1.5 Overview
The first study (Chapter 2) evaluates the extent to which different algorithmic models (discussed
above) and one process model (Rotaru et al., 2018), when combined with different structural
DSMs (word2vec and GloVe), account for human-generated relatedness and similarity
judgments in two publicly available datasets widely used in machine learning and natural
language processing (SimLex-99 and MEN). The second study (Chapter 3) evaluates the extent
to which these models account for primary and secondary responses and latencies in free
association. Again, the question is whether these different DSMs along with distinct different
process or algorithmic assumptions can account for responses and response latencies in the Small
World of Words database, a production-based language task. Further, in order to compare the
reliability of the models in explaining free association performance across different datasets, the
same models are also applied to an overlapping large subset of the USF dataset of free
associations. Finally, Chapter 4 evaluates how structural and process-level/algorithmic
assumptions in different DSMs account for Cloze task performance. The data for this study was
obtained from Staub et al. (2015; Experiment 2) 5. It is important to reiterate that structural
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models and process-level/algorithmic accounts are task-dependent, and therefore may not
directly apply to other tasks. Therefore, the fourth chapter also describes a very recently
developed structural model specifically designed to account for sentence-level performance
(BERT, see Devlin, Chan, Lee, & Toutanova, 20196) as well as different algorithmic models that
may explain the process of selecting a single response in the Cloze task.
In sum, this dissertation compares different structural models and algorithmic models in
the extent to which they account for performance in relatedness and similarity judgments
(Chapter 2), free association (Chapter 3) and the Cloze task (Chapter 4). Taken together, these
studies provide a quantitative framework to model search and retrieval processes underlying
familiarity-based and production-based semantic retrieval tasks, and more generally provide
novel insights into the interactions between structure and process in semantic retrieval tasks.

6
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Chapter 2:
Modeling Relatedness and Similarity
Judgments
There has been considerable emphasis on using computational models of semantic memory to
capture variance in tasks that would appear to demand more familiarity-based (non-analytic)
processes such as similarity judgments, meaning relatedness, and lexical decision performance.
In this chapter, two datasets of human-generated similarity and relatedness judgments that
involve more familiarity-based decisions will be evaluated on the common set of process and
algorithmic models discussed earlier. It is important to note here that the Rotaru model was
designed to account for variance within these specific tasks and is therefore expected to perform
well on these datasets. However, it remains unknown whether alternative algorithmic models
would be able to account for performance in tasks that are likely driven by overall activation
within a semantic space. Therefore, the goal of this chapter is to compare the performance of the
process-based Rotaru et al. model with different algorithmic models in accounting for
relatedness and similarity judgments.

2.1 Methods
2.1.1 Datasets and Exclusion Criteria
Two datasets were targeted for these analyses, MEN (Bruni, Tran, & Baroni, 2014), and
SimLex-999 (Hill, Reichart & Korhonen, 2015). The MEN dataset contains relatedness
judgment scores for 3000 English word-pairs, where participants were shown two word-pairs
and asked to select the more related word-pair on each trial. Each pair was rated against 50
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comparison pairs (randomly selected from the same set of 3000 items) by 50 different
participants, thus producing an absolute relatedness score on a 50-point scale. For example, sunsunlight produced a perfect relatedness score of 50 (i.e., it was always selected as the more
related pair against all 50 comparison pairs), whereas bakery-zebra produced a relatedness score
of 0 (i.e., it was never selected as the more related pair against all 50 comparison pairs).
SimLex-999 contains similarity scores for 999 word-pairs, obtained by asking 500
participants to rate how similar two given words were on a 7-point scale, and then linearly
mapping these scores to an 11-point scale (0 to 10). Each word pair was rated by approximately
50 participants. Importantly, participants in SimLex-999 were instructed to specifically focus on
similarity and not relatedness, by showing examples of words that may be related (e.g., carwheels) but not similar (e.g., glasses-spectacles). Therefore, participants typically rated words
that were highly related (e.g., word-dictionary, woman-man, dog-cat, etc.) lower than words that
were synonymous (e.g., vanish-disappear, area-region, quick-rapid, etc.) within the SimLex-999
dataset.
For all models evaluated below, an 11,906-word semantic vector space was assumed,
which was based on the 11,906 unique one-word cues in the SWOW database, to ensure
maximum comparability across different chapters. After converting plural forms of words to
singular forms in both datasets (e.g., daffodils to daffodil, etc.), 17 words in the MEN dataset and
4 words in the SimLex-999 dataset were not within the 11,906 word-space and therefore the
MEN dataset was reduced to 2885 word-pairs and the SimLex-999 dataset was reduced to 995
word-pairs1. The present study then evaluated the extent to which the two structural models
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Overall patterns do not change upon inclusion of these additional words; therefore, results are reported from the
restricted dataset to ensure comparability across the similarity/relatedness judgments task and free association task
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(word2vec and GloVe) combined with the process model proposed by Rotaru et al. and the
various algorithmic models (described in Chapter 1) accounted for relatedness and similarity
scores in the MEN and SimLex-999 datasets.

2.1.2 Structural Models
For all analyses, a pretrained word2vec model (skip-gram version) was used which was available
from Yamada et al. (2018). The model was trained on a large English Wikipedia corpora (3
billion tokens; extracted in 2018), and produced 300-dimensional word vector representations. A
comparable pretrained GloVe model, also trained on a Wikipedia corpus (extracted in 2014;
trained on an additional Gigaword 5 corpus; 6 billion tokens), available via Patel, Sands,
Callison-Burch, and Apidianaki (2018) was also used to derive 300-dimensional word vectors 2.
These models were then used to obtain vector representations for all words in the MEN/SimLex999 datasets.

2.1.3 Algorithmic and Process Models
A series of models (introduced in Chapter 1) were implemented using the DSMs described
above, to account for similarity and relatedness judgments. The following section describes the
mathematical formulations of the different models applied to model relatedness and similarity
judgments.
Baseline ELP Model. First, a baseline model was implemented that simply captured
similarity of the two word-pairs’ item-level characteristics. Specifically, it is possible that words
that share item-level characteristics such as frequency, concreteness, valence, etc. are judged to
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Pretrained models were used to reduce computational overhead, although future work will control for corpora-level
differences. The General Discussion also addresses some of these model differences in detail.
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be more similar and/or related. To examine this possibility, item-level information was extracted
from the English Lexicon Project (Balota et al., 2007) and included length, frequency,
concreteness, and emotional valence for each word pair in the MEN and SimLex-999 datasets.
Next, an ELP model was implemented, which contained interaction terms between cue-response
item-level characteristics, to evaluate the influence of item-level information on
similarity/relatedness judgments. This model provides a baseline for the amount of variance that
is simply accounted for by basic item-level characteristics, and therefore does not rely on the
semantic information contained within the distributional semantic models. The present study also
examined the extent to which ELP-based variables correlated with distributional similarity, to
further confirm that these variables likely reflect different sources of information.
Similarity Model. Second, a baseline Similarity (S) model was obtained, based on the
cosine similarity between the words vectors. Specifically, using the structural DSMs (word2vec
and GloVe), 300-dimensional vector representations for a dataset of 11,906 words were
obtained. This matrix, denoted by vecs, was of size 11,906 x 300, where each row corresponded
to the 300-dimensional vector associated with a particular word. Next, a similarity matrix S, of
size 11,906 x 11,906 was computed, from the word vectors, using vector cosine as a measure of
similarity between vectors, such that
S = (vecs/||vecs||) * (vecs/||vecs||)T,
where T denoted the matrix transpose, ||∙|| denoted the Euclidian norm (computed for each row),
and / denoted element-wise division. Therefore, S(word1, word2) was computed as the cosine
similarity between the two words for each word pair in MEN/SimLex-999 within the specific
structural DSM. Importantly, the present work tested whether the Similarity model explained any
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variance over and above the ELP model described earlier by incrementally adding the cosine
similarity estimate to the ELP model.
Rotaru et al. Model. Third, the Rotaru et al. process model was implemented to account
for relatedness and similarity judgment scores. Following the procedures described in Rotaru et
al., all the negative values in the similarity matrix (S) were set to zero, to construct SM, such that
SM(i,j) = S(i,j), if S(i,j) > 0, and SM(i,j) = 0, otherwise. Rotaru et al. assumed that the activation
that propagated from the source word wi to the target word wj was proportional to both the
current activation level of wi, and the value of SM(i,j), i.e., the strength of the relationship
between wi and wj. Rotaru et al. further assumed that the total activation within the network
remained constant, and therefore, the activation of every word (i.e., row) was merely a sum of
the activations of all its neighbors. Therefore, the diagonal elements of the matrix SM were set to
zero, and then the rows of SM were normalized, such that each row summed to one, to construct
SMnorm. Therefore,
SMnorm (i,j) = 0, if i = j, and
SMnorm (i,j) = SM(i,j) / Σk{SM(i,k) | 1 ≤ k ≤ N and k  i}, otherwise.
Within SMnorm, each row represented the conditional probability distribution over all the
neighbors of the word associated with that row. To account for the fact that each word may also
retain some of its own activation at each time step, Rotaru et al. employed a weighted sum of
SMnorm and the identity matrix of size N, IN, as the dynamic model, DM = (2 * SMnorm + IN)/3.
The spreading of activation was modeled as a discrete-time Markov Chain (MC), such that DM
represented the probability matrix for the MC, impacted both by the activation of the word itself
(IN) and the strength of activation of its neighbors (SMnorm). DMk denoted the state of MC at step
k. This state was computed by raising DM to the power of k, meaning that DM k = (DM)k. Thus,
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for any row i and column j, the value DMk (i,j) represented the probability that the Markov chain
was in state j, at time step k, given that it started in state i. This probability denoted the amount
of activation associated with word wj, at time k, following the initial presentation of word wi.
The values DMk (i,j) and DMk (j,i) were used to estimate the strength of association between w i
and wj, and between wj and wi, respectively. Therefore, the activation between any two words
(i.e., between the word-pair in MEN/SimLex-999) was computed at each time point, resulting in
five different process-models, DM1 to DM5, each indicating the strength of association between
the two words at time steps k = 1 to 5. Next, as in Rotaru et al., these estimates (DM1 to DM5)
were incrementally added to the ELP + Similarity model (S) within linear regression models to
evaluate whether the inclusion of these activations improved the explained variance. Note that
although the activation at each time step was incrementally added to the regression model, the
final results are reported for the best-fitting model (estimated based on model likelihoods for
models k=1 to 5; referred to as the Rotaru et al. model throughout) for brevity.
Luce-Choice Algorithmic Model. The algorithmic Luce-choice model investigated the
possibility that relatedness/similarity decisions are made by examining the relative similarity
between words, based on the Luce-choice decision rule. Although simpler models of the Lucechoice rule exist (e.g., Jones et al., 2018), the frequency-biased version of the Luce-choice model
was implemented for these analyses for maximum comparability with the subsequent models3.
Specifically, in the Luce-choice (Luce) model,
Luce(word2 | word1) = F(word2)*S(word2, word1)/ Σk{F(k)*S(k, word1),

3

For Luce and SF-based models, all negative cosine similarities were set to a small positive value (.0001) to ensure
comparability with the Rotaru et al. model and ensure that multiplicative functions did not yield zero products.
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where word1 and word2 denoted the first and second words presented to participants in the
MEN/SimLex-999 datasets, k ranged from 1 to tau and denoted the topmost tau neighbors of the
first word, and F (word2) denoted the spoken word frequency of the second word. Log frequency
estimates were obtained using the SUBTLEX-WF database available from the ELP4 and then
activations were computed for each word within the Luce-choice model. Although initial
analyses explored the parameter space for tau (by counting all words with activations above a
certain number of standard deviations as the neighbors of the first word), setting tau = 11,906
(i.e., the complete similarity space) produced the best results, and therefore the final results are
reported only for tau =11,906. Of course, the idea of “neighbors” is relative here, and given the
continuum of similarities within vector-space models, all words are technically neighbors of each
other, albeit by varying degrees (as indicated by cosine similarities). For example, the word dog
is highly similar to puppy, slightly less similar to cat, and least similar to apple. Within this view,
the relative similarity of a given word (word2) to another word (word1), conditionalized by all
possible similarities in the semantic space is assumed to influence relatedness and similarity
judgments. Given that the second word’s frequency is already incorporated into the Luce-choice
model formulation, this term was excluded from the ELP model for these analyses to avoid
double-dipping (the first word’s frequency, and all length, concreteness, and valence-based terms
were retained).
Similarity-Frequency Additive/Multiplicative Models. The Similarity-Frequency (SF)
models explored the contribution of frequency in determining the similarity and relatedness
scores. Specifically, it is possible that relatedness or similarity judgments are influenced by the
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Frequency estimates for 476 words out of 11,906 total words were missing from the ELP -- to ensure the
SFmultiplicative was symmetric and did not have missing values, log frequency for the missing words was set to 1 (mean
log frequency was 2.37 (SD = .82) across all words). Patterns did not change if these words were excluded from
analyses.
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frequency and semantic similarity of the different words within the semantic space, and this
combined effect could be additive or multiplicative. Therefore, in the SF models,
SFadditive(word2 | word1) = S(word1, word2) + F(word2)
SFmultiplicative(word2 | word1) = S(word1, word2)*F(word2)
As in the Luce-choice model, given that frequency of the second word is already incorporated
into the SF models, the interaction term for word frequencies from the ELP model was excluded
for these analyses, to avoid double-dipping. Note that the SFmultiplicative model is quite similar to
the Luce-choice model, except that it doesn’t take into account the relative similarity to other
responses.
Multiplicative Delta Model. The multiplicative delta model (SFmultiplicative-delta)
explored whether adding an additional step of accounting for neighboring activations improved
the predictive power of the SFmultiplicative model. Specifically, it is possible that similarity and
relatedness judgments are influenced by the activation of other words within the network, such
that the difference in activation of the specific word (word2) and the next most active competing
word may determine the extent to which two words is considered to be related or similar. To
evaluate this possibility, for each word pair, the difference (delta) in activations indexed by the
cosine*frequency values between the second word (word2) and the next most active word within
the semantic space for the first word (word1) was computed, and these estimates were used to
predict relatedness/similarity scores within a regression model. Importantly, it is possible that
delta reflects a type of thresholding process, such that when a word is sufficiently more activated
than a competitor beyond a threshold, it is considered to be related/similar. This may suggest that
the contribution of delta asymptotes at some point, or only starts to influence response
likelihoods after a certain level of activation. Therefore, the present study also examined whether
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delta showed a quadratic trend with relatedness/similarity scores (which would be suggestive of
a threshold), and included a quadratic term in the regression models if the quadratic trend was
significant. If the quadratic trend was not significant, a linear delta term was added to the
models.
Multiplicative Delta-Neighbors Model. In addition to the competing activations of a
single competitor, it is also possible that the overall activation of neighbors within a semantic
space influences similarity/relatedness judgments. To evaluate this possibility, the mean
activation values of neighbors of the first word with cosine*frequency values above 3 standard
deviations within SFmultiplicative were computed and included as an additional predictor within the
SFmultiplicative-delta-neighbors model. Although initial models explored the full spectrum of
neighbors (e.g., neighbors above 1, 2, 4, etc. standard deviations), these analyses revealed similar
patterns but low overall variance, and have therefore not been reported.

2.2 Results
For all analyses, total explained variance (R2) computed using the r.squaredGLMM function
from the MuMIn package in R (Barton, 2020) 5 was used to estimate the predictive power of the
different models, and the Weights function from the MuMIn package was used to estimate model
likelihoods. Specifically, the relative evidence in favor of one model versus another was assessed
using normalized model likelihoods obtained by supplying Bayesian Information Criterion (BIC)
indices to the Weights function. In addition, to assess the variability in the obtained R2 estimates,
bootstrapped confidence intervals were obtained for each fixed-effect R2 estimate by sampling

5

The r.squaredGLMM function gives marginal and conditional estimates of R2 for mixed-effects models, and a
single estimate for linear regression models. Both estimates are reported wherever mixed-effects models are used.
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with replacement across 1000 simulations using the boot function in R. Further, the anova
function was used to test significance of nested models, and the cocor package (Diedenhofen &
Musch, 2015) was used to compute statistical significance of differences between correlations
across all analyses.
Table 2.1 displays the total explained variance in relatedness and similarity scores in the
MEN and SimLex-999 dataset, respectively. First, it is noteworthy that the ELP base model
explained considerable variance across both datasets, indicating that words with similar itemlevel characteristics were considered higher in similarity and relatedness compared to words with
more dissimilar item-level characteristics overall. For example, pairs with low concreteness
words such as weird-normal were scored as less similar (SimLex-score = 0.72), whereas pairs
with high concreteness words such as horse-mare were scored as more similar (SimLex-score =
8.33). Further, pairs with high valence words such as happy-smile were judged as more related
(MEN-score = 40), whereas word pairs with low valence words such as flood-line were judged as
less related (MEN-score = 26) overall. Importantly, these item-level characteristics showed only
moderate correlations with cosine similarities derived from word2vec and GloVe (-.09 ≤ r ≤
.20), indicating that these relationships did not entirely overlap with distributional information.
Next, as shown in Table 2.1, different algorithmic models and the Rotaru et al. model were
examined in the extent to which they explained variance in relatedness/similarity judgments. It is
important to highlight here that all models’ estimates were added over and above the predictors
from the ELP model, and therefore one could assess whether these models explained significant
variance over and above baseline item-level characteristics.
First, as shown, explained variance was significantly higher for MEN than for Simlex999, consistent with previous work, which may be indicative of differences in the demands of the
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task as well as the nature of items used in both datasets (De Deyne et al., 2019; Rotaru et al.,
2018). Importantly, the Rotaru et al. model explained the most variance across both datasets,
although bootstrapped confidence intervals slightly overlapped between the Rotaru et al. model
and the simple similarity model in GloVe-based models, suggesting that there was some
variability in the explained variance estimates. Furthermore, word2vec and GloVe appeared to
explain similar amounts of variance across both datasets, although overall, model likelihoods
based on BIC indices indicated that the Rotaru et al. model based on GloVe clearly performed
better than word2vec across MEN and SimLex-9996.

Table 2.1. Explained Variance in MEN and SimLex-999
Structural
Model
word2vec

GloVe

Process Model
ELP
Similarity*
Rotaru et al. model*
Luce
SFadditive
SFmultiplicative
SFmultiplicative-delta
SFmultiplicative-delta-neighbors
Similarity*
Rotaru et al. model*
Luce
SFadditive
SFmultiplicative
SFmultiplicative-delta
SFmultiplicative-delta-neighbors

MEN: R2 [CI] (%)

SimLex-999: R2 [CI] (%)

10.53 [7.62, 12.46]
55.51 [52.83, 57.66]
61.47 [58.59, 68.63]
47.88 [44.71, 50.49]
14.15 [11.01, 16.41]
45.53 [42.33, 48.12]
48.13 [44.75, 50.79]
52.32 [49.03, 54.87]
62.55 [59.96, 64.70]
64.88 [62.31, 66.88]
49.55 [46.49, 52.09]
15.48 [12.27, 17.84]
50.55 [47.48, 53.07]
52.01 [48.76, 58.60]
56.09 [52.86, 58.56]

16.86 [11.92, 19.68]
28.05 [22.40, 31.83]
32.94 [27.23, 36.35]
20.96 [15.97, 24.37]
15.90 [11.23, 18.70]
20.35 [15.42, 23.71]
20.98 [15.89, 24.21]
23.86 [18.53, 26.83]
32.44 [26.71, 36.42]
34.55 [28.87, 38.25]
23.66 [18.58, 27.26]
15.86 [11.21, 18.66]
22.01 [16.99, 25.51]
22.09 [16.91, 25.31]
26.95 [21.41, 30.19]

Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R2 estimates from 1000 samples with
replacement.

6

In Rotaru et al., word2vec outperformed GloVe in both MEN and SimLex-999, although these differences could be
attributed due to differences in text corpora given that Rotaru et al. used the British National Corpus, while the
present work uses the Wikipedia corpus. Additionally, Rotaru et al. did not account for ELP variables.
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Interestingly, the algorithmic models (i.e., Luce and SF-based models) did not adequately
explain similarity and relatedness judgments in MEN and Simlex-999 (although Luce and
SFmultiplicative-based models explained more variance than the baseline ELP model across both
word2vec and GloVe)7. Overall, these results indicate that the Rotaru et al. process model
successfully explained relatedness and similarity ratings considerably better than the algorithmic
models. Of course, this was expected given that the Rotaru et al. model was specifically
developed to account for performance in familiarity-based tasks, and the present findings extend
the Rotaru et al.’s process-model to a new corpus and also show that the Rotaru et al. model
explains significant variance over and above shared item-level characteristics between the words.

2.3 Discussion
The results from the current study yielded five important observations. First, it is noteworthy that
the ELP variables accounted for a substantial amount of variance in these tasks, and hence future
studies comparing predictive power for different models should control for simple item-level
variables. Another noteworthy observation is that the ELP model accounted for much more
variance in SimLex-999 than MEN, but this was opposite to the patterns observed from the
algorithmic and process-based models, where explained variance was higher in MEN compared
to SimLex-999; this too may reflect the differences in task demands and the extent to which
item-level information is accessed across MEN and SimLex-999. Specifically, the task of
selecting the more related word-pair between two pairs (as in MEN) likely involves different
processes than rating a single word-pair (as in SimLex-99). Indeed, the single-pair judgment is
likely to be more sensitive to lexical biases compared to the two-pair judgment, which may

7

Delta did not show a significant quadratic trend (p > .05); therefore, all delta terms reflect linear relationships.
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involve more attentional processing. The task-specific demands of MEN vs. SimLex-999 are
therefore critical, and previous studies comparing model performance on these datasets (e.g., De
Deyne et al., 2019; Rotaru et al., 2018) have not controlled for such lexical biases, which may
have influenced the outcomes and interpretations of these studies.
Second, as expected the Rotaru model captured the most variance in both datasets. Third,
remarkably, the simple Similarity model performed almost as well as the Rotaru et al. model,
which suggest that participants were indeed relying on simple proximity in semantic space to
make judgments in these tasks. Fourth, the competition between words and competitors
(captured via delta-based models) did not appear to help and in fact decreased variance compared
to the simple similarity model. Finally, GloVe explained slightly more variance than word2vec,
however, this is confounded a bit by differences in the training corpora across the DSMs.
Overall, the first study explored how a process model based on the spreading activation
mechanism, as well as different algorithmic models explained relatedness and similarity
judgments. The critical finding from this study was that the spreading activation-based process
model proposed by Rotaru et al. successfully predicted similarity and relatedness judgments in
the SimLex-999 and MEN datasets, and outperformed other algorithmic models in these tasks.
These results suggest that tasks that may be driven by summed activations within a semantic
space can indeed be successfully modeled by such a process model.
In addition, the present results indicated that GloVe performed better than word2vec on
across both datasets predicting similarity and relatedness, although bootstrapped confidence
intervals for the two DSMs overlapped, indicating that there was considerable variability in these
estimates. Although previous work in natural language processing has shown that word2vec-type
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models generally perform better than GloVe on SimLex-999 but not on MEN 8, it is important to
note here that the models in the current study were different in a few ways from previous work
on MEN/SimLex-999. First, the current analyses estimate total explained variance as well as
bootstrapped confidence intervals that provide more information about the variability of these
variance estimates. Second, the present analyses also accounted for the influence of item-level
characteristics via the ELP model in addition to cosine similarities derived from word2vec and
GloVe, in an effort to estimate the total variance explained in the tasks when controlling for
lexical characteristics. Given that ELP variables correlated only moderately with cosine
similarities, these results indicate that the present GloVe model does perform better than
word2vec on MEN/SimLex-999 when accounting for item-level characteristics. An important
point to mention here is that the GloVe model used in the present study was trained on an
additional corpus (Gigaword 5), which may have contributed to some of these patterns.
However, it is also possible that the differences observed in the predictive power of word2vec vs.
GloVe reflect the type of information that the two models tend to capture. Indeed, word2vec is a
neural network trained to predict words that follow other words within a 4-word context window,
whereas GloVe attempts to capture meaningful co-occurrence-based relationships between
words within the text corpus. Specifically, GloVe estimates co-occurrence ratios for different
words across the full corpus, whereas word2vec uses the co-occurrence counts to predict words
within context windows. It is possible that estimating ratios of co-occurrence allows GloVe to
not only encode which words are similar to each other, but also how different words may be
related to each other. Consider the example provided by Pennington et al. (2014). The words ice

8

See state-of-the-art results on MEN (https://aclweb.org/aclwiki/MEN_Test_Collection_(State_of_the_art)) and
SimLex-99 (https://aclweb.org/aclwiki/SimLex-999_(State_of_the_art))
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and steam are both related to water and frequently co-occur with water, but this relationship is
not useful in differentiating the meaning of the two words. However, ice is more related to solid
than gas and steam is more related to gas than solid, and therefore the ratio of co-occurrence
between solid-ice and solid-gas could be informative about the specific properties of ice vs.
steam. Therefore, GloVe predicts these co-occurrence ratios, and assumes that words that have
higher co-occurrence ratios (e.g., solid) are more related to the one word (e.g., ice) vs. another
(e.g., steam). Note that this is process is quite different from word2vec’s process of predicting
which words may fit a given sentential context, which may rely more on identifying which words
are used within similar syntactic positions across different linguistic contexts. Therefore, it is
possible that attending to co-occurrence ratios allows GloVe to capture different types of
semantic relationships, compared to word2vec, which may be more biased towards similaritytype relations. Indeed, relatedness is a somewhat broader construct, and similarity is often
considered a special case of relatedness (De Deyne et al., 2019). Hence, due to capturing these
co-occurrence ratios, GloVe may be simply better at capturing different forms of relatedness and
similarity, which gives it an advantage over word2vec after having accounted for basic itemlevel characteristics. Of course, these hypotheses are post-hoc, and future work should perform
more focused tests of predictive power using controlled corpora, to fully understand the
predictive power of the different models and the underlying processes that govern relatedness
and similarity judgments. Indeed, recent work suggests that such judgments of semantic
relatedness may be governed by decision-based processes (Kraemer, Wulff, & Gluth, 2021) that
can be captured by computational process models such as the leaky accumulator model (Usher
and McClelland, 2001). Although MEN and SimLex-999 did not contain response latencies,
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future work should also examine the extent to which different process-level accounts can
accommodate important temporal signatures in similarity and relatedness judgments.
In sum, the present study evaluated different algorithmic and one process-based model in
accounting for similarity and relatedness judgments derived from MEN/SimLex-999, and
showed that the Rotaru et al. model based on the spreading activation mechanism provided the
best account for these data. Although tests of predictive power for different DSMs in such
familiarity-based tasks are fairly common, there has been very little work exploring the
predictive power of different computational models of semantic memory on production tasks.
Therefore, Chapters 3 and 4 focus on two such production-based tasks, free association and the
Cloze task, and evaluate the extent to which different models can account for responses and
response latencies in these more attention-demanding retrieval tasks.
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Chapter 3:
Modeling Continued Free Association
Responses and Latencies
Associative strengths derived from free association responses have been widely applied to
understand different cognitive phenomena, as well as develop computational network models of
semantic memory. However, as discussed in Chapter 1, the mechanisms underlying free
association continue to remain unclear. This study evaluates how two structural models
(word2vec and GloVe), when combined with different algorithmic models and one process
model (Rotaru et al., 2018), predict primary and secondary response proportions as well as RTs
in a continued free association task (SWOW; De Deyne et al., 2019). Importantly, although prior
work has examined free association responses within the USF database (e.g., Griffiths et al.,
2007; Jones et al., 2011), no work has investigated RTs to produce the associate response or the
secondary responses that are available in the SWOW database. Investigating the variables and
processes that influence RTs and secondary responses in the free association task may provide
insights into the dynamics of this task and could potentially provide a better index to evaluate
different models. Further, the present study also examines how different models account for
performance in the USF dataset to provide converging evidence that the patterns observed in the
SWOW task do indeed replicate in an older lab-based dataset.

3.1 Methods
3.1.1 Dataset and Exclusion Criteria
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Small World of Words Dataset. The dataset of free association responses collected by
De Deyne et al. (2019) in the Small World of Words (SWOW) project was the primary dataset
for these analyses. The SWOW data come from an online task1 that involves producing words
that come to mind in response to a given cue (see https://smallworldofwords.org/en). Participants
were presented a cue word on the screen and instructed to respond with the first three words that
came to mind. They were also instructed to respond only to the cue word (and not to previous
responses), and could press a “no more responses” button if they could not think of further
responses to a given cue. The SWOW dataset2 contains primary, secondary, and tertiary word
associations and response latencies for 12,292 cue words in English, produced by 101, 892
participants.
Due to the online nature of this task, there was considerable variability in how
participants approached the task (e.g., participants could produce responses to only one or many
words at their own pace, and used different devices to perform the task). Therefore, a series of
selection criteria were applied to the raw dataset to obtain a quality dataset to model. First,
3.17% of the SWOW dataset contained cues that were longer than one word (e.g., thank you, far
away, high school, etc.), which were excluded to ensure that vector representations for these
words could be derived from the word-level structural models (word2vec and GloVe). The
reduced dataset contained 11,906 unique one-word cues. Second, any responses that were not
presented as cues (to ensure that model computations were on symmetric matrices; as is standard
in free association research, see Nelson et al., 2004) were excluded, which resulted in 11,750
unique primary responses and 11,748 unique secondary responses. Third, trials on which

1

The SWOW project was initially based on a pen-and-paper task (De Deyne et al., 2019), but the current dataset is
exclusively from the web-based version of the task, in which individuals could participate via computers and mobile
devices.
2
Shared by Simon De Deyne.
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negative RTs (likely reflecting server issues or poor connectivity) were reported were excluded
(0 trials for primary responses and 53,353 trials for secondary responses), and to further ensure
good estimates for RTs, only responses that were produced by at least 4 participants were
retained3. After implementing these procedures, the final dataset of primary responses (referred
to as SWOW-R1) contained 717,736 observations from 98,528 participants, with 11,903 unique
cues and 8,737 unique primary responses. For secondary responses, given that the algorithmic
models critically depended on the primary response, responses which did not fall within the
original 11,906 cues were further excluded. The final dataset of secondary responses (referred to
as SWOW-R2) contained 373,964 observations from 89,249 participants, with 11,861 unique
cues and 7,771 unique secondary responses. All reported analyses are based on these final
datasets of primary and secondary responses (SWOW-R1 and SWOW-R2).
USF Dataset. In addition to examining the predictive power of different structural and
algorithmic models in accounting for performance in the SWOW task, the present study also
compared the patterns observed in the SWOW task to the gold standard free association norms,
collected by Nelson et al. (2004). As discussed earlier, the USF norms were collected in a labbased setting from over 6,000 participants for 5,019 words with an average of 150 responses per
cue. To compare the two datasets in the fairest way possible, a subset of the USF norms was
considered, which excluded responses produced by less than 4 participants (as in SWOW-R1) as
well as any cues or responses that were not included in the 11,906 words, leading to a total of
4,985 unique words. Next, activation estimates from different structural and algorithmic models
were obtained within this reduced dataset (USF-4985), and these estimates were compared to a

3

Variance explained was very low when responses with less than 3 participants were included. Note that for
secondary responses, primary responses produced by less than 4 participants were retained as long as the secondary
response itself was produced by at least 4 participants.
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smaller subset of SWOW-R1 which contained R1 responses to the same 4,985 cues also present
in USF-4985 (hereafter referred to as SWOW-4985).

3.1.2 Structural and Algorithmic/Process-based Models
As in Chapter 2, pretrained word2vec and GloVe models were used to obtain 300-dimensional
vector representations for all cues and responses in the SWOW-R1 and SWOW-R2 databases.
Next, a series of models were evaluated in the extent to which they explained performance in the
free association task. Importantly, given that the SWOW dataset contains both primary and
secondary responses, the models implemented differed for the primary and secondary responses
and are therefore described separately below.
Primary Response Models.
ELP model. The ELP model examined the extent to which basic item-level
characteristics of the cue and response influenced free association responses and latencies.
Specifically, it is possible that words that are more concrete or have high emotional valence or
frequency tend to also produce responses that are concrete, have high emotional valence, or
frequency. Therefore, as in Chapter 2, item-level information for cues and responses was
extracted from the ELP database and submitted to a regression model predicting primary
responses and response latencies.
Similarity Model. As before, the similarity model examined the extent to which cosine
similarity from the DSMs (word2vec and GloVe) accounted for free association performance.
Therefore, S(cue, response) was computed as the cosine similarity between the cue’s vector and
the response vector within the specific structural DSM and submitted to a regression model
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including the ELP variables, to evaluate the extent to which semantic similarity explained
additional variance in free associations over and above item-level information.
Rotaru et al. Model. As in Chapter 2, the Rotaru et al. model was implemented to obtain
activations from the cue to the response at discrete time steps, and these activations were added
to the ELP + Similarity model to evaluate whether the process-based model explained additional
variance in free associations over and above baseline item-level information and cosine
similarity between the cue and response.
Luce-Choice Algorithmic Model. The algorithmic Luce-choice model investigated the
possibility that responses to cues in the free association task are selected not merely via semantic
similarity to the cue, but instead the relative similarity of the specific response, compared to
other neighbors of the cue, based on the Luce-choice decision rule. Specifically, in the Lucechoice (Luce) model for free associations,
Luce(response | cue) = F(response)*S(cue, response)/ Σk{F(k)*S(cue, k)},
where k was set to 11,906, as in Chapter 2, and F (response) denoted the spoken word frequency
of the given response derived via the ELP.
Similarity-Frequency Additive/Multiplicative Models. The similarity-frequency models
explored the joint contribution of semantic similarity and frequency on free association
performance. Specifically, it is possible that the process of selecting a particular response for a
given cue also takes into account baseline activations of the different words within a similarity
space, where baseline activations could reflect the frequency of a given word. Therefore, when a
cue is activated, it activates other neighbors as a function of both the frequency of the word, as
well as its semantic similarity to the cue itself, and this function could be additive or
multiplicative.
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SFadditive(response | cue) = S(cue, response) + F(response)
SFmultiplicative(response | cue) = S(cue, response)*F(response)
Activations from the SF-based models were submitted to a regression model containing
ELP variables 4 to evaluate the extent to which semantic similarity and frequency influence
response production.
Multiplicative Delta Model. The multiplicative delta model assumed that once a group
of potential responses was identified, the response that was comparatively higher in activation
from the next most active response is selected. For example, for a given cue village, responses
such as town, city, etc. may come to mind, and ultimately, the difference between the activation
of a given response from the next most activated response may determine the selection process.
To evaluate this possibility, for every cue-R1 combination, the cosine*frequency value of the
next most active competitor within SFmultiplicative, and the difference between R1’s activation and
the competitor’s activation (delta) were computed and these estimates were used in a regression
model (SFmultiplicative-delta) to predict R1 probabilities and RTs. As before, a quadratic term for
delta was included within the models if delta showed a significant quadratic pattern with
response probabilities and latencies.
Multiplicative Delta-Neighbors Model. In addition to examining the difference in
activations between R1 and the strongest competitor, the multiplicative delta-neighbors model
examined whether the mean level of activations for the strong neighbors of the cue influenced
the likelihood of selecting a given response. It is possible that if neighbors of the cue (other than
R1 and the strongest competitor) are highly activated on average, this either reduces the overall
likelihood of selecting a given R1 due to excessive competition among the different neighbors,

4

Excluding response frequency, to avoid double-dipping
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or facilitates the production of R1 due to converging activation from multiple words. Therefore,
as in Chapter 2, the mean neighbor activation for a specific cue was computed and submitted to a
regression model in addition to the estimates of similarity-frequency and delta (SFmultiplicativedelta-neighbors) to predict R1 probabilities and RTs.
Secondary Response Models. In order to model secondary response production in the
SWOW norms, there is a need to incorporate additional assumptions that account for the
selection of the primary response. Therefore, the present work explores how secondary responses
are selected in the SWOW task by providing additional activation to certain words within the
semantic space after a specific primary response has been selected, via the unchained and
chained models described below. Importantly, because the SFmultiplicative-delta-neighbors model
provided the best fit to R1 responses (see Results section), which was in turn based on the
underlying values in the SFmultiplicative matrix, chained and unchained secondary response models
were first derived from values within the SFmultiplicative model. Competitor and neighbor
activations were then subsequently obtained from the SFmultiplicative model to ultimately test the
influence of competing neighbors in secondary response production via the SFmultiplicative-deltaneighbors model.
Unchained Multiplicative Model. The unchained model assumed that activation from the
cue spread to its neighbors excluding R1, assuming that R1 has already been produced or
“tagged” as such (Dell, 1986). The idea of tagging or dampening an already produced response is
important in theories of speech production, and serves as an indicator that a response has been
selected for output and therefore should not be further activated. Therefore, within the unchained
model, the “activation” of R2 was simply the value of the specific response in SFmultiplicative:
SFmultiplicative-unchained (R2 | cue-R1) = SFmultiplicative(R2 | cue)
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Importantly, the unchained model was further supplemented using the same estimates of delta
(indicating the difference in the activation of the response and the strongest competitor) and the
mean neighbor activations, via the SFmultiplicative-unchained-delta and SFmultiplicative-unchaineddelta-neighbors models to explore whether these additional assumptions about neighbors and
competitors improved the fit of the unchained model.
Chained Multiplicative Model. A chained model of secondary response production
assumed that activation spread from R1 to its neighbors, excluding the cue. Importantly, to
simultaneously assess the contribution of the cue spread vs. R1 spread in predicting R2, the
amount of additional activation (as indexed by values in SFmultiplicative) provided by the cue (theta)
and by R1 (1-theta) to their neighbors above 2 and 3 standard deviations was parametrically
varied. Specifically, theta was varied from 0.1 to 0.9 to examine how varying the relative
contribution of “activation” from the cue vs. R1 influenced final R2 values in SFmultiplicativechained-cueR1. Therefore, in the SFmultiplicative-chained-cueR1 model, a particular word could
receive additional activation from both the cue and R1, only the cue, only R1, or neither. This
formulation resulted in 9 (theta values) x 2 (standard deviation values) = 18 distinct models for
each structural DSM (word2vec and GloVe).
Furthermore, in addition to testing the relative contribution of the cue vs. R1 in predicting
R2 responses as described above, the SFmultiplicative-chained-R1 model examined specific weight
of R1’s value in SFmultiplicative (beta) and the total number of neighbors to which this value was
added (neighbors of R1 with cosine similarity values above n standard deviations, where n
ranged from 1 to 5) to examine the full extent to which R1 influenced R2 responses. This
resulted in 9 (beta) x 5 (n) = 45 model configurations for each structural DSM. The estimates
from these models were used predict R2 response probabilities and latencies. Furthermore,
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similar to the unchained model, the SFmultiplicative-chained-R1 model was further extended to
incorporate delta and neighbor-based activations, yielding the SFmultiplicative-chained-R1-delta and
SFmultiplicative-chained-R1-delta-neighbors models.

3.2 Results
3.2.1 Descriptive Statistics
Overall, there was considerable variability in the responses produced by participants. First, it
should be noted that the number of cues that a given participant responded to ranged from 1 to 22
(M = 7.28, SD = 2.9) in SWOW-R1 and from 1 to 17 in SWOW-R2 (M = 4.19, SD = 2.15). So,
most participants only responded to a few cues in the SWOW datasets. Figure 3.1 shows the
distribution of unique primary (R1) and secondary (R2) responses across participants to different
cues in SWOW-R1 and SWOW-R2.

Figure 3.1. Distribution of unique primary (R1) and secondary (R2) responses in the
SWOW-R1 and SWOW-R2 databases.

As shown, across all participants in the datasets, the total number of unique R1 responses to the
different cues ranged from 1 to 13 (M = 5.3, SD = 1.86) in SWOW-R1. Thus, some cues
produced more varied responses than others. For example, cues such as affection, beagle, and
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Yellowstone produced only 1 unique R1 response (e.g., love, dog, and park, respectively) in
SWOW-R1, whereas cues such as foggy, surgical, and waist produced 13 unique R1 responses
(e.g., band, belt, body, coat, etc. ). Similarly, the number of unique R2 responses ranged from 1
to 11 in SWOW-R2 (M = 4.92, SD = 1.76). Interestingly, the cues that produced the fewest
unique R1 responses did not directly correspond to those that produced fewest unique R2
responses, although there was a moderate correlation between the number of unique R1 and R2
responses for a given cue, r = .27 (p < .001). For example, although affection produced only 1
unique R1 response in SWOW-R1, i.e., love, it produced 4 different R2 responses in SWOW-R2:
caring, hug, hugs, love5. This is important because it suggests that participants may indeed be
using R1 responses and the cue to produce R2 responses, i.e., a type of chaining. Further, the
mean number of unique R2 responses for specific cue-R1 pairs was 1.48 (SD = .95), suggesting
that several cue-R1 combinations produced singleton R2 responses.

3.2.2 Predicting Primary (R1) Responses in Free Association
To analyze the primary responses, the SWOW-R1 data was first aggregated to obtain
probabilities of producing different R1 responses for a given cue. Next, as described earlier, the
influence of item-level characteristics that may influence free association performance was
investigated via the ELP model. Table 3.1 displays the correlations between the item-level
characteristics of the cue and R1. As shown, high cue frequency, concreteness, and valence were
positively correlated with high R1 frequency (r = .18 , p < .001), concreteness (r =.61 , p < .001),
and valence (r = .56 , p < .001), indicating that cues with high frequency, concreteness, and

5

Note that as discussed in the Methods section, although SWOW-R1 excluded R1 responses that were produced by
fewer than 4 participants, these responses were retained in SWOW-R2 as long as the specific R2 response was
produced by at least 4 participants. Therefore, love could be the R2 response for a trial on which like was the R1
response, even if like was not produced by at least 4 participants.
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valence produced responses with high frequency, concreteness, and valence, respectively. For
example, the cue you (a high-frequency word), produced a high-frequency response such as me
more often (probability = .84) compared to a response with lower frequency such as person
(probability = .10).
Table 3.1. Correlations between cue-R1 ELP variables in the SWOW-R1 database
cueR1cueR1cueR1cueR1Length Length Conc
Conc
Val
Val
Freq
Freq
cueLength
R1Length
cue-Conc
R1-Conc
cue-Val
R1-Val
cue-Freq
R1-Freq

1
0.2*
-0.32*
-0.23*
0.01*
-0.03*
-0.32*
-0.02*

1
-0.17*
-0.25*
0.01*
-0.02*
-0.07*
-0.43*

1
0.61*
0.07*
0.08*
0.08
-0.05*

1
0.06*
0.12*
0.01*
0.02*

1
0.56*
0.17*
0.07*

1
0.08*
0.21*

1
0.18*

1

Note: * indicates significant correlation (p< .05). Conc indicates concreteness rating, Val indicates emotional
valence rating, and Freq indicates SUBTLEX word frequency derived via the ELP

Similarly, the cue happiness (a high-valence word) produced a high-valence response
such as joy more frequently (probability = .44) than sadness (a low-valence word; probability =
.12). Finally, a concrete cue such as apple produced concrete responses such as pear and orange,
whereas a low-concreteness cue such as spirituality produced responses with low concreteness
such as religion more frequently (probability = .78) to responses with high concreteness, such as
church (probability = .11). There were also some interesting correlations between length and
other ELP variables, suggesting that longer words (e.g., misunderstanding, etc.) were associated
with low concreteness and low valence responses (e.g., argument, mistake, etc.) and were
generally less frequent than shorter words.
Overall, these examples and correlations indicate that there are indeed item-level
influences of the cue upon R1. Furthermore, these ELP variables only showed low to moderate
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correlations with cosine similarities derived from word2vec (rR1-freq = -.25 , r R1-valence = -.07, r R1concretness

= -.16) and GloVe (rR1-freq = -.18 , r R1-valence = -.01, r R1-concretness = -.13), suggesting that

these influences of cues’ characteristics upon response production existed above and beyond the
cosine similarity derived via DSMs. Of course, this may indicate that the ELP variables are
capturing other non-linguistic aspects of semantic similarity or word meaning that are not
effectively captured via DSMs, an issue that is discussed at length in the Discussion. To account
for these item-level dependencies, the ELP model contained interaction terms for cue-R1 length,
frequency, concreteness, and valence. As shown in Table 3.2, the ELP model accounted for
3.11% of the total variance in response probabilities in SWOW-R1, which was highly reliable,
but much smaller than the amount of variance captured by the ELP model in the MEN (R2 =
10.53%) and SimLex-999 (R2 = 16.86%) datasets examined in Chapter 2. All subsequent models
were incremental additions to the ELP model, to test whether the specific process or algorithmic
models significantly improved model fit for R1 probabilities over the baseline ELP model.
Table 3.2. Explained Variance for R1 Probabilities in SWOW-R1
SWOW-R1 Probabilities:
Structural Model
Algorithmic/Process Model
R2 [CI] (%)
ELP
3.11 [2.77, 3.39]
word2vec
Similarity*
8.92 [8.34, 9.44]
Rotaru et al. model*
9.24 [8.63, 9.75]
Luce*
9.77 [9.11, 10.36]
SFadditive
4.23 [3.85, 4.57]
SFmultiplicative
9.72 [9.07, 10.31]
SFmultiplicative-delta*
11.90 [11.04, 12.66]
SFmultiplicative-delta-neighbors*
12.01 [11.12, 12.75]
GloVe
Similarity*
9.13 [8.55, 9.65]
Rotaru et al. model*
9.22 [8.62, 9.73]
Luce*
9.55 [8.90, 10.15]
SFadditive
4.51 [4.11, 4.85]
SFmultiplicative*
9.68 [9.04, 10.26]
SFmultiplicative-delta*
13.69 [12.76, 14.52]
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SFmultiplicative-delta-neighbors*

14.00 [13.02, 14.85]

Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R 2 estimates from 1000 samples with
replacement.

As shown, the Similarity model explained significantly more variance than the ELP
model, such that higher semantic similarities between the cue and R1 predicted greater likelihood
of selecting R1. Furthermore, although variance increased in the Rotaru et al. model, compared
to the ELP and the Similarity model, the Luce-choice model generally provided better model fits
compared to the Rotaru model based on model likelihoods and confidence intervals, for both
word2vec and GloVe. Next, although SFadditive did not adequately explain R1 probabilities,
SFmultiplicative provided comparable fits to the Luce-choice model. It is important to reiterate here
that the Luce-choice model was very similar in model formulation to the SFmultiplicative model,
therefore the comparable model fits were expected. Importantly, as shown in Table 3.2, in
contrast to the results from Chapter 2, the delta models produced considerable increase in
accounted variance compared to the other models. Thus, the competition between a response and
competitor was quite powerful in predicting free association performance.
In order to further examine the nature of this pattern, Table 3.3 displays examples of
when the cosine*frequency value in SFmultiplicative (i.e., activation) of the specific competitor was
high versus low, compared to R1 in the word2vec and GloVe-based SFmultiplicative models.
Table 3.3. Examples of R1 probabilities against delta values in SWOW-R1
Structural
R1
Delta
Cue
R1
Competitor
Model
probability
(R1- competitor)
word2vec
cash
money
.95
buy
high
village
town
.65
city
high
ask
query
.05
know
low
locate
GPS
.04
find
low
GloVe
elementary
school
.81
teacher
high
hurricane
storm
.47
damage
high
two
duo
.07
three
low
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sort

arrange

.09

kind

low

As shown above, when this difference i.e., delta was high, the value of R1 in SFmultiplicative was
sufficiently higher than the next most active word, therefore overriding any competition to
produce the specific response with high probability (e.g., producing the response money to cash).
On the other hand, when delta was low, the value of R1 in SFmultiplicative was not sufficiently high
enough compared to the next most active word, leading to low overall likelihood to produce the
response (e.g., producing the response arrange to sort). Indeed, it appears that there may be a
threshold beyond which the difference between R1 and competitor values in SFmultiplicative
influences the likelihood of producing a particular response. In order to examine the relationship
between delta and response probabilities for R1, Figure 3.2 plots delta against R1 probabilities,
in the word2vec and GloVe SFmultiplicative models. As shown, delta produced a highly reliable
quadratic pattern (p < .001), and a significant positive correlation (r = .26, p < .001) with R1
probabilities, suggesting that there was a threshold beyond which the increased difference
between R1 and competitor activation influenced the selection of that word as the final R1.
Therefore, a quadratic term for delta was included as an additional predictor in the SFmultiplicativedelta regression model, to account for this process of comparing R1 responses to strong
competitors. As indicated in Table 3.2, based on model likelihoods and confidence intervals, the
SFmultiplicative-delta model consistently predicted more variance compared to the Luce-choice and
SFmultiplicative models (p < .001) in both word2vec and GloVe-based models.
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Figure 3.2. Probability of R1 as a function of delta (difference between R1 activations
and competitor activations in SFmultiplicative) in SWOW-R1

Finally, there was a small but highly significant negative correlation (r = -.03, p < .001)
between mean neighbor activations (indexed by values in SFmultiplicative) and R1 probabilities. As
shown in Table 3.2, the SFmultiplicative-delta-neighbor model also improved overall variance
explained in R1 responses, suggesting that the average level of competition within the network
influenced response likelihoods. Thus, the best-fitting model was the ELP + SFmultiplicative-deltaneighbors model, based on model likelihoods and confidence intervals.
Figure 3.3 provides a way of conceptualizing the critical patterns obtained from the
SFmultiplicative-delta-neighbors model, which shows the 3-way interaction between R1 values,
delta, and the mean neighbor values in the SFmultiplicative-delta-neighbors model for the GloVe
model6. As shown, the process of selecting a particular primary response involved higher
activation of the specific response (influence by semantic similarity and frequency), greater
difference between response activation and competitor activation, as well as low average

6

Patterns were similar for the word2vec model
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neighboring activations. Finally, as shown in Table 3.2, model fits were overall better for the
GloVe model compared to the word2vec model. It is also important to highlight here that overall,
explained variance was considerably lower in free association, compared to
similarity/relatedness judgments in SimLex-999/MEN (Chapter 2), indicating that there were
also systematic differences in the extent to which models derived from DSMs accounted for
performance in production-based vs. familiarity-based tasks.

Figure 3.3. Predicted R1 probabilities as a function of R1 activation, delta, and mean
neighbor activation in the SFmultiplicative-delta-neighbors GloVe model.

3.2.3 Predicting Primary (R1) Response Latencies
As noted, there has not been any work comparing specific models in predicting response
latencies in free association. Hence, this section focuses on modeling the response latency data.
Given that the responses were collected online and there were variable amounts of responses per
participant, there was considerable variability in these data. Hence, in order to minimize the
undue influence of extremely fast or slow RTs in the analyses, each individual’s RTs were
screened in the following manner for all analyses. First, RTs for R1 responses faster than 250 ms
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and slower than 5,000 ms were removed. This excluded 21.48% of the total trials, the majority of
which (19.18% of total trials) were trials slower than 5,000 ms. This is not surprising, given that
participants in the SWOW task were not encouraged to respond as fast as possible. These trials
were therefore eliminated to ensure a quality dataset. It is important to note here that one can
indeed use response latency data even when participants are not encouraged to respond quickly
(see Aschenbrenner, Balota, Gordon, Ratcliff & Morris, 2016). Second, a mean and standard
deviation were calculated from the remaining trials for each participant and any RTs that
exceeded 3 standard deviations (SDs) from the participant mean were also removed (additional
1.07% of the remaining trials). Overall, these two screening steps excluded 22.3% of the total
trials in SWOW-R1. After this trimming procedure, the remaining trials were standardized
within each participant and all primary analyses were conducted using trial-level standardized
RTs (z-RTs), to minimize any effects of general slowing and individual differences across
participants (see Faust, Balota, Spieler, & Ferraro, 1999). As with response probabilities, the zRTs for each unique cue-R1 combination were first aggregated, and the algorithmic and Rotaru
et al. models were then applied to these aggregate estimates using linear mixed-effects models in
R. A random intercept for the cue was included in all models to account for between-cue
variability, and all algorithmic and process-level variables were included as fixed effects in the
models. Table 3.4 displays the explained variance from the fixed and random effects in R1 z-RTs
for the different structural and process models.
Table 3.4. Explained Variance for R1 z-RTs in SWOW-R1
SWOW-R1 z-RTs:
Structural Model
Algorithmic/Process Model
Fixed [CI] /Total R2 (%)
ELP
3.12 [2.92, 3.56] /11.17
word2vec
Similarity*
4.15 [4.06, 4.81]/11.54
Rotaru et al. model
4.18 [4.10, 4.85]/11.53
Luce*
4.03 [3.96, 4.69]/11.47
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GloVe

SFadditive
SFmultiplicative
SFmultiplicative-delta*
SFmultiplicative-delta-neighbors*
Similarity*
Rotaru et al. model
Luce*
SFadditive
SFmultiplicative
SFmultiplicative-delta*
SFmultiplicative-delta-neighbors*

3.23 [3.05, 3.71] /11.20
4.04 [3.96, 4.70]/11.49
4.10 [4.05, 4.79]/11.49
4.19 [4.17, 4.91]/11.46
4.57 [4.56, 5.35] /11.62
4.57 [4.55, 5.34]/11.62
4.40 [4.34, 5.10]/11.72
3.30 [3.13, 3.79]/11.21
4.32 [4.32, 5.07]/11.47
4.38 [4.37, 5.12]/11.55
4.66 [4.64, 5.41]/11.70

Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R 2 estimates from 1000 samples with
replacement.

As shown, explained variance from fixed effects was overall low and confidence intervals for
fixed effects overlapped across the models, indicating that the z-RT data was more difficult to fit,
compared to response probabilities. This is a bit surprising, but likely reflects the considerable
variation across participants, given that participants were not encouraged to respond quickly and
on average only responded to 7 cues in SWOW-R1. Although the explained variance was
relatively low, as shown in Table 3.4 the results were generally consistent with the response
probability data. Specifically, the Similarity model explained significantly more variance
compared to the ELP model. The Rotaru et al. model did not explain significantly more variance
than the similarity model across both word2vec and GloVe models. Importantly, however, the
SFmultiplicative-delta-neighbors model explained significantly more variance in fixed effects
compared to all other models across both word2vec and GloVe, although confidence intervals
overlapped across the models and the 3-way interaction was not significant for z-RTs. There
were significant two-way interactions between R1 activation and delta, as well as delta and mean
neighbor activations. As shown in Figure 3.4 (top panel), R1 responses were produced faster
when the response was highly activated (as indexed by the value of R1 in SFmultiplicative) and the
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difference in activations between the response and competitor was high (as indicated by delta
derived from SFmultiplicative). Furthermore, as shown in the bottom panel of Figure 3.4, when delta
was high, lower mean activations produced faster z-RTs, whereas when delta was low, higher
mean activations produced faster z-RTs. Finally, consistent with the primary response analyses,
the GloVe model provided better model fits compared to the word2vec model.

Figure 3.4. Two-way interactions between R1 activation and delta, and delta and mean
neighbor interactions in the SFmultiplicative-delta-neighbors GloVe model for R1 z-RTs.

3.2.4 R1 Rank Correlations
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In order to further assess how well estimates from different models correlated with the general
pattern of R1 responses for a given cue, rank correlations (Kendall’s tau) between R1 and
estimates from the similarity model, the Rotaru and Luce-choice models, and the SF models
(SFadditive and SFmultiplicative) were computed. For example, for a given cue chair, the ranking of
different R1 responses was sit (1), seat (2), table (3), and couch (4), i.e., sit was produced most
frequently, and couch was produced least frequently as the primary response. For each of these
responses, estimates of “activation” (as indexed by cosine/frequency values within the different
models) were computed and then these model estimates were correlated with the ranks of the
actual R1 responses. For example, within the SFmultiplicative model, the ranking of the responses
based on the cosine*frequency values was sit (1), seat (2), couch (3), and table (4), and therefore
the Kendall’s tau rank correlation between the ranks based on actual probabilities vs. the
SFmultiplicative model estimates for this particular cue chair was r = .67. These rank correlations
were computed for each unique cue within each model to ultimately obtain average rank
correlations for each model. In this way, the rank correlations assessed which model best
explained the general pattern of R1 responses produced in SWOW-R1.
Table 3.5 displays the rank correlations for the different models within the two structural
DSMs for both R1 probabilities and z-RTs. As shown, the SFmultiplicative and the Luce-choice
model produced the highest rank correlations, which were significantly higher compared to all
other models (p’s < .05). Additionally, GloVe rank correlations were higher than word2vec rank
correlations overall (p’s < .05). It is important to note here that rank correlations of model
estimates with z-RTs were modest (rmax = -.07), but this is not surprising given that R1
probabilities themselves were only moderately correlated with z-RTs (r = -.18, p < .001).
Importantly, although rank correlations with z-RTs were small, they still showed patterns
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consistent with response probabilities, such that the SFmultiplicative and the Luce-choice models
produced the highest correlations.

Structural
Model
word2vec

GloVe

Table 3.5. Rank Correlations in SWOW-R1
Rank Correlation
Algorithmic/Process Model
with Probabilities
Similarity
.17
Rotaru et al. model
.15
Luce
.23
SFadditive
.12
SFmultiplicative
.23
Similarity
.18
Rotaru et al. model
.16
Luce
.24
SFadditive
.12
SFmultiplicative
.24

Rank Correlation
with z-RTs
-.03
-.03
-.07
-.07
-.07
-.04
-.03
-.07
-.07
-.07

Of course, it is important to note here that the rank correlations above do not take delta and mean
neighbor activations into account, given that delta and mean neighbor activations are derived
from the SFmultiplicative activation matrix and do not index the cue-R1 “activations” themselves.
Indeed, as indicated by the regression models discussed earlier, delta and mean neighbor
activations may reflect differentially weighted and potentially nonlinear relationships of each
response against its competitors. Therefore, although we see identical correlations for Lucechoice and SFmultiplicative (given their similar mathematical formulation), the regression models
clearly indicate that the SFmultiplicative-delta-neighbors model best captures patterns in responses
and z-RTs. Overall, despite predicting ranks equally well, taken together, the regression and rank
correlational analyses provide converging support for the multiplicative delta-neighbors model
over and above the Luce-choice model in accounting for responses and response latencies.

3.2.5 Comparing SWOW and USF norms
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Given the interactions observed between R1 model estimates, delta, and mean neighbor estimates
in the SWOW-R1 database, it is possible that these patterns were simply idiosyncratic to the
SWOW-R1 database. Hence, it is important to extend these models to other free association
norms. Specifically, these analyses compared the extent to which the same structural and process
models accounted for patterns of free association in a subset of primary free association norms
collected by Nelson et al., USF-4985 (see Methods section). First, it should be noted that R1
probabilities in USF-4985 and SWOW-4985 were strongly correlated (r = .74, p < .001). Next,
as shown in Table 3.6, variance explained was slightly higher for USF-4985, but showed similar
patterns, such that SFmultiplicative-delta-neighbors was still the best-performing model.
Table 3.6. Explained Variance for R1 probabilities in SWOW-4985 and USF-4985
SWOW-4985
USF-4985
Structural
Algorithmic/Process Model Probabilities: R2 [CI] Probabilities: R2 [CI]
Model
(%)
(%)
3.08
[2.65,
3.43]
ELP
2.92 [2.46, 3.26]
word2vec
Similarity*
10.24 [9.37, 10.99]
10.97 [10.18, 11.69]
Rotaru et al. model*
10.50 [9.61, 11.27]
11.32 [10.50, 12.06]
Luce*
10.84 [9.91, 11.69]
11.98 [11.12, 12.80]
SFadditive
4.13 [3.59, 4.56]
4.17 [3.70, 4.58]
SFmultiplicative
10.78 [9.85, 11.61]
11.70 [10.85, 12.50]
SFmultiplicative-delta*
12.99 [11.75, 14.06]
14.14 [12.97, 15.22]
14.33 [13.10, 15.38]
SFmultiplicative-delta-neighbors* 13.10 [11.79, 14.12]
GloVe
11.21 [10.42, 11.93]
Similarity*
10.57 [9.76, 10.31]
11.55 [10.70, 12.30]
Rotaru et al. model*
10.82 [9.86, 11.64]
12.19 [11.28, 13.04]
Luce*
11.04 [10.12, 11.91]
4.44 [3.95, 4.86]
SFadditive
4.39 [3.85, 4.84]
11.94 [11.10, 12.73]
SFmultiplicative
11.05 [10.20, 11.85]
16.35 [15.06, 17.58]
SFmultiplicative-delta*
15.26 [13.96, 16.48]
17.08 [15.68, 18.34]
SFmultiplicative-delta-neighbors* 15.78 [14.38, 17.00]
Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R 2 estimates from 1000 samples with
replacement.
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To further understand how well the different models captured the overall pattern of responses in
the USF-4985 database, rank correlations of response probabilities in USF-4985 were computed
for each algorithmic model and the Rotaru et al. model based on word2vec and GloVe. Given
that the USF database does not contain RTs, rank correlations were only computed for primary
responses. As shown in Table 3.7, rank correlations in USF-4985 showed a similar pattern to
SWOW, such that the Luce-choice and SFmultiplicative model again produced the highest
correlations with response probabilities.
Table 3.7. Rank correlations in USF-4985
Algorithmic/Process Model
Rank Correlation-GloVe
Rank Correlation-word2vec
Similarity
.22
.21
Rotaru et al. model
.20
.18
Luce
.24
.23
SFadditive
.09
.08
SFmultiplicative
.24
.23

One important difference between the USF norms and SWOW-R1 is that within the USF
norms, all cues were normed by 150 participants on average (ranging from 94 to 206), whereas
the total number of participants for a given cue ranged from 4 to 150 in SWOW-R1 (M = 60.92,
SD = 16.37). Therefore, it is possible that further reducing the SWOW dataset to include only
cues that have been normed by a larger number of participants may lead to gains in predictive
power within the current models. To investigate whether variance explained in R1 probabilities
and z-RTs increased as a function of more stringent exclusion criteria, the SWOW-R1 dataset
was systematically reduced as a function of total number of responses contributing to a specific
cue, and the variance explained by the predictors in SFmultiplicative-delta-neighbors model for
GloVe was estimated7. As shown in Figure 3.5, explained variance systematically increased as

7

Patterns were similar for word2vec
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the total number of responses for a given cue increased, although this also resulted in significant
reductions in the data, as indicated by the legend and labels in Figure 3.5 (e.g., only 197 unique
cue-R1 combinations had at least 100 responses for that specific cue in SWOW-R1). Overall,
these analyses indicate that norming these data with greater number of participants per cue could
lead to increases in predictive power in these models. Importantly, however, the major
observation from this comparison is that the rank ordering of the models is replicated in a totally
different dataset collected within lab (USF-4985), as opposed to online (SWOW-4985).

Figure 3.5. Percentage of explained variance in the SFmultiplicative-delta-neighbors GloVe
model for R1 responses (top) and R1 z-RTs (bottom) as a function of minimum number of
responses for a given cue in SWOW-R1. Numbers on curve indicate the total number of unique
cue-R1 combinations within the reduced dataset.
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3.2.6 Secondary Response (R2) Rank Correlations
Although the instructions in the SWOW task emphasized that participants should produce
responses only to the cue item, it is possible that these instructions were not sufficient to
eliminate any influence of the earlier primary response produced, since producing a specific R1
response is likely to place participants within a specific semantic space. Hence, it is likely that
there will be some chaining of the responses, such that the second response will be influenced
both by the cue and the first responses. Indeed, De Deyne et al. (2019) reported evidence for
moderate chaining in the SWOW database based on contingency table analyses. However, the
mechanisms by which such chaining might occur remain unclear.
To investigate the mechanisms influencing the secondary responses in the continued free
association task, models for the secondary response parametrically explored whether additional
activation from the cue vs. R1 within the SFmultiplicative model-chained-cueR1 model influenced
the ranks of R2 responses. The SFmultiplicative model was chosen here because SFmultiplicative-deltaneighbors model consistently accounted for more variance in R1 response production, and the
SFmultiplicative model contains the underlying activations that drive the delta-neighbors model. For
all R2 analyses, only trials on which at least 2 different R2 responses were produced to the same
cue-R1 combination were considered, to effectively test whether the different models predicted
one secondary response over another. Given that rank correlations were considerably informative
in identifying best-performing models for R1, rank correlations were computed between the R2
probabilities and the value of different R2 responses within SWOW-R2 in the SFmultiplicativechained models, in order to identify the best value of theta for a given DSM and neighbors above
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a certain number of standard deviations. Figure 3.6 shows the rank correlations between R2
probabilities and R2 activations, as a function of additional activation from the cue vs. R1 (in
terms of theta and 1-theta respectively) and the neighbors (above 2 and 3 standard deviations) to
which the activation was added within the SFmultiplicative model-chained-cueR1 model based on
GloVe and word2vec.

Figure 3.6. Rank correlations of R2 probabilities with R2 activations in models that
simulated different amounts of activation spread from the cue vs. R1. Neighbors refer to
semantic neighbors of the cue or R1 above a certain number of standard deviations (e.g., 2 or 3
standard deviations) to which activation was spread in the chained models. Error bars represent
standard errors.

As is evident, increasing the relative activation from the cue to its neighbors led to
significant decreases in rank correlations, whereas increasing the relative activation from R1 to
its neighbors led to significant increases in rank correlations for theta greater than 0.4 (p’s <
.05), suggesting that R2 probabilities were best predicted when the additional activations to
words in SFmultiplicative were predominantly initiated from R1 to its neighbors. Moreover, rank
correlations were overall higher for activations to neighbors above 2 standard deviations,
compared to neighbors above 3 standard deviations (p’s < .05). Indeed, the model that produced
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the highest average rank correlation with R2 probabilities was (0.3)*cue + (0.7)*R1 for the
word2vec model (r = .15), and (0.1)*cue + (0.9)*R1 for the GloVe model (r = .149). These
results indicate that the chained model (with increasing activation from R1, i.e., theta < .05) was
more predictive of R2 responses compared to a model in which responses were primarily
receiving additional activations from the cue (i.e., theta > 0.5) as well as an unchained model, in
which no such additional activation was implemented (denoted via the pink points in Figure 3.6).
To further investigate how R1 influenced R2 responses, the amount of R1 activation
(beta, ranging from 0.1 to 0.9) as well as the neighbors to which this activation was added (with
similarities to R1 above n standard deviations, where n ranged from 1 to 5) was parametrically
varied, as per the SFmultiplicative model-chained-R1 model described in the Methods section. This
resulted in 9 (beta) x 5 (n) = 45 model configurations for each structural DSM. To identify the
best performing model among these 45 models, rank correlations were computed between the
predicted ranks based on each SFmultiplicative model-chained-R1 model as well as the original ranks
based on R2 probabilities, for each unique cue-R1 combination. These correlations were then
averaged to obtain a mean rank correlation estimate for each model configuration.
Figure 3.7 displays the mean rank correlations for different model configurations based
on the SFmultiplicative model-chained-R1 model. As shown, the model with 0.7 of R1’s value in
SFmultiplicative being added to neighbors of R1 with similarity values over 2 standard deviations
produced the highest correlations with subsequent R2 responses in the word2vec model (i.e., beta
= 0.7, n = 2 standard deviations), whereas the model with 0.9 of R1’s activation being added to
neighbors of R1 with activations over 3 standard deviations produced the highest correlations
with subsequent R2 responses in the GloVe model (i.e., beta = 0.9, n = 3 standard deviations).
These best-fit parameters nicely converged with the theta-based parameters pertaining to the
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SFmultiplicative model-chained-cueR1 model reported above. Furthermore, models based on
word2vec generally correlated higher with R2 probabilities, compared to models based on
GloVe, in contrast to analyses based on R1 probabilities, where GloVe-based models
outperformed word2vec-based models8.

Figure 3.7. Rank correlations of R2 probabilities with models that simulated different
amounts of R1 spread. NeighborDeviations refers to the semantic neighbors of R1 above a
certain number of standard deviations (e.g., 2 standard deviations) to which activation from R1
was spread in the chaining model.

Although the chaining-based models with greater R1 spread better predicted R2 probabilities on
average, there was considerable variability across different cue-R1 combinations. Table 3.8
displays examples of cue-R1 combinations where rank correlations were perfectly predicted by a
chained model but not predicted by the unchained model (i.e., rchained = 1 and runchained = -1;
defined as “strong” chaining), as well as examples of cue-R1 combinations where the rank
correlation was perfectly predicted by an unchained model but not predicted the chained model

8

Rank correlations for R2 z-RTs were noisy overall, likely due to very few observations contributing to each cue-R1
combination and have therefore not been reported.
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(i.e., runchained = 1 and rchained = -1; defined as “weak” chaining), within the word2vec and GloVe
models. As shown, some cue-R1 combinations produced strongly chained responses with greater
probability (e.g., amazement-shock-awe, ink-blue-black, etc.) whereas other combinations relied
more heavily on the original cue and produced unchained responses with greater probability
(e.g., Aries-zodiac-goat, spirits-liquor-ghosts, etc.). However, aggregating across all possible
cue-R1 combinations, the chained model provided better fits to the R2 data, compared to the
unchained model as indicated by rank correlation analyses above (and the subsequent regression
analyses below).
Table 3.8. Examples of chained and unchained responses in SWOW-R2
Strong chaining (rchained = 1, runchained = -1)
Structural Model
Cue-R1
R2 responses (probability)
word2vec
amazement-shock
awe (.67), happy (.33)
popcorn-cinema
movie (.75), butter (.25)
monkey-banana
tree (.67), ape (.33)
GloVe
clause-legal
lawyer (.75), Santa (.25)
dim-dull
dark(.75), light (.25)
ink-blue
black (.80), pen (.20)
Weak chaining (rchained = -1, runchained = 1)
Structural Model
Cue-R1
R2 responses (probability)
word2vec
Aries-zodiac
goat(.67), horoscope (.33)
nursing-mother
hospital (.67) baby (.33)
right-correct
left (.86), wrong (.14)
GloVe
boa-feather
constrictor (.67), snake (.33)
cow-animal
milk (.67), farm (.33)
spirits- liquor
ghosts (.60), alcohol (.40)

3.2.7 Predicting Secondary (R2) Responses and z-RTs
The best-fitting models from SFmultiplicative model-chained-R1 based on the rank correlations
above (beta = 0.7, n = 2 for word2vec; beta = 0.9, n = 3 for GloVe) were used to further explore
the influence of activation estimates from these models on the production of R2 responses and z-
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RTs9, for both GloVe and word2vec within regression models. Table 3.9 displays the
contribution of R2 model estimates in the SFmultiplicative , SFmultiplicative-delta, and the SFmultiplicativedelta-neighbors models derived from the unchained and chained-R1 models in explaining
variance in R2 probabilities and z-RTs10. As is evident, the SFmultiplicative-delta-neighbors
chaining-based model was again the best-performing model within both GloVe and word2vecbased models based on model likelihoods and confidence intervals, and word2vec outperformed
GloVe, consistent with the rank correlation analyses, although variance explained for R2 was
relatively low compared to R1.
Table 3.9. Explained Variance for R2 probabilities and z-RTs in SWOW-R2
SWOW-R2
SWOW-R2
Structural
Probabilities:
z-RTs:
Algorithmic/Process Model
Model
Fixed [CI] /Total
Fixed [CI]/Total
R2(%)
R2(%)
ELP
1.03 [1.05, 1.27]/58.38
1.51 [1.48, 1.77]/23.07
word2vecSFmultiplicative*
1.79 [1.84, 2.14]/58.95
1.49 [1.46, 1.75]/23.05
unchained
SFmultiplicative -delta*
2.94 [3.31, 3.71]/58.70
1.50 [1.48, 1.77]/23.04
SFmultiplicative-delta-neighbors*
3.15 [3.82, 4.21]/57.58
1.54 [1.51, 1.81]/23.04
word2vecSFmultiplicative*
1.58 [1.44, 1.74]/59.78
1.52 [1.49, 1.77]/23.07
chained-R1
SFmultiplicative-delta*
1.60 [1.54, 1.82]/59.51
1.59 [1.56, 1.85]/23.06
SFmultiplicative-delta-neighbors*
4.96 [5.74, 6.23]/57.37
1.79[1.77, 2.07]/23.02
GloVeSFmultiplicative*
1.81 [1.83, 2.85]/59.02
1.48 [1.45, 1.74]/23.06
unchained
SFmultiplicative-delta*
2.71 [2.96, 3.36]/58.72
1.51 [1.48, 1.77]/23.05
SFmultiplicative-delta-neighbors*
3.18 [3.80, 4.21]/57.74
1.52 [1.50, 1.79]/23.04
GloVeSFmultiplicative*
1.65 [1.53, 1.84]/59.73
1.48 [1.45,1.74]/23.06
chained-R1
SFmultiplicative-delta*
1.84 [1.86, 2.17]/59.35
1.62 [1.61, 1.91]/22.98
SFmultiplicative-delta-neighbors*
3.68 [3.90, 4.33]/59.09
1.61 [1.59, 1.89]/23.01

9

Same exclusion criteria as before were applied to obtain R2 z-RTs, except that RTs greater than 8000 ms instead of
5000 ms were removed initially to account for potential slowing in second responses, which excluded 13.69% trials
in SWOW-R2
10
Other models (e.g., Rotaru, Luce, and SFadditive) were not examined for R2 given that SFmultiplicative-delta-neighbor
models consistently provided better fits overall fits to the R1 responses.
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Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R2 estimates from 1000 samples with
replacement.

3.3 Discussion
The results from the analyses revealed 6 major observations. First, the analyses indicated that
there was some consistency in responses above and beyond association, with respect to simple
item-level characteristics. Specifically, high frequency, high concreteness, and high valence cue
words were more likely to produce responses with high-frequency, high concreteness, and high
valence. These relationships appear to occur above and beyond the relationships captured by the
DSMs, as indicated by the variance explained by the ELP model alone and low correlations
between these variables and cosine similarities derived from word2vec and GloVe. Second,
although there was a clear advantage of the process-based spreading activation model proposed
by Rotaru et al. compared to the algorithmic models in accounting for variance in tasks that
could be driven by the sum of activation processes, i.e., similarity and relatedness judgments
(Chapter 2), this advantage of the Rotaru et al. process model was lost when the task was to
select a candidate response from activated candidates, i.e., free association. Third, a
multiplicative algorithmic model that incorporated semantic similarity and response frequency
together with a delta function that computed the difference between the response and competitor
“activations” (SFmultiplicative-delta), as well as a variable that accounted for mean level of neighbor
activations for a given cue (SFmultiplicative-delta-neighbors model) best predicted free association
responses and z-RTs. Fourth, a chaining-based model, that provided additional activation from
the primary response to its neighbors best accounted for secondary responses and z-RTs,
compared to an unchained model as well as models that provided an additional amount of
activation to the cue’s neighbors. Finally, the GloVe-based algorithmic models better predicted
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primary responses and z-RTs, compared to word2vec-based algorithmic models, whereas this
pattern was reversed for secondary responses and z-RTs. This section discusses implications for
each of these findings in detail.
The power of the ELP variables in predicting R1 responses indicates that there are itemlevel biases in production-based tasks, such that item-level information about the cue tends to
bias the lexical space even when the individual is not directly attending to this information
during the task. It is possible that the semantic space itself may be biased towards capturing these
lexical relations, but given the modest correlations of response frequency, valence, and
concreteness with cosine similarities between the cue and response, the correlations in
concreteness and valence may reflect the types of processing (i.e., mental imagery, emotional
processing, etc.; De Deyne et al., 2021) that free associations tasks tend to evoke. Of course,
there may be some shared variance between free association and the rating-based tasks used to
obtain this concreteness/valence information. Given the lack of “pure” measures for such
variables in the literature, the present work uses these ratings as an index of non-linguistic
aspects of meaning. Future work should explore physiological and/or machine learning-based
measures of emotion (e.g., Alm, Roth, & Sproat,2005; Westerink et al., 2008) and concreteness
(e.g., Kounios & Holcomb, 1994; Lazaridou et al., 2015). Importantly, the present findings
highlight how these non-linguistic relationships may be difficult to capture via distributional
models trained solely on text corpora. Indeed, De Deyne et al. recently showed a sizeable
advantage in using free association data to predict visual and affective feature norms, over
distributional models based on linguistic corpora, as well as DSMs supplemented with additional
feature-based information. The present findings converge with this work, suggesting that free
associations do indeed reflect multimodal relationships, that may be difficult to capture from
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purely linguistic data that form the basis of distributional models tested in the present study. In
addition, the length and frequency-based patterns were also particularly interesting, and likely
reflect natural biases that individuals pick up on based on cue information within the free
association task, i.e., when presented with uncommon (i.e., low frequency) long words,
individuals are more likely to also generate similar types of words as responses. Importantly, this
tendency to produce similar words may not be attentional or conscious, and may instead be
driven by natural heuristics and biases (Kahneman, 2011). Overall, these patterns suggest that it
is important to assess the contribution of item-level biases when accounting for performance
within semantic tasks.
Importantly, however, in the free association task, the Rotaru et al. model was
significantly outperformed by the multiplicative algorithmic model of semantic similarity and
frequency, combined with additional variables that captured activations of strong competitors in
predicting responses and z-RTs. This finding is critical, because it suggests that tasks that require
selection of a single response from a pool of activated candidates within a semantic space
requires different processing assumptions compared to tasks that are driven by overall activations
within that space. Indeed, the attentional demands of selecting a single response are likely to be
different from the task of judging similarity/relatedness between words, and the present study
highlights how a process model based on overall activations that may be well suited to capturing
similarity/relatedness judgments may not directly apply to a production-based task such as free
association. It is also important to note here that the frequency-based Luce-choice model
produced nearly identical patterns to the multiplicative model without delta and neighbor
variables (SFmultiplicative; in responses, z-RTs, and rank correlations), which is consistent with their
mathematical formulations (see Methods section). However, additional process-level
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assumptions about competitors and activated neighbors significantly improved model fit,
suggesting that the process of producing free associations involves not merely selecting
responses based on relative semantic similarity and frequency (as a frequency-based Luce-choice
model would predict), but also attending to the differences in activation levels of surrounding
activated words in memory. Indeed, the influence of this delta showed a quadratic pattern with
response probabilities, suggestive of a threshold wherein differences in activations between a
specific response and its strongest competitor beyond a specific value was sufficient to drive the
response that was ultimately produced. Furthermore, this delta function not only predicted
response likelihoods, but also predicted the time taken to produce a given response, such that
greater differences between response and competitor activations led to faster responses.
Given that the models implemented above were based on data aggregated across
participants, it may be the case that these effects do not reflect processes at play at the
participant level. To investigate this issue, trial-level LME models with a random effect at the
participant level, and a random slope for the delta-based predictor were implemented. These
analyses again revealed a highly significant effect of delta (p <. 001) and normally distributed
variation in the slopes for delta fitted at the participant level (M = -.006, SD=1.83 x 10-10),
suggesting that these effects were reliable even after accounting for individual-level variation
within the predictive modeling approach. The General Discussion further elaborates on these
issues pertaining to individual differences.
In addition to the effects of delta on response likelihoods and latencies, the average
activations of neighbors beyond the strongest competitor also predicted responses and latencies,
such that excessive competition (as indexed by high mean activations) predicted lower response
likelihoods as well as slower responses. Finally, the algorithmic (SFmultiplicative-delta-neighbors)
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model also successfully explained the most variance in a completely different lab-based dataset
of free associations, USF-4895, providing converging evidence in favor of this model. Taken
together, these findings shed light on the competitive mechanisms underlying response selection
and production within a continued free association task.
With respect to secondary responses, although instructions encouraged participants to
focus on the cue, the act of producing a primary response is likely to situate an individual within
a specific semantic context, which is likely to bias the secondary response. Consistent with this
hypothesis, a chaining-based model that provided additional activation to semantic neighbors of
the primary response best predicted secondary responses and z-RTs. Indeed, parametric analyses
explicitly compared the contribution of the cue vs. the primary response within a chaining-based
model, and found that greater activation from the cue, compared to the first response, actually
decreased the predictive power of the models in capturing the overall pattern of secondary
responses produced. This result is important as it highlights how an individual may generate
successively dependent responses in a continued free association task. De Deyne et al. previously
used contingency tables to show evidence for moderate chaining in the SWOW database, but did
not explicitly model how this chaining might occur. Therefore, the present work presents a novel
algorithmic account for chaining in continued free associations. Of course, as discussed earlier,
there was variability within SWOW-R2 in the extent to which the different cue-R1 combinations
showed clear chaining (see Table 3.8 for examples). Furthermore, although there was strong
evidence for a chaining-based model (based on rank correlations, model likelihoods, and
explained variance), it is important to note here that overall correlations of the chained model
with R2 probabilities were moderate (rmax = .15), and explained variance was lower compared to
primary responses. This suggests that the present algorithmic model is a first step in
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understanding the mechanisms by which subsequent responses are selected within a continued
free association task. It is also important to note here that the present work only examined
secondary responses, and it is possible that tertiary responses show even stronger evidence for
chaining, which is an avenue for future work.
Finally, comparisons between the structural models (word2vec and GloVe) showed that
GloVe generally outperformed word2vec in algorithmic and process-level models of primary
free associations, but the pattern was reversed in secondary associations, such that word2vec
better captured secondary associations. Why might one see opposite patterns in primary vs.
secondary responses? Free association responses generally tend to reflect both similarity and
relatedness, where similarity is often considered a special case of relatedness (De Deyne et al.,
2019). Therefore, similar to the patterns observed in relatedness/similarity judgments, given that
GloVe is more likely to capture different types of semantic relationships (that correspond to both
relatedness and similarity) via co-occurrence ratios, compared to predicting words within a
sentence as in word2vec (which may emphasize similarity more than relatedness), it follows that
GloVe would better predict free associations (that capture both similarity and relatedness),
compared to word2vec, although future work should focus on more controlled tests of these
hypotheses.
Interestingly, as noted, the analyses also indicated that word2vec better captured
secondary associations, compared to GloVe. Although this is surprising, it is possible that the
nature of secondary responses is different from the nature of primary responses produced in the
SWOW task. Indeed, De Deyne and Storms (2008) used Dutch continued word associations and
showed that the pattern of taxonomic properties (i.e., the occurrence of responses that were
superordinate, coordinate, synonyms etc.) varied across primary and secondary responses, such
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that the difference between the frequency of superordinate (e.g., apple-fruit) vs. coordinate (e.g.,
apple-orange) pairs was greater in primary responses (26% vs. 13%) compared to secondary
responses (12.1% vs. 9.2%). Although it is unclear why word2vec might be better at capturing
this information than GloVe, this study is useful in illustrating that primary and secondary
responses may have different taxonomic distributions, which may in turn affect the extent to
which different structural DSMs capture these responses. Future work should compare the
taxonomic distribution of primary and secondary responses in the SWOW database as well as
perform more focused comparisons between different structural models trained on the same
corpora, to further clarify the locus of these structural model-based differences in accounting for
free association performance.
In sum, the present study provided a novel approach to accounting for continued free
associations based on a multiplicative model of semantic similarity derived from distributional
models and frequency, and showed that the processing operations within a production-based
attentional task such as free association systematically differ compared to a familiarity-based
task such as providing similarity/relatedness judgments. Collectively, these results shed light on
the dynamics of how responses are produced within a free association task, and show that
response production in free association is a function of both overall activation level of a specific
response as well as how these activation levels compare to other activated words in the semantic
space.
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Chapter 4:
Modeling Cloze Responses and Latencies
Most individuals can effortlessly predict the end of a relatively constrained sentence. A common
measure of this ability is the Cloze task (Taylor, 1953), where participants are presented with
sentence fragments (e.g., “the amazing astronaut orbited the”) and asked to complete the
fragment with the most likely next word (e.g., planet, moon, etc.). This task has been widely
used in the language processing literature to study predictability and sentence comprehension
(e.g., Rayner & Well, 1996; Sheridan & Reingold, 2012). However, the nature of the underlying
semantic representations and processes used to access and produce the Cloze task response have
not been thoroughly investigated. This study evaluates the extent to which different distributional
models, when combined with appropriate algorithmic models predict both response proportions
as well as RTs in the Cloze task. Importantly, although prior work has examined variables that
influence Cloze responses (e.g., Smith & Levy, 2011) and latencies (Staub et al., 2015), no
studies have investigated the extent to which a distributional model that learns semantic
representations from text corpora predicts Cloze task performance. Therefore, this study will
provide novel insights into how semantic information may be accessed and combined to produce
responses in the Cloze task. The following sections briefly describe the specific distributional
models (or “structural models”) and algorithmic models that will be tested within this study.

4.1 Structural DSMs
As discussed in Chapters 1 and 2, word-level distributional models such as word2vec and GloVe
learn semantic representations from text corpora and represent word meaning in a high75

dimensional vector space. These types of semantic representations likely provide some constraint
during the retrieval of the final word in the Cloze task. For example, it is likely that semantic
representations of words contained within a particular Cloze fragment specifically activate
certain other words, which in turn influence the extent to which a response is activated and
ultimately produced within the task. Therefore, as in the previous Chapter, word2vec and GloVe
models will be investigated in conjunction with different algorithmic models to predict Cloze
task performance.
In addition to the word-level embedding models (i.e., word2vec & GloVe), advancements
in natural language processing and machine learning have led to the development of some newer
models that use multi-word sentential context to derive a word’s meaning. The underlying
assumption in these models is that the meaning of a word strongly depends on the linguistic
context (e.g., the word bank can have a financial and riverside-related meaning) within which the
word is embedded, and words do not have “context-free” representations. In particular, the
incorporation of an “attentional” component into the process of developing semantic
representations has been a major breakthrough in this field. This component (Bahdanau et al.,
2014) allows for attention to be focused on a subset of the original words within a sentence by
increasing their weight based on positional and semantic information. Specifically, when
encoding the representation of a given word (e.g., bank) in a sentence (e.g., “I went to the bank
to withdraw money”), attention-based models assign different weights to all words in the
sentence proportionate to their contribution (calculated via prediction error) in determining the
meaning of the given word (e.g., withdraw and money would be weighted more than went when
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determining the representation of bank)1. Importantly, the specific weights or “attention scores”
assigned to different words within a sentence vary depending on the task at hand - for example,
the noun and verb may be critical in a sentence prediction task, whereas adjectives may be
critical in a sentiment classification-type task. Of course, this notion of “attention” is
metaphorical, and likely does not fully map onto the cognitive construct of attention and simply
represents a way of quantifying how a machine learning model learns to adequately weight
different parts of a sentence to improve its predictions.
Attention-based neural networks (NNs) are currently being widely applied to
technologies like Google Translate and Siri, and form the underlying machinery of several stateof-the-art language models, such as Google’s Transformer (Vaswani et al., 2017), BERT
(Devlin, Chan, Lee, & Toutanova, 2019), OpenAI’s GPT-2 and GPT-3 (Brown et al., 2020;
Radford et al., 2019), and Facebook’s RoBERTa (Liu et al., 2019). These models use multiple
layers of “attention” and positional information to process words in parallel. For example,
Google’s BERT model is trained to predict the words hidden by a [mask] in a sentence (e.g., I
went to the [mask] to buy a carton of milk; predict store) in the spirit of the Cloze task 2. BERT
computes probabilities for words that would fit the [mask] using the same implementation of
“attention”, i.e., by assigning different weights to different parts of the sentences within an errordriven machine learning framework. Importantly, the architecture of BERT allows it to be
flexibly finetuned and applied to other semantic tasks, while still using the basic attention-based
structure, where words within a sentence are differentially weighted within other words’ vector
representations based on their relative positions in the sentence and over several neural network

See https://jalammar.github.io/illustrated-transformer/ for a detailed explanation of “attention” within neural
networks
2
BERT is also trained on an additional task of next sentence prediction, see Devlin et al. for details
1
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layers and iterations. This framework turns out to be remarkably efficient and models based on
the general Transformer architecture (e.g., BERT, RoBERTa, & GPT-2/3) outperform models
that propose “context-free” semantic representations such as word2vec and GloVe (hereafter
referred to as non-contextual models) on a battery of semantic tasks such as question answering,
classification, and commonsense inference (Devlin et al., 2019). However, BERT has only
recently been applied to a limited set of cognitive tasks such as predicting feature norms (see
Bhatia & Richie, under review) and to my knowledge, has never been applied to account for
response latency data.
Clearly, a contextual model like BERT is considerably different from non-contextual
models such as word2vec and GloVe, given that the latter models do not incorporate
mechanisms for assigning differential weighting to different parts of multi-word contexts in
developing word representations. For instance, within word2vec and GloVe, the representation
of a word such as star will be identical even if it is used in entirely different contexts, e.g., “The
sun is a bright star” vs. “Tom Cruise is a Hollywood star”, whereas BERT will differentiate the
vector representation across the two sentences based on the words surrounding star within a
sentence. Therefore, within BERT, the word star will have a different vector representation for
every sentence that it is part of, constructed using the attentional weighting mechanism discussed
above. Tasks that involve explicit retrieval from semantic memory within a given context (e.g.,
free association and Cloze task) may differentially emphasize the role of sentential context, and
importantly, it remains unknown how modern DSMs may predict the time course of response
production in these tasks. Therefore, the present study evaluates two non-contextual DSMs
(word2vec and GloVe) and one contextual DSM (BERT) in the extent to which they account for
Cloze task performance. Specifically, the present work uses a version of the BERT model that is
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specifically finetuned to predict masked words in a sentence to evaluate its performance against
human responses in the Cloze task. BERT was selected as the attention-based DSM to test within
the present study because of its current popularity in machine learning as well as its specific
training on the Cloze task. It is important to note here that although BERT can be finetuned for
other tasks, such as question answering and even predicting relatedness/similarity, the present
work uses a publicly available version of the model that is specifically trained to perform the
Cloze task3. Furthermore, it is crucial to not only understand the contribution of the underlying
semantic representations (derived via DSMs) but also how these representations are applied
within an algorithmic modeling framework to select responses within the Cloze task. Therefore,
the following section provides a brief overview of the specific algorithmic models that will be
evaluated in this dissertation for the Cloze task. As we shall see, these models are based on
similar principles developed to account for performance in Chapters 2 and 3.

4.2 Algorithmic Models for the Cloze Task
4.2.1 ELP Model
As in previous chapters, the ELP model examined the influence of item-level characteristics on
Cloze responses and latencies. Specifically, item-level information (length, frequency, and
concreteness for each content word (adjective, noun, and verb) as well as each unique response
was extracted, and the ELP model examined the relationship between content words and
response characteristics. As before, response frequency was dropped from the ELP model when
it was already incorporated into the specific mathematical formulation (e.g., in the Luce-choice

3

Indeed, the masked language model version of BERT used in the current study explained 52% variance in MEN
and 21% variance in SimLex-999 (lower than the cosine similarity models based on word2vec and Glove, see Table
2.1), and 3.8% variance in SWOW-R1 (lower than the ELP model, see Table 3.1) suggesting that specific finetuning
may be critical for BERT.
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and SF-based models) and all subsequent models were incremental additions to the basic ELP
model, which primarily accounts for item-level variables.

4.2.2 Unchained Additive Models
Given an underlying semantic space, one possible account for how Cloze responses are
generated may be that as an individual encounters critical content words in the Cloze fragment
(e.g., “the amazing astronaut orbited the”), neighbors of those content words (e.g., amazing,
astronaut, and orbited) are systematically activated and their activations are summed.
Ultimately, the response with the highest summed activations is selected by an individual. It is
also possible that frequency biases the extent to which these initial neighbors are activated,
which in turn influences the summed activations that emerge from this model. Importantly, the
underlying “activations” themselves could be derived from different model formulations, such as
one based on purely similarity, or a combination of similarity and frequency, or even a processbased model such as Rotaru et al., as seen in Chapter 3. Therefore, as in Chapters 2 and 3, the
present study explores the extent to which activations derived from the similarity (S), Rotaru et
al. model, Luce, and additive and multiplicative similarity-frequency (SF) models account for
Cloze responses and latencies within an unchained additive algorithmic model of summed
activations.

4.2.3 Chained Additive Models
An alternative account for how individuals perform the Cloze task is that instead of activating
neighbors of incoming content words independently, these neighbors are in fact activated
sequentially, therefore capturing the syntactic structure of the Cloze fragment. Consider, for
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example, the fragment, “the amazing astronaut orbited the”, where the critical content words are
amazing, astronaut, and orbited. Moreover, consider two potential completion responses,
“moon” and “earth”. Within an unchained model, all content words would activate their
neighbors independently (in proportion to their semantic similarity to these words within a
DSM), and ultimately the activations of moon and earth would be compared after summing the
activation they receive from amazing, astronaut, and orbited. However, within a chained model,
first, when amazing is activated, its neighbors would be activated in proportion to their similarity
to amazing. Next, when astronaut is activated, it would further activate its own neighbors among
the already activated neighbors of amazing, therefore accounting for the previous word in the
fragment. Specifically, words are activated only relative to the already activated words, i.e., no
additional words are independently activated by astronaut. Similarly, when orbited is activated,
it would activate its neighbors among the already activated neighbors of astronaut. Finally,
activations for moon and earth would be summed from each content word to ultimately select a
response. In this way, the chained model accounts for conditional dependencies within the Cloze
fragment and may provide a better account of performance in the Cloze task. Therefore, the
present study compares the predictive power of the unchained and chained model, for the
different “activation” matrices derived via the similarity, Rotaru et al., Luce, and SF-based
models based on word2vec and GloVe. Furthermore, given that the BERT model used in the
current study is explicitly trained to predict masked words in a sentence, one can directly obtain
likelihood scores for different responses for a given Cloze fragment and examine whether these
likelihood scores predict Cloze responses and latencies.

4.2.4 Delta and Neighbor-based Models
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In addition to the activations corresponding to a specific response, it is also possible that the
difference between a response and its next most active competitor, i.e., delta, influences the
extent to which a response may be produced, as well as the time taken to produce a response. For
example, it is possible that when a response is sufficiently activated beyond a threshold, it is
more likely to be produced, and such responses are also produced faster. Therefore, similar to
Chapter 3, the delta-based model within the present study tested whether delta influenced Cloze
probabilities and latencies. Additionally, the delta-neighbors model tested whether the mean
activations of neighbors also influenced task performance, over and above the contribution of
delta from the strongest competitor. Furthermore, an important finding in the Staub et al. study
was that Cloze responses were produced faster for more constraining fragments. Constraint was
defined in terms of the modal response probability, which nearly perfectly correlated with the
total number of unique responses to a given fragment. To explore whether the current models
account for this behavioral pattern, activations from the delta model within the present study
were also used to test whether responses were faster for greater delta at different cloze
probabilities.

4.2.5 Weighted Sum Models
In addition to examining the chained and unchained models, it is possible that different
components of the Cloze fragment differentially influence task performance. For example,
within the fragment “the amazing astronaut orbited the”, one would expect that the noun
(astronaut) and verb (orbited) are more critical than the adjective (amazing) to the response
being produced. To test this hypothesis, the weighted-sum models parametrically varied the
contribution of different components of the Cloze fragment (adjective, noun, and verb) within
82

the best-performing chained and unchained models based on word2vec and GloVe, and
identified which specific combination of weights assigned to nouns, verbs, and adjectives are
most predictive of the final response and response latencies in the Cloze task. Given that the
BERT model already produces likelihood scores for different responses for a given Cloze
fragment, to mirror the parametric analyses, the present study also evaluated whether reducing
the information provided to BERT during prediction (by truncating the fragments and
systematically removing the adjective, noun, and verb; see Ettinger, 2020 for a similar approach)
influenced its performance.

4.3 Overview
The present study seeks to provide a computationally driven account of how responses are
selected and produced within the Cloze task. There were two different sets of analyses. The first
set of analyses (“Predicting Cloze Responses and z-RTs”) compared the extent to which
combining structural DSMs with appropriate algorithmic models (chained/unchained,
similarity/similarity-frequency/Luce/Rotaru based, and likelihood score-based) influenced
response production. These analyses also examined the extent to which competitor activations
(indexed via delta- and delta-neighbor models) predicted task performance, and also whether
delta could account for the behavioral pattern in Cloze z-RTs. The second set of analyses
(“Weighted Sum Models”) parametrically evaluated the contribution of different components of
the Cloze fragment in predicting Cloze responses and latencies.

4.4 Methods
4.4.1 Dataset
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Sentence completion data was taken from Staub et al. (2015) for 338 sentence fragments
(Experiment 2) with varying degrees of item constraint. This dataset includes trial-level
responses from 40 participants with corresponding response latencies to produce the response
(hereafter referred to as the CLOZE-338 dataset). All sentence fragments in CLOZE-338
contained five words, and used the same sentence structure (i.e., The ADJ NOUN VERB(+past)
DET ____). The determiner (DET), which was the last word of the fragment was the definite
article (i.e., the) in 240 fragments, and the remaining fragments used possessive pronouns (i.e.,
her, his, its, theirs, Santa’s; 67 fragments), pronouns, or quantifiers (i.e., them, many, some; 31
fragments) as the last word.

4.4.2 Structural Models
The same pretrained 300-dimensional word2vec and GloVe models described in Chapters 2 and
3 were used as the non-contextual structural models. In addition, for BERT, the
BERTforMaskedLM (BERT-large) model4 introduced by Devlin et al. (2019), made available by
HuggingFace (Wolf et al., 2018) was used. This pretrained BERT model had a vocabulary of
30,522 words and was trained on a large Wikipedia corpus (2.5 billion tokens) as well as an
additional BooksCorpus (800 million tokens). Therefore, although all DSMs were trained on
Wikipedia corpora, GloVe and BERT were also trained on additional corpora, which may
provide an advantage for these models, an issue that is discussed at length in the General
Discussion section. For word2vec and GloVe, word vector representations for each word in all
sentence fragments were obtained, and algorithmic models were applied to these vector
representations. For all computations involving word2vec and GloVe, a vector space of 12,373

4

Devlin et al. released two versions of BERT (BERT-base and BERT-large) trained on different number of
parameters, and BERT-large generally performs better than BERT-base
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words was assumed, which contained the 11,906 words used in Chapter 2 to ensure
comparability, in addition to 467 unique words present in CLOZE-338 not contained within the
11,906 words5. Within the BERT model, given that it is trained to predict masked words in a
sentence within a vocabulary of 30,522 words, likelihood scores for different potential responses
were directly obtained and all subsequent analyses were conducted based on these scores.

4.4.3 Algorithmic Models
Different algorithmic models based on the structural models described above were explored in
the extent to which they accounted for performance in CLOZE-338.
Unchained Additive Model. As noted earlier, an unchained additive model simply
estimated the cosine similarity of critical content words in the fragment to potential responses.
Given that the sentence fragments in CLOZE-338 were structured the same way and used a
determiner/pronoun as the first and last (fifth) word in the fragment, only the second (ADJ), third
(NOUN), and fourth (VERB) words were considered as “content” words 6. Next, the unchained
model also explored whether similarity alone, or other conceptualizations of the underlying
activation matrix (Rotaru et al. model, Luce, and a similarity-frequency models) could account
for performance. Specifically, the unchained model computed the sum of activations, between
each content word and every possible response in CLOZE-338. For example, for the fragment,
“the amazing astronaut orbited the”:
Sum-Munchained = M (amazing, response) +
M (astronaut, response) +

5

These words were mostly past-tense forms of verbs already contained within the 11,906 words, and were often the
fourth word in the Cloze fragment such as climbed, undermined, witnessed, etc.
6
Preliminary analyses showed that adding the fourth content word (which was the definite article in 70% of the
fragments) did not change overall patterns
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M (orbited, response), and
were computed for all responses in CLOZE-338 to this particular fragment, where M
denoted the activation matrix derived from S/Rotaru/Luce/SFadditive /SFmultiplicative, as described in
earlier chapters. These activation estimates were then used in a regression model to test whether
they accounted for Cloze probabilities and RTs in CLOZE-338.
Chained Additive Model. The chained model assumed that activation spread to neighbors of
content words (as in the unchained model), but this spread was conditional on the previously
activated content words, similar to the chained model described in Chapter 3. Specifically, the
chained model was implemented as follows:
1. When the first content word (C1) was activated, it activated other words in the semantic
space in proportion to their activation with respect to C1 (as indicated by S(C1, word),
SFmultiplicative (C1, word), Luce (word |C1) etc.) within the specific activation matrix.
2. When the second content word (C2) was activated, it added some amount of its activation to
other words in the semantic space in proportion to the previous activations from C1. This
process was implemented by adding a proportion (theta, parametrically varied) of C2’s
values in S/Rotaru/Luce/SFadditive /SFmultiplicative to a specific number of C2’s neighbors (with
cosine similarities to C2 over 3 standard deviations7). Therefore, when C2 was activated, it
further activated some fraction of words that had already been activated due to C1. The same
procedure was followed for C3 to ultimately yield chained activations within the specific
activation matrix.

7

Analyses with neighbors with similarity values over 2 SD resulted in lower overall explained variance
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3. After obtaining these chained estimates of similarity/similarity-frequency, a sum was
computed for activations between each content word (i.e., C1, C2, and C3) and each unique
response produced by the participant for the fragment as follows:
Sum-Mchained = Mchained (amazing, response) +
Mchained (astronaut, response) +
Mchained (orbited, response), and
Therefore, within a chained additive model, if a word (e.g., planet) was a neighbor of
each of the content words, it would have a higher value in the underlying activation matrix M
(i.e., S/Rotaru/Luce/SFadditive /SFmultiplicative), compared to a word that received activation only
from the first word (e.g., wonderful), which in turn may predict the extent to which that word
may be selected as a response in the Cloze task. Note that the model formulation was identical in
the unchained and chained models, with the exception of the underlying activations being
derived directly from M in the unchained model, compared to Mchained in the chained model.
Multiplicative Delta-Neighbor Models. As noted, it is possible that in addition to
semantic similarities and frequency (as indexed by values SFmultiplicative ), strong competitors may
also influence the decision process of selecting a response in the Cloze task. To evaluate this
possibility, the difference between the activations of the specific response and the next most
active competitor for a given fragment (i.e., delta, as in previous chapters) within the SFmultiplicative
model was computed. Within the non-contextual DSMs (word2vec and GloVe), the strongest
competitor was identified based on the words with the highest value in SFmultiplicative with respect
to the content words. Within BERT, the strongest competitor was identified as the next best
completion predicted by the BERT model, other than the response itself. Therefore, the deltabased model examined how delta influenced the final response and RTs for the specific Cloze
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response, and whether delta could account for specific behavioral patterns in Cloze response
latencies. Importantly, as in Chapters 2 and 3, a quadratic term for delta was added to regression
models if delta showed a significant quadratic trend against Cloze probabilities or latencies.
Finally, in addition to only examining the contribution of the strongest competitor, similar to
Chapters 2 and 3 where the mean neighbor activations were examined, the delta-neighbors model
evaluated how mean activations of n (fixed to 10)8 neighbors predicted task performance.
Weighted-Sum Models. Finally, as noted, in addition to examining the predictive power
of unchained and chained models in predicting Cloze task performance, the weighted-sum model
parametrically varied the contribution of the different content words (C1, C2, and C3) to explore
whether different parts of the sentence fragment (i.e., ADJ, NOUN, and VERB) were
differentially influencing the extent to which a particular response was selected. Specifically, a
“weighted sum” for the unchained and chained models was computed, such that
Weighted-Sum-M = α*M (C1, response) +
β*M (C2, response) +
γ* M (C3, response),
where M referred to the specific model being tested (similarity vs. similarity-frequency,
and chained vs. unchained), and α, β, and γ denoted parametrically varied weights for C1, C2,
C3, exploring all possible triplet permutations of weights in the range of 0.1 to 0.9 that summed
to 1 (e.g., 0.1-0.1-0.8, 0.1-0.2-0.7, etc.), yielding a total of 36 unique combinations for each
structural DSM and specific algorithmic model. In this way, the weighted-sum model assessed
which specific combination of weights best predicted Cloze responses and latencies.

8

Initial analyses examined a range of neighbors (i.e., n = 10, 20, 30, etc.) and n=10 produced best results
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Given that the BERT model directly provides likelihood scores for different potential
responses to a fragment, in order to assess how different content words contributed to BERT’s
predictions, words within the Cloze fragment were incrementally removed and likelihood scores
for different responses were obtained for these truncated fragments. For example, for the
complete fragment “the amazing astronaut orbited the”, the truncated sub-fragments “amazing
astronaut orbited the”, “astronaut orbited the”, “orbited the”, and “the” were tested and the extent
to which likelihood scores generated by the BERT model predicted Cloze responses and z-RTs
was evaluated (see Ettinger, 2020 for a similar approach of truncating sentences provided to
BERT). In this way, the truncated models assessed whether attending to specific parts of the
Cloze fragment was more or less beneficial to predicting Cloze responses within the BERT
model.
Overall, the present study evaluated the extent to which different structural DSMs and
algorithmic models accounted for Cloze task performance, as well as whether additional
assumptions regarding competitor activations and differential weighting of content words
improved the predictive power of the chained/unchained based on word2vec and GloVe, as well
as the BERT model based on likelihood scores.

4.5 Results
4.5.1 Predicting Cloze Responses and Latencies
To ensure that RTs were not influenced by outliers and individual differences, RTs above 2500
ms and below 250 ms were trimmed and then standardized RTs using the same procedure as in
Chapter 3. This procedure excluded 2.47% of the total trials. All analyses were conducted on
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trial-level standardized reaction times (z-RTs), which were subsequently aggregated at the
fragment level to obtain mean Cloze probabilities and mean z-RTs for each unique response.
Table 4.1 displays the explained variance in Cloze probabilities and z-RTs for the
different structural and algorithmic models. The first set of analyses evaluated the extent to
which ELP variables predicted Cloze responses and latencies. As shown, basic item-level
characteristics of the content words within the ELP model strongly predicted Cloze responses
and z-RTs. Specifically, responses with high concreteness, high frequency, and shorter lengths
were more produced with greater probability overall (e.g., dog, car, cat, bat, etc.), although there
were no significant interactions between response and content-word characteristics (p’s > .05).
The second set of analyses evaluated the extent to which unchained vs. chained models as
well as the BERT model predicted Cloze responses and latencies. Theta was parametrically
varied from 0 to 1 within the chained models (reflecting how much of C2 and C3’s values in
S/SF models was to be added to their neighbors) to obtain best-fitting model estimates within
each structural DSM, and theta = 1 produced the best model fits across all DSMs.
Table 4.1. Explained variance in Cloze response probabilities and z-RTs

Structural Process/Algorithmic
Model
Model

word2vec
unchained

chained

ELP
Similarity
Rotaru et al.
Luce
SFadditive
SFmultiplicative
SFmultiplicative-delta
SFmultiplicative-deltaneighbors
Similarity
Rotaru
Luce

Cloze Probability:
Fixed [CI]/Total-R2 (%)

Cloze z-RTs:
Fixed [CI]/Total-R2 (%)

11.10 [4.19, 13.32]/21.68
12.64 [6.17, 15.23]/21.31
12.79 [6.24, 15.27]/20.41
12.45 [6.19, 15.22]/22.40
11.09 [4.42, 13.47]/22.24
12.31 [6.03, 15.07]/22.34
12.55 [6.12, 15.16]/23.16

5.85 [1.91, 6.37]/14.65
6.00 [2.06, 6.50]/14.42
6.25 [2.14, 6.70]/14.63
5.54 [1.90, 6.27]/13.98
5.47 [1.80, 6.18]/14.14
5.55 [1.91, 6.28]/14.03
6.04 [2.30, 6.82]/13.95

12.98 [6.38, 15.46]/23.64

6.20 [2.25, 6.85]/14.04

12.60 [6.00, 15.04]/20.23
12.70 [6.04, 15.09]/20.22
12.39 [6.02, 15.03]/21.61
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5.95 [2.00, 6.44]/14.48
6.10 [1.95, 6.49]/14.71
5.51 [1.87, 6.24]/13.99

GloVe
unchained

chained

BERT

SFadditive
SFmultiplicative
SFmultiplicative-delta
SFmultiplicative-deltaneighbors
Similarity
Rotaru
Luce
SFadditive
SFmultiplicative
SFmultiplicative-delta
SFmultiplicative-deltaneighbors
Similarity
Rotaru et al.
Luce
SFadditive
SFmultiplicative
SFmultiplicative-delta
SFmultiplicative-deltaneighbors
Likelihood Scores
BERT-delta
BERT-delta-neighbors

11.27 [4.60, 13.63]/21.46
12.30 [5.93, 14.94]/21.45
12.47 [5.75, 15.07]/22.22

5.48 [1.81, 6.20]/14.11
5.52 [1.88, 6.25]/14.03
6.72 [2.63, 7.45]/14.35

12.53 [5.38, 14.70]/21.51

7.33 [2.74, 7.67]/15.64

13.67 [7.57, 16.59]/23.43
14.03 [7.71, 16.77]/21.91
13.80 [7.96, 16.97]/22.43
11.11 [4.46, 13.51]/22.26
12.54 [6.36, 15.37]/23/27
12.66 [6.15, 15.28]/23.96

5.91 [2.13, 6.56]/13.86
6.54 [2.45, 7.01]/14.71
5.84 [2.24, 6.64]/13.95
5.48 [1.81, 6.20]/14.15
5.56 [1.98, 6.33]/13.78
6.06 [2.29, 6.79]/14.61

13.92 [7.57,16.75]/24.06

6.86 [2.90, 7.57]/14.63

14.01 [7.92, 16.94]/23.44
14.25 [7.8, 17.08]/23.01
14.07 [8.82, 17.28]/22.95
11.73 [5.25, 14.28]/21.80
12.90 [6.78, 15.79]/23.27
13.75 [7.68, 16.94]/24.28

6.01[2.07, 6.54]/14.44
6.37 [2.30, 6.85]/14.53
5.74 [2.15, 6.54]/13.85
5.52 [1.87, 6.26]/14.05
5.57 [1.91, 6.30]/14.04
6.01 [2.20, 6.73]/14.55

15.01 [8.68, 18.20]/25.79

6.47 [2.41, 7.05]/14.84

29.91 [23.93, 41.63]
31.45 [24.26, 41.76]
32.30 [24.48, 42.05]

7.41 [3.68, 8.08]/15.36
8.56 [4.48, 9.08]/15.78
9.65 [5.24, 9.96]/16.05

Note: CI indicates the 95% confidence interval based on bootstrapped R 2 estimates from 1000 samples with
replacement.

Within the non-contextual models (i.e., word2vec and GloVe), the GloVe model
generally outperformed word2vec based on model likelihoods, and the chained GloVe model
explained more variance than the unchained GloVe model based on model likelihoods and
confidence intervals. However, within the word2vec model, the unchained model explained
slightly more variance than the chained model, although confidence intervals largely overlapped
across these estimates. Importantly, BERT substantially outperformed both word2vec and GloVe
in predicting both Cloze response probabilities and z-RTs solely based on likelihood scores for
different potential responses. However, it is important to note here that variance explained in zRTs was low overall and the unchained word2vec and GloVe-based models performed relatively
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well in explaining z-RTs, compared to BERT, as is indicated by the confidence intervals around
the R2 estimates for z-RTs. Overall, however, the BERT-delta-neighbors model explained the
most variance in responses and z-RTs, suggesting that accounting for competitor activations was
critical in accounting for Cloze task performance. This nicely replicates the pattern observed in
the free association responses in Chapter 3.
To demonstrate the influence of delta on Cloze responses, Table 4.2 displays some
examples of delta-based competitors for different fragments within the different DSMs. As
shown, when the difference between the next most active competitor and the possible response,
i.e., delta was high, there was a greater likelihood of selecting that response (e.g., hair vs. beard),
whereas when delta was low, the likelihood of selecting that response was also low (lightbulb vs.
coordinator).
Table 4.2. Examples of Cloze probabilities against high vs. low delta
Structural
Model
word2vec
GloVe
BERT

Fragment
The pastry chef decorated the
The assistant manager replaced the
The reliable pilot landed the
The crackling radio broadcast the
The male model combed his
The school lunch included the

Response
(probability)
cake (.78)
lightbulb (.03)
plane (.91)
radio show (.03)
hair (.97)
cookie (.03)

Competitor

Delta

dessert
coordinator
flight
talk
beard
following

high
low
high
low
high
low

Furthermore, Figure 4.1 displays the relationship of delta with Cloze probabilities and z-RTs
within the different DSMs.
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Figure 4.1. Cloze probabilities as a function of delta within different DSMs.

As shown in the left panel of Figure 4.1, delta showed a significant quadratic pattern with
Cloze probabilities in the GloVe and BERT models (p’s < .05), indicative of a threshold, such
that when response activations were sufficiently higher than competitor activations, the
likelihood of producing that response increased. Within z-RTs, BERT showed a strong quadratic
trend (p < .001) and word2vec showed a small but significant quadratic trend (p < .001), such
that higher delta after a threshold led to faster responses beyond a particular threshold. Indeed, as
shown in Table 4.1, the BERT-delta-model significantly predicted Cloze responses and latencies,
and additional information about mean neighbor activations also improved variance estimates,
such that greater mean neighbor activations facilitated response production and z-RTs.
An important observation from Staub et al. (2015) was that higher probability responses
were produced faster and responses were produced faster in more constraining contexts. To
explore whether the present computational framework of response and delta-based activations
could account for this pattern in z-RTs, a regression model predicting z-RTs was implemented
with fixed effects for cloze probability, delta, and an interaction term between the two, to
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account for the effect of cloze probability on z-RTs. These analyses again showed significant
effects of delta on z-RTs, even after accounting for cloze probabilities, in word2vec, GloVe, and
BERT models, and BERT still explained the most variance in this task. To better visualize the
relationship between cloze probability, delta, and z-RTs, Figure 4.2 displays the time taken to
produce a response (z-RT) as a function of Cloze probability and delta (right panel) 9, in
comparison to the raw data (left panel).

Figure 4.2. Mean z-RTs to produce a response in the Cloze task as a function of delta and
Cloze probability. Delta within the raw data was defined through a median split on the total
number of unique responses to a given fragment.

Indeed, as shown in Figure 4.2, delta predicted z-RTs even after accounting for cloze
probabilities (i.e., there was a significant main effect of delta within the regression models, p <
.05), such that responses were indeed faster when delta was high and largely mirrored the
relationship in the raw data based on high vs. low number of unique responses to different cloze
fragments, therefore explaining a critical finding within the Cloze task.

9

Patterns are displayed only for the BERT model, given that it was the best-performing model. High vs. low delta
was defined based on median splits for delta within BERT.
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4.5.2 Weighted Sum Models
In addition to exploring the contribution of chained and unchained models through the additive
models above, the contribution of the adjective, noun, and verb was parametrically varied within
the chained and unchained model sums, to investigate whether specific types of syntactic
constraint within the Cloze prompt was guiding behavior in this task. After obtaining estimates
of the weighted sums for all 36 triplet permutations (as described in the Methods section), linear
mixed effects models predicting Cloze probabilities were implemented and the fixed and random
R2 explained by each possible model were estimated. Note that these analyses have been
reported only for the delta-neighbors models for all DSMs, given that this model consistently
outperformed other models. Further, given that the BERT model directly provided likelihood
scores for different Cloze responses, the relative contribution of different content words within
BERT was assessed by systematically removing words from the fragment provided to BERT (as
described in the Methods section). Table 4.3 displays the weighted sum combination that
produced the highest fixed R2 for the best-performing model based on delta-neighbors models
predicting Cloze probabilities, as well as the explained variance as the content words within the
fragment were systematically removed within the BERT model.
Table 4.3. Explained variance in Cloze probabilities in weighted-sum models

Structural
Model

Chained/
Unchained

ELP
word2vec

Unchained*
Chained
Unchained*
Chained

GloVe
BERT*

Cloze Probability:
Highest
Fixed R2 [CI]/Total-R2 (%)
11.10 [4.19, 13.32]/21.68
13.55 [7.24, 16.37]/24.12
13.50 [6.72, 16.27]/23.57
16.37 [9.69, 20.09]/28.19
15.36 [8.94, 18.51]/27.25
32.30 [24.48, 42.05]
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Best Weighted Sum
Combination/
Fragment
(Adjective-Noun-Verb)
0.1+0.3+0.6
0.1+0.3+0.6
0.1+0.3+0.6
0.1+0.3+0.6
The adj-noun-verb-the

34.64 [27.01, 45.28]
31.95 [24.59, 42.31]
19.92 [11.54, 24.43]
12.05 [5.45, 14.60]

adj-noun-verb-the
noun-verb-the
verb-the
the

Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R 2 estimates from 1000 samples with
replacement.

Within the non-contextual DSMs, the specific combination of adjective-noun-verb
weights that produced the highest explained variance was 0.1 (adjective) + 0.3 (noun) + 0.6
(verb) across both word2vec and GloVe. Therefore, the verb and noun both contributed more
than the adjective, but the verb was more critical than the noun in predicting Cloze response
probabilities. Furthermore, GloVe again outperformed word2vec. Interestingly, within the BERT
model, maximum variance was explained when BERT had access to the fragment without the
definite article, and this model explained significantly more variance than the full-fragment
model (p <. 001). Variance also significantly decreased when the adjective, noun, and verb were
systematically removed (p’s < .05). As is evident, however, the most significant drops in
variance occurred when the noun and verb were removed within the BERT model, which is
consistent with the word2vec and GloVe-based chained weighted-sum models, where the models
with greater weights on the verb and noun were most predictive of Cloze responses.
Table 4.4 displays the explained variance for the best-fitting weighted-sum models
predicting Cloze z-RTs.
Table 4.4. Explained variance in Cloze z-RTs in weighted-sum models
Best Weighted Sum
Cloze z-RTs:
Combination/Fragme
Chained/
Structural Model
Highest
nt
Unchained
Fixed R2/Total-R2 (%)
(Adjective-NounVerb)
ELP
5.85 [1.91, 6.37]/14.65
word2vec
Unchained*
8.08 [3.79, 8.82]/14.41
0.1+0.1+0.8
Chained
7.48 [2.76, 7.75]/15.72
0.1+0.1+0.8
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GloVe

Unchained*
Chained

BERT*

7.91[3.14, 8.28]/16.26
7.10 [2.55, 7.39]/15.57
9.65 [5.24, 9.96]/16.05

0.1+0.1+0.8
0.1+0.1+0.8
The adj-noun-verb-the

10.78 [6.30, 11.24]/16.11
9.78 [5.41, 10.16]/16.62
7.31[2.72, 7.38]/15.34
6.29 [2.02, 6.68]/14.99

adj-noun-verb-the
noun-verb-the
verb-the
The

Note: * indicates significant (p < .05) increase in variance based on log-likelihood tests over the previous
model. CI indicates the 95% confidence interval based on bootstrapped R 2 estimates from 1000 samples with
replacement.

The weighting for the z-RT models that produced the best fit was 0.1 (adjective)+ 0.1
(noun) + 0.8 (verb) across both word2vec and GloVe, which placed far greater emphasis on the
verb, compared to both the noun and adjective in predicting response latencies. Again, this is
generally consistent with the response probabilities, and indicates that the verb was critical in
predicting task performance. These results were also consistent with the truncated fragmentbased results from BERT, where removing the verb led to the sharpest drop in explained
variance (p = .002), again suggesting that the verb was more critical in determining Cloze z-RTs.

4.6 Discussion
The analyses of Cloze responses and latencies yielded four important findings. First, it is
noteworthy that one can get pretty far in predicting response probabilities simply by examining
item-level variables from the ELP. Second, an attention-based contextual DSM, BERT,
significantly outperformed other distributional models (word2vec and GloVe) in accounting for
Cloze task performance. Third, incorporation of the difference between response and competitor
activations and the mean neighbor activations improved the predictive power for all models.
Therefore, a delta-based thresholding process combined with overall mean neighbor activations
likely influenced Cloze responses, such that once a response was sufficiently more activated than
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the competitor, it was more likely to be selected as the final response, and greater neighboring
activations facilitated response production. Finally, the analyses of the contribution of different
content words showed that the verb primarily influenced the likelihood of a given response as
well as the response latencies to produce a response. Each of these findings is now discussed in
detail below.
An interesting finding from these analyses is that simple ELP-based variables strongly
predicted Cloze responses. Indeed, there was relatively little added variance above and beyond
these variables for some of the simple models based on the non-contextual DSMs. This is an
important observation because it clearly indicates a benchmark observation that is rarely tested in
model evaluation, i.e., item-level relationships between retrieval cues and responses influence
response production across a variety of tasks, and it is therefore important to control for these
variables and lexical biases when evaluating different semantic models.
The analyses across different structural DSMs suggested that an attention-based
contextual DSM, BERT, showed the best performance in predicting Cloze responses and
latencies, compared to word2vec and GloVe. Although this is consistent with prior work in the
natural language processing literature, where BERT has been shown to outperform several other
DSMs in different semantic tasks (Devlin et al., 2019), no work has examined the extent to
which BERT can account for either behavioral response probabilities or response latencies in the
Cloze task. The present results suggest that BERT’s modeling framework is powerful enough to
not only provide sensible completions to sentences, but also predict the time course of humangenerated completions. An important question regarding these findings is regarding the nature of
the representation contributing to these effects. Specifically, the BERTforMaskedLM model
(used in this work) is explicitly trained to perform the task of predicting missing words in a
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sentence based on sentences derived from very large text corpora. Therefore, one may not be
surprised that BERT successfully outperforms other models in the Cloze task. However, it is
important to reiterate that word2vec is also a predictive neural network like BERT, and derives
its semantic representations by predicting words within a prespecified context window. The
mechanism unique to BERT is the weighting that it assigns to different words during this
prediction process, which ultimately leads to more powerful semantic representations of the
words embedded within different sentence contexts. Therefore, these findings provide cognitive
support to the model architecture of BERT, and specifically the weighting-based “attention”
mechanism that contributes towards BERT’s predictions.
The analyses of truncated sentences provided to BERT in the present study also show that
BERT is sensitive to specific parts of the Cloze fragment and uses this information to generate
prediction scores, and these predictions become weaker as the information supplied to BERT is
systematically reduced. Of course, the scale at which BERT is trained (i.e., the text corpora) as
well as the specific finetuning of parameters that enable BERT to make these predictions are
important factors that likely also contribute to this performance (see Kumar, 2020 for a
discussion). There is also recent work that shows that although BERT may be significantly better
than previous models in predicting responses in the Cloze task, it is has considerable difficulty in
predicting human performance in generating sensible inferences, responding to negation, and
other language processing behavior that comes very naturally to most individuals (Ettinger,
2020; Niven & Kao, 2019). Indeed, even within the current dataset (CLOZE-338), as shown in
Table 4.5, BERT did not always correctly predict the modal response and often generated odd
predictions, even when the modal response was produced by most participants in CLOZE-338.
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Table 4.5. Examples of incorrect BERT predictions in CLOZE-338
Modal Response
BERT
Cloze Fragment
(Probability)
prediction
The helpful librarian ordered the
book (.97)
search
The little mouse ate the
cheese (.92)
cat
The dirty dog buried the
bone (.89)
body
The oily dressing ruined the
salad (.87)
effect
The pastry chef decorated the
cake (.78)
room
Indeed, BERT correctly predicted the modal Cloze response only 27% of the times within the
current dataset and generated reasonable predictions only 71% of the times 10, clearly indicating
that one of the best language models has a considerable way to go to capture human Cloze task
performance. Qualitative analyses showed that incorrect BERT predictions were generally driven
by stereotypical sub-fragment completions (e.g., buried the body) or frequently co-occurring
nouns (e.g., cat-mouse) that overwhelmed other parts of the fragment. Of course, there may also
be some limitations with respect to the reliability of the CLOZE-388, which is likely to place a
ceiling on explained variance.
Another important finding from the present study was that the verb strongly contributed
to the response activation and selection process in the Cloze task, whereas the contribution of the
noun was slightly higher in response probabilities, and the adjective contributed minimally to
task performance. This relative weighting of different content words is similar to the positional
weighting that BERT implements within a neural network predicting words going left to right
and right to left, and provides a computational account of how individuals may process incoming
words and assign differential emphasis on these words based on the task demands. For example,
consider the fragment “the young landscaper mowed the” - although the adjective (young) and

10

Judgments of reasonability were obtained from 2 independent raters who scored whether a human would complete
the fragment with the BERT prediction as a 0 or 1. Rater judgments were moderately correlated, r = .57 and
averaged to .70 and .73 respectively.
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noun (landscaper) may help in activating the relevant semantic space from which a specific
response may be selected (e.g., words related to gardening), it is the verb that determines the
suitability of the response (e.g., lawn) to the syntactic and semantic structure of the fragment,
which in turn affects the response latencies. It is important to note here that both word2vec and
GloVe also emphasized the importance of the verb. Therefore, future work should focus on more
carefully exploring how different parts of a sentence fragment influence the time course of Cloze
response production.
The present results also provided some insight into the influence of neighboring
activations influence Cloze response production and latencies. The finding that delta between the
response and competitor predicts Cloze task performance is consistent with findings from the
free association task (Chapter 3) and clearly demonstrates that in language-production tasks there
is competition amongst different activated representations. A process that captures this
competition is critical in accounting for the likelihood of a specific response being selected as
well as the time taken to produce that response. Delta also strongly predicted an important
behavioral pattern within the Cloze task - Cloze responses were produced faster in more
constraining fragments. Additionally, mean neighbor activations also contributed to this pattern,
such that activation of related words within the semantic space actually facilitated response
selection and production. This is in contrast to the effect of mean neighbor activations on free
association responses in Chapter 3, where an inhibitory effect of highly activated neighbors was
observed. Indeed, it is possible that when linguistic context is constraining enough (in the form
of a five-word fragment in the Cloze task), the activation of other words in the semantic space
helps in selecting the appropriate response by spreading more activation to the more likely
completions. On the other hand, in the free association task where the context (in the form of a
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one-word cue) is not sufficiently constraining, high activation of several words in fact interferes
with response selection. This finding again highlights how different tasks may tap into different
operations and underscores the need to develop task-specific computational models when
accounting for behavior, although more work is needed to fully understand the influence of
neighboring activations on response production in different language tasks. Collectively, these
analyses provide a computational method to capture activations within semantic space via
algorithmic models based on DSMs and ultimately account for behavioral patterns in the Cloze
task.
In sum, the present study investigated the extent to which representations derived from
distributional semantic models, when combined with appropriate algorithmic assumptions
account for responses and latencies in the Cloze task. These findings highlight how syntactic and
semantic information within fragments is critical to the process of selecting a Cloze response,
and how a contextual attention-based model of semantic memory provides a better account of
Cloze task performance, compared to non-contextual distributional models. Furthermore,
accounting for response competition improved model fit, suggesting that Cloze response
selection also involves attending to competing words in the semantic neighborhood. In this vein,
this chapter provided a novel computational account of combining distributional models with
algorithmic models to account for behavior in another standard language production task.
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Chapter 5:
General Discussion
This dissertation delineated a novel computational approach to model retrieval processes in two
familiarity-driven tasks (relatedness and similarity judgments) and two language production
tasks (free association and the Cloze task), by combining different distributional models of
semantic memory with algorithmic and processing principles to predict responses and response
latencies within each task. This chapter discusses the primary findings from each chapter, and
how these findings complement the prior literature and further inform our understanding of how
semantic information guides behavior.

5.1 Predicting Relatedness and Similarity Judgments
Chapter 2 explored how semantic representations derived from two distributional models
(word2vec and GloVe) when combined with a process-level model (proposed by Rotaru et al.,
2018) and different algorithmic models accounted for relatedness and similarity judgments in the
MEN/SimLex-999 datasets. The analyses suggested that the Rotaru et al. process model
significantly outperformed all other algorithmic models in capturing both relatedness and
similarity judgments, explaining variance over and above ELP variables in this task. Importantly,
the Rotaru et al. model was based on the spreading activation mechanism and captured overall
activation levels across time within a semantic space, which effectively accounted for
performance in these tasks likely because they are driven via familiarity-based processes. In
addition, these findings suggest that algorithmic models that focus on a selection process
amongst competing activations within the semantic space may not be particularly suited towards
tasks that are driven by overall activations. Indeed, as recent work on modeling response
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latencies in relatedness judgments (Kraemer et al., 2021) suggests, judgements of relatedness
(and similarity) may be driven by overall semantic relatedness levels and decision processes that
accumulate evidence for one decision (related) over another (unrelated) across time. However,
such decisions may not require explicit modeling of other activated competitors given that the
task does not require the explicit selection of a particular word, as in other language production
tasks. Future work should examine how semantic representational accounts integrate with such
decision-based processes, and compare to the Rotaru et al. model in accounting for relatedness
judgments. A joint examination of relatedness/similarity judgments as well as response latency
data is critical to this enterprise. Overall, however, the first chapter demonstrated how
distributional semantic models, when combined with appropriate process-level assumptions
based on the spreading activation mechanism, successfully accounted for behavioral patterns in
relatedness/similarity judgments. Given that relatedness/similarity judgments may reflect more
familiarity-driven processing, Chapters 3 and 4 examined whether alternative algorithmic models
that take into account competing activations would better account for performance in more
attention-demanding language production tasks.

5.2 Predicting Free Association Responses and Latencies
Chapter 3 focused on free association responses and latencies from the Small World of Words
database. The analyses suggested that an algorithmic model based on multiplying semantic
similarity by frequency and comparing competing neighbor activations significantly
outperformed the Rotaru et al. process-driven model in accounting for free association responses
and latencies. These results suggest that familiarity-driven tasks tap into different operations that
may depend on overall activation levels within a semantic space, compared to production-based
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tasks such as free association that instead require the selection of a single response amongst
different competitors. Indeed, the analyses of delta-based models in Chapter 3 suggested that
there may be a threshold above which sufficiently activated responses are more likely to be
produced during free association. Importantly, these delta-based effects were not limited to
response likelihoods, but also explained response latencies, such that responses were produced
faster if they were sufficiently more activated than a competing word and the overall activation
of other neighbors within the semantic space was low.
Chapter 3 also provided a novel computational account for how secondary responses may
be produced in a continued free association task. The empirical comparisons between a chained
and unchained model showed that the chained model that emphasized additional activation from
the primary response best predicted secondary response likelihoods and latencies, compared to a
model that emphasized additional cue-based activations. Furthermore, incorporating delta and
neighbors-based variables further improved the fit of the chained model. Collectively, these
findings indicate that secondary response production is dependent on primary responses as well
as competing activations of neighbors within that semantic space, providing further support for
the hypothesis that language production tasks require the explicit modeling of response selection
amongst competitors. Importantly, although previous work has demonstrated the presence of
chaining in the SWOW database (De Deyne et al., 2019), the current work represents the first
account of how such chaining actually occurs within the free association task, and how primary
response activations influence secondary responses and latencies.
Overall, Chapter 3 demonstrated how the mechanisms underlying free association
involve complex interactions between different sources of information. Indeed, the analyses
suggest that free associations draw on information such as word concreteness and valence in
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addition to activations driven by semantic similarity and frequency, and that these varied sources
of information combine to produce the final response during free association. The present work
provides the first exploration of the time course of response production during free association,
based on distributional semantic models trained on text corpora. Although the analyses suggest
reliable effects of semantic similarity, and competitor as well as neighbor activations derived
from these text corpora, it is important to highlight that there is still considerable variance to be
explained within these data, especially within RTs. Given the multimodal nature of free
associations (De Deyne et al., 2021), future work should examine how a multimodal model (i.e.,
a model that takes into account sensorimotor information that humans are exposed to in the
natural environment) may account for free association responses and latencies, when integrated
with appropriate process-level or algorithmic models of response production.

5.3 Predicting Cloze Responses and Latencies
Chapter 4 explored how different algorithmic models accounted for performance in the Cloze
task, another common language production task. The analyses indicated that the contextualized
BERT model, which is based on position and context-based “attentional” weighing mechanisms,
significantly outperformed the word2vec and GloVe models in accounting for Cloze responses
and z-RTs. Furthermore, the parametric analyses indicated that different components of the
Cloze fragment (i.e., adjective, noun, and verb) differentially contributed to response production,
confirming the hypothesis that the process of producing a response in the Cloze task involves
attending to the critical content words in a syntactically constrained manner. Finally, similar to
free associations in Chapter 3, incorporating competitor and neighbor activations via a deltaneighbors model significantly improved the predictive power of all models and also successfully
accounted for critical z-RT patterns in the Staub et al. dataset, providing further support for the
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hypothesis that language production tasks involve the selection of responses amongst different
activated words, and the extent to which a response is more or less activated than its competitors
determines its response likelihood as well as response latencies.
Despite BERT significantly outperforming all other models in predicting Cloze task
performance, it is important to highlight here that the explicit predictions within BERT were still
far off from the human baseline and the variance explained in Cloze response latencies was
overall low. This suggests that even the seemingly effortless task of predicting the end of a
sentence is driven by complex syntactic and semantic interactions, in conjunction with general
knowledge-based inferences, and state-of-the-art language models have difficulty accounting for
behavioral data without explicit access to such world knowledge. For example, within the Cloze
task, a human would almost never complete the fragment “the little mouse ate the” with the word
“cat” (which was BERT’s prediction), because individuals know that it is nearly impossible for a
mouse to eat a cat due to their relative sizes and the prey-predator relationship these two animals
share. Moreover, although BERT uses position and linguistic context to assign weights to
different content words (i.e., “attention”), it remains unclear whether and how this notion of
weighting truly captures the cognitive construct of attention. Overall, there is a need to further
understand how individuals process incoming information to make inferences on the fly, as well
as how individuals apply knowledge schemas to language-based tasks. Current work in natural
language processing is attempting to incorporate knowledge graphs and cause-and-effect
relations gathered via crowdsourced databases such as ConceptNet (Speer et al., 2017) and
COMET (Bosselut et al., 2019) within distributional models to fully understand the strengths and
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limitations of current language models in accounting for behavioral benchmarks 11, which would
ultimately inform some of these research questions.

5.4 Task Specificity in Model Evaluation
One important theme that emerges from the present work is that the specific task on which
different models are evaluated is critical. For example, the Rotaru et al. model was specifically
developed to account for dynamics of retrieval in familiarity-based tasks. Therefore, although the
present work examined how this model could explain production-based task performance, it is
possible that the general Rotaru et al. framework could be extended or modified to incorporate
delta-based competitor activations and ultimately account for processes that may be relevant to
tasks such as free association and sentence completion. Furthermore, the present work shows
how the efficacy of a model is strongly dependent on how it is evaluated. For example, although
BERT may capture performance in the Cloze task (which, as the current work shows is still very
far from the human baseline), how would it account for free association, a task that does not rely
on sentential context? The current literature is rife with examples of models evaluated on very
different tasks (ranging from simple tasks such as assessing word similarity to complex tasks
such as reading comprehension) but these tasks may not necessarily reflect the same cognitive
demands or principles. Indeed, as the present work highlights, different tasks demand different
types of underlying mechanisms. Therefore, if a model (e.g., BERT) is finetuned to achieve
state-of-the-art performance on a question answering database, this reflects the ability of the
model to learn a behavior after several rounds of training (which may be important for

11

See https://homes.cs.washington.edu/~msap/acl2020-commonsense/ for a recent workshop on commonsense
reasoning within state-of-the-art language models
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developing language-based technologies), as opposed to the flexibility that human processing
systems possess to modify their processes based on task goals, with minimal prior training.
Ultimately, modeling this flexibility of the cognitive system to perform virtually any task will be
critical for the natural language processing enterprise, and understanding on how different tasks
demand different cognitive processing is an important next step for the field (see Balota & Yap,
2006).
On a related note, it is important to highlight the role of item-level ELP variables in
accounting for performance across different semantic tasks. In the present work, variables such
as length, frequency, concreteness, and valence accounted for relatively large amounts of
variance in predicting responses and response latencies across all tasks. Indeed, surprisingly, the
gains in accounted variance from semantic variables based on DSMs were small (albeit
significant) in some tasks (e.g., Cloze task) compared to others (e.g., relatedness judgments),
which suggests that it is important to separate the contribution of these ELP-based variables from
information derived via DSMs in accounting for performance across different tasks. As
discussed, one possibility is that these ELP variables may reflect natural lexical biases that
influence behavioral performance within semantic tasks. Work in machine learning and natural
language processing typically does not control for lexical variables when assessing model
adequacy, but the present work suggests that it is important to assess the predictive power of
semantic models relative to the influence of item-level characteristics, especially because
different tasks may differentially emphasize these item-level relationships. A second possibility
is that the ELP variables and the DSMs contain complementary semantic information that may
be critical in semantic tasks. Indeed, as evidenced by low correlations between cosine similarities
from DSMs and these ELP variables, it is possible that DSMs trained on linguistic corpora may
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be particularly disadvantaged at capturing information about concreteness or valence, which may
be important in tasks such as similarity judgments or free association. In this light, one may
assert that DSMs do not perfectly represent word meaning, and ELP variables may actually
represent an important component of what constitutes meaning. Finally, a third possibility is that
there is shared variance between tasks used to obtain ELP information and the tasks examined in
the present dissertation, which may be a contributing factor to the variance explained by these
variables. Although the present work cannot fully discriminate between these possibilities, it is
important to highlight that the ELP variables may simultaneously represent natural lexical biases,
as well as non-linguistic meaning-related information that may be critical when accounting for
performance in semantic tasks.
Collectively, this dissertation described an approach to model behavior in semantic
retrieval tasks, by combining distributional semantic models that learn semantic word meaning
via large-scale text corpora with appropriate algorithmic/process-based models. An important
takeaway from these studies is that different tasks tap into different processing operations, and
production-based semantic tasks (such as free association and the Cloze task) require explicit
modeling of search and retrieval processes leading up to the identification of a single response
that are different from familiarity-based tasks (such as relatedness/similarity judgments) that may
instead depend on accrual of activation between concepts within a semantic space. Furthermore,
the present work highlights that different representational models provide the best account of
performance across the different tasks (i.e., GloVe in relatedness/similarity judgments and free
association, and BERT in the Cloze task). A complete account of semantic memory must be able
to accommodate these representations and processing operations within the same general
framework. Although it is unlikely that there are multiple semantic memory systems within the
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brain, it is possible that meaning is indeed represented via different patterns of activation when
embedded within strongly constraining contexts versus unconstrained contexts, as in neurally
inspired models of cognition (e.g., McClelland & Rumelhart, 1981). Indeed, it may be the case
that each instance of semantic retrieval is in fact a distinct pattern of neural activity (Musz &
Thompson-Schill, 2015), and specific task demands control the extent to which these patterns are
activated and modified. Just as different measures of word recognition bring online distinct
processes (see Balota, Spieler, & Paul, 1999), different measures of semantic memory may bring
online distinct processes. Clearly, there is a long way to go before distributional models can be
considered perfect accounts of semantic memory representation and processing. However, as the
present work demonstrated, assuming meaning is derived via statistical regularities in natural
language, indexing activations as a function of semantic similarity and frequency, and
accounting for relative activations within a semantic space derived via distributional models can
serve as a powerful computational account for how information is learned, accessed, and
produced within language tasks. Of course, it is critical to note here that despite consistent
evidence for specific models explaining the most variance in the different tasks evaluated in this
dissertation, overall explained variance in production tasks (Chapters 3 and 4) was low with
small (albeit significant) differences across the models. This suggests that capturing the
variability in language production tasks remains an important challenge for computational
semantic models overall, and future work should explore how different models can
accommodate this variability.

5.5 Limitations and Future Directions
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Despite the promise of the present approach, it is important to acknowledge some limitations of
this work as well as discuss some future directions. First, the present analyses were carried out
on secondary data for relatedness/similarity judgments, free association, and Cloze tasks, and
these data were not specifically collected to explore how distributional information, when
combined with algorithmic models, accounts for responses and response latencies. For instance,
as the current analyses show, there was considerable variability across RTs in the SWOW
database, given that participants were not encouraged to respond quickly and also performed the
study through different operating systems and devices. This limits the extent to which RTs can
be modeled for free association using the present data, although the present work shows how
algorithmic models that index activation levels and competition within the semantic space via
distributional information do indeed account for critical patterns in RTs. A critical assumption
here is that even under un-speeded conditions, response latencies can be informative and likely
reflect when sufficient information has been accrued within a given task to make a response. In
contrast, the sentence fragments used in the Cloze data were specifically controlled to reduce
item variability and followed the same sentence structure (i.e., The-adjective-noun-verb-the).
Indeed, the current analyses show systematic effects of this structure on performance, in that
individuals attended to verbs more than nouns and adjectives while generating sentence
completions, and this behavior was mirrored in the DSMs. However, it was not possible to
explicitly examine the effects of different syntactic structures, given that the same noun did not
occur with different verbs and vice versa, which may provide further insight into how fragment
constraint modulates performance in the Cloze task. Finally, although MEN/SimLex-999 are
considered benchmark datasets in machine learning, these datasets reflect very different types of
tasks (i.e., MEN asked participants to compare two word-pairs and select the more related pair
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whereas SimLex-999 asked participants to produce a similarity score for a single word-pair) and
also do not report response latencies. RTs within cognitive tasks provide important constraints
for process-level and algorithmic models and therefore the lack of RTs for these data limits the
conclusions one can draw from the present analyses. For example, relatedness decisions tend to
show critical patterns in RTs (e.g., the inverted U effect, see Kenett et al., 2017 and Kumar,
Balota, & Steyvers, 2019), which provide important benchmarks for different
process/algorithmic models.
Given that this dissertation only compared a limited set of models (word2vec, GloVe, and
BERT), it cannot speak to the predictive power of these models against several other competing
models in the field (e.g., Topic models, retrieval-based models, recurrent neural networks etc.) in
these particular tasks. Further, although all the models tested in this dissertation were all trained
on Wikipedia corpora, they were not trained on the same size of corpora (e.g., word2vec and
BERT were trained on ~3 billion tokens and GloVe on 6 billion tokens) and some models also
had some additional training on other corpora (e.g., BERT was trained on an additional
BooksCorpus), and therefore some model-based differences could be attributed to corpora-level
differences. However, training size does not appear to be the only discriminating factor between
the performance of word2vec and BERT, because both models were trained on a corpus of
approximately 3 billion tokens. Moreover, there was considerable task specificity for the
different distributional models, wherein GloVe (trained on a 6 billion corpus) did poorly on
Cloze task data in comparison to BERT (trained on a smaller corpus) but relatively well on the
SWOW data. Therefore, the underlying mechanisms for these different models appear to have
important implications for the tasks they can effectively account for, above and beyond the
corpora-level differences. However, given the overall consistency in model fits across multiple
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tasks, the present analyses do provide overall support for the claim that distributional models can
indeed be applied to language production tasks.
Additionally, the present dissertation considered only one process-based model (based on
Rotaru et al., 2018), and it is possible that other process-level models (e.g., drift-diffusion,
accumulator models, etc.) may also be viable candidates for explaining performance across
language production tasks. Of course, the present dissertation focused on one possible general
framework of combining distributional models with algorithmic models that may be applicable
to unconstrained semantic tasks and exploring alternative process-based models is an avenue for
future work. Along similar lines, the present work focused on a spreading activation metaphor
with concepts being represented in a vector-based “network” to operationalize the amount of
activation between any two concepts. Of course, another way to think about relatedness between
concepts is to consider the overlap in semantic features, such as in Plaut and Booth’s (2000)
model of semantic priming. Indeed, feature-based models of semantic memory have historically
informed theories of semantic memory structure and processing (McRae, 2004) and integrating
feature-based information with linguistic sources of information is a thriving area of research
(Jones, Willits, & Dennis, 2014). Therefore, future work should compare different ways of
indexing semantic activation between concepts to further understand how concepts are accessed
and retrieved from semantic memory.
It is also important to highlight here that the present models were all deterministic, i.e.,
each model produced a single prediction for a given item, based on one underlying semantic
representation. Furthermore, although this is the standard approach in this literature, using
pretrained models automatically limits the finetuning of certain model parameters that may be
able to capture some type of individual-level variation. Therefore, a simplifying assumption
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within the present work was that all individuals share the same semantic memory system.
However, as the present work demonstrates, individuals exhibit considerable variability in
responses and response latencies, and an accurate computational model of semantic memory and
language production should be able to account for this variability. Indeed, future work could
explore individual-level generative Bayesian representational models (e.g., as in Zemla, Kenett,
Jun, & Austerweil, 2016) as well as stochastic noise-based algorithmic/process models, to
develop more accurate models of retrieval from semantic memory.

5.6 Conclusions
Retrieval from semantic memory is fundamental to all cognition, and therefore it is crucial to
understand how information is searched, retrieved, and ultimately used to produce a response in
a cognitive task. The present work introduced a quantitative framework based on combining
distributional semantic representations with different algorithmic models and one process-based
model to account for performance in two familiarity-based tasks (relatedness and similarity
judgments) and two language production tasks (free association and sentence completion). The
analyses showed that production tasks involve complex interactions between activations of
different competing words within a semantic space to produce a single response, whereas
familiarity-driven tasks are influenced by overall activation of concepts within a semantic space.
The present studies build upon the previous literature by identifying specific mechanisms of
activation and competition by which a specific response is selected and produced in response to
task-dependent cues, and also suggest important differences across different semantic tasks and
their underlying processing mechanisms. Ultimately, the framework from this dissertation could
be extended to explore how individuals perform more open-ended production-based semantic
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tasks such as question answering and lexical retrieval, therefore introducing a quantitative
approach to understanding the dynamics of retrieval processes across different semantic tasks.
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