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Résumé :  
L'origine physique de l'éclatement tourbillonnaire spiral est étudiée  via la détermination des  modes directs 
et adjoints des équations de  Navier-Stokes, linéarisées autour d'un écoulement axisymétrique. La région 
ondulatoire, définie comme la région où modes directs et adjoints se recouvrent, permet  de déterminer si  
c'est la zone de recirculation ou plutôt sa trainée qui cause l'éclatement tourbillonnaire  
Abstract : 
The physical origin of spiral vortex breakdown is investigated using the direct and adjoint Navier-Stokes 
equations linearized around axisymmetric vortex breakdown. The wave modes region, defined as the overlap 
region between adjoint and direct global mode, allows us to determine whether the wake of the recirculation 
region or the recirculation region itself causes the spiral vortex breakdown. 
Mots clefs: vortex breakdown, direct and adjoint modes, recirculation bubble 
1 Introduction 
Vortex breakdown is a feature of many swirling flows that have both axial and azimuthal velocity 
components. It is observed in an axisymmetric case, when the stagnation point appears, which followed by 
the region of reversed flow referred as the vortex breakdown bubble, and in a spiral form in a three 
dimensional case as soon as the swirl parameter is large enough. The spiral vortex breakdown has been 
observer in experiments by Sarpkaya [1], Faler & Leibovich [2] and Escudier & Zehnder [3]. Lambourne & 
Bryer [4] reported about the coexistence of the recirculation bubble and spiral vortex breakdown for the 
same set of parameters. Measurements of Brücker & Althaus [5] have further revealed a periodic switch 
between the bubble and the spiral form.  
The physical mechanism of rise of spiral vortex breakdown has been discussed by many authors. Ruith & 
Meiburg [6] observed by direct numerical simulations for a moderate Reynolds number bubble, helical and 
double-helical breakdown modes as the swirl is increased. A transition to helical breakdown modes was 
shown to be caused by sufficiently large pocket of absolute instability in a wake of the bubble given rise to a 
self-excited global mode. Gallaire & Chomaz [7] identified the selection mechanism responsible for the 
appearance of double-helical structure in the pre-breakdown stage of so-called screened swirling jets, when 
the circulation vanishes away from the jet. Temporal and absolute/convective instability properties were 
retrieved from the numerical simulations of the linear impulse response for different swirl parameter settings. 
It was shown that a large range of negative helical modes, winding with the base flow, are destabilized as the 
swirl was increased and their characteristics for large azimuthal wavenumbers agreed with asymptotic 
analysis of Leibovich & Stewartson [8].   
Recently Gallaire et al. [9] adopted the point of view of Escudier [10] and denoted spiral vortex breakdown 
as the synchronized helical state characterized by an azimuthal wave number , rotating at the same 
direction as the base flow but winding in space in the opposite direction. This mode is distinguished from 
high-order helical co-winding modes that have been observed by Escudier & Zehnder [3] and Billant et al. 
[11]. Gallaire et al. [9] demonstrated by means of numerical simulations that the non-axisymmetric vortex 
breakdown is resulting from a global instability of the axisymmetric vortex breakdown state. It is triggered 
by the appearance of a locally absolutely unstable region in a wake of the breakdown bubble. The nonlinear 
global mode is primarily driven by a front located at the convective to absolute instability transition station. 
1=m
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They said that the vortex breakdown is analogous to a bluff body, the wake of which becomes absolutely 
unstable.  
Herrada & Fernadez-Feria [12] had conducted both axisymmetric and three-dimensional numerical 
simulations to study the appearance of vortex breakdown in a family of columnar flows in straight pipes 
without wall friction. They confirmed that a transition to helical modes is caused by a sufficiently large 
pocket of absolute instability inside the original axisymmetric bubble. Depending on the Reynolds number 
and swirl parameter two distinct unstable modes corresponding to azimuthal wave number 1=m and 
had been found to yield a helical or double-helical breakdown mode, respectively. 2=m
2 Governing equations and solution method 
2.1 Governing equations 
We consider incompressible flow of constant density satisfying Navier-Stokes equations. All quantities are 
made non-dimensional using the constant fluid density, the vortex core radius and the velocity of the fluid in 
the free stream. We use the cylindrical coordinates ( θ,,rx ) aligning along the axis of the vortex core. 
Likewise, the components of velocity in the axial, radial and azimuthal directions are represented by ,  
and , respectively. 
xu ru
θu
A steady base flow is assumed in the form 
θθ erxUerxUerxUU rrxx
rrrr ),(),(),( ++=  
which satisfies the full Navier-Stokes equations. 
The linearised Navier-Stokes equations governing small perturbations in velocity, u , and pressure, r p , to a 
steady base flow  ),( rxU
r
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 is stationer and independent of polar angleθ , we assume the perturbations to be 














      (2) 
where  is the azimuthal wavenumber and Zm∈ C∈ω is the frequency. 
2.2 Computational method 
The direct numerical simulations (DNS) are based on the incompressible time-dependent axisymmetric 
Navier–Stokes equations in cylindrical coordinates ( θ,,rx ). Sixth-order compact schemes are used to 
compute the spatial derivatives in axial and radial directions, and a spectral representation is used for angular 
coordinate. For time-stepping we use a fourth-order Runge-Kutta scheme, coupled with a pressure projection 
method to treat correctly the incompressibility condition. The computational domain has the dimensionless 
size  and ; it is numerically resolved by 10=R 10=X 127=rn  and 257=xn  grid points in the radial and 
axial directions, respectively, with a uniform mesh in the axial direction and with an algebraic mapped mesh 
[13] in the radial direction which clusters grid points near the centerline and the lateral boundaries. The fully 
nonlinear DNS is used to obtain the base flow, whereas a linearised version of the code is used for 
stability analysis.   
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2.3 The steady base flow 
The velocity profile at the inflow boundary ( 0=x ) is forced to be axisymmetric and constant over time; 
moreover, no perturbations are imposed. A Grabowski profile [14] is used for the radial velocity and the 




















Here the swirl parameter S  represents the ratio of azimuthal velocity at the edge of the core and the axial 
free-stream velocity, i.e. ./)1( ,∞= xuuθS   
As emphasized by Ruith et al. [15] the use of free-slip boundary conditions in the radial direction requires 
excessively large computational domains to avoid backscatter from the radial boundaries. To truncate the 
domain at smaller radii, one must allow for mass and momentum to be exchanged across the radial boundary 
and thus account for entrainment of exterior fluid into the jet. To this end, no-viscous-traction boundary 
conditions in the radial direction. 
At the outlet boundary we impose a convective boundary condition, in order to represent the outlet as an 















where the exact value of  is not critical to the solutions, since we only consider steady-state solutions. 
Finally, we impose the constraint of axisymmetry, and then the equations are advanced forward in time. To 
reach a steady state, simulations of the time-dependent Navier–Stokes equations were run until the 




2.4 The stability problem 
Inserting (2) into (1) gives 
BqiqAm ω= ,       (3) 
























































































and UuuUUuC mm 0),( ∇⋅+∇⋅= is the complex advection operator. 
For the stability problem we must numerically solve the eigenvalue problem (3). For the linear perturbations 
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satisfying (1) we use Dirichlet inlet boundary conditions, no-viscous-traction lateral boundary conditions and 
Neuman outlet boundary conditions. 
The process of integrating the linearised equations forward by a time  defines a new linear operator At
  ).exp( 1 AmtABC
−−≡
The eigenvalue problem  
qCq λ=        (4) 
is solved for this new operator using implicitly restarted Arnoldi method. For this we use the ARPACK 
software library. The Arnoldi method procedure terminates when the requested number of eigenvalues and 
eigenvectors have converged to a specific tolerance. In terms of the converged eiguenvalues λ  of (4), the 
frequency eigenvalues ω  are simply given by 
At
i λω log= . 
2.5 The adjoint problem 
The adjoint evolution operator is defined so that any is defined so that for any vectors q  fulfilling 
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with the inner product. The adjoint equations are obtained using integration by parts of equations (1). 
With our notation,  is then solution of an eigenvalue problem that reads †q
††† BqiqAm ω−= , 





























m ∇⋅−∇⋅= is the adjoint advection operator. 
For calculating the adjoint global modes we also use the Arnoldi method the same way as for the direct 
modes except we integrate backward in time. 
3 Results 
3.1 Base flow 
As a reference case we use vortex breakdown state as the base flow. Swirling jet is selected with the 
governing dimensionless parameters of  200Re =  and 095.1=S . This choice is identical to the reference 
cases obtained by Grabowski & Berger [15] and by Ruith et al. [16].  
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FIG. 1 – Meridional cut of the streamlines associated to the base flow obtained nummerically by imposing 
axisymmetric on the flow. 
As seen on the FIG. 1, vortex breakdown is observed at the swirl number 095.1=S , characterized by the 
typical recirculation zone.  
3.2 Stability 
In the considered case the temporal evolution of perturbations shows that the axisymmetric bubble 
breakdown state becomes unstable to three-dimentional perturbations. In the case of  we obtained 
similar to Ruith et al. [16] a single helical breakdown mode. Particles forming the helix are concentrated in a 
low-pressure regions, although no local pressure minimum can be observed. Helical mode structure rotates 
with the ambient flow relative to observe at certain frequency. As the swirl parameter takes value larger than 
discussed for the reference case, the single helix is replaced by a pulsant double-helical mode  
1−=m
2−=m . For 
even higher swirl a two-celled axisymmetric quasi-steady bubble structure is observed.  
As a result of the so-called convective nonlinearity the direct and adjoint global modes for helical 
perturbations are located downstream and upstream, respectively. In particular, the adjoint mode is dominant 
in the recirculation bubble where the flow is thus most sensitive to periodic forcing. The wave modes region, 
defined as the overlap region between adjoint and direct global mode, allows us to say that the wake of the 
recirculation region causes the spiral vortex breakdown. This prediction give a opportunity to find a proper 
passive control of spiral vortex breakdown. 
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