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Solutions of the exercises on the first part of the program
Linear algebra course
1) (a) In order to get a non solvable system the rank of A and the rank
of [A|b] must be different. First notice that the rank of A can’t
be 3 because the second and the third row are linearly dependent.
Moreover detM33 = detM32 = 0 if and only if a = 0. In this case
we have
rankA = 1 rank[A|b] ≥ 2
because the minor (
2 3
4 4
)
of [A|b] has the determinant different from 0. So when a = 0 the
system has no solutions.
If a 6= 0 then rank A = 2, and so it is the rank of [A|b] indeed the
last two rows are still linearly dependent and we know that rank
A ≤ rank [A|b]. Hence the only value of a for which the system is
not solvable is a = 0.
(b) In this case we have
A =
 2 1 22 2 4
3 3 6
 b =
 24
6
 .
In order to get the space of solutions of the system let’s proceed
with the Gauss method observing that it is sufficient to study the
first two rows of the matrix [A|b]:(
2 1 2 2
2 2 4 4
)
1
2
r1−→
(
1 1
2
1 1
2 2 4 4
)
r2−2r1−→
(
1 1
2
1 1
0 1 2 2
)
The system we need to solve is the following:{
x1 +
1
2
x2 + x3 = 1
x2 + 2x3 = 2
if we set x3 = α we get the general result
x1 = 0
x2 = 2− 2α
x3 = α
α ∈ R,
that is S = {(0, 2− 2α, α) | α ∈ R3}. If we set α = 0, 1, 2 we get
respectively  02
0
 ,
 00
1
 ,
 0−2
2
 .
(c) For a = 0 we have
A =
 1 1 22 2 4
3 3 6
 .
We have already observed that in this case rank A = 1, hence
dimR(A) = dim C(A) = 1. In order to get a basis of these two
spaces it is sufficient to find a non-zero vector which belongs to
them. For example {(1, 1, 2)} (taking the first row of A) is a basis
for R(A) and {(1, 2, 3)} (taking the first column of A) is a basis
for C(A).
From the theory we know that dimN (A) = n−rank A = 3−1 = 2.
In order to get a basis we need to solve the homogeneous associated
system. Since rank A = 1 we can study only the first row of the
matrix and the system becomes
x1 = −α− 2β
x2 = α
x3 = β
α, β ∈ R
Hence we can set α = 1, β = 0 and α = 0, β = 1 in order to get two
linearly independent vectors which generate N (A), respectively
(−1, 1, 0) and (−2, 0, 1). So a basis ofN (A) is {(−1, 1, 0), (−2, 0, 1)}.
N (AT ) is the space of the solutions of the homogeneous system
associated to
AT =
 1 2 31 2 3
2 4 6

Since rank AT = 1 the dimension ofN (AT ) is equal to 2. Studying
the first line of AT we get
x1 = −2α− 3β
x2 = α
x3 = β
α, β ∈ R
So a basis of N (AT ) is {(−2, 1, 0), (−3, 0, 1)}.
2) (a) In a 3−dimensional space every four vectors must be linearly
dependent hence they can’t be a basis of the space.
(b) R(A) is the subspace spanned by the rows of A. Since A has three
rows the dimension of R(A) could be at most 3. So it can’t be
equal to R4.
(c) b is in C(A) if and only if the linear system given by Ax = b is
solvable. This is true if and only if rank A = rank [A|b]. Let’s com-
pute the rank of A: the determinant of the minor of A obtained
by deleting the last column is
det
 3 −1 11 2 −1
−1 −3 −2
 = −12− 1− 3 + 2− 2− 9 = −25
hence the rank of A is maximum, and it must be equal to the rank
of [A|b] because 3=rank A ≤ rank [A|b] ≤ 3=number of rows of
[A|b]. So b belongs to C(A).
(d) In order to get the coefficients of a1, a2, a3, a4 we need to find
a solution of the system Ax = b. We proceed with the Gauss
method: 3 −1 1 2 −21 2 −1 1 3
−1 −3 −2 −4 6
 3r2−r1−→
 3 −1 1 2 −20 7 −4 1 11
−1 −3 −2 −4 6

−r1−3r3−→
 3 −1 1 2 −20 7 −4 1 11
0 10 5 10 −16
 10r2−7r3−→
 3 −1 1 2 −20 7 −4 1 11
0 0 −75 −60 222

Hence the system becomes
3x1 − x2 + x3 + 2x4 = −2
7x2 − 4x3 + x4 = 11
−75x3 − 60x4 = 222
setting x4 = 0 (it is a free variable) we get
x1 =
147
525
x2 = − 63525
x3 = −22275
Hence 147
525
a1 − 63525a2 − 22275 a3 + 0a4 = b.
(e) In order to normalize a1 we need to divide it by its norm: ||a1|| =√
9 + 1 + 1 =
√
11, hence the vector we get after normalizing a1
is the following 
3√
11
1√
11
− 1√
11

From the theory we know that the cosine of the angle between a2
and a3 is given by
cos θ =
< a2, a3 >
||a2|| ||a3||
Moreover
< a2, a3 >= −1−2+6 = 3, ||a2|| =
√
1 + 4 + 9 =
√
14 ||a3|| =
√
1 + 1 + 4 =
√
6.
Hence cos θ = 3√
84
=
√
21
14
.
3) (a) v1, v2 and v3 are linearly independent if and only if the matrix −1 1 −11 4a 1
0 −1 a

has rank three. A is a square matrix so it has rank three if and
only if its determinant is different from zero:
det
 −1 1 −11 4a 1
0 −1 a
 = −4a2 + 1− 1− a = −a(4a+ 1).
So the three vectors are linearly independent if and only if a 6= 0
and a 6= −1
4
.
(b) Since the span of three vectors has dimension 3 if and only if these
vectors are linearly independent, the equality can stand only if this
happens. Hence in order to answer this question it is sufficient
to ask when these vectors are linearly independent, and we have
already answered in (a).
(c) In a 3−dimensional space if you find three vectors which are lin-
early independent they are also a generating set, hence a basis. So
again it is sufficient to ask when these three vectors are linearly
independent.
(d) If a = 1 we have
C =
 −1 1 −11 4 1
0 −1 1
 b =
 10
0

detC = −4 + 1− 1− 1 = −5 so we can use Cramer’s rule:
detB1 =
∣∣∣∣∣∣
1 1 −1
0 4 1
0 −1 1
∣∣∣∣∣∣ = 4 + 1 = 5
detB2 =
∣∣∣∣∣∣
−1 1 −1
1 0 1
0 0 1
∣∣∣∣∣∣ = −1
detB3 =
∣∣∣∣∣∣
−1 1 1
1 4 0
0 −1 0
∣∣∣∣∣∣ = −1
Hence
A−1b =
 (detA)−1 detB1(detA)−1 detB2
(detA)−1 detB3
 =
 −11
5
1
5
 .
(e) We have already observed in (a) that if a = 0 the three vectors
are linearly dependent. So span(v1, v2, v3) is equal to span(v2, v3)
(because these two vectors are linearly independent).
A vector (x1, x2, x3) belongs to span(v2, v3) if and only if the
matrix  1 0 10 −1 0
x1 x2 x3

doesn’t have maximal rank, which means that its determinant
must be zero. Hence a minimal Cartesian representation for span(v2, v3)
is
x1 − x3 = 0.
While a minimal parametric representation is obtained from the
vector equality (x1, x2, x3) = βv2 + αv3, leading to
x1 = β
x2 = −α
x3 = β
α, β ∈ R
(f) A vector v = (x1 x2 x3) belongs to v
⊥
1 if and only if it satisfies the
condition
< v1, v >= −x1 + x2 − x3 = 0.
A parametric representation of this space is given by
x1 = α− β
x2 = α
x3 = β
α, β ∈ R
Setting α = 1, β = 0 we get (1, 1, 0), while setting α = 0, β = 1
we get (−1, 0, 1): these two vectors are a basis for v⊥1 .
4) (a) In order to evaluate the determinant of A we apply Laplace on
the third column, getting
detA = 1 · A23 + 1 · A43
where
A23 = (−1)5 det
 −1 2 10 5 3
−1 4 2
 = 10 + 6− 5− 12 = −1
and
A43 = (−1)7 det
 −1 2 11 7 4
0 5 3
 = 21− 5 + 6− 20 = 2.
Hence detA = 1.
(b) Let our matrix be
M23 = B =
 −1 2 10 5 3
−1 4 2

We already know that its determinant is equal to 1. We need to
study the matrix of cofactors (which will be called C) associated
to B:
c11 = (−1)2 detM11 = (−1)2
∣∣∣∣ 5 34 2
∣∣∣∣ = −2
c12 = (−1)3 detM12 = (−1)3
∣∣∣∣ 0 3−1 2
∣∣∣∣ = −3
c13 = (−1)4 detM13 = (−1)4
∣∣∣∣ 0 5−1 4
∣∣∣∣ = 5
c21 = (−1)3 detM21 = (−1)3
∣∣∣∣ 2 14 2
∣∣∣∣ = 0
c22 = (−1)4 detM22 = (−1)4
∣∣∣∣ −1 1−1 2
∣∣∣∣ = −1
c23 = (−1)5 detM23 = (−1)5
∣∣∣∣ −1 2−1 4
∣∣∣∣ = 2
c31 = (−1)4 detM31 = (−1)4
∣∣∣∣ 2 15 3
∣∣∣∣ = 1
c32 = (−1)5 detM32 = (−1)5
∣∣∣∣ −1 10 3
∣∣∣∣ = 3
c33 = (−1)6 detM33 = (−1)6
∣∣∣∣ −1 20 5
∣∣∣∣ = −5
Hence
C =
 −2 −3 50 −1 2
1 3 −5

We are now ready to calculate the inverse of B:
B−1 = (detB)−1CT =
 −2 0 1−3 −1 3
5 2 −5
 .
(c) From the theory we know that detAT = detA = 1, hence the rank
of AT must be 4. Moreover (Binet) detA2 = detA · detA = 1, so
rank A2 = 4 too.
5) (a) We can start by putting (1 1 2) as the first row of the matrix A,
but doing that we have also decided the first column of the matrix: 1 1 21 ? ?
2 ? ?

If the row space must be a 1−dimensional space spanned by the
first row of A, the second row must be a multiple of the first, but
they have the same element in the first place, so they must be
equal. Hence the only possibility for A is the following. 1 1 21 1 2
2 2 ?

using the same argument we get
A =
 1 1 21 1 2
2 2 4

and this matrix has all the properties needed.
(b) We need to find a matrix B such that rank B 6= rank [B|b] in all
the three cases. An example could be the matrix
B =
 1 0 01 0 0
1 0 0

which has rank equal to 1, while the rank of [B|b] is always 2.
(c) Without loss of generality we can suppose that the vector (1 1 1 )
is the first row of C (we will see later that in this case the order of
the rows doesn’t affect the result). Because of the fact that rank
of C is one there should be real numbers α and β such that
C =
 1 1 1α α α
β β β

But  1 1 1α α α
β β β
 1−1
0
 =
 00
0

so (1,−1, 0) belongs to the nullspace of C, and this doesn’t depend
on the order of the rows of C. So such a C doesn’t exist.
