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Abstract
A general definition of energy is given, via the No¨ther theorem,
for the N–body problem in (1 + 1) dimensional gravity. Within a
first–order Lagrangian framework, the density of energy of a solution
relative to a background is identified with the superpotential of the
theory. For specific applications we reproduce the expected Hamil-
tonian for the motion of N particles in a curved spacetime. This
Hamiltonian agrees with that found through an ADM–like prescrip-
tion for the energy when the latter is applicable but it also extends to
a wider class of solutions provided a suitable background is chosen.
1 Introduction
The study of 2–dimensional gravity has received much attention in recent
years motivated from string–inspired theories and from the necessity to study
gravitational effects in a simple mathematical framework. It is well–known,
for example, that the problem of N–body motion interacting by means of
their mutual gravitational forces has no exact solution in General Relativ-
ity. This is basically due to the dissipation of energy through gravitational
∗E–mail: mann@avatar.uwaterloo.ca
†E–mail: raiteri@dm.unito.it
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radiation. The problem considerably simplified in two dimensions where
gravitational radiation is absent but the main features of General Relativity
are maintained. Recently, a number of exact solutions for N = 2 were found
in [1, 2, 3, 4]. These solutions have qualitatively different features compared
to their non-relativistic counterparts, and provide a rich and interesting lab-
oratory for the study of relativistic gravitational effects.
The N–body problem may be formulated by taking the matter action to
be that of N point particles minimally coupled to gravity. Because in (1+1)–
dimensional gravity the gravitational field has no real dynamical variables,
the Lagrangian of the theory must include some dynamics through an aux-
iliary scalar field, referred to as the dilaton in string theories. Depending on
the way the dilaton field enters into the Lagrangian, different models arise.
While we develop this formalism for an arbitrary dilaton theory of gravity,
we shall be mainly interested in three particular kinds of dilatonic gravity
theories, classified according the value of the equations of motion impart to
the Ricci scalar R. They are the Jackiw–Teitelboim theory [5] (JT theory)
with R = Λ, the R = T theory [1] where T denotes the trace of the mat-
ter stress–energy, and a more general class of theories [3] (encompassing the
previous two and called GT theories from now on) with R = Λ+ T . In each
of these theories the evolution of the gravitational field is governed only by
the matter stress–tensor (and vice versa) so that they mimic the features of
General Relativity.
A general framework for deriving the Hamiltonian for the N–particle
system was developed in [1, 3]. It was based on the (1 + 1) counterpart
of the ADM formalism; see e.g. [6]. A canonical reduction of the action
was carried out by eliminating the Hamiltonian constraints and by imposing
coordinate conditions. The reduced Hamiltonian was defined as the spatial
integral of the second spatial derivatives of the dilaton field. By solving the
constraints, the dilaton was given in terms of the coordinates and momenta
of the particles so that the reduced Hamiltonian is consequently a function
only of the parameters of the particles. Moreover, the consistency of the
canonical reduction was proved in [1] and it was there shown that the reduced
Hamiltonian gives rise to equations of motion which are equal to the original
geodesic equations for the particles.
Nevertheless, the key point in the definition of the reduced Hamiltonian
is the choice of the coordinate and boundary conditions. Roughly speaking,
these choices allow one to discard all the boundary terms during the canonical
reduction of the action functional. If a solution does not satisfy the required
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conditions the reduced Hamiltonian can not be used to define the energy of
the system. As noted in [1], the definition of energy in this situation becomes
quite problematic and new surface terms have to be added “ad hoc”; see [7].
Motivated by this kind of problem we seek a definition of energy for the
N–body problem not constrained by boundary and coordinate conditions.
The definition we shall present in this paper is based on the No¨ther theo-
rem and the theory of the superpotential for relativistic field theories; see
[8, 9, 10, 11, 12] and references quoted therein. The approach we shall de-
scribe is essentially based on the Lagrangian formulation of a field theory and
conserved quantities are defined with respect to infinitesimal Lagrangian gen-
erators of symmetries on spacetime, namely, with respect to spacetime vector
fields. For each one of these symmetries a superpotential (and consequently
an associated conserved quantity) may be found regardless of the topology
of spacetime and of the solution considered. Superpotentials play a funda-
mental role in the definition of conserved quantities since they enclose the
energetic content of the theory. For this reason we think that the specializa-
tion of No¨ther theorem to the N–body problem in 2–dimensional gravity is
well–suited to define successfully a generally valid expression for the energy
of the system.
The starting point for the construction of the superpotential is the defi-
nition of a covariant action functional for the theory which is first–order in
the dynamical fields (see [12, 13, 14, 15] and references quoted therein). It
is obtained by adding a pure divergence term to the N–body Lagrangian.
Covariance is achieved by means of the introduction of a background so-
lution chosen as a reference point (or zero level) for conserved quantities.
The action functional so obtained is suitable for taking field variations where
only the dynamical fields (and not their derivatives) are kept fixed on the
boundary. In this way we have a Lagrangian which furnishes a definition, via
No¨ther theorem, of a conserved quantity which can be truly considered as
the energy of the system [12]. Moreover, by inserting the background from
the very beginning into the Lagrangian, we naturally obtain the energy of
the solution relative to the background.
We remark that the fixing of a background is a universally valid procedure
because it does not imply any restrictive hypothesis on the solution: the
background is fixed depending on the solution under examination and for this
reason it is suited to handle solutions ofwidely varying asymptotic behaviour
on the same footing; see [11, 14, 15, 16, 17, 18]. Another advantage is that
the energy of a region of finite spatial extent can be calculated through a
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suitable choice of the background.
The outline of our paper is as follows. In Section 2 the Lagrangian formu-
lation, the ADM canonical reduction of the theory and the reduced Hamil-
tonian for the N–body system are briefly summarized. In Section 3 the La-
grangian of first–order in the dynamical fields is introduced and analysed. In
Section 4 we devote considerable attention to the construction of the super-
potential starting from the first–order Lagrangian. The superpotential then
furnishes a definition of the energy of a solution relative to a background
contained in a spacelike region, i.e. a real line interval.
In the rest of the paper we apply the formalism to explicit solutions. As
far as we know the solutions here analysed cover all the known exact (i.e.,
non–perturbative) relativistic solutions in this dimensionality. In Section 5
we consider the N = 2 solution for the JT theory. Inside our framework this
is the easiest theory because a Minkowski–like background can be fixed for
the metric. This is not the case for the GT solutions treated in Section 6.
The background here cannot be Ricci flat and, in order to avoid divergence
problems, it has to be matched with the solution at the boundary of the
region of integration. We shall also investigate how the problem can be
simplified by defining the variation of energy along a family of solutions.
Section 7 is then devoted to the JT theory. Here the dynamical metric
does not depend on the particle coordinates (they are instead contained in
the dilaton field) so that the dynamical metric and the background metric are
the same. While the ADM recipe does not work here for lack of the necessary
hypotheses, the expected Hamiltonian is reproduced via the No¨ther theorem.
In the last Section concluding remarks and perspectives are presented.
2 Lagrangian Formulation and ADM Hamil-
tonian
In order to describe the motion of N particles in 2D gravity we consider the
action functional on the spacetime M :
A =
∫
M
(L0 + LP ) d2x (1)
4
with
L0 =
√
g
2κ
[
ψ R +
1
2
gµν H(ψ)∇µψ∇νψ + F (ψ)
]
(2)
LP =
∑
a
∫
dτa
{
−ma
(
−gµν(x)dz
µ
a
dτa
dzνa
dτa
)1/2}
δ2(x− za(τa)) (3)
where R is the Ricci scalar of the metric gµν , g denotes the absolute value of
the metric determinant, ψ is a scalar field (the dilaton) and H(ψ), F (ψ) are
arbitrary functions of the dilaton field not containing the derivatives of the
dilaton itself. Here τa is the proper time of the a–th particle and κ = 8π (in
geometric units with G = c = 1).
The variation of (2) is given by1:
δL0 =
√
g
2κ
[
Gµν(j
2ψ, j1g) δgµν +G(j2g, j2ψ) δψ
]
+
(4)
+dµFµ(j1g, j1ψ, δ(j1g), δ(ψ))
where:
Gµν = gµν∇σ∇σψ −∇µ∇νψ + H
2
(
∇µψ∇νψ − 1
2
gµν∇σψ∇σψ
)
− 1
2
gµνF
G = R−H∇σ∇σψ − 1
2
H ′∇σψ∇σψ + F ′ (5)
H ′ and F ′ denoting the derivatives with respect to the functional argument.
The explicit expression of the divergence terms in (4) will be given in Section
4 – see equation (26).
The field equations derived from the action (1) are
G = 0 (6)
Gµν = κTµν (7)
d
dτa
{
gµν(za)
dzνa
dτa
}
− 1
2
gνλ,µ(za)
dzνa
dτa
dzλa
dτa
= 0 (8)
1Here and in the sequel we use the notation f(jkφ) to denote that the function f
depends on the field φ together with its derivatives up to order k.
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where G and Gµν have been defined in (5) and
Tµν =
∑
a
ma
∫
dτa
1√
g
gµσgνρ
dzσa
dτa
dzρa
dτa
δ(x− za(τa)) (9)
Since ∇µGµν = −1/2∇ν ψG, equations (6) and (7) together guarantee the
conservation law ∇µ T µν = 0 when the equations of motion are satisfied.
We next consider how the three particular theories of interest we noted
above arise.
1– If we set H = 0 and F = −ψ Λ into the Lagrangian L0 we recover
the Jackiw–Teitelboim theory (JT theory)[5] for the gravitational field
coupled to N point masses. In that case, equation (6) reduces to:
R = Λ (10)
The Ricci scalar is a constant and the other dynamical fields evolve in
this spacetime of constant curvature.
2– for H = 1 and F = 0 we obtain the so–called R = T theory; see [1].
From (6) and (7) we have
R = κT µµ (11)
In this theory the matter affects the evolution of spacetime through the
trace of the stress energy Tµν .
3– if we set H = 1 and F = Λ we obtain the generalised theory (GT theory)
described in [3]. In this case combining the trace of equation (7) with
(6) we obtain:
R = Λ + κT µµ (12)
When all bodies are massless the GT theory reduces to the JT theory
whereas when the cosmological constant vanishes we recover the R = T
theory.
Other choices of the functions H and F allow one to recover the dilaton
gravitational theories studied in [19]. As yet there are no exact solutions to
the N -body problem in any of these other theories.
We shall now derive the canonical form for the action (1). For simplicity,
we assume H =const, a choice compatible with both the JT theory (H = 0)
and the R = T and GT theories (H = 1).
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Our goal will be to obtain the definition of the Hamiltonian in the ADM
formalism (see [1, 6]) and to compare it with the definition of energy we shall
obtain via No¨ther theorem and the theory of superpotentials.
Let us then consider the ADM splitting of the metric:
g = −N20 dt2 + γ
(
dx+
N1
γ
dt
)2
(13)
From now on, we shall use the symbols (˙) and (′) to denote the derivatives
∂t and ∂x, respectively. The action (1) transforms to:
A =
∫
M
d2x
{∑
a
paz˙aδ(x− za(t)) + πγ˙ +Πψ˙ +N0R0 +N1R1
}
(14)
+boundary terms
where π and Π are the momenta conjugated to γ and ψ, respectively
π =
1
2κ
√
γN0
(
−ψ˙ + N1
γ
ψ′
)
Π =
1
2κN0
{
− 1√
γ
(
γ˙ +N1
γ′
γ
− 2N ′1
)
+
√
γH(−ψ˙ + N1
γ
ψ′)
}
and R0 and R1 are the Hamiltonian and the momentum constraints, respec-
tively:
R0 = −κH√γγ π2 + 2κ√γ πΠ+ H
4κ
√
γ
(ψ′)2 − 1
κ
(
ψ′√
γ
)′
+
√
γ
2κ
F −
∑
a
√
p2a
γ
+m2a δ(x− za(t)) (15)
R1 =
γ′
γ
π − 1
γ
Πψ′ + 2π′ +
∑
a
pa
γ
δ(x− za(t)) (16)
The technique developed in [1] for defining the Hamiltonian of the system
was to consider the “total generator” of the action (14). This procedure
allowed one to identify the dynamic and the gauge character of the variables
and, subsequently, to impose the coordinate conditions
γ = 1 Π = 0 (17)
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Eliminating then the constraints (15) and (16) and adopting the choice (17),
the action (14) then simplifies to the reduced form:
AR =
∫
M
d2x
{∑
a
paz˙aδ(x− za)−H
}
H = −1
κ
ψ′′ (18)
which is very similar to the situation in classical mechanics. The reduced
Hamiltonian for the system of particles is then identified with:
H =
∫
dxH = −1
κ
∫
dxψ′′ (19)
where ψ′′ is understood to be a function of za and pa by solving the constraints
(15) and (16). Despite the very simple form of the Hamiltonian, appropriate
boundary conditions have to be imposed in order to guarantee the vanishing
of extra boundary terms in the action (18). These conditions will be analysed
case by case in the next sections and we shall see that they play a fundamental
role in establishing the equivalence between the reduced Hamiltonian (19)
and the No¨ther definition of energy.
3 First–Order Covariant Lagrangian
In order to calculate the energy via No¨ther theorem of a system of N parti-
cles coupled to gravity we have to slightly modify the action functional (1)
by adding a boundary term. As it is well known, the addiction of boundary
terms into the action does not affect the equations of motion provided the cor-
rect boundary conditions are taken into account in order to cancel the bound-
ary terms which arise from the bulk action in the variation. Hence, variations
with prescribed boundary conditions select suitable boundary terms to ap-
pend to the action and vice versa [12, 20, 21]. When dealing with conserved
quantities, additional boundary terms lead to different values for the No¨ther
currents and for the associated No¨ther charges and each one has a different
physical meaning. We shall here consider a modified action functional lead-
ing to the definition of a conserved quantity which can be “truly” considered
as the energy of the system. It is constructed by requiring that, in the vari-
ational principle, the dynamical fields are kept fixed on the boundary while
the variation of their derivatives are free, i.e. they are not constrained to
vanish.
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Let us consider again the variation δL0 in (4). It is is easy to verify (see
(26) below) that the divergence terms depend not only on j1g, j1ψ, δgµν, δψ
but also on δuαβµ where
uαβµ = Γ
α
βµ − δα(βΓνµ)ν (20)
From (4) we then see that the action functional A0M =
∫
M
L0d2x is stationary,
i.e. δA0M = 0, if the Euler–Lagrange equations of L0, i.e. Gµν = 0 and G = 0,
are satisfied and if gµν and ψ are kept fixed on the boundary ∂M together
with certain derivatives of gµν (namely δuαβµ
∣∣
∂M
= 0). In order to have a
variational principle where only the dilaton field and the metric are fixed on
the boundary of the region of integration (while the metric derivatives are not
fixed), we have to build an action functional of first order in the dynamical
fields. As already explained, this may be done by adding a divergence term
to the Lagrangian (2). The ultimate motivation resides in the necessity of
having a well–posed definition for the energy of the system.
Moreover,when dealing with the theory of conserved quantities, it is well
known that ıt absolute conserved quantities (for example the absolute energy
of a solution) do not have a precise meaning in General Relativity since it is
preferrable to consider relative conserved quantities; see [15, 11, 16, 17, 18,
12, 21]. By relative we mean that the conserved quantities of a dynamical
field are calculated with respect to a background solution which is chosen as
a zero level or reference point.
In order to have a first order covariant Lagrangian with the background
initially included in the action functional we consider a background metric
g¯. By denoting with Γ¯αβµ the Levi–Civita connection of the background we
may define the first–order covariant Lagrangian:
L1 = L0 + LDiv
=
√
g
2κ
(
ψ R +
1
2
gµν H∇µψ∇νψ + F
)
− 1
2κ
dα(
√
g ψ gµνwαµν) (21)
where
wαβµ = Q
α
βµ − δα(βQνµ)ν Qαβµ = Γαβµ − Γ¯αβµ (22)
A first glance at (21) shows that the background g¯ does not affect the
equations of motion since it is contained in the divergence term LDiv. More-
over (21) is manifestly covariant since wαβµ is a tensor. We also observe that
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L1 is first–order in the dynamical fields g and ψ (and second–order in the
background g¯). Indeed, the terms
√
gψ R−dα(√ggµνψwαβν) may be rewritten
as2 √
g
{
ψgµνR¯µν − gµν∇αψ wαµν + gµνψ(QασνQσµα −QαασQσµν)
}
Being first–order, the action functional
∫
M
L1d2x is extremized by the dy-
namical fields g and ψ which satisfy the equations of motion (5) provided that
δg|∂M = 0 and δψ|∂M = 0. Notice that, until now, the background has been
introduced only to provide covariance for the Lagrangian L1. It also seems
reasonable to require that the background g¯ is a solution of field equations
without particles, i.e. a vacuum solution. For this reason, in describing the
motion of N particles in 2–dimensional gravity one could replace the action
functional (1) with:
ATotM =
∫
M
(L0 + LDiv + LP − L¯0) d2x (23)
where L¯0 is the Lagrangian obtained from (2) by substituting all the fields
(the metric g and also the dilaton ψ) with the corresponding background
fields (g¯, ψ¯). In this way, the field equations for (g¯, ψ¯) are the same as those
in (6) and (7) with Tµν = 0.
We remark that a similar technique was employed in General Relativity
in order to calculate the corrected relative conserved quantities for a large
class of solutions; see e.g. [14, 13, 18, 15, 12].
4 Superpotential
In this Section we shall briefly review the theory of conserved quantities
via No¨ther theorem. The formulation we shall give here is based on the
geometric formulation of a field theory and it basically relies on covariance
requirements for the Lagrangian describing the physical model. The detailed
and rigorous construction of No¨ther currents, superpotentials and conserved
quantities requires the geometric formulation of a relativistic field theory in
terms of fiber bundles and their jet prolongations. We refer the interested
reader to [8, 9, 10, 11] and references quoted therein for details. Here we
2Henceforth all quantities with bars refer to background objects so that, for example,
R¯µν denotes the Ricci tensor of the background metric g¯.
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specialize the formalism developed in those papers in order to construct the
superpotential associated with the action (23).
First of all let us consider the Lagrangian L0 in (23). It is a covariant
Lagrangian density, i.e. it is invariant under coordinate transformation. This
means that, for any vector field ξ = ξµ ∂/∂xµ on the spacetime M , the
following identity holds (see [8]):
dλ(ξ
λL0) = Gµν £ξ(gµν) +Rµν £ξ(Rµν) +H£ξ(ψ) +Hµ£ξ(∇µψ) (24)
where:
Gµν = ∂L0
∂gµν
=
√
g
2k
ψ(Rµν − 1/2gµνR) = 0
Rµν = ∂L0
∂Rµν
=
√
g
2k
ψgµν
H = ∂L0
∂ψ
=
√
g
2k
(R +
1
2
gµν H ′(ψ)∇µψ∇νψ + F ′(ψ))
Hµ = ∂L0
∂(∇µψ) =
√
g
2k
gµν H(ψ)∇νψ
and £ξ denotes the Lie derivarive with respect to the vector field ξ.
Taking into account the relation £ξRµν = ∇α(£ξuαµν) (where uαµν has
been defined in (20)), through a covariant integration by parts the identity
(24) can be rewritten as (compare with (4))
dσ {Fσ − ξσ L0} = −
√
g
2k
[
Gµν(j
2ψ, j1g)£ξg
µν +G(j2g, j2ψ)£ξψ
]
(25)
where
Fσ(j1g, j1ψ,£ξ(j1g),£ξ(ψ)) =
√
g
2k
{
gµν ψ£ξu
σ
µν+
−∇αψ(gασgµν − δαµδσν )£ξgµν +H(ψ) gσν∇νψ£ξψ
}
(26)
The No¨ther current E(L0, ξ) associated with the generator ξ of Lagrangian
symmetries is defined as
Eσ(L0, ξ) = Fσ − ξσ L0 (27)
It is a (n− 1)–differential form on the spacetime M , i.e. a 1–form.
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From (25) it is clear that, whenever g and ψ are solution of the field
equations obtained from the Lagrangian L0, namely: Gµν = 0 and G = 0,
the No¨ther current Eσ(L0, ξ) obeys the continuity equation:
dσEσ(L0, ξ) = 0 (28)
Moreover, since the mapping ξ 7→ £ξ(·) is a linear partial differential opera-
tor, the No¨ther current (27) can be expanded as a linear combination of the
symmetrized covariant derivatives of ξ up to second order:
Eα(L0, ξ) = T αµ ξµ + T αβµ ∇βξµ + T αβγµ ∇(β∇γ)ξµ (29)
where the canonical tensors T are:
T αµ =
√
g
2k
{
H gαν∇νψ∇µψ + 3
2
ψ Rαµ − δαµ L0
}
T αβµ =
√
g
k
hλαβµ ∇λψ (30)
T αβγµ = −
√
g
k
ψhα(βγ)µ
with
hσργν = g
σρδγν − g g(σδρ)ν
Whenever we have a linear combination of the form (29) we can perform a
covariant integration by parts to obtain for the same quantity an equivalent
linear expansion whose coefficients are all symmetric with respect to upper
indices, while the integrated terms are all pushed into a formal divergence
[9]. Doing so, we obtain
Eα(L0, ξ) = E˜α(L0, ξ) + dβ Uαβ(L0, ξ) (31)
with
E˜α(L0, ξ) = E˜αµ ξµ + E˜αβµ ∇βξµ + E˜αβγµ ∇(β∇γ)ξµ (32)
E˜αρ = T αρ + tαρ −∇β
(
T [αβ]ρ + t
[αβ]
ρ
)
E˜αβµ = T (αβ)ρ + t(αβ)ρ (33)
E˜αβγµ = T (αβγ)ρ
tαρ = 1/3 T
[σβ]α
γ R
γ
ρσβ
tαβρ = −4/3∇σT [ασ]βρ
12
and
Uαβ =
{
T [αβ]ρ −
2
3
∇σT [αβ]σρ
}
ξσ +
4
3
T [αβ]σρ ∇σξρ (34)
The 1–form E˜(L0, ξ) is called the reduced current while the 0–form U(L0, ξ) =
Uαβǫαβ is called the superpotential associated with the Lagrangian L0 and
relative to the vector field ξ. It is easy to demonstrate from (25), (27) and
(29) (see [9, 11]) that the reduced current is always vanishing on–shell (i.e.
when it is evaluated on the solutions of the field equations). In the present
case, from (30) and (33) we obtain:
E˜αρ =
√
g
k
Gαρ
E˜αβµ = 0 (35)
E˜αβγµ = 0
and
U(L0, ξ) =
√
g
2k
{
2∇βψ gβα ξσ − ψ gαµ∇µξσ
}
ǫασ (36)
A similar expression can be found for the Lagrangian L¯0 in (23) by replacing
all the quantities involved in (35) and (36) with the corresponding barred
ones.
The same algorithmic technique can be applied to the Lagrangian LDiv in
(23) in order to compute the relative No¨ther current E(LDiv, ξ), the reduced
current E˜(LDiv, ξ) and the superpotential U(LDiv, ξ). Because LDiv is a pure
divergence, it gives no contribution to the reduced current and we have:
E(LDiv, ξ) = dU(LDiv, ξ) (37)
where
U(LDiv, ξ) =
√
g
2k
ψ gµν wβµν ξ
α ǫαβ (38)
Since our goal is to construct the No¨ther current E(L, ξ) associated with the
total Lagrangian (23)
L = L0 + LDiv + LP − L¯0 (39)
we still have to consider the N–particle matter Lagrangian LP . It gives a
contribution −√g T αρ to the reduced current while it gives no contribution
to the superpotential. Hence, for the total Lagrangian L, we finally have
Eα(L, ξ) = E˜α(L, ξ) + dβUαβ(L, ξ) (40)
13
where
E˜α(L, ξ) =
√
g
κ
{
Gαρ − κT αρ
}
ξρ −
√
g¯
κ
G¯αρ ξ
ρ (41)
and
U(L, ξ) = U(L0, ξ) + U(LDiv, ξ)− U(L¯0, ξ) (42)
=
√
g
2κ
{
2∇βψ gβα ξσ − ψ gαµ∇µξσ
}
ǫασ (43)
+
√
g
2κ
{
ψ gµν wσµν ξ
α
}
ǫα s (44)
−
√
g¯
2κ
{
2 ∇¯βψ¯ g¯βα ξσ − ψ¯ g¯αµ ∇¯µξσ
}
ǫασ (45)
From (7) it is clear that the reduced current (41) vanishes on–shell, mean-
ing that the No¨ther current (40) is not only a closed 1–form on spacetime
but it is also exact on–shell and this is true independent of the topology of
the spacetime. Moreover, while the current E(L, ξ) is conserved just along
solutions the quantity E(L, ξ)− E˜(L, ξ) is conserved along every field config-
uration, including those which are not solutions of the field equations (see
(40)). We express this fact by saying that E(L, ξ) is weakly conserved while
the difference E(L, ξ) − E˜(L, ξ) is strongly conserved. Notice that these re-
sultshold true for every vector field ξ on the spacetime M , not necessarily a
Killing vector field.
Now let D be a 1–dimensional space–like region of the spacetime M and
let the boundary ∂D of D be formed by two points P1 and P2. Let ξ be a
time–like vector field and let us denote by the pair g(x), ψ(x) (and g¯(x), ψ¯(x))
a solution of the field equations (6) and (7). According to [8, 22] we define
the energy ETotD (L, ξ) of the solution relative to the background, contained in
the region D and relative to the vector field ξ as
ETotD (L, ξ) = U(L, ξ)|P2 − U(L, ξ)|P1 (46)
In other words, the superpotential (42) corresponds to the density of energy.
The definition (46) of energy relies entirely on the covariant formulation of
the theory and can be considered as the covariant counterpart of the ADM
formulation, see [22, 23]. In this context, rather then starting from a preferred
ADM foliation of the spacetime into hypersurfaces, the starting point is an
arbitrary surface D and a non–vanishing vector field ξ, the flow of which
defines the local time.
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Note that the energy (46) is already normalized in such a way it is zero
when computed on the background. We also stress that the region D in (46)
is not required to extend out to “spatial infinity”. As we shall see below, we
can compute, via the No¨ther theorem, also the “quasilocal” energy, i.e. the
energy contained in a region of finite spatial extent.
We turn now to specific applications of this formalism to the N -body
problem.
5 Applications: R = T Theory
We shall here present the exact solution to the problem of the relativistic
motion of two point masses found in [1] and we shall see that the definition
of energy (46) coincides with the ADM Hamiltonian (19).
If z1 and z2 (with z2 < z1) denote the positions of the two particles, the
1–dimensional slices {t = const} of the ADM foliation of spacetime can be
divided in the three regions x < z2, z2 < x < z1 and z1 < x. As in [1] we call
them the (−) region, the (0) region and the (+) region, respectively.
First of all it is important to stress that in the R = T theory it is necessary
to impose the boundary conditions
ψ = ±2 κχ χ′ = π (47)
which must hold in the (−) region as well in the (+) region. That condition,
together with the coordinate conditon (17), allows one to pass from the
expression (14) to the final expression (18) where all the boundary terms are
discarded.
The solution in the (+) and (−) regions is
γ = 1 Π = 0 (48)
N0 = Aφ
2 =


Aφ2+ (+) region
Aφ2
−
(−) region
(49)
N1(+) = N0(+) − 1 N1(−) = −N0(−) + 1 (50)
ψ = −4 ln |φ| =


−4 ln |φ+| (+) region
−4 ln |φ−| (−) region
(51)
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π = − N
′
1
κN0
(52)
where φ+ and φ− are rather complicated functions of x, z1(t), z2(t), p1(t), p2(t)
(see ref. [1] for details). Notice that the boundary condition (47) is satisfied
if we choose the plus sign in the (+) region and the minus sign in the (−)
region, respectively.
The reduced Hamiltonian (19) becomes:
H = −1
κ
∫
dxψ′′ = −1
κ
[
ψ′(+) − ψ′(−)
]
(53)
A detailed analysis of the result (53) was carried out in ref. [1] where it was
shown that the canonical equations of motion
z˙a =
∂H
∂pa
p˙a = −∂H
∂za
derived from (53) give rise to the original geodesic equations (8). It was also
shown that for sufficiently small values of the Hamiltonian the trajectories of
the particles can be considered as a relativistic perturbation of the Newtonian
case.
Let us now compute the energy of the two–particle system through the
definitions (42) and (46). First of all we have to select a suitable background
adapted to the theory under examination, i.e., a zero level for the energy.
We select as a background the vacuum solution obtained from the equation
of motion (11) by setting Tµν = 0 (no–particles). Hence, a natural choice is
g¯ = η → ds¯2 = −dt2 + dx2 ψ¯ = 0 (54)
Taking into account the ADM splitting of the metric (13), the background
(54) and setting ξ = ∂/∂t, the superpotential (42) becomes:
U = − 1
κ
√
γ
N0 ψ
′ + 2N1 π (55)
Employing the boundary condition (47) and the equations (48) and (50) it
can be rewritten as:
U(+) = −1
κ
ψ′(+) U(−) = −
1
κ
ψ′(−) (56)
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in the (+) and in the (−) regions, respectively. Hence the expression (46)
for the energy
ETot = U(+) − U(−) = −1
κ
[
ψ′(+) − ψ′(−)
]
(57)
perfectly agrees with the Hamiltonian (53).
6 Application: GT Theory
We shall here consider two classes of solutions for the GT theory (12), a
single particle solution and a two–particle solution. When computing the
energy via the No¨ther theorem a careful analysis of the background has to
be done in both cases. We stress that in GT theories the vacuum solution
(i.e. the solution in absence of particles which is a good representative for
the background) can not be identified with the flat metric g¯ = η together
with ψ¯ = 0, as in the previous Section. Indeed, in the GT theory the field
equations (6), (7), in absence of particles, reduce to
R = Λ (58)
gµν∇µ∇νψ = Λ (59)
Hence we have to choose as a background metric a constant curvature solution
satisfying (58). Moreover, in order to avoid divergence problems which are
commonly encountered in the computation of conserved quantities in non–
Ricci flat spacetime (see, e.g. [16, 17, 18, 15, 12]), the dynamical fields and
the backgrounds have to be matched on the boundary of the region I whose
energy content we want to calculate. If the region is described by the expres-
sion I = {−x0 ≤ x ≤ x0, t = constant} we then require g(t,±x0) = g¯(t,±x0)
and ψ(t,±x0) = ψ¯(t,±x0). The ADM reduction of the superpotential (42)
then simplifies as follows:
U = − N0
k
√
γ
(
ψ′ − ψ¯′)+ 2N1 (π − π¯) (60)
6.1 One–Particle Solution
We shall now describe a solution of the GT theory with a point particle of
massM at the origin. In this case the equations of motion (6) and (7) reduce
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to
R− gµν ∇µ∇νψ = 0 (61)
R = Λ− 4 πMδ(x) (62)
If we look for a solution of the form:
g = −α(x)dt2 + 1
α(x)
dx2 (63)
equations (62) becomes:
− d
2α
dx2
= Λ− 4 πMδ(x) (64)
It is satisfied by
α(x) = 1 + 4πM |x| − 1
2
Λ x2 (65)
Accordingly, from (61) we obtain that
ψ(x) = − ln (α(x)) + C t (66)
is a solution for every choice of the constant C. We now want to compute
the energy of the solution relative to a background. We can choose as a
background the vacuum solution M = 0 or a solution with a different mass
m as well:
g¯ = −α¯(x)dt2 + 1
α¯(x)
dx2 (67)
ψ¯ = − ln (α¯(x)) + C t (68)
where
α¯(x) = 1 + 4π (M −m) x0 + 4πm|x| − 1
2
Λ x2 x0 = const > 0 (69)
Notice that the background solution {g¯, ψ¯} satisfies the same equations (61)
and (62) (with mass m) and it is matched with the solution {g, ψ} on the
boundary of the real line interval I = {−x0 ≤ x ≤ x0, t = constant}. Hence,
from (60) we easily obtain
U(±x0) = ±1
2
(M −m) (70)
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and from (46) we deduce that the relative energy ETotI contained in the region
I, as expected, is equal to
ETotI = U(x0)− U(−x0) =M −m (71)
We outline that this result holds for all finite real intervals (and, of course,
also asymptotically).
We also stress that the definition (19) of the ADM Hamiltonian, instead,
does not lead to the correct value if applied to this solution (when x0 goes
to infinity it gives H = 0). This is basically due to the fact that the solution
under examination has been obtained without imposing a priori coordinate
and boundary conditions. Nevertheless, with the coordinate transformation:

τ = t + 1
AB
ln(1 + A|x|)− 1
2AB
ln(1 + 2A|x| − 1
2
Λ x2)
|y| = 1
A
ln(1 + A|x|) A = kM
4
, B =
√
1 + (8Λ/k2M2)
(72)
the solution (63), (65), (66) transforms into the solution found in [3], Ap-
pendix B. In the new coordinate system the coordinate conditions (17) are
satisfied together with the suitable boundary conditions (see (73) below).
Hence the definition (19) may be applied.
6.2 Two–Particle Solution
The exact solution for the two–particle GT theory was found in [3] where the
motion of the particles was deeply analysed starting from the definition (19)
of the Hamiltonian. In this case the relevant formula (19) was obtained by
imposing boundary conditions which are the generalization to the GT theory
of the conditions (47). In the present case they read:
ψ2 − 4 κχ2 + 2Λ x2 = C± x χ′ = π (73)
for the (+) and (−) regions. Here C± are constants. We refer the reader to
[3, 4] for the details. The solution in the (+) and (−) regions is given by
γ = 1 Π = 0 (74)
N0 = Aφ
2 =


Aφ2+ φ+(x) = B exp (K+x/2)
Aφ2
−
φ−(x) = C exp (−K−x/2)
(75)
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N1(+) =
Y+
K+
(N0(+) − 1) N1(−) = − Y−
K−
(N0(−) − 1) (76)
ψ = −4 ln |φ| =


−4 ln |φ+|
−4 ln |φ−|
(77)
where
Y± = κ [X ± 1/4(p1 + p2)]
K± =
√
Y 2± − Λ/2 (78)
π± = −X ∓ 1/4(p1 + p2)
and A,B,C and X do not depend on the x coordinate but implicitly depend
on the time through the positions zaand the momenta pa of the particles.
Hence the ADM Hamiltonian (19) becomes
H(za, pa) = −1
κ
∫ x0
−x0
dxψ′′ =
2(K+ +K−)
κ
(79)
where −x0 < z2 < z1 < x0.
We shall see that the same expression can be obtained as well as a No¨ther
charge starting from the definition (42). As in the R = T theory of Section
5 the link between the ADM Hamiltonian and the No¨ther energy is estab-
lished via the boundary conditions (73). We stress again that only if these
conditions are satisfied the expression (19) can be considered as the true
Hamiltonian of the system (in fact, the one particle solution of section 5.1
is an example where (19) can not be applied) . Instead, the formula based
on the No¨ther approach holds in any case, provided we choose the suitable
background. When dealing with the explicit solution (74)–(77) it is very cum-
bersome to find a suitable background matching correctly the solution on the
boundary. Hence we prefer to consider the infinitesimal version of equation
(60). We consider a whole family of solutions (74)–(77) and we take the
variation δU|x0 of the density of energy U at the boundary {−x0, x0} along
this family (see [22, 11]). Moreover, we demand that every solution of the
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family has the same boundary value, i.e. δg|x0 = 0 and δψ|x0 = 0. Hence,
from (60) we obtain
δU = − N0
κ
√
γ
δψ′ + 2N1 δπ (80)
and from the expressions (77) and (78) we have

δψ′
±
= ∓2(Y±/K±) δY±
δπ± = −(1/κ) δY±
(81)
Then δU± = ± 2/κ δK± and the variation of the energy becomes:
δETot = δU+ − δU− = 2δ(K+ +K−)
κ
(82)
The latter expression obviously leads to the result
ETot =
2(K+ +K−)
κ
+ const (83)
in agreement with (79). The constant of integration can be fixed arbitrarily
inside the family of solutions depending on the choice for the zero of energy.
We remark that the same result (83) may be achieved if the GT theory is
extended in order to include charged bodies, see [4]. The action integral for
gravitational and electric fields coupled with N charged point masses leads
to the same expression (42) for the superpotential. [This does not mean
that the superpotential and consequently the energy are not affected by the
electric field. On the contrary, the superpotential is evaluated on a solution
and the latter depends on the electric field through the electric stress energy
T elµν appearing in the equations of motion.] Moreover, since the solution [4]
has the same structure as (74)–(78), the same calculation of this section may
be repeated step by step yielding the same result (83).
7 Application: JT Theory
We shall here describe a two–particle solution for the Jackiw–Teitelboim
theory. It is obtained, we remind, by setting H = 0 and F = −ψ Λ in (2) so
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that the equations of motion (6)–(8) read as follows:
R− Λ = 0
gµν∇σ∇σψ −∇µ∇νψ + 1
2
gµνψ Λ = κTµν (84)
d
dτa
{
gµν(za)
dzνa
dτa
}
− 1
2
gνλ,µ(za)
dzνa
dτa
dzλa
dτa
= 0
The solution we shall describe is obtained by considering Λ = −2/l2 (with l
a real constant).
In order to find the solution, the coordinate conditions (17) were imposed
together with the choice N1 = 0. Hence (13) simplifies to g = −N20 dt2 + dx2
and the field equations become
π˙ +N0
[
ψ
2κl2
− p
2
1δ(x− z1(t))
2
√
p21 +m
2
1
− p
2
2δ(x− z2(t))
2
√
p22 +m
2
2
]
+
N ′0ψ
′
2κ
= 0 (85)
ψ′′ − ψ
l2
+ κ
(√
p21 +m
2
1δ(x−z1) +
√
p22 +m
2
2δ(x−z2)
)
= 0 (86)
2π′ + p1δ(x− z1) + p2δ(x− z2) = 0 (87)
N ′′0 −
1
l2
N0 = 0 (88)
ψ˙ + 2κN0π = 0 (89)
p˙1 +
∂N0
∂z1
√
p21 +m
2
1 = 0 (90)
p˙2 +
∂N0
∂z2
√
p22 +m
2
2 = 0 (91)
z˙1 −N0 p1√
p21 +m
2
1
= 0 (92)
z˙2 −N0 p2√
p22 +m
2
2
= 0 (93)
with π = −ψ˙/(2κN0) and ∂N0/∂za = ∂N0(x)/∂x|x=za . The solution (g, ψ)
is then given by:
γ = 1 N1 = 0 N0 = cosh
(x
l
)
(94)
ψ = A(t)
[√
p21 +m
2
1 cosh
(
x− z1
l
)
+
√
p22 +m
2
2 cosh
(
x− z2
l
)]
22
+B
[
sinh
(
x− z1
l
)
+ sinh
(
x− z2
l
)]
(95)
−κ l
2
[√
p21 +m
2
1 sinh
( |x− z1|
l
)
+
√
p22 +m
2
2 sinh
( |x− z2|
l
)]
with A(t) = a1 cos (t/l)+a2 sin (t/l) and B, a1 and a2 constants. The reduced
Hamiltonian (19) now becomes
H = −1
κ
∫
∞
∞
ψ′′ = 0 (96)
and it clearly gives rise to an unphysical result. Indeed from equations (90)–
(93) the Hamiltonian is expected to be of the form:
H(z1, z2, p1, p2) = N0(z1)
√
p21 +m
2
1 +N0(z2)
√
p22 +m
2
2 (97)
Without entering into the details we only remark that the wrong result (96)
is basically due to the “bad” asymptotic behaviour of the solution. Instead,
as already observed, the definition of energy as a No¨ther charge is not con-
strained by asymptotic conditions and then it is a good candidate for defining
the Hamiltonian of the system. In order to apply the definitions (42) and
(46), let us then fix the background solution (g¯, ψ¯) by setting za = 0 and
pa = 0 into the solution (94), (95). We observe that the metric g does not
depend on the particles coordinates so that g¯ = g. Hence the second term
in (44) is equal to zero (because wαβµ = 0) and the superpotential U reads as
follows:
U = 1
κ
[ψN ′0 − ψ′N0]−
1
κ
[
ψ¯N ′0 − ψ¯′N0
]
(98)
Denoting by I the region I = {−x0 ≤ x ≤ x0, t = constant} the energy ETotI
contained in the region I becomes:
ETotI =
∫ x0
−x0
dU
dx
dx
=
1
κ
∫ x0
−x0
(ψN ′′0 − ψ′′N0) dx−
1
κ
∫ x0
−x0
(
ψ¯N ′′0 − ψ¯′′N0
)
dx
=
∫ x0
−x0
N0
(√
p21 +m
2
1δ(x− z1) +
√
p22 +m
2
2δ(x− z2)
)
dx (99)
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where in the last equality we have taken into account the equation of motions
(86) and (88). Then, if the region I is “large” enough, i.e. −x0 < z2 < z1 <
x0 the energy ETotI is given by
ETotI = N0(z1)
√
p21 +m
2
1 +N0(z2)
√
p22 +m
2
2 (100)
in agreemet with the expected value (97).
More generally, note that the energy (99) is instead given by:

E = N0(z2)
√
p22 +m
2
2 if − x0 < z2 < x0 < z1
E = N0(z1)
√
p21 +m
2
1 if z2 < −x0 < z1 < x0
E = 0 if z2 < −x0 < x0 < z1
(101)
Finally, we point out that the above solution is easily extendable to N
particles, since the spacetime is of constant curvature, and the metric is given
by (94). The solution for the a-th particle is
N0(za)
√
p2a +m
2
a = Ea (102)
where Ea is a constant and
za(τa) = l cosh
−1
[
Ea
√
2
m2a + E
2
a + (m
2
a − E2a) sin(τa/l)
]
(103)
The total energy is
E =
N∑
a=1
Ea (104)
provided the region of interest surrounds all of the particles.
8 Conclusions and Perspectives
We have analysed and compared two definitions of energy for the N–body
problem in 2–dimensional gravity. They look very different from a theoretical
as well from a practical point of view. Although the formula (19) is very
simple and easy to deal with applications, we have shown in two examples (see
24
Section 6.1 and Section 7) that it is not generally valid. We have pointed out
how this is related to coordinates choices and boundary conditions. Instead,
the definition (46) of energy via No¨ther theorem leads, in all the situations
so far analysed, to the expected value for the Hamiltonian and gives rise to
the same results of the ADM prescription (19) when the latter is applicable.
The definition (46) seems to be more difficult in applications mainly because
its (1+1) ADM splitting is not always the same, compare e.g. (55), (60) and
(98). This is basically due to the fact that the background has to be chosen
in a different way every time. In our opinion, it is exactly the presence of
the background inside its expression which renders the definition (46) more
general, at least at a theoretical level. It is suitable for dealing with theories
admitting Minkowski–like backgrounds (such as R = T theories) as well as
more general contexts (GT and JT theories).
Divergence problems in the energy are here cured not imposing a priori
boundary conditions (as it is commonly done in the ADM canonical reduc-
tion) and hence fixing the asymptotic behaviour of the solution. Instead,
they are avoided, a posteriori, through the choice of the backgroud which
suitably matches the solution under examination.
We expect that the definition of energy based on the superpotential could
be applied also in extensions of the formalism with additional matter fields
and to N–body problem in (2 + 1) dimensions, see e.g. [24, 25].
Finally, we stress that 2 dimensional gravity, far from being a pure math-
ematical toy model, has deep relationships with dimensionally reduced four–
dimensional spherically symmetric gravity and 2D string–theoretical black
hole gravity, see [26], [19] and references quoted therein. 2D gravity provides
an important arena for examining the notion of gravitational energy, and we
anticipate it has more to teach us about this and other interesting subjects.
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