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Abstract
We consider the joint distribution of real and imaginary parts of eigenvalues of
random matrices with independent real entries with mean zero and unit variance. We
prove the convergence of this distribution to the uniform distribution on the unit disc
without assumptions on the existence of a density for the distribution of entries. We
assume however that the entries have sub-Gaussian tails or are sparsely non-zero.
1 Introduction
Let Xjk, 1 ≤ j, k <∞, be complex random variables with EXjk = 0 and E|Xjk|2 = 1. For
a fixed n ≥ 1, denote by λ1, . . . , λn the eigenvalues of the n× n matrix
X =
1√
n
(Xn(j, k))
n
j,k=1, Xn(j, k) =
1√
n
Xjk, for 1 ≤ j, k ≤ n, (1.1)
and define its empirical spectral distribution function by
Gn(x, y) =
1
n
n∑
j=1
I{Re{λj}≤x, Im{λj}≤y}, (1.2)
where I{B} denotes the indicator of an event B. We investigate the convergence of the
expected spectral distribution function EGn(x, y) to the distribution function G(x, y) of
the uniform distribution over the unit disc in R2.
We shall assume that the random variables Xjk are sub-Gaussian, i. e.
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Definition 1.1. A random variable β is called sub-Gaussian (respectively β has a distri-
bution with sub-Gaussian tails) if for any t > 0
Pr{|β| > t} ≤ C exp{−ct2}.
The main result of our paper is the following
Theorem 1.2. Let Xjk be independent identically distributed sub-Gaussian random vari-
ables with
EXjk = 0, E |Xjk|2 = 1.
Then EGn(x, y) converges weakly to the distribution function G(x, y) as n→∞.
We shall prove the same result for the follows class of sparse matrices. Let εjk,
j, k = 1, . . . , n denote Bernoulli random variables which are independent in aggregate
and independent of (Xjk)
n
j,k=1 with pn := Pr{εjk = 1}. Consider the matrix X(ε) =
1√
npn
(εjkXjk)
n
j,k=1. Let λ
ε
1, . . . , λ
ε
n denote the (complex) eigenvalues of the matrix X
(ε)
and denote by Gεn(x, y) the empirical spectral distribution function of the matrix X
(ε), i.
e.
1
n
n∑
j=1
I{Re{λεj}≤x, Im{λεj}≤y}. (1.3)
Theorem 1.3. Let Xjk be independent identically distributed sub-Gaussian random vari-
ables with
EXjk = 0, E |Xjk|2 = 1.
Assume that np4n → ∞ as n → ∞. Then EGεn(x, y) converges weakly to the distribution
function G(x, y) as n→∞.
Remark 1.4. The assumption np4n → ∞ is merely technical and due to our approach to
bound the minimal singular values of sparse matrices. For details see Subsection 6.2 in
the Appendix.
Remark 1.5. The crucial problem of the proofs of Theorems 1.2 and 1.3 is to bound the
minimal singular values of shifted matrices X− zI and Xε − zI. These bounds are based
on the results obtained by Rudelson in [21].
The investigation of the convergence the spectral distribution functions of real or com-
plex (non-symmetric and non-Hermitian) random matrices with independent entries has a
long history. Ginibre in 1965, [10], studied the real, complex and quaternion matrices with
i. i. d. Gaussian entries. He derived the joint density for the distribution of eigenvalues
of matrix. Using the Ginibre results, Edelman in 1997, [4] proved the circular law for the
matrices with i. i. d. Gaussian entries. Girko in 1984, [7], investigated the circular law
for general matrices with independent entries assuming that the distribution of the entries
have densities. As pointed out by Bai [2], Girko’s proof had serious gaps. Bai in [2] gave
a proof of the circular law for random matrices with independent entries assuming that
the entries had bounded densities and finite sixth moments. Unfortunately this result still
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does not cover the case the the Wigner ensemble and in particular ensembles of matrices
with Rademacher entries. These ensembles are of some interest in various applications,
see e.g. [22]. (Wigner, in his pioneering work in 1955 [23] proved the semi-circular law for
symmetric matrices with i. i. d. Rademacher entries). A discussion of Girko’s contribution
to the proof of the universality of the cicular law may be found in Edelman [4] as well.
Girko published several papers providing additional explanations and corrections of his
arguments in his paper in 1984 [7], see, for example, [5], [8], [9]. In [5] he states the circular
law for matrices with independent entries without any assumption on their densities. His
proof unfortunately does not show why (assuming his conditions)
lim
ε→0
lim
n→∞E log |det(X(z)(X(z))
∗ + ε2I| = lim
n→∞ limε→0
E log |det(X(z)(X(z))∗ + ε2I|.
See for example Khoruzhenko’s [15], remark on the “regularization of potential”. Girko’s
[7] approach using families of spectra of Hermitian matrices for a characterisation of the
circular-law based on the so-called V-transform was fruitful for all later work. See, for
example, Girko’s Lemma 1 in [2].
We shall outline his approach using logarithmic potential theory. Let ξ denote a
random variable uniformly distributed over the unit disc. For any r > 0, consider the
matrix,
X(r) = X− rξI,
where I denotes the identity matrix of order n. Let µ
(r)
n be empirical spectral measure of
matrix X(r) defined on the complex plane as empirical measure of the set of eigenvalues of
matrix. We define a logarithmic potential of the expected spectral measure Eµ
(r)
n (ds, dt)
as
U (r)n (z) = −
1
n
E log |det(X(r)− zI)| = − 1
n
∑
E log |λj − z − rξ|,
where λ1, . . . , λn are the eigenvalues of the matrix X. Note that the expected spectral
measure Eµ
(r)
n is the convolution of the measure Eµn and the uniform distribution on the
disc of radius r (see Lemma 6.2 in the Appendix for details).
Lemma 1.1. Assume that the sequence Eµ
(r)
n converges weakly to a measure µ as n→∞
and r → 0. Then
µ = lim
n→∞Eµn. (1.4)
Proof. Let J be a random variable which is uniformly distributed on the set {1, . . . , n}
and independent of the matrix X. We may represent the measure Eµ
(r)
n as distribution of
a random variable λJ + rξ where λJ and ξ are independent. Computing the characteristic
function of this measure and passing first to the limit with respect to n → ∞ and then
with respect to r → 0 (see also Lemma 6.3 in the Appendix), we conclude the result.
Now we may fix r > 0 and consider the measures Eµ
(r)
n . They have bounded densities.
Assume that the measures Eµn have supports in a fixed compact set and that Eµn
converges weakly to a measure µ. Applying Theorem 6.9 (Lower Envelope Theorem)
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from [18], p. 73 (see also Subsection 6.1 in the Appendix), we obtain that under these
assumptions
lim inf
n→∞ U
(r)
n (z) = U
(r)(z), (1.5)
for quasi-everywhere in C (for the definition of “quasi-everywhere” see for example [18], p
24 and Subsection 6.1 in the Appendix). Here U (r)(z) denotes the logarithmic potential
of measure µ(r) which is the convolution of a measure µ and of the uniform distribution
on the disc of radius r. Furthermore, note that U (r)(z) we may represented as
U (r)(z0) =
2
r2
∫ r
0
vL(µ; z0, v)dv,
where
L(µ; z0, v) =
1
2pi
∫ pi
−pi
U (µ)(z0 + v exp{iθ})dθ. (1.6)
Applying Theorem 1.2 in [18], p. 84, (Theorem 6.2 in Subsection 6.1 in the Appendix) we
get
lim
r→0
U (r)µ (z) = Uµ(z).
Let s1(X) ≥ . . . ≥ sn(X) denote the singular values of matrix X. Note that for anyM > 2
Pr{s1(X) > M} ≤ Pr{s21(X) > 4} ≤ sup
x
|EFn(x)−M1(x)| ≤ Cn−
1
8 , (1.7)
where Fn(x) denotes the empirical distribution function of the matrix
1
nXX
∗. Here X∗
stands for the complex conjugate and transpose of the matrix X, and M1(x) denotes
Marchenko–Pastur distribution function with parameter 1 and density
m1(x) =
1
2pi
√
4− x
x
I{0<x<4}.
(See, for example, [3], Theorem 3.2). This implies that the sequence of measures Eµn is
weakly relatively compact. These results imply that we may restrict the measures Eµn
to some compact set K such that supnEµn(K
(c)) → 0. If we take some subsequence of
the sequence of restricted measures Eµn which converges to some measure µ, then
lim infn→∞ U
(r)
µn (z) = U
(r)
µ (z), r > 0 and limr→0 U
(r)
µ (z) = Uµ(z). If we prove that
lim infn→∞ U
(r)
µn (z) exists and Uµ(z) is equal to the logarithmic potential corresponding
the uniform distribution on the unit disc then the sequence of measures Eµn weakly con-
verges to the uniform distribution on the unit disc. Moreover, it is enough to prove that
for some sequence r = r(n)→ 0, limn→∞U (r)µn (z) = Uµ(z).
Furthermore, let sε1(z, r) ≥ . . . ≥ sεn(z, r) denote the singular values of matrixXε(z, r) =
Xε(r) − zI. We shall investigate the logarithmic potential U (r)µn (z). Using elementary
properties of singular values (see for instance Lemma 3.3 [11], p.35), we may represent the
function U
(r)
µn (z) as follows
U (r)µn (z) = −
1
n
n∑
j=1
E log sεj(z, r) = −
1
2
∫ ∞
0
log xE νεn(dx, z, r),
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where νεn(·, z, r) denotes the spectral measure of the matrixHεn(z, r) = (Xε(r)−zI)(Xε(r)−
zI)∗, which is the counting measure of the set of eigenvalues of the matrix Hεn(z, r)).
In Section 2) we investigate convergence of measure νεn(·, z) = νε(·, z, 0). In Section 3
we study the properties of the limit measures ν(·, z). But the crucial problem for the proof
of the circular law is the so called “regularization of potential” problem. See Khoruzhenko
[15]. We solve this problem using bounds for the minimal singular values of matrices
Xε(z) := Xε−zI based on techniques developed in Rudelson [21]. These bounds are given
in Section 4 and in the Appendix, Subsection 6.2. In Section 5 we give the proof of the
main Theorem. In the Appendix we combine precise statements of relevant results. from
potential theory and some auxiliary inequalities for the resolvent matrices.
2 Convergence of νεn(·, z)
Denote by F εn(x, z) the distribution function of the measure ν
ε
n(·, z),
F εn(x, z) =
1
n
n∑
j=1
I{(sεj (z))2<x},
where sε1(z) ≥ . . . ≥ sεn(z) ≥ 0 denote the singular values of the matrix Xε(z) = Xε − zI.
For a positive random variable ξ and a Rademacher random variable (r. v.) κ consider
the transformed r. v. ξ˜ = κ
√
ξ. If ζ has distribution function F εn(x, z) the variable ζ˜ has
distribution function F˜ εn(x, z), given by
F˜ εn(x, z) =
1
2
(1 + sgn{x}F εn(x2, z))
for all real x. Note that this induces a one-to-one corresponds between the respective
measures νεn(·, z) and ν˜εn(·, z). The limit distribution function of F εn(x, z) as n → ∞ , is
denoted by F (·, z) with corresponding symmetrization F˜ (x, z) being the limit of F˜ εn(x, z)
as n→∞. We have
sup
x
|F εn(x, z) − F (x, z)| = sup
x
|F˜ εn(x, z)− F˜ (x, z)|.
Denote by sεn(α, z) (resp. s(α, z)) and S
ε
n(x, z) (resp. S(x, z)) the Stieltjes transforms
of the measures νεn(·, z) (resp. ν(·, z)) and ν˜εn(·, z) (resp. ν˜(·, z)) correspondingly. Then
we have
Sεn(α, z) = αs
ε
n(α
2, z), S(α, z) = αs(α2, z).
Remark 2.1. As is shown in Bai [2], the measure ν(·, z) has a density p(x, z) and bounded
support. More precisely, p(x, z) ≤ Cmax{1, 1√
x
}. Thus the measure ν˜(·, z) has bounded
support and bounded density p˜(x, z) = |x|p(x2, z).
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Theorem 2.2. Let EXjk = 0, E |Xjk|2 = 1, and
κ3 = max
1≤j,k<∞
E |Xjk|3. (2.1)
Then
sup
x
|F εn(x, z) − F (x, z)| ≤ Cκ3(npn)−
1
10 . (2.2)
Proof. To bound the distance between the distribution functions F˜ εn(x, z) and F˜ (x, z) we
investigate the distance between the Stieltjes transforms of these distribution functions.
Introduce the Hermitian 2n× 2n matrix
W =
(
On (X
ε − zI)
(Xε − zI)∗ On
)
,
where On denotes n × n matrix with all entries equal to zero. From Sˇur’s complement
formula (see for example [14], Ch. 08, p. 21) it follows that, for α = u+ iv, v > 0,
(W − αI2n)−1 =
(
α
(
Xε(z)(Xε(z))∗ − α2In
)−1
Xε(z)
(
Xε(z)(Xε(z))∗ − α2In
)−1(
(Xε(z))∗Xε(z)− α2In
)−1
(Xε(z))∗ α
(
(Xε(z))∗Xε(z)− α2In
)−1
)
(2.3)
where Xε(z) = Xε − zI and I2n denotes the unit matrix of order 2n. By definition of
Sεn(α, z), we have
Sεn(α, z) =
1
2n
ETr(W − αI2n)−1.
Set R(α, z) := (Rj,k(α, z))
2n
j,k=1 = (W − αI2n)−1. It is easy to check that
1 + αSεn(α, z) =
1
2n
ETrWR(α, z).
We may rewrite this equality as
1 + αSεn(α, z) =
1
2n
√
npn
n∑
j,k=1
E (εjkXjkRk+n,j(α, z) + εjkXjkRj+n,k(α, z))
− z
2n
n∑
j=1
ERj,j+n(α, z) − z
2n
n∑
j=1
ERj+n,j(α, z). (2.4)
We introduce the notations
A = (Xε(z)(Xε(z))∗ − α2I)−1, B = Xε(z)A,
C = ((Xε(z))∗Xε(z)− α2I)−1, D = C(Xε(z))∗.
With these notations we rewrite equality (2.3) as follows
R(α, z) = (W − αI2n)−1 =
(
αA B
D αC
)
(2.5)
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Equalities (2.5) and (2.4) together imply
1 + αSεn(α, z) =
1
2n
√
npn
n∑
j,k=1
E (εjkXjkRk+n,j(α, z) + εjkXjkRj,k+n(α, z))
− z
2n
ETrD− z
2n
ETrB. (2.6)
In the what follows we shall use a simple resolvent equality. For two matrices U and
V let RU = (U− αI)−1, RU+V = (U+V − αI)−1, then
RU+V = RU −RUVRU+V .
Let {e1, . . . e2n} denote the canonical orthonormal basis in R2n. Let W(jk) denote the
matrix is obtained from W by replacing the both entries Xj,k and Xj,k by 0. In our
notation we may write
W =W(jk) +
1√
npn
εjkXjkeje
T
k+n +
1√
npn
εjkXjkek+ne
T
j . (2.7)
Using this representation and the resolvent equality, we get
R = R(j,k) − 1√
npn
εjkXjkR
(j,k)eje
T
k+nR−
1√
npn
εjkXjkR
(j,k)ek+ne
T
j R. (2.8)
Here and in the what follows we omit the arguments α and z in the notation of resolvent
matrices. For any vector a, let aT denote the transposed vector a. Applying the resolvent
equality again, we obtain
R = R(j,k) − 1√
npn
εjkXjkR
(j,k)eje
T
k+nR
(j,k) − 1√
npn
εjkXjkR
(j,k)ek+ne
T
j R
(j,k) +T(jk),
where
T(jk) =
1
npn
εjkX
2
jkR
(j,k)eje
T
k+nR
(j,k)eje
T
k+nR
+
1
npn
εjk|Xjk|2R(j,k)ejeTk+nR(j,k)ek+neTj R
+
1
npn
εjk(Xjk)
2R(j,k)ek+ne
T
j R
(j,k)eje
T
k+nR
+
1
npn
εjk|Xjk|2R(j,k)ek+neTj R(j,k)ek+neTj R
This implies
Rj,k+n = R
(j,k)
j,k+n −
1√
npn
εjkXjkR
(j,k)
j,j R
(j,k)
k+n,k+n −
1√
npn
εjkXjk(R
(j,k)
j,k+n)
2 +T
(j,k)
j,k+n
Rk+n,j = R
(j,k)
k+n,j −
1√
npn
εjkXjkR
(j,k)
k+n,jR
(j,k)
j,k+n −
1√
npn
εjkXjkR
(j,k)
k+n,k+nR
(j,k)
j,j +T
(j,k)
k+n,j.
(2.9)
7
Applying these notations to the equality (2.6) and taking into account that Xjk and R
(jk)
are independent, we get
1 + αSεn(α, z) +
z
2n
TrD+
z
2n
TrB = − 1
n2pn
n∑
j,k=1
E εjkR
(j,k)
j,j R
(j,k)
k+n,k+n
− 1
2n2pn
n∑
j,k=1
E εjk|Xjk|2E (R(j,k)j,k+n)2
− 1
2n
√
npn
n∑
j,k=1
E (εjkXjkT
(j,k)
k+n,j + εjkXjkT
(j,k)
j,k+n).
(2.10)
By definition of T(j,k) and standard resolvent properties, we obtain the following bounds,
for any p, q = 1, . . . , 2n, j, k = 1, . . . n, and any z = u+ iv, v > 0,
|Rp,p −R(j,k)pp | ≤
Cεjk|Xjk|√
npn
(|Rjkpj ||Rk+n,p|+ |Rjkp,k+n||Rjp|)
1
n2
n∑
j,k=1
E |R(j,k)j,k+n|2 ≤
C
nv4
(2.11)
1
n
√
npn
n∑
j,k=1
E εjk|Xjk||T (j,k)j,k+n| ≤
Cκ3
npnv4
(2.12)
For the proof of these inequalities see in the Appendix, Lemma 6.1. Using the last in-
equalities we obtain, that for v > 0∣∣∣∣∣∣ 1n
n∑
j=1
ERjj
1
n
n∑
k=1
Rk+n,k+n − 1
n2
n∑
j=1
n∑
k=1
ER
(jk)
jj R
(jk)
k+n,k+n
∣∣∣∣∣∣
≤ C
n2
√
npnv
n∑
j=1
n∑
k=1
E εjk|Xjk|(|R(jk)jj ||Rk+n,j|+ |R(jk)j,k+n||Rjj|)
≤ Cκ3
nv4
. (2.13)
Since 1n
∑n
j=1Rjj =
1
n
∑n
k=1Rk+n,k+n =
1
2nTrR(α, z), we obtain
| 1
n2
n∑
j=1
n∑
k=1
ER
(jk)
jj R
(jk)
k+n,k+n −E (
1
2n
TrR(α, z))2| ≤ Cκ3
nv4
(2.14)
Note that for any Hermitian random matrix W with independent entries on and above
the diagonal we have
E | 1
n
TrR(α, z) −E 1
n
TrR(α, z)|2 ≤ C
nv2
. (2.15)
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The proof of this inequality is easy and due to a martingale type expansion already used
by Girko. Inequalities (2.14) and (2.15) together imply that for v > cn−
1
4
| 1
n2
n∑
j=1
n∑
k=1
ER
(jk)
jj R
(jk)
k+n,k+n − (Sεn(α, z))2| ≤
C√
nv2
(2.16)
We may now rewrite equality (2.6) as follows
1 + αSεn(α, z) + (S
ε
n(α, z))
2 = − z
2n
ETrD− z
2n
ETrB+ θ
1√
npnv2
, (2.17)
were θ is a function such that |θ| ≤ 1 and v > c(npn)− 14 .
We now investigate the functions T (α, z) = 1nETrD and V (α, z) =
1
nEB. Since the
arguments for both functions are similar we provide it for the first one only. By definition
of the matrix B, we have
TrB =
1√
npn
n∑
j,k=1
εjkXj,k((X
ε(z)(Xε(z))∗ − α2)−1)kj
According to equality (2.5), we have
TrB =
1
α
√
npn
n∑
j,k=1
εjkXj,kRkj − zTrA
Using the resolvent equality (2.8) and Lemma 6.1, we get, for v > c(npn)
− 1
4
T (α, z) = − 1
αn2
n∑
j,k=1
ER
(jk)
k,k+nR
(jk)
jj −
z
α
Sεn(α, z) + θ
Cκ3
npnv2
. (2.18)
Similar to (2.16) we obtain
| 1
αn2
n∑
j,k=1
ER
(jk)
jj R
(jk)
k,k+n − V (α, z)Sεn(α, z)| ≤
C
n
√
nv4
(2.19)
Inequalities (2.18) and (2.19) together imply, for v > c(npn)
− 1
4 ,
V (α, z) = − zS
ε
n(α, z)
α+ Sεn(α, z)
+ θ
Cκ3
npnv2|α+ Sεn(α, z)|
. (2.20)
Analogously we get
T (α, z) = − zS
ε
n(α, z)
α+ Sεn(α, z)
+ θ
C
npnv2|α+ Sεn(α, z)|
. (2.21)
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Insecting (2.20) and (2.21) in (2.10), we get
(Sεn(α, z))
2 + αSεn(α, z) + 1−
|z|2Sεn(α, z)
α+ Sεn(α, z)
= δn(z), (2.22)
where
|δn(α, z)| ≤ Cκ3
npnv2|Sεn(α, z) + α|
.
or equivalently
Sεn(α, z) (α+ S
ε
n(α, z))
2 + (α+ Sn(
εα, z)) − |z|2Sεn(α, z) = δ˜n(α, z), (2.23)
were δ˜n(α, z) = θ
Cκ3
npnv2
. The last equation we may rewrite as
Sεn(α, z) = −
α+ Sεn(α, z)
(α+ Sεn(α, z))
2 − |z|2 + δ̂n(α, z), (2.24)
were
δ̂n(α, z) =
δ˜n(α, z)
(α+ Sεn(α, z))
2 − |z|2 . (2.25)
Note that ∣∣∣∣ 1(α+ Sεn(α, z))2 − |z|2
∣∣∣∣ ≤ 1v|α+ Sεn(α, z)|
. This implies that
|δ̂n(α, z)| ≤ C
npnv2|α+ Sεn(α, z)|
.
Furthermore, we prove the following simple Lemma.
Lemma 2.1. Let α = u+ iv, v > 0. Let S(α, z) satisfy the equation
S(α, z) = − α+ S(α, z)
(α+ S(α, z))2 − |z|2 . (2.26)
and Im{S(α, z)} > 0. Then the following inequality
1− |S(α, z)|2 − |z|
2|S(α, z)|2
|α+ S(α, z)|2 ≥
v
v + 1
.
holds.
Proof. The Stieltjes transform S(α, z) satisfies the following equation, for α = u+ iv with
v > 0,
S(α, z) = − α+ S(α, z)
(α+ S(α, z))2 − |z|2 . (2.27)
Comparing the imaginary parts of both sides of this equation, we get
Im{α+ S(α, z)} = Im{α+ S(α, z)} |α+ S(α, z)|
2 + |z|2
|(α + S(α, z))2 − |z|2|2 + v. (2.28)
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Equations (2.26) and (2.28) together imply
Im{α+ S(α, z)}
(
1− |α+ S(α, z)|
2 + |z|2
|(α+ S(α, z))2 − |z|2|2
)
= v. (2.29)
Since v > 0 and Im{α + S(α, z)} > 0, it follows that
1− |α+ S(α, z)|
2 + |z|2
|(α + S(α, z))2 − |z|2|2 > 0.
In particular, we have
|S(α, z)| ≤ 1.
Inequality (2.29) and the last remark together imply
1− |α+ S(α, z)|
2 + |z|2
|(α + S(α, z))2 − |z|2|2 =
v
Im{α+ S(α, z)} ≥
v
v + 1
.
The proof is completed.
To compare the function S(α, z) and Sn(α, z) we prove
Lemma 2.2. Let
|δ̂n(α, z)| ≤ v
2
.
Then the following inequality holds
1− |α+ S
ε
n(α, z)|2 + |z|2
|(α+ Sεn(α, z))2 − |z|2|2
≥ v
4
.
Proof. By assumption, we have
Im{δ̂n(α, z) + α} > v
2
.
Repeating the arguments of Lemma 2.1 completes the proof.
The next Lemma give as a bound for the distance between the Stieltjes transforms
S(α, z) and Sεn(α, z).
Lemma 2.3. Let
|δ̂n(α, z)| ≤ v
8
.
Then
|Sεn(α, z) − S(α, z)| ≤
4|δ̂n(α, z)|
v
.
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Proof. Note that S(α, z) and Sεn(α, z) satisfy the equations
S(α, z) = − α+ S(α, z)
(α+ S(α, z)2 − |z|2 (2.30)
and
Sεn(α, z) = −
α+ Sεn(α, z)
(α+ Sεn(α, z)
2 − |z|2 + δ̂n(α, z) (2.31)
respectively. These equations together imply
S(α, z) − Sεn(α, z) =
(α+ Sεn(α, z))(α + S(α, z)) + |z|2
((α+ S(α, z)2 − |z|2)((α+ Sεn(α, z)2 − |z|2)
×(S(α, z) − Sεn(α, z)) + δ̂n(α, z). (2.32)
Applying inequality |ab| ≤ 12(a2 + b2), we get∣∣∣∣1− (α + Sεn(α, z))(α + S(α, z)) + |z|2((α+ S(α, z)2 − |z|2)((α + Sεn(α, z)2 − |z|2)
∣∣∣∣
≥ 1
2
(
1− |α+ Sn(α, z)|
2 + |z|2
|(α+ Sεn(α, z))2 − |z|2|2
)
+
1
2
(
1− |α+ S(α, z)|
2 + |z|2
|(α + S(α, z))2 − |z|2|2
)
.
The last inequality and Lemmas 2.1 and 2.2 together imply∣∣∣∣1− (α+ Sεn(α, z))(α + S(α, z)) + |z|2((α+ S(α, z)2 − |z|2)((α+ Sεn(α, z)2 − |z|2)
∣∣∣∣ ≥ v4 .
This completes the proof of the Lemma.
To bound the distance between the distribution function Fn(x, z) and the distribution
function F (x, z) corresponding the Stieltjes transform S(α, z) we use Corollary 2.3 from
[12]. In the next lemma we give an integral bound for the distance between the Stieltjes
transforms S(α, z) and Sεn(α, z).
Lemma 2.4. For v ≥ v0(n) = c(npn)−1/4 the inequality∫ ∞
−∞
|S(α, z) − Sεn(α, z)|du ≤
C(1 + |z|2)κ3
npnv6
.
holds.
Proof. It is enough to prove that∫ ∞
−∞
|δ̂n(α, z)|du ≤ Cγn,
12
where γn =
C
npnv5
. By definition of δ̂(α, z), we have∫ ∞
−∞
|δ̂n(α, z)|du ≤ cκ3
npnv2
∫ ∞
−∞
du
|(α+ Sεn(α, z))2 − |z|2|
. (2.33)
Furthermore, the representation (2.24) implies that
1
|(α + Sεn(α, z))2 − |z|2|
≤ |S
ε
n(α, z)|
|α+ Sεn(α, z)|
+
|δ̂n(α, z)|
|α+ Sεn(α, z)|
. (2.34)
Note that, according to the relation (2.23),
1
|α+ Sεn(α, z)|
≤ |z|
2|Sεn(α, z)|
|α+ Sεn(α, z)|2
+|Sεn(α, z)|+
|δ˜n(α, z)|
|α + Sεn(α, z)|2
≤ |Sεn(α, z)|(1+
|z|2
v2
)+
|δn(α, z)|
|α+ Sεn(α, z)|
.
(2.35)
This inequality implies∫ ∞
−∞
|Sεn(α, z)|
|α+ Sεn(α, z)|
du ≤ C(1 + |z|
2)
v2
∫ ∞
−∞
|Sεn(α, z)|2du+
∫ ∞
−∞
|δn(α, z)| |S
ε
n(α, z)|
|α + Sεn(α, z)|
du
(2.36)
It follows from the relation (2.22), for v > c(npn)
− 1
4 , that
|δn(α, z)| ≤ Cκ3
npnv3
. (2.37)
The last two inequalities together imply that for sufficiently large n and v > c(npn)
− 1
4 ,∫ ∞
−∞
|Sεn(α, z)|
|α+ Sεn(α, z)|
du ≤ C(1 + |z|
2)
v2
∫ ∞
−∞
|Sεn(α, z)|2du ≤
C(1 + |z|2)
v3
. (2.38)
The inequalities (2.35), (2.33), and the definition of δ̂n(α, z) together imply∫ ∞
−∞
|δ̂n(α, z)|du ≤ C(1 + |z|
2)
npnv5
+
Cκ3
npnv3
∫ ∞
−∞
|δ̂n(α, z)|du. (2.39)
If we choose v such that C
npnv3
< 12 we obtain∫ ∞
−∞
|δ̂n(α, z)|du ≤ C(1 + |z|
2)
npnv5
. (2.40)
In Section 3 is shown that the measure ν(·, z) has bounded support and bounded
density for any z. To bound the distance between the distribution functions EFn(x, z)
and F (x, z) we may apply Corollary 3.2 from [12] (see also Lemma 6.4 in the Appendix).
We take V = 1 and v0 = C(npn)
− 1
4 . Then Lemmas 2.1 and 2.2 together imply
sup
x
|EF εn(x, z) − F (x, z)| ≤ C(npn)−
1
4 . (2.41)
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3 Properties of the measure ν(·, z)
In this Section we investigate the properties of the measure ν(·, z). At first note that there
exists a solution S(α, z) of the equation
S(α, z) = − S(α, z) + z
(S(α, z) + z)2 − |z|2 (3.1)
such that
Im{S(α, z)} ≥ 0 for v > 0
and S(α, z) is an analytic function in the upper half-plane α = u+ iv, v > 0. This follows
from the relative compactness of the sequence of analytic functions Sn(α, z), n ∈ N. From
(2.30) it follows immediately that
|S(α, z)| ≤ 1. (3.2)
Set y = S(x, z) + x and consider the equation (2.30) on the real line
y = − y
y2 − |z|2 + x, (3.3)
or
y3 − xy2 + (1− |z|2)y + x|z|2 = 0. (3.4)
Set
x21 =
5 + 2|z|2
2
+
(1 + 8|z|2) 32 − 1
8|z|2 , x
2
2 =
5 + 2|z|2
2
− (1 + 8|z|
2)
3
2 + 1
8|z|2 . (3.5)
It is straightforward to check that for |z| ≤ 1
√
3(1− |z|2) ≤ |x1| and x22 < 0 for |z| < 1
and x22 = 0 for |z| = 1, and x22 > 0 for |z| > 1.
Lemma 3.1. In the case |z| ≤ 1 equation (3.4) has one real root for |x| ≤ |x1| and
three real roots for |x| > |x1|. In the case |z| > 1 equation (3.4) has one real root for
|x2| ≤ x ≤ |x1| and has tree real roots for |x| ≤ |x2| or for |x| ≥ |x1|.
Proof. Set
L(y) := y3 − xy2 + (1− |z|2)y + x|z|2.
We consider the roots equation
L′(y) = 3y2 − 2xy + (1− |z|2) = 0. (3.6)
The roots of this equation are
y1,2 =
x±
√
x2 − 3(1 − |z|2)
3
.
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This implies that, for |z| ≤ 1 and for
|x| ≤
√
3(1 − |z|2),
the equation (3.4) has one real root. Furthermore, direct calculations shown that
L(y1)L(y2) =
1
27
(−4|z|2x4 + (8|z|4 + 20|z|2 − 1)x2 + 4(1 − |z|2)3)
Solving the equation L(y1)L(y2) = 0 with respect to x, we get for |z| ≤ 1 and√
3(1 − |z|2) ≤ |x| ≤ |x1|
L(y1)L(y2) ≥ 0,
and for |z| ≤ 1 and |x| >
√
20+8|z|2
8 +
(1+8|z|2) 32−1
8|z|2
L(y1)L(y2) < 0,
These relations imply that for |z| ≤ 1 the function L(y) has three real roots for |x| ≥ |x1|
and one real root for |x| < |x1|.
Consider the case |z| > 1 now. In this case y1,2 are real for all x and x22 > 0. Note that
L(y1)L(y2) ≤ 0
for |x| ≤ |x2| and for |x| ≥ |x1| and
L(y1)L(y2) > 0
for |x2| < x < |x1|. These implies that for |z| > 1 and for |x2| < x < |x1| the function
L(y) has one real root and for |x| ≤ |x2| or for |x| ≥ |x1| the function L(y) has three real
roots. The Lemma is proved.
Remark 3.1. From Lemma 3.1 it follows that the measure ν(x, z) has a density p(x, z) and
• p(x, z) ≤ 1, for all x and z
• for |z| ≤ 1, if |x| ≥ x1 then p(x, z) = 0;
• for |z| ≥ 1, if |x| ≥ x1 or |x| ≤ x2 then p(x, z) = 0;
• p(x, z) > 0 otherwise.
The next lemma is an analogue of Lemma 4.4 in Bai [2].
Lemma 3.2. The following equality
∂
∂s
(∫ ∞
0
log xν(dx, z)
)
=
1
2
ℜ{g(x, z)} (3.7)
holds.
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Proof. Following Bai [2] Lemma 4.4, we consider
I(C) :=
∫ C
0
∂y(x)
∂s
dx. (3.8)
We have
y3 + 2xy2 + x2y − |z|2y + y + x = 0. (3.9)
Taking the derivatives with respect to x and s correspondingly, we get
∂y
∂x
(
3y2 + 4xy + (1− |z|2 + x2)) = −1− 2y(x+ y) (3.10)
and
∂y
∂s
(
3y2 + 4xy + (1− |z|2 + x2)) = 2sy. (3.11)
These equalities together imply
∂y
∂s
= − 2sy
1 + 2y(x+ y)
∂y
∂x
. (3.12)
From equation (3.9) it follows that
1 + 2y(y + x) = ±
√
1 + 4|z|2y2. (3.13)
Using the results of Remark 3.1, it is straightforward to check that for |z| ≤ 1
1 + 2y(y + x) =
√
1 + 4|z|2y2 (3.14)
and for |z| > 1 there exists a number x0 such that
√
1 + 4|z|2y2 = 0. Furthermore, we
have for −x0 ≤ x ≤ 0
1 + 2y(y + x) =
√
1 + 4|z|2y2 (3.15)
and for x < −x0 we obtain
1 + 2y(y + x) = −
√
1 + 4|z|2y2. (3.16)
Using these equalities, we get∫ 0
−C
∂y
∂s
dx = −
∫ 0
−C
2sy
1 + 2y(x+ y)
∂y
∂x
dx. (3.17)
For |z| ≤ 1, we have∫ 0
−C
∂y
∂s
dx = −
∫ 0
−C
2sy√
1 + 4|z|2y2
∂y
∂x
dx =
s
4|z|2
(√
1 + 4|z|2y2(−C) +
√
1 + 4|z|2(|z|2 − 1)
)
.
(3.18)
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In the limit C →∞, we get, for |z| ≤ 1,∫ 0
−∞
∂y
∂s
dx =
s
2
. (3.19)
For |z| > 1, we have∫ 0
−∞
∂y
∂s
dx =
∫ 0
−x0
2sy√
1 + 4|z|2y2
∂y
∂x
dx−
∫ −x0
−∞
2sy√
1 + 4|z|2y2
∂y
∂x
dx =
s
2|z|2 . (3.20)
Similar to Bai [2] (equality (4.39)) we have∫ 0
−C
y(x)dx =
∫ 0
−C
y(x)dx =
∫ C
0
∫ ∞
0
1
u+ x
ν(du, z)dx
= lnC +
∫ ∞
0
[ln(u+ C)− lnu] ν(du, z)
= lnC +
∫ ∞
0
ln(1 +
u
C
)ν(du, z) −
∫ ∞
0
lnuν(du, z) (3.21)
After differentiation we get
∂
∂s
∫ ∞
0
lnuν(du, z) =
∂
∂s
∫ ∞
0
ln(1 +
u
C
)ν(du, z) −
∫ 0
−C
∂
∂s
y(x)dx. (3.22)
Relations (3.19)–(3.22) together imply the result.
4 The smallest singular value
In this Section we prove a bound for the minimal singular value of the matrices X − zI.
A corresponding bound for sparse matrices we shall give in the Appendix. Let X =
1√
n
(Xjk)
n
j,k=1 be an n × n matrix with i.i.d. entries Xjk, j, k = 1, . . . , n and εjk j, k =
1 . . . , n Bernoulli i. i. d. random variables independent on Xjk, j, k = 1, . . . , n with
pn = Pr{εjk = 1}. Assume that EXjk = 0 and EX2jk = 1. We prove the following result.
Denote by s1(z) ≥ . . . ≥ sn(z) the singular values of the matrix X(z) := X− zI.
Theorem 4.1. Let Xjk be independent random variables with sub-Gaussian tails, i. e.
Pr{|Xjk| > t} ≤ exp{−ct2}. (4.1)
Then for any z ∈ C such that |z| ≤ 4 and for any γ > c√
n
Pr{sn ≤ γ/Cn2} ≤ γ, (4.2)
for some positive constants C and c.
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The proof of this theorem is based on the arguments of Rudelson [21]. He proved the
same result for z = 0 and for a real matrix X. To generalize this result to complex z and
complex matrices we need some modifications of his proof. To bound the smallest singular
value in our case we need to consider the complex unit sphere S(n−1) in Cn.
By the symbols C and c with or without indices or without it we shall denote some
absolute constants. We shal adapt Rudelson’s enumeration of constants, i. e. the lower
indices of constants correspond the number of the Theorems in Rudelson’s paper.
Let α = (α1, . . . , αn) denote a vector in S(n−1) in Cn. Then a = (|α1|, . . . , |αn|) is
an element of the unit sphere S(n−1) ⊂ Rn. We shall use the arguments of Rudelson for
real vectors a. Furthermore, we need some modifications of his concentration results for
complex random variables. These are Theorem 3.5 and Lemma 4.2 in [21]. We start with
Theorem 3.5. We may reformulate it as follows.
Theorem 4.2. Let β a complex random variable such that Eβ = 0 and Pr{|β| > c} ≥ c′,
for some c, c′ > 0. Let β1, . . . , βn be independent copies of β. Let ∆ > 0 and let x =
(x1, . . . , xn) ∈ Cn be a vector such a < |xj | < C3.5a for a some a > 0 and for some
positive constant C3.5. Let εj be i. i. d. Bernoulli random variables independent on
βj , j = 1, . . . , n. Then there exists a constant C3.5 such that for any ∆ <
a
2pi , for any
j0 = 1, . . . , n and any u, v ∈ C
Pr

∣∣∣∣∣∣
n∑
j=1
εjβjxj −√npnuxj0 −
√
npnv
∣∣∣∣∣∣ < ∆
 ≤ C3.5(npn) 52
∞∑
k=1
P 2k (x,∆), (4.3)
where
Pk(x,∆) = #{j : |xj | ∈ (k∆, (k + 1)∆]}.
Proof. The proof of this Theorem is based on Lemma 3.1 in [21]. We reformulate this
result for the complex case
Lemma 4.1. Let c > 0, 0 < ∆ < a2pi , and β1, . . . , βn be independent complex random
variables such that Eβj = 0 and Pr{|β˜j | >
√
2a} ≥ c, where β˜j = βj − β′j and β′j is an
independent copy of βj . Let εj be i. i. d. Bernoulli random variables independent on βj ,
j = 1, . . . , n. Then, tehere exist constants c, c′ such that for any v ∈ C,
Pr

∣∣∣∣∣∣
n∑
j=1
εjβj − v
∣∣∣∣∣∣ < ∆
 ≤ C3.5(npn) 52
∫
3a
2
S2∆(y)dy + ce
−c′npn , (4.4)
where
S∆(y) =
n∑
j=1
Pr{|β˜j | ∈ [y − pi∆, y + pi∆]}. (4.5)
Proof. Let βj = ξj + i ηj , and v = c+ i d. In this notation we have
Pr

∣∣∣∣∣∣
n∑
j=1
βj − v
∣∣∣∣∣∣ < ∆
 ≤ min
Pr

∣∣∣∣∣∣
n∑
j=1
ξj − c
∣∣∣∣∣∣ < ∆
 , Pr

∣∣∣∣∣∣
n∑
j=1
ηj − d
∣∣∣∣∣∣ < ∆

 =: Q
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Note that
|ξj |2 + |ηj|2 = |βj |2, (4.6)
implies
max{|ξj |, |ηj |} ≥ |βj |√
2
. (4.7)
By the Lemma of Esse´en (see, for example, [20] Lemma 3, p. 38), for any v ∈ C we have
Q ≤ Cmin
{∫
[−pi
2
,pi
2
]
|φε(t/∆)|dt,
∫
[−pi
2
,pi
2
]
|ψε(t/∆)|dt
}
, (4.8)
where φε(t) := E exp{it∑nj=1 εjξj} and ψε(t) := E exp{it∑nj=1 εjηj}. Let ξ˜j = ξj − (ξj)′
and η˜j = ηj−(ηj)′ where (ξj)′ and (ηj)′ denote independent copies of ξj and ηj respectively.
Note that
|ξ˜j|2 + |η˜j |2 = |β˜j |2 (4.9)
This implies that at least n2 of the random variables ξ˜j or η˜j , j = 1, . . . , n, satisfy the
inequality
|ξ˜j| ≥ 1√
2
|β˜j |, or |η˜j | ≥ 1√
2
|β˜j |. (4.10)
Without loss of generality we shall assume that m ≥ [n2 ] random variables ξ˜j satisfy the
inequality
|ξ˜j | ≥ 1√
2
|β˜j |. (4.11)
The last inequality yields
Pr{|ξ˜j | ≥ a} ≥ c > 0. (4.12)
Following Rudelson, we introduce the random variable τj by conditioning on |ξ˜j | > 2a.
We may repeat from here on his proof of Lemma 3.1 and Theorem 4.1 in [21] to obtain
the result of Theorem 4.2. After simple calculations we get
|φε(t)| ≤ exp{−pn(1− pn)
∗∑
(1−Reφj(t))− 1
2
p2n
∗∑
(1− |φj(t)|2)}, (4.13)
where
∗∑
denote the summation over all indexes j = 1, . . . , n such that inequality (4.12)
holds and φj(t) = E exp{itξj}. Furthermore, for all j such that (4.12) holds we have
1− |φj(t)|2 ≥ c E (1− cos τjt). (4.14)
Inequalities (4.13) and (4.14) together imply
|φ(t)| ≤ exp{−c′f(t)}, (4.15)
where
f(t) = E
∗∑
(1− cos τjt).
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In the what follows we repeat Rudelson arguments for the rest of proof. Let
T (l, r) = {t : f(t/∆)) ≤ l, |t| ≤ r}, (4.16)
M = max
|t|≤pi
2
f(t/∆). (4.17)
To estimate M from below, notice that
M = max
|t|≤pi
2
f(t/∆) ≥ 1
pi
∫ pi
2
−pi
2
E
∗∑
(1− cos(τj/∆)t)dt (4.18)
= E
∗∑(
1− 2
pi
sin(τj/∆)pi/2
τj/∆
)
≥ cm ≥ c′n, (4.19)
since |τj|/∆ > 2a/∆ > 4pi. We shall use the following result from Rudelson [21].
Lemma 4.2. Let 0 < l < M/4. Then
|T (l, pi/2)| ≤ c
√
l
M
|T (M/4, pi)|. (4.20)
We have
Q ≤ C
∫
[−pi/2,pi/2]
|φ(t/∆)|dt ≤ C
∫
[−pi/2,pi/2]
exp{−c′f(t)}
≤ C
∫ n
0
|T (l, pi/2)|e−c′ ldl. (4.21)
According to the last lemma we get
Q ≤ C
′
√
M
|T (M
4
, pi)|+ ce−C
′M
16 ≤ C
′
√
M
|T (M
4
, pi)|+ e−c′m. (4.22)
Repeating the arguments of Rudelson in [21], we obtain
Q ≤ C
n
5
2∆
∫
R\[−3a/2,3a/2]
( ∗∑
Pr {τj ∈ [z − pi∆, z + pi∆]}
)2
dz + ce−c
′n. (4.23)
Since τj are symmetric we may change the interval of integration set in the previous
inequality to (3a/2,∞). Moreover, if z ∈ (3a/2,∞)
Pr{τj ∈ [z−pi∆, z+pi∆]} ≤ 1
c
Pr{ξ˜j ∈ [z−pi∆, z+pi∆]} ≤ 1
c
Pr{|β˜j | ∈ [z−pi∆, z+pi∆]}.
(4.24)
Furthermore,
1− Re{φj(t)} = E (1− cos{ξjt}. (4.25)
repeating the previous arguments, we conclude the proof of Lemma 4.1.
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We continue to prove Theorem 4.2. Recall that xj = aj + i bj, u = c + i d and
v = f + i g. Then the following inequality holds
Pr{|
n∑
j=1
βjxj −
√
nuxj0 −
√
nv| ≤ ∆}
≤ min
Pr{|
n∑
j=1
(ξjaj − ηjbj)−
√
n(cξj0 − dηj0)−
√
nf | ≤ ∆},
Pr{|
n∑
j=1
(ηjaj + ξjbj)−
√
n(cηj0 + dξj0)−
√
nd| ≤ ∆}
 . (4.26)
Note that
|ηjaj + ξjbj|2 + |ξjaj − ηjbj|2 = |xj |2|βj |2, (4.27)
implies again
max{|ηjaj + ξjbj|, |ξjaj − ηjbj|} ≥ |xj ||βj |/
√
2. (4.28)
Conditioning given βj0 , we may apply the result of Lemma 4.1. We obtain
Pr{|
n∑
j=1
βjxj −
√
nuxj0 −
√
nv| ≤ ∆} ≤ C
m
5
2∆
F (µ) + ce−c
′m, (4.29)
where
F (µ) =
∫ ∞
3a
2
S˜2∆(y)dy,
S˜∆(y) =
n∑
j=1
µ
(
1
|xj | [y − pi∆, y + pi∆]
)
, (4.30)
and µ denotes the distribution of |β˜|. Since
F (µ) ≤ C∆
∞∑
k=1
|{j : |xj | ∈ (k∆, (k + 1)∆]}|2, (4.31)
we obtain
Pr{|
n∑
j=1
βjxj −
√
nuxj0 −
√
nv| ≤ ∆} ≤ C
m
5
2
∞∑
k=1
|{j : |xj | ∈ (k∆, (k + 1)∆]}|2. (4.32)
This completes the proof.
We also need the following lemma.
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Lemma 4.3. Let xj = aj + i bj , v = c + i d, βj = ξj + i ηj. Let β be a random variable
such that Eβ = 0, E |β|2 = 1 and let β1, . . . , βn, be independent copies of β. Let 0 < r < R
and let x1, . . . , xm ∈ C such that r√m ≤ |xj| ≤ R√m for any j. Then there exist constants
C4.2 and c4.2 such that for any t >
c4.2√
m
and for any v ∈ C
Pr

∣∣∣∣∣∣
n∑
j=1
βjxj − v
∣∣∣∣∣∣ < t
 ≤ C4.2t (4.33)
Proof. We use the simple inequality
Pr

∣∣∣∣∣∣
n∑
j=1
βjxj − v
∣∣∣∣∣∣ < t
 ≤ min{A,B}, (4.34)
where
A = Pr

∣∣∣∣∣∣
n∑
j=1
(ξjaj − ηjbj)− c
∣∣∣∣∣∣ < t

B =Pr

∣∣∣∣∣∣
n∑
j=1
(ηjaj + ξjbj)− d
∣∣∣∣∣∣ < t
 (4.35)
Note that random variables ξ̂j = ξjaj − ηjbj (resp. ξj = ξjaj − ηjbj) are independent for
j = 1, . . . , n,
max{
m∑
j=1
E |ξ̂j|3,
m∑
j=1
E |ξj |3} ≤
CR3√
m
, (4.36)
and
max{
m∑
j=1
E ||ξ̂j |2,
m∑
j=1
E |ξj |2} ≥
r2σ2√
2
. (4.37)
Applying the Berry–Esse´en inequality, we obtain the result.
To conclude the proof of Theorem 4.1 we repeat the proof of Rudelson [21] in the rest.
5 Proof of the main Theorem
In this Section we give the proof of Theorem 1.2. The proof of Theorem 1.3 is similar.
We have to use Theorem 6.3 instead of Theorem 4.1 and instead of Bai’s results we
may use the result of Section 2 for z = 0 only. For any z ∈ C we introduce the set
Ωn(z) = {ω ∈ Ω : n−3 ≥ sn(X− zI), s1(X) ≤ 4}. From Bai [3] it follows that
Pr{s1(X) ≥ 4} ≤ Cn−
1
8 . (5.1)
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According to Theorem 4.1,
Pr{n−3 ≥ sn(X− zI)} ≤ Cn−
1
2 . (5.2)
These inequalities imply
Pr{Ωn(z)} ≤ Cn−
1
8 . (5.3)
Let r = r(n) such that r(n) → 0 as n → ∞. A more specific choice will be made later.
Consider the potential U
(r)
µn . We have
U (r)µn = −
1
n
E log |det(X− zI− rξI)| (5.4)
= − 1
n
n∑
j=1
E log |λj − rξ − z|IΩn(z) −
1
n
n∑
j=1
E log |λj − rξ − z|IΩ(c)n (z) (5.5)
= U
(r)
µn + Û
(r)
µn , (5.6)
where IA denotes an indicator function of an event A and Ω
(c)
n (z) denotes the complement
of Ωn(z).
Lemma 5.1. Assuming the conditions of Theorem 4.1, for r such that −n−1/12 log r → 0
as n→∞, we have
Û (r)µn → 0, as n→∞. (5.7)
Proof. By definition, we have
Û (r)µn = −
1
n
n∑
j=1
E log |λj − rξ − z|IΩ(c)n (z). (5.8)
Applying Cauchy’s inequality, we get, for any α > 0,
|Û (r)µn | ≤
1
n
n∑
j=1
E
1
1+α | log |λj − rξ − z||1+α (Pr{Ωn})
α
1+α
≤
 1
n
n∑
j=1
E | log |λj − rξ − z||1+α
 11+α (Pr{Ωn}) α1+α . (5.9)
Furthermore, since ξ is uniformly distributed in the unit disc and independent of λj , we
may write
E | log |λj − rξ − z||1+α = 1
2pi
E
∫
|ζ|≤1
| log |λj − rζ − z||1+αdζ = EJ (j)1 +E J (j)2 +E J (j)3 ,
(5.10)
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where
J
(j)
1 =
1
2pi
∫
|ζ|≤1, |λj−rζ−z|≤ε
| log |λj − rζ − z||1+αdζ (5.11)
J
(j)
2 =
1
2pi
∫
|ζ|≤1, 1
ε
>|λj−rζ−z|>ε
| log |λj − rζ − z||1+αdζ (5.12)
J
(j)
3 =
1
2pi
∫
|ζ|≤1, |λj−rζ−z|> 1ε
| log |λj − rζ − z||1+αdζ (5.13)
Note that
|J (j)2 | ≤ log
(
1
ε
)
. (5.14)
Since for any b > 0, the function −ua log u is not decreasing on the interval [0, exp{−1b ],
we have for 0 < u ≤ ε < exp{−1b},
− log u ≤ εbu−b log
(
1
ε
)
. (5.15)
Using this inequality, we obtain, for b(1 + α) < 2,
|J (j)1 | ≤
1
2pi
εb(1+α)
(
log
(
1
ε
))1+α ∫
|ζ|≤1, |λj−rζ−z|≤ε
|λj − rζ − z|−b(1+α)dζ (5.16)
≤ 1
2pir2
εb log
(
1
ε
)∫
|ζ|≤ε
|ζ|−b(1+α)dζ ≤ C(α, b)ε2r−2
(
log
(
1
ε
))1+α
(5.17)
If we choose ε = r, then we get
|J (j)1 | ≤ C(α, b)
(
log
(
1
r
))1+α
(5.18)
The following bound holds for 1n
∑n
j=1E J
(j)
3 . Note that | log x|1+α ≤ ε2| log ε|1+αx2 for
x ≥ 1ε and sufficiently small ε. Using this inequality, we obtain
1
n
n∑
j=1
E J
(j)
3 ≤ C(α)ε2| log ε|
1
n
n∑
j=1
E |λj − rζ − z|2 ≤ C(α)(1 + |z|2 + r2)ε2| log ε|
≤ C(α)(2 + |z|2)r2| log r|. (5.19)
The inequalities (5.16)–(5.19) together imply that
| 1
n
n∑
j=1
E | log |λj − rξ − z||1+α| ≤ C
(
log
(
1
r
))1+α
. (5.20)
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Furthermore, the inequalities (5.8), (5.9), and (5.20) together imply
|Û (r)µn | ≤ C
(
log
(
1
r
))
n
− α
3(1+α) (5.21)
We choose α = 3 and rewrite the last inequality as follows
|Û (r)µn | ≤ C
(
log
(
1
r
))
n−
1
4 (5.22)
If we choose r such that log(1/r)n−1/4 → 0, then (5.7) holds. Thus the Lemma is proved.
We shall investigate U
(r)
µn now. We may write
U
(r)
µn = −
1
n
n∑
j=1
E log |λj − z − rξ|IΩn = −
1
n
n∑
j=1
E log(sj(X(z, r))IΩn (5.23)
= −
∫ 4+|z|
n−3
log xdEFn(x, z, r), (5.24)
where Fn(·, z, r) is the distribution function corresponding to the restriction of the measure
νn(·, z, r) on the set Ωn. Introduce the notation
Uµ = −
∫ 4+|z|
n−3
log xdF (x, z) (5.25)
Integrating by parts, we get
U
(r)
µn − Uµ = −
∫ 4+|z|
n−3
EFn(x, z, r)− F (z, r)
x
dx+Cθ sup
x
|EFn(x, z, r)− F (z, r)| log n,
(5.26)
where θ denotes some constant such that |θ| ≤ 1. This implies that
|U (r)µn − Uµ| ≤ C log n sup
x
|EFn(x, z, r) − F (x, z)|. (5.27)
Note that, for any r > 0, |sj(z)− sj(z, r)| ≤ r. This implies that
EFn(x− r, z) ≤ EFn(x, z, r) ≤ EFn(x+ r, z). (5.28)
Hence, we get
sup
x
|EFn(x, z, r)−F (x, z)| ≤ sup
x
|EFn(x, z)−F (x, z)|+sup
x
|F (x+r, z)−F (x, z)|. (5.29)
Since the distribution function F (x, z) has a density p(x, z) which is bounded (see Remark
3.1) we obtain
sup
x
|EFn(x, z, r)− F (x, z)| ≤ sup
x
|EFn(x, z) − F (x, z)| + Cr. (5.30)
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Choose r = cn−
1
8 . Inequalities 5.30 and (2.41) together imply
sup
x
|EFn(x, z, r) − F (x, z)| ≤ Cn−
1
8 . (5.31)
From inequalities (5.31) and (5.27) it follows that
|U (r)µn − Uµ| ≤ Cn−
1
8 log n. (5.32)
Note that
|U (r)µn − Uµ| ≤ |
∫ n−3
0
log xdF (x, z)| ≤ Cn− 18 log n. (5.33)
Let K = {z ∈ C : |z| ≤ 4} and let K(c) denote C \K. According to inequality (1.2),
we have
1− pn := Eµ(r)n (K(c)) ≤ Pr{s1(X) > 3} ≤ sup
x
|Fn(x)−M1(x)| ≤ Cn−
1
8 . (5.34)
Furthermore, let µ
(r)
n and µ̂
(r)
n be probability measures supported on the compact set K
and K(c) respectively, such that
Eµ(r)n = pnµ
(r)
n + (1− pn)µ̂(r)n . (5.35)
Introduce the logarithmic potential of the measure µ
(r)
n ,
U
µ
(r)
n
= −
∫
log |z − ζ|dµnµ(r)n (ζ). (5.36)
Similar to the proof of Lemma 5.1 we show that
lim
n→∞ |U
(r)
µn − Uµ(r)n | ≤ Cn
− 1
8 log n. (5.37)
This implies that
lim
n→∞Uµ(r)n (z) = Uµ(z) (5.38)
for all z ∈ C. Since the measures µ(r)n are compactly supported, Theorem 6.9 from [18] and
Corollary 2.2 from [18] (see also the Appendix, Theorem 6.1 and Corollary 6.5), together
imply that
lim
n→∞µ
(r)
n = µ (5.39)
in the weak topology. Inequality (5.34) and relations (5.35) and (5.35) together imply that
lim
n→∞Eµ
(r)
n = µ (5.40)
in weak topology. Finally, by Lemma 1.1 we get
lim
n→∞Eµn = µ (5.41)
in the weak topology. Thus Theorem 1.2 is proved.
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6 Appendix
In this Section we collect some technical results.
Lemma 6.1. Let κ3 = maxj,kE |Xjk|3. The following inequality holds
1
n
√
n
n∑
j,k=1
E |Xjk|(|T (jk)k+n,j|+ |T (jk)j,k+n|) ≤
Cκ3√
nv3
(6.1)
Proof. Introduce the notations
B :=
1
n
√
n
n∑
j,k=1
E |Xjk|(|T (jk)k+n,j|+ |T (jk)j,k+n|) (6.2)
and
B1 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)k+n,j|2|Rk+n,j|
B2 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)k+n,j||R(jk)k+n,k+n||Rj,j |
B3 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)k+n,k+n||R(jk)j,j ||Rk+n,j|
B4 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)k+n,k+n||R(jk)k+n,j||Rj,j |
B5 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)j,k+n||R(jk)k+n,j||Rj,k+n|
B6 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)j,j ||R(jk)k+n,k+n||Rj,k+n|
B7 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)j,k+n||R(jk)j,j ||Rk+n,j|
B8 :=
1
n2
√
n
n∑
j,k=1
E |Xjk|3|R(jk)j,k+n|2|Rj,k+n|
(6.3)
It is easy to check that
max{Bk, k = 1, . . . , 8} ≤ Cκ3√
nv3
. (6.4)
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This implies that
B ≤ Cκ3√
nv3
. (6.5)
Lemma 6.2. Let µn be the empirical spectral measure of the matrix X and νr be the
uniform distribution on the disc of radius r. Let µ
(r)
n be the empirical spectral measure of
the matrix X(r) = X − rξI, where ξ is a random variable which is uniformly distributed
on the unit disc. Then the measure Eµ
(r)
n is the convolution of the measures Eµn and νr,
i. e.
Eµ(r)n = (Eµn) ∗ (νr). (6.6)
Proof. Let J be a random variable which is uniformly distributed on the set {1, . . . , n}.
Let λ1, . . . , λn be the eigenvalues of the matrix X. Then λ1+rξ, . . . , λn+rξ are eigenvalues
of the matrix X(r). Let δx be denote the Dirac measure. Then
µn =
1
n
n∑
j=1
δλj (6.7)
and
µ(r)n =
1
n
n∑
j=1
δλj+rξ. (6.8)
Denote by µnj the distribution of λj. Then
Eµn =
1
n
n∑
j=1
µnj (6.9)
and
Eµrn =
1
n
n∑
j=1
µnj ∗ νr =
 1
n
n∑
j=1
µnj
 ∗ (νr) = (Eµn) ∗ (νr). (6.10)
The Lemma is proved.
Let
f (r)n (t, v) =
∫ ∞
−∞
∫ ∞
−∞
exp{itx+ ivy}dG(r)n (x, y) (6.11)
and
fn(t, v) =
∫ ∞
−∞
∫ ∞
−∞
exp{itx+ ivy}dGn(x, y), (6.12)
where
G(r)n (x, y) =
1
n
n∑
j=1
Pr{Reλj + rξ ≤ x, Imλj + rξ ≤ y}, (6.13)
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and
Gn(x, y) =
1
n
n∑
j=1
Pr{Reλj ≤ x, Imλj ≤ y}. (6.14)
Denote by h(t, v) the characteristic function of the joint distribution of the real and imag-
inary parts of ξ,
h(t, v) =
∫ ∞
−∞
∫ ∞
−∞
exp{iux+ ivy}dG(x, y). (6.15)
Lemma 6.3. The following relations hold
f (r)n (t, v) = fn(t, v)h(rt, rv). (6.16)
If for any t, v there exists limn→∞ fn(t, v), then
lim
r→0
lim
n→∞ f
(r)
n (t, v) = limn→∞ limr→0
f (r)n (t, v) = limn→∞ fn(t, v). (6.17)
Proof. The first equality follows immediately from the independence of the random vari-
able ξ and the matrix X. Since limr→0 h(rt, rv) = h(0, 0) = 1 the first equality implies
the second one.
Lemma 6.4. Let F and G be distribution functions with Stieltjes transforms SF (z) and
SG(z) respectively. Assume that
∫∞
−∞ |F (x) − G(x)|dx < ∞. Let G(x) have a bounded
support J and density bounded by some constant K. Let V > v0 > 0 and a be positive
numbers such that
γ =
1
pi
∫
|y|≤a
1
u2 + 1
du >
3
4
.
Then there exist some constants C1, C2, C3 depending on J and K only such that
sup
x
|F (x)−G(x)| ≤ C1 sup
x∈J
∫ x
−∞
|SF (u+ iV )− SG(u+ iV )| du
+ sup
u∈J
∫ V
v0
|SF (u+ iv)− SG(u+ iv)|dv + C3 v0 (6.18)
6.1 Some facts from logarithmic potential theory
We cite here some definitions and Theorems about logarithmic potentials, see [18]. Let
Σ ⊂ C be a compact set of the complex plane andM(Σ) the collection of all positive Borel
probability measures with support in Σ. The logarithmic energy of µ ∈ M(Σ) is defined
as
I(µ) :=
∫ ∫
log
1
|z − t|dµ(z)dµ(t), (6.19)
and the energy of Σ by
V := inf{I(µ)|µ ∈ M(Σ)}. (6.20)
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The quantity
cap(Σ) := e−V (6.21)
is called the logarithmic capacity of Σ.
The capacity of an arbitrary Borel set E is defined as
∩ (E) := sup{cap(K)|K ⊂ E,K compact}. (6.22)
Note that every Borel set of capacity zero has zero two-dimensional Lebesgue measure. A
property is said to hold quasi-everywhere (q. e.) on a set E if the set of exceptional points
is of capacity zero. The next Theorem is called Lower Envelope Theorem
Theorem 6.1. Let µn, n = 1, 2 . . ., be a sequence of positive Borel probability measures
having support in a fixed compact set. If µn → µ weakly, then
lim inf
n→∞ U
µn(z) = Uµ(z) (6.23)
for quasi-every z ∈ C.
The following fact is Corollary 2.2 from the Unicity Theorem of logarithmic potential
theory (see [18], p. 98).
Corollary 6.5. If µ and ν are compactly supported measures and the potentials Uµ and
Uν coincides almost everywhere with respect to two-dimensional Lebesgue measure, then
µ = ν.
For reader convenience we give here the statement of Theorem 1.2 from [18].
Theorem 6.2. Let µ be a finite positive measure of compact support on the plane. Then
for any z0 and r > 0 the mean value
L(Uµ; z0, r) :=
1
2pi
∫ pi
−pi
Uµ(z0 + r exp{iθ}dθ (6.24)
exists as a finite number, and L(Uµ; z0, r) is a non-increasing function of r that is abso-
lutely continuous on any closed subinterval of (0,∞). Furthermore,
lim
r→0
L(Uµ; z0, r) = U
µ(z0). (6.25)
6.2 Minimal singular values
of sparse matrices In this Section we reformulate some statements from the paper of
Rudelson [21] to adapt his proof to sparse matrices. Let εjk be independent Bernoulli
random variables with Pr{εjk = 1} = pn. Assume that εjk, j, k = 1, . . . , n are independent
on Xjk, j, k = 1, . . . , n. Consider the matrix
Xε = (
1√
pn
εjkXjk)
n
j,k=1. (6.26)
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Theorem 6.3. Let Xjk, j, k = 1, . . . n be centered sub-Gaussian random variables of
variance 1. Then for any γ > c1,1/
√
npn
Pr
{
there exists x ∈ Sn−1
∣∣∣ ‖Xεx‖ ≤ γ√pn
C11(npn)
3
2
}
≤ cγp−
5
2
n (6.27)
if n is large enough.
The generalization of this result to the complex case is based on similar arguments as
in Section 4 for the case pn = 1.
Proof. We adapt Rudelson’s proof for sparse matrices giving only the neccccessary new
statements of some Lemmas and Theorems in Rudelson’s proof. To prove these results is
enough to repeat Rudelson’s proof of the corresponding Theorems and Lemmas.
Lemma 6.6. (Lemma 3.1 in [21]) Let c > 0, 0 < ∆ < a/2pi and let ξ1, . . . , ξn be indepen-
dent random variables such that E ξi = 0, Pr{ξi > 2a} ≥ c and Pr{−ξi > 2a} ≥ c. For
y ∈ R set
S∆(y) =
n∑
j=1
1
2
(Pr{ξj ∈ [y − pi∆, y + pi∆]}+Pr{−ξj ∈ [y − pi∆, y + pi∆]}), (6.28)
Let ε1, . . . , εn be identically distributed Bernoulli random variables independent on ξ1, . . . , ξn
and independent in aggregate, with Pr{εj = 1} = pn. Then for any v ∈ R
Pr
{∣∣∣∑ εjξj − v∣∣∣ < ∆} ≤ C
n
5
2 p
3
2
n∆
∫ ∞
3a
2
S2∆(y)dy + c exp{−c′npn}. (6.29)
Theorem 6.4. (Theorem 3.5 in [21]) Let ξ1, . . . , ξn i. i. d. be sub-Gaussian random vari-
ables such that E ξi = 0 and Pr{ξi > c} ≥ c′, Pr{−ξi > c} ≥ c′ for some c, c′ > 0. Let
∆ > 0 and let (x1, . . . , xm) ∈ Rm be a vector such a < |xj | < C3.5a/√pn. Let ε1, . . . , εn
be independent on ξ1, . . . , ξn and independent in aggregate identically distributed Bernoulli
random variables with Pr{εj = 1} = pn. Then for any ∆ < a/(2pi) and for any v ∈ R
Pr

∣∣∣∣∣∣
m∑
j=1
ξjεjxj − v
∣∣∣∣∣∣ < ∆
 ≤ C3.5(mpn) 52
∞∑
k=1
P 2k (x,∆), (6.30)
where
P 2k (x,∆) = |{j
∣∣∣ |xj | ∈ (k∆, (k + 1)∆]}|. (6.31)
Lemma 6.7. (Lemma 4.1 in [21]) Assuming the conditions of Theorem 6.3, for the matrix
Xε and for every v ∈ R, we have
Pr{‖Xε‖ ≤ C4.1√npn} ≤ exp{−c4.1npn}. (6.32)
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Lemma 6.8. (Lemma 4.2 in [21]) Let ξ1, . . . , ξn be i. i. d. sub-Gaussian random variables
such that E ξi = 0 and E ξ
2
i = 1. Let 0 < r < R and let x1, . . . , xm ∈ R be such that
r√
m
< |xj| < R√mpn for any j. Then for t ≥ c4.2√mpn and for any v ∈ R
Pr
∣∣∣
m∑
j=1
ξjεjxj − v
∣∣∣ < t
 ≤ C4.2t/√pn. (6.33)
Lemma 6.9. (Lemma 4.4 in [21])Let ∆ > 0 and let Y be a random variable such that
for any t ≥ ∆, Pr{|Y − v| < t} ≤ Lt. Let y = (Y1, . . . , Yn) be a random vector, whose
coordinates are independent copies of Y . Then for any z ∈ Rn
Pr
{‖y − z‖ ≤ ∆√n} ≤ (C4.4L∆)n. (6.34)
We define the set σ(x) for any x ∈ S(n−1) as
σ(x) = {i | |xi| ≤ R/√npn}. (6.35)
Let PI be the coordinate projection on the set I ⊂ {1, . . . , n}. Set
VP = {x ∈ S(n−1 | ‖Pσ(x)x‖ < r}
VS = {x ∈ S(n−1 | ‖Pσ(x)x‖ ≥ r}.
Lemma 6.10. (Lemma 5.1 in [21])For any r < 1/2
logN(VP ,Bn2 , 2r) ≤
npn
R2
log
3R2
rpn
. (6.36)
Lemma 6.11. (Lemma 5.2 in [21])
Pr
{
there exists x ∈ VP
∣∣∣ ‖Xεx‖ ≤ C4.1√npn/2} ≤ exp{−c4.1npn}. (6.37)
For x = (x1, . . . , xn) ∈ VS denote
J(x) = {j | r
2
√
n
≤ |xj| ≤ R√
npn
}. (6.38)
Note that
|J(x)| ≥ (r2/2R2pn)n =: m. (6.39)
Let 0 < ∆ < r/2
√
n be a number to be chosen later. We shall cover the interval [ r
2
√
n
, R√npn ]
by
k =
[
R/
√
pn − r/2√
n∆
]
. (6.40)
consecutive intervals (j∆, (j + 1)∆], where j = k0, (k0 + 1), . . . , (k0 + k) and k0 is the
largest number such that k0∆ < r/2
√
n.
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(Definition 5.3 in [21]).Let ∆ > 0 and Q > 1. We say that a vector x ∈ VS has a
(∆, Q)-regular profile if there exists a set J ⊂ J(x) such that |J | ≥ m/2 and
∞∑
i=1
P 2i (x|J ,∆) ≤ Qm
5
2∆ =: C5.3Q
m2
k
. (6.41)
Lemma 6.12. (Lemma 6.1 in [21]) Let ∆ ≤ r
4pi
√
n
. Let x ∈ VS be a vector of (∆, Q)-
regular profile. Then for any t ≥ ∆
Pr

∣∣∣∣∣∣
n∑
j=1
ξjεjxj − v
∣∣∣∣∣∣ ≤ t
 ≤ C6.1Qt/pn. (6.42)
Theorem 6.5. (Theorem 6.2 in [21]) Let r4pi√npn > ∆ > 0 and let U be the set of vectors
of (∆, Q)-regular profile. Then
Pr{there exists x ∈ U | ‖Xεx‖ ≤ ∆
√
pn
2
√
n
} ≤ C6.1Q∆n/√pn (6.43)
Lemma 6.13. (Lemma 7.1 in [21]) Let C7.1(npn)
− 3
2 ≤ ∆ ≤ (npn)− 12 where C7.1 = 2R3r2
and let WS be the set of vectors of (∆, Q)-singular profile. Let η > 0 be such that
C(η) < C5.3Q, (6.44)
where C(η) is the function defined in Lemma 2.1 in [21]. Then there exists a ∆-net in
WS in the l∞-metric such that
|N | ≤
(
C7.1
∆
√
npn
)n
ηc7.1npn . (6.45)
Theorem 6.6. (Theorem 7.3 in [21]) There exists an absolute constant Q0 with the follow-
ing property. Let ∆ > C7.3(npn)
− 3
2 , where C7.3 = max{c4.2, C7.1}. Denote by Ω∆ the event
that there exists a vector x ∈ VS of (∆, Q0)-singular profile such that ‖Xεx‖ ≤ ∆
√
pn
2 n.
Then
Pr{Ω∆} ≤ 3 exp{−npn}. (6.46)
To prove Theorem 6.3 we combine the probability estimates of the previous sections.
Let γ > c1.1√npn where the constant c1.1 will be chosen later. Define the exceptional sets:
Ω0 = {ω | ‖Xε‖ > C2.3√npn},
ΩP = {ω | there exists x ∈ VP ‖Xεx‖ ≤ C4.1√npn}.
Let Q0 be the number defined in Theorem 6.6. Set
∆ =
γ
2C6.1Q0npn
. (6.47)
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The assumption on γ implies ∆ ≥ C7.3(npn)− 32 if we set c1.1 = 2C6.1Q0C7.3. Denote by
WS the set of vectors of the (∆, Q0)-singular profile and by WR the set of vectors of the
(∆, Q0)-regular profile. Set
ΩS =
{
ω
∣∣∣ there exists x ∈WS‖Xεx‖ ≤ ∆√pn
2
n =
1
4C6.1Q0
√
pn
γ
}
ΩR =
{
ω
∣∣∣ there exists x ∈WR‖Xεx‖ ≤ ∆√pn
2
√
n
=
1
4C6.1Q0
γn−
3
2 p−1n
}
. (6.48)
By Theorem 6.6 Pr{ΩS} ≤ 3 exp{−npn}, and by Theorem 6.5 Pr{ΩR} ≤ Cn∆/p
1
2
n ≤
Cγp
− 3
2
n . Choosing γ =
c√
npn
, we conclude the proof.
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