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Embedded ADMM-based QP Solver for MPC with polytopic constraints
Thuy V. Dang, K.V. Ling and J.M. Maciejowski
Abstract— We propose an algorithm for solving quadratic
programming (QP) problems with inequality and equality
constraints arising from linear MPC. The proposed algorithm
is based on the ‘alternating direction method of multipliers’
(ADMM), with the introduction of slack variables. In compar-
ison with algorithms available in the literature, our proposed
algorithm can handle the so-called sparse MPC formulation
with general inequality constraints. Moreover, our proposed
algorithm is suitable for implementation on embedded plat-
forms where computational resources are limited. In some cases,
our algorithm is division-free when certain fixed matrices are
computed offline. This enables our algorithm to be implemented
in fixed-point arithmetic on a FPGA. In this paper, we also
propose heuristic rules to select the step size of ADMM for a
good convergence rate.
I. INTRODUCTION
Model Predictive Control (MPC) is an optimization-based
control strategy which has been applied widely in industry
since its appearance in the 1980s. Usually a QP problem
is solved at each sampling time instant to determine the
control action. In some cases, this QP problem can be solved
offline by multi-parametric programming [1]. In other cases,
where online solution of this QP is needed, second order
methods such as Interior Point Method (IPM) and Active
Set Method (ASM) are two commonly employed approaches
[2], [3]. The main computational load of IPM and ASM is
the solution of a set of linear equations at every iteration,
and this can be the bottleneck for embedded systems with
limited resources. Recently, first order QP solvers, such as
gradient-based method or the ‘alternating direction method of
multipliers’ (ADMM), have received significant interest [4]–
[6] because of their simpler computational structure. Interest
in ADMM for quadratic linear MPC can be found in [7]–[9].
In MPC, if the system model is linear and the cost
function is quadratic, one can formulate the MPC optimi-
sation problem as a sparse QP problem, keeping both the
states and controls as decision variables. In contrast, MPC
can also be formulated as a dense QP problem keeping
only the controls as decision variables [10]. The sparse QP
will have both equality and inequality constraints while the
dense QP will have only inequality constraints. One main
advantage of formulating a sparse QP is that the Hessian
matrix has a banded structure and this can be exploited for
computational advantage [11] whereas the Hessian in dense
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QP formulations does not have this property. In [12] and
[13], an ADMM-based QP solver was proposed for the dense
QP, whereas in [9] [14] ADMM-based QP solver relying on
splitting techniques of [7] has been proposed for sparse QP
problem.
The limitation of the method proposed in [9] [14] for
sparse QP is that a projection onto the polytopic set that
represents the inequality constraints is needed. If this set
is not simple, the projection is computationally very de-
manding. As a consequence, the algorithm in these works
are not suitable for embedded implementation for general
inequality constraints. A common work-around is to restrict
the inequalities to be simple box-type constraints so that this
projection can be computed easily at each iteration.
In this paper, we consider solving the sparse QP problem
arising from MPC. We propose an ADMM-based algorithm
to solve this class of QP using the slack variables approach.
ADMM with slack variables to solve dense QP has been
discussed in [12]. A key motivation for introducing slack
variables is to convert the polytopic set arising from general
inequalities into a simpler positive orthant constraint set so
that projection onto this postive orthant set can be handled
even on an embedded platform where computational re-
sources are limited. In some cases, our algorithm is division-
free when some fixed matrices are computed offline. This
enables our algorithm to be implemented in fixed-point
arithmetic on a FPGA.
In ADMM-based algorithms, the step-size affects the
convergence rate of the algorithm. A good choice of this
parameter will significantly improve the convergence rate. In
[12] the suggested choice of this parameter was derived for
dense QP problems. For sparse QP, in [9] step-size selection
is not addressed.
By writing our algorithm in a matrix recurrence form,
we analyse the convergence rate and propose methods of
choosing the step size parameter of our ADMM-based al-
gorithm. Although the recurrence form of our algorithm is
similar to that of [12], we cannot directly apply the step-
size selection method proposed there, because the Hessian
matrix arising from sparse MPC formulations is usually not
positive-definite. In this paper, we derive heuristic step-size
selection methods for our algorithm.
The rest of the paper is organized as follows. In Section II
we summarise the method of using ADMM to solve sparse
QP. Step size selection is investigated in Section III. Section
IV discusses the implementation aspects with fixed-point
arithmetic for embedded platform. In Section V, an example
is used to illustrate our algorithm. Conclusions are given in
Section VI.
Notation
λ(M) denotes the set of eigenvalues of M ; λi(M) is the
i-th smallest in modulus eigenvalue and λmax(M) is the
largest in modulus eigenvalue of M ; ||.|| is the norm of
a vector or matrix, |.| is elementwise absolute values of a
vector; IK(.) is the indicator function of K : IK(x) = 0 if
x ∈ K and IK(x) = +∞ otherwise.
II. ADMM ALGORITHM FOR SPARSE QP
In this section, we propose our algorithm for solving QP
of the following form
minimize
x
1
2
xTQx+ qTx (1)
s.t. Gx ≤ g (2)
Fx = f (3)
where Q ∈ Rn×n positive semi-definite. F ∈ Rp×n, G ∈
R
q×n and x ∈ Rn, q ∈ Rn, f ∈ Rp, g ∈ Rq are vectors.
A. Slack variable approach
We now formulate an ADMM-based QP solver for sparse
QP problems arising from MPC using the slack variable
approach. The slack variable approach was described in [12]
for ADMM-based QP solver for dense QP problems arising
from MPC.
By introducing the slack variable z to the inequality
constraint (2), we obtain the following problem:
minimize
x,z
1
2
xTQx+ qTx+ IZ(z) (4)
s.t Ax+Bz = c (5)
Z = {z : z ≥ 0}) (6)
where
A =
[
G
F
]
, B =
[
I
0
]
, c =
[
g
f
]
, (7)
IZ(z) : Indicator function of Z (8)
The augmented Lagrangian for the ADMM iteration is de-
fined as
Lρ (x, z, y) = f(x)+g(z)+y
T (Ax+Bz−c)+
ρ
2
‖Ax+Bz−c‖22
where f(x) = 12x
TQx+ qTx, g(z) = IZ(z).
The selection of step-size ρ > 0 will be discussed later.
Define τ = 1
ρ
y, the scaled dual variable. The ADMM
iterations for problem (4) are
xk+1 = arg min
x
Lρ (x, zk, τk) (9)
zk+1 = arg min
z
Lρ (xk+1, z, τk) (10)
τk+1 = τk + (Axk+1 +Bzk+1 − c) (11)
The sub-problem for the x-update in (9) is an unconstrained
QP and has the unique solution
xk+1 = −(Q+ ρA
TA)−1[q + ρAT (Bzk + τk − c)]
Here, we have assumed that
Assumption 1: A is invertible or full column-rank1.
The solution of sub-problem (10) is
zk+1 = πZ(−Gxk+1 − τ
g
k + g) (12)
where τk =
[
τgk
τfk
]
, (τgk = τk(1 : q) (q first elements),
τfk = τk(q + 1 : m + p)) (next p elements) and we have
used the following notation for projection:
πK(zk) = arg min
z∈K
‖z − zk‖
2 (13)
For a projection on the box type set, it reduces to a clipping
operation, and (12) is simply:
πZ(−Gxk+1 − τ
g
k + g) = max{0,−Gxk+1 − τ
g
k + g}
Then, our algorithm for solving (1) is as follows:
Algorithm 1 (This paper)
Input: Q, q,A, c, g.
x0, z0, τ0 fixed (Cold start)
Do
xk+1 = −(Q+ ρA
TA)−1[q + ρAT (Bzk + τk − c)] (14)
zk+1 = πZ(−Gxk+1 − τ
g
k + g)
= max{0,−Gxk+1 − τ
g
k + g} (15)
τk+1 = τk +Axk+1 +Bzk+1 − c (16)
While ||rk||≥ ǫprimal or ||sk||≥ ǫdual
where rk = Axk + Bzk − c, and sk = ρATB(zk+1 − zk)
are the primal and the dual residual, respectively.
B. Comparison with algorithm of [9]
In [9], the authors maintain z as a copy of x and set up
the problem as follow:
min 1
2
xTQx+ qTx+ IA(x) + IK(z) +
1
2
ρ||z − x||22
s.t x = z
where the constraints, including inequality and equality
constraints are split into two sets: A : {x|Fx = f} and
K : {z|Gz ≤ g}.
This results in an ADMM-based algorithm as Algorithm 2
in [9]. For comparison:
• In term of flops count (floating point operations), our
algorithm requires about 3 times more.
• The advantage of our algorithm is in the second step
of the ADMM iterations. It is the sub-problem for
the z-update (15) of our algorithm, compared with the
second step of Algorithm 2 in [9], which in general
requires a projection onto a polytopic set. For general
constraints, this projection is very complex and not
1This ensures that ATA is positive definite, and hence Q + ρATA is
positive definite.
suitable for embedded implementation. Hence most em-
bedded implementations assume box-type constraints.
In contrast, our algorithm requires only a projection onto
the positive orthant.
III. STEP-SIZE SELECTION
The convergence rate of ADMM depends on the step size.
To devise a step size selection method, [12] used the sign
matrix of the variable technique of [15], to write the ADMM
iterations in a matrix recurrence form. In this section, we
also present our algorithm in a matrix recurrence form and
propose a method to select the step-size for our algorithm.
A. Matrix Recurrence form
Recall that τk =
[
τgk
τfk
]
.The ADMM iterations (14)-(16)
can be rewritten as follows:
xk+1 = −(Q+ ρA
TA)−1
[
q + ρAT
([
zk
0
]
+
[
τgk
τfk
]
− c
)]
(17)
zk+1 = max{0,−Gxk+1 − τ
g
k + g} (18)[
τgk+1
τfk+1
]
=
[
τgk
τfk
]
+
[
G
F
]
xk+1 +
[
zk+1
0
]
−
[
g
f
]
(19)
Introduce vk = zk + τgk .
From (18) and (19), it can be seen that vk+1 = |Gxk+1 +
τgk − g|= Sk+1(Gxk+1+ τ
g
k − g), and τ
g
k = vk− zk = Bkvk
where
Sk+1 = diag(sign(Gxk+1+τgk−g)), Bk =
1
2
(I+Sk) (20)
Then, (17)-(19) become
xk+1 = −(Q+ ρA
TA)−1
[
q + ρAT
([
vk
τfk
]
− c
)]
vk+1 = Sk+1(Gxk+1 +Bkvk − g)
After some calculations (which we have omitted because of
space constraints), we obtain the following compact iterative
formulation:[
Sk+1vk+1
τfk+1
]
=
1
2
[
Skvk
τfk
]
+
(
1
2
I − ρA(Q+ ρATA)−1AT
)[
vk
τfk
]
+
[
g¯
f¯
]
(21)
where
g¯ = −G(Q+ ρATA)−1q + ρG(Q + ρATA)−1AT c− g
f¯ = −F (Q+ ρATA)−1q + ρF (Q+ ρATA)−1AT c− f
By defining the matrices as
S¯k =
[
Sk 0
0 Ip
]
, tk =
[
vk
τfk
]
, γ =
[
g¯
f¯
]
(22)
(21) is written as
S¯k+1tk+1 =
1
2
S¯ktk+
(
1
2
I − ρA(Q + ρATA)−1AT
)
tk+γ
(23)
Equation (23) is the matrix recurrence form of Algorithm
1. This is the same as equation (22) of [12]. However,
the step-selection method proposed in [12] requires the
existence of Q−1, but in sparse QP formulation arising from
MPC problem Q is usually only semi-definite. Hence we
propose heuristic rules to select the step-size for our proposed
algorithm based on the following analysis.
B. Step-size selection
From (23) we have
S¯k+1tk+1 − S¯ktk =
1
2
(S¯ktk − S¯k−1tk−1) +(
1
2
I − ρA(Q+ ρATA)−1AT
)
(tk − tk−1) (24)
By taking norm 2 (which will be chosen later) of both sides
of (24), and since ||tk − tk−1||≤ ||S¯ktk − S¯k−1tk−1||, we
get:
ξk+1 ≤
(
1
2
+
∥∥∥∥12I −M
∥∥∥∥
)
ξk = ηρξk (25)
where
ξk = ||(S¯ktk− S¯k−1tk−1||, M = ρA(Q+ρA
TA)−1AT and
ηρ =
1
2
+
∥∥∥∥12I −M
∥∥∥∥ = 12 +
∥∥∥∥12I − ρA(Q+ ρATA)−1AT
∥∥∥∥
(26)
Therefore, the optimal ρ can be obtained by minimising ηρ
over ρ. Different norms can be used, and in this paper, we
investigate using (a) the 2-norm and (b) the max-norm to
select the step-size parameter.
B.1. Step-size selection with respect to 2-norm
M is symmetric, since Q is symmetric. As the 2-norm of a
real symmetric matrix is the same as the spectral radius, we
will analyse the eigenvalues of the matrices appearing in the
expression for ηρ.
Defining T = 12I −M , we see that T always has maximum
eigenvalues at 12 and minimum eigenvalues equal or greater
than − 12 because M always has minimum eigenvalue at 0
independent of ρ. If Q is only (positive) semidefinite, M will
have eigenvalues at 1, hence, ηρ = 1 regardless of the choice
of ρ. However, we observed that if we try to shift the other
eigenvalues of T as close as possible to 0, or equivalently,
move the eigenvalues of M as close as possible to 12 , the
convergence speed becomes better.
Hence, as a heuristic, we solve the following problem to
select ρ:
Problem 1: Find ρ such that the eigenvalues of M =
ρA(Q + ρATA)−1AT are as close as possible to 12 .
In order to solve Problem 1, we can express the eigenvalues
of matrix M explicitly as a function of ρ. This can be
achieved as follows: Since Q  0, there exists P  0
2In order for (25) to hold, we need the chosen norm to have sub-
multiplicative property.
such that Q = PTP ( [16] p8.3). Using the matrix inversion
lemma [17], M can be written as
M = ρA(Q + ρATA)−1AT = A(ρ−1PTP +ATA)−1AT
= A((ATA)−1− (27)
(ATA)−1ρ−1PT (I + ρ−1P (ATA)−1PT )−1P (ATA)−1)AT
After some algebraic manipulations, M can be expressed as
M =U(SSd(I − ρ
−1Pd+
ρ−2Pd(I + ρ
−1Pd)
−1 Pd)S
T
d S
T )UT
=U
(
SSdΨρS
T
d S
T
)
UT (28)
where A = USV T , the singular value decomposition of A.
Define Sd = (STS)−
1
2
3
, then
Pd = S
T
d V
TPTPV Sd = S
T
d V
TQV Sd (29)
(30)Ψρ = I − ρ−1Pd + ρ−2Pd(I + ρ−1Pd)−1 Pd
Since UT = U−1, and the fact that the eigenvalues of
two similar matrices are the same, we obtain λ(M) =
λ(SSdΨρS
T
d S
T ) = λ(Ψ¯ρ),where Ψ¯ρ = SSdΨρSTd ST .
As S is diagonal and singular, and Sd is diagonal, it can be
shown that Ψ¯ρ =
[
Ψρ 0
0 0
]
. Hence
λ(M) = λ(Ψ¯ρ) = λ(Ψρ) ∪ {0} (31)
Then problem 1 is equivalent to the following problem:
Problem 2: Find ρ such that the elements of λ(Ψρ) are as
near as possible to 0.5.
One way to solve Problem 2 is by solving:
min
ρ
∑
λi(Ψρ) 6=0
(λi(Ψρ)− 0.5)
2 (32)
Define
f(t) = 1− t+ t(1 + t)−1t =
1
1 + t
We have, based on [12], the eigenvalues of Ψρ related to the
eigenvalues of Pd as:
λ(Ψρ) = f(λ(ρ
−1Pd)) =
1
1 + ρ−1λ(Pd)
(33)
Hence, (32) is equivalent to:
min
ρ
∑
λi(Pd) 6=0
(
1
1 + ρ−1λi(Pd)
− 0.5
)2
(34)
It is not easy to solve (34). Since 11+ρ−1λ1(Pd) and
1
1+ρ−1λmax(Pd)
are the maximum and minimum in the se-
quence 11+ρ−1λi(Pd) , we solve the following problem instead:
min
ρ
(
1
1 + ρ−1λ1(Pd)
−
1
2
)2
+
(
1
1 + ρ−1λmax(Pd)
−
1
2
)2
(35)
3Sd is diagonal matrix, since STS is diagonal and positive definite
(Assumption 1)
Solving ∂(.)/∂ρ = 0 leads to the solution of the following
polynomial equation:
β1β2(β
2
1 + β
2
2)ρ
4 − (β31 + β
3
2 − 3β1β2(β1 + β2))ρ
3 (36)
− (β1 − β2)
2ρ2 − 2(β1 + β2)ρ− 2 = 0
where β1 = (λ1(Pd))−1, β2 = (λmax(Pd))−1. In principle,
one can obtain an analytical expression for the roots ρ of this
4th-degree equation. More practically, we obtain a numerical
solution, selecting the positive root. We outline the procedure
for determining ρ offline since A and Q (see (1) and (7))
do not change for MPC problems with linear time invariant
models and fixed costs:
1) Given A and Q
2) Calculate Pd as in (29), calculate non-zero eigenvalues
λ1(Pd), λmax(Pd), β1 = (λ1(Pd))
−1,
β2 = (λmax(Pd))
−1
3) Solve (36) for ρ
B.2. Step-size selection with respect to max-norm
Since we can determine the step-size parameter offline, we
perform a simple line search over ρ to minimise ηρ directly,
using the max-norm4. The advantage of using the max-
norm is that it may handle general A and Q in the iterative
form (25). We believe that this max-norm approach may be
equally applicable to the method proposed in [12]. A more
detailed analysis is the topic of current research. In section V,
our experiments suggest that the max-norm and the 2-norm
criteria are both effective.
IV. IMPLEMENTATION ON AN FPGA
Field Programmable Gate Arrays (FPGA) have emerged as
popular platforms for real-time embedded MPC applications
[18]–[20]. The simplicity of ADMM, and the parallel pro-
cessing capability of FPGA, offer a promising combination
for high speed embedded MPC. In this section, we discuss
some implementation aspects of our proposed algorithm on
an FPGA.
A. Offline and online computations
For MPC based on a linear time invariant model and with
fixed costs and constraints, certain matrices can be computed
offline, such as M = −(Q+ ρATA)−1 and M¯ = ρMAT .
Variables which depend on measurements must of course
be computed online, but the computations are relatively fast
if matrices have been pre-computed. In particular, for the
following algorithm q¯ = Mq − M¯c must be computed once
each sampling time, when a new state measurement becomes
available. Note also that Bz = [z; 0].
Algorithm 1.1 Customized for embedded implementa-
tion
xk+1 = q¯ + M¯([zk; 0] + τk) (37)
zk+1 = max{0,−Gxk+1 − τ
g
k + g} (38)
τk+1 = τk +Axk+1 + [zk+1; 0]− c (39)
4The max-norm of a matrix is the largest absolute value of any element
of the matrix. To be precise we should use (p+ q) ∗max-norm so that the
sub-multiplicative property is satisfied. However, since p + q is fixed, for
simplicity, we just say max-norm.
Remark 1: Equation (37) is an option for carrying the
calculation step (14) which is the most computational step
of Algorithm 1. This approach will result a matrix-vector
product, hence favourable for efficient parallelism computa-
tion on FPGA. However, the sparsity of the matrices will be
destroyed. An alternative option can be offline computation
of the Cholesky factorisation of the banded matrix Q+ρATA
and then (14) can be carried out by back-substitution. This
approach will reduce the computational cost and memory
cost since the sparsity will be preserved.
B. Fixed-point Arithmetic Implementation
Since Algorithm 1.1 is division-free, it can be implemented
in fixed-point arithmetic on a FPGA. Compared with floating
point implementation, a fixed point implementation not only
runs faster but also requires fewer hardware resources. In or-
der to implement the algorithm using fixed-point arithmetic,
we must establish the range of variables and the accuracy
requirements, in order to decide on the word length and
number of fractional bits.
We establish an analytical bound of the variables as follow-
ing: From equation (25), we have:
||tk||2= ||S¯ktk||2= ||S¯0t0 +
k∑
j=1
(S¯jtj − S¯j−1tj−1)||2
≤ ||S¯0t0||2+
k∑
j=1
||S¯jtj − S¯j−1tj−1||2= ||S¯0t0||2+
k∑
j=1
ξj
≤ ||S¯0t0||2+Kmaxξ1 = Kmax||γ||2 (40)
where γ is defined as equation (22), and Kmax is the
maximum number of iterations, a design choice.
We can have the upper bound for ||γ||2 for a particular
system. Once we have a bound for ||tk||2, we will have
a bound for ||tk||∞, i.e ||tk||∞≤ t¯ since ||tk||∞≤ ||tk||2.
Based on t¯, we can obtain the range of all variables as
well as intermediate variables involved when implementing
the algorithm. Due to space constraints, we do not give the
details in this paper.
V. CASE STUDY
A. Illustrative Example
Fig. 1. Spring-mass System
Consider the spring-mass system [21] shown in Fig. 1 with
M = 8, , spring constant k = 1 Nm−1 and equal masses
of m = 1kg each. The states are the position and velocity
of each mass, and the inputs are the forces on each mass.
Hence the system has 16 states and 8 inputs. The output
y = [y1; y2; ...; y8] contains the positions of the 8 masses.
We designed an MPC controller with the following cost
function and parameters:
min
N−1∑
k=0
(
xTkQxxk + u
T
kRuk
)
+ xTNQNxN (41)
s.t. |yi|≤ 4, |y1 + y2|≤ 6, |ui|≤ 1 (42)
We added the constraint |y1 + y2|≤ 6 to demonstrate the
advantage of our algorithm in handling non-box type con-
straints. In addition, to ensure Assumption 1 holds, we set a
constraint on the velocities to a large value: |y˙i|≤ 100.
Qx = C
T
d Cd, R = I and terminal matrix QN is the solution
of the discrete algebraic Riccati equation with parameters
Ad, Bd, Qx, R where Ad, Bd, Cd are the state-space matrices
of the discrete-time system obtained by sampling the contin-
uous system using a zero-order hold model with a sampling
interval Ts = 0.5.
With horizon N = 5, the sparse QP formulation has 120
decision variables, 80 equality constraints, and 250 inequality
constraints. Algorithm 1 was used to solve the QP problem
online.
B. Result and Discussion
Figure 2 shows the output and control on the fifth mass.
The solution obtained by Algorithm 1 (red-dash square,
implemented in MATLAB m-file), agreed with the solution
obtained by calling the quadprog function in MATLAB
(green line). We also implemented Algorithm 1 on the Zynq
ZC702 FPGA ( (blue-dot circle) in fixed-point arithmetic
(32 bit word, 17 fractional bit type 1, and 25 bit word 17
fractional bit type 2). The result produced by the FPGA
implementation is almost the same, with relative errors of
about 1.56% compared with the solution obtained on a
PC. On average, it took about 80 ADMM iterations6 (or
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Fig. 2. MPC performance in Spring-Mass system
215 ms) to solve one QP on the FPGA 5, when the step-
size ρ = 2.0815 was chosen based on the 2-norm method
proposed in Section III.
• Figure 3(a) plots, as a function of ρ, the average number
of iterations needed to solve QP problems arising from
the first 10 sampling instants 6.
6Cold start, stopping criteria ǫprimal = ǫdual = 10−4 for each
sampling instant
5Computations are carried out sequentially. There is room for timing
improvement if paralleling processing is employed, since Algorithm 1.1
mainly consists of dot-product computations.
• Figure 3(b) shows that the max-norm of matrix T
(Section III.B.1) is a good indicator for the number of
ADMM iterations.
Although our heuristics did not give the optimal ρ, they
nevertheless gave values that are close to the optimal ρ.
C. Comparison between 2-norm and max-norm
In Figure 4 we generated additional QP problems with
randomly selected MPC parameters. The results showed that
although different values of ρ were selected depending on
the different norm used, the resulting number of iterations
did not differ much for a wide range of ρ values. It appears
that the max-norm could be a better indicator for selecting
the step size parameter ρ, although experience needs to be
gained with a greater variety of examples.
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Fig. 4. Selection of ρ based on the 2-norm or max-norm criteria. (Random
MPC parameters: Qx  0, R ≻ 0
VI. CONCLUSION
An ADMM-based algorithm for QP with inequality and
equality constraints arising from MPC problems was pro-
posed in this paper. By introducing slack variables, the
algorithm is greatly simplified because the projection is
now onto a positive orthant rather than a general polytopic
set. Hence our algorithm can handle general inequality
constraints without the complexity of polytope projection.
We also proposed heuristic methods based on 2-norm and
max-norm criteria to select the step-size of the ADMM
iteration for good convergence rates. Simulations confirmed
that our heuristics are effective and that the max-norm
approach may be more successful. Since the algorithm has
simpler computational structure, as well as being division-
free if some offline computations are performed, it allows
an efficient implementation, with fixed-point arithmetic, on
embedded platforms such as an FPGA.
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