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Abstract 
Medium Energy Ion Scattering studies of the thin metallic film systems 
created by the deposition of Ag on AI(100), non AI(100) and Au on Fe(100) 
were conducted. Work was specifically focussed on expanding the arsenal of 
data analysis methods available to the resea'rcher of such structures by the 
interpretation of the data obtainable from this, the most versatile, of the 
Rutherford backscattering based techniques. 
For the Ag on AI(100) system it has been shown that significant surface 
reconstruction occurs for a coverage of 1.05 ML. An investigation, by means 
of an original atom-by-atom simulation fitting approach was conducted, with 
the aim of examining the validity of a documented model of this 
reconstruction. The results suggested that the documented model is 
inadequate, but a more suitable model was not found. The 3.57 ML Ag , 
coverage was studied extensively by means of quantitative comparison with 
simulations, including the use of a novellayer-by-Iayer compositional analysis 
technique. This study culminated in the production of a highly credible model 
based on the depth profiling of the first six ato,mic layers of a prospective, 
epitaxial, fcc structure. It was qualitatively argued that the 6.12 ML Ag film 
was fcc in nature with extremely limited intermixing between the substrate and 
the overlayer . 
. An exhaustive investigation of the structure of a 2.79 ML film of Ti on a 
single crystal AI(100) surface was performed. Previously undocumented 
techniques were employed in an attempt to ascertain the inter-layer spacing 
of the structure and the amplitude of the thermal vibrations of the atoms within 
those layers. Subsequently, the layer-by-Iayer compositional analysis 
technique, first used in the investigation of the Ag on AI(100) system,was 
employed. The final model for the system encompassed all of these elements 
and suggested an intermixed structure with a +/-0.3 A rumpling of the first· 
atomic layer along with a +0.3 A increase in the d-spacing between the 
second and third atomic layers and a thermal vibration amplitude for atoms in 
these layers of 0.2 A. '. '. . 
The Au on Fe(100) system was studied for film thicknesses of 0,14 ML, 
1.5 ML, 5ML and 25 ML and for a 7 ML Fe on 7 ML Au multilayer. It was 
show that, for coverages of above 1.5 ML, the overlayer adopted an fcc 
structure rotated by 45° with respect to the bce Fe(100) substrate. In addition, 
qualitative and quantitative methods revealed that intermixing between the Au 
film and the Fe substrate occurred for the 1.5 ML, 5ML and 25 ML films. A 
cursory, qualitative analysis of the data acquired from the multilayer structure 
was shown to exhibit increased levels of inter-layer intermixing for annealing 
temperatures above 370°C. 
Keywords: Medium Energy Ion Scattering; ultrathin metallic films; novel 
analysis techniques; depth profiling; epitaxy. 
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Chapter 1 
Introduction 
Detailed in this chapter is some background information on thin films 
and surface science, focussing particularly on the techniques that were used 
in the production of this work. Additionally, a summary of what is contained 
within the chapters in this thesis is provided, along with an explanation of the 
motivations that preceded the undertaking of the research. 
~ 
1.1 - Surface Science and Thin Films 
The term surface science encompasses branches of physics and chemistry, 
its aim being to be to understand the processes that occur at the surfaces of 
materials and the changes that those processes may cause in the properties 
of surface areas in comparison with bulk phases. It is an area of science that 
has been studied since Pliny, among others, wrote an account of how an oil 
film introduced onto choppy water calmed the waves [1]. This account was 
read much later by Benjamin Franklin, who then experimented using oil to 
calm the waters of a large pond on Clapham common [2]. Although it would 
be more than two centuries before it could be claimed that surface science 
had come into its own, many discoveries were made in the intervening period 
that owed their existence to surface processes. Of note is the discovery of 
1 
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rectification by Karl Ferdinand Braun in 1874 [3], a phenomenon that he 
ascribed to a thin surface layer at the interface of the metallic sulphides for 
which he was taking electrical measurements. In the early part of the 20th 
century Irving Langmuir [4], employed by the then burgeoning General 
Electric Research Laboratory, pioneered high-vacuum experimental methods 
as a by-product of his research into, among many other things, the work 
functions of metals and therm ionic emission. Later he conducted studies of . 
monomolecular films, and it is for this work that he received the Nobel prize in 
1932. 
Other Noble prizes awarded in this period related to work that would 
later have a huge impact on the development of techniques that are today 
staples in surface science laboratories across the world. In 1921 Einstein was 
awarded the Nobel prize for his theory of the photoelectric effect and some 
seventeen years later Germer and Davisson were awarded a joint prize for 
their work on electron diffraction [1]. It would be thirty years further before the 
techniques of x-ray photoelectron spectroscopy (XPS) and low energy 
electron diffraction (LEED) would be widely employed. 
Generally accepted as the most important single development in the 
field of surface science was the invention of the point-contact transistor by 
Bardeen and Brittain in 1949 [5]. This breakthrough sparked world wide 
interest, especially in the field of semi-conductors, and for decades after this 
intense research into surfaces and interfaces was conducted, much of which 
laid the foundations for many of the techniques that form the basis of the 
analytical arsenal used by experimenters in surface science today. One of 
the most critical of these was the development of electron spectroscopy [6], 
more speCifically Auger electron spectroscopy (AES) [7], a technique allowing . 
the accurate quantification of chemical species on a surface. Additionally, 
technology developed as part of the space programme enabled the 
commercial availability of ultra-high vacuum experimental chambers, in which 
samples could be kept atomically clean for hours at a time. Advances in 
computers facilitated far more complex theoretical simulations of the data 
acquired during experimentation than ever before. As a result of these 
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technical advancements, it was during the second half of the twentieth century 
that surface science really came into its own. 
Pertinent to this work is the sub-field of the growth of metals on a single 
crystal surface of a different metal. . The simplest form in which this is 
sometimes seen to occur is called epitaxy. Theterm epitaxy was first coined 
by Royer [8] and refers to the situation where a material grows atomically 
orientated with the substn:ite crystal onto which it is deposited. This is 
interesting because it occasionally enables a substance to take on a structural 
form that is not normally seen in its bulk phase, a phenomenon that may in 
turn facilitate it to present unusual physical properties. The first incidence of 
epitaxy was reported in the field of mineralogy by Vultee in 1817 [9] and 
concerned the growth of disthene on saurolite, but it wasn't until the 
technological advancements, discussed above, of the early to mid 20th 
century that the phenomenon was studied in any depth. By the 1950's, 
epitaxial growth had been separated into three subdivisions the first based 
around the theory of nucleation; the theory that the growth of a material upon 
a surface is most likely to occur around an anomaly (nucleation site) in its 
surface that makes the surface energy favourable. Frank and van der Merwe 
[10-12] put forward the theory that crystals grew from surface nucleation sites 
epitaxially, layer-by-Iayer. By contrast, the experiments of Stranski and 
Kranstanov [13] elicited the idea that a pseudomorphic layer, or layers, would 
grow, followed by multi-layer three-dimensional islands of the overlayer 
material at its normal crystallographic lattice parameters. Lastly, Volmer and 
Weber [14] contended that growth would commence with the formation of 
multi-layer crystallites on the substrate's surface, a situation that might ensure 
the exposure of areas of the substrate even after the deposition of many 
monolayers. The three theories became so widely used that they were 
abbreviated and became known as FV, SK and VW growth respectively. 
Figure 1.1 illustrates the three topologically distinct growth modes. 
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Figure 1.1 - A side on view of the three different epitaxial growth modes; (a) 
Frank-Van der Merwe (FV), (b) Stranski-Krastinov (SK) and (c) Volmer-Weber 
0JW) [15]. 
The relevance of these growth modes in medium energy ion scattering (MEIS) 
studies is confined largely to the examination of the visibility of elements 
within a given specimen, information which can provide evidence of islanding 
and other structural phonomena. 
The primary analytical technique employed in the research contained in 
these pages is that of MEIS, the theory and application of which is described 
in detail in chapter 2. MEIS is a variant of Rutherford backscattering [16] and 
is differentiated from the similar techniques of low energy ion scattering (LEIS) 
and high energy ion scattering (HEIS) by virtue of its versatility. Using helium 
or hydrogen ions with an incident beam energy in the range between 50 and 
4 
400 keV, treads the line between the purely surface specific LEIS and the 
non-surface specific HEIS technique, allowing for concurrent analysis from the 
surface overlayer regions to the bulk of the substrate crystal and every region 
in between. 
1.2 - Thesis Structure 
The work described in this thesis aims to provide a thorough investigation of 
the structural and compositional profile of the systems created by the 
deposition of particular metal overlayers onto .known single crystal surfaces. 
The primary focus of the work presented herein is the analysis of MEIS data 
using Monte Carlo simUlation codes and appropriate data fitting procedures. 
Whilst the use of MEIS to analyse surface structures and to depth profile thin 
films are both well documented, the use of ME IS to analyse ultra-thin films is 
often hindered by there being no universally recognised approach to data 
interpretation. The aim of the author of this thesis was to investigate some 
approaches to such data analysis. 
Large-scale experiments such as these require teamwork, and the data 
presented here arises from a long-standing collaboration between the 
Loughborough University Physics Department's surface science group and 
the National MEIS Facility at Daresbury in the UK. This data was collected by 
Rebecca Derzipilski, Chris Howe, Mike Cropper, Tim Noakes, Paul Bailey and 
the author on numerous research trips over a period of several years. Full 
acknowledgement of the work of others involved in the collaboration will be 
made at the appropriate places in the thesis. 
Chapter two provides a detailed description of the MEIS technique 
including the relevant underlying physics, a description of the experimental 
equipment used in the taking of data, the experimental procedures employed 
during the acquisition of said data and some initial data processing and 
analytical techniques. 
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Chapter three is concerned with the complementary analysis 
techniques that were used in addition to MEIS in the gathering and 
subsequent investigation of data. Theory and experimental practices . 
employed during the production of this work are reported. 
Chapters four to six inclusive describe the analysis of the experimental 
data for each system. All of these chapters begin with a literature review of 
significant research previously carried out in the area. This is followed up, in 
each case, by a section relating the experimental conditions under which the 
systems were deposited and the ion scattering data was taken, including 
information about any complementary analysis techniques that were utilised. 
The bulk of each chapter reports the analysis of the experimental data and the 
discussion of their characterisation. Finally, conclusions drawn from the 
findings of the investigations are presented. 
Chapter seven contains a summary of the conclusions drawn from all 
the work encompassed within the thesis, along with recommendations for . 
future investigations based on the findings where it is deemed appropriate. 
6 
1.3 - References 
[1] A. Zangwill, Physics At Surfaces (Cambridge University Press, Cambridge, 
1988). 
[2] R. J. Seeger, Benjamin Franklin: New World Physicist (Pergamon, Oxford, 
1973). 
, 
[3] C. Susskind, In Advances in Electronics and Electron Physics (eds Marton 
& Marton) (Academic Press, New York, 1980), 50, p. 241. 
" [4] A. Rosenfeld, In The Collected Works of Irving Langmuir (ed. Suits) 
(Pergamon, New York, 1962), 12, p. 5-229. 
[5] J. Bardeen and W. H. Brattain, Phys. Rev. 75,1208 (1949). 
[6] C. R. Brundle, J. Vac. Sci. Technol. 11, 212 (1974). 
[7] L. A. Harris, J. Vac. Sci. Technol. 11, 23 (1974). 
[8] L. Royer, Bull. Soc. Franc. Miner. 51, 77 (1928). 
7 
[9) J. Vultee, Fortschr. d. Mineral., 297 (1952). 
[10) F. C. Frank and d. M. van, Proceedings of the Royal Society of , 
London.Series A, Mathematical and Physic~1 !5ciences (1934-1990) 200, 125 
(1949). 
[11) F. C. Frank and d. M. van, Proceedings of the Royal Society of 
London.Series A, Mathematical and Physical Sciences (1934-1990) 198, 216 
(1949). 
[12) F. C. Frank and d. M. van, Proceedings ofthe Royal Society of 
London.Series A, Mathematical and Physical Sciences (1934,1990) 198, 205 
(1949). 
[13)1. N. Stranski and L. Krastanov, Sitzungsber. Akad. Wiss. Wien, Math. 
Naturwiss. KI. ,Abt. lib 146, 797 (1938). 
[14) M. Volmer and A. Weber, Keimbildung in Ilbersattigten Gebilden. Z. Phys. 
, 
Chem. 119, 277 (1926). 
[15) R. Kern, G. Le Lay, and J. J. Metois, In Current Topics in Materials 
Science (ed. Kaldis), Amsterdam: North-Holland, 1979),3,. 
[16) E. Rutherford, Philos. Mag, 6 (1911). 
8 
Chapter 2 
Medium Energy Ion Scattering (MEIS) 
Detailed in this chapter is a description of the of the MEIS technique 
, including the background physics, a description of the experimental 
equipment used in the data collection, along with common experimental . 
practices whilst acquiring data, elementary data processing and some basic 
analytical methods. 
2.1 - Introduction 
Medium energy ion scattering (MEIS) [1--4] is a refined form of Rutherford 
backscattering spectrometry (RBS) (also known as high energy ion scattering, 
or HEIS), in which a mono-energetic beam of H+ or He+ ions is incident, und,er 
ultra-high vacuum (UHV) conditions, upon a target for which the crystalline 
orientation of the substrate is known. Dependent upon the aims of the 
experiment and the sample to be investigated, ion beam energies can be set 
to between 50 keY and 400 keY [5]. At such energies, ions colliding with 
atoms in the sample do so according to the laiNs of classical mechanics. The 
number, energy and angle of scattered ions is recorded simultaneously 
producing a data set such as that shown in figure 2.1. 
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Figure 2.1 - A typical MEIS spectrum, in this case for an Au film on an 
Fe(100) substrate. The number of counts is illustrated in false-colour; blue 
being the lowest. Incremental increases are represented with green, yellow, 
and orange, ending with red, for the highest number of counts. 
Slices can be taken through this three-dimensional data array to enable 
the analysis of energy or angularly dependent properties of the sample as 
desired. Ions lose energy by elastic recoil at the sample surface, or via a 
continuous inelastic process within the bulk. Exploiting these phenomena, 
depth profiling , as well as a structural and compositional analysis of the target 
10 
can be performed. This reveals one of the major strengths of this technique; 
its versatility. 
2.2 - Theory 
2.2.1 - Rutherford Backscattering 
An elastic collision between a moving ion of mass mi, atomic number Z1 and 
kinetic energy Eo and a stationary atom of mass ma and atomic number Z2 is 
represented in figure 2.2 . 
• -------~~> 
mi• Z1' Eo 
Figure 2.2 - An incident ion, mass mi, atomic number Z1 and kinetic energy 
Eo, is scattered through an angle 8 by a stationary atom of mass ma and 
atomic number Z2. Post-impact, the scattered ion has energy E1. 
Equations (0 .1) and (0.2) [6) show the relationship between the ion's initial 
kinetic energy, Eo, and its final kinetic energy, E1. 
(0.1 ) 
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where: 
k 2 = (Jm: -m/ sin2 e + mj cos e)2 
mj+m. (0.2) 
The variable k is known as the kinematic factor. The equations serve to 
illustrate how a change in the mass of the stationary atom might increase or 
decrease the difference between the initial and final kinetic energy of the 
scattered ion. Inspecting equations (0 .1) and (0.2) more closely, it is clear 
that an increase in the mass of the bombarded atom will translate to a 
potentially detectable increase in the energy of ions scattered from such 
atoms. Thus, for a sample upon which a mono-energetic, collimated beam of 
H+ or He+ ions is incident, different elements within the sample may be 
distinguished simply by identifying peaks in number of ions scattered versus 
energy for a fixed scattering angle. 
The scattering of a particular incident ion striking a given atom is 
described by equation (0.3), the Rutherford scattering cross-section [7] : 
dcr Z,Z2e 1 
( ) ( 
2)2 
dO CM = 2mvo2 sin4 (~) 
where (dcr ) is the differential collision cross-section of the event in the 
dO CM 
(0.3) 
centre-of-mass-frame (zero-net-momentum frame) of the projectile-target 
system , Z, is the atomic number of the incident ion, Z2 is the atomic number of 
the atom struck, m and Vo are the mass and the velocity respectively of the ion 
just prior to the collision and 8 is the angle through which the ion is scattered. 
A further refinement of this equation allowing for the laboratory frame of 
reference is described by equation (0.4) [8]. 
12 
( dCY ) ( Z,Z2e2)2 1 [ (J 1- p2 Sin2B + COS Brj (0.4) dO Rutherford = 2mv02 . 4 ( B) '1- p2 sin2 B 
Lab Sin - "V 
2 
where (dCY ) is the differential collision cross-section of the event in the dO Rutherford 
Lab 
laboratory frame and p is the momentum of the centre of mass of the bodies 
involved. The equation can be revised further to be more applicable to low 
energy incident ions, for which the electron cloud shielding of the target atom 
introduces added complexity. One method for dealing with this is the 
L'Ecuyer correction factor [9] , as show in equation (0.5). 
(0.5) 
where ( dCY ) is the L'Ecuyer laboratory differential cross section . dO L ' Ecuyer 
Lab 
2.2.2 - Structural Determination 
Structural determination using ME IS [4] is possible almost entirely due to the 
twin phenomena known as shadowing and blocking . A shadow cone [10] is 
the region behind a struck atom within which an incident ion may not be 
scattered . The reason that MEIS possesses the advantage of versatil ity 
compared with the similar techniques of low energy ion scattering (LEIS) and 
high energy ion scattering (HEIS), is that it represents the best of both worlds 
in terms of the size of the shadow cones produced . In illustration of th is, 
figure 2.3 makes the comparison between the shadow cones produced with in 
an analysed crystal for HEIS, MEIS and LEIS experiments. 
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(a) LE IS (b) MEIS (c) HEIS 
Figure 2.3 - A representation of a (100) crystal surface under incident ion 
bombardment during (a) a LEIS experiment, (b) a MEIS experiment and (c) a 
HEIS experiment. Shadow cones for each of the three techniques are 
illustrated. 
The figure shows that, due to the shadow cone radius of the incident ions, 
MEIS is much more surface specific than HEIS, yet it retains the possibility of 
examining the bulk by studying the ions that have impinged more deeply into 
the sample. LEIS, by contrast, barely reveals any information about the bulk 
properties of the sample, rendering it an almost exclusively surface specific 
technique. 
(0.6) 
Using equation (0.6) [10] it is possible to calculate the radius of the shadow 
cone for an incident ion of known atomic number (Z1) and kinetic energy (E) in 
coll ision with an atom of known atomic number (Z2), where L is the distance 
along the centre of the shadow cone from the atom struck, re is the radius of 
the shadow cone at length Land e is the charge on the electron. 
If an incident ion beam is aligned in a major crystallographic direction 
within a bombarded crystal , it is possible to illuminate only the first few layer of 
said crystal, thus shadowing those beneath . Figure 2.4 shows how it is 
14 
possible to illuminate only the first one, two and three monolayers of a crystal 
by judiciously choosing the incident ion beam alignment. 
• 
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(a) (b) (c) 
Figure 2.4 - A representation of a crystal surface with the incident ion beam 
alignment tailored for (a) one-layer (b) two-layer and (c) three-layer 
illumination. 
So the phenomenon of shadowing allows, to a degree specified by the 
scientist, surface specific investigation of a substrate/adlayer system. 
The second important process in the structural investigation of surfaces 
using MEIS is that of blocking. Ions scattered from a plane deep within the 
crystal may find their path back to the analyser blocked by atoms sitting closer 
to the surface. The distinctive 'blocking dips' that this process creates in the 
count rate versus scattering angle data, provides clues as to the surface 
structure of the sample under investigation. Figure 2.5 shows how a small 
change in the structure of a sample might be translated into a change in the 
ion scattering data acquired from it. 
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Figure 2.5 - A representation of a (100) crystal surface with the ion beam 
alignment tailored for two layer illumination. It is illustrated how a simple 
difference in surface structure may be detected by the analysis of the 
scattered ions. 
In attempting a structural analysis of a prescribed surface an additional 
factor that must be taken into consideration is the thermal vibration of atoms 
within the specimen under scrutiny. Equation (0.7) [11] was used to calculate 
the magnitude of the thermal vibrations of the atoms present in the surfaces 
investigated in th is work for the measured sample temperature at the time of 
analysis. These values for thermal vibrations were later input into the VEGAS 
simulations of the structure so as to best replicate the experimental conditions 
(see section 2.4.2) . 
(u~ ) = 3t,'B D (0 .7) 
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In equation (0.7) , (U~ ) is the mean-square thermal vibration amplitude for an 
atom of element E, ME is that atom's mass, fi is Plank's constant divided by 
21T, BD is the Debye temperature of element E, kB is Boltzman's constant 
and T is the measured temperature of the surface. 
2.2 .3 - Depth Profiling 
Depth profiling [12] of a sample with MEIS util ises a separate process from 
the elastic collisions involved at the sample surface for an ion beam aligned 
with a major crystallographic direction in the substrate. Ions incident with the 
crystal may undergo glancing collisions with atoms in the near surface. 
Impacts at such oblique angles relieve the ions of only a tiny fraction of their 
incident energy. As a result, these ions can travel deep within the bulk of the 
sample, a phenomenon known as 'channelling '. On account of the fact that 
the energy that ions lose in making the journey through the sample is 
proportional to path length, the energy scale in the MEIS data can be 
converted to give a depth profile of the sample under investigation. The 
incident ion energy loss per unit path length for a given material is referred to 
as it the material's 'stopping power' . Values for the stopping power of a given 
element and a particular incident ion can be calculated using a computer 
programme called SRIM (Stopping powers and Ranges of Ions in Matter) [13]. 
More pertinently, regarding most of the work herein , stopping powers for 
elements bombarded by hydrogen ions have been tabulated by Anderson and 
Ziegler [14] . Both SRIM, and the calculations made to populate the tables 
mentioned, employ equations (0.8) , (0.9) and (0.10), below. 
111 
- =-- +--
S. S loW S high 
(0.8) 
where, 
S = il Eo .• 5 
low ~ (0.9) 
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and 
(0 .10) 
Se is the overall stopping power and A2, A3, A.. and As are fitting coefficients 
and are available in Anderson and Zeigler's tables [14] . The tabulated 
stopping powers mentioned are applicable only to hydrogen ions with 
energies ranging from 10 keV to 1 MeV. As of 2003, Zeigler is quoted as 
saying that calculated stopping powers now have an average accuracy of 
approximately ±5% [13]. To calculate the stopping power of a sample 
containing multiple elements, Bragg's rule [15] can be used, equation (0.11). 
It is a simple linear addition of the stopping contributions from each 
constituent element. 
(0.1 1 ) 
S is the overall stopping power, Ci is the fraction of the sample for element i (it 
is assumed that L: Cl = 1) and Si is its stopping power. 
A second important consideration in the evaluation of depth profiles 
from MEIS data is the process known as straggling. The energy profile of a 
pre-scattered ion beam is generally Gaussian [16] . The term 'straggling' is 
used to describe the collection of phenomena that taken together cause a 
broadening of the scattered ion beam energy profile when compared with its 
pre-scattering counterpart. 
Factors involved in straggling are: 
• Statistical fluctuations in the transfer of energy to electrons during the 
collision process. 
• Statistical fluctuations in the nuclear energy loss. 
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• Energy and angular spread caused by multiple , low-angle scattering. 
• Surface and interlayer roughness . 
• The energy resolution of the detector. 
An in-depth treatment of the different factors to that contribute to straggling 
falls beyond the scope of this thesis. For more information see the papers 
written by Szilagyi et al [17,18]. 
If a credible depth profile of a particular system is to be made, it is necessary 
to make a quantitative estimate of the amount of straggling involved . One of 
the first attempts at this was made by Bohr [19], equation (0.12). 
OB = Z,
e 2 JZ2Nd (0.12) 
2 &0 7r 
where , Os is the Bohr straggling coefficient, Z, and Z2 are the atomic numbers 
of the incident ion and the target atom respectively, d is the ions path length in 
the sample, N is the atomic density of the target material , e is the charge on 
the electron and Eo is the permittivity of free space. Straggling values 
calculated using this relation can be equated to the full width half maximum 
(FWHM) of a typical Gaussian beam energy profile using equation (0 .13). 
(0.13) 
The Bohr relation only holds for beam energies in excess of 5 MeV/amu. For 
beam energies lower than this, such as those applicable to the research 
presented here, a correction factor must be applied . Chu [20] calculated this 
correction factor, which is applied to the Bohr straggling calculation as shown 
by equation (0.14). 
(0.14) 
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In the approximation of the amount of straggling involved in a given 
experiment, the value R can be looked up using figure 2.6. 
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Figure 2.6 - The Chu correction factor, R , for a variety of different beam 
energies, where Z2 is the atomic number of the target atom and E/m1 is the 
reduced energy of the incident ion . 
It should be noted from the figure that for beam energies of 100keV, such as 
those used in the experiments presented here, H - 0.2 , which represents a 
significant alteration in the amount of straggling that might be predicted using 
the Bohr relation . 
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2.3 - Experimental Equipment and Data 
Acquisition [21] 
All experiments within this thesis were conducted at the national MEIS 
laboratory, which is part of the CCLRC laboratories in Daresbury, near 
Warrington , UK. The equipment is capable of delivering a mono-energetic, 
collimated beam, typically of H+ or He+ ions, with energies ranging between 
50keV and 400keV. Figure 2.7 shows the set up of the experimental 
apparatus. 
Figure 2.7 - A diagram of the major components of the MEIS experimental 
apparatus used at the Daresbury laboratory. 
The apparatus is comprised of three main sections (viewed in the figure from 
right to left): a high voltage enclosure (referred to as the 'bun ') encompassing 
the ion source and the accelerating lens, the beam-transfer line and the 
scattering chamber. Functionality is provided by an endstation featuring a 
computer console capable of remotely controlling all the vital experimental 
parameters. 
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2.3.1 - The High-Voltage Enclosure 
The 'bun', as it is known, includes a hot cathode duo-plasmatron and an 
accelerating lens. A platinum filament with a barium based , low work function 
coating is employed, as part of the duo-plasmatron, to produce the ionised, 
mono-elemental beam within a high vacuum (HV) environment. This vacuum 
is achieved by the use in combination of diffusion and rotary pumps, the 
system pressure being monitored by Penning and thermocouple gauges. All 
critical parameters are under computer control and can be altered by the 
experimenter from the endstation. 
2.3.2 - The Beamline 
The function of the beam line is to focus , collimate and steer the ion beam into 
the scattering chamber. Most of the components, such as manually moveable 
slits and apertures , within this section of the apparatus are static and thus are 
not normally moved from their pre-determined positions during an experiment. 
Magnetic beam focussing is achieved by utilising a number of elements in the 
beamline, the most crucial of which are the two electrostatic quadrulpole 
triplets (EQT). One is positioned before , and one after, the bending magnet, 
which steers the beam toward the chamber where measurements are taken . 
The EQT's are often adjusted during the course of an experiment, in order to 
defocus or focus the beam as required . Beam steering is accomplished with 
magnets that alter the beam's vertical and horizontal alignment. Whilst the 
steering of the beam in the horizontal plane is rarely corrected , the vertical 
beam alignment has a significant effect on the EQT's focussing ability, and as 
a result is regularly tweaked during the course of a typical investigation . On 
entering the scattering chamber, the energy spread of the beam is 
approximately 0.6 keV FWHM (full width half maximum), with a beam footprint 
0.5 mm high and 1 mm wide and a divergence of <0.10. 
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2.3.3 - Sample Loading and Preparation 
Samples are loaded into the system via the loading chamber, designed to 
pump down to HV pressures quickly. A heating stage is included to allow 
specimens and their mounts to be out-gassed prior to their introduction into 
the UHV chambers. 
The preparation chamber is a UHV environment boasting an array of 
in-situ components useful in the deposition and initial characterisation of thin 
films. The cleaning of crystals prior to deposition is achieved by util ising the 
resistive sample heater and by means of argon ion sputtering. Power 
supplies for the necessary deposition instruments, such as k-cells and e-
beam evaporators, are provided and an electron gun is available to enable e-
beam heating. The techniques of low energy electron diffraction (LEEO) and 
Auger electron spectroscopy (AES), by means of a VG 100AX hemispherical 
analyzer, are available , both to evaluate the cleanliness of a substrate's 
surface, and to allow preliminary analysis of deposited structures . 
2.3.4 - The Scattering Chamber 
The scattering chamber is maintained as an ultra high vacuum (UHV) 
environment. This chamber is dedicated to the analysis of the ion beam as it 
is scattered by the pre-prepared surface. 
Whilst taking MEIS data, a goniometer controls the sample's angular 
incidence to the ion beam and the toroidal electrostatic ion analyser (TEA) is 
employed for ion detection. The beam current is measured just before the 
ions enter the scattering chamber, by virtue of a tungsten mesh, a typical 
value being between 30 nA and 100 nA. 
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2.3.5 - Data Acquisition 
A beam of mono-energetic, low-divergence ions is delivered into the 
scattering chamber from the ion source via the beamline. After being 
scattered by the sample under investigation, these ions are analysed by being 
bent through 90° by a ±6 kV potential (for 100 keV ions) into the toroidal 
electrostatic analyser (TEA) . The TEA comprises a succession of 
components, the first of which is a pair of channel plates that produce a 
miniscule charge pulse for each incident ion . The bias voltage used across 
these plates is 2150 V. Charge pulses produced by these channel plates are 
incident upon a two-dimensional area detector that determines their position 
and hence the position of the ions, which is dependent both on energy and 
angle of approach. The charge pulses from the area detector are amplified , 
shaped electronically and passed through an analogue to digital converter 
(ADC) before processing. This processing converts the output into a two-
dimensional data set, which is read by the workstation and displayed using 
the MIDAS (multi-instance data acquisition system) software. 
The acquisition of data first requires the accurate alignment of the 
substrate along a known crystallographic direction. This is achieved by 
scanning through the three rotational axes of the goniometer (figure 2.8) in 
order to identify a significant minimum in the count rate that can be ascribed 
to a particularly crystal alignment. 
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Figure 2.8 - The manoeuvrability of the sample afforded by the goniometer in 
the main scattering chamber at the Daresbury MEIS facility. 
Once the alignment of the sample is optimised for a known direction, it 
is possible to locate all other crystallographic directions provided that the 
crystal is clean . This can be done most easily by using a stereographic 
projection, an example of which is shown in figure 2.9. 
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Figure 2.9 - The stereographic projection for the fcc(1 00) crystal surface. 
The stereographic projection is an extremely useful tool commonly employed 
to help visualise the crystallography of a particular surface of a given crystal 
[22]. The projection in figure 2.9 has been specifically tailored to be of use in 
MEIS experiments, such that the size of the black circles around the location 
of each labelled, crystallographic blocking direction give a measure of the 
amount of sub-surface shadowing for a beam incident in that direction. Using 
this feature, a stereographic projection can also be employed to give an 
experimenter a basic idea of what the scattering output might look like for a 
known range of scattering angles. The angle around the radius of the 
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projection is the azimuth angle, equivalent to the spin alignment of the sample 
in figure 2.8. It is essential to determine this angle whilst performing a MEIS 
experiment, as the selection of the correct azimuth angle will allow the 
illumination of only the top one, two, three or more atomic layers as desired . 
By studying these projections, it also is sometimes possible to detect a 
structural change such as a rotation in the growth of the overlayer with 
respect to the substrate crystal. Once the beam has been orientated relative 
to the crystal as desired , it is possible to commence data collection proper, 
usually after the deposition of a chosen film . 
2.4 - Preliminary Data Processing and Basic 
Analysis 
2.4.1 - Preliminary Data Processing 
As well as providing the means to control most of the critical experimental 
parameters during data acquisition , MIDAS is also the main tool for the 
preliminary processing of the data produced . Figure 2.9 shows a typical data 
set acquired from a MEIS experiment. 
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Figure 2.9 - A typical data set acquired using the MEIS equipment at the 
Oaresbury MEIS laboratory as displayed by the MIOAS workstation software. 
Polygons can be created over specific areas of the data and their contents 
integrated using the software to provided energy or angular information about 
different parts of the sample under investigation. 
From figure 2.9 it is easy to see how it is possible with MIOAS to integrate the 
counts, in terms of scattering angle or energy, for different parts of the sample 
(the surface peak, the substrate peak and the substrate crystal bulk). This 
enables the structural analysis of the sample by comparison of these data 
with appropriate simulations. Projections made to the energy axis give an 
energy profile of the data at a discrete angle, which can allow depth profiling 
of the composition of the structure to be conducted . Other custom written 
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software is available to process MEIS data, such as Super Mega Curvefit , 
written by Chris Howe. Super Mega Curvefit is a macro written in IGOR Pro 
that automates the process of extracting the surface peak, substrate peak and 
bulk data from a typical MEIS spectrum, angularly correcting (see below) the 
data for you into the bargain. The macro works by projecting the data of 
counts versus energy for every single angular increment in the tile and fitting a 
curve to it. These curves, along with a multitude of user specified parameters 
relating to the beam energy and the elements present in the specimen, are 
used to isolate and extract the interesting integrals . For more detailed 
information that goes beyond the scope of this thesis, please refer to [23]. 
Both Super Mega Curve Fit and MIDAS were utilised in the processing of the 
data discussed in this work. 
All angular projections taken from the data need to be corrected so that 
small errors in the crystallographic alignment can be allowed for. This is 
achieved by comparing the bulk substrate data with the corresponding , bulk 
VEGAS simulation (see section 2.4.2) and creating a correction profile across 
the angular range. This can either be done by manually comparing 
appropriate blocking features between the two sets of data, or by using a 
computer program such Match Data [23] . Match Data is a second IGOR 
macro written by Paul Bailey and later modified by Chris Howe, which allows 
the user to correct any angular discrepancy in the data cuts made in MIDAS. 
Having loaded the data into the program, angular correction is done in the 
usual way, by comparing the blocking features in the bulk (Iow energy) data 
with the VEGAS simulation of the clean, corresponding crystal. Blocking dips 
in the data are recognised by the program and a graph of the overlaid 
positions and dip sizes for both data sets is plotted for the convenience of the 
user. Data smoothing can be carried out so that the software picks out only 
major spectral features. The user selects peaks corresponding to the 
identical features in the data sets and a calibration file is then created to allow 
the correction of all the integrals from the entire data block. The calibration 
file may take the form of a linear relation , or a cubic spline curve. For more 
information on the Match Data macro, see [23]. 
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Quantitative, count yield based analysis of MEIS data can be 
performed if a calibration factor is calculated in order that simulations can be 
compared directly with the data in terms of the visibility of different layers and 
elements within the films. Ordinarily, the calibration factor is determined for 
data obtained from a clean crystal surface, where parameters such as the 
area density of the sample and the atomic number of the elements within it 
can be reasonably estimated. This data is compared with a clean crystal 
VEGAS simulation for the same beam al ignment. The complex factors that 
contribute to this calibration factor can be reasonably approximated when 
employing equation (0.15) . 
CalibrationFactor = XZ-2C-'B-'A-'channel-' (0.15) 
The variables in the equation include X - the number of counts in the data, Z -
the atomic number of the atoms constituting the surface, C is the beam 
dosage in Coulombs, B is the beam footprint, A is the area density of atoms 
within the surface and channel is the number of angular channels over which 
the data is spread. Before comparing the data with the simulation it must first 
be Rutherford corrected , a correction that is approximated as 1/ sin4 (e / 2) . 
Computing this calibration value across the entire angular range of a clean 
surface scan improves the accuracy of the value obtained. Accuracy can be 
further improved if clean surface data for more than one beam alignment is 
available; for example , a separate calculation for one, two and three or more 
visible monolayers can be combined . The calibration value obtained from 
such calculations can then be used by performing the reverse calculation on 
pre-calibrated data only using parameters appropriate to the scan under 
consideration. This allows the experimenter to directly compare the data with 
simulations , either in terms of arbitrary counts or visible monolayers. 
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2.4.2 - VEGAS Simulation Software 
Simulations of ion scattering experiments can be performed using the 
computer program known as VEGAS [24,25], originally written at the FOM 
Institute, Amsterdam and later updated by Or P D Quinn. In order to carry out 
a simulation a user must input a number of critical parameters. The first of 
these are used to develop a model of the crystal by which the simulated ions 
will be scattered. A crystal is created simply by inputting the Cartesian co-
ordinates of its unit cell, along with a measure of its constituent atoms thermal 
vibration at a given temperature (the Debye-Waller factor). Additionally, the 
exact orientation of the ion beams approach to the crystal can be stipulated , 
as well as the beam energy and the angular increment of the detector. When 
all essential parameters have been specified , running the VEGAS code 
performs a Monte-Carlo ion scattering simulation for the designated crystal. 
Firstly, a hitting probability for a given atom in the crystal is calculated for the 
specified incident beam angle. Then every possible detection angle for each 
incident beam/atom pair is considered (as if the outgoing beam were an 
incident beam) , and a hitting probability calculated for each of these. Both 
sets of information are combined , allowing the scattering profile for the 
incident beam angle to be represented in a standard VEGAS output data file . 
This output file includes the hitting probability for each atom in the crystal , the 
visibility in monolayers of each atomic layer in the crystal , and the visibility in 
monolayers of the different elements in the crystal model. Additionally, the 
output file includes a record of the scattering parameters that were used for 
the simulation allowing an experimenter to check their validity at a later date 
should the need arise. 
The calculation of the ion/atom hitting probabilities is integral to the way 
that VEGAS works [25], a version of which is available on the Daresbury 
MEIS website at the time of writing . The first step sees the program assuming 
a standard Gaussian distribution of hitting probability around each separate 
atom. 
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Figure 2.10 - The Gaussian distribution of hitting probability around a single 
atom as used by the ion scattering simulation program VEGAS. 
If J1 is the mean and a the standard deviation of this Gaussian probability 
distribution, then the hitting probability for a given incident ion with our atom is 
described by equation (0 .16). 
(0.16) 
If the issue is complicated by the addition of a second atom , then the situation 
is illustrated in figure 2.11 and d2 and d1 are the bounds in terms of x of the 
ions path through the distribution. 
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Figure 2.11 - The normalised ion flux and corresponding atom position for a 
two atom scattering system. 
For a two or more atom system, the hitting probability of an incident ion 
becomes: 
Hitting; = JF(atom; )G(atom; ) (0.17) 
Hitting, is the total probability of hitting atom i, F(atom;) is the normalised flux 
distribution for atom i and G(atom; ) is the distance distribution for atom i. The 
detection probability for a particular scattering angle is calculated similarly, 
remembering that VEGAS does this by considering a time reversed (detector 
to scattering atom) ion flight path , see equation (0 .18). 
Detection; = fF(atom;)G(atom;) (0 .18) 
The total yield probability is then given quite simply by equation (0.19). 
Yield; = Hittingpetection; (0.19) 
For a far more in depth explanation of the way that VEGAS works , see [25] . 
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2.4.3 - Depth Profiling Analysis 
As was explained earlier in this chapter, one of the possible avenues of 
investigation available to those engaged in ion backscattering experiments is 
that of depth profiling a sample by composition. This is achieved by extracting 
an energy profile of a spectrum at a discrete angle and then looking at the 
position and shape of the peaks corresponding to the presence of different 
elements within the specimen. Various pieces of software are available to 
enable simulations to then be run , the goal of which is to accurately fit the 
data by varying the composition of the simulated target. Of these 
programmes, a particularly accessible one is in the form of an IGOR Pro 
macro written by Or Paul Bailey of the national MEIS laboratory at Oaresbury 
[26] . Figure 2.12 shows the user interface, which allows the experimental 
parameters to be set so that simulations can be run . 
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Figure 2.12 - The user interface for the input of set parameters into Paul 
Bailey's IGOR Pro depth profiling macro. This example relates to an 
experiment carried out with layers of aluminium and iron deposited on a 
silicon substrate examined under bombardment by a helium ion beam. 
As can be seen from the figure, a variety of parameters can be set in the 
programme to account for the conditions under which the experimental data 
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was collected and the elements in the specimen under consideration . The 
atomic numbers, and mass numbers of each element in the system are 
required , as are their stopping powers in keV/A. The value for the stopping 
powers of each element is calculated as set out in section 2.2.3. Information 
relating to the ion beam and its alignment are also required , including the 
mass number of the incident ions, the incident beam energy in keV, the 
incident beam angle and the scattering angle at which the energy profile was 
taken. Another requirement is to input a value for the amount of straggling 
likely in the system. Appropriate figures for this parameter are calculated as 
described in section 2.2.3. Additionally, it is necessary to enter a value for the 
system resolution, which is taken as the energy increment, in keV, that can be 
resolved by the detector at full width half maximum (FWHM). The layer 
thickness value relates to the energy band in the data, in keV, that can be 
described by each single set of elemental composition values. 
Once these parameters have been specified , an energy slice from the 
data is loaded into the programme to allow its comparison with the 
simulations. It is then necessary to create a tabulated compositional profile of 
the sample, which is done by inputting the expected population of each 
element in each layer in the simulation (the thickness of which is determined 
by the stated layer thickness value). Once a prospective profile has been 
completed a simulation of its energy profile can be created and compared with 
the data. If the simulation does not match the data, the compositional profile 
may be successive altered to provide an accurate match . Figure 2.13 shows 
an example of the output of such a procedure. When an acceptably close 
match between the data and the simulation has been obtained , the 
compositional profile used in the simulation may be compared with other 
results produced by other depth profiling methods, such as those that can be 
calculated by fitting layer by layer VEGAS simulations to the MEIS data. 
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Figure 2_13 - An example of a simulated depth profile against the data, 
obtained using Paul Bailey's IGOR Pro depth-profiling macro. For the data 
simulated , layers of aluminium and iron deposited on a silicon substrate were 
examined under bombardment by helium ions. The experimental data is 
shown in red and the simulation in black. The horizontal lines show the 
expected positions of elements within the spectrum; iron (light blue), silicon 
(black), aluminium (dark blue) and oxygen (green). 
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Chapter 3 
Complementary Analysis Techniques 
Detailed in this chapter is a description of the techniques that were 
utilised as a complement to the MEIS data analysis and as part of the film 
deposition and categorisation process. 
3.1 - Auger Electron Spectroscopy (AES) 
Auger electron spectroscopy [1--41 is a technique that utilises the Auger effect 
to enable the elemental composition of the surface of a given material to be 
quantified. The Auger effect is characterised by the de-excitation of an 
ionised atom by a non-radiative process. 
If an electron is removed from the core level of an atom, then an 
electron from a higher energy level may move to replace it. This ionised 
surface atom is then left with an excess energy equal to the difference in 
energy between these two energy levels. There are two ways via which the 
ion can relinquish this energy: by the released of a photon or by the ejection 
of an electron (the Auger electron) with a kinetic energy equal to the ions 
surplus energy. Core electrons can be removed from surface atoms in a 
number of different ways such as by bombarding a material with x-rays, as for 
40 
the related technique of x-ray photoelectron spectroscopy (XPS), or with 
electrons, as with AES. In all cases, techniques reliant on the displacement 
and ejection of electrons are best conducted in an ultra-high vacuum (UHV) 
environment in order to avoid the impediment of those crucial, liberated I 
electrons. Figure 3.1 illustrates the process by which an Auger electron is 
emitted. 
Secondary 
. Electron 
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Auger 
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Figure 3.1 - The process by which an Auger electron is emitted. 
Electrons liberated from the surface of a sample in this way, lose little 
or none of their acquired kinetic energy in collisions with other bodies such as 
surface atoms. As a result of this, AES is described as a surface sensitive· 
technique. Due to the fact that the energy levels of each element exist at 
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discrete values, Auger electrons ejected from a materials surface carry with 
them an amount of kinetic energy that is characteristic of the atom from which 
they have emerged. Elements within the surface that have been combined 
into compounds exhibit energy shifts in their identifying peaks due to the re-
arrangement of their electronic structure brought about due to their interaction 
with another atom. When electrons are used as a means of liberating core 
electrons from surface atoms, some of the incident electron beam is scattered 
and picked up by the analyser. These scattered electrons appear in the 
detected energy spectrum as background noise. As a result, this background· 
signal can overwhelm the analytically interesting Auger peaks in spectra, 
making them difficult or impossible to recognise. In order to resolve the 
important spectral features, spectra are often displayed in their derivative form 
(number of counts with respect to energy). This distinguishes the sharp, but 
small, changes in the count rate that are due to the Auger electrons over the 
ever present background noise. AES is primarily useful in providing 
information about the elemental composition of an analysed sample. In some 
instances, limited chemical information can be derived from the spectra, by 
studying both the shape and position on the energy scale of the peaks. For 
example, the oxidation of a given element commonly is translated into a drop 
in energy of the Auger peaks characteristic of that particular element. 
Additionally, the relative intensity of acquired spectra can be compared with 
standard spectra for relevant elements, and can be used to conduct a 
quantitative analysis of the elemental concentrations of said elements within 
the sample. This is achieved using equation (0.1) .. 
(0.1) 
In equation (0.1 ), CA is the atomic concentration of element' A in the film, SA is 
the AES peak-to-peak height (for the differential form of the spectra) of the 
signal from a pure sample of the given element analysed by the same 
instrument or measured by a different instrument and then adjusted by a 
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calculated calibration factor, and [~(Ii I S,)J ·is the sum ofthe same ratio for 
all other elements that are present within the sample. 
There are a number of factors that may complicate the calculation of 
atomic concentrations of elements within samples by Auger analysis. Of 
these complications, the most pertinent in most investigations is that the 
electron beam energy used to produce the spectra under consideration is 
different from that employed to produce the reference spectra available. As 
might be expected, the beam energy affects the count intensity of the 
characteristic Auger peaks. This must be taken into account when quantifying 
error estimates associated with atomic concentration values calculated using 
AES. 
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Figure 3.2 - A hemispherical AES analyser, like that available in the 
preparation chamber that forms part of the MEIS apparatus used in the 
experiments described. 
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The AES technique works best when utilised in the analysis of conducting 
samples. Insulating samples, or samples with insulating regions, suffer from 
surface charging that adversely affects the spectra produced. The Auger 
apparatus provided as part of the equipment available in the sample 
preparation chamber at the natio'nal MEIS laboratory at ~hich the work 
described here was conducted is shown in figure 3.2. Two hemispherical 
, 
plates with a potential difference. across them disperse electrons according to 
their incident kinetic energies. The electron flux from the sample is double 
focussed, such that the beam is collimated in both the x and y directions. A 
multi-channel plate detector, in the focal plane of the electrons, is employed to 
record the spectrum obtained. Usually, the voltage across the plate is varied 
by computer control in order to produce a full spectrum. 
In the investigations contained within this thesis, AES was used 
primarily as a technique to ensure that the substrate crystals, onto which films 
were deposited, were sufficiently clean of contaminant elements. In addition, 
elemental concentration calculations were performed to roughly calibrate the 
rate of deposition of the equipment employed for that purpose. As such, any 
further discussion of AES is irrelevant within the context of this work. 
3.2 - Low Energy Electron Spectroscopy (LEE D) 
Low energy electron diffraction [1,4-6], or LEED, is a highly versatile surface 
specific analysis technique. 
If the diffraction of electrons is to be used to investigate the structure of 
a crystal surface then they are required to have a DeBroglie wavelength that 
is less than that of the crystal's interatomic spacings (of the order of one 
Angstrom). Electrons with kinetic energies this low (say, 100eV), 
coinCidentally, exhibit the property of having a short mean free path in solid 
materials (of the order of a few Angstroms). Thus it can be concluded that 
any electrons incident upon a strategically placed detector that retain the 
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majority of their initial kinetic energy must have originated from the surface of 
, 
the sample. Electrons in this critical energy range, when incident upon a 
crystals surface, are elastically backscattered to form a Fraunhofer diffraction 
pattern. This diffraction pattern exists in reciprocal space; it is the Fourier 
transform of the true surface atom arrangement. Figure 3.3 shows the typical 
experimental apparatus used in LEED. 
Electron 
gun 
Vacuum 
I-~~ 11lWfi\11-----l 
V 
Figure 3.3 - A typical example of a LEED analyser [7]. 
Window 
External 
detector 
An electron gun within a vacuum emits a beam that is incident upon the 
sample, a portion of which is scattered back towards the detection apparatus. 
This is comprised of two hemispherical grids and a phosphor screen. The 
hemispherical grids, Gl and G2, have a retarding potential difference between 
them that allows only the electrons that have been elastically scattered by the 
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surface to pass through . Those electrons are then accelerated by a positive 
potential , before impacting upon the phosphor screen, S. Here the electrons 
excite the screen phosphor and the light that is produced is visible through the 
observation window. Ordinarily, photographs of an interesting spectrum 
would be taken to allow further investigation and as a record of the acquired 
pattern . A simple example of such a LEED pattern is shown in figure 3.4. 
Figure 3.4 - LEED pattern obtained for a clean AI(111) crystal surface. 
As mentioned, the LEED pattern obtained exists in reciprocal space, which is 
to say that the distance between the maxima in the spectrum represent the 
inverse of the distance between the points in the real lattice. Diffraction 
maxima occur when the two-dimensional Laue conditions are satisfied , given 
in equations (0.2) and (0 .3) . 
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In the above equations, k; represents the wave vector of the incident 
electron , k, that of the scattered electron and m and n are integers. 
These Laue conditions are most usefully visualised by contemplating the 
Ewald construction , figure 3.5. 
(04) (03) (02) (01) (00) (01) (02) (03) (04) 
(0.2) 
(0.3) 
1--\-__ Reciprocal 
Ewald _ -./ 
sphere 
lattice rods 
Figure 3.5 - The two-dimensional Ewald sphere construction , useful in 
visualising electron diffraction from a surface [8] . 
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As can be seen in the figure , a reciprocal lattice rod passes through each 
point of the sphere for which : 
9s = hAs + kBs 
where , 
As = 27!" (bs x n)/ A 
and 
Bs = 27!" (n x bs)/ A 
where, 
.A = as ·bsx n 
(04) 
(05) 
(0.6) 
(0.7) 
In equations (04) to (0.7), A is the area of the surface unit cell , n is the unit 
vector normal to the surface and hand k are the index integers as shown in 
figure 3.5. 
Although the emergence of a sharp, well-ordered LEED pattern is 
indicative of a well-ordered surface, it is not possible to extrapolate this 
information to the extent of making the claim that the entire sample surface 
has the same structure. In the absolute best-case scenario this may be an 
accurate assertion, but in most situations the observed LEED pattern 
represents a composite aggregation of all the symmetries in the surface 
averaged over the area of the incident electron beam. 
During the taking of the data that comprises the basis of this thesis 
LEED was used as a preliminary analysis technique in two ways. Firstly, it 
was employed extensively in conjunction with AES in the preparation of clean 
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crystal surfaces before the deposition of additional material was commenced . 
The appearance of a sharp LEED pattern of the expected configuration was 
taken to be an indication that this had been achieved . Secondly, LEED was 
used as a tool to aid in an initial characterisation of the structure of materials 
deposited onto the clean crystals, and any information that was garnered from 
these investigations has been reported in later chapters where appropriate. 
3.3 - Quartz Crystal Balance (QCM) 
The quartz crystal microbalance (QC M) is a highly sensitive instrument, 
widely used in thin film growth experiments to measure the mass per unit area 
of material that has been deposited in a given time period . This is achieved 
by exploiting the inverse piezoelectric effect. Piezoelectricity is a 
phenomenon exhibited by some materials , in this case quartz, that produce 
an electric potential in reaction to an applied mechanical stress . The principle 
behind a QCM is that when an alternating current is applied to a quartz crystal 
plate, resonance is generated within it. The resonant frequency of these 
oscillations can be measured, and is directly related to the mass of the plate , 
an effect first identified by G. Sauerbrey in 1959 [9]. Equation (0.8) describes 
the resonant frequency of a piezoelectric crystal subject to an alternating 
current. 
f. (m) = JP 
o 2tJP (0 .8) 
In the equation , fo is the resonant frequency of oscillation , m is the mass of 
the crystal including any deposited material , f.1 is the shear modulus of the 
crystal , t is the thickness of the crystal and p is its density. 
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The relation between the mass deposited on the crystal and the change in its 
resonant frequency is described by the Sauerbrey equation (0.9): 
(
fO (m) ) Mo = fo (m + ~m)-fo (m) =- -- = -S~m 
Alp 
(09) 
where all variables are the same as those in equation (0.8) aside from ; A, 
which is the surface area of the crystal onto which material has been 
deposited , ~m, which is the mass of the deposited material and S, which is 
the Sauerbrey constant. 
Figure 3.6 shows a simplified illustration of the main component that 
constitutes a QCM. 
10mm 
Gold electrode pads 
(top and bottom) 
....... - Quartz 
wafer 
10mm 
11 
Movement of Quartz Disc 
1 1 
Electrode 
Figure 3.6 - A front view of the critical elements that constitute a QCM (left). 
On the right, a side view of the same component illustrates the transverse 
resonant motion of the crystal under the influence of an applied alternating 
potential. 
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As can be seen in the figure, a QCM consists of a quartz wafer with gold 
electrodes on both its faces. The figure also shows how the quartz crystal 
oscillates when the alternating potential is applied. The use of quartz is 
particularly advantageous in a vacuum environment due to the materials low 
level of chemical reactivity, ensuring low levels of out gassing when 
attempting to achieve an adequate vacuum and the ability to be employed in 
the measurement of the deposition of a wide range of different materials. 
This method of determining the thickness of the thin films deposited 
during experiments was used exclusively whilst acquiring the data described 
in chapter 6, Au on Fe(100). 
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Chapter 4 
Ag on AI(100) 
, 
Medium Energy Ion Scattering has been used to investigate the growth of Ag 
on single crystal AI(100) substrates at different coverages. It is suggested 
that at low coverages significant surface reconstruction occurs. The validity of 
an existing model for low coverages is investigated. At intermediate 
coverages, it is contended that intermixed, fcc growth occurs and the layer-by-
layer composition of such a structure is quantified by utilising a novel ion 
scattering data analysis technique. At the highest overlayer coverage, it is 
suggested that little AI can be seen to be intermixed into the fcc Ag overlayer. 
4.1 - Introduction 
Other researchers have studied the structure of ultrathin films of Ag on AI(100) 
single crystals by a variety of techniques, both experimental and theoretical. 
Of the experimental papers, Egelhoff [1] published the earliest one 
looking at this system. Ag films were grown at room temperature and then 
analysed using LEED and XPS. A (5x1) LEED pattern was observed for film 
thicknesses less than one monolayer. He reported a disordered phase 
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between 2 and 10 ML. The spectra then resolved into a (1x1) pattern for 
coverages between 20 and 30 ML. The XPS results suggested that the 
electronic structure of the system did not converge with that expected for bulk 
Ag until 20 ML had been deposited. 
Veyan et al [2] studied films up to 30 ML thick by means of inverse 
photoemission spectroscopy (IPS), LEED and scanning tunnelling microscopy 
(STM). Films were grown bye-beam evaporation, in UHV, at liquid nitrogen 
(LN2) temperatures and then allowed to warm to room temperature. LEED 
patterns observed were (1x1) up to three monolayers, with a weak (1x5) 
pattern at low energies. No pattern was resolvable between 4 and 7 ML, a 
clear (1x1) pattern re-emerging at thicknesses higher than 8 ML. STM images 
showed layer-by-Iayer growth, with increased disorder in the upper layer of 
the film due to dislocations for the coverages at which no observable LEED 
pattern was obtained. 
Bozzolo et 81 [3] attempted to atomically model the deposition of Ag 
onto the AI(100) surface using a quantum approximate technique known as 
the Bozzolo-Ferrante-Smith (BFS) model for alloys. They concluded from 
their calculations that for sub-monolayer films, a preference is seen for growth 
of close packed chains of Ag atoms, as opposed to clusters.' In common with, 
this, observations made by Fournee et 81 [4] using STM, showed the apparent 
formation of four-fold symmetric stripes of atoms for sub-monolayer films of AI 
on an Ag(100) surface. 
Smith et al [5] used HEIS, LEED and XPS to look at the system and 
suggests that above one monolayer Ag atoms occupy fcc AI sites, shadowing 
deeper substrate AI atoms. The possibility of alloying, due to the low 
temperature at which this is known to occur between AI and Ag, is suggested 
to be present at the substrate/film interface, an assertion that is made 
elsewhere in the literature for the related structures of Ag on AI(111), AI(110) 
[6] and AI on Ag(100) [4]. 
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Sub-monolayer films of Ag on AI(100) were studied by Choi et a/ [71 
utilizing LEIS and LEED. LEED results presented a double-domain (5x1) 
spectrum superimposed on a quasihexagonalpattern. LEIS was then 
employed to enhance the structural model inferred from the LEED data. The 
positions of each atom in the overlayer were calculated relative to the under-
laying substrate atoms. The model developed is described in more detail later 
in the chapter (figure 4.3.1) . 
. In summary, the consensus amongst authors seems to be that the 
structure of sub-monolayer films shows significant differences with 
observations made for films above this thickness. Although it is agreed that, 
beyond one monolayer, film growth ultimately returns to bulk fcc stacking, 
opinion seems to be divided about the Ag coverage at which this switch 
occurs. 
4.2 - Experimental Details 
Experimental data described in this chapter was taken as part of the 
collaboration between Loughborough University Physics Department's surface 
science group and the National MEIS Laboratory. The parties involved in the 
. taking of this data were Mike Cropper, Tim Noakes, Paul Bailey, Chris Howe 
and the author. The substrate used for the experiments was a standard, fcc 
AI(100) crystal, property of the National MEIS·laboratory, Daresbury.· 
The surface ofthe crystal was prepared, in the UHV preparation 
chamber, by subjecting it to successive cycles of argon ion sputtering at 
normal and grazing incidences, followed by a flash anneal to a temperature of 
400°C. Between the sputtering and the annealing of the sample, the surface 
was scanned using AES to evaluate whether contaminants were present. 
This was done to avoid annealing a 'dirty' surface, a mistake that can result in 
undesirable elements being incorporated deep within the crystal. Post-
anneal, LEED and AES were performed on the surface to ascertain whether 
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the structure and chemical composition respectively, were typical for a clean 
AI(100) sample. If this proved not to be the case then the sputtering and 
annealing cycle, was repeated. 
The crystal having been sufficiently cleaned, deposition of Ag was 
initiated. This was undertaken using a K-celloperating at a temperature of 
935°C. Calibration of the K-cell was calculated using the critical value data 
available in the laboratory [8,9]. It was estimated that the rate of Ag 
deposition at the above temperature was 1 ML per 10-minute period. By 
utilising this calibration figure, an attempt was made to grow films 1 ML, 2 ML, 
4 ML and 6 ML thick. The films produced were examined using LEED and 
AES to provide spectra useful in an initial, cursory examination of their 
properties. Further, during the deposition of the 4 ML film, LEED patterns 
were obtained and photographed at approximately 0.5 ML intervals from 0 to 
4 ML This was done in an attempt to chart any evolution of the film structure 
that might take place with increasing overlayer coverage. 
MEIS data was collected for all films at beam incidences of (110) 
(single-layer alignment), (120) (double-layer alignment), (350) (three-layer 
alignment) and in a random alignment. The random alignment data was to be 
used entirely for accurately calculating film thicknesses and for depth profiling. 
4.3'- Results and Discussion 
The investigation described here began with looking at the data for the clean 
AI( 100) crystal surface in an attempt to provide a calibration factor for the 
count yield of spectra taken. This was done by the method described in 
section 2.4.1, with particular reference to equation 2.15. Once a calibration 
factor had been obtained it was used to allow the direct comparison between 
the experimental data and the theoretical simulations. Additionally, the 
calibration factor facilitates the accurate calculation of the deposited film 
thicknesses from the data obtained for random beam alignments. Table 4.1 
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reports the thicknesses of the deposited films as calculated from the MEIS 
data. 
Table 4.1 - Random alignment film thickness measurements obtained from 
the MEIS data. 
Estimated Film Thickness MEIS Calculated Film Thickness 
IML IML 
1 1.05±0.09· 
2 1.68±0.12 
4 3.47±0.35 
6 6.12±0.92 
A rough estimate of each film's thickness (column one) was made 
simply by considering the pre-calibrated deposition rate of the K-cell 
(approximately 1 ML in 10 minutes) for fcc growth. The more reliable 
thickness measurements made using the random alignment MEIS data are 
reported in the second column. The errors given in the table represent the 
standard deviation in the observed Ag visibility across all angular data points. 
A thickness measurement of 1 ML represents 1 ML of fcc Ag on the (100) 
crystal surface at standard Ag lattice parameters. Thus, for mo~els or 
systems for which the area density of the deposited silver is more, or less, 
than that of the element in its normal crystalline form, an appropriate 
adjustment must be made. 
The Ag angular blocking curve data for the single layer illumination 
beam incidence is shown in figure 4.1 (a). 
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Figure 4.1 - Ag (a) and AI (b) blocking curves for the (110) beam incidence 
(single layer illumination) for all film thicknesses presented for comparison 
with the VEGAS simulation for the corresponding single crystal at the same 
beam incidence. 
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The major blocking features are present at approximately the expected angles 
when compared with the simulation , although some small angular shifts and 
dip broadening can be seen (particularly in the 1.05 ML data) , suggesting , 
among other possibilities, a range of d-spacings within the films. In addition , 
in the case of the data presented in the figure , an interesting feature in most of 
the experimental data is the small dip visible at approximately 94° on the 
higher angular side of the main [110] blocking dip, which may suggest that 
some surface atoms have atypical d-spacings. 
Figure 4.1(b) is a plot of the AI blocking curves for the single layer 
illumination beam incidence. For the two thinnest films , the main blocking 
feature is recognisable and has roughly the expected shape at the expected 
angle. The 3.47 ML film has a consistent level of visibility, although blocking 
features are largely absent. In the case of the 6.12 ML, the data is incoherent. 
In fact , for this thickness, the surface AI peak was difficult to pick out in the 
raw data, probably due to the high stopping power of the Ag overlayer. What 
is also noticeable in figure 4.1 (b) is that the visibility of the AI for the 1.05 ML 
and 1.68 ML films is extremely high. In fact , there is almost as much AI visible 
for these two films as there is for a clean AI(1 00) crystal. For th is reason it 
was decided that an investigation of the elemental visibilities for one, two and 
three-layer alignments would be conducted . 
Figure 4.2 (a) shows the Ag signal for the two-layer illumination. The 
1.05 ML and 1.68 ML data is blocking dip free showing that most, or all , of the 
Ag deposited in these films is visible at this beam alignment. Of the 3.47 ML 
and 6.12 ML films , the blocking dips are largely as would be expected for 
epitaxial, fcc growth. Small deviations in the positions of the blocking dips 
may point to a change in the d-spacing of atoms at the surface. The graph of 
the AI signal , figure 4.2(b), as for the single layer alignment, shows that the 
blocking dips are closely angularly aligned with the AI(100) surface. Again , 
the visibility of AI for the 1.05 ML and 1.68 ML films looks to be very high 
suggesting that some surface structural reconstruction has occurred . 
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Figure 4.2 - Ag (a) and AI (b) blocking curves for the (120) beam incidence 
(double layer illumination) for all film thicknesses presented for comparison 
with the VEGAS simulation for the corresponding single crystal at the same 
beam incidence. 
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Figure 4.3 - Ag (a) and AI (b) blocking curves for the (350) beam incidence 
(triple layer illumination) for all film thicknesses presented for comparison with 
the VEGAS simulation for the correspond ing single crystal at the same beam 
incidence. 
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The three-layer alignment data for the Ag signal , figure 4.3(a) , and the AI 
signal, figure 4.3(b), most of the inferences made from the other incident 
beam directions are equally valid . Recognisable blocking dips still appear in 
approximately the right locations for fcc growth in the case of the Ag signal. 
The AI count is high for the two th innest films, but this might be expected for a 
three-layer beam alignment. For the two thicker films , the AI count is 
incoherent due to the high stopping power of the deposited Ag . 
Another approach that can be used to investigate deposited systems 
using MEIS data is to look at the visibilities of the elements concerned relative 
to what might be expected for appropriate simulations. Using the count yield 
calibration factor calculated for the clean surface AI(1 00) data, the visibility of 
each element was quantified in mono layers for specific, appropriate scattering 
angles. The errors associated with these values were calculated as the 
standard deviation for five angular channels around the chosen scattering 
angle . Figures 4.4, 4.5 and 4.6 show the results of this investigation for data 
obtained at the one, two and three-layer incident beam alignments . 
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Figure 4.4 - Ag (a) and AI (b) visibil ities for the (110) beam incidence (sing le 
layer illumination) of all fi lm thicknesses presented for comparison with the 
elemental visibi lities from VEGAS simulations of 1 ML, 2ML, 4ML and 6ML of 
Ag on an AI(100) crystal at the same beam incidence at a scattering angle of 
78°. The Ag visibilities (a) have been normalised with respect to the film 
thickness for both the data and the simulation . 
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Although the visibility of Ag , figure 4.4(a) , in the data is close to that of the 
simulation, only the 1.68ML film agrees within errors. Of the other films, 
slightly less Ag is visible than would be expected for fcc epitaxial growth. The 
AI visibility plots for the two thinnest films, figure 4.4(b), exhibit a significant 
difference from the simulations, a lot more AI being visible in the experimental 
data. This is suggestive of a possible structural departure from epitaxial 
growth. Two such possibilities are either that more AI than expected exists in 
the upper few layers or that the overlayer is incommensurate with the 
substrate, exposing more of the crystal to the incident beam. To a lesser 
degree, the same things hold true for the 3.47 ML film . The 6.12 ML film is 
much closer to the theoretical simulation , although it doesn't agree within 
errors. 
Figure 4.5 is an illustration of the elemental visibilities for the two-layer 
beam alignment. Looking at the Ag plots , (a) , the 1.05 ML value, not only 
agrees with the simulation within errors, but also shows that most, if not all , of 
the deposited Ag is visible in the two layer alignment. The 1.68 ML and 3.47 
ML films both have less Ag visible in them than for the fcc, epitaxial growth 
simulations. In this alignment, the 6.12 ML film agrees with the simulation 
within errors in terms of the amount of visible Ag . Part (b) of the figure shows 
the AI visibilities for the two-layer alignment. As for the one layer alignment 
data, the thinnest two films both exhibit a far higher level of AI visibility for the 
two-layer alignment, again suggesting a significant departure from fcc 
epitaxial growth. The 3.47 ML film is far closer to the simulation within errors, 
hinting that the structure of the film could be closer to an fcc structure. The 
6.12 ML film agrees with the simulation within errors. 
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Figure 4.6 - Ag (a) and AI (b) visibilities for the (350) beam incidence (three 
layer illumination) of all film thicknesses presented for comparison with the 
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thickness for both the data and the simulation . 
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Figure 4.6 shows the visibilities for the three-layer beam alignment. The Ag 
visibilities, (a), of the two thinner, and the thickest of the films are similar to 
those simulated , agreeing within errors. The 3.47 ML film , however, exhibits 
lower Ag visibility than expected , which may be indicative that some of the 
material deposited has intermixed into layer four and below. In figure 4.5(b), 
the AI visibility data is largely in line with the simulations for fcc epitaxial silver 
growth, the 1.05 ML and 6.12 ML films again agreeing with simulations within 
calculated errors bounds. 
Summarising, the 1.05 ML and 1.68 ML films are shown to be similar in 
terms of elemental visibilities, in that much more AI is visible than one would 
expect for epitaxial overlayer growth for the one and two layer beam 
alignments. This would tend to lend support to the theory of Choi et a/ that 
suggests an overlayer structure that is incommensurate with the substrate at 
low coverages. More AI and less Ag than might be expected are visible for 
the 3.47 ML film in the one and two layer alignments and much less Ag in the 
three layer alignment. This might be indicative of intermixing or some other 
surface phenomenon such as islanding. The 6.1 2 ML film is broadly in 
agreement with the simulated visibilities for all incident beam directions 
implying a reversion to fcc epitaxial overlayer growth. After consideration of 
these results it was decided that detailed investigations of the 1.05 ML and 
3.47 ML films would be conducted . The rationale behind this direction is that 
the 1.68 ML film shows similar characteristics to the 1.05 ML film and that the 
6.12 ML film appears to have reverted to epitaxial fcc growth, as has been 
suggested by previous studies. As a result, it is the 1.05 ML and 3.47 ML 
films that are most interesting. 
4.3.1 - The 1.05 ML Film 
The 1.05 ML film is particularly interesting because it is right at the film 
thickness boundary between the different structures reported . The elemental 
visibility data, figures 4.4 to 4.6, suggests that the overlayer in the film maybe 
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to some degree incommensurate. Weight is added to this idea by the LEED 
spectra that were obtained , images of which are shown in figure 4.7. 
Figure 4.7 - LEED images obtained for a clean AI(100) crystal (left) and the 
same crystal with a film of Ag , -1 ML thick, deposited onto it (right). 
Studying the right half of figure 4.7 reveals a diffuse (5x1 ) pattern was 
observed for a 1 ML Ag film which is consistent with Choi et al. However, no 
features of the pseudo-hexagonal, double domain structure can be observed 
in the image due to its poor resolution. The pattern does, however, suggest a 
repeating surface structure for every five rows of the underlying AI(1 00) lattice. 
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Figure 4.8 - Top and side views of Choi et aI's (5x1) quasi-hexagonal , 
double-domain structural model for sub-monolayer Ag on AI(100). A unit cell 
of this structure was employed in the generation of VEGAS models of the 
system. Ag atoms are shown in blue, AI atoms in black. 
Note figure 4.8 (a) and (b) showing the model that was used in the 
production of the VEGAS crystal that was used to simulate Choi et aI's 
proposed structure for sub-monolayer films of Ag on AI(1 00). In order to 
simulate the crystal for the model , the VEGAS unit cell created was rotated 
anticlockwise by 45° in azimuth . For example, for a beam approaching the 
crystal at the (1 10) incidence, normally at 90° azimuth , 45° is the azimuth 
angle necessary to input into VEGAS. Taking this into account, it is also 
worth recognising that, for the incident directions chosen in the collection of 
our experimental data, the two, 90° separated domains suggested for this 
model are actually identical due to its symmetry. 
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Figure 4.9 - Ag (a) and AI (b) blocking curves for the (110) beam incidence 
(single-layer illumination) for the 1 ML data presented for comparison with the 
VEGAS simulations for a 1 ML overlayer of fcc Ag (red) and the Choi et al 
model (blue) at the same beam incidence. 
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Figure 4.9(a) shows that the Ag signal for both the fcc epitaxial and the 
Choi model simulations are identical. A significant difference between the 
simulations and the data is that the blocking feature shown in the data 
suggests that silver must be present in layers below the surface monolayer. 
As can clearly be seen from figure 4.9(b), the visibility of the aluminium is 
duplicated far more adequately by the Choi model than by the fcc simulation . 
In terms of the morphology of the blocking dips, there are some significant 
differences between the Choi model and the data, which further investigation 
may attempt to explain. 
The two-layer alignment data, figures 4.1 O(a) and (b), once more 
endorse the Choi models suitability over epitaxial growth as far as visibility of 
the elements is concerned . In fact the Choi model provides a remarkably 
acceptable fit to the data for both elemental signals . In addition , it can be 
surmised from the lack of blocking features in the data in figure 4.1 O(a) that 
most if not all of the deposited silver in the system is visible in the two-layer 
beam alignment. 
For the three-layer beam alignment, figure 4.11 , the simulation for fcc 
growth fits the data well for both the AI and the Ag signals . The Choi model is 
slightly deficient in terms of visibility for the Ag data, but fits the AI data 
marginally better both in terms of visibility and morphology. 
In summary, preliminary simulations of the Choi et al model for the 1 ML 
of Ag on AI(1 00) system plotted against the experimental data, especially in 
the (110) (one layer alignment) and (120) (two layer alignment) incident 
directions, seem to suggest that the elemental visibilities are more consistent 
with the data than for the fcc epitaxial model. However, the simulations are 
not entirely consistent with the data, and the one-layer alignment study 
suggests that this might potentially be explained by substitutional intermixing. 
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Figure 4.10 - Ag (a) and AI (b) blocking curves for the (120) beam incidence 
(double-layer ill umination) for the 1 ML data presented for comparison with the 
VEGAS simulations for a 1 ML overlayer of fcc Ag (red) and the Choi et al 
model (blue) at the same beam incidence. 
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Figure 4.11 - Ag (a) and AI (b) blocking curves for the (350) beam incidence 
(triple-layer illumination) for the 1 ML data presented for comparison with the 
VEGAS simulations for a 1 ML overlayer of fcc Ag (red) and the Choi et al 
model (blue) at the same beam incidence. 
74 
...J 
::;: 
:0 
v 
>= 
1: 
:J 
0 
0 
1.4,--------------------------------------------------, 
1.2 
1.0 
0.8 
0.6 
0.4 
• Data 
- SimLayer1 
- Sim Layer2 
- SimLayer3 
Sim Layer 4 
- Sim Layer S 
0.2 +---------..----------,----------.----------~--------___1 
85 90 95 100 105 110 
Scattering Anglel Deg. 
Figure 4.12 - Plot of the layer-by-Iayer simulation of the Choi et al model for 
the 1 ML of Ag on AI(100) system plotted with the experimental data in the 
(120) (two layer alignment) incident direction. 
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Figure 4.12 shows, due to the absence in the experimental data of the 
blocking features present in the simulation for layers two, three and four, that 
the simulated Choi model would be inconsistent with the two-layer alignment 
data if silver atoms were present within the substrate crystal any deeper than 
the second atomic layer. As a result, a novel, atom-by-atom fit of the two 
uppermost surface layers was envisaged, to allow the 'best fit' of the 
percentage elemental composition of each atomic species in the first two 
layers of the Choi et al based model to be best determined. 
Figure 4.13 shows that, due to the fact that the surface layer of the 
simulation is incommensurate with the substrate , each atom in the second 
layer gives different contribution to the overall signal. As a result it was 
decided that the most prudent way to try and fit the atom-by-atom simulation 
data for the top two layers to the experimental data in an attempt to ascertain 
the percentage of each of the atom types in the two uppermost surface layers 
that were Ag. This was done using equation 4.2. 
11 
F(A)= "LmiAi (0.1 ) 
i;1 
F (A) is the layer-by-Iayer fit , mi is the calculated fraction of each atomic 
contribution and Ai is the atomic, simulated contribution in monolayers of 
atom i. Due to the in-plane compression of the surface layer for the Choi et al 
based model, six atoms appear in the surface layer of the VEGAS unit cell 
and five in the second layer. 
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Figure 4.13 - (a) One layer beam alignment, atom-by-atom data for second 
atomic layer of the Choi et at VEGAS model of the Ag on AI(1 00) sub-
monolayer system. 
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Table 4.2 - Percentage Ag calculated for each second layer atom in the 
proposed sub-monolayer Ag on AI(100) model. 
Atom Number Percentage Composition 
1 37.6±O.5 
2 13.6±O.3 
3 7.1±0.6 
4 7.6±0.4 
5 15.3±0.2 
Curve fitting was achieved by employing the non-linear regression tool in 
SigmaPlot 10. This tool uses the Marquardt-Levenberg algorithm [10] to find 
the coefficients of the independent variables that give the best fit between the 
simulations and the data. This algorithm attempts to the find values of the 
coefficients that minimise the sum of the squared differences between 
observed and predicted values of the dependent variable. as indicated in 
equation (0 .2). 
n 2 
SS = LW; (Y; - Y2) (0.2) 
i . 1 
where Yi is the observed and Y2 is the predicted value of the dependent 
variable. It is an iterative procedure; the curve fitter starting by estimating the 
parameters, comparing the calcu lations for them with the data and then 
refining the previous estimate until the differences between the residual sum 
of squares no longer decreases significantly, a condition is known as 
convergence. Errors in the values in table 4.2 are calculated as the standard 
error in the mean across all available angular data points. 
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Figure 4.14 - Ag (a) and AI (b) blocking curves for the 1 ML f ilm for the (110) 
(one-layer illumination) incident beam direction . Solid line plots show the 
VEGAS simulations for the atom-by-atom intermixing fit of the Choi et al 
model (green) , a 1 ML overlayer of fcc Ag (red) and the Choi et al model 
(blue) at the same beam incidence. 
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Figure 4.15 - Ag (a) and AI (b) blocking curves for the 1 ML film for the (120) 
(two-layer illumination) incident beam direction . Solid line plots show the 
VEGAS simulations for the atom-by-atom intermixing fit of the Choi et al 
model (green). a 1 ML overlayer of fcc Ag (red) and the Choi et al model 
(blue) at the same beam incidence. 
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Figure 4.16 - Ag (a) and AI (b) blocking curves for the 1 ML film for the (350) 
(three-layer illumination) incident beam direction. Solid line plots show the 
VEGAS simulations for the atom-by-atom intermixing fit of the Choi et a/ 
model (green), a 1 ML overlayer of fcc Ag (red) and the Choi et al model (blue) 
at the same beam incidence. 
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An expanded crystal model encompassing the atom-by-atom 
compositional calculations was then used in the simulations of the intermixed 
Choi et a/ based model shown for the three different beam incidences in 
figures 4.14, 4.15 and 4.16. As can be seen from figure 4.14(a) , the Ag signal 
for the 1-layer alignment the atom-by-atom Choi et a/ based model gives a 
much-improved simulation of the blocking curve. However, the same 
simulation gives a much poorer fit of the AI signal, figure 4.14(b), when 
compared with the model where intermixing doesn't play a part. These trends 
are repeated in figures 4.15 and 4.16, with simulated blocking curves for the 
AI Signal being inconsistent with the data. 
The model put forward by the group led by Choi, determined by the use 
of the visibilities of elements within the system and by utilizing the surface 
layer specific techniques of LE IS and LEED. The MEIS blocking data 
presented here suggests that this model does not present the whole story. A 
possible reason for this is reconstruction of one or more layers below the 
surface atomic layer, coupled with some intermixing of the two elements. 
Subsequent attempts to find a model that better represented the experimental 
data were made along these lines. These included an investigation into the 
possible modification of the inter-layer spacing of the structure and the 
consideration of the combination of the Choi et a/ based model with other 
growth modes such as epitaxial fec growth. However, no more suitable model 
was found. 
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4.3.2 - 3.47 ML Film 
The literature suggests that at some coverage beyond one monolayer, 
the Ag on AI(1 00) system reverts to fee, epitaxial growth. 
Figure 4.17 - LEED images obtained for a clean AI(100) crystal (left) and the 
same crystal with a 3.47 ML film of Ag deposited on it (right) . 
Figure 4.17 shows that the LE EO spectrum for the 3.47 ML gives a diffuse 
(relative to the clean surface AI(1 00) pattern) (1 x1) pattern . This is consistent 
with the idea that the deposited Ag has reverted to occupying fee epitaxial 
sites. 
Recapping the main points that can be noted for the 3.47 ML film from 
the visibility graphs shown earlier in this chapter, figures 4.4 , 4.5 and 4.6, the 
one and two-layer alignments both show slightly less visible silver and much 
more visible aluminium than would be expected for an exclusively Ag , fee 
overlayer. In the three-layer alignment slightly less than expected of both of 
the constituent elements are visible. These differences between the 
simulated visibilities and the data, when coupled with the diffuse (1 x1) LEED 
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pattern that was obtained, suggests that while the overlayer may be based on 
fcc growth, some structural reconstruction is at play. 
Figures 4.18(a), 4.19(a) and 4.20(a), the one, two and three-layer 
alignments respectively, show that there is less Ag in the experimental data 
than would be expected, in line with what was seen earlier in the visibility 
plots, figures 4.4 to 4.6. Additionally it is clear from the two and three-layer 
alignment Ag figures, that there are more pronounced blocking features in the 
data than appear in the simulation. This suggests that Ag is visible in layers 
below those that would be expected for a simple fcc 3.5 ML film of Ag atop a 
AI(100) crystal. Of the figures pertaining to the AI visibility, only the one layer 
alignment data, figure 4.18(a) is coherent enough to draw any inferences from 
in terms of blocking features. The visibility of the AI in this figure is above 
what might be expected, lending weight to the argument that some surface 
effect may be allowing more of the substrate material , and less of the 
deposited material, to be seen. 
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Figure 4.18 - Scatter plots show the Ag and AI experimental visibilities for the 
3.47 ML film for the (110) (one-layer illumination) incident beam direction. 
Solid line plots show the VEGAS simulations for 3.5 ML of epitaxial Ag on an 
AI(100) crystal. 
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Figure 4.19 - Scatter plots show the Ag and AI experimental visibi lities for the 
3.47 ML film for the (120) (two-layer illumination) incident beam direction. 
Solid line plots show the VEGAS simulations for 3. 5 ML of epitaxial Ag on an 
AI(100) crystal. 
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Figure 4.20 - Scatter plots show the Ag and AI experimental visibilities for the 
3.47 ML film for the (350) (three-layer illumination) incident beam direction . 
Solid line plots show the VEGAS simulations for 3.5 ML of epitaxial Ag on an 
AI(100) crystal. 
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Figure 4.21 shows the Ag data compared with the layer-by-Iayer simulation for 
an fcc Ag(1 00) crystal for the two-layer beam alignment. The figure shows 
that features exist in the silver data that originate from layers four, five and six, 
far deeper into the sample than would ordinarily be expected for a film of such 
thickness. A number of surface reconstruction phenomena might be 
responsible for this effect, for example islanding or intermixing. The angular 
positions of the blocking dips are very similar to the simulation suggesting that 
any radical change in the positions of the atoms within the structure is 
unlikely. Additionally, as was stated in the introduction to this chapter, the 
literature suggests that Ag films grow layer-by-Iayer in registry with the AI(1 00) 
substrate crystal. This idea is borne out again by the LEED pattern that was 
obtained for this film . Islanding of Ag on the substrate was simulated and it 
was observed that, even for islands only 2 ML high over two complete Ag 
monolayers , Ag visibilities were suppressed below levels observed within the 
data. For these reasons it was decided that the simulation of substitutional 
elemental intermixing would be appropriate, an example of which is shown in 
figure 4.22. 
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Figure 4.22 - Representation of the type of substitutional intermixing 
proposed for the 3.47 ML film model. Ag simply replaces AI in its ordinary fcc 
sites at random within the lattice. 
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Figure 4.21 - Plot of the (120) (two-layer alignment) Ag visibility with the 
layer-by-Iayer simulation data for an fee Ag(1 00) crystal. 
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Bya novel compositional modeling approach, the layer-by-Iayer data 
for an Ag(1 00) crystal with AI lattice parameters, as shown in the figure , was 
fitted for each alignment using equation 4.3 to calculate the percentage silver 
composition of each of the top six layers. The one layer and two layer 
alignments were used to determine the composition of layers one and two 
respectively. These values were then fixed whilst fitting the third layer data, 
the percentage composition value for which was then fixed and used in a 
fourth fitting cycle to enable an estimate of the composition of layers four to 
six inclusive to be evaluated. 
6 
F ( L ) = I. m;L; (0.3) 
;;1 
F (L) is the layer-by-Iayer fit, m; is the calculated fraction of each layer's 
contribution and L; is the layers simulated contribution in monolayers for layer 
i. 
Table 4.3 - Calculated Ag percentages of the layer-by-Iayer composition of 
the 3.47ML Ag on AI(100) film . 
Layer Number Percentage Ag Composition 
1 76±20 
2 65±11 
3 23±1 
4 51±16 
5 49±17 
6 28±7 
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The error values given in the table are the asymptotic standard errors 
of the parameters as calculated using the SigmaPlot 10 nonlinear regression 
function. An expanded VEGAS crystal was then generated to simulate the 
intermixed model for the determined layer-by-Iayer composition . As might be 
reasonably expected, the errors for the Ag composition of the fourth, fifth and 
sixth layers are proportionally much higher than those for the first three layers. 
To reflect the compositional data contained in table 4.3, AI atoms were 
replaced by Ag atoms at random within each layer to create an expanded 
VEGAS crystal with the same calculated layer-by-Iayer Ag concentrations 
within errors. Simulations were conducted to optimise the model , within 
errors, for the three layer alignment data. 
Figure 4.23 shows the final model generated by direct simulation of the 
top six layers for the elemental concentrations calculated for the 3.47 ML film . 
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Figure 4.23 - Plot of the Ag and AI experimental signals for the 3.47 ML film 
for incident beam directions (a) (1 10) - one layer illumination, (b) (120) - two 
layer illumination and (c) (350) - three layer illumination shown with the 
simulations for the intermixed crystal model for the corresponding directions. 
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The figure shows that the simulations are in excellent agreement with the data 
in terms of the visibility of the two elements. For the most part the blocking 
dip morphology of the simulations , particularly for the three-layer al ignment for 
which the model was optimised, is also in agreement with the data. However, 
discrepancies can be seen in the one and two-layer al ignments, with dips 
shifted to lower angles in relation to the simulations. One possible reason for 
this is a contraction of the inter-layer d-spacings between the upper three 
atomic layers. Of course, the visibility of the two elements within the overlayer 
is interdependent with the upper level d-spacings. An iterative process, 
changing both the inter-level d-spacings and the elemental compositions of 
each of the top six layers of the sample, might provide a model even more 
consistent with the data than the one presented . However, taking into 
account the closeness of the fit between the model and the data th is might be 
viewed as unnecessarily complicating matters. 
The R-factor, or the reliability factor, of the model was calculated using 
equation (0.4) [11 ,12,13] . 
(0 .4) 
This reliability factor is based on the sum of the squared deviations between 
the experimental measurements and the theoretically calculated count 
intensities, ' exp and " heo respectively. Table 4.4 presents the calculated R-
factors for the three incident beam directions for the final intermixing model. 
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Table 4.4 - Calculated R-factors for the finallayer-by-Iayer composition model 
of the 3.47 ML Ag on AI(1 00) film . 
Beam Aliqnment R-Factorl % 
1-Layer 6.35 
2-Layer 8.55 
3-Layer 2.08 
The R-factors calculated , giving a measure of the quality of the fit of the 
simulations with the data, serve as further evidence of the applicability of the 
model described. 
Furthermore, the random alignment data for the film was depth profiled 
using Paul Bailey's IGOR Pro macro, details of which can be found in chapter 
2.4.3 . Figure 4.24 shows the fit that was obtained for an energy slice taken 
through the data at a scattering angle of 98° and an azimuth angle of 56.3°. 
94 
350 -
300-
250 -
,; 
.; 200 -
~ 
:> 
0 150 -u 
100 -
.J.. 
,. """:-
"- ''I' ' ~rr' ~ 50 -
0 , 
) 
, 
88 90 92 94 96 98 100 
Energy! keV 
Figure 4.24 - Energy plot at a scattering angle of 98° and an azimuth angle of 
56.3° for the random alignment MEIS data obtained from the 3.47 ML film (red 
curve) , compared with the compositional simulation (black curve) calculated 
by depth profiling , The vertical light blue line indicates the position of the Ag 
surface peak, the vertical black line the position of the AI substrate. 
As can be seen from the figure , the fit that was obtained between data and 
simulation compares well with the experimental energy data. Table 4.5 gives 
the percentage population of the elements in the top six layers that were used 
to generate the model presented in figure 4.24. 
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Table 4.5 - Calculated Ag percentages of the layer-by-Iayer composition of 
the 3.47 ML Ag on AI(100) film using Paul Bailey's depth profiling macro. 
Layer Number Percentage Ag Composition 
1 56 
2 65 
3 24 
4 50 
5 47 
6 18 
If table 4.5 is compared with table 4.3, the percentage population of Ag atoms 
calculated using the layer-by-Iayer fit of the VEGAS simulations with the data, 
then it can be seen that the figures calculated agree within errors except for 
the composition of the final layer (layer 6) for which the figure of 18 % shown 
in table 4.5 is just outside the error bounds of the 28±7 % value in table 4.3. 
However, it is fair to say that the uncertainty of the results obtained by either 
method are least reliable with increased layer number as any local atomic 
distortions in layers above a given layer impact directly upon the 
compositional calculations. 
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4.3.3 - 6.12 ML Film 
As was shown figures 4.4, 4.5 and 4.6, for the 6.12 ML film the visibility of the 
elements that constitute the structure are largely consistent within errors with 
what would be expected for a 6 ML fcc Ag film atop an fcc AI(100) substrate. 
In the case of the Ag visibility, this is persuasive as the data extracted from 
the scans for this element was seen to be coherent. The same could not be 
said for the AI data, this being largely due to the substrate surface peak being 
almost invisible in the raw data. This fact in itself suggests that the deposited 
Ag has likely taken up fcc adlayer positions thus shadowing the underlying AI 
substrate. However, the lack of a decent AI signal precludes a detailed 
compositional study such as that performed for the 3.47 ML film. Figures 
4.1 (a), 4.2(a) and 4.3(a) shows that the angular location of the blocking dips 
for all incident beam direction are closely aligned with what would be expected 
for fcc epitaxial overlayer growth. The depth of the dips, especially for the 
two-layer alignment, is not completely consistent with the data. A possible 
reason for this is surface roughness and inconsistencies within the overlayer. 
However, although it may be possible to improve the model by making 
increasingly convoluted revisions to the simple 6 ML fcc Ag overlayer model, 
the author contends that this would amount to an over complication, 
particularly in light of the agreement ofthe model with existing literature [1.4], 
albeit that the authors of these papers make differing assertions as to the 
overlayer depth at which the reversion to this pure fcc growth mode might 
occur. 
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4.4 - Conclusion 
The thinnest of the films discussed here, the 1.05 ML film, was shown to 
exhibit significant overlayer reconstruction, which was especially evident in the 
visibility of the elements within the system. The model put forward by Ghoi et 
a/ [71 was investigated and was shown to provided a far better fit for the data 
in terms of these visibilities. This model, described earlier, is characterised by 
a double~domain, (5x1) surface reconstruction, making a 1.05 ML fcc Ag film 
deposition equivalent to approximately 0.81 ML of the Ghoi overlayer 
reconstruction. However, when considering the Ag signal in the ion scattering 
data for the incident beam illuminating the first atomic layer, it was clear that 
shadowing occurred suggesting that Ag atoms existed below the uppermost ' 
surface layer. A novel atom-by-atom compositional modelling approach was 
employed with the Ghoi model simulations to try and reproduced the one-layer 
alignment Ag curve morphology. Whilst the result of this investigation 
produced a better fit for the Ag signal in all incident directions, this 
improvement resulted in a far worse fit for the'corresponding AI elemental 
curves. A more appropriate model for the sub-monolayer Ag on AI(1 00) , 
system was not found. 
The 3.47 ML film was studied extensively by means of novel analytical 
approach to the layer-by-Iayer comparison of VEGAS simulations to the 
acquired data and latterly by studying the energy profile of the random 
alignment incident beam direction taken for the film. These approaches 
agreed within errors for each of the first five atomic layers, with a small 
discrepancy between them for the sixth layer elemental composition. Table 
4.6 gives the calculated Ag atomic concentrations for the top six layers of the 
model. R-factor values were calculated for the model generated from these 
investigations to provide an estimation of the reliability of the fit between the 
simulation and the data for the Ag signal. Values of ±6.35 % for the one layer 
beam alignment, ±8.55 % for the two-layer beam alignment and ±2:08 % for 
the three-layer beam alignment were obtained, suggesting that the simulated 
model was in reasonable agreement with the data. 
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Table 4.6 - Calculated Ag percentages of thelayer-by-Iayer composition of 
the 3.47 ML Ag on AI(100) film.· 
Layer Number Percentage Ag Composition 
1 76±20 
2 65±11 
3 23±1. 
4 51±16 
5 49±17 
6 28±7 
Visibilities for the elements contained within the 6.12 ML film strongly 
suggest that at this coverage fcc epitaxial Ag growth has commenced without 
significant intermixing of the species involved. In addition, the blocking curves 
for all alignments show features at he same angles as would be expected for 
this type of growth. 
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Chapter 5 
Ti on AI(100) 
The technique of Medium Energy Ion Scattering (ME/S) has been used to 
investigate the growth of a 2.79 ML film of Ti on a single crystal AI(100) 
substrate. Utilising novel data analysis techniques,· it is suggested that the 
system presents a significant lattice expansiof) and enhanced atomic thermal 
vibration amplitudes at its surface. Building on these findings, a new layer-by-
layer compositional analysis technique is employed to attempt to quantify the 
substitutional intermixing of the structure's constituent elemental species. The 
validity of these results is investigated using more traditional methods of 
compositional depth profiling. 
5.1 -Introduction 
A number of groups have previously conducted research into the system that 
is produced when films of Ti are deposited onto AI single crystal substrates . 
. Two early works by Saleh et al [11 and Kim et al [21 investigated the 
deposition of Ti films on the AI(110) and AI(111) crystal surfaces respectively. 
The former of these papers employed HEIS, XPS and LEED to analyse Ti 
films up to 12 ML in thickness. They concluded from their study that the Ti 
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grew in a flat pseudomorphic fcc layer up to a critical thickness of 
approximately 5 ML, with little or no AI atom displacement. Beyond this 
thickness, they argued, an increase in the visibility of AI atoms within the 
system suggested a combination of islanding and intermixing between the 
species. Y. W. Kim et aI's [2] research was concerned with the growth of Ti 
on the AI(11 0) surface. Studies utilising the techniques of HEIS, XPS, LEIS, 
LEED and x-ray photoelectron diffraction (XPD) were conducted for films of Ti 
up to 12 ML in thickness. The results were suggested to indicate that Ti 
grows in the Stranski-Krastanov (SK) growth mode (see chapter 1.1), with 
layer-by-Iayer growth up to a thickness of 2 ML followed Ti island growth with 
increasing deposition. The Ti layer was shown to completely cover the 
surface after 12 ML had been deposited. Additionally, it was concluded from 
the XPD data that the ad layer presented a well-ordered hcp structure. 
In 1996, S . .Ko Kim et a/ [3] published a paper examining the growth of 
Ti on both the AI(001) and the AI(110) surfaces by quantitative low-energy 
electron diffraction (QLEED). They reportedly found that films on the AI(001) 
surface grown to thicknesses greater than 10 ML sho)Ned a well-developed 
(1x1) LEED pattern, with a body-centred tetragonal structure and lattice 
parameters of a = 2.684 A and c = 4.28 A. Low coverage films were seen to 
elicit a weak c(2x2) LEED pattern, although they were unable to determine the 
surface structure, and it was suggested that ~i atoms may have been present 
in the second layer of the substrate crystal. The study into films on the 
AI(110) surface indicated that ordered films grew only to a thickness of 
between 5 and 6 ML, after which any recognisable LEED pattern was 
. destroyed. 
Ofthe examinations made purely into the Ti on AI(100) surface, the 
first was described in a paper by Saleh et a/ [4]. A combination of techniques 
including HEIS, XPS and XPD were utilised to look at films grown to 
thicknesses of up to 10 ML. A decrease in the size of the AI substrate peak 
observed in HEIS data taken for a beam aligned in the [001] direction, up to a 
film thickness of 5.5 ML, was interpreted as suggesting that Ti was shadowing 
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AI atoms by growing epitaxially upon the crystal surface. Both HEIS and XPD 
results indicated that the films were growing with an fcc structure. In addition, 
HEIS data collected for the [101] incident ion beam direction were reported to 
advocate the theory of a tetragonal distortion in the Ti films of 2.4%. Films 
beyond 5.5 ML in thickness were shown to assume a new, undetermined 
structure. 
Of the other studies conducted, the.driving force behind them is the 
possibility of using ultrathin Ti films to stabilise the interface between the 
AI(100) substrate and an additional deposited species, particularly Fe. The 
rationale behind this is the attempt to nUllify the reported tendency of Fe and 
other elements to interdiffuse into AI [5], even at room temperatu"re, which 
would likely result in the degradation of the physical properties of any devices 
constructed. Of particular interest is the thermal stability of the Ti on AI(1 00) 
system, with reference to the possibility of constructing tunnel junctions for the 
purpose of magnetic memory devices. In the case of the Fe-Ni-AI system [6-
8], the metal-on-metal interfaces of the AI and Fe-Ni alloys are manufactured 
prior to the oxidation of the AI layer, a step that is performed at high 
temperatures [9]. 
Two such studies conducted by Ramana et al [10,11] are consistent 
with each other in terms of the question of the thermal stability of the system. 
The latter of the two employs the techniques of LEED and HEIS to initially 
investigate the interface of the Ti-AI(100) system at room temperature. The 
results of this work were interpreted to infer that the Ti film grows either in 
islands or as an alloy with the substrate or both: Subsequent studies of the 
system after annealing show that the room ter:nperature structure is stable up 
to 673 K, at which point significant interdiffusion of the Ti into the AI is seen to 
occur, in the form of atomic substitution in the substrate lattice sites. 
Taking things a step further, research has been conducted into the 
effect of introducing an ultrathin Ti stabilising layer between the Fe and AI 
system [12-14]. In all cases it was found that the introduction of a Ti buffer 
104 
layer stabilised the interface between the Fe and AI and promoted ordered Fe 
growth in the overlayer. 
To summarise, below a film thickness of between 5 and 6 ML existing 
literature suggests that Ti grows in a pseudomorphic fcc layer upon the 
AI(100) surface and that this system may be subject to islanding and/or 
intermixing of the constituent elements along with a lattice expansion 
. 
consistent with a tetragonal lattice distortion. Films of thicknesses greater 
than this value are shown to adopt a different structure, which is as yet 
undetermined. However, it is films of a few monolayers that are of most 
interest in terms of potential applications and consequently it is films of below 
5.5 ML that are investigated in this work. 
5.2 - Experimental Details 
Experimental data described in this chapter was taken as part of the 
collaboration between the Loughborough University PhYSics Department's 
surface science group and the National MEIS Laboratory. The parties 
involved in the taking of this data were Mike Cropper, Tim Noakes, Paul 
Bailey, Chris Howe and the author. The substrate used for the experiments 
was a standard fccAI(100).crystal, property ofthe National MEIS Laboratory, 
Daresbury. 
The surface of the crystal was prepared, in the UHV preparation 
chamber, by subjecting it to successive cycles of argon ion sputtering at 
normal and grazing incidences, followed by a flash anneal to a temperature of 
400°C. Between the sputtering and the annealing of the sample, the surface . 
was scanned using AES to evaluate whether contaminants were present. 
This was done to avoid annealing a 'dirty' surface, a mistake that can result in 
undesirable elements being incorporated deep within the crystal. Post-
anneal, LEED and AES were performed on th-e surface to ascertain whether 
the structure and chemical composition respectively, were typical for a clean 
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AI( 100) sample. If this proved not to be the case then the sputtering and 
annealing cycle was repeated. 
The crystal having been sufficiently cleaned, deposition of Ti was 
, 
initiated. This was undertaken using an e-beam evaporator with a filament 
current of 5 A and an anode potential of 2 kV. This produced a discharge 
current that varied between 3 and 4 mA during deposition, from which an 
. expected film deposition rate was calculated. It was envisaged that films of 1 
and 1.5 ML should be grown, thicknesses that were expected to take 20 and 
30 minutes to deposit respectively. However, due to variations in conditions 
and the unpredictability of the e-beam deposition method, it was noted that ' 
actual film thicknesses might differ considerably from those forecast. The 
films produced were examined using LEED and AES to provide spectra useful 
in an initial, cursory examination or their properties. 
MEIS data was collected for all films at beam incidences of (110) 
(single-layer alignment), (211) (double-layer alignment), (103) (three-layer 
alignment) and in a random alignment. The random alignment data was to be 
used entirely for accurately calculating film thicknesses and fordepth profiling. 
5.3 - Results and Discussion 
The investigation described here began with looking at the data for the clean 
AI(100) crystal surface in an attempt to provide a calibration factor for the 
count yield of spectra taken, by the method described in section 2.4.1, with 
particular reference to equation 2.15. Figure 5.1 shows the clean surface 
AI(100) data for the three incident beam angles, along with the corresponding 
calibrated simulations. 
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Figure 5.1 - The clean surface data and count-yie ld calibrated simulations for 
(a) the (1 10) incident beam direction (1-layer alignment) , (a) the (211 ) incident 
beam direction (2- layer al ignment) and (a) the (103) incident beam direction 
(3- layer alignment). 
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As can be seen from the figure, the calibrated simulations show a close 
relationship with the clean surface data, suggesting that the count calibration 
value calculated is accurate. This calibration value is thus used extensively in 
the work described in this chapter, to allow the counts , and by extension the 
elemental visibilities, in the data to be compared directly with the simulations. 
The value calculated for this calibration was then used in conjunction with the 
random alignment spectra taken for the films deposited to accurately measure 
their thickness in monolayers. In a random alignment the incident ion beam 
illuminates all atoms in the surface layers of the structure and beyond . The 
lack of the shadowing of lower layer atoms by surface atoms allows the 
amount of material deposited to be ascertained by integrating the number of 
counts in the relevant elemental peak. Table 5.1 gives the film thicknesses 
for the two films deposited and their associated errors, the values for which 
were calculated as the standard deviation in the visibility of Ti atoms across all 
available angular channels . 
Table 5.1 - Film thickness values calculated for the two Ti f ilms deposited 
onto the AI(1 00) substrate . 
Estimated Film Thickness MEIS Calculated Film thickness 
I ML I ML 
1 2.79±0.23 
1.5 3.23±0.29 
As the table clearly shows, although film thicknesses of 1 ML and 1.5 ML 
were intended, the MEIS data indicates that the two films are considerably 
thicker than anticipated. In addition , it can be seen that they are in fact 
indistinguishable in thickness within errors. More extensive MEIS data was 
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obtained from the 2.79 ML film and as a result it is this film that was chosen to 
be further analysed. Due to the films having the same Ti coverage, results of 
such analysis can thus be considered to be representative of both films 
deposited. 
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Figure 5.2 - Ti and AI visibilities for the three incident beam alignments (one, 
two and three-layer alignments, taken at scattering angles of 80°, 116°, and 
108° respectively) for the 2.79 ML film presented for comparison with the 
elemental visibilities from VEGAS simulations of 3 ML of fce Ti on a AI (1 00) 
crystal with ordinary AI lattice parameters , and thermal vibration levels 
characteristic of each element. 
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After the accurate determination of the simulation-data calibration 
factor and the film thicknesses, it is possible to use these values to look at the 
visibilities of the elements within the films. Figure 5.2 shows this visibility data 
for the 2.79 ML film for both constituent elements illuminated in the three 
incident beam alignments. The figure illustrates that the visibility of both Ti 
and AI atoms within the system is much higher than would be expected for 
simulations of a comparable system at ordinary AI lattice parameters with 
thermal vibration levels characteristic of each element. This suggests that 
some surface reconstruction is at play that limits the shadowing that would be 
expected to occur for simple fcc growth. Possible reconstructions that might 
cause such a discrepancy include islanding of the deposited film , intermixing 
and lattice expansion, or a combination of two or all of these phenomena. 
The high visibility of Ti relative to fcc Ti simulations provides evidence that Ti 
islanding is unlikely to be at play as this phenomenon would result in 
significant shadowing of underlying Ti atoms within the islands. Available 
research also discounts Ti islanding for this reason [15] . 
In an attempt to distinguish between these potential reconstructions, 
the data for the one, two and three-layer beam alignments for the 2.79 ML film 
are presented alongside the clean AI(100) surface simulation in figure 5.3 . 
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Figure 5.3 - The clean surface data and 2.79 ML film data and AI(100) 
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As can clearly be seen from part (a) of the figure , a dip shift to a higher angle 
and dip widening in the major blocking feature in the data indicate some 
degree of lattice expansion, a finding that is in common with work by Saleh et 
a/ [4] . This discrepancy between data and simulation is seen for both 
constituent elements, although it is less pronounced in the AI data, suggesting 
that both AI and Ti are present in any expanded structure, something that may 
be interpreted as showing that a degree of intermixing has occurred. The 
blocking dips in the Ti data are seen to be broader than in the simulations , 
something that may indicate roughness or rumpling in the uppermost atomic 
layer or an increase in the amplitude of thermal vibrations . In both the AI and 
the Ti signal it is noticeable that blocking features at low scattering angles in 
the simulation are not replicated in the data. Possible explanations for this 
are surface roughening and/or the increased amplitude of thermal vibrations. 
In the two-layer alignment data, similar changes as far as blocking dip 
shifts and broadenings from what might be expected for uncomplicated 
epitaxial fcc growth can again be seen for the Ti data. As might be expected, 
considering the geometry of the scattering for this beam alignment, the 
blocking dip shifts are less emphatic than for the one-layer alignment. The AI 
data is well aligned , angularly, with the simulations. 
Data for the three-layer alignment shows a continued decrease in the 
degree of departure from what might be expected for fec growth at AI(1 00) 
lattice parameters in the Ti signal, an observation that suggests any 
reconstruction of the surface might exist only in the top few monolayers. The 
AI signal is again largely in line with the simulation in terms of angle . 
So, in light of the information that can be inferred from the data shown 
in the previous figure , the attention of the investigation from here on focuses 
on the discovery of a suitable surface reconstruction that might explain both 
the changes in the blocking features and the unexpectedly high visibility of the 
elements within the film for the different incident beam directions. With this in 
mind, a study into the effect of altering the interlayer d-spacings in the first 
three atomic layers was conducted , which might explain both the morphology 
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of the blocking dips at high angles as well as the lack of blocking features at 
lower angles, especially in the 1-layer alignment. Figure 5.4 shows an 
example useful in explaining how this idea was implemented . 
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Figure 5.4 - The Ti (surface peak) data for the 2.79 ML film shown with 
simulations of 3 ML of fcc Ti on an AI(1 00) crystal with altered d-spacings for 
the top three atomic layers for the (110) incident beam direction (one-layer 
alignment). The quantity d1 is the d-spacing between layers one and two, d2 
is the d-spacing between layers two and three. 
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The figure serves as an example of an investigation into the effect of how 
altering the interlayer d-spacings of the system affected the angular position 
and depth of the blocking features of the simulations when compared with the 
data. Simulations such as those represented in the figure were conducted 
such that the interlayer d-spacings for the first three monolayers were 
modelled in 0.1 ML step between +0.3 ML and -0.3 ML. It can be seen from 
the figure that these small incremental modifications of the interlayer d-
spacings profoundly affect both the position and the depth of blocking dips in 
the simulations. Fitting such simulations to the data proved to provide 
inconclusive results, but what was clear was that an overall d-spacing 
expansion was seen to occur, with significant rumpling of the surface atomic 
layer. The best-fit simulation obtained, although inadequate in terms of the 
visibility of the two elements and the morphology of the simulation curve at 
low scattering angles, indicated that a +/-0.3 A rumpling of the first atomic 
layer was present along with a +0.3 A increases in the d-spacing between the 
second and third atomic layers. 
A possible reason for the absence of blocking features at low scattering 
angles is an increase in the thermal vibration of atoms in the surface layers. 
This phenomenon would be consistent with a lattice expansion within the 
system, as the atoms within expanded layers can be expected to be more 
weakly bound. Kim et at [3] report to have calculated a theoretical thermal 
vibration of 0.12 A for the surface of the Ti on AI(1 00) system for thick Ti films , 
a figure which presents a significant increase in the values calculated (see 
chapter 2.2.2) for Ti (0.076 A) and for AI (0.093 A). In acknowledgement of 
the possibility that the thermal vibration amplitudes for a low coverage film 
might be significantly different to those for a high coverage film , an 
investigation into the effect of increasing the amplitude of the thermal 
vibrations of the surface atoms was undertaken. 
Figure 5.5 shows the effect of increasing the level of thermal vibrations 
within the top three atomic layers of a 3 ML fcc Ti film , expanded in d-spacing 
by 0.3 A, on top of an AI(1 00) substrate. 
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The figure illustrates how the simulation of the ion scattering yield from a 3 ML 
film of Ti , expanded in terms of interlayer spacings, on an AI(100) crystal 
changes with increasing levels of atomic thermal vibrations. As might be 
expected, increased thermal vibrations increase the visibility of both species 
within the system . Whilst the morphology and angular position of the blocking 
features in the simulations for the surface Ti signal remain largely unchanged , 
it is clear that the signal obtained from the AI substrate is significantly 
modified. For increased atomic vibration amplitudes in the surface layers , the 
blocking features are seen to shift to lower scattering angles and the depth of 
such dips is reduced , particularly at low scattering angles . This change 
compares favourably with the experimental data. Fitting simulations such as 
those in figure 5.5 to the experimental data across all incident beam angles 
suggested that an approximate thermal vibration level of 0.20±0.06 A was 
optimal (the error being calculated as the standard deviation in the optimum 
values obtained for each beam alignment). 
It has been shown that the expansion of the surface lattice spacings 
and the increasing of the amplitude of thermal vibrations in expanded layers 
improved the fit between the data and the simulation in terms of the shape 
and size of the blocking features. A second effect of both of these 
modifications was to increase the visibility of atoms of both species in sub-
surface layers. In all three beam alignments, it was observed that the 
modified model simulations showed a higher Ti visibility and a lower AI 
visibility than was present in the data. This effect is indcative of the possible 
substitutional intermixing of overlayer atoms into the substrate , so an attempt 
to quantify the extent of this effect was conducted . 
Utilising the same novel compositional modeling approach employed in 
the earlier investigation of Ag on AI (1 00) (chapter 4.3.2) , the layer-by-Iayer 
data for various Ti expanded crystal models was fitted to the Ti experimental 
data. Although the crystals used in these simulations were composed entirely 
of Ti, the lattice parameters other than the top three interlayer spacings were 
set as values typical of an AI(1 00) crystal. The levels of the thermal vibrations 
of atoms in these crystals were set at the level for Ti except for those relating 
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to the relevant surface layers. Once simulations for the three incident beam 
alignments had been completed for a candidate model, the systematic 
compositional fit to the data was commenced . 
Curve fitting was achieved by employing the non-linear regression tool in 
SigmaPlot 10. This tool uses the Marquardt-Levenberg algorithm [16] to find 
the coefficients of the independent variables that give the best fit between the 
simulations and the data. This algorithm attempts to the find values of the 
coefficients that minimise the sum of the squared differences between 
observed and predicted values of the dependent variable , as indicated in 
equation (0 .1). 
n 2 
SS = LW;(Y; - Y2) (0.1 ) 
;=1 
where Yi is the observed value and Y2 is the predicted value of the dependent 
variable. It is an iterative procedure; the curve fitter starting by estimating the 
parameters, comparing the calculations for them with the data and then 
refining the previous estimate until the differences between the residual sum 
of squares no longer decreases significantly, a condition is known as 
convergence. 
So, the layer-by-Iayer data was fitted for each alignment, using equation (0.2) , 
to calculate the percentage Ti composition of each of the top six layers. The 
one-layer and two-layer alignments were used to determine the composition 
of layers one and two respectively. These values were then fixed whilst fitting 
the three-layer data, the percentage composition value for which was then 
fixed and used in a fourth fitting cycle to enable an estimate of the 
composition of layers four to six inclusive to be evaluated . 
6 
F(L)= "Lm;L; (0.2) 
;=1 
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F (L) is the layer-by-Iayer fit, rn, is the calculated fraction of each layer's 
contribution and L; is the layers simulated contribution in monolayers for layer 
i. 
Many candidate models with various surface d-spacings were composition ally 
analysed in th is way. The most appropriate that was found was the model 
encompassing a +/-0 .3 A rumpling of the first atomic layer along with a +0.3 A 
increase in the d-spacing between the second and third atomic layers and a 
thermal vibration amplitude for atoms in these layers of 0.2 A. This is in 
agreement with the earlier investigations reported in this chapter. 
Table 5.2 - Calculated Ti atomic concentration percentages showing the 
layer-by-Iayer composition of the 2.79 ML Ag on AI(1 00) film. 
Layer Number Percentage Ti Composition 
1 47±27 
2 55±20 
3 82±14 
4 0±9 
5 19±14 
6 28±9 
The error values given in the table are the asymptotic standard errors 
of the parameters as calculated using the SigmaPlot 10 nonlinear regression 
function . The percentage errors for the Ti composition of each of the layers is 
shown to be high and this is a reflection of the complexity of the model , the 
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composition being interdependent with the spacing of the layers and the 
amplitude of thermal vibrations within the crystal. To reflect the compositional 
data contained in table 5.2 , AI atoms were replaced by Ti atoms at random 
within each layer to create an expanded VEGAS crystal with the same 
calculated layer-by-Iayer atomic concentrations within errors . Simulations 
were conducted to optimise the model , within errors, for the three-layer 
alignment data. 
Figure 5.6 shows the final model generated by direct simulation of the 
top six layers for the elemental concentrations calculated for the 2.79 ML film . 
Part (a) of the figure deals with the comparison of data and simulations for the 
(110) incident beam direction. It can be seen that the locations the blocking 
features in the simulation and data for each element are much more closely 
aligned than for an unaltered fcc model. The depth and width of the features 
are less well replicated in the simulations, something that might be ascribed to 
all manner of surface anomalies, such as roughness and dislocations, in the 
real system. Additionally, it can be seen that the visibility of the two elements 
is greater in the simulations than it is in the data at higher scattering angles. 
A well-known problem in MEIS data analysis is the tendency of angular cuts 
through the data to present a positive or negative gradient even after the data 
has been Rutherford corrected . To level the data, a linear or quadratic 
correction can be applied. However, this procedure does not take into 
account the idea that there might actually be a slope in the average counts 
across the angular range, something that would be likely to occur at low 
scattering angles for a system with a roughened surface and/or with 
enhanced thermal vibration amplitudes. As a result the related discrepancies 
between the data and the simulations might be an artifact of the initial data 
processing technique by which the data is 'Ieveled ' in terms of count yield . 
Furthermore, it is worth noting that data at low scattering angles is less 
reliable due to the greater sensitivity of such data to any surface anomalies . 
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Figure 5.6 - Plots of the Ti and AI experimental signals for the 2.79 ML film 
for incident beam directions (a) (110) - one layer illumination, (b) (211 ) - two 
layer illumination and (c) (103) - three layer illumination shown with the 
simulations for the 2.79 ML intermixed crystal model for the corresponding 
directions. 
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Figure 5.6(b) shows the data and simulations for the (211) incident 
beam direction, which illuminates the first two atomic layers. It can be seen 
that the simulation matches the data well in respect of both blocking dips and 
the elements visibilities . The one major departure between data and 
simulation is for the AI signal at low angles, for which the data is significantly 
greater in counts. As for the one-layer data described above, this discrepancy 
may be attributable to the data levelling process carried out during initial data 
handling or the unreliability of data at low scattering angles. 
In the three-layer alignment plot, figure 5.6(c) , the data and simulation 
are in fair agreement in terms of the positions of the blocking features for both 
elements. Two major discrepancies can be seen. Perhaps most interestingly, 
the major blocking feature in the Ti data is a great deal broader than it is in the 
simulation. As this is not seen to the same extent in the one and two-layer 
alignments, it is suggested that this might be due to disorder at the interface 
between the film and the substrate and possibly the existence of Ti atoms in 
layers below the sixth . The second discrepancy between data and simulation 
again relates to the difference in the counts observed for the AI signal at low 
scattering angles . As before, it is suggested that this might be an artefact of 
initial data processing or the unreliability of data at low scattering angles. 
A second depth profiling approach was used to investigate an energy 
slice through the random alignment data for the system, utilising Paul Bailey's 
IGOR Pro depth profiling macro. The simulation was generated using the 
percentage Ti composition values reported in table 5.2 for the top six atomic 
layers and by calculating the necessary parameters, such as the stopping 
powers of each constituent element in the system and predicted amount of 
straggling , as set out in chapter 2.2.3. The layer thickness was set such that 
each monolayer could be composition ally modelled individually. The 
departure of the simulation from the data for the low energy data, deep within 
the iron peak, may be the result of many phenomena that result in the 
increase of the stopping power of the overlayer, such as disorder and 
increased thermal vibration amplitudes. 
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Figure 5.7 - Energy plot at a scattering angle of 90° and an azimuth angle of 
40.55° for the random alignment MEIS data obtained from the 2.79 ML film 
(red curve) . compared with the compositional simulation (black curve) 
calculated by depth profiling . The vertical light blue line indicates the position 
of the Ti surface peak. the vertical black line the position of the AI substrate . 
As can be seen from figure 5.7. the fit that was obtained between data and 
simulation is in good agreement with the experimental energy data and as 
such presents further evidence as to the validity of the model developed. 
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5.4 - Conclusion 
The structure of a 2.79 ML, ultrathin film of Ti upon a single crystal AI(100) 
substrate was investigated using MEIS by employing novel data analysis 
techniques. 
By comparing the data in available beam alignments with appropriate 
simulations it was observed that the increased visibility of atoms of both 
elements in the structure was greater than might be expected. In addition, a 
" blocking dip shift to elevated scattering angles, particularly in the one and two-
layer beam alignments, was interpreted as indicating a lattice expansion in the 
uppermost layers of the system. A pioneering method of fitting both an 
increase in interlayer d-spacings and the -amplitude of atomic thermal 
vibrations within the surface structure were implemented. Latterly, the model 
" ' . 
inferred by these investigations was used as a template for a layer-by-Iayer 
compositional analysis of the specimen. The novel technique, involving the 
layer-by-Iayer fitting of a simulation of a candidate crystal composed entirely 
of the deposited element to the MEIS data's surface peak, was undertaken. 
Taking into account all modelling approaches, it was concluded that the most 
appropriate model was one encompassing a +1-0.3 A rumpling of the first 
atomic layer along with a +0.3 A increases in the d-spacing between the 
second and third atomic layers and a thermal vibration amplitude for atoms in 
these layers of 0.2 A. Table 5.3 gives the calculated Ti atomic concentrations 
for the top six layers of the model. 
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Table 5.3 - Calculated Ti atomic concentration percentages showing the 
layer-by-Iayer composition of the 2.79 ML Ag on AI(1 00) film .. 
Layer Number Percentage Ti Composition 
1 47±27 
2 55±20 
3 82±14 
4 0±9 
5 19±14 
6 28±9 
By means of comparison a second depth profiling technique was 
employed in order to study the energy profile of data taken at a random 
incident beam direction, using a piece of IGOR Pro software written by Paul 
Bailey. Using the compositional data gleaned from the previous investigation, 
a fit of the energy profile was obtained which compared favourably with the 
data. 
The modelling of the intermixing of the two constituent elements in this 
system proved to be complicated by significant uncertainty in two other 
variables; the surface interlayer d-spacings and the amplitude of the thermal 
vibrations of atoms for an ultrathin Ti film. This complexity was reflected in 
the uncertainty in the values of the population of Ti in the surface. 
The layer-by-Iayer depth profiling method described here relies on all 
physical parameters of the system being known. If one, or both, of these 
variables could be accurately calculated by another experimental method then 
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the accuracy of such a compositional model would undoubtedly be 
augmented. For example. LEIS could be used to calculate the position of 
atoms in the surface monolayer of the system relative to the substrate by a 
similar method to that used by Choi et al [171 in the study of ultrathin films of 
Ag on AI(100). The LEIS method. used by van de Riet et al [181. might be 
utilised to accurately determine the amplitude.of thermal vibrations of atoms 
within the system. 
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Chapter 6 
Au on Fe(100) 
Medium Energy Ion Scattering (MElS) has been used to investigate the 
growth of Au on single crystal Fe(1 00) substrates at different coverages. It is 
suggested that the Au over/ayer grows in an fcc structure, rotated in azimuth 
by 4So with respect to the substrate. It is also suggested that some 
intermixing between the substrate ,and the over/ayer occurs. In addition, the 
data taken for a multi/ayer structure of 7 ML Fe on 7 ML Au on an Fe(100) 
substrate, post-annealed to temperatures of 10S·C, 227·C, 370·C and S27°C 
were analysed in an attempt to ascertain the amount of intermixing that takes 
place between the constituent species at increased temperatures. It was 
shown that there was evidence of the intermixing of the layers for 
temperatures of 370·C and higher. 
6.1 - Introduction 
A great deal of research has been conducted in the area of Au and Fe thin 
films and multi-layers due to the prospective use of such materials in the 
fabrication of devices exhibiting properties such as giant magnetoresistance 
[1], tunnel magnetoresistance [2] and OSCillatory exchange coupling [3]. Of 
the papers released that fall within the scope of the work described here, the 
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overwhelming majority of them has concerned the study of Fe deposited on 
single crystal Au substrates and the deposition of metallic multilayers of these 
species upon other substrates [4,5]. It has been noted that Fe on Au(100) 
grows as a bcc structure with a 45' lattice rotation and a lattice parameter 
mismatch of around 0.6% [6,7]. Fairly few investigations have been made· 
into the study of ultra-thin films of Au upon Fe single crystal surfaces. 
Of the studies conducted for the growth of Fe on Au substrates, an 
early study in 1993 by Begley et 81 [8] is of note. Their research was built on 
the back of studies by Bader et 81 [9,10] and Lui et 81 [11] that suggested that 
Fe grows at elevated temperatures (between 150'C and 250'C) in a layer-by-
layer fashion, a self-surfactant surface Au layer being seen to mediate this 
growth mode. Begley et al deposited Fe onto the Au(100) surface by means 
of the same resistive heating method employed in the experiments conducted 
, 
in this work, but with the temperature of the substrate crystal elevated to 
150'C. The analytical techniques of quantitative LEED and AES were utilised 
and were reported to show that the first monolayer of Fe deposited grew 
pseudomorphically with the substrate at an interlayer spacing of 1.825 A and 
to be covered by a monolayer of Au (a self-surfactant layer) at an interlayer 
spacing of 1.8SA. Films of thicknesses up to 45 ML were also seen to grow 
pseudomorphically, with gold atoms seen to be segregated in the surface 
region in a disordered arrangement. The 1993 study by Shintaku et al [7] 
discusses the giant-magnetoresistance effect in Au-Fe multilayers on both 
Au(100) and Au(111) substrates, but largely this research falls beyond the 
scope of this thesis .. 
Subsequently, a number of studies were carried out, focussing on the 
reported self-surfactant behaviour of the Au substrate and enhanced solubility 
of Au in the deposited Fe films. Pastor et afs [12]1998 paper contends that 
the relief of strain within an Fe overlayer depOSited on an Au(1 00) surface 
elicits the suggestion that a 3% Au concentration is dissolved into the film, a 
figure which is many orders of magnitude above the bulk solubility of Au within 
Fe. In addition, they observed the existence of an Au surfactant, surface layer 
in common with other studies. The techniques of LEIS, XPS and STM were 
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made use of in pursuing this investigation. Hernan et aI's [13] comparable 
study concerns the sub-monolayer growth of Fe on the Au(100) substrate. 
STM and scattering tunnelling spectroscopy (STS) were employed to attempt 
to ascertain the surface morphology of the deposited films. What the group 
concluded is that layer-by-Iayer growth is mediated by an Au monolayer 
floating above the growing Fe film. Blum et a/ [14] made a similar study by 
LEED and STM that concluded that for growth of below one monolayer, a film 
of Au covers the entire surface of the system. Beyond one monolayer this 
self-surfactant action is reduced with an Fe layer beginning to grow at the 
surface even before the deposition of a complete Fe monolayer. Increased 
deposition only Slightly reduces the amount of Au in the first monolayer up to 
2 ML, at which time the surface undergoes reconstruction and order is 
destroyed. At film thicknesses of several monolayers, bcc Fe growth is 
observed with some Au still visible at the surface. 
More pertinent to this study is the research carried out for the 
deposition of Au on Fe(100) substrates. A study by Bischoff et a/ [15] by STM 
concluded that films of thicknesses under 0.5 ML, deposited at temperatures 
higher than 370 ·C, grew as a surface alloy, and that additional deposition 
caused the demixing of this initial growth resulting in imperfect layer-by-Iayer 
growth with a rough interface consisting of Au islands in, and Fe islands on, 
.the surface of the Fe(100) substrate. A further study by Bischoff et a/ [16], 
\ 
again by STM, suggests that for films of about 0.5 ML grown on an Fe(100) 
whisker at a temperature of 170 ·C and then post-annealed at 700 ·C, an 
island free homogeneous surface alloy layer is formed. The population of Au 
atoms within the films is far greater than would be expected within bulk Fe, 
under which conditions the species are immiscible [17]. 
The template for the work described herein was set by an as yet 
unpublished MEIS study into the growth of Au and Fe multilayers on Fe(110) 
and Au(111) substrates respectively by Noakes et a/ [18]. Both the 
composition and surface morphology of the films deposited were studied and 
provisional findings suggest that twinned Au(111) films grow on the Fe(110) 
substrate and that surface intermixing occurs .. Crystalline Fe films were seen 
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to grow on the Au(111) crystal, again with intermixing of the two species, a 
deposition of 30 A of Fe being required to fully cover the substrate. Regions 
of high Au content were seen to be exhibiting predominantly fcc growth, whist 
, 
regions of high Fe content were seen to be predominantly bcc. Annealing 
was seen to cause surface segregation of Au with considerable intermixing at 
depth. 
6.2 - Experimental Details 
Experimental data described in this chapter was taken as part of the 
collaboration between the Loughborough University Physics Department's 
surface science group and the National MEIS Laboratory. The parties 
involved in the taking of this data were Mike Cropper, Tim Noakes, Paul 
Bailey and Rebecca Derzipilski. The substrate used for the experiments was 
a standard bcc Fe(100).crystal, property of the National MEIS Laboratory, 
Daresbury. 
The surface of the crystal was prepared, in the UHV preparation 
chamber, by subjecting it to successive cycles of argon ion sputtering at 
normal and grazing incidences, followed by a flash anneal. Between the 
sputtering and the annealing of the sample, the surface was scanned using 
AES to evaluate whether contaminants were present. This was done to avoid 
annealing a 'dirty' surface, a mistake that can result in undesirable elements 
being incorporated deep within the crystal. Post-anneal, LEED and AES were 
performed on the surface to ascertain whether the structure and chemical 
composition respectively, were typical for a clean Fe(100) sample. If this 
proved not to be the case then the sputtering and annealing cycle was 
repeated. 
The crystal having been sufficiently cleaned, deposition of Au was 
initiated. This was undertaken using a Caburn MDC resistive heating 
evaporator. Au to be deposited was secured to the evaporator's tungsten 
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filament, and on heating to 1300°C under vacuum in the preparation chamber, 
the evaporant material melted 'wetting' the filament, being held in place by 
surface tension. The thickness of the deposited A~ films was ascertained 
using a quartz crystal microbalance (QCM) of the type described in chapter 
3.3. Using these instruments, Au films of 0.14, 1.5, 5 and 25 ML were 
deposited onto the bcc Fe(100) surface. In addition, a multi-layer structure of 
7 ML Fe upon 7 ML Au on the Fe(100) crystal was deposited and then 
annealed to temperatures of 105°C, 227°C, 370°C and 527°C. The additional 
Fe layer was also deposited by the tungsten filament, resistive-heating 
method. Before and between these annealing steps, MEIS data was taken. 
All films produced were examined using LEED and AES to provide spectra 
useful in an initial, cursory examination or their properties. 
Ion scattering data was collected for all films at beam incidences of 
(110) (single-layer alignment) in the Fe(100) crystal. In addition, for the 1.5, 5, 
and 25 ML Au films and for the multilayer structure before annealing, data· 
was taken aligned in the Au Signal to aid in potential depth profiling 
experiments. 
6.3 - Results and Discussion 
The investigation described here began with looking at the data for the bcc, 
clean Fe(100) crystal surface in an attempt to provide a calibration factor for 
the count yield of spectra taken, by the method described in section 2.4.1, 
with particular reference to equation 2.15. Figure 6.1 shows the clean surface 
Fe(100) data for the three incident beam angles, along with the corresponding 
calibrated simulations. 
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Figure 6.1 - The clean surface data and count-yield calibrated simulation for 
the (110) incident beam direction. 
As can be seen from the figure, the calibrated simulation shows an extremely 
close relationship with the clean surface data, suggesting that the count 
calibration value calculated as the mean of the values for each angular 
channel is accurate. This calibration value is used extensively in the work 
described in this chapter, to allow the count yield , and by extension the 
elemental visibilities in the data to be compared directly with the simulations. 
The precise determination of the simulation/data calibration factor 
makes it possible to look at the visibilities of the elements within the films in 
direct comparison , both with each other and with appropriate simulations. 
Figure 6.2 shows this visibility data for films of all thicknesses, for both 
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constituent elements in the (110) incident beam alignment. The errors 
associated with these values were calculated as the standard deviation for 
five angular channels around the chosen scattering angle. 
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Figure 6.2 - Au (a) and Fe (b) visibilities for the (110) incident beam 
alignment for all the available films and the clean Fe(100) surface. The 
values were calculated for a scattering angle of 85° in all cases. 
It can be seen from the figure that the visibility of the Fe drops rapidly with 
increasing Au deposition. This is an observation that is consistent with the 
idea of the Au adlayer growing layer-by-Iayer in an ordered structure on top of 
the substrate, the additional atoms taking up Fe(1 00) sites and thus 
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shadowing its constituent atoms from the ion beam. The visibility of Fe is 
shown to increase for the 5 and 25 ML films , which is a possible indication 
that Fe intermixes into the Au overlayer. It is worth noting that the substrate 
temperatures during the deposition of these two films were elevated to 55°C 
for the 5 ML film and 100°C for the 25 ML, something that may have facilitated 
such intermixing. 
In an attempt to shed some light on what the structure of the Au 
adlayer might be, the data for the Au signal for each film analysed in the (110) 
beam alignment is presented alongside appropriate simulations in figure 6.3. 
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As can be seen in the figure, the data for coverages of 1.5 ML and above 
show similarity with the simulation for an Au(100) crystal rotated by 45° in 
azimuth , both in terms of the blocking features present and in terms of 
enhanced visibility of Au . Figure 6.4 shows the Fe signal obtained for the 
same scans as those that produced the data presented in the previous figure. 
Looking at the data in comparison with the simulations for an fcc structure 
rotated by 45° and the bcc equivalent without rotation, it is observable that for 
the thinnest of the films the Fe signal retains a bcc signature . At coverages of 
1.5 ML and above, it can be seen that features of the rotated fcc structure are 
present in the data as well as the major bcc blocking dip. It may thus be 
interpreted that for these thicker Au films , the visible Fe is present both in bcc 
sites and in the rotated fcc sites adopted by the Au overlayer. Diffusion of 
substrate material into the overlayer is a likely reason for this . 
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Figure 6.4 - The Fe surface peak data for the (110) incident beam direction 
(1-layer alignment) for each of the films grown . 
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Figure 6.5 - Azimuthal scans of the surface for scattered ion energies of (a) 
77 .5 keV (i n the Fe signal) and (b) . 97 .5 keV (in the Au signal). The scan was 
taken at an incident beam angle of 45°. 
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Further evidence of the structural difference between the film and the 
substrate are revealed in figure 6.5, which shows azimuthal scans of the 1.5 
ML Au specimen, for energies aligned in the Au and the Fe peaks. Figure 
6.5(a) shows data for an azimuthal scan of the 1.5 ML film at an incident 
beam angle of 45°, taken for a scattered ion energy of 77.5 keV, which lies 
within the Fe energy peak. A 45° periodicity is clearly recognisable within the 
plot (although its repeat distance is actually 90°), a feature that is 
characteristic of a bcc structure. By direct contrast, figure 6.5(b) gives an 
equivalent azimuthal scan conducted at a scattered ion energy of 97.5 keV (in 
the Au signal). In this case a clear 90° periodicity is present, a phenomenon 
that is indicative of an fcc structure . 
In summary, it has thus far been shown that the Au overlayer grows in 
a 45° rotated fcc structure, which contrasts with the bcc structure of the 
substrate. In addition , at coverages of 1.5 ML and above, the visib ility of the 
two elements (figure 6.2) coupled with the Fe angular data (figure 6.4) 
suggest that some intermixing may occur between the substrate and the 
adlayer. In an attempt to confirm and quantify any intermixing, depth profiling 
was performed by means of Paul Bailey's IGOR macro. Figure 6.6 shows the 
data fit and profile obtained for the 1.5 ML Au film. 
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Figure 6.6 - Energy plot at a scattering angle of 1040 and an azimuth angle of 
45 0 fo r the Fe aligned MEIS data obtained from the 1.5 ML film (red curve) , 
compared with the compositional simulation (black curve) calculated by depth 
profiling (a) . The vertical light blue line indicates the position of the Au surface 
peak, the vertical black line the position of the Fe substrate peak. The 
compositional profile for the Au in the model is also shown (b). 
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Figure 6.6(a) shows a good fit between the experimental data and the 
simulation for the Au peak. The Fe peak is not well described by the 
simulation, although this is to be expected as the data was aligned in the Fe 
signal , ensuring the total visibility of atoms within the 45° rotated fcc structure 
but not in the bcc structure, the region in which most of the Fe in the system is 
likely to be present. The compositional depth profile of the Au in the structure, 
figure 6.6(b) , which provided the energy spectrum fit displayed in the first part 
of the figure, shows that a pure layer of Au approximately 3 A thick sits on top 
of an intermixed region of the two constituent species . This region extends 
down to 23 A, an Au concentration of approximately 10% being present up to 
18 A before a region where the Au population increases to approximately 
20%. In as much as providing evidence of the intermixing of the elements, 
this result is in line with observations made previously within the chapter. 
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Figure 6.7 - Energy plot at a scattering angle of 104 0 and an azimuth angle of 
450 for the Fe aligned ME IS data obtained from the 5 ML film (red curve), 
compared with the compositional simulation (black curve) calculated by depth 
profiling (a). The vertical light blue line indicates the position of the Au surface 
peak, the vertical black line the position of the Fe substrate. The 
compositional profile for the Au in the model is also shown (b) . 
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Figure 6.7(a) , again shows a good fit between the experimental data and the 
simu lation for the Au peak. As might be expected and as was observed for 
the 1.5 ML film , the Fe peak is not well described by the simulation . The 
compositional depth profile of the Au in the structure, figure 6.7(b) , which 
provided the energy spectrum fit displayed in the first part of the figure, shows 
that a pure layer of Au approximately 3 A thick sits on top of an intermixed 
region of the two constituent species. For this , the 5 ML film , Au 
concentration of approximately 10% is predominant in the region between 3 A 
and 18 A, broken only by a spike in the Au concentration reaching up as high 
as 45 %, between 7 A and 13 A. Again , this result serves as evidence of 
lim ited intermixing of the elements within the structure. 
In figure 6.8(a) a good fit between the experimental data and the simulation 
for the Au peak is shown as collected from the 25 ML Au film . For the same 
reason as previously documented , the Fe peak is not modelled well by the 
simulation. The compositional depth profile of the Au in the structure , figure 
6.8(b) , which provided the energy spectrum fit displayed in the first part of the 
figure, shows that a pure layer of Au approximately 4 A thick sits on top of an 
intermixed region of the two constituent species. From this depth in the film , it 
is seen that a layer of low Au concentration separates two discrete layers of 
high Au concentration , all layers being approximately 5 A in thickness. This 
depth profile shows that significant intermixing of the Fe and Au can be seen 
to occur even at this high coverage . 
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Figure 6.8 - Energy plot at a scattering angle of 104° and an azimuth angle of 
45° for the Fe aligned MEIS data obtained from the 25 ML film (red curve) , 
compared with the compositional simulation (black curve) calculated by depth 
profiling (a). The vertical light blue line indicates the position of the Au surface 
peak, the vertical black line the position of the Fe substrate. The 
compositional profile for the Au in the model is also shown (b). 
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In an attempt to further study the intermixing that might occur in a 
device constructed from Au and Fe, a multilayer structure of 7 ML Fe upon 7 
ML Au on the Fe(1 00) crystal was deposited and then subsequently annealed 
to temperatures of 105°C, 22rC, 370°C and 52rC. The analysis of the data 
obtained for these structures proved to be problematic due to a data 
acquisition error that produced random discontinuities in the data at high 
scattering energies. For this reason , attempts at depth profiling were 
impossible due to the corruption of the surface layer Fe peak. Figure 6.9 
presents the remaining uncorrupted data for the multilayer structure annealed 
at various temperatures. Although limited inferences could be drawn from the 
uncorrupted data, one clear feature that stood out was the peak characteristic 
of the intermediate Au layer. This feature appears in the figure at scattered 
ion energies between 84 keV and 85 keV and its size and position in energy 
can be seen to change with increased annealing temperatures . If the 
spectrum obtained for the multi layer structure that was not annealed is 
compared with the same structure annealed to 105°C and 22r C then it can 
be seen that the visibility of the Au layer has increased for these films , yet the 
position of the peak in energy has not significantly changed . This may 
suggest that the structure of the Fe layer above the Au layer has undergone 
some sort of reconstruction leading to the observed increase in the visibility of 
the Au layer, but the lack of a shift in the energy of the peak suggests that no 
significant intermixing has yet taken place. However, an energy shift in the Au 
peak for the films annealed at 370°C and 52rC can be seen, suggesting that 
at these temperatures some of the Au layer has diffused into the Fe layer 
above. 
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6.4 - Conclusion 
The structure of 0.14 ML, 1.5 ML, 5 ML and 25 ML ultrathin films of Au upon a 
bcc, single crystal, Fe(100) substrate was investigated through the analysis of 
MEIS data by conventional qualitative and depth profiling techniques. In 
addition, data obtained for a multilayer Fe on Au on Fe(100) system was 
, investigated by considering the energy spectra extracted from the data. 
From the inspection of the angular data integrals, it has been shown 
that the Au overlayer grows in a 45° rotated fcc structure, which contrasts with 
the bce structure of the substrate. In addition, at coverages of 1.5 ML and 
above, the visibility of the two elements coupled with the Fe angular data 
suggest that some intermixing may occur between the substrate and the 
ad layer. In an attempt to confirm and quantify any intermixing, depth profiling 
was performed. A degree of intermixing was suggested for each of the films 
of 1.5 ML and above. 
Examination of energy data extracted for the 7ML Fe on 7ML Au on 
Fe(100) multilayer structure suggested that intermixing ofthe intermediate Au 
layer into the surface Fe layer was seen to occur when the structure was 
annealed to temperatures of 370°C and above. 
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Chapter 7 
Conclusion 
This chapter summarises the findings of the investigations into each of 
the systems analysed, with particular reference to the analysis techniques 
utilised. Recommendations for future work on each system are made where it 
is deemed to be appropriate. 
7.1-Ag onAI(100) 
The structure of ultrathin films of Ag upon single crystal AI(100) substrates 
was investigated primarily using MEIS and employing novel data analysis 
techniques. 
The 1.05 ML film was shown to have undergone significant surface 
reconstruction and a novel atom-by-atom, compositional data fitting technique 
was used to investigate the validity of a reported structure for a film of similar 
thickness. It was shown that the model put forward did not entirely describe 
the system evaluated. A more appropriate model for films approaching 1 ML 
for the Ag on AI(100) system was not found. 
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The first six layers of a 3.47 ML Ag film was compositionally analysed 
by means of a novel, layer-by-Iayer VEGAS simulation fitting approach. Table 
7.1 shows the calculated percentage Ag populations of each atomic layer, 
layer being the surface layer. 
Table7.1- Calculated Ag percentages of the layer-by-Iayer composition of 
the 3.47ML Ag on AI(100) film. 
Layer Number Percentage Ag Composition 
-
. 1 76±20 
2 65±11 
3 23±1 
4 51±16 
5 49±17 
6 28±7 
The error values quoted in the table are the asymptotic standard errors of the 
parameters as calculated using the SigmaPlot 10 nonlinear regression 
function. The model obtained from this investigation compared very favorably 
with the experimental data, the R-factor for the fits in the one, two and three-
layer incident beam alignments being calculated as ±6.35 %, ±8.55 % and 
±2.08 % respectively. Results obtained using the new, layer-by-Iayer, 
compositional analysis method were compared with those calculated using a 
typical depth profiling method and the two were shown to be in agreement 
within errors except for the sixth atomic layer. 
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,---------------------------------------------------------
The visibility of the two elements constituting the system created by the 
deposition of the 6.12 ML Ag film strongly suggested that layer-by-Iayer 
growth offcc Ag can be proven to have commenced. This assertion was 
reinforced by the broad agreement between the data and VEGAS simulations 
of 6 ML Ag atop an AI(100) crystal. 
, 
7.2 - Ti on AI(100) 
An investigation into the structure and composition of a 2.79 ML film of Ti 
deposited on a single crystal AI(1 00) surface was conducted by analysing 
MEIS data utilising novel data analysis techniclues. 
By comparing simple fcc(100) surface simulations with the 
, 
experimental data it was observed that whilst the growth mode of the 
overlayer seemed to be unmistakably fcc, an increased interlayer spacing 
between multiple surface layers was evident. In addition, the augmented 
visitiilities of the two constituent elements, along with a reduction of the depth 
of blocking features at low scattering angles was interpreted to indicate a 
possible increase in the amplitude of thermal vibration of surface atoms 
and/or surface rumpling. Novel analytical techniques were employed to 
investigate both the surface d-spacing and the atomic thermal vibration 
amplitudes, the results of which suggested the applicability of a model 
encompassing a +/-0.3 A rumpling of the first atomic layer along with a +0.3 A 
increase in the d-spacing between the second and third atomic layers and a 
thermal vibration amplitude for atoms in these layers of 0.2 A. The 
. compositional, layer-by-Iayer analysis technique used in the study of the Ag 
on AI(100) system was then employed in an attempt to quantify any 
substitutional intermixing of the Ti and AI atoms. Table 7.2 shows the 
percentage Ti population of each atomic layer as calculated. 
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Table 7.2 - Calculated Ti atomic concentration percentages showing the 
layer-by-Iayer composition of the 2.79 ML Ti on AI(100) film. 
Layer Number Percentage Ti Composition 
1 47±27 
2 55±20 
. 
3 82±14 
, 4 O±9 
5 19±14 
6 28±9 
By means of comparison a second, more typical depth profiling 
technique was employed to study the energy profile for a random incident 
beam direction. Using the compositional data gleaned from the previous 
investigation, a fit of the energy profile was obtained which compared 
favourably with the data. 
The compositional analysis technique described in the work is only as 
accurate as the physical parameters of the crystal used in the modelling 
process. As a result, for the model that was developed of the system in 
question to be improved upon it would be necessary to make a quantitative 
investigation of both the surface layer morphology of the system and the 
amplitude of the thermal vibration of atoms within that surface. 
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7.3 - Au on Fe(100) 
An investigation was conducted into the structure and composition of 0.14 ML, 
1.5 ML, 5 ML and 25 ML ultrathin films of Au upon a bce, single crystal, 
Fe(100) substrate by the analysis of MEIS data. In addition, data obtained for 
a multilayer Fe on Au on Fe(100) system annealed at a variety of 
temperatures was qualitatively discussed in an attempt to ascertain whether 
intermixing occurred between the different elements within the system. 
From the consideration of the angular data integrals, it was revealed 
that the Au overlayer grows in a 45° rotated fcc structure. In addition, at 
coverages of 1.5 ML and above, the visibility of the two elements, coupled 
with the Fe angular data, suggest that some intermixing may occlir between 
th~ substrate and the ad layer. In an attempt to confirm and quantify any 
intermixing, depth profiling was performed. A degree of intermixing was 
suggested for each of the films from thicknesses of 1.5 ML upwards. 
The energy data extracted from MEIS spectra obtained from the 7ML 
Fe on 7ML Au on Fe(100) multilayer structure suggested that an intermixing 
of the intermediate Au layer into the surface Fe layer occurred when the 
structure was annealed to temperatures of 370°C and above. 
Generally speaking, the investigation into the Au and Fe system and 
the related mutlilayer was qualitative in nature. In order to make a more 
quantitative analysis it would be necessary to take data at different beam 
alignments. Data collected for multiple layer alignments for the 45° rotated fcc 
structure of the overlaye,r might make it possible to use the layer-by-Iayer 
compositional model used extensively in chapters 4 and 5. This approach 
might also enable a quantitative assessment of the amount of Fe that is 
situated in fcc and bcc sites within the structure. Additionally, random 
alignment data for each film would make it possible to use conventional depth 
profiling techniques. 
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7.4 - General Comments 
MEIS, compared to other techniques based on Rutherford backscattering, is a 
versatile, relatively new and sparsely utilised analysis method. Little work has 
been done on a systematic approach to the analysis of MEIS data and novel 
techniques that might aid in this. The majority of the work described here is 
concerned with the development of these novel analysis techniques and their 
application to a systematic approach to MEIS data interpretation. In 
particular, the layer-by-Iayer compositional analysis technique employed in 
chapters 4 and 5 has not been described by previous groups and has been 
shown to be useful in the characterisation of ultrathin metallic films deposited 
on single crystal metallic substrates. 
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