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Abstract 
Physical infrastructure assets are important components of our society and our 
economy. They are usually designed to last for many years, are expected to be 
heavily used during their lifetime, carry considerable load, and are exposed to the 
natural environment. They are also normally major structures, and therefore present 
a heavy investment, requiring constant management over their life cycle to ensure 
that they perform as required by their owners and users. 
Given a complex and varied infrastructure life cycle, constraints on available 
resources, and continuing requirements for effectiveness and efficiency, good 
management of infrastructure is important. While there is often no one best 
management approach, the choice of options is improved by better identification and 
analysis of the issues, by the ability to prioritise objectives, and by a scientific 
approach to the analysis process. The abilities to better understand the effect of 
inputs in the infrastructure life cycle on results, to minimise uncertainty, and to 
better evaluate the effect of decisions in a complex environment, are important in 
allocating scarce resources and making sound decisions. 
Through the development of an infrastructure management modelling and analysis 
methodology, this thesis provides a process that assists the infrastructure manager in 
the analysis, prioritisation and decision making process. This is achieved through 
the use of practical, relatively simple tools, integrated in a modular flexible 
framework that aims to provide an understanding of the interactions and issues in the 
infrastructure management process. 
The methodology uses a combination of flowcharting and analysis techniques. It 
first charts the infrastructure management process and its underlying infrastructure 
life cycle through the time interaction diagram, a graphical flowcharting 
methodology that is an extension of methodologies for modelling data flows in 
information systems. This process divides the infrastructure management process 
over time into self contained modules that are based on a particular set of activities, 
Vll 
the information flows between which are defined by the interfaces and relationships 
between them. 
The modular approach also permits more detailed analysis, or aggregation, as the 
case may be. It also forms the basis of ext~nding the infrastructure modelling and 
analysis process to infrastructure networks, through using individual infrastructure 
assets and their related projects as the basis of the network analysis process. 
It is recognised that the infrastructure manager is required to meet, and balance, a 
number of different objectives, and therefore a number of high level outcome goals 
for the infrastructure management process have been developed, based on common 
purpose or measurement scales. These goals form the basis of classifYing the larger 
set of multiple objectives for analysis purposes. A two stage approach that 
rationalises then weights objectives, using a paired comparison process, ensures that 
the objectives required to be met are both kept to the minimum number required and 
are fairly weighted. Qualitative variables are incorporated into the weighting and 
scoring process, utility functions being proposed where there is risk, or a trade-off 
situation applies. 
Variability is considered important in the infrastructure life cycle, the approach used 
being based on analytical principles but incorporating randomness in variables where 
required. The modular design of the process permits alternative processes to be used 
within particular modules, if this is considered a more appropriate way of analysis, 
provided boundary conditions and requirements for linkages to other modules, are 
met. 
Development and use of the methodology has highlighted a number of infrastructure 
life cycle issues, including data and information aspects, and consequences of 
change over the life cycle, as well as variability and the other matters discussed 
above. It has also highlighted the requirement to use judgment where required, and 
for organisations that own and manage infrastructure to retain intellectual knowledge 
regarding that infrastructure. 
Vlll 
It is considered that the methodology discussed in this thesis, which to the author's 
knowledge has not been developed elsewhere, may be used for the analysis of 
alternatives, planning, prioritisation of a number of projects, and identification of the 
principal issues in the infrastructure life cycle. 
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Survey of Issues 

Chapter 1 
Introduction 
1.1 BACKGROUND 
Physical infrastructure assets are important components of our society and our 
economy. They are usually designed to last for many years, are expected to be 
heavily used during their lifetime, carry considerable load, and are exposed to the 
natural environment. They are also normally major structures, and therefore present 
a heavy investment, requiring constant management over their life cycle to ensure 
that they perform as required by their owners and users. 
The role of this infrastructure in the economy has been discussed by reports such as 
the well-known "America in Ruins" (Choate and Walter, 1981), which identified the 
relationship between a sound infrastructure and a healthy economy as being crucial, 
and at the same time identified problems associated with the provision of new 
facilities and the replacement I upgrading I rehabilitation of existing infrastructure. 
Works such as this have brought the importance of physical infrastructure to the 
attention of the general public, and have shown the importance of funding the 
building and maintaining this important economic and social link. 
The importance of infrastructure to national welfare can be seen in reports such as 
the Langmore Report (1987), which provided an overview analysis of the position of 
Australian infrastructure, the Economic Advisory Council of Australia (1988) report 
on infrastructure funding, and a range of conferences and papers on the topic of 
infrastructure. These have included papers on the research needs for infrastructure 
(Grigg, 1985) and on life cycle considerations in urban infrastructure engineering 
(for example, Novick, 1990). 
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Other infrastructure issues discussed in the literature and at conferences have 
included infrastructure management processes, deterioration, asset management 
systems, maintenance issues, public consultation, environmental and cultural issues, 
partnering, delivery methods, and asset valuation. 
These topics illustrate the complexity of the infrastructure management process, 
which is compounded by change over the infrastructure life cycle in a diverse range 
of areas such as demand management, environmental conditions, construction 
materials, and the political and social environment. Therefore, the infrastructure 
manager of today is now required to consider not only the operational effectiveness 
and efficiency of infrastructure, but also a range of external factors. Social and 
political forces, and other external factors such as environmental and cultural 
requirements, clearly have a strong influence on today's infrastructure management 
process, as does the increasing need for accountability. 
All of these forces mean that today's infrastructure manager is required to plan and 
make decisions about an infrastructure network in an increasingly multifaceted and 
uncertain world, and in doing so is often required to balance a number of objectives. 
While there is often no one best management approach, the choice of options is 
improved by better identification and analysis of the issues, by the ability to prioritise 
objectives, and by a scientific approach to the analysis process. The abilities to 
better understand the effect of each input in the infrastructure life cycle on outputs, 
to minimise uncertainty, and to better evaluate the effect of decisions in a complex 
environment, are important in allocating scarce resources and making sound 
decisions. 
Through the development of an infrastructure management modelling and analysis 
methodology, this thesis provides a process that assists the infrastructure manager in 
the analysis, prioritisation and decision making process. The methodology uses a 
systems analysis approach, and is closely related to the infrastructure management 
process, assisting the infrastructure manager in the analysis, prioritisation and 
4 
decision making process, through using practical, relatively simple tools, integrated 
in a modular flexible framework. 
1.2 BASIC CONCEPTS 
The process described in this thesis is best understood through an understanding of 
what is meant by "physical infrastructure" and "infrastructure management", the 
concept of the infrastructure life cycle, and what is meant by a systems approach to 
infrastructure management. These concepts are discussed below. 
PHYSICAL INFRASTRUCTURE 
The following characteristics of physical infrastructure assets were provided by the 
Langmore Report (1987). These assets: 
• Exist to support other economic or social activities, not as an end m 
themselves; 
• Incur relatively high capital costs; 
• Have relatively long lives; and therefore -
• Should be managed and paid for on a long term basis. 
These views are supported by writers such as Grigg, who on the first page of his 
book Infrastructure Engineering and Management (1988) states that "infrastructure" 
refers to "the physical systems that provide transportation, water, buildings, and other 
public facilities that are needed to meet basic human social and economic needs". 
This is a quite concise definition, but focuses on a few items of infrastructure only 
and appears directed at meeting the requirements of the individual, rather than 
society as a whole. An alternative, broader view is that physical infrastructure 
consists of the semi-permanent physical installations which form a basis for 
maintenance and growth of the economy. While this omits the societal aspect of 
5 
infrastructure, it is a more general approach, and is a sound basis for defming 
infrastructure, provided it is extended to include these societal aspects. 
Therefore, in this thesis, the term physical infrastructure, often shortened to 
infrastructure, is defined as the semi-permanent physical installations that support 
the maintenance and growth of the economy, and aid the fUnctioning of society. 
While infrastructure as defined above has a broad definition, examples used in this 
thesis tend to be drawn from particular types of infrastructure, and in particular 
roads. This is for convenience only, and the basic principles illustrated may be 
applied to other infrastructure, and in particular to other transportation infrastructure 
such as that which carries water, sewerage and storm water. 
INFRASTRUCTURE MANAGEMENT 
One definition of "infrastructure management" is "the process by which agencies 
monitor and maintain built systems of facilities, with the objective of providing the 
best possible service to users" (Ben-Akiva et. al., 1993, in discussing the use of the 
latent performance approach in infrastructure management). 
While the above definition would often be accepted as a description of infrastructure 
management, it is considered that it is too narrow to fully describe the activities of 
the infrastructure manager as discussed in this thesis. A more suitable definition, at 
a broad level, is that "infrastructure management" Is "the process of planning, 
designing, constructing and operating" infrastructure (Grigg, 1988, p.8), thus 
corresponding to the management tasks of planning, organising, directing and 
controlling. 
As Grigg states, these terms oversimplify the question, as there is "a high level of 
dependence on finance, on project management, and ....... the use of computers for 
management", as well as other aspects such as the political. Other skills needed by 
the infrastructure manager include public consultation and an understanding of 
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environmental and social issues. Thus, Grigg's definition requires extension to show 
that infrastructure is required to be managed in a complex environment. 
Therefore, the definition of infrastructure management in this thesis is the process of 
planning, designing, constructing and operating infrastructure in a complex 
environment. 
CONCEPT OF THE INFRASTRUCTURE LIFE CYCLE 
Central to the process of infrastructure management as defined above is the 
management of the infrastructure life cycle. One concept of this life cycle is the 
period for which an infrastructure asset is operational, or the time between when it is 
built and when it is retired or replaced. 
An extended view of the infrastructure life cycle is provided by the inclusion of 
design and construction activities. This view is commonly used during life cycle 
costing, one definition of which is "a technique that permits the appraisal of the 
owning and operating costs of a facility, component, or material over a selected life 
cycle or estimated useful life period (Ahuja and Walsh, 1983, quoted in Arditi and 
Messiha, 1996 in a paper discussing a survey of life cycle costing in municipal 
construction projects). According to Arditi and Messiha, "the image of a life cycle is 
one of progressions through a number of phases including design, construction, and 
maintenance, and it also includes renewal". 
The end of the life cycle is typically taken as the date in which the infrastructure 
asset is removed from service, or retired. This concept accords with Arditi and 
Messiha's concept of the end of the life cycle. However, it is considered that many 
of the key decisions regarding infrastructure have been made by the time it is 
designed, and therefore the beginning of the life cycle in this thesis is taken further 
back in time, to strategic planning, as it is here where a number of key issues with 
respect to infrastructure development are first set in place. As the case may be, this 
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strategic planning may be for the development of new infrastructure, or refer to a 
strategy to replace existing infrastructure with new infrastructure. 
Thus the term infrastructure life cycle as used in this thesis is the whole life cycle 
from planning through to retirement or replacement. This does not preclude 
application of the methodology discussed in this thesis to the management or 
analysis of part of that life cycle, as long as it is understood that part of the life cycle 
only is being analysed. 
CONCEPT OF SYSTEMS 
A basic dictionary definition of system, which is adopted for use in this thesis, is an 
organised or connected group of objects or, alternatively, a set or assemblage of 
things connected, associated, or interdependent, so as to form a complex unity 
(Shorter Oxford English Dictionary, third edition). The key concept is that a system 
consists of a "set of things and a relation among the things" (Klir, 1985, p.4). Thus it 
follows that a system considers the totality of a number of objects acting together. 
To further quote Klir, " the term 'system' is ... always viewed as an abstraction or 
image of the system and not the real thing" (Klir, 1985, p. 34 in discussing objects 
and object systems). 
This method of viewing the infrastructure life cycle, and its management processes, 
at the abstract, or logical view, is the basis of the modelling and management process 
described in this thesis. 
1.3 MANAGEMENT OF THE INFRASTRUCTURE LIFE CYCLE 
SYSTEMS ASPECT OF MANAGING INFRASTRUCTURE 
As discussed above, the manager of physical infrastructure operates in a systems 
environment. This systems environment applies both to the process of managing 
infrastructure and to the infrastructure life cycle itself. 
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Consider Figure 1.1 (Grigg, 1988, p. 13), which shows one view of the role of the 
infrastructure manager in relation to the infrastructure system and managerial 
sub-systems. 
This diagram shows the interaction between the sub-systems and the infrastructure 
manager, who has the task of managing the infrastructure system. Management of 
the sub-systems includes, for example, the provision of new infrastructure (plans and 
programs, organisation and work management), and the management of available 
resources (organisation and work management, budget, finance, project 
management) as well as the operation and maintenance of existing infrastructure. 
Note the use of information links between the supporting sub-systems, showing the 
inter-connection between the elements of the management system. 
Plans and 
Programs 
Organisation and 
Work 
Management 
Decision Support 
System 
Operations 
Management 
System 
Information Link 
INFRASTRUCTURE 
SYSTEM 
Information Link 
Budgets 
Financial 
Management 
System 
Project 
Management 
System 
Maintenance 
Management 
System 
FIGURE 1.1 INFRASTRUCTURE MANAGEMENT SYSTEM WITH 
SUB-SYSTEMS (modified from Grigg, 1988, p. 13) 
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It can be argued that this diagram is not perfect, as it omits important sub-systems 
such as quality and occupational health and safety. In addition, there are alternative 
ways of representing the systems. For example, in many organisations there is now a 
separation between purchaser and provider, and hence in such organisations the 
organisation and work management sub-system is less applicable at the overall 
infrastructure management level than it has been in past years, this work being 
undertaken by the separate provider arm of the organisation. Similar arguments 
apply to the outsourcing of work. 
It can also be argued that the infrastructure system interfaces with plans and 
programs, planning being an essential part of evaluating repair, replacement, 
rehabilitation and upgrading issues. However, the representation in Figure 1.1 does 
show the complexity of the task of managing infrastructure 
From this systems viewpoint of infrastructure management, it is clear that the task of 
infrastructure management may be considered an inter-disciplinary function, 
encompassing many skills besides that of engineering (Grigg, 1985). Thus, the 
infrastructure management process requires the integration of a number of skills, and 
hence of a number of disciplines, each bringing its own perspective on the important 
issues in infrastructure management. 
COMPLEXITY OF THE INFRASTRUCTURE LIFE CYCLE 
Another perspective on infrastructure management is giVen by the relationship 
between infrastructure and its environment. Consider Figure 1.2, adapted from 
Grigg (1988, p. 56), which shows that infrastructure, while built on a physical 
environment, supports a complex socioeconomic and political system. The natural 
environment provides both physical and environmental inputs to the infrastructure 
life cycle, while the socioeconomic and political environment relates infrastructure 
to the user and the various stakeholders in the infrastructure. Thus, the infrastructure 
manager is required not only to manage the physical infrastructure, but also manage 
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the costs and benefits incurred by the wider community, including political issues, as 
well as a range of external factors. 
These wide management requirements have at least three consequences for the 
infrastructure manager. Firstly, success in managing infrastructure comes from 
satisfying a combination of both agency and external objectives. Secondly, the 
factors impinging on the management process are many, complex, and often not well 
defined. Thirdly, the need to manage infrastructure in relation to a socioeconomic 
and political system means that a number of variables in the infrastructure life cycle 
will be qualitative and associated with community and political perceptions rather 
than measurable quantities. 
Social and Political 
Environment 
i Economic Environment 
PHYSICAL INFRASTRUCTURE 
Natural Environment 
FIGURE 1.2 THE RELATIONSHIP OF INFRASTRUCTURE TO ITS 
ENVIRONMENT (adapted from Grigg, 1988, p. 56) 
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In summary, given a wide range of objectives, internal inputs, external inputs, and 
inputs, combined with often limited resources, it is clear that the infrastructure 
manager is required: 
• 
• 
• 
• 
• 
to understand the infrastructure, its component systems, and its environment; 
to prioritise tasks and expenditure; 
to analyse and resolve issues; 
to manage the external interface, and in particular resolve community issues, 
many of which are qualitative; and 
to implement systems that provide information for this process . 
Because of the potential range of issues involved, it is also clear that the focus of the 
management process requires to be mainly at the strategic and upper operational 
levels of that management. 
1.4 OVERVIEW OF THE RESEARCH 
OBJECTIVE OF THE RESEARCH 
The objective of the research described in this thesis is to develop a process for 
aiding the infrastructure manager in decision making, and in particular for assisting 
in the understanding and prioritisation of that infrastructure from a management 
approach. The emphasis has been on a practical approach, using the management of 
the infrastructure life cycle as its basis. 
As the above discussion has shown, the infrastructure management process involves 
the integration of a number of management systems and interfaces with respect to 
infrastructure, which itself forms part of a wider system. 
Undertaking the infrastructure management task can be highly complex, particularly 
when it is considered that each item of infrastructure itself forms part of a wider 
network, and that its development life cycle has been defined to start at strategic 
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planning and end at retirement. Thus, m its widest concept, infrastructure 
management involves the interfacing and integration of a number of systems. 
Decision making in such an environment rests on the understanding of the 
underlying processes, the ability to analyse and prioritise the main issues, and the 
assessment of alternative courses of action. Good information is critical in this task, 
both for informed decision making and understanding the consequences of actions. 
Any process to assist in this task should be easily understood and flexible, and at the 
same time rest on sound systems and other analysis principles. If it is to be used by 
practitioners, such a process should also be capable of being programmed in readily 
available business software such as spreadsheets and databases. 
This thesis presents such a process. The position of the infrastructure owner, rather 
than that of the suppliers of services for the development of infrastructure, is taken. 
The objectives of the process are achieved through the development of an 
infrastructure life cycle modelling approach which describes that life cycle, in a 
complex environment subject to change and variability, using a systems approach. 
The process accordingly aims at assisting the infrastructure manager in the 
understanding, analysis, prioritisation and decision making process, through using 
practical, relatively simple tools, integrated in a modular flexible framework 
spanning the life cycle of the infrastructure. 
Specific issues addressed include the integration of diverse inputs and relationships, 
variability in the infrastructure life cycle components and relationships, and the 
requirement for the infrastructure manager to meet multiple objectives. 
SUMMARY OF RESEARCH APPROACH 
On the basis that a system represents an abstraction, or logical view, an approach has 
been taken that develops a framework for understanding and analysing the 
infrastructure life cycle from a strategic and decision making point of view. 
Information systems, which like infrastructure require to be implemented in a 
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physical environment, are also commonly modelled using logical approaches, as part 
of their development process. The processes used in the logical modelling 
information systems are therefore considered adaptable to infrastructure systems. 
Methodologies from the information systems development process have been 
adapted and extended to model the infrastructure life cycle. These methodologies 
have included the well known data flow method of information systems analysis to 
model information flows, and structured systems analysis and data modelling 
techniques to develop a hierarchy of detail. 
Once the graphical representation has been developed, relationships are added to it 
to form a framework for analysing the infrastructure life cycle, with a view to 
comparing alternatives or using tools such as sensitivity analysis to assist in 
prioritisation. In developing this framework, potential approaches for modelling the 
infrastructure life cycle and its management have been considered and discussed, as 
have a number of tools from existing approaches. 
Through the application of a systems development methodology to the infrastructure 
life cycle, the process described in this thesis is also able to provide an answer to 
statements such as that "two tools that have promised much but have not yet lived up 
to their potential for infrastructure planning and management are systems analysis 
and modelling" (Grigg, 1988, p. 78). 
Methods used for the research have included literature research, development and 
use of analysis tools, use and adaptation of formulae and methods for infrastructure 
development and deterioration, and interview of practitioners. Multiple objectives 
have been used, based on a weighted score using a paired comparison approach. The 
method used to identify significant variables has been sensitivity analysis. 
Variability of the input variables is considered as well as their mean value, and 
approaches used to incorporate qualitative variables into the analysis. 
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In the process of the identification and analysis on of key life cycle variables and 
relationships, their effects on individual objectives, and combinations of objectives, 
are considered as well as the overall result. In addition, results are reviewed for 
reasonableness. 
An important aspect with the process developed is that it is not intended to take the 
place of traditional analysis processes such as optimisation, regression, and 
analytical processes. Rather, it is a framework in which aspects of these approaches 
can be used to build up a total model of the infrastructure life cycle, either in 
isolation or as part of a network. While the focus is on an analytical approach, 
stochastic variable characteristics are built in as probability distributions which are 
combined into joint distributions using normal laws for combining variables. 
This methodology is considered a total process involving the combination of a 
number of activities, including the use of expert opinion and judgment. These last 
two are seen as important in the understanding of the infrastructure life cycle, and in 
the fuller infrastructure management process. 
BASIC ASSUMPTIONS 
While the process and sub-processes discussed in this thesis are designed to be of 
value for the management of all infrastructure, the thrust is to focus on what is 
termed in this thesis as transportation infrastructure, or infrastructure designed to 
carry a medium such as traffic, water, stormwater, sewerage, or other media, such as 
railway rolling stock, gas, electricity, or slurry mixtures. Therefore, most studies are 
cited from roadworks projects, but the general principles developed are intended to 
have much more general applicability. 
While this process has been developed with infrastructure networks in mind, the 
majority of the discussion focuses on a segment ofthe life cycle single component of 
infrastructure, which is treated as through it is part of a larger network. 
15 
Set Management Requirement, e.g.: 
• Identify Critical Process Elements 
• Prioritise Issues 
• Compare Alternatives 
• Project I Network Planning 
Consider Issues: 
• Level of Detail 
Use Conclusions to 
Further Address Issues, 
Plan Strategies for 
Better Achieving 
Objectives, Prioritisng 
Works, etc. 
• 
INFRASTRUCTURE 
LIFE CYCLE 
• Variability 
• Multiple Objectives 
• Qualitative 
Variables Develop Conclusions 
• Evaluate Effect of Variability on Results 
• Evaluate, using 
Algorithms, Effect of 
Variability in Parameters 
on Results 
• Use Reasonable Limits 
• Be Aware of Truncation 
Issues 
• Review Results for Reasonableness 
• Initial Sensitivity Analysis 
• Evaluate Changes in 
Higher Priority Objectives 
and Weighted Objective 
Groups for Selected Input 
(SIMPtiFIED) 
Multiple Inputs 
' 1 
PLANNING 
Time~ 
~ DEVELOPMENT 
OPERATION 
,, f.,'' Multiple Objectives 
eOth. 
Select Outcome Objectives: 
• Required Level of Service 
• Functional Serviceability 
• Functional Performance 
• Satisfy Externalities 
• Optimise Service Life 
• Maximise Benefits 
• Minimise Costs 
•Other f 
Prioritise Objectives: 
• Rationalise 
• Prioritise using Paired 
Comparisons (e.g., 
Analytic Hierarchy ProT 
Paramet+s 
Perform Initial Analysis (e.g., in 
Spreadsheet) 
Develop Time Interaction Diagram 
• Results in Values of Objectives for 
Selected Parameter Values -
Individual Objectives and 
Weighted Objective Groups 
• May Supplement with other 
Analysis Techniques 
• Assign Parameter Values 
• Consider Utility for 
Qualitative Variables 
~ 
Assign Relationships, 
Using: 
• Relationships Already 
Available 
• Relationships 
Developed through 
Experiment 
• Expert Opinion 
•Judgment 
•etc. 
• Determine Life Cycle Segments to 
Model 
• Divide into Modular Components 
(balance with Integration) 
•Identify Variables 
• Consider Level of Detail 
• Develop Logical Relationships 
• Draw Time Interaction Diagram 
Flowchart (Shows Relationships 
between Variables over Time) 
FIGURE 1.3 FLOW OF INFRASTRUCTURE MANAGEMENT PROCESS 
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Like all processes, that described in this thesis is built upon a number of 
assumptions, most of which have been discussed in this introduction. At the high 
level, the assumptions used are those that follow. 
1. All infrastructure has a definite life cycle. There is a definite start date and 
definite end date to its life. 
2. The life cycle can be divided into major phases, each of which can be 
subdivided into key sub-phases, or stages. This leads to the use of a modular 
analysis approach. 
3. The way in which a stage of the life cycle is managed affects subsequent 
stages of the life cycle. 
4. Infrastructure is closely associated with its environment- physical, social and 
economic. 
5. Infrastructure can be grouped into systems, composed of individual 
infrastructure components, each with its own life cycle. 
6. The purpose of infrastructure is to serve the community in which it exists. As 
part of this service, infrastructure must be provided that is economical, is 
stable for a long time period, and serves community requirements. 
7. During the infrastructure life cycle, external conditions will change. 
These assumptions are basic govemmg principles in the development of the 
infrastructure life cycle analysis methodology,which is shown in diagrammatic form 
in Figure 1.3. This diagram illustrates the basic decision making and analysis flows 
in the infrastructure life cycle and its management. It is intended to both guide the 
reader in the basic understanding of the process used in the thesis and provide the 
basis for practical application of the principles used and developed in the thesis. 
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The centre diagram in this figure shows the three main phases in the infrastructure 
life cycle - planning, development and management - which are further discussed in 
the next chapter, and illustrates the multiple input and multiple objectives 
environment in which the infrastructure manager is required to operate. 
A flow of management issues, decisions, and relevant analysis in managmg 
infrastructure and its life cycle is described around the outside of the centre diagram. 
In this flow process, infrastructure management commences at the establishment of 
the specific requirements of the manager at the start of the management process, 
then proceeds to the consideration and analysis of issues, and finishes with the 
requirement to use conclusions from the analysis process in further addressing the 
issues, planning management strategies, prioritising works, and the like. A further 
cycle may then commence. 
The processes illustrated in this diagram are addressed in more detail in the body of 
the thesis, illustrative examples using these processes being discussed in Chapter 8. 
An area not illustrated in this diagram is the extension of the methodology to 
network situations. This process is considered in Chapter 9, and builds on the 
principles developed in the rest of the thesis. 
1.5 STRUCTURE OF THE THESIS 
This thesis is divided into four parts which form the context of the infrastructure and 
its management, through the issues that require to be addressed and a description of 
the process, to its application and an evaluation of that application. This structure is 
presented in Table 1.1. 
Throughout the thesis there are a number of figures and tables. Unless otherwise 
noted as being attributed (or adapted from) the work of others, these figures and 
tables are the original work of the author. 
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Part Topic Areas 
A Survey of Issues: 
• Introduction 
• Review of Approaches for Modelling and Analysing Infrastructure Life 
Cycle Management 
• The Development of an Integrated Approach to Modelling the 
Infrastructure Management Process 
B Requirements for Modelling the Infrastructure Management Process: 
• Requirements to Meet in an Ideal Model of the Infrastructure 
Management Process 
• Approaches for Addressing the Requirements m Modelling the 
Infrastructure Management Process 
C The Modelling and Analysis Process for Infrastructure Management: 
• Description of a Modelling Process for Infrastructure Management 
• The Treatment of Issues in Applying the Process 
D Application of the Process: 
• An Evaluation of the Process 
• Discussion 
• Conclusions 
TABLE 1.1 STRUCTURE OF THE THESIS 
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Chapter 2 
Review of Approaches for Modelling and Analysing 
Infrastructure Life Cycle Management 
2.1 INTRODUCTION 
In the previous chapter, the management of infrastructure was described in terms of 
a number of interfacing sub-systems, connected by information flows. The system of 
existing infrastructure was a key sub-system in this process, which illustrated a 
systems approach to infrastructure management. A second perspective on 
infrastructure was then provided by showing that the infrastructure system itself both 
rested on the natural environment and supported a complex socioeconomic system. 
This chapter provides a third perspective, the time based infrastructure life cycle, and 
shows that this life cycle consists of an interfacing set of modules which combine to 
form a system, that of the life of infrastructure over time. 
Following a brief review of the infrastructure life cycle, the chapter discusses a 
selected number ~f existing mathematical and statistical approaches to the analysis 
of this life cycle from a management perspective. This firstly considers basic 
approaches and then discusses deterministic and probabilistic modelling approaches. 
In this discussion, well-known theory is not repeated. The emphasis is on the 
application of these methods to the management of a complex infrastructure life 
cycle. 
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2.2 DESCRIPTION OF THE INFRASTRUCTURE LIFE CYCLE 
THE INFRASTRUCTURE LIFE CYCLE- HIGH LEVEL VIEW 
The author considers that the infrastructure life cycle is central to the infrastructure 
management process. Consideration of Figure 1.1, for example, shows that the 
infrastructure management sub-systems represented in that figure can be related to 
this life cycle. Conversely, as discussed in the next chapter, the management of the 
infrastructure life cycle is required to consider wider infrastructure management 
issues such as multiple inputs from a wide range of sources, and other issues such as 
network management and life cycle integration. Thus, the infrastructure 
management process and the infrastructure life cycle are very closely related to each 
other. 
In accordance with the life cycle concept discussed in the previous chapter, the 
author has divided the infrastructure life cycle into the three phases of planning, 
development and operation. Each of these represents a particular set of activities, 
which may then be grouped in sub-phases, as shown in Figure 2.1, which is a logical 
view of the physical infrastructure life cycle. This view provides a breakdown of the 
planning phase into strategic planning and project planning; the development phase 
into analysis and design, and construction; and the operational phase into operation 
and retirement. These phases are shown in chronological order. 
Figure 2.2 shows a more detailed view of the overall infrastructure life cycle, as 
developed by the author. This has introduced a stochastic element through replacing 
the typical arrow between phases by a triangle with its base where the arrowhead 
would normally be. This conceptualisation represents the proposition that variance 
is of importance in understanding the infrastructure life cycle, a proposition that is 
further explored as the thesis is developed. 
22 
"'' 
,.. 
l 1 
I OPERATION I 
I l I OPERATIONAL I I 
PHASE L, r-
i 
I 
RETIREMENT _j 
I 
FIGURE 2.1 SIMPLIFIED CONCEPTUAL VIEW- INFRASTRUCTURE 
LIFE CYCLE 
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Three other points should be noted. Firstly, the life cycle starts at strategic planning 
and continues to retirement, so that there is a full life cycle in the biological sense of 
the tenn. This has been discussed in the previous chapter. Secondly, as the logical 
representation of the life cycle becomes more detailed, it breaks down into 
successively smaller modules. Thirdly, each module, including the sub-modules of 
"maintain" and "review" are connected by an information link. 
Note that while the terms "completed structure", "deteriorated structure" and 
"expired structure" stand for physical quantities, in the logical model they convey 
information in the same way as traditional information terms such as "design 
specification", such information being transmitted between modules. 
It is demonstrated later in this thesis that the interactions within each of the phases 
can be linked at some level of detail, and that events in quite early stages in the 
infrastructure life cycle may affect later events in that life cycle. In addition, 
infrastructure life cycle activities can operate in parallel. This becomes of particular 
significance for networks, in which all phases of infrastructure activity will be 
occurring at the same time, although in different parts of the network. 
In order that the issues in the infrastructure life cycle may be further illustrated, 
examples are provided of the more specific activities that take place during 
construction and maintenance. 
CONSTRUCTION 
Construction, a sub-phase or stage of the development phase of the infrastructure life 
cycle, is a typical example of the complexity of the life cycle at a more detailed 
leveL It is an important life cycle module from the economic viewpoint, as it is here 
(and, possibly, in property resumption) that a large amount of capital is spent in a 
fairly short time. With respect to the role of the infrastructure manager, as shown in 
Figure 1.1, construction is the focus of the "project management" sub-system, and 
thus is a key task of the infrastructure manager. 
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In its traditional sense, construction can be thought of as converting the design 
drawings and specifications into physical infrastructure. One way of viewing this 
traditional approach is to divide construction into the three distinct activities of 
calling tenders (or in the case of a sole invitee negotiating a contract), forming a 
contract with the successful tenderer, and building. This is shown in Figure 2.3, 
developed by the author. 
DRAWINGS SPECIFICATION STANDARDS CONTRACT 
CONDITIONS 
TENDER 
TIME 
~ i 
TENDER DOCUMENTS 
-
I May be ~~ CALL TENDERS I 
I 
PREQUALIFICATION, • I 
PRE-REGISTRATION, c__--,-------' 
PRE-SELECTION, I ~ BIDS 
I or OTHER SHORT -LISTING 1 jl LET TENDERS I . PROCESS I 
l CONTRACT -
I 
Site Preparation 
SetOut 
Excavate 
Foundations 
Build 
Backfill 
I 
Supervision 
Inspection 
As there here may not be a 
formal contract ( eg, day 
labour), or there may be a 
perferred supplier 
arrangement, the contract 
model does not always 
apply, or may apply in part 
only. 
CONSTRUCTION Rnish Quality Assurance 
Quality Control 
Dispute Resolution 
Negotiation 
Design Changes 
CONTRACTOR SUPERINTENDENT 
FIGURE 2.3 CONSTRUCTION- TRADITIONAL VIEW 
Each of these activities is itself detailed. For example, prospective tenderers are now 
often pre-qualified, being required to satisfy a number of organisational, experience, 
legal and other requirements before being permitted to bid for works. Similarly, the 
process for tendering, and for examination of tenders, is now often complex and 
subject to detailed procedures which respect probity and fairness. Building, or the 
actual physical construction process, has traditionally been highly complex, requiring 
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input from both infrastructure manager (acting as superintendent for the owner) and 
contractor in order to deliver the finished infrastructure. How well these activities 
are undertaken, and to what standard of quality, will often be significant in 
determining operating costs of the infrastructure. 
The traditional model above is a common approach to construction. However, there 
are alternative models, including day labour (which can be incorporated in the above 
model through omitting the "call tenders" and "let tender" activities) and models 
such as design and construct, which integrate one of more sub-phases of the 
infrastructure life cycle. Therefore, there are a range of contract delivery 
mechanisms that must now be considered when developing a process for managing 
infrastructure, so adding to the complexity of the infrastructure development process. 
OPERATION 
The long life of most infrastructure means that, except for those few cases where 
infrastructure is developed specifically for a temporary purpose, the operational 
phase is by far the longest in time of any of the infrastructure life cycle phases. It is 
this phase that attracts the bulk of user costs, where they are applicable. 
This phase, which from a management task perspective 1s supported by the 
operations and management systems of Figure 1.1, is the focus of most asset 
management systems and life cycle costing methodologies. The ongoing 
serviceability and performance of infrastructure becomes important in the 
operational phase, and impacts on the maintenance treatments used and the 
replacement I rehabilitation decision. Such serviceability and performance would 
also be expected to be influenced not only by service conditions, but also by 
decisions taken and tasks performed in the earlier life cycle phases, particularly 
during construction. 
The management activities undertaken in the operational phase vary with age. Thus, 
in early life, maintenance would be expected - barring unforeseen circumstances - to 
27 
be basically of a routine nature only, and the infrastructure would also be expected to 
deliver a high level of serviceability. As the infrastructure gradually deteriorates 
with time and reaches it middle life, it requires more constant attention, and there is 
also likely to be work of a periodic maintenance nature (such as surface resealing, 
minor structural repairs) to maintain it in good condition. Finally, it reaches late life, 
in which maintenance will be more frequent and more costly, capacity and loading 
restrictions may be required, and the future of the infrastructure considered. 
Consequent replacement or rehabilitation will commence a new life cycle. 
Figure 2.4 shows a first level breakdown of the tasks, or activities, required by the 
infrastructure manager in the mid life operational management of infrastructure. 
These activities have been divided by the author into the three groups of operations, 
maintenance, and planning, each of which is self explanatory. 
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INTERNAL ~Amount 
LOADING 
Frequency 
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Frequency OPERATION 
EXTERNAL ~'---.-.-.----------,.----' 
LOADING 
AGED 
STRUCTURE 
Amount 
REPAIR AND/OR 
MAINTENANCE 
GROUP 
If not Required 
ABANDON 
FIGURE2.4 MID LIFE OPERATION- TASK VIEW 
Two topics arising from Figure 2. 4 are the loading on the infrastructure and the 
extensive role of decision making. 
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Loading 
Loading on infrastructure is due to both internal and external causes, and is also 
divided into static and dynamic loads. The term "loading" in this case goes beyond 
the normal engineering term relating to force, and for example may include 
environmental impacts such as ground water corrosion, and wear and tear associated 
with traffic flow. 
The intention of this wider definition of "loading" is to provide a means for including 
in one term all factors that have a bearing on the life of the infrastructure. 
Decision Making 
Decision making is part of the process of managing infrastructure. Assistance in 
these decisions at the work level is often provided by maintenance management 
computer software, which may use heuristic processes and business rules to indicate 
what maintenance intervention activity is to be perfonned and when, and is capable 
of producing work schedules, maintenance costing, and the like. 
At the strategic level, decisions are of a different nature, and reqmre different 
information, such as that required to decide major interventions, and to detennine 
the future of the infrastructure. Typical items of information required include 
information about traffic flows (present and future), costs, likely benefits, current 
and likely future condition, structural state of the infrastructure, demand, and life 
cycle performance if the infrastructure. In order that they are correct as far as 
possible, decisions made at this level require the evaluation of options, and may rely 
on imperfect and/or incomplete information. 
The fact that several types of infonnation (and underlying data) have to be provided 
increases the complexity of managing this phase of the infrastructure. 
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SUMMARY 
The infrastructure life cycle, like its management, is complex. However, like the 
management process itself, the life cycle may be broken down into successively 
smaller modules. An important role in managing this life cycle is to make sound 
decisions, and in order to do this an understanding of the interactions and inputs into 
that life cycle is required. 
2.3 BASIC MODELLING APPROACHES 
The process of understanding the life cycle, of prioritising activities, of providing the 
best solutions, and of meeting the best balance of the requirements of stakeholders is 
a demanding one requiring the use of a range of management tools and evaluation 
techniques. 
It is the purpose of this section, and the following two sections, to discuss and 
evaluate selected tools and techniques for this process, firstly at a general level and 
then with reference to particular approaches to modelling the infrastructure life 
cycle, and its component parts, from a management viewpoint 
One way of subdividing the methods commonly used to model systems is into 
deterministic and probabilistic approaches. Saaty and Alexander (1981, p. 4), in a 
text on the development of models, further subdivide deterministic problems into 
descriptive frameworks, in which equations and inequalities are used to relate the 
variables of a problem, and normative frameworks, in which there is normally an 
objective function to be maximised or minimised. This division is used in the next 
section to discuss the two main deterministic sub-themes of equations and 
optimisation procedures. 
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A summary of these approaches is provided by Martin (1996, p. 3), in discussing 
approaches to predicting pavement performance: 
"deterministic approaches predict a single value of the dependent variable from .... 
performance prediction models based on statistical relationships between the 
dependent and independent variables ....... ", and "probabilistic approaches .. . 
inherently recognise the stochastic nature . . . . . by predicting the distribution of the 
dependent variable". 
If the definition of "deterministic" is extended to include mechanistic models as well 
as those that rely on statistical relationships for their formulation, then those 
approaches which can be considered equation based include mechanistic, 
mechanistic-empirical and empirical approaches (Martin, 1996, pp 8-9). 
There is overlap between deterministic and probabilistic approaches. Thus, 
empirical methods may be used to develop probability transition matrices for 
Markov and semi-Markov approaches (Martin, 1996, p. 6). Other problems (Saaty 
and Alexander, 1981, p. 4) contain both optimisation and probabilities, and in such 
cases "the approach would then would ordinarily require maximising or minimising 
expected utilities after first defining the utility or objective function in terms of the 
random variables of the problem". Thus, as discussed by Saaty and Alexander 
( 1981, p. 7), there is interaction between the three modelling approaches of 
equations and inequalities; optimisation; and probability and stochastic processes. 
To support these basic approaches are a large number of tools, among which are risk 
assessment, heuristic approaches, decision analysis, estimation procedures, and so 
on. These methods, which are well known, are not evaluated in this chapter, but may 
be used where appropriate as supporting methodologies to the basic approaches. 
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2.4 DETERMINISTIC APPROACHES 
As discussed, this heading includes the two approaches of equations (including 
inequalities) and optimisation, which also may incorporate probabilistic approaches. 
EQUATIONS 
Applications 
Saaty and Alexander (1981, p. 37) divide equations into five basic types (and their 
hybrids): algebraic, differential (ordinary and partial), difference, integral and 
functional. Probably the most common of these are algebraic (such as road 
roughness progression formulae) and differential (such as growth I decay with time). 
Equations, along with data, provide the important connecting links that unite the 
components of the infrastructure life cycle and its sub-systems. Similarly, they 
connect the infrastructure system with its related systems (economic, social, 
physical) and provide a process for converting data into information used by the 
infrastructure manager in the decision making process. Thus, equations may be 
considered the foundation of other analysis methods. 
An example of a well-known deterministic approach that relies heavily on the use of 
equations is the Highway Design and Maintenance Standards Model (HDM-III) 
(Watanatada et al., 1987). The broad concept of the model is that total costs of a 
road are made up of three interacting cost relationships that are added together over 
time in discounted present values by first predicting physical quantities of resource 
consumption which are then multiplied by unit costs or prices. These cost 
relationships are construction costs, user costs and maintenance costs, and road user 
costs (Watanatada et al., 1987, p. 6). The Transport and Road Research Laboratory 
RTIM2 model (Parsley and Robinson, 1982) has a similar focus. 
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Use of Analytical Processes for Solution 
In many cases, the use of classical processes for solving equations will save 
considerable time in infrastructure life cycle evaluation. This is computationally 
simpler than the numeric methods that are often required to solve analytical 
problems in a complex system. As von Bertalanffy (1973, p. 20) in his book General 
System Theory, stated, "Sets of simultaneous differential equations as a way to 
'model' or define a system are, if linear, tiresome to solve in the case of a few 
variables; if nonlinear, they are unsolvable expect in special cases ...... For this 
reason, computers have opened a new approach in systems research." 
Therefore, solutions using computer based approaches are required for solutions of 
equation sets for other than basic equations. Few equations in infrastructure 
management fall into this category, and so it is concluded that approaches other than 
basic classical equation solving procedures will require to be used. 
OPTIMISATION 
Optimisation, or the process of maximisation or minimisation, is used extensively in 
operations research and other systems related approaches. In infrastructure 
management, optimisation has application to a wide range of situations, such as cost 
minimisation and resource maximisation. The methods of calculus (for the simpler 
optimisation problems) and linear and non-linear programming are familiar 
processes in the presence of constraints, as is the conceptually simpler process of 
ranking alternatives. Optimisation is used in conjunction with both deterministic and 
probabilistic processes. For example, linear programming has been used in 
conjunction with Markov methods in the Network Optimisation System for the 
Arizona Department of Transportation to optimise the highway preservation program 
(Wang et al., 1994). 
Dynamic programmmg is another optimisation procedure with potential use in 
infrastructure management. It is "a mathematical technique . .... for making a 
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sequence of interrelated decisions. It provides a systematic procedure for 
determining the combination of decisions which maximizes overall effectiveness. In 
contrast to linear programming, there does not exist a standard mathematical 
formulation of 'the' dynamic programming . .. the particular equations must be 
developed to fit each individual situation." (Hillier and Lieberman, 1974, p. 248). Its 
·application is to situations that consist of a number of stages, with a decision 
required at each stage. Each stage has a number of states associated with it, and a 
recursive relationship, using a backwards solution procedure, that identifies the 
optimal decision for a stage j given that stage j+ 1 has already been solved. Its 
principle of optimality assumes that once a state has been reached, all further 
decisions are made independent of how that state was reached (Trick, 1997). 
A potential use of this process in infrastructure management is in the optimal 
allocation of resources, an example being budget and other resource allocation at 
network level, given the costs and benefits (which may not necessarily be monetary) 
of different options. An example application of this technique is to the consideration 
of the impact of expenditure constraints on the composition of the best feasible 
group among alternatives in the Expenditure Budgeting Model attached to the 
HDM-Ill model (Watanatada et al, 1987, plO and Chapter 8). This application 
suggests that dynamic programming may have application to the prioritisation and 
planning of the infrastructure management process at network level. 
MULTI-OBJECTIVE OPTIMISATION 
In many infrastructure management situations, it is necessary to simultaneously meet 
multiple objectives. One possible approach to this requirement is to use 
multi-objective programming. 
Feng et al. (1997) have discussed approaches to mathematical programming in the 
use of genetic algorithms - an artificial intelligence based optimisation process also 
applied to road maintenance planning (Fwa et al., 1994a and 1994b) - to solve 
construction time-cost trade-off problems, and have pointed out limitations in 
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multi-objective programming. They state, "in most cases, each objective is evaluated 
depending on the weighting factors. The weakness of MOW (multi-objective 
weighting) is that the overall optimum is achieved at the dominating objective only". 
Feng et al. use a "pareto front" of non-dominated or superior points, which are not 
dominated by other members in the solution space, and therefore have the least 
objective conflicts of any other solutions, which are then claimed to provide the best 
alternatives for decision making. 
Evaluation of Alternatives 
Probably the simplest concept of optimisation is the selection and evaluation of 
alternatives, from which the optimum is selected. This is particularly useful in 
situations in which the evaluation of different policies or strategies is required. 
A variation of this type of approach was used, in conjunction with a decision support 
system, for the selection of optimum flexible pavement strategies in Egypt. The 
process involved the incorporation of future maintenance activities in the initial 
design concepts to achieve structural safety, riding comfort, and economical cost. 
Time stream analysis was used to select the better alternative of least cost I time and 
highest cost I performance ratio for a particular maintenance policy. This was 
followed by a decision support process that ranked policies according to each of 
maximum savings (including user costs) and uniformity of expenditure. The process 
involved ranking each policy by each of these criteria, then combining the two sets 
of rankings, using weights for each criteria, to establish final rankings (Azmy et al., 
1989). 
This process has been designed to develop an optimum maintenance strategy based 
on the requirement to satisfy the combined goals ofperfonnance and life cycle costs. 
The satisfaction of multiple objectives is not always simple, and therefore processes 
require to be developed that provide a balanced approach. While this process is 
conceptually simple, it is considered that an approach that provided a more direct 
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calculation of the weighted average would have been easier again to apply, even if it 
required including the evaluation of both alternatives for a particular maintenance 
policy rather than one. 
SUMMARY- OPTIMISATION 
An issue in optimisation is whether it is applicable to the problem concerned. 
Optimisation, however, is unlikely to be applicable to the whole of the infrastructure 
life cycle, due to the complexity of the underlying issues, the dissimilarities in the 
options compared, or the difficulty in identifYing suitable relationships. 
In addition, although optimisation processes are designed to minimise computational 
effort, there is still likely to be considerable effort involved, given that there are 
likely to be between 50 and 100 separate items in the total life cycle to be evaluated, 
even at a high level of analysis. This effort is in both formulating the problem and in 
the actual computation itself. An example is given by the fact that for a system of m 
equations in N variables (N > m), the total number of basic feasible solutions is 
theoretically equal to the number of combinations of m items out of N (Vemuri, 
1978, p. 280). 
As well as discussing a number of the issues described above with respect to 
multi-objective programming, Feng et al. (1997) have noted that "linear 
programming approaches are suitable for problems with linear time-cost 
relationships but fail to solve those for discrete time-cost relationships". Integer 
programming, or mixed linear and integer programming, may be an option, but, as 
Feng et al. state, "integer programming requires a lot of computational effort once 
the number of options to complete an activity becomes too large or the network 
becomes too complex". 
An important outcome of the above discussion is that while particular optimisation 
techniques may have application only in certain aspects of the infrastructure 
management process, the concept of optimisation subject to constraints is significant 
36 
m processes such as the comparison of alternatives and network planning and 
budgeting. For example, a tender is not accepted simply because it is the lowest. 
Constraints, such as financial viability of the tenderer, experience, and management 
ability also play a role in the decision making process. Similarly, the selection of the 
optimal infrastructure development path over time is subject to a range of constraints 
and dependencies. 
2.5 PROBABILISTIC APPROACHES 
SIMULATION 
Simulation has been used extensively in modelling the behaviour of real world 
models, particularly those that are time based. 
In the infrastructure field, there have been applications of simulation to diverse 
situations, using a range of techniques. Thus, Grigg and Bryson (1975) used a 
closed loop simulation model- system dynamics (for example, Forrester, 1969)- to 
model the financial and water stocks of a water supply utility. Simulation, 
sometimes in conjunction with other methods, has also been used to model aspects 
of infrastructure development, such as construction processes. Wakefield and Sears 
(1997), for example, have used Petri nets to simulate and model construction process 
systems such as concrete placement and earthworks, and Ioannou and Martinez 
(1996) have used simulation in modelling the cost of alternative construction 
methods for tunnels, using matched pairs to minimise the differential impact of 
uncertainty on each of the alternatives. 
Thus, there are a number of areas in the infrastructure life cycle in which simulation 
could be used. For example, dynamic simulation could be used to model over time 
specific outputs such as costs or performance for a range of inputs and relationships, 
or alternatively evaluate the effect of changes in a specific life cycle component on 
outputs. A possible application of simulation, for example, is the range and 
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distribution of costs for the operational phase of infrastructure, which has a range of 
inputs, many of them stochastic. 
PROBABILISTIC INFRASTRUCTURE MANAGEMENT PROCESSES 
Probabilistic models have been used by a number of authorities to predict pavement 
performance and their expected life, and are commonly used as the basis of 
pavement management systems. 
They recognise that there are errors in the assessment of pavement condition and that 
pavements and the variables that influence their behaviour are inherently non-
homogeneous. Consequently, pavements often perform better or worse than 
predicted by a deterministic approach. A probabilistic approach assigns various 
probabilities to the future condition of the pavement (Martin, 1996, p. 5) 
There are several different approaches to probabilistic modelling. A common 
approach is to use survivor curves of pavement performance over time or cumulative 
traffic loading. They are usually based on historical records of pavement 
performance for a given location, condition, and maintenance and rehabilitation 
strategies (Lytton, 1987, quoted in Martin 1996). Such models are usually locality 
specific and focus on the probability of a particular intervention being required. A 
major use· for such models is the forecasting of budgetary requirements for 
infrastructure rehabilitation or replacement. 
Martin (1996, p. 6) has cited the use of a probability density function (often a 
Weibull distribution) derived from a survivor curve, as the basic form for a time to 
failure model, assuming the pavement age at pavement failure is a random variable. 
This approach also assumes that the average life expectancy of a pavement is a good 
indicator of its performance. Martin has stated that the time to failure approach has 
also been applied to "the maintenance and rehabilitation management of pavements 
where pavement condition is defined in terms of a unique maintenance control index 
.. . . The effect of maintenance and rehabilitation on the pavements is treated in a 
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probabilistic way by predicting pavement performance post maintenance and 
rehabilitation." 
Markov Approaches 
The Markov approach, which as applied to pavements assumes that the future 
condition of pavement is based on its existing condition, and that the probability of 
changing from one pavement condition (or condition state) to another state is 
independent of time, and its modification the semi-Markov approach, are used in 
infrastructure modelling (Martin, 1996, pp 6-7). 
Thus, as previously discussed, Wang et al. (1994), as well as a number of others 
(Martin, 1996, p.7), have used Markov processes in conjunction with linear 
programming for modelling pavement prediction and life cycle costing at a network 
level. Similarly, Markov related processes have been used for modelling pavement 
treatments and life cycle cost analysis at the project level. An example is the state 
increment method for highway life cycle cost analysis developed by Ravirala and 
Grivas (1995). 
A cited disadvantage with the Markov approach is its assumption that changing from 
one condition state to another is independent of time. This assumption ignores 
non-load or environmental effects (Martin, 1996, p. 6), or leads to problems when 
combined with dynamic programming in determining the minimum cost sequence of 
treatments, the effects of which are not independent of time (Ravirala and Grivas, 
1995). 
The semi-Markov process differs from the Markov process by the assumption that 
the time spent in each stage is a random variable which is a function of both the state 
the process is in and the state to which it is changing (Saaty and Alexander, 1981, p. 
90). 
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Ravirala and Grivas (1995) have remarked that improvements noted in the 
application of the semi-Markov process to pavement management include the 
overcoming of the problems with project costing; ease of using engineering expertise 
to aid the process of defining transition times; and the more realistic assumption that 
transition depends on the time in the current state. Listed disadvantages include the 
requirement of the complete enumeration of all possible life cycles, and for each life 
cycle scenario the need for laborious analytical work to derive expressions for the 
probability of a pavement section being in each state. 
Ravirala and Grivas present a state increment method to overcome some of the 
disadvantages of the Markov and semi-Markov methods in life cycle cost analysis for 
project level evaluation of highway infrastructure maintenance operations. This is 
based on the concept of "defining controls that transform the pavement condition 
from one state to another. A 'control' is a conjunction of treatments planned and the 
resulting change in pavement conditions as a function of time . . . . . . Treatments must 
be chosen after each observation of the pavement state; and based on the state and 
the treatment chosen, the probability density function corresponding to the transition 
state to arrive at a future state must be specified". The process incorporates a 
dynamic programming computational procedure for life-cycle cost analysis. 
Claimed advantages of the state increment method are an easier framework to 
capture engineering expertise in predicting the effect of treatment on pavement 
conditions, accurate modelling of uncertainty associated with condition changes, and 
better computational efficiency than the more traditional Markov approaches. 
Limitations include the requirement to decide what combinations of different types 
of maintenance are meaningful for consideration in the life cycle cost analysis; the 
task of performance prediction (which in tum relies on good historical data); and that 
the method is designed for the project level, and may therefore be too detailed to use 
as a network level procedure. 
It is noted that in both of the papers cited, engineering judgment and expertise was 
required as part ofthe modelling and management process. In the case of the Wang 
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et al. paper, engineering judgment was used to fill those transition probabilities that 
did not occur frequently over the previous 10 years. The paper by Ravirala and 
Grivas cited the use of engineering expertise to aid in the process of defining 
transition times in a semi-Markov evaluation process, and to develop information 
with respect to state increment controls. 
2.6 DISCUSSION 
INFRASTRUCTURE LIFE CYCLE 
It has been demonstrated with the brief description of the infrastructure life cycle 
that this life cycle is quite complex, having in it eight main sub-phases (including 
retirement), each with its own output, plus decision making points. Further 
examination of two of these sub-phases - construction and operation - showed that 
even at fairly high level, there were a number of management tasks undertaken and 
decisions required, as well as a range of inputs, processes and outputs. As these can 
in turn be further broken down, it is easily seen that the infrastructure life cycle is 
quite complex, even at the project level. 
Grigg (1988, p. 12) has stated: "Managing an aggregation of large-scale systems 
called 'infrastructure' is too complex to be reduced to a system ......... however, there 
are certain 'systemic' elements that enter into the equation for success". However, 
while it may be difficult to reduce the infrastructure management process to a single 
system, it has been demonstrated that this process can be reduced to inter-related 
modules, which together make up a single complex system. 
This complexity is further increased when it is understood that physical 
infrastructure is part of a larger set of economic, social and physical systems; that a 
number of supporting systems are required to manage it; that in tum it is part of a 
larger network of other physical infrastructure; and that infrastructure is subject to 
change over time. The result is that any process to manage infrastructure is required 
to take account of complexity. 
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MODELLING PROCESSES 
The processes described in this chapter describe some of the more common 
approaches either used or potentially able to be used to mathematically or 
statistically model the infrastructure life cycle, or significant components of that life 
cycle, from a management viewpoint. 
They are a part of a much more comprehensive suite of approaches able to be used in 
complex systems analysis. Graphical solutions, including network models, for 
example, have been omitted, except for a brief reference to Petri nets which were 
used for the dynamic simulation of a construction process. This has been deliberate, 
as the focus has been on analysing the infrastructure life cycle and its management 
from a mathematical and statistical viewpoint. In addition, the infrastructure 
management problem is not one of optimum paths through a network, but rather one 
of understanding the main factors in the infrastructure life cycle and of making 
optimum decisions. While a graphical approach appropriate to representing the 
infrastructure management process and its underlying life cycle through time is 
proposed as the basis of the modelling process later discussed in this thesis, it is not 
intended to be a substitute for analysis. 
The other main set of analysis processes not discussed in this chapter are the 
supporting tools, such as those outlined in Section 2.3. This again is deliberate, as 
the aim of this chapter has been to discuss potential infrastructure life cycle 
modelling approaches at a reasonably broad level. Further discussion regarding 
relevant supporting tools will take place where they are introduced into the 
discussion. 
There were four main classes of modelling process considered - equation based 
models, optimisation, simulation and probabilistic infrastructure management 
processes. These are discussed below. 
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MATCH OF METHODS DISCUSSED TO MODELLING THE 
INFRASTRUCTURE LIFE CYCLE MANAGEMENT 
Equation Based Models 
Equations were shown to be important in defining relationships in the infrastructure 
life cycle, but required considerable computational effort to solve more than the 
most basic set. This placed a limit on the use classical equation solving approaches, 
which, however, are extremely efficient in those areas in which they can be applied. 
Practical equation based models, such as the HDM-III and RTIM2 models, are 
normally founded on an empirical basis, or a mechanical-empirical basis. Typically, 
these methods seem aimed at economic analysis and planning, not being intended for 
final engineering design. The general application approach is generally one of the 
calculation of resource quantities, plus input pricing and user costs, to develop a total 
life cycle cost. 
The reliance of such models on quite rigid equations means that in application they 
ignore the stochastic and changing nature of infrastructure, and require to be 
calibrated when used outside the geographical areas, or circumstances, for which 
they were initially developed. 
Their rigidity also means that they are not suitable for modelling other than a very 
small range of infrastructure types, of similar construction, in a similar climatic area 
to that where they were developed, and with similar infrastructure use and 
management practices. This is borne out by the fact that the road deterioration 
sub-model of HDM-III, suitably calibrated, is fairly widely used, but there appears to 
be less use made of the other modules in this method. Perhaps the main concern 
with rigid models such as these is that they are not easily adaptable to change. 
It is concluded that approaches based on equation solution can be very efficient, but 
are limited in their application. In addition, such models based on definite 
relationships between variables are also limited, being quite rigid, not readily 
43 
transportable, and unable to adapt to change. However, they can be the source of 
good relationships for an overall modelling process. 
Optimisation Methods 
The complexity of the life cycle, with its many modules and sub-modules, each 
connected by information links but often self-contained within, and subject to 
change over time, makes it difficult to apply the optimisation processes based on 
mathematical programming to the entire life cycle process. Not only do they make 
demands on computing time, but also they would be complex to use where different 
sets of objective functions and constraints require to be optimised (such as for 
different maintenance strategies, processes, or policies), in most cases different 
objective functions and constraints being required for each optimisation problem. 
Linear programming and its derivatives would be difficult to apply to a complex 
infrastructure life cycle, except in a limited way to discrete modules. Dynamic 
programming may be suitable for purposes such as cost minimisation, or for resource 
allocation at the network level (as with the HDM-III example). A cited disadvantage 
with this method being that with a large number of options, and therefore of possible 
states, "In many problems, the state space becomes so large that excessive 
computational time is required to solve the problem by dynamic programming" 
(Winston, 1994, p. 1041). While processes may be put in place to minimise the time 
taken to process dynamic programming problems, this computational aspect, plus the 
time required to formulate complex dynamic programming problems, mitigates 
against its use in large and complex situations .. 
When considering the application of optimisation procedures, it requires to be 
understood that while they may provide an estimate of the best mix of inputs to 
achieve the optimum output, they do not aid understanding of the underlying life 
cycle processes, or the importance of any factor in the life cycle with respect to the 
outcome. Thus, such processes fall short of being able to describe one of the most 
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important roles of the infrastructure manager, that of understanding the 
infrastructure, and its component parts. 
Therefore, while formal optimisation procedures based on programming principles 
can assist in identifying the constraints within which the infrastructure manager must 
work, and while they may be useful in optimising resource allocation to satisfy 
particular objective functions, they are not considered suitable as a general 
modelling tool for the whole infrastructure life cycle and its management. 
The evaluation of alternatives is an option for optimisation over the whole life cycle, 
particularly where the evaluation is between a series of different approaches, policies 
and strategies, or requires working through a series of processes. Such systematic 
evaluation also has the potential to be applied to multiple objective situations, and 
allows, through its working, understanding of the underlying processes. The 
limitation is that the range of potential solutions requires to be reasonably small. 
Simulation 
Simulation has the advantages that it is not conceptually difficult, and that the 
process of establishing and operating the model lead to improved understanding of 
the process. Thus, for example, a good understanding of the effect of a given 
variable on a particular output may be obtained from studying the relationship 
between input and output. The process of developing a simulation process also 
makes it necessary to carefully consider the relationships between variables if a 
robust model is to be obtained, and this also aids understanding. Simulation may 
also be used for modelling change over the infrastructure life cycle. 
However, a simulation process is unlikely to be easily applied to the whole 
infrastructure management process, or a substantial portion of it. A reason is that the 
large number of variables and relationships involved can make the simulation time 
consuming and costly to construct and run (Winston, 1994, p. 1253). A further 
disadvantage is that with complex systems, the simulation model would have a 
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tendency to become unwieldy, and therefore there is a danger that not all significant 
scenarios would be tested, contributing to potential imprecision regarding the results. 
A further cited disadvantage is that "simulation yields only numerical data about the 
performance of the system, so that it provides no additional insight into 
cause-and-effect relationships within the system except for the clues that can be 
gleaned from these numbers" (Hillier and Lieberman, 1974, P: 650). 
As an illustration of the computational issues, different activity groups (for example, 
design, construction, and operation, and their sub-groups), which follow each other 
logically in time, will have different sets of relationships and therefore will require 
different models to represent their processes. Because the result of the modelling of 
each activity group is an input to a (later) activity group, the number of potential 
combinations is therefore high. 
A Monte Carlo approach, which treats each simulation independently (Winston, 
1994, p. 1199) may be suitable at high level for modelling and analysing the 
infrastructure life cycle. As such an approach does not evolve over time, it is useful 
for evaluating the effect of random inputs on results, or for comparing alternative 
approaches. However, it is subject to the same criticisms as other simulation 
processes. In addition, it would be necessary to ensure that significant stochastic 
variables were captured by the simulation. 
Probabilistic Infrastructure Management Processes 
The application of probabilistic infrastructure management processes is likely to be 
restricted to the operational phase of infrastructure. In this phase, they have been 
used for modelling infrastructure performance, assisting to determine infrastructure 
management practice, and forming the basis of life cycle costing. Both network and 
project specific applications have been described, the network level application 
appearing to have most acceptance (Martin, 1996, p.6). 
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Probabilistic based deterioration models require historical records. This applies both 
to survivor curve approaches and the transition probabilities for Markov processes 
(Wang et al., 1994). In addition, a clear understanding is required of what 
constitutes pavement condition or failure. This requires both clear definitions and 
the use of judgment, a factor also cited by the papers by both Wang and Ravirala and 
Grivas (1995) in applying Markov based processes. 
A disadvantage of the reliance on historical records is the inflexibility of the process 
to change. Hence, the introduction of different construction types, or the use of 
different maintenance practices, requires redefinition of the survivor curve, transition 
matrix or infrastructure states as the case may be. 
While these processes assist in formulating the types of relationships for pavement 
performance, can provide a good estimate of the likely average state of infrastructure 
(particularly at network level) over time given a particular set of infrastructure 
management practices, and can assist in defining best maintenance practice, they do 
not provide an understanding of the underlying factors in infrastructure deterioration. 
This is because of their reliance on statistical relationships rather than an 
understanding of the underlying processes. Therefore, they are not suitable for 
modelling the whole infrastructure life cycle. However, where they are part of an 
overall modelling and analysis process, such methods may be used in estimating 
likely outputs from a segment of the infrastructure life cycle given inputs, time of 
modelling, and other necessary information. 
2. 7 CONCLUSION 
The infrastructure life cycle is complex, is composed of a number of distinct phases 
each with its own set of processes, interacts with its environment, and requires 
consistent and vigilant management. 
This thesis explores the issues in developing a process to manage this complex 
system. Each of the existing infrastructure modelling processes described in this 
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chapter discussed can perform part of this process, subject to suitability and 
availability of the requisite information, but apart from some deterministic models 
which have been designed for specific purposes, and possibly Monte Carlo 
simulation, have not been designed for the whole life cycle. 
The modelling processes reviewed have both advantages and disadvantages in 
modelling the infrastructure life cycle, or some of its component modules. From a 
general point of view, simulation is likely to be the only approach that can 
effectively be used to model the whole infrastructure life cycle at a wide range of 
levels of detail and scope. However, given the complexity of the life cycle, a less 
resource hungry and simpler method would be quicker and easier to use, and may 
produce better results. 
To be of value, any alternative to the approaches discussed in this chapter should be 
flexible, aid understanding of the infrastructure life cycle, and fairly meet the 
requirements of multiple objectives. Such an alternative should also be able to 
evaluate alternatives that deal with differing policies or strategies, and preferably be 
relatively easy to understand and use. 
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Chapter3 
The Development of an Integrated Approach to Modelling the 
Infrastructure Management Process 
3.1 INTRODUCTION 
The last two chapters have shown that the management of physical infrastructure, its 
environment, and its life cycle can each be represented logically by a system 
consisting of a number of sub-systems. While there are a number of approaches that 
may be used for mathematically and statistically modelling segments of this life 
cycle, there are no life cycle modelling methodologies that the author is aware of that 
can be used for the whole life cycle while also meeting a number of basic 
requirements such as flexibility, aiding understanding, and fairly meeting the 
requirements of multiple objectives. 
In this chapter, the complexity of the infrastructure life cycle is further explored in 
the context of the infrastructure management process. 
An integrated approach to infrastructure management, with emphasis on 
management of the life cycle, is then discussed, along with the challenges that an 
integrated approach can present. The term integrated is used in the sense of parts or 
elements combined into a whole (Shorter Oxford English Dictionary, third edition). 
This is followed by a discussion of the issues involved in the process of managing 
infrastructure assets in a complex environment, and in developing a suitable 
modelling process. 
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3.2 SCOPE OF THE MODELLING PROCESS 
LENGTH OF THE LIFE CYCLE 
The concept of the infrastructure life cycle given in the introductory chapter to this 
thesis has been that it extends from strategic planning to retirement. The purpose of 
this was to ensure that decisions made in strategic planning would be considered in 
the infrastructure management process. From a practical point of view, however, 
while the decisions made in early planning studies should be taken into account 
during the infrastructure life cycle, the life cycle of infrastructure effectively begins 
in the later stages of strategic planning, rather than during the initial broader studies 
such as town planning requirements, urban I rural development, network capacity, 
and social issues. 
A distinction also should be made between the life cycle of the corridor which the 
infrastructure occupies and the infrastructure assets within that corridor. The 
corridor life cycle can be considered as starting from the point when a decision has 
been made to develop infrastructure to service a particular requirement, and to end 
when the infrastructure is withdrawn from service. 
During this larger life cycle, which may well extend into perpetuity, there are 
intermediate life cycles of various lengths, during which new infrastructure assets are 
constructed, or existing assets are rehabilitated. These smaller life cycles themselves 
support smaller life cycles again. Each of the smaller life cycles can itself be 
considered as consisting of the three phases of planning, development and operation. 
A roadway is a good example of the above. The road corridor may have a life well 
into perpetuity. A number of primary infrastructure assets, road pavements~ each 
with a pavement life of (say) 20 years are constructed over its lifetime. These in 
turn support secondary assets, such as seals with (say) 6 to 7 year lives. 
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Given these differing life cycles for a particular type of infrastructure, a decision 
required for the modelling process is a suitable life for the infrastructure concerned. 
Nonnally, it would be expected that the primary infrastructure asset (the pavement 
example above) has a life of manageable length and hence represents a convenient 
unit for modelling and analysis purposes. However, there will be cases when there 
are exceptions to this rule. 
Regardless of whether the corridor life cycle is modelled, or modelling concentrates 
on the life cycle of a particular infrastructure asset, analysis of the whole life cycle is 
the analysis of a range of different sub-systems, each with its own set of internal 
relationships. 
These sub-systems are connected over time. One consequence of this 
inter-connectivity is that, except for the initial set of activities, each time segment in 
the life cycle is directly or indirectly impacted by earlier parts of the life cycle. This 
means that full analysis of a particular life cycle segment activity requires to 
consider the influence of all activities and other inputs affecting that segment, 
regardless of when they took place. A second consequence is that the nature and 
fonn of the relationships between life cycle components becomes important. 
Thirdly, it is quite possible that the three life cycle phases of planning, development 
and operation could be occurring at the same time in the same section of 
infrastructure, and certainly in the same network. Planning and development 
activities for the life cycle of a successor infrastructure asset would therefore be 
expected to occur in the late operational phase of the life cycle of the existing asset, 
in order to provide a smooth transition between the life cycles. Such issues add 
complexity to the infrastructure management process, particularly in the wider aspect 
of network management. 
INFLUENCES ON THE INFRASTRUCTURE LIFE CYCLE 
One consequence of a life cycle that includes planning and development is the 
requirement of the infrastructure manager to manage a range of influences on the 
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infrastructure life cycle. These influences also arise out of the interaction of the 
infrastructure with both the socioeconomic system which it supports and its physical 
environment. The consequence of managing these diverse influences is that the 
management task goes beyond engineering management into the management of a 
range of social and environmental issues. 
The author has identified a number of influences in this project, and these are 
illustrated in Figure 3.1. They arise not only from the engineering requirements of 
technology, economics and management, but also from social and political 
influences such as legislation, social needs, environmental requirements, and the 
political environment. 
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FIGURE 3.1 COMPONENTS OF THE INFRASTRUCTURE 
ENVIRONMENT 
This provides an inter-disciplinary, enlarged aspect to the infrastructure manager's 
duties. Consequences of this include the necessity to evaluate: 
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• Both the relatively easily measured "hard" engineering and financial issues, 
and less easily measured "soft" issues; 
• The requirement to balance objectives sourced from a number of areas. 
A further result is that the number of data elements to be considered can be quite 
high. Figure 3.2, developed by the author, shows over 90 reasonably high level data 
elements that require to be collected for the life cycle analysis of a road section. 
These data elements tend to flow out of the influences on the infrastructure life 
cycle, the large number of these elements, each of which will have sub-elements, 
indicating the complexity and detail of the analysis process. 
NETWORK COMPARED WITH SINGLE INFRASTRUCTURE UN1T 
Most infrastructure is part of a wider network. There are advantages with network 
management, such as using information from one part of the network in managing 
other parts. This has been done, for example, in bridge network management in 
Japan, where, according to Itoh et. al (1997), history data from one bridge has been 
used to assist management of other bridges in the network. 
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Breadth of Management Focus 
However, while there may be some advantage in managing networks, they provide 
some different issues from those of single infrastructure. As stated by Ravirala and 
Grivas (1995), for example, "it is well recognized that what is best for individual 
pavement sections is not necessarily best for the network as a whole". This arises for 
a number of reasons, one of them being financial. For example, high quality 
maintenance applied to one section of infrastructure may well draw funds from other 
sections, which consequently deteriorate at a faster rate than the favoured section. 
This interdependency between elements of the network means that it becomes 
important at the network level to consider the optimum use of funds and that, in turn, 
it is necessary to have a means of comparing competing requirements across the 
network. 
Network management is therefore focused on long term strategic issues that affect 
the network as a whole, while the management of particular sections of 
infrastructure is focused on project level issues that require considerably more detail. 
While this detail can be aggregated up into the broader network picture, 
concentration on it will mean that network wide issues are not properly considered. 
On the other hand, concentration on the whole network leads to the loss of the more 
detailed information. 
Simultaneous Occurrence of Different Life Cycle Phases 
The likelihood of all three life cycle phases occurring simultaneously in a network is 
also much higher than with single infrastructure assets. The network therefore 
cannot be treated in the same way as a single infrastructure asset, for which each life 
cycle phase can normally be treated as a separate time segment. 
One approach for dealing with this issue is to divide time, with respect to networks, 
into (normally equal) periods, which together will add up to a single time segment of 
the life cycle. This means that the focus is on that part of an activity, or life cycle 
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time segment, that occurs within a particular time period. With this approach, 
provision is also required for life cycle stages that begin and end part of the way 
through time periods. The normal practice of budgeting expenditure for annual time 
intervals makes the year a convenient period for most situations. 
Information Requirements 
The type of data collected for networks may vary from that for single infrastructure. 
Thus, there is more spatially related information required, and varying stakeholder 
views, for different parts of the network, may also require to be considered. 
When the network consists of different types of infrastructure, a further set of 
problems arises. One such set of problems flows out of the use of asset management 
systems to manage such systems of multiple infrastructure, particularly in smaller 
jurisdictions. Lee and Deighton (1995), have discussed the issues in such a process, 
the expansion of pavement management systems into infrastructure management 
systems, and have highlighted considerations in such expansion with respect to both 
geographic and other information. One such issue is the need to have consistent 
cross-referencing in order to streamline the management process and to better 
analyse infrastructure wide issues such as consistent comparison ofbenefits. 
Another potential issue in multiple infrastructure networks, or in interfacing different 
network systems, is that of managing boundary issues. These are normally a 
problem when constructing new infrastructure of one type that requires relocation of 
other infrastructure, or when maintaining infrastructure that crosses a different type 
of infrastructure (a pipe under a road, for instance). Like the cross-referencing issue, 
this highlights the co-ordination problems in all phases of the infrastructure life cycle 
in network management, many of these being related to the management process as 
well as technical issues. 
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SUMMARY 
The sequential nature of the infrastructure life cycle requires consideration of the 
inter-relationship of activities. In addition, there are a range of influences on the 
infrastructure life cycle, leading to the necessity for the infrastructure manager to 
consider a range of inputs and processes from different sources, and to balance a 
number of results. 
This requirement to balance a range of activities and results extends to network 
management. While such network level management may be synergistic through the 
sharing of information about similar infrastructure assets, it also requires a different 
emphasis from the management of a single infrastructure asset, in which the issues 
are those associated with that particular asset. The complexity of the management 
task is increased when managing networks consisting of different types of 
infrastructure. 
3.3 INTEGRATION OF THE INFRASTRUCTURE LIFE CYCLE 
The task of dealing with varied interactions in a complex infrastructure life cycle, 
and of dealing at both the individual asset level and a network, presents a challenge 
to the infrastructure manager. At the more detailed infrastructure level, an important 
decision in dealing with this balance of priorities is whether to relate them to an 
integrated life cycle, or to consider the life cycle as a set of separate segments, each 
acting independently of the other, or to have a mixture of the two extremes. 
This section and the next consider the question of integration in infrastructure 
management, through discussing aspects of integration in the literature, and then 
considering a number of relevant issues. 
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INTEGRATION OF THE INFRASTRUCTURE DEVELOPMENT PROCESS 
Design and construct contracts, and similar approaches, such as Design, Build, 
Finance and Operate (DBFO) contracts, combine one or more stages of the 
infrastructure life cycle. Contracts of this type, along with partnering approaches 
between owner and provider, which also aid the integration process through bringing 
together the aims of certain stakeholders, are becoming used in a range of situations. 
The use of such approaches provides alternatives to traditional models of works 
delivery, and therefore provide opportunity for infrastructure managers to consider a 
range of options, and compare these. Understanding how the total infrastructure life 
cycle is constructed is necessary if sound decisions are to be made regarding the type 
of delivery method used. 
The increasing attention to integration in infrastructure development is evident by 
the proposal that an "engineering systems integration" discipline is emerging that 
treats project delivery and project financing as variables to be managed in the 
infrastructure development process, rather than as constants with respect to which 
engineers and planners have no input or control (Miller, 1997). A framework that 
uses this approach has been used to classify the proportions of projects delivered by 
various delivery methods and financing in the United States and Hong Kong. In his 
conclusions, Miller states that engineers "are playing an increasing role as integrators 
in the development of alternative strategies for the delivery and finance of civil 
engineering projects." 
While the claim that a new engineering discipline is emerging may be open to 
argument, it is clear that innovative forms of infrastructure development and delivery 
are continuing to emerge, and that a greater understanding is required of the 
integrated infrastructure life cycle than in the past. 
That different methods of infrastructure development which requtre an 
understanding of life cycle relationships, including financing are continuing to be 
important is reinforced by a case study in the United Kingdom regarding the first 
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eight design-build-finance-operate (DBFO) road contracts (Highway Agency, 1997). 
This study, which examined both the benefits and concerns with this type of 
approach, concluded that "DBFO contracts benefit not only the private sector 
participants ..... but also the State ... and, ultimately, the taxpayer who receives better 
value for money spent, and the road user who has the benefit of road schemes being 
delivered earlier than ..... under traditional procurement methods." This high regard 
for such methods of delivery - particularly for major projects requiring the 
integration of design, construction, finance and long-term operation (Miller, 1997, in 
discussing projects of this type in Hong Kong) - indicates that the integrated systems 
approach to infrastructure development will continue to be significant 
Because of what is seen as a trend towards integration in the infrastructure 
management process, it is considered by the author that any model of this process 
requires to mirror this integration. Therefore, it is no longer sufficient to consider 
the operational phase of the infrastructure life cycle in isolation from construction, 
and construction from design and planning. At a higher level, the use of private 
funding for a number of infrastructure projects means that no part of the 
infrastructure management process can be considered independently of funding and 
its justification. The end result is that whatever process is used for modelling 
infrastructure management requires to consider the effects of fully integrated 
approaches to infrastructure development 
INTER-RELATIONSHIPS -DESIGN, CONSTRUCTION, MAINTENANCE 
A different approach to integration considers the economic viewpoint of the 
inter-relationships between design, construction and maintenance, and the total life 
performance of roads. This has been considered, for example, by Freer-Hewish 
(1990), who has reviewed the whole of life road costing models RTIM2 (Parsley and 
Robinson, 1982) and HDM-III (Watanatada et al., 1987), and has stated that 
"technical and managerial improvements in design, construction and maintenance of 
roads, cannot be fully accepted without a realistic total cost evaluation of their 
economic significance". The conclusion from this statement is that no phase of the 
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infrastructure life cycle, from an economic viewpoint, can be considered in isolation. 
More recently, Mendelsohn (1997), has discussed the role of the constructability 
review process in design and has stated that "the reality of construction is that 
probably 75% of the problems generated in that field are generated in the design 
phase." According to Mendelsohn, there are fundamental differences between 
designers and constructors, a designer having a conceptual mind and a constructor a 
concrete mind. Thus, he states that a constructability review process, which takes 
place at different stages of the design, has the potential to minimise costs, improve 
quality and minimise disputes. 
Mendelsohn defines constructability as "the integration of construction expertise into 
the planning and design of a project so that the construction forces have the 
maximum opportunity to deliver the project in conformity with cost, quality, 
schedule and safety aspects of the project's stakeholders." While the evidence 
presented is based on brief case referrals, the argument for the review of 
constructability is strong. Therefore, if it desirable to have reviews of 
constructability, then there is an implied degree of integration between planning, 
designing and construction to the benefit of the project. 
USE OF SHARED INFORMATION 
A claimed benefit of an integrated approach to managing the infrastructure life cycle 
is the use of shared information, as discussed by Tatum (1990), who discussed the 
benefits of integrated facilities engineering, which was the co-ordination of the 
planning, design and construction phases of a project through the use of shared 
information from data bases and knowledge bases. Tatum claimed that "integrated 
facility engineering will itself offer a desirable new capability for coordination, 
either within a firm or between differing firms working together on a project". In 
addition, "the benefits of integrated facility engineering should far exceed the 
performance improvements of individual disciplines or other organisational 
elements". 
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Similarly, O'Rourke (1994) has noted an integrated view of modem communities 
arising from lifeline engineering, first developed to reduce earthquake hazards. 
Lifelines fall into the five basic categories of water and sewerage, transportation 
facilities, electric power, gas and liquid fuel delivery, and telecommunications. 
O'Rourke has argued that this integrated concept be "used to expand the definition of 
public works infrastructure to include all those facilities that serve the public, 
regardless of financial ties to private or government agencies." This has again shown 
the value of sharing information, and has shown the benefit of integrating 
management effort. 
SUMMARY 
The above literature review has shown that integration, of both the infrastructure 
management process itself and its underlying infrastructure life cycle. is a 
continually emerging area in infrastructure management. Integration, both within 
infrastructure and across different types of infrastructure, must therefore be 
considered in modelling the infrastructure management process. How this is 
achieved is a major factor in the development of that process. 
3.4 CHALLENGES WITH AN INTEGRA TED MANAGEMENT 
APPROACH 
If the infrastructure management process addresses one segment of the 
infrastructure life cycle, or considers physical relationships only, or is aimed at a 
single infrastructure system rather than a network, integration is not likely to be a 
significant issue. Once, however, the items in the infrastructure life cycle and its 
management are related, as in the examples discussed in the previous section, the 
level of detail at which the analysis is to be undertaken, the treatment of uncertainty, 
dealing with multiple inputs and outputs, and other aspects of integration require to 
be considered. In the following, the author has considered these issues. 
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THE APPROPRIATE LEVEL OF DETAIL 
As networks differ from single infrastructure sections in that they require a strategic 
view rather than the more detailed view at a project level, so an integrated life cycle 
differs from a collection of different modules through requiring the consideration of 
life cycle issues as a whole, rather than at the module level. 
The different levels of detail in each case reqmres a different approach to the 
analysis process used and the type of data that is gathered. For example, the detailed 
study of material behaviour under load requires a different approach from the 
broader process of estimating expected life of the infrastructure under the same load. 
The detailed study that may well provide information of value in the higher level 
study, but will not be able to take into account infrastructure wide factors such as 
traffic distribution, which may be significant in determining the life. In tum, while 
the higher level study may be undertaken independently of the detailed study, and 
can provide good strategic information which may be of value to the detailed level 
study, but it is unable to provide direct information about the detailed leveL 
Integration of the infrastructure management process will mean that the study focus 
is at the strategic level, while study at the detailed level is likely to require 
decomposition. 
INTER-RELATIONSHIPS BETWEEN LIFE CYCLE COMPONENTS 
Any level of integration other than a high level overview requires a definition of the 
relationships between components. This is so whether relationships are expressed in 
equation form, as is typical with an analytical approach, or in other forms, such as 
transition matrices. 
A difficulty in establishing a relationship between infrastructure life cycle modules is 
to define the fonn and parameters of this relationship. In addition, while the 
potential form of a relationship may be defined in a number of ways, it will almost 
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always require calibration. This can be costly exercise and is often not readily 
applicable outside the locality and conditions for which the relationship is derived. 
Because of these issues, the type of relationship used in the initial circumstance will 
in many cases require to be estimated, using available knowledge, research, 
experience, and judgment. In many cases, imperfect relationships will require to be 
accepted until a better relationship is developed 
UNCERTAINTY 
The uncertain fonn of a number of relationships, as discussed above, introduces one 
form of uncertainty into the infrastructure life cycle, thereby posing risk to the 
infrastructure manager. Another aspect of uncertainty is the inherent stochastic 
nature of the infrastructure life cycle. This has been shown by the success of the 
probabilistic methods of managing maintenance, and is given further support by the 
literature. Thus, Lee and Deighton (1995) stated that "recently, pavement 
deterioration has been defined as a random process", providing the following 
reasons: 
1. Uncertainty about the physical factors of deterioration. 
2. Too many random factors contributing to the process of deterioration. 
3. Highly heterogeneous sets of infrastructure 
While it may be argued that uncertainty of the physical factors of deterioration is a 
problem that may be solved by better understanding of the underlying processes, and 
is not therefore a contributing factor itself to pavement deterioration, the above 
statement shows that some variability must be considered in modelling the 
infrastructure management process and the corresponding infrastructure life cycle. It 
also shows that if the physical factors of deterioration were better understood, the 
degree of randomness would be decreased. 
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MULTWLEThWUTSANDOBffiCTnffiS 
As previously discussed, infrastructure is subject to a range of input parameters, and 
the infrastructure manager is increasingly required to meet multiple objectives. A 
factor in this is the large number of stakeholders in the infrastructure, and the 
diversity of needs that they require to be considered. For example, infrastructure 
costing and performance is difficult to consider without also including in the 
infrastructure management process the requirements and costs of users and other 
stakeholders. This is supported by authors such as Cox (1990), who argued that an 
integrated road management system was necessary to achieve public investment 
efficiency and select projects which minimised the total community costs of both 
agency and users. 
The range of inputs and stakeholder requirements also reqmres, as previously 
indicated in this chapter, consideration ofboth qualitative and quantitative variables, 
and the balance of a range of objectives. If it is accepted considered that 
infrastructure management is becoming increasingly integrated, and that there are a 
range of stakeholders in the infrastructure management process, multiple objectives 
require to be considered in any related modelling and analysis process. 
CO-ORDINATION OF MANAGEMENT 
The benefit of co-ordinating management effort was shown in a discussion of an 
integrated public works infrastructure facilities concept (O'Rourke, 1994). Similarly, 
in writing about an integrated approach to facility management, Scarponcini ( 1997), 
stated: "To achieve the potential of integrated savings, the more holistic view of 
facility life-cycle management will require a re-engineering of engineering practice." 
This requires a paradigm shift "for the way in which we design, construct and 
maintain facilities." Writings such as these bring into play the role of the human 
factor in integration of the infrastructure life cycle, and the need to share knowledge 
across the infrastructure management process and life cycle. 
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Such factors are important in ensuring that an integrated approach to managing 
infrastructure succeeds. Therefore, not only is it required that the technical issues 
are resolved, and that stakeholder requirements are considered, but also that those 
charged with the management of infrastructure inter-relate and share information. 
Approaches such as value management, risk management workshops, and workshops 
are therefore significant if an integrated approach is being considered for 
infrastructure. 
SUMMARY 
An integrated approach to infrastructure management can provide a number of 
benefits. However, there are a number of issues that require consideration if an 
integrated, or even partly integrated, approach to modelling is to be successful. 
These include not only technical issues, but also the problems of managing 
stakeholder requirements and a co-ordinated approach between the managers of the 
different components of the infrastructure. This issue becomes greater when 
managmg across a network, or managing the co-ordination of several types of 
infrastructure. 
3.5 DISCUSSION 
LENGTH OF LIFE CYCLE 
The time boundaries of the infrastructure life cycle vary from the point of view 
taken. The life cycle of the infrastructure corridor may be broken down into smaller 
life cycles, each corresponding to the individual infrastructure assets which succeed 
each other over the life of the corridor. Similarly, these in tum may support 
sub-assets of shorter lives again. Therefore, the appropriate length of the life cycle 
requires to be a primary step in the modelling process. 
In addition, infrastructure is subject to a range of influences, resulting in the need to 
for the infrastructure manager to consider multiple objectives, and qualitative as well 
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as quantitative inputs. Infrastructure also nonnally forms part of a wider network, 
this adding an additional level of complexity. 
In modelling and analysing the infrastructure management process, it is necessary to 
consider these issues. Therefore, while the length of life cycle used for the 
modelling process is normally that of primary infrastructure assets - a manageable 
length in most cases - it is also necessary to consider the long term planning issues. 
In addition to this matter, the wide range of potential inputs, the requirement to meet 
several objectives, and the desirability to design the modelling process so that it can 
be extended to infrastructure networks, reinforce the position that infrastructure 
cannot be considered in isolation from its environment and the systems which it 
supports. 
NETWORKS 
Networks present some different issues from management of single infrastructure. 
Thus, there is the requirement to prioritise funding between competing 
infrastructure, allow for the simultaneous occurrence - in different parts of the 
network - of all life cycle phases, consider network wide strategic issues which 
might be different from those for single infrastructure assets, and consider 
geographic issues. 
Additional issues arise with the management of networks consisting of different 
types of infrastructure, such as may occur in municipalities. An example is the 
desirability of cross-referencing between different infrastructure. Another issue, 
common to all heterogeneous infrastructure networks whether or not under the same 
management, is the management of boundaries and intersections between 
infrastructure. This highlights the need to have a co-ordinated approach to the 
infrastructure management process. 
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INTEGRATION OF THE INFRASTRUCTURE LIFE CYCLE 
While the review of literature shows that there appears to be an increasing trend 
towards integration of the infrastructure life cycle phases, and that there are 
advantages in doing so - such as cost savings, faster delivery, improved 
constructability (and also improved maintainability), and the use of shared data 
information -there are also some challenges to consider if an integrated, or partially 
integrated approach, is used for modelling the infrastructure management process 
and life cycle. 
CHOICE OF MODELLING APPROACH 
The modelling approach chosen should ideally reflect the infrastructure management 
process being modelled. Thus, if the concentration is on the operational phase of a 
single infrastructure asset, then for life cycle modelling one of the range of 
deterioration models would be appropriate. A focus on the management more than 
one segment of the infrastructure life cycle would be likely to require a more 
integrated approach. Similarly, if the objective is to optimise expenditure over a 
network, optimisation approaches may be suitable. Again, if a wider perspective, 
such as the management of the whole life cycle of a network of infrastructure assets 
subject to a range of inputs and outputs is desired, then the modelling process should 
reflect this. 
The challenge in developing a suitable model for the infrastructure management 
process is to determine the degree to which the infrastructure should be considered 
integrated, the appropriate level of detail, the degree of uncertainty in the modelling 
process, how to deal with the requirement to meet multiple objectives, and a range of 
other related issues. 
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3.6 CONCLUSION 
The complexity of the infrastructure life cycle is appreciated when it is understood 
that it is subject to a range of inputs from a number of sources, that these multiple 
inputs are likely to lead to multiple outputs and that infrastructure is very often part 
of a wider network. The length of this life cycle also varies with the perspective of 
the infrastructure manager's requirements. 
There are benefits in having an integrated approach to managing infrastructure, the 
synergy in such an approach being beneficial in minimising costs and maximising 
benefits. However, a fully integrated approach may result in the contribution of the 
individual components being lost. On the other hand, a fragmented approach to 
either managing or modelling the life cycle does not take account of the interactions 
in the infrastructure life cycle. 
Ideally, the modelling approach should mirror the corresponding management 
approach. The challenges presented in this chapter, and the preceding chapters, 
however, require to be considered in the modelling process. 
The major issues in doing so are discussed in the next chapter. 
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PartB 
Requirements for Modelling the Infrastructure 
Management Process 

Chapter4 
Requirements to Meet in an Ideal Model of the Infrastructure 
Management Process 
4.1 INTRODUCTION 
In order to make sound decisions, the infrastructure manager requires to have good 
information, and an understanding of the likely consequences of the decisions. This 
requires the consideration of a number of key issues, among them the understanding 
of how the infrastructure is likely to behave under certain conditions, requirements 
of users and other stakeholders, resource requirements, and the economic effects of 
the decisions. In tum, these lead to a number of more specific issues, such as the 
correct balance between a global or local view; the uncertainties inherent in the 
operating environment and behaviour of infrastructure; and the requirement to 
deliver the best overall result. 
In this chapter, issues in the modelling process, and the challenges they raise, are 
discussed and examined, with the focus being on the requirements of an ideal model 
for the infrastructure management process. 
Issues are firstly considered in a general infrastructure management framework, from 
which a number are selected for further consideration. These selected issues, and the 
challenges that they present, are discussed in more depth in the sections which 
follow. These sections deals with the appropriate level of detail for modelling, 
variability in the infrastructure life cycle, and the requirement for the infrastructure 
manager to meet multiple objectives. A further section reviews some other issues in 
constructing an ideal model of the infrastructure management process. 
This review is followed by a general discussion of these issues, and how they impact 
on the infrastructure management modelling process. 
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4.2 THE MAIN ISSUES 
AIM OF THE IDEAL MODEL OF THE INFRASTRUCTURE MANAGEMENT 
PROCESS 
A model may be defined as a simplified or idealised description of a system, 
situation, or process, often in mathematical terms devised to facilitate calculations 
and predictions (Shorter Oxford English Dictionary, Third Edition, Addenda). As 
stated by Saaty and Alexander (1981, p. 11, 12), modelling involves a "simplification 
of the problem in order to come to grips with the problem" and "is frequently used as 
an aid to decision making." Thus, models are expected to contain only the essentials 
ofthe real system (Hoover and Perry, 1989, p. 5). 
In modelling the infrastructure management process, the ideal model will take 
account of the complex relationships in the management co-ordination task, and 
provide a framework for effective decision making in the management tasks of 
planning, designing, constructing and operating the infrastructure. This mirroring of 
actual conditions presents a number of challenges which will impact on the 
modelling process used, and also affect the extension of the model to networks, and 
the degree to which integration may occur. 
While the ideal model is unlikely to be achieved in its totality, a model useful to 
management should be as close to the ideal as possible, be able to cope with a range 
of input and output combinations, and if possible also able to have the capacity to be 
expanded to network management. 
Thus, the ideal model of the infrastructure management process should: 
• have the essential components of the real system; 
• mirror the real system; 
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• support the decision making process in planning, designing, constructing and 
operating the infrastructure; 
• be capable of being applied to both a network and a single item of 
infrastructure. 
ISSUES WITH THE IDEAL MODEL 
Because decisions made in the infrastructure management process primarily affect 
the infrastructure life cycle, the ideal model, while modelling the whole management 
process, requires to be built around the behaviour of the infrastructure itself, under 
service conditions. The management tasks of planning, organising, directing and 
controlling then converge on the infrastructure and its life cycle, which becomes the 
central focus of the modelling process. 
In discussing a number of areas related to that life cycle, and also the broader 
infrastructure management process, a number of issues were raised in the previous 
chapter. In Table 4.1, the author has listed a number ofthese issues, along with their 
classification into three main areas that arose from the discussion in the previous 
chapter. 
These three mam areas, which are particularly important in the challenges in 
achieving a balanced yet integrated approach to the infrastructure management 
process, are the appropriate level of detail (global view compared with local view), 
variability in the life cycle; and the requirement to meet multiple objectives. All of 
these areas relate primarily to the duties of the infrastructure manager. A fourth 
group, other issues in model construction, has been added to include some more 
detailed modelling issues. 
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ISSUE CLASSIFICATION REASON FOR CLASSIFICATION 
Scoge Issues 
Length of Life Cycle Level of detail Need to establish appropriate life cycle. 
Influences on Life Cycle Multiple objectives, Multiple inputs from multiple sources and 
model construction multiple stakeholders lead to requirement to 
meet multiple objectives. Also need to 
consider process of dealing with qualitative 
inputs. 
Network v Single Unit - Level of detail, model Scaling issue and requirement to divide time 
construction in a way that suits both networks and single 
infrastructure. 
Int~ration Issues 
Level of detail Level of detail Self explanatory. 
Inter -relationships Variability, level of Need to consider which relationships are 
between life cycle detail, model significant, to what extent, and their source. 
components construction 
Uncertainty Variability Self explanatory. 
Multiple inputs and Multiple objectives, As above under "Influences on Life Cycle," 
objectives model construction plus requirement to deal with qualitative 
outputs. 
Co-ordination of Level of detail, multiple Extent and type of infrastructure determines 
management objectives both co-ordination requirements and number 
of objectives to be met. 
TABLE 4.1 CLASSIFICATION OF INFRASTRUCTURE MANAGEMENT 
ISSUES 
SUMMARY 
There are a number of challenges in developing an ideal model of the infrastructure 
management process, and in particular mirroring the process in the infrastructure life 
cycle under real conditions of service and management. These include the 
appropriate level of detail, variability, and the requirement to meet multiple 
objectives, as well as some other issues such as the treatment of time and dealing 
with qualitative inputs and outputs. 
The way in which these challenges are addressed will impact on what modelling 
process is used to most closely approximate the ideal position. 
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4.3 THE APPROPRIATE LEVEL OF DETAIL 
As previously discussed, the appropriate level of detail in modelling the 
infrastructure life cycle will depend on the perspective of the infrastructure manager. 
Thus, modelling the infrastructure life cycle from a high level viewpoint will provide 
a good overview of the process, which will be suitable for planning purposes or 
network management, but does not provide a full understanding of process. A too 
detailed approach, on the other hand, is good for detailed design and the research of 
particular issues, but at the life cycle level, and more so at the network level, requires 
extensive and complex analysis. This detailed approach will also both enhance the 
degree of difficulty and focus the analysis at a level that does not consider all life 
cycle interactions. 
In either case, the usefulness of the model as a decision tool would be limited, as it 
would be if only an intermediate level of detail was considered that did not consider 
either the overview or the detail. 
This argument is reinforced from the literature. As indicated by Saaty and 
Alexander (1981, p. 11 ), the global and local, or high level and detailed, approaches 
can affect the type of model used. Thus examples of "global theories that are 
inoperable on a local level are probabilistic models ..... which use averages and 
deviations by studying ensembles of objects", and certain large scale deterministic 
models. These models require high level views, while with respect to the local view 
in scientific areas, "the study of a part of a large structure may enable one to gain an 
understanding of its behaviour and the way in which it may influence the whole 
structure." It is accordingly concluded that if an understanding of the process as a 
whole is required, then a global, or high level, model is required. However, if an 
extensive understanding is desired, a local, or detailed, model is more suitable. 
Often the two extreme views, plus some intermediate views, will required to be 
studied together. For example, there will be occasions when the whole infrastructure 
life cycle is considered, but more often it will be necessary to understand segments 
75 
of the life cycle, such as construction and maintenance, and further to understand the 
connections between these segments in making up an integrated whole. This 
requires the ability to move between several levels of detail. 
THE ROLE OF DATA AND INFORMATION 
One of the key issues in selecting the appropriate level of detail is the availability of 
data. Thus Veshovsky and Beidelman (1992), discussing the practicality of bridge 
life cycle cost analysis, cited the lack of reliable and consistent cost data available on 
a systematic basis, variability in design and construction practice, and other factors 
contributing to costs as concerns in the analysis process. The lack of good, reliable 
data is also an issue with practitioners, whose task it is to collect and use relevant 
data in obtaining information for decision making. Such information, whether as 
ordered data, or data that has been converted through analysis into equation form, 
connects the infrastructure management sub-systems, as shown in Figure 1.1, and the 
components of the infrastructure life cycle, as discussed in Chapter 2. 
Davis and Olson (1985, pp 200-201), in discussing the role of data and information, 
state that the availability of information limits uncertainty. They define the term 
information as applied to information systems, as data that has been processed into a 
form that is meaningful to the recipient and is of real or perceived value in current 
or prospective actions or decisions. This information, and the level at which it is 
processed, is a significant issue in the level of detail used. 
ILLUSTRATION OF THE DIFFERENT LEVELS OF DETAIL 
Thus, there is a relationship between the level of modelling the infrastructure life 
cycle, and the type and detail of the data and information required to support that 
model. In order that this concept may be further developed, the author has 
developed a "vertical slice" approach to data and information. In this approach, the 
components of a particular information set are arranged in an ascending hierarchy of 
detail. At the lower levels are the basic causal variables (for example, stress and 
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strain at the material level) of the interactions in the hierarchy. In the ascent of the 
hierarchy, the next highest level is aggregation of the results of these interactions, 
and so on until the highest level, the total system, is reached. 
Figure 4.1 shows an example of this "vertical slice" for a road, using a hierarchical 
breakdown of the variable cost. This figure has been developed for a single 
infrastructure asset, but could be also considered at the network leveL It is based on 
a modification of the cost aggregation approach of the HDM-III model, in which 
total costs are the sum of maintenance costs, construction costs, and road user costs 
(Watanatada et. al., 1987). 
At the top of the hierarchy is the variable cost, which includes agency costs, user 
costs, and the costs of externalities (such as legislative, environmental, and political 
costs). Note that as the hierarchy is descended, costs are subdivided into 
components. At the lowest level of the hierarchy are the underlying causal variables. 
In turn, the values for each of these variables is a function of the set of values of 
variables at lower levels in the hierarchy. This function therefore represents the 
information from which the higher level variable derives its value, while the set of 
values of the variables at the lower levels represent the basic level data provided. 
Thus, at the highest level in this hierarchy, total cost may be obtained by the simple 
relationship: -
Total cost agency cost+ user cost+ costs of externalities ( 4.1 ). 
At a lower level, the data items "capital cost" and "recurrent cost", are combined in a 
simple additive relationship, to provide the necessary information to determine the 
value "agency cost". Similarly, as the hierarchy is descended, other items at a 
summary level are formed of data items joined in a functional relationship, until the 
very lowest level is reached. 
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FIGURE 4.1 HIERARCHICAL VIEW OF THE VARIABLE "COST" -
TYPICAL ROAD PROJECT 
A CLOSER VIEW OF THE CAUSAL LAYER 
The causal variables are more closely viewed in Figure 4.2, also developed by the 
author, which shows the causal variable layer for the operational cycle of a road, its 
impact on user costs, and the aggregation of interventions that contribute to 
maintenance cost. The upper levels of this diagram have been simplified by omitting 
the cost components between the causal layer and the user and agency cost level. 
At the lowest level, the physical infrastructure level interacts with a number of long 
term inputs (condition inputs), or causal variables, such as the loading due to traffic 
and soil conditions, climatic variables, drainage, and chemical attack The impact of 
these interactions is to cause change in the physical layer, usually causing 
deterioration with time. This is manifested in condition indicators, such as visual 
deterioration, deflection under loading, roughness and the like. 
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The deterioration impacts on the serviceability of the infrastructure and leads to an 
eventual loss of functionality unless there is intervention. Such intervention results 
in maintenance cost, which is the major agency cost during the operational phase. 
The diagram places a different perspective on user costs, concentrating on their 
causes rather than their subdivisions. Here, they are a function of several user and 
agency related inputs, as shown in the top of the diagram, and condition indicators, 
for which serviceability has been used as a surrogate measure. 
IMPLICATIONS FOR THE MODELLING PROCESS 
This has two implications for the appropriate level of detail. The first is that different 
views of the process (in this case a hierarchical view of cost breakdown - in which 
the costs themselves were detailed - followed by a more detailed view of the causal 
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variables in aggregated user costs), which have a range of levels of detail, are often 
required in order to better understand the underlying process. 
The second implication is the focus of the modelling process. Thus, if the 
discussion regarding cost is considered from the point of view of modelling the 
infrastructure management process, then the logical level of the hierarchy for 
commencing investigations is the user interface, at which both visible costs and 
visible deterioration to the infrastructure occur. Thus, at the user (or traffic ) 
interface, indicators about the operating condition of the infrastructure, such as 
surface and pavement condition indicators, and traffic flow, are most easily obtained. 
This level provides a basis from which to either conduct more detailed research into 
structural and other detailed operational issues, or alternatively from which to 
aggregate information for analysis at a more strategic level 
If the hierarchy is ascended, it is noted that aggregate level data depends on the 
detailed level information. Ultimately, the hierarchy is ascended to the network 
level, where more global issues, such as network wide economic and traffic issues 
become important. In many cases, such as that of network cost, the data required is 
obtained by aggregating the cost for each infrastructure asset in the network. While 
therefore at this level the mechanics of the process appear to be of less consequence, 
the results of the detail, and their underlying causes, are still important. 
Therefore, the ideal model requires to be flexible, and allow changes in the level of 
detail used, as well as different perspectives of the issues to be taken. 
SUMMARY 
There is consistency throughout the hierarchy of detail, information at lower levels 
providing the basis for either obtaining data for decision making at another level, or 
analysis at higher levels showing the need for more detailed investigation. The 
problem of selecting an initial suitable level of detail for analysis depends initially on 
the objectives of the infrastructure manager, the perspective taken, and the cost and 
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viability of obtaining suitable data and converting this to information for decision 
making. In selecting this level, the infrastructure manager therefore requires to be 
aware of the competing needs of understanding the underlying process, or taking a 
more global view . 
With respect to the appropriate level of detail, therefore, the ideal model of the 
infrastructure management process may start primarily at one level, and with a given 
perspective of the infrastructure management process, but be able to flexible enough 
to adapt to different levels and possibly different perspectives, depending on the 
demands of the model. 
4.4 VARIABILITY 
Variability in the infrastructure management process is the result of uncertainty, and 
can accordingly affect the risk of management strategies undertaken. Within the 
infrastructure life cycle, two types of variability have been considered. These are: 
1 . Uncertainty in defining the relationships between variables for the 
infrastructure life cycle. 
2. Variability in the parameters used, and their results. 
The fact that infrastructure is subject to change with time adds to this variability. 
These issues have been discussed in the previous chapter, in connection with 
integration in the infrastructure life cycle. In addition to the issues identified in that 
chapter, there is the risk that variability in a parameter subject to certain arithmetical 
operations may lead to change not only in the standard deviation of the result, but 
also in its expected value. The potential extent of this requires to be recognised 
when modelling the infrastructure life cycle, and strategies developed to keep 
variability in the result to a reasonable amount. 
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UNCERTAINTY IN RELATIONSHIPS 
In the previous chapter, it was indicated that uncertainty in defining relationships 
between infrastructure life cycle modules was one challenge in developing an 
integrated approach to modelling the infrastructure management process. 
One of the most researched areas in infrastructure management is that of pavement 
deterioration. Despite this research, there are not only expected similarities between 
formulae for roughness progression, but also some significant differences. An 
example is shown in Table 4.2, which shows differences, at a conceptual level, 
between four deterministic roughness progression formulae. 
Therefore, while there are common elements such as pavement age and loading, 
there are differences in whether other factors such as the type of road and 
maintenance should be included. Some formulae contain factors (such as the 
non-roughness road condition factors in the HDM-UI model - Watanatada et al., 
1987) that are not used in other models. The other main difference is in parameter 
values and the forms of the relationships, making necessary a decision, in this case, 
about an appropriate model to use, followed by model calibration. 
The differences provide challenges in modelling the infrastructure management 
process, particularly from the life cycle viewpoint. That there are a number of 
differences also illustrates that the precise nature of the deterioration process is not 
yet fully understood, and that it is likely to be associated with the actual 
infrastructure being modelled, the frame of reference of the analyst, and other 
matters. 
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Factor Life Cycle Sub Phase Formula where used 
Pavement Age Operation A, H, I, R 
Loading (ESAL or CESA per Strategic Planning (ESAL specified) * A, H, I ,R 
period) Operation (ESAL applied) 
Type ofRoad Strategic Planning A, I 
Initial Roughness Construction A, H (aggregate), R 
Operation (Previous years roughness) H (progression) 
ESAL at failure Analysis and Design R 
Modified structural number Analysis and Design (specified) * A,H,R 
(SNC): Construction (field conditions) 
• material strength 
• layer thickness 
• in-situ subgrade CBR 
Cracking factors Operation H (progressive) 
Rutting factors Operation H (progressive) 
Potholing factors Operation H (progressive) 
Patching factors (patching and Operation H (progressive) 
patch repair protrusion) 
Operational Environment Strategic Planning (geographical A (Thomwaite 
location) Index), H 
Project Planning (route)* (Environmental 
Analysis and design (design factors) * Variable), 
Construction (construction methods) I (Climatic Region) 
Operation (in service factors, 
maintenance) 
Maintenance effort Operation A (maintenance 
expenditure), 
I (type of 
maintenance 
treatment performed) 
* Indirect impact on roughness 
Key to abbreviations of model types 
Key Model Reference ~ 
A ARRB Network Model Martin (1994); Martin and Taylor Mechanistic-empirical, 
(1994) complex algebraic 
H HDM-III Roughness Watanatada, Paterson, and others Mechanistic-empirical, 
Progression (1987) complex algebraic 
I Indiana Al-Mansour, Sinha, Kuczek (1994) Empirical, exponential 
R RTIM2 Parsley and Robinson (1982) Empirical, algebraic 
TABLE 4.2 EXAMPLES OF PAVEMENT ROUGHNESS MODELS 
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That the precise nature of the deterioration process is not fully understood is 
reinforced by the literature, such as the observations by Lee and Deighton (1995), 
when discussing the randomness of pavement deterioration - and by inference 
extending this to other infrastructure - regarding uncertainty about the physical 
factors of deterioration, too many random factors affecting the process, and highly 
heterogeneous sets of infrastructure. Further reinforcement to the problem in 
defining relationships in infrastructure issues is provided by Quimpo and Wu (1997), 
who in reference to predictive models for water supply pipe failure, state that "some 
of the studies do not agree on the relative importance of the factors." 
RANDOMNESS IN VARIABLES 
Lee and Deighton's observation regarding random factors contributing to the process 
of deterioration is mirrored in other areas of the infrastructure life cycle. One of 
these areas is unit rates for works contracts. Consider the example in Table 4.3 of 
road construction costs for a "weighted basket" of rates for constructing one 
kilometre of road in an Australian state (Austroads Council, 1997). 
This data is considered typical for the rates submitted in the tendering process, and 
illustrates the high variability in input costs in that process. Part of this variability 
can be accounted for by the fact that the distribution of rates is skewed, and therefore 
the data includes some quite high, and possibly therefore unreasonable, rates. 
However, there are likely to be a range of other explanations, including variability in 
individual projects and their requirements, and the fact that unit rates are prices 
offered rather than a direct reflection of costs incurred by the tenderer. 
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Item Unit Quantity Rate Cost ($'000) 
Mean Std Devn Mean Std Devn 
Excavation cum 30,000 9.07 8.84 272.1 265.2 
Embankment cum 30,000 15.53 13.95 465.9 418.5 I Construction 
Supply, spread, cum 5,000 25.46 15.48 127.3 77.4 
compact sub-base I I 
Supply, spread, cum 2,000 30.91 16.16 61.8 32.3 
compact base 
Prime and seal sqm 8,000 2.54 NA 20.3 NA 
I 
iTOTAL 947.4 502.5 
TABLE 4.3 INPUT FACTORS- ROAD CONSTRUCTION 
(Austroads Council 1997) 
In the above case, it is noted that the standard deviation of the total contract amount 
is also over 50% of the mean. This overall reduction in the coefficient of variation 
illustrates the potential of an aggregation of values to mask individual variations. It 
has been calculated assuming independence and the standard relationships: 
E(Z) = E(aX +bY)= a[E(X)] + b[E(Y)] ( 4.2); and 
(4.3); 
where: 
E(X), E(Y), E(Z) are the expected values of X, Yand Z respectively; 
cr(XY) is the covariance between X and Y; 
cr 2(_,Y), cr2(Y), cr2(Z) are the variances of X, Y and Z respectively; 
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AN EXAMPLE OF THE POTENTIAL EFFECT OF RANDOMNESS ON 
PREDICTION 
Consider now a variable subject to the simple square relationship y=x2, with a mean 
J.l and a standard deviation cr. Given the standard relationship: 
(4.4) 
(Walpole and Myers, 1993, p. 93) 
where J.l is the mean of x; then: 
(4.5); 
or the mean of the square of a variable is the sum of the square of its mean plus its 
variance, an example being that the expected value of a variable with a mean of 1 
and a standard deviation of 0.4 is 1.16, rather than 1.0, which it would have been 
without the variance. 
The conclusion from this is that a variable subjected to a power function changes its 
mean as well as its probability characteristics. This change in the mean of a random 
variable subject to certain mathematical functions has prediction and analysis 
implications for infrastructure management. This relationship is further explored in 
the next chapter. 
CONSEQUENCES OF VARIABILITY 
The above shows that variability in the life cycle, which can arise in either the form 
of connecting relationships or in variables themselves, may be reflected in further, 
and sometimes increased, uncertainty in the result. Examples used have been in the 
nature of differing formulae for pavement roughness progression, and in variations in 
contract unit rates. However, variability can arise from a range of sources in the 
infrastructure management process and life cycle. The resulting uncertainty places 
risk, either of accepting an incorrect result or rejecting a correct result, on the 
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outcome of the management decision. Sometimes these risks do have to be 
accepted, but every effort should be made to minimise them. 
Examples of this uncertainty are numerous, and can include the risks of contractor 
failure, risk of poor design being reflected in high maintenance costs, risk of failure 
to adequately meet stakeholder requirements, and in many other areas. It is therefore 
concluded that the ideal model requires to take account of variability, with the 
ultimate aim of providing information that can assist in its reduction. 
4.5 MlJL TIPLE OBJECTIVES 
Infrastructure is subject to a range of inputs, both quantitative and qualitative, from 
loading, the environment, stakeholders and other sources. In turn, the need for a 
range of stakeholder requirements, and the need to balance financial and technical 
requirements in infrastructure management leads to the requirement to meet a 
number of different objectives. These objectives are best viewed from a results 
focus, and therefore are separated from the infrastructure management processes 
required to achieve them. 
It has been shown (refer Figure 1.2) that infrastructure interacts with both the 
socio-economic system that it supports and its physical environment. It has also 
been shown (refer Figure 3.1) that there are a number of inputs in the infrastructure 
management process arising from a diverse range of areas, leading to the need for 
the infrastructure manager to provide a service to a range of stakeholders and 
communities. In providing this service, the manager requires to gain the best mix of 
results for a number of different stakeholder communities. These include the owner 
community (who normally receives the funds for infrastructure management from 
the wider community); the user community; and the wider community who expect 
good service, the meeting of wider goals, or a combination ofthe two. 
In meeting these requirements, the infrastructure manager is required to take the 
multiple inputs and convert them to results which satisfY the various communities 
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involved, and at the same time manage infrastructure in touch with social, economic 
and physical systems. 
One approach to meeting a number of objectives is to select the objective, or small 
number of objectives, most important in terms of the criteria on which results are 
judged. Cost and benefit become significant objectives from this viewpoint, 
although user satisfaction with the infrastructure system and its development may 
also become important. Another approach, used in project evaluation, is to use a 
two stage approach, in which the first stage considers a ranking criterion such as 
benefit/cost analysis and the second non quantifiable aspects of the project (for 
example, Queensland Department of Transport, 1994a and 1994b ). A third approach 
is to use a weighted approach to meeting a range of multiple criteria. 
In keeping with the thrust of this thesis, the weighted approach is considered by the 
author to be the most suitable for the infrastructure management modelling process, 
as it has the potential to provide a balanced approach to the requirement for the 
infrastructure manager to meet a range of requirements. If this approach is to be 
used, it is important to classify the different objectives so that they can be better 
evaluated in relation to each other. While one classification might be on the basis of 
importance of each objective to the infrastructure manager, it is considered that a 
better and fairer approach is to classifY the objectives on the basis of function and 
measurement system. An advantage of this process is that it allows like objectives to 
be grouped together, a consequence in some cases being ease of aggregation. Thus, 
for example, if all costs are grouped and all benefits are also grouped, the basis exists 
for evaluating costs and benefits using a range of methods such as net present value, 
benefit I cost analysis, and incremental benefit I cost analysis. Similarly, grouping 
all infrastructure performance related criteria provides a basis for evaluation of the 
performance of the infrastructure. 
The author has developed seven outcome related goal groups, on the basis of 
function, measurement system, and accountability to various communities of 
stakeholders. These goal groups are designed to consider the process of 
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infrastructure management from planning to retirement These groups are of 
necessity broad, and may be broken down into smaller groups of objectives, as 
required for particular applications. This grouping has been classified by the 
requirements of the different communities of stakeholders, and are each focused on a 
particular requirement of infrastructure. They are each prefixed by the words "It is 
required that infrastructure ..... " 
User Community Goals 
1. Has the ability to provide an adequate level of service at the required level of 
demand. 
2. Meets the required functional serviceability (ie, condition) necessary to be fit 
for purpose. 
All Communities Goal 
3. Delivers a whole oflife performance (the integral of functional serviceability) 
acceptable to its stakeholders. 
Wider Community Goal 
4. Satisfies external requirements ( eg, environmental, political) to a level 
acceptable to the wider community. 
Owner Community Goals 
5. Delivers the optimum service life, consistent with the requirements of 
stakeholders. 
6. Delivers maxtmum benefit over the life cycle, consistent with other 
requirements. 
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7. Operates at minimum life cycle cost, consistent with other requirements. 
These goal groupings have been refined through discussions by the author with a 
number of practitioners (refer Appendix D for a list of some of these practitioners), 
and are briefly individually discussed below. 
ABILITY TO PROVIDE ADEQUATE LEVEL OF SERVICE AT REQUIRED 
LEVEL OF DEMAND 
The ability of infrastructure to provide an adequate level of service at the level of 
demand which it is required to meet is one of the major outputs of the planning 
phase of infrastructure, and in particular is the key variable in specifying the 
performance of any transport infrastructure, such as roads, railways and pipelines. 
This term is closely related to capacity, with which it is used interchangeably. It is 
best understood by considering its application to roads. Here, the American 
Highway Capacity Manual (1994, Chapter 1) defines capacity of a facility as the 
maximum hourly rate at which persons or vehicles can reasonably be expected to 
traverse a point or uniform section of a lane or roadway during a given time period 
under prevailing roadway, traffic and control conditions. Capacity reflects the ability 
of a transportation facility to accommodate a moving stream of people or vehicles. 
In wider infrastructure terms, the ability to meet demand (or capacity) is the 
maximum flow rate which a defined segment of the infrastructure may be expected 
to carry for a defined level of service. 
Key considerations in the concept of capacity, as defined in the Highway Capacity 
Manual, are that capacity is defined for prevailing conditions, normally refers to a 
point or uniform segment of the facility, refers to a rate, and is defined on the basis 
of "reasonable expectancy." For road sections, the Highway Capacity manual (1994) 
considers that the operational state of any given traffic stream (ie, the uninterrupted 
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flow rate for a given level of service) is defined by the three primary measures of 
volume, speed and density, combined by the equation: volume= speed x density. 
For interrupted flow, the relationship is more complex. Capacity is a function of a 
number of other variables. As the picture moves from the relatively straightforward 
one of uninterrupted flow into the more complex one of interrupted flow, the number 
of variables involved becomes considerably greater, and the determination of 
capacity a complex task. A decision is therefore required in the modelling process as 
to what level of this complexity is appropriate. 
Levels of Service 
With respect to road infrastructure, one of the main perceptions of a road traveller is 
the level of service offered by the facility, and with respect to roads is a qualitative 
measure that characterises operational conditions within a traffic stream, and their 
perception by motorists and passengers. 
The level of service used for highway capacity analysis is designated by six levels, 
designated A to F, A being the highest and F being the lowest, beyond which the 
system begins to break down. As it is desirable to provide a factor of safety in 
design, the design level of service is usually C or D. 
The concept of capacity, or the ability to meet the required level of demand, may be 
illustrated by Figure 4.3. This figure clearly shows that the ability to meet the 
required level of demand is a function of both user expectation of operating 
conditions (level of service) and the physical rate at which the demand is met 
(speed). Thus there is a trade-offbetween the two. 
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FUNCTIONAL SERVICEABILITY AND PERFORMANCE 
Functional serviceabillty is a condition related goal, and is therefore distinct from the 
level of service used in determining the capacity of the infrastructure, which assumes 
that the requirements of functional serviceability are met. 
The terms functional serviceability andfunctional performance, often abbreviated to 
serviceability and performance, may be illustrated with an example from the 
pavement field. Polhill (1985), in discussing pavement life cycle analysis, used the 
deterioration of a road pavement with time to illustrate the concepts of operational 
serviceability and performance. The concept of serviceability was defined as the 
amount of service (ie, operational service) offered by the facility at a point in time. 
Peljormance is the amount of service provided over a period of time, equating to the 
area under the performance curve. 
While this concept of perfonnance (ie, functional performance) may differ from 
other definitions of performance, such as "the trend of serviceability with time" 
(Paterson, 1987, p. 114), the time aggregation of serviceability is considered by the 
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author as the best use of the term "performance." The concepts are illustrated in 
Figure 4.4. 
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FIGURE 4.4 DETERIORATION OF INFRASTRUCTURE WITH TIME 
(adapted from Polhill, 1985) 
The two concepts of functional serviceability and performance cannot be considered 
in isolation from each other. Serviceability, the instantaneous measure, is a measure 
of the condition of the infrastructure at any time. It accordingly has both an 
instantaneous and a future significance. The future significance is that the current 
condition of infrastructure, along with some other factors, is a guide to the future 
performance of infrastructure. Performance, on the other hand, is a measure of how 
well the infrastructure provides service over a period of time. Past performance 
measures how well the infrastructure has provided service over a historical period, 
and because of this is capable of providing data which can be used to assist in 
understanding the infrastructure life cycle, provided adequate records are kept. 
Expected future performance indicates how well the infrastructure may be expected 
to provide service in the future. 
Both serviceability and performance are important contributors to the assessment of 
user costs, instantaneously and over time respectively. There will therefore be some 
minimum level of serviceability which the infrastructure manager has to provide. To 
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do this, there almost certainly will be intervention required during the life of the 
infrastructure. Figure 4.5, taken from Paterson (1987, p. 114) shows how 
intervention takes place in the life cycle of infrastructure, and further shows that the 
type and level of intervention can affect serviceability. A lower standard of 
serviceability requires a lower cost solution for maintenance (for example, routine 
maintenance only). A higher standard requires both more frequent and higher level 
intervention (for example, rehabilitation or reconstruction). It is therefore to be 
expected that serviceability (and performance) are functions not only of physical and 
operational factors, but also the type and quantity (and therefore cost) of 
intervention. 
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EXTERNAL REQUIREMENTS 
External requirements refer to those (often qualitative) requirements placed on 
infrastructure, for other than operational reasons. These requirements affect a range 
of stakeholders, who, as discussed previously, can come from a number of groups, 
and can represent any person or group involved in developing or using the 
infrastructure, or in the wider community. Those stakeholders affected by the 
infrastructure (such as in having property resumed, having their environment 
disturbed, paying taxes, and the like), but receiving little or no benefits from it, are 
significant in the discussion of external requirements. 
The Role of Perception and its Effect on Evaluation of External Requirements 
While economic benefits and costs are probably the most significant considerations 
for owners and users of infrastructure, one of the growing issues in infrastructure 
management is likely to be not that of measurable items, but of perception, 
particularly for those affected by the infrastructure. This issue of perception can 
transcend actual costs and cause considerable effort for the infrastructure manager. 
A striking example of the pressure of community perception was the pressure 
brought to bear on government in Queensland not to proceed with a proposed 
motorway between Brisbane and the Gold Coast, and to replace it with an upgrading 
of the Pacific Highway. 
Because of this role of perception, one of the primary duties of the infrastructure 
manager, particularly when planning or developing new infrastructure, is to consult 
with all stakeholders, and consider their requirements, as well as sound engineering, 
economic and environmental principles. 
In analysing the results of such consultation and other impact assessment studies, the 
infrastructure manger requires to not only consider quantitative results, but also the 
often very significant qualitative results from both assessed perception and the 
consultation process. This introduces qualitative variables into the analysis of the 
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infrastructure management process, and the requirement for their consideration by 
the ideal model. 
SERVICE LIFE 
The service life of an infrastructure asset may be defined as the time span over which 
the infrastructure is able to carry the medium ( eg, water, vehicular traffic) for which 
it is designed, at specified limits of capacity (ability to provide an adequate level of 
service at required level of demand) and functional serviceability. Optimisation of 
this service life means that while it is recognised that it is desirable to maintain 
infrastructure above a particular serviceability threshold, it also is recognised that the 
costs of doing so increase with age, and that at some time decisions require to be 
made regarding major intervention, and ultimately regarding rehabilitation, 
upgrading, or retirement of the infrastructure. Changing use of the infrastructure 
may also impact on decisions of this nature. 
An emergmg tssue is the possibility that some infrastructure should or may be 
designed for obsolescence. Lerner (1996) has discussed issues associated with 
obsolescence, and has proposed strategies for its delay or minimisation. Such 
strategies, including the flexibility to respond to obsolescence-inducing change, may 
require to be considered by the infrastructure developer of the near future. 
Therefore, in optimising the service life, the infrastructure manager requires to be 
aware of the possibility of obsolescence. 
In the previous section, it was shown how maintenance activities can alter the level 
of serviceability offered by infrastructure assets. The frequency and type of 
maintenance, and its effect on the infrastructure, require to be considered when 
modelling the infrastructure management process. For example, maintenance can be 
routine (road patching, sewer cleaning) or of a rehabilitative nature. While routine 
maintenance would be expected to assist significantly in keeping a level of 
serviceability, it is the more major rehabilitative maintenance that would be expected 
to significantly extend the service life of infrastructure. 
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Use of Innovative Technologies to Optimise Service Life 
While the balance of benefits and costs of alternative approaches in optimising the 
life cycle is one challenge, another issue is the use of innovative practices and their 
benefits in optimising service life. These include trenchless technologies for 
repairing small sewers, in which the cost of major rehabilitation, or replacement, can 
be high, particularly in developed areas. This requires innovative processes such as 
various types of spot repair methods such as micro-excavation, low pressure resin 
injection, and the use of robotic routers, as evaluated by Haas et. al ( 1995), and 
continued by Bauhan et. al. (1997). This latter research has concentrated on tests of 
the repairs, and have concluded that investment is required to "determine what really 
works under a given set of conditions, and what doesn't work." 
The use of other alternatives, such as plastic liners to extend the life of sewers, has 
also been reviewed by the literature, such as by Straughan et. al (1995), who have 
been have been researching the structural characteristics of these 1iners and have 
concluded that "for design and selection purposes, each rehabilitation system must 
be considered separately as a total system including the materials used, the quality of 
the installation process, and economic factors ....... Tools must be made available to 
assist engineers in this process." 
Therefore, maintenance practices are being influenced by new technologies, the 
evaluation of which still requires considerable research. As maintenance practices 
can affect not only the life of the asset, but also its structural condition, they 
introduce change into the life cycle. Their innovative nature also means that 
considerable research is still required on their effectiveness. Both of these factors 
combine to introduce a further source of variability into the infrastructure life cycle. 
The optimum service life is therefore influenced by a number of factors, including 
economic considerations, expected life of the infrastructure, change in service 
conditions, innovative maintenance methods, and stakeholder considerations. These 
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Issues indicate that the ideal model of the infrastructure management process 
requires to have sufficient flexibility to deal with these issues, and the resulting 
changes over time, both at infrastructure asset level and at network level. 
BENEFITS AND COSTS 
While the maximisation of benefits and the minimisation of costs may be pursued as 
separate goals, it is common to treat them together. There are a number of 
approaches to this treatment, which is typically based on discounted cash flow 
approaches. 
One approach is to use the Net Present Value model (NPV), which uses the net 
discounted cash flow technique to compare alternatives. A number of writers 
consider that this to be the most reliable model for making investment decisions 
where there are a number of mutually exclusive options (for example, Brearley and 
Myers, 1984, pp 64-81). Its use is supported by writers such as Cox (1991), who 
uses it in connection with the relationship between integrated road management and 
microeconomic refonn. Its benefits include the allocation of capital to projects 
showing the largest net benefit. 
An alternative approach is to use the benefit/cost ratio model, often used in ranking 
projects (Reynolds, 1995). A typical approach is the benefit cost ratio (BCR), or the 
ratio of comparative benefits to comparative costs, against the lowest whole of life 
cost case, which is taken as the base case. The incremental benefit cost ratio (IBCR) 
(for example, Reynolds, 1995) is a further option for comparing mutually exclusive 
projects. It typically uses the base case as a starting point, followed by a systematic 
pair wise comparison of cases to develop a ranking preference. 
While there are other approaches, such as return on investment and internal rate of 
return available, the above appear to be the most commonly used approaches. All 
three, for example, were used in the economic evaluation of pavement selection for 
the Pacific Motorway (Queensland Department ofMain Roads, 1996f). 
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The correct specification of each case, and in particular their costs and benefits, is 
critical to the success of the methods. A risk with a ratio approach is that it is open 
to manipulation, it being possible, for example, to argue that certain opportunity 
costs are in fact benefits, and vice versa, to the advantage ofthe presenter. However, 
a ratio approach also has benefits, from an economic viewpoint, in terms of the 
efficient allocation of capital. 
One issue in the evaluation of costs and benefits is the inclusion of qualitative 
variables, and particularly of qualitative benefits. These can often be significant in 
the overall evaluation context. An approach that has been used for overcoming this 
is to use a two stage process, using cost benefit analysis, appropriate to the 
infrastructure concerned, for the first stage and a qualitative assessment of a number 
of factors which are not already incorporated in the cost benefit analysis for the 
second stage (Queensland Department of Transport, 1994). 
It is clear that any model of the infrastructure management process reqmres a 
methodology for evaluating benefits and costs, including qualitative variables. 
While discounted cash flow and related approaches are generally accepted 
methodologies for the quantitative segment of this process, application to a particular 
situation requires to be considered carefully. Evaluation of qualitative variables 
requires further consideration:. : -
SUMMARY 
As the infrastructure manager is required to meet a range of stakeholder 
requirements and a consequent range of objectives, some of which are qualitative, 
the ideal model of the infrastructure management process also requires to have a 
process for dealing with more than one output. Division of these objectives into a set 
of seven logical groups, some of which can be dealt with together, provides the basis 
for a structured approach with which to evaluate them. 
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4.6 OTHER ISSUES RELATED TO MODEL CONSTRUCTION 
The last section showed that a number of variables in the infrastructure management 
process were qualitative, rather than quantitative. In addition, previous discussion 
has shown that infrastructure management is time related. Both of these issues 
impact on the infrastructure management process, and both present challenges for 
the management of single infrastructure assets and networks. They also impact on 
the type of model used to represent the infrastructure management process, and the 
amount of integration used in the model. 
Other issues, such as the consistent cross-referencing of geographic and other 
information, and the co-ordination of management effort are also important in the 
management process. However, from the limited viewpoint of the model, 
cross-referencing becomes an issue only when considering the detail of network 
management, and not the strategic issues with which this thesis is largely concerned. 
The co-ordination of management, while important, is outside the behaviour of the 
infrastructure itself, and is therefore is not a first priority issue except when 
considering heterogeneous networks. Both issues, however, raise the necessity for a 
co-ordinated modelling framework to be considered, particularly at the network level 
where they become significant. 
QUANTITATIVE AND QUALITATIVE VARIABLES AND OBJECTIVES 
The treatment of quantitative ("hard") and qualitative ("soft") variables and 
objectives does require to be considered at the detailed modelling level. Options are 
to deal only with measurable items; concentrate on quantitative items but modifY the 
decision after due consideration of qualitative issues; or to develop a process that 
considers both types of items. Combinations of these processes could also be used. 
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LIFE CYCLE ISSUES 
As discussed in the previous chapter, there are a number of possible different 
infrastructure life cycles, depending on the viewpoint taken. In addition, there is the 
issue of overlapping life cycle phases. 
Both of these issues impact on the model used for the infrastructure management 
process, and on the level of detail used. Hence, a long life cycle tends to lead to 
using a high level viewpoint Similarly, parallelism of certain life cycle phases 
require the model to allow for that parallelism, or alternatively treat it as part of the 
next life cycle. 
As discussed in the previous chapter, the parallelism of life cycle phases more 
strongly arises when the modelling process is extended to networks. These 
frequently have all life cycle phases occurring at the one time, and a mechanism, 
such as that suggested in the previous chapter of dividing time into equal segments 
(normally years), is required to deal with this problem. 
4.7 DISCUSSION 
Given that a model is a simplified view of the systems which it models, the ideal 
model of the infrastructure management process is a simplified view of that process, 
but carries its essence. As discussed previously, such a model requires also to mirror 
the real system, support the managerial decision making process, and be capable of 
being applied to both a network and a single item of infrastructure. 
Because decisions made in the infrastructure management process primarily affect 
the infrastructure life cycle, the ideal model, while modelling the whole management 
process requires to be built around the behaviour of the infrastructure under service 
conditions, and hence its life cycle. Consideration of this life cycle and the 
associated infrastructure management process has resulted in the associated issues 
being classified into three main areas which primarily relate to the infrastructure 
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manager's task, and a fourth area relating to the details of the construction of the 
model. 
ISSUES TO BE RESOLVED 
A number of issues in the four areas are required to be resolved if the ideal model is 
to be constructed. 
Level of Detail 
With respect to the appropriate level of detail, the model requires to be sufficiently 
flexible to move between the high level, or global, view, and the low level, or local, 
view. It is also required to consider intermediate positions. The initial focus is likely 
to be more towards the middle level, and often at the user interface, as it is here that 
many immediate problems are resolved. However, it is also necessary to be able to 
move up to a more global perspective to understand the overall view, or down to a 
more detailed view when making detailed investigations or developing an 
understanding of underlying causes. Availability and cost of obtaining relevant data 
and information may limit the ability to change the focus of the view and affect the 
accuracy of decisions. 
Variability 
Variability arises from uncertainty in relationships within the life cycle and in the 
parameters used, which are subject not only to random processes but change over 
time. While it would be expected that in an ideal model the relationships would be 
known, in practice it is often necessary to use imperfect relationships and make 
allowances for their effect. 
One way of overcoming the issues of variability is to assume that the infrastructure 
life cycle process is stochastic, and use a probabilistic approach to model it. 
However, such an approach requires to be used with care because of the possibility 
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of change in the life cycle and the need to better understand the infrastructure and its 
underlying processes. As discussed in chapter 2, probabilistic approaches also have 
a number of limitations. 
Uncertainty in relationships leads to the need to better define these relationships, 
often using not only research but also other approaches such as heuristics, experience 
and judgment. Ultimately, it may be necessary to accept that the relationships used 
are not perfect, but provide an estimate of the true result. 
The other source of variability, that of life cycle parameters, also leads to uncertainty 
in the result but can be often be calculated, leading to an appreciation of the risk 
involved. The fact that the variance of these parameters can sometimes be quite 
large, that the likelihood of change may further alter them, and that performing 
mathematical operations on them can alter the expected value of the result as well as 
its variance, indicate that their variability can be a significant source of error. 
The ideal model requires to have a process for evaluating, and where possible 
minimising, the effect of variability. 
Multiple Objectives 
In meeting the requirements of a large number of stakeholders, the infrastructure 
manager requires, often simultaneously, to meet a number of objectives. While it 
may be possible to reduce the number of objectives to few key objectives, or to use 
two stage and similar approaches, it is considered by the author that it is better and 
fairer to group objectives into a number of streams determined by function, 
measurement system, and the particular stakeholder community to which the 
infrastructure manager is required to account for achieving particular objectives. On 
this basis, the author has developed seven outcome related goal groups, and related 
them to the goals of the user community, owner community, and the wider 
community. This does not preclude the possibility of subdividing the goal groups 
should circumstances require. 
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While these goal groupings have been discussed separately, they very often require to 
be considered together, and are inter-related to varying degrees. For example, all 
groups have some bearing, on cost and usually also on benefit. Benefits in turn are 
turn subject to the choice of infrastructure life, demand, expected levels of 
serviceability and performance, and the requirements of the wider community. This 
inter-relationship requires to be recognised in the ideal infrastructure management 
model, which also requires to recognise the competing needs of multiple objectives. 
Other Issues Related to Model Construction 
While a number of issues may affect the way in which the ideal model is 
constructed, the requirement to meet not only multiple objectives but also a mixture 
of quantitative and qualitative variables and objectives was seen to be important, as 
was the need to ensure that time was properly considered when the modelling was 
extended to networks. Other issues have also been seen to be significant, but for 
modelling purposes were seen to be relatively less significant than those mentioned. 
SUMMARY 
The ideal model of the infrastructure management process requires to consider and 
deal with a number of issues, including the appropriate level of detail to use, 
variability in the life cycle, the need to meet multiple objectives, and other issues 
related to the construction of the model, such as the process of dealing with 
qualitative variables and objectives, and the best way of dealing with time. 
These will impact not only on the type of model used, but the reliability that can be 
placed in it. 
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4.8 CONCLUSION 
In the development of the ideal model of the infrastructure process, it is important to 
focus on the essentials of the infrastructure management task. This development 
should be related to the objectives of this task, the planning, design, construction and 
operation of the infrastructure. The other essentials of the management task, such as 
leading, organising, controlling, and resource management flow out of this process. 
Thus, the ideal model provides a basis on which the infrastructure manager makes 
decisions about the infrastructure, allocates available resources and plans for the 
future. Its concentration is therefore on the task of managing the infrastructure itself, 
both as a single infrastructure asset and as part of a network. 
In developing this model, it has been seen that key issues include the appropriate 
level of detail to use, dealing with variability, and meeting multiple objectives. Out 
of these flow other considerations such as processes for considering qualitative 
variables and the treatment of time. All of these considerations have an impact on 
the model used. 
Therefore, the ideal model not only has to capture the essence of the infrastructure 
management process and deal with a range of challenges, but also requires a 
considerable degree of flexibility and adaptability. 
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Chapter 5 
Approaches for Addressing the Requirements in Modelling 
the Infrastructure Management Process 
5.1 INTRODUCTION 
It has been shown that there are a number of issues in the infrastructure management 
process that require to be considered if it is to be modelled successfully. In 
particular, an ideal model requires to be flexible, have the right level of detail and 
integration, deal with variability, meet multiple objectives, and consider other issues 
such as qualitative variables and time. 
In this chapter, these matters are considered along with the options previously 
discussed for describing the infrastructure life cycle, and the infrastructure manager's 
task, to discuss approaches for addressing them, from a modelling viewpoint. 
Following an overview of the options available, approaches for addressing the major 
issues of the appropriate level of detail, variability, and the requirement to address 
multiple objectives are discussed. This is followed by a discussion of options for 
considering the other main other issues related to constructing a model. 
Following discussion of the issues, a potential modelling approach that considers the 
main issues is outlined. 
5.2 OVERVIEW OF APPROACHES FOR ADDRESSING THE 
REQUIREMENTS 
SUMMARY OF CHARACTERISTICS - THE IDEAL MODEL 
In the previous chapter, a number of characteristics of the ideal model of the 
infrastructure management process were considered. The final conclusion from this 
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discussion was that the ideal model requires to have a considerable degree of 
flexibility and adaptability. In addition, it should focus on the essentials of the 
management task, take account of the complex relationships in the management 
co-ordination task, and provide a framework for effective decision making. 
The ideal model should also take account of integration Issues, and consider 
infrastructure both as a single asset and part of a network. It was noted in the 
previous chapter that the ideal model should: 
• allow changes in the level of detail used for modelling; 
• take account of variability; 
• recognise and deal with the competing needs of multiple objectives; 
• include qualitative variables and outputs; 
• consider the issues related to time. 
It is recognised that while it may not be possible to construct the ideal model, it 
should be possible to develop a model that deals with the essentials of the above. 
ISSUES IN DEVELOPING A MODEL 
As it contains only the essentials of the system it represents, a model will not contain 
all aspects of that system. In addition, the researcher will have a particular purpose 
for developing the model and be likely to use a particular frame of reference in 
interpreting results. This can lead to bias in the results obtained from models, 
amplified by the stochastic nature of many variables, and a concern that the 
modelling process will not provide a reasonable solution .. 
Vemuri (1978, pp 81-84) has discussed the modelling problem in some detail, and 
identifies two system problems- the direct (or analysis) and inverse problem. The 
modelling problem, an example of the inverse problem, which is considered by 
Vemuri to be "perhaps the most difficult of all inverse problems" is defined as "given 
a set of inputs and corresponding outputs from a system, find a mathematical 
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description (or a model) of the system." In modelling the infrastructure management 
process, this is compounded, as neither the outputs nor the relationships may be 
known with any degree of confidence. This uncertainty also extends to inputs, 
particularly where these are subject to change over time. 
While these difficulties are recognised, the modelling process is still very useful. 
Thus, while Chang and Shinozuka ( 1996) recognised a range of uncertainties in data 
and life cycle costing as concerns in applying life-cycle costing cost analysis to 
bridges, they stated that "Despite these concerns, life-cycle cost analysis can still 
provide a very important and powerful approach if it is not regarded in the light of an 
'exact science'." 
The main issue appears to be more one of confidence in a possible range of results 
produced by the model, rather then absolute accuracy of the modelling process. As 
stated by Vemuri (1978, p. 84), the criterion for selecting one out of many possible 
models "should be physical plausibility rather than physical realizability." It is 
through understanding the underlying system that a reasonable model is built, rather 
than the difficult process of actually verifYing the system. This is supported by the 
literature, Hoover and Perry (1989, p. 23) stating that one of the most difficult tasks 
in simulation analysis is acquiring sufficient understanding of a system to develop an 
appropriate model. 
Understanding of the system being modelled is therefore a significant step in the 
construction of a useful model. 
OPTIONS FOR CONSTRUCTING A MODEL 
Chapter 2 considered a number of approaches to modelling the infrastructure life 
cycle, which, because the focus of the infrastructure manager should primarily be on 
the infrastructure, is considered by the author to be the kernel of the infrastructure 
management process. These were divided into deterministic and probabilistic 
approaches. 
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While both have advantages and disadvantages, the deterministic form was 
considered better for that modelling which required to consider other segments of the 
life cycle, and in doing so provided an understanding of underlying interactions, was 
quite flexible with respect to change, and was therefore better applied to applications 
requiring understanding of the whole life cycle. However, the deterministic 
approach had limitations where stochastic elements were present, or the relationship 
between life cycle elements was uncertain. 
Those probabilistic approaches which typically rely on the current state of 
infrastructure to assist in predicting the future, or are based on survivor curves and 
the like, are applicable to modelling the behaviour of life cycle segments, but are 
generally inflexible with respect to change, designed for a reasonably high level, do 
not aid understanding, and do not well consider prior events. The simulation 
approach is also probabilistic, and while it does incorporate an understanding of the 
system, is considered time consuming and costly to construct and operate, and may 
not cover all significant eventualities. 
None of the models listed above are able to conform to the requirements of the ideal 
model. Other options, including the combination of one of more of the above 
approaches, must be considered. While the ideal may be elusive, a model based on 
understanding the infrastructure management process, able to incorporate historical 
aspects of the system, and able also to include stochastic principles, would have 
advantages of both deterministic and probabilistic models and be relatively simple to 
operate. 
5.3 APPROACHES- LEVEL OF DETAIL 
The focus of the infrastructure management modelling process requires to be chosen 
with care, given the specific requirements of the infrastructure manager. This focus 
may also change with life cycle phase. Thus, an overview could well be appropriate 
in the planning phase, while in the operational phase there may well be occasions to 
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conduct detailed investigations. Similarly, when understanding segments of the life 
cycle, such as construction and maintenance, and how they are connected, it is often 
necessary to consider an intermediate level, such as the user interface, as discussed 
in the previous chapter. 
In the previous chapter, it was considered that while there is likely to be an initial 
focus in terms of the appropriate level of detail, the ideal model required the 
flexibility to move both into detail and back to the broad view of infrastructure. This 
requires this model also to be flexible with respect to integration of infrastructure 
components, to accommodate the various degrees of integration as the focus moves 
between overview and detail. 
One approach to the issue of flexibility is to use a modular representation of the life 
cycle as the basis for modelling. In such a process, each module would be 
considered at its appropriate degree of resolution of detail, provided boundary 
conditions are observed and linkages to other modules are maintained. The high 
level modular structure of Figure 2.2 is a useful initial position from which to 
. develop such a modular approach. A further step is to consider the relationships 
between the modules and use them for integrating the modules into a whole. This 
enables an integrated approach to be taken while still satisfying the integrity of each 
segment of the management process. It also overcomes the problems of a simply 
taking a high level overview, and hence losing the roles of the individual modules. 
A graphical representation of this approach, applied to a subset of likely interactions 
in the mid life operational phase, is in Figure 5.1 which has been developed by the 
author. This shows, for a particular time period, the modification of functional 
serviceability by a number of variables, including time. Maintenance is then 
performed, resulting in a different functional serviceability to be input to the next 
time period, and a maintenance cost is hence incurred. 
Each variable, or related group of variables, is represented as a module, connected by 
equations to other modules. There are also choices with respect to the level of detail. 
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While the process is shown as a collection of intermediate level modules, the whole 
could be represented as a completely integrated overview, using a single transition 
from one state (output serviceability 1) to another (output serviceability 2). Another 
choice, dependent on circumstances, is to break down the illustrated modules into 
other modules, in order to undertake more detailed investigations. At a higher level, 
infrastructure assets, and their associated projects, could be used as components, or 
modules, of an infrastructure network. 
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FIGURE 5.1 LIFE CYCLE INTERACTIONS- AN ILLUSTRATION 
The above alternatives illustrate the flexibility of a modular approach to the 
modelling process. A different option is not to use modules, but to simply accept 
that the bulk of modelling is being undertaken at a particular level of detail, and to 
use an integrated or detailed view accordingly. This may be useful at a network 
level, or in detailed investigation, as appropriate, and is suited to special purpose 
applications, such as optimisation at network level or understanding, at the more 
detailed level, the mechanics of the infrastructure deterioration process, and it is not 
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desired to move beyond the boundaries set by the application. However, its lack of 
flexibility limits its usefulness in a more general sense. 
Therefore, it is considered that a modular approach is the most suitable for meeting 
the requirements to be flexible in the degree of detail used, while allowing the 
freedom for selection of an appropriate internal modelling mechanism for the 
module, providing boundary conditions are met and linkages between modules are 
maintained. 
5.4 APPROACHES-VARIABILITY 
In the previous chapter, two sources of variability were identified. These were 
relationships and variables. It was also observed that while imperfect relationships 
might require to be accepted, and while variability in infrastructure parameters can 
become significant, the ideal model requires to have a process for evaluating, and 
where possible minimising, the effect of variability. 
USE OF A GLOBAL VIEW 
One possible interpretation of uncertainty of relationships is that it is better to accept 
the randomness of the individual components of infrastructure, concentrate on mean 
values at a network level, where the aggregation of a number of independent 
infrastructure assets reduces the collective coefficient of variation. This is illustrated 
through applying equations 4.2 and 4.3. While the results changes with a sum of 
items of differing means and variances, the outcome is that dealing with an 
aggregated whole appears to be simpler, from the point of view of variability, than 
with the component parts. 
This global view can be an advantage in working with, for example, the total annual 
cost of an infrastructure network consisting of many items. However, while this 
approach may appear to simplifY issues at the global level, it has the drawback of not 
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providing an understanding of the underlying process, and in fact hiding the real 
variance of the component parts. 
ESTIMATION OF RELATIONSHIPS 
As discussed in the previous chapter, variable relationships are often not known with 
confidence and may therefore require estimating or otherwise developing 
plausibility. This position applies whether actual requirements are required, as in 
deterministic relationships, or in evaluating probabilities of changing from one state 
to another, as in Markov or similar processes. 
Mathematical Approaches 
In those cases where sufficient data is available for the desired level of detail, a 
common approach is to use an analytical or statistical approach to developing a 
relationship. Curve fitting techniques, such as regression, in conjunction with a 
basic understanding of the process, are commonly used in this process. 
As an example, the author has used regression techniques in deriving an output based 
relationship for unit road construction costs at a network level for roads constructed 
or rehabilitated in Queensland during 1993/94 and 1994/95 (Thorpe (1996a, 1997). 
This formula, which elicited eight significant factors from 35 tested factors, and has 
been used in productivity measurement, followed a larger road reform project which 
showed that there was a relationship between cost per unit length and a number of 
variables, including project length, for roads constructed or rehabilitated in 1989/90 
and 1990/91 (Krosch and Swainston, 1993). More recent sets of data are currently 
being evaluated to verify and update the formula, which is used in the example 
illustrations in Chapters 6 and 8. 
An alternative approach is the latent variable approach of Ben-Akiva and Gopinath 
( 1995), who developed an integrated infrastructure performance and user cost model 
that uses the two parameters of functional performance and structural integrity as 
114 
latent variables. The latent performance model makes few assumptions about 
mechanistic behaviour beyond the fact that condition indicators are assumed to be 
manifestations of particular aspects of performance. This approach (Bollen, 1989, 
Everitt, 1984) has been used to develop models for infrastructure facilities 
management that consider performance to be a latent variable manifest through 
condition indicators. 
Limitations of whatever process is used to estimate relationships must be considered. 
Thus, for example, successful regression depends on the deviation of the error terms 
not being dependent on other variables. This process quite often requires some trial 
and error. The effect on the regression of outliers, extreme values, and correlations, 
also needs to be considered carefully. 
Other Approaches 
If sufficient data is not available, then it is necessary to otherwise estimate the 
relationships between variables. As illustrated in the previous chapter with respect 
to pavement roughness progression, one approach where there are a number of 
formulae available for a particular application is to select an applicable formula and 
calibrate it for local conditions. This is subject to the limitation that as the original 
relationship was developed for a particular purpose, at a particular time, and under 
particular operating conditions in a particular geographical area, transfer of a 
relationship to other circumstances or geographical areas requires to be treated with 
caution. 
The Use of Judgment and Expertise 
It is noted in Chapter 2 that engineering judgment and expertise were required as 
part of probabilistic approaches using Markov and related techniques. This reliance 
on judgment and expertise is a part of all procedures for estimating relationships, but 
is particularly important where relevant data and information are not known in 
detail, or are difficult or expensive to collect. A particular use of judgment is in 
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applying the test of reasonableness to the result, and correspondingly making suitable 
modifications made to the relationships developed. For these reasons, organisations 
should value highly their intellectual property. 
RANDOMNESS IN VARIABLES 
As discussed in the previous chapter, infrastructure life cycle variables tend to be 
random. While it is possible to accept this randomness, it is much more useful to the 
infrastructure management process if its nature, and its effect on results, is better 
understood. 
Effect of Randomness on Relationships 
The previous chapter also discussed the effect on the mean of the output through 
applying a relationship to a random variable, using the relationship y = x2 , a power 
function of the input, as an example. The author has further investigated the issue of 
the result of functions of random variables, firstly with no restrictions other than that 
the input remains positive, and secondly through truncating the input and output. 
The example investigated has been the power function of positive random variables, 
principally with normal distributions. Power functions are significant as they form 
the basis of polynomial functions, to which it is well known that sets of real numbers 
can be reduced (for example, Aitkinson and Harley, 1983). 
With respect to powers of variables, Haldane (1942) investigated the moments of 
distribution of powers and products of normal variates. In his paper, Haldane 
developed a series function for the moments of distribution of powers of normal 
variables, which converged for positive powers of the index of x where the 
coefficient of variation was small, and terminated for all positive integers. Haldane's 
application was to the biological situation, and addressed issues such as the positive 
skewness of the distribution of weights (proportional to volume) of organisms, while 
"the distributions of linear measurements is often very close to normal." 
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The author has extended this approach through further consideration of the 
distribution parameters of the result of a positive variable, with initial mean of unity, 
raised to a power, using a computer spreadsheet based algorithm discussed further in 
the Chapter 7 and in Appendix B, the results for positive powers of the input being in 
Figure 5.2 for the mean of the output, and in Figure 5.3 for the coefficient of 
variation of the output. 
Note that the restriction to positive variables has meant that the distribution has been 
restricted to a minimum of zero, thereby raising the mean of the input for higher 
values of coefficients of variation. In order to compensate for this, the mean in 
Figure 5.2 is in ratio format. 
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Figure 5.2 shows an increasingly positive shift in the expected value ofthe output as 
the variability (measured by the standard deviation) increases. This trend increases 
with the absolute value of the power. Figure 5.3 confirms that, as would be 
expected, the coefficient of variation of the output similarly increases. A similar 
result, although with different values, occurs for negative powers of the input, the 
main issue with negative powers being the requirement to constrain the values of the 
input in order to constrain the output to reasonable limits. 
Other probability distributions also show this shift in the mean of random variables 
raised to a power, the gamma (converted to a mean and variance format) and 
uniform distributions having been also been examined. Although the magnitude of 
the results differs, a similar pattern emerges as for the normal distribution. The 
mean and standard deviation have been converted into the shape and scale factors by 
standard formulae. 
In the case of the gamma distribution, the moments about zero may be calculated 
directly, through the following formula, obtained through integration: 
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Mp(x) =Apn * r(a+pn)!T(a) (5.1); 
Where ~(xJ is the pth moment about zero for the gamma distributed variable x, with 
shape factor a and scaling factor A, raised to the power n. For comparison with 
other distributions, the shape and scale factors of the gamma distribution were 
converted into an equivalent mean and variance. 
Implications 
This increase in the mean of the output through variance in the input means that, in 
the act of raising a variable to a power, the expected value of the result depends not 
only on the mean of the input, but also its variance. As expected, its coefficient of 
variation also increases. Thus, as the variance of the input is increased, the resulting 
output in the case of raising a variable to a power decreases the degree to which the 
output can be confidently predicted, thereby requiring that the output not be 
expressed as a definitive figure, but as a range defined by probability parameters and 
quite possibly the probability distribution. 
Conversely, reduction of vanance mcreases the predictability of the result. 
Therefore, wherever possible, the variation in infrastructure variables should be 
minimised in order to not only improve the_ variability of the result, but also the 
degree of confidence of its likely value. This is a result analogous with the quality 
assurance philosophy of decreasing variation in order to produce a more predictable, 
and hence more stable, result (for example, McConnell, 1988, pp. 84-89). 
TRUNCATION OF VARIABLES 
In many cases, reduction of the variability of the input will not be possible. While 
this variability may require to be accepted in the infrastructure management process, 
in practice there are limitations to the values of the variables used, and very often 
both inputs and results are truncated. One reason for this is to limit variables to 
reasonable quantities, thereby eliminating outliers and unreasonable results. The 
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author has investigated the effect of truncation, and in this section presents some 
results of this for the case of y = r. 
Truncation of the Input and Output 
The effect of truncation of the input may be illustrated with Figure 5.4, which uses a 
unit positive variable with a coefficient of variation of 0.4, and a power of x = 2, ie., 
y = x2• In this case, however, the input x has been truncated to +/- 2 standard 
deviations from the mean. 
Original: X mean = 1.0, standard deviation = 0.4, Umits ZX +/-2 
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FIGURE5.4 ILLUSTRA TlON OF CHANGE IN MEAN AND SHAPE 
OF OUTPUT- RAISING VARIABLE TO A POWER 
The positively skewed shape of the output compared with the symmetrical input 
illustrates the points discussed previously with respect to variable inputs. In 
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addition, it is noted from viewing the lower diagram in Figure 5.4 that constraining 
the value of the input results in a corresponding constraint in the values of the 
output. This has implications in that it is desirable to minimise the range of values 
of the input if a more reasonable value is to be obtained for the output. 
Results of constraining the output are illustrated in the lower diagram of Figure 5.4. 
Each of the two points illustrated shows a progressively smaller standard deviation 
of the output, thereby decreasing the variability of the output. The outer point (ymax = 
2.5) takes the minimum amount from the total distribution, has provided an 
additional small risk of the actual result being outside the range predicted, but has 
further decreased the range of values expected for y, thereby narrowing the range of 
results with minimum risk of not selecting a valid value for the output. The inner 
point (ymax = 2.0) further improves the standard deviation of the output, substantially 
decreases the expected value of the result, and increases the risk that a valid answer 
is not accepted. 
Figure 5.5 shows the effect on the mean and standard deviation of the output through 
further truncating the input value shown in Figure 5.4. In Figure 5.5, the horizontal 
axis represents both the upper and lower numerical limits of the distribution, of a 
two sided truncation of the input. Once this limit reaches 1.0, the limits of the 
original distribution in Figure 5.4 are reached, and hence there is no further change 
to the output. 
There is clearly a significant decrease in the standard deviation of the output as the 
input is more an more constrained (ie, the left hand side of the graph is reached). 
However, there is a less significant change in the mean, diminishing with degree of 
truncation once constraints reach a particular value (about 0.5 from the mean of 1.0 
in this case). These would be expected to be a function of both the shape of the 
probability distribution and the relationship between input and output, and would 
therefore expect to be different with other distributions. The significant issue is that 
while the advantages of truncation vary with the distribution of the input, and the 
relationship between the input and output, any truncation improves the shift in the 
mean of the result and the variance of that result. 
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Why Truncate? 
The discussion in this sub-section and the preceding sub-section has illustrated the 
importance of firstly recognising the significance of variability in the infrastructure 
management process, and secondly showing that reduction of the limits of variables 
may have a significant effect on the variability of results. 
Wherever possible, variability should be minimised at its source. As discussed 
previously, this is a foundation of quality assurance, in which reducing variation in 
the product by providing a predictable degree of uniformity (McConnell, 1988, pp 
20, 21 ). McConnell showed that while reduction of the tail of a distribution, by 
simply eliminating poor performers (and thus skewing the distribution), did result in 
some product improvement, changing the common causes of variation for the better 
provided improved overall results (McConnell, 1988, pp 84-89). 
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It is accepted that variability cannot always be changed, and that in a number of 
cases, such as contract unit rates and community attitudes, the infrastructure manager 
has no control over the degree of variability. However, it may be possible to control 
the amount of variation accepted, and in this way better control both the 
predictability and variability of the output. Similarly, constraining the limits of the 
output prevents results beyond reasonable limits being accepted. 
While truncation of input and outputs ensures that only reasonable input and results 
are accepted into the infrastructure management process, there are clearly advantages 
and disadvantages with truncation. While minimising variability is important, so is 
minimising the risk that the actual result will be outside the predicted result, and so is 
minimising the difference between the actual result and that obtained were there no 
variability. Therefore, while truncation is required in many cases to ensure that 
results are within reasonable bounds, the infrastructure manager requires to be aware 
of the risks involved, and take the best course of action appropriate to the 
circumstances. 
SUMMARY 
Variability in the infrastructure management process requires to be recognised, and 
strategies developed for dealing with it in the modelling process. As this variability 
can arise form different sources, including both relationships between variables and 
within variables, appropriate strategies are required to be tailored to each individual 
case. 
A common strategy is to assume that variability exists, and then model around that 
variability. Stochastic models are based on this assumption. However, acceptance of 
variability does not produce solutions for minimising it in the quality assurance way, 
and therefore it is necessary to go beyond acceptance to understanding. Experience 
and judgment play key roles in this process. 
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Variability within variables may impact on not only the variability of a result, but 
also its mean. While in a global situation the coefficient of variation may be reduced 
through aggregation, the impact of variability on the components of the 
infrastructure management process requires to be minimised, as it is at the individual 
infrastructure level that stakeholders are most impacted by such variation. This 
reduction in variability can be aided by truncation of inputs, thereby limiting the 
range of inputs accepted, and of outputs, and thereby limiting results to those 
considered reasonable. While these actions will reduce the impact of the variability, 
they do have associated risks. The most desirable approach is to minimise variance 
of the input, this being a task for an informed infrastructure manager who 
understands the sources and consequences of variability. 
5.5 APPROACHES- MULTIPLE OBJECTIVES 
In the previous chapter, it was shown that the infrastructure manager required to 
meet multiple objectives, arising out of a range of inputs and user requirements. It 
was also shown that, for simplicity of classification, the objectives could be grouped 
under seven major outcome related headings, each corresponding to a particular set 
of user requirements. This leads to the next step in the modelling process, the 
evaluation of approaches for developing balanced results that meet the requirements 
of a range of objectives. 
One approach is to focus on one or two major result areas and ignore the others. 
This has the advantage of narrowing the focus of the final result, and of minimising 
the number of variables to be considered. This is useful for detailed analysis of a 
specific issue in detail, as it does not distract the analyst by introducing non relevant 
material. However, it overlooks other objectives that may be significant. 
Because of the potential importance of other objectives, approaches require to be 
considered that fairly consider all significant objectives in an efficient manner. This 
usually requires prioritisation of the objectives in order to find the important 
objectives, or significant groups. 
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PRIORITISATION AND WEIGHTING OF MULTIPLE OBJECTIVES 
One approach for objective selection and prioritisation has been to use ranking 
models based on statistical approaches. Chouinard et. al. (1996) used ranking 
models for condition assessment of civil infrastructure systems, based on an 
approach called "Function-Based Condition Indexing", to statistically extract 
historical prioritisation criteria from historical budget databases. 
The authors used a weighted combination of condition indices of the specific 
functional system that meet the objective in accordance with the equation: 
where CIFs is the condition index for the facility and CI; the condition facility for 
each functional system component, and the weighting factors WF; add to unity. 
The weighting functions were obtained from historical prioritisations, usmg an 
assumption that ranking is a function of unidentified variables which measure a 
decision maker's perception of the relative importance of the various maintenance 
and repair functions. A statistical modelling process extracted the mathematical 
expression that most closely resembles the thought process of the decision makers. 
The method used a maximum likelihood estimation procedure to estimate model 
parameters, based on a decomposition of ranked data in terms of pair-wise 
comparisons between (in this case) the two general categories of maintenance and 
repair operations. Goodness of fit statistics were used to evaluate and select the 
optimal ranking models. 
In applying the methodology to dams for the activities of "Collection of Performance 
Information" and "Prevention of Surface Erosion", it was found that "physical 
parameters such as age and height have a tremendous influence on the historical 
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prioritisations even though they may not have been explicitly considered during the 
ranking process." 
Like all statistical analysis models, this approach is applicable to a particular 
situation and seeks parameters that are statistically significant. In addition, an 
assumption behind this type of model is that the past will model the future. In a 
changing world, this is often not the case. New policies, new community pressures, 
new materials, or other new inputs alter the circumstances under which the model 
was derived and lessen its validity unless the analysis is repeated on a regular basis. 
Paired Comparisons 
The method of paired comparisons is commonly used in prioritisng and weighting 
multiple objectives, such as in the comparative evaluation of proposals in, for 
example, the selection of consultants (Queensland Department of Main Roads, 
1997a) or the evaluation of options. 
In the paired comparison approach, objects are presented in pairs to one of more 
judges. One of the consequences of this is that the number of paired comparisons 
increases with the number of objects and judges, for t objects and n judges, the 
number of paired comparisons being n.tC2 . Thus: 
Number of paired comparisons= n.[ t(t-1 )/2)]; (5.3) 
(David, 1988, p.l). 
For example, the number of paired comparisons with 3 judges and 7 objectives is 
3.7C2 = 63. Thus, the complexity of the selection process increases rapidly with the 
number of goals, and therefore, if the paired comparison approach is to be used, it 
requires objectives to be grouped in manageable clusters. 
126 
Priority Rating of Highway Routine Maintenance Activities 
Fwa et. al. (1989) discussed a grouping approach in dealing with a large number of 
routine maintenance activities, priority rating 126 entries in highway routine 
maintenance using a combination of partitioning and pair-wise comparison. 
Simultaneous ranking was not considered feasible, and pair-wise comparison, while 
theoretically possible, was not possible due to the large number of combinations. To 
reduce the problem to a manageable size, the contributing factors were partitioned 
into two categories and examined separately. 
The first part of a survey dealt with assigning priority scores to individual routine 
maintenance activities in accordance with their relative importance in preserving 
highway pavement conditions at a desired level. In the second part, priority scores 
were assigned to different pavements of various highway classes by road distress 
severity level according to the relative urgency of the work. The final priority rating 
was obtained by a multiplication of the two. 
The paper concluded that the data were informative and useful in providing 
meaningful insight into routine maintenance practices of highway agencies. Since 
the priority ratings are influenced by seasonal factors, climatic and environmental 
conditions, highway maintenance policy emphasis, and pavement maintenance and 
repair philosophy, there was a need for each highway agency to develop its own set 
of routine maintenance priority ratings and to periodically update these ratings as a 
part of a continuing process. 
While the paper concluded that each situation reqmres individual analysis, it 
provided a conceptually simple and useful approach to ranking priorities. However, 
a disadvantage of the approach was that even when entries were split into categories, 
some categories contained large numbers to be ranked by other means. Thus, there 
were 14 entries in the first category and nine in the second. There is some 
psychological evidence that nine items is the maximum number that can be 
considered simultaneously. For example, according to Saaty and Vargas (1982, 
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p.22), quoting Miller (1956), psychological experiments have shown that an 
individual cannot simultaneously compare more than seven objects (plus or minus 
two) without being confused. Therefore, clusters of more than nine variables may 
not be easy to rank further, and a better way of breaking the process down should be 
considered where possible. 
Rational Management 
The Rational Management approach (Kepner and Tregoe, 1965, 1981) is a way of 
classifying objectives, and so improving the efficiency of the weighting process. It is 
based on situation appraisal, problem analysis, decisions analysis and potential 
problem analysis. These processes are based on the four identified basic thinking 
patterns of assessing and clarifying, cause and effect, making choices and 
anticipating the future. The process is based on situation appraisal, problem 
analysis, decision analysis and potential problem analysis. The necessity of applying 
this type of thinking aids understanding of the underlying process. 
The approach consists of the following steps (Kepner and Tregoe, 1981, pp 86-102): 
1. Develop a decision statement, which should consider both the purpose of the 
decision and the level at which it should be made. 
2. Classify objectives according to importance, using the headings of MUSTS 
and WANTS. 
3. Generate and evaluate alternatives. 
4. Consider the adverse consequences of all feasible alternatives before making 
a final decision. 
The MUST objectives would normally define the GO I NO GO decision, and 
therefore define which alternatives to consider further. The WANT objectives are 
weighted on a scale of 1 to 10, and scored on a scale of l to 10. This provides a 
tentative choice, which is tested for adverse consequences on the basis of their 
probability and seriousness before a final decision is made. 
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Typical examples in the infrastructure management process of a MUST objective are 
the requirement that an impact assessment study is undertaken as part of planning, 
that a design be to a particular standard, or that a tender be conforming to the 
specification. If these requirements are not met in their respective areas, the process 
relating to them is stopped, and may in some cases be required to re-commence. 
WANT objectives are typically those factors, such as costs, benefits, and 
performance, that are weighted in an analysis that takes the MUST objectives as 
g1vens. 
A cited disadvantage of the above method is that the case studies that respond well to 
the Kepner-Tregoe method are not necessarily an accurate reflection of real world 
problems or the dynamics of people who make decisions, and does not address the 
issue that decisions making must allow for the so-called "soft" factors (Arlington 
Software Company, 1995). 
Overall, the general principles are considered of value in the necessary first step of 
rationalising multiple objectives. In particular, the development of a decision 
statement and the objective classification process are considered significant thinking 
steps that should be considered when developing a model of the infrastructure 
management process. 
SUMMARY 
There are a number of processes for selecting and prioritising multiple objectives, 
most based on paired comparison approaches with some prior ranking. A statistical 
approach has also been discussed. A clear message that comes from these, and 
other, ranking approaches, is that the process of ranking objectives is basically 
subjective in nature, and therefore, like most other stages of the infrastructure 
management process, requires the use of judgment and expertise. 
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In the following chapters, the author proposes an approach for dealing with multiple 
objectives that extends the Rational Management process, and combines this with a 
paired comparison approach. This process is designed to minimise the number of 
objectives compared and fairly weight these so that a final weighted score can be 
obtained both efficiently and effectively. 
The author also considers that, in a flexible analysis approach to infrastructure 
management, there needs to be an understanding of the basic principles and the 
ability to cope with change. The prioritisation and weighting of objectives process 
requires the flexibility to meet these challenges, and may therefore be required to 
consider qualitative aspects of variables as well as their quantitative dimensions if it 
is to provide a fair result. 
5.6 APPROACHES- OTHER MODELLING ISSUES 
Of the remaining issues in the infrastructure management process, the two that have 
been highlighted in previous chapters are the treatment of qualitative variables and 
of time. The consideration of qualitative variables becomes important in the 
treatment of inputs with qualitative aspects, and therefore in providing an estimate of 
the impact of such variables in what is basically a quantitative modelling process. 
The issue with time is the way in which overlapping life cycles, in single 
infrastructure assets but particularly in networks, can be considered in a simple 
manner that considers the different times taken to undertake activities. 
THE TREATMENT OF QUALITATIVE VARIABLES 
As discussed, the main difficulty with qualitative variables is how they can be 
incorporated into with what is essentially a mathematical description of the issues in 
the infrastructure management process. These matters are of considerable 
importance to today's infrastructure manager, who is dealing not only with concrete 
engineering and financial realities, but also with the perceptions and wishes of 
stakeholders. 
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While there are quantitative approaches to measuring many environmental and other 
variables, the main issues are often not resolved through the use of measured 
magnitudes. Public opinion, community attitudes, concerns regarding loss of 
livelihood, animal habitat concerns and the like are often resolved on the basis of 
perception and opinion rather than physical attributes. Such processes are also often 
important politically. 
In addition, while many qualitative problems consider the more traditional "soft" 
issues, "hard" issues such as functional serviceability, commonly measured by 
condition indicators such as road roughness, are also subject to community 
perception. Thus, the community perception of whether a road is performing its task 
may not be its measured condition, but quite possibly the perceived ability to drive 
quickly without perceived vehicle damage, or perceived high fuel consumption, 
caused by the road condition. 
Qualitative data is rarely directly measurable, being normally measured in an ordinal 
(ranking) scale, or in qualitative terms (such as excellent, very good, good, fair, poor; 
better, worse; rank on scale ofO to 5; etc). As these scales are subjective, rather than 
objective, they are accordingly imprecise and through their qualitative nature do not 
lend themselves to standard parametric statistical analysis procedures such as 
regression. While non parametric methods such as ranking may be applicable to 
qualitative variables, a better approach is to bring them into the framework of the 
"hard systems" methodology used in the analysis process. 
A ratio scale may be considered for comparing different variables on an equivalent 
basis. A typical such scale uses a constant interval, such as zero to five, and while it 
can be applied to quantitative measurements, it can also be used for qualitative 
variables, a score being assigned on the basis of a state ofthe variable. 
Where there is risk involved, or a trade-off is possible, this process may be enhanced 
by the use of the concepts of utility and indifference. Utility, as used in the 
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economic sense, is the satisfaction obtained from the consumption of products 
(Tisdell, 1974, p.82), the concept being that, in order to maximise utility, the 
consumer must ensure that marginal utility of expenditure on each product is equal. 
Indifference (Tisdell, 1974, p. 84-85) represents combinations that are equally 
satisfactory to the consumer. 
Operations research has provided a concept of utility theory where there is risk 
involved (Hamburg, 1970, pp 631-644; Winston, 1997, pp 731-743; are examples). 
This theory is based on a combination of risk and return. One straightforward 
method, which is discussed in the references, is the Von Neumann-Morgenstern 
approach, which constructs a utility function compared with return through 
developing a risk profile for the decision maker by calculating the utility assigned to 
the indifference point between various combinations of a worst and best expected 
return, given the probabilities of receiving each. A utility range is allocated, so that 
the utility of a better outcome is better than that of a worse outcome. Figure 5.6 is an 
example of a utility curve, showing the example of a risk avoider profile, or a person 
who places a diminishing marginal utility for reward. Other profiles include the 
straight line relationship of the risk neutral profile, and the upwardly concave curve 
of the risk preferrer profile. 
Note that when the utility function is second order, as in this example, it has been 
"found that the decision maker acts consistently if he takes into account both the 
expected value and variance" of (monetary) consequences, whereas if the utility 
function is linear, consistent action may be expected of the individual "takes into 
account only the expected value" of (monetary) outcomes (Hamburg, 1970, p. 641). 
This provides a further example of the potential consequences ofvariability, showing 
the recognition in the literature that variance has a role in determining the consistent 
action of decision makers in other than the most straightforward of circumstances. 
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While the concept of utility is designed for economic situations, the author considers 
that it has potential to be applied to other situations with definable worst and best 
outcomes (for example, maximum noise compared with minimum noise). In 
particular, it has value when applied to the positions of affected stakeholders (for 
example, the community which is disrupted by the infrastructure development). 
Thus, the utility to them of having a best noise level may be set at 5, of having a 
worst level zero, and of intermediate noise levels a different value, determined by 
their indifference to the probabilities of having mixes of the two outcomes. 
While noise may be measured quantitatively, the above discussion has focussed on 
its qualitative aspects. The process of determining utility as a scoring system is 
considered by the author to be extendable to fully qualitative situations. For 
example, if the perceived damage to an animal habitat was low (animals could exist 
much as before), utility to the community may be scored at five, and if high (danger 
of complete extinction), this utility could be scored at zero. Through community 
survey or other consultative instruments, intermediate utilities could be determined 
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for other perceived levels of damage to the animal habitat, providing a range of 
scores for various alternatives. 
This wider concept of utility, while not strictly in accord with the operations research 
process, does provide an approach for scoring qualitative variables, and thereby 
translating them to an approximate quantitative analysis equivalent. 
THE TREATMENT OF TIME 
In order to deal with an infrastructure network consisting of many components with 
different life spans and built at different times, it is desirable to consider how to 
break down time into manageable segments common to all elements of the network. 
One approach is to consider each activity in the life cycle to be a definitive unit, to 
which time is related. However, activities vary in length, may span several time 
segments, and may affect more than one phase of the life cycle. These factors make 
it difficult to use individual activities as the basis of dividing the infrastructure life 
cycle in networks, where all phases of the life cycle may be overlapping at the same 
time. 
An alternative is to divide the life cycle into fixed time segments, or periods. 
Defined in this way, a period will accumulate the cost (or benefit) of a series of 
inputs and processes that affect a given time span in the life cycle, and also forms a 
good measuring unit for evaluating other major goal areas such as functional 
performance and service life. A further advantage of a period is that it provides a 
fixed length of time in which variable length activities are measured. Some activities 
will be required to start and end during a time period, and as there may be multiple 
activities in a single time period, this requirement may affect the modelling process. 
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5.7 DISCUSSION 
Using the general frameworks laid down in previous chapters, this chapter has 
considered a number of options for addressing the main issues in modelling the 
infrastructure management process. In particular, the requirement for flexibility 
brought out in the previous chapter for the ideal model, the need to consider network 
implications, and the requirement to address integration issues have been kept in 
mind. Applications using the two main approaches of Chapter 2 - the deterministic 
and probabilistic approaches, have also been considered. Another consideration was 
that the model should aim at being plausible rather than being physically realisable. 
Thus, the model, which captures the essence of the process, may be reasonable 
without being precise. This reasonableness is not an issue provided it is recognised, 
and that results in some cases may be given in terms of ranges rather than definitive 
answers. 
LEVEL OF DETAIL 
With respect to the appropriate level of detail, a particular approach discussed was 
the use of a modular approach that could be adapted to the required level of detail, 
which would be flexible with respect to the process being modelled and its role in 
the management process. This process can be applied whatever general approach is 
used, the internal aspects of each module not being the concern of the overall model. 
VARIABILITY 
While there may be some advantages with usmg a global v1ew that accepts 
variability in the infrastructure management process, particularly for predictive 
purposes, it is also important to understand the inter-relationships within the 
infrastructure management process. While there are a number of approaches for 
estimating these relationships, including regression and other mathematical 
techniques, judgment also has an important role to play in this process. 
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With respect to randomness in variables, it was shown, through applying a power 
function to random variables that the application of formulae to random variables 
may result in a shift in the expected value of the output, as well as in its variance. 
This resulting shift can be quite significant, depending on the variance in the original 
variable and the relationship applied. The other significant issue was the effect of 
truncation on the input and output, combined with the understanding that while it 
was useful for the modelling process to apply truncation where appropriate, there 
was likely to be an optimum truncation for particular circumstances. The ultimate 
aim was to understand the source of variability and wherever possible consider 
processes to minimise that variability. 
MULTIPLE VARIABLES 
One approach to the problem of meeting multiple objectives was to select the 
dominant variable, or very few dominant variables, and focus the modelling and 
analysis efforts on these variables. This was not considered a sound approach 
because it was unlikely to consider all the significant variables. Focus on the 
dominant goal has been a criticism of multiple goal optimisation techniques. 
An option for prioritisation and weighting approaches for multiple objectives is a 
prioritisation mechanism, such as the management oriented Rational Management 
approach designed for improving organisational effectiveness, accompanied by a 
suitable paired comparison method. 
OTHER ISSUES 
Qualitative variables requrre to be considered m the infrastructure modelling 
process, which is essentially a quantitative tool. Placing all variables on a ratio 
basis is considered a fair approach to fairly incorporating all variables into the 
modelling process. Perception, rather than actual measurement, is considered to be 
significant in the inclusion of qualitative variables in the modelling process. 
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Utility theory is a potential approach for developing a scoring system for qualitative 
variables which involve risk or trade-off, as well as certain variables that can be 
measured quantitatively but whose impact on the decision making process is very 
often qualitative. 
In treating time, particularly in network applications, it is considered that the best 
approach is to divide the infrastructure life cycle into equal periods of time, usually 
years, and base all other time related aspects of the infrastructure life cycle about 
that division. 
5.8 CONCLUSION 
Primary considerations in the previous chapter's description of the ideal model of the 
infrastructure management process were that it focus on the essentials of the 
infrastructure management task, that it be able to deal with a range of challenges, 
and that it have a considerable degree of flexibility and adaptability. During the 
discussion in this chapter, it was also established that such a model would take on 
the best aspects of deterministic and probabilistic models, being able to consider the 
historical aspects of the infrastructure which are so important in integrating the life 
cycle, and including stochastic principles. 
Models with rigidity, or that do not aid understanding of the infrastructure 
management process are therefore considered unsuitable for modelling the whole 
infrastructure management process. This includes formal analytical models, 
mathematical programmmg approaches, and probabilistic approaches to 
infrastructure deterioration. Simulation is an option, but is unlikely to be sufficiently 
efficient or reliable, owing to the large number of variables involved. 
It is considered by the author that a model that satisfies the requirements is likely to 
be based on an analytical approach, with a modular structure that allows the 
consideration of links between modules, yet allows them to have their own internal 
descriptions and relationships, subject to boundary requirements and other 
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constraints, such as maintaining the linkages between modules. In addition, it 
requires to be flexible in the level of detail that it can model, consider variability and 
the consequences of that variability, and use multiple, prioritised goals. The method 
also requires to have a mechanism for incorporating qualitative variables into the 
analysis process, and be able to be divided into uniform time periods. It also 
requires to be based on single infrastructure items, but be expandable to networks. 
The purpose of the above is to ensure that not only is the infrastructure management 
process modelled well, but also that the underlying mechanisms, particularly in the 
infrastructure itself, are understood within the limitations of available knowledge. 
While such a model may not be a perfect representation of the infrastructure life 
cycle, it is as accurate as possible given its assumptions and limitations. In the next 
two chapters, the author proposes and describes a modelling and analysis process 
based on the principles discussed above. 
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Parte 
The Modelling and Analysis Process for 
Infrastructure Management 

Chapter 6 
Description of a Modelling Process for Infrastructure 
Management 
6.1 INTRODUCTION 
In the discussion of approaches to the infrastructure management process and its 
modelling, it has become clear that flexibility and adaptability are important, in 
order to allow the consideration of different levels of detail, an appropriate degree of 
integration, and the ability to meet changing circumstances. It has also been 
necessary to capture the essence of the management process, thereby placing 
emphasis on decisions affecting the infrastructure itself, rather than peripheral 
administration issues. The initial focus of any modelling process should therefore be 
on the infrastructure life cycle, from which wider management issues can be 
developed. 
In order to meet the requirements of these issues, and others, it was proposed in the 
previous chapter that a model with a flexible modular structure be considered. 
This chapter and the next discuss such an approach, developed by the author, to 
modelling the infrastructure management process, taking into account the issues 
discussed previously. The final chapters of this thesis then discuss how this 
approach can be used for effective infrastructure management. 
Concentration in this chapter is on general descriptive and application issues. An 
explanation of why this process was selected is followed a description of its origins, 
and then by a more detailed description from a qualitative viewpoint, with particular 
reference to the infrastructure life cycle. An example of the analysis process used in 
the approach, using an example from infrastructure delivery, leads to a discussion of 
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how well the proposed approach meets the requirements of the ideal model of the 
infrastructure management process. 
In the next chapter, more specific issues of the modelling process are discussed, 
including how this process addresses issues such as the appropriate level of detail, 
variability, multiple objectives, and other significant issues. 
6.2 WHY THIS APPROACH WAS USED 
The infrastructure management modelling process described in this chapter and the 
next uses a modular approach, initially focused on the infrastructure life cycle but 
later extended to broader management issues. A logical model developed by the 
author that is aimed at reflecting the essentials of the physical reality, it is based on 
an analytical approach, but also takes account of variability and its consequences. In 
using this approach, assumptions are required regarding issues such as the 
consequences of inputs and decisions, selection of significant variables, and the 
acceptable range of results. The requirements to make assumptions is not 
unreasonable, given that decisions in the actual infrastructure management process 
being modelled are also made using assumptions where information is not available. 
SUMMARY OF SELECTION PROCESS 
While the ideal infrastructure management model has a range of requirements, one is 
particularly significant in the selection of a particular modelling process. This is its 
flexibility, in order to meet a range of requirements, including the ability to consider 
infrastructure assets both individually and as part of a wider network, start at one 
level of detail and move up or down from that level, consider variability in the 
infrastructure life cycle, manage multiple objectives, incorporate qualitative 
variables, deal with time issues, have an appropriate level of integration, and above 
all assist in understanding the infrastructure management process .. 
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Following a revtew of possible approaches, the last chapter concluded that 
approaches such as mathematical programming and probabilistic models do not 
provide the flexibility to model the whole infrastructure management process, or the 
whole infrastructure life cycle. This did not prevent these approaches from being 
used for those particular aspects for which they are suited. 
Simulation was also considered as a possible option for this purpose. However, 
because of a range of modelling requirements, it is considered that a different 
approach would be more suitable, although simulation could well be used as a 
supplementary analysis tool. The factors considered in this choice included the 
need for flexibility, the requirement to model and understand the relationships 
within the process, the necessity to balance modularity and integration, and the 
likely costly and unwieldy nature of a simulation using large number of potentially 
stochastic variables with uncertain relationships in a multiple objective 
management environment. 
In previous chapters, it was considered that whatever modelling process is used 
should preferably be relatively easy to understand and use. The reasoning behind 
this is that such an approach should be designed for use by practising infrastructure 
managers, many of whom understand the need for technical approaches but wish to 
manage at a practical level, using readily available software and relatively 
straightforward techniques. This does not preclude other techniques, such as those 
already discussed, being used to model those parts of the management process to 
which they are suitable, provided that such techniques are suited to the modelling 
context in which they are used. 
THE MODEL SELECTED 
Considerations of the above discussion, plus the requirements of the ideal model, 
and the alternative modelling approaches have therefore indicated to the author that 
a model based on an analytical approach, using a modular structure, would satisfy 
the necessary requirements. Such a model would require to be flexible in the level 
of detail that it can model, consider variability and the consequences of that 
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variability, and use multiple, prioritised goals, as well as meet other key issues. It 
may also be required to use a range of modelling techniques, including probabilistic 
techniques, within certain modules or sets of modules spanning a suitably identified 
and linked segment of the whole process. 
With respect to network requirements, it is considered that the model should initially 
focus on the individual infrastructure item. This allows for initial modelling at the 
user interface, yet provides the ability to move lower in detail for closer investigation 
of key issues, and allows aggregation of key results to the network level. Starting at 
the network level can cause sight to be lost of key issues affecting single 
infrastructure items, and is accordingly not considered appropriate. 
Commencing the modelling process at the single infrastructure asset level does not 
preclude the use of relationships between variables developed at network level with 
single infrastructure units in mind. Many pavement deterioration models, for 
example, have been developed at network level. Use of such models, however, does 
consider the average position rather than the specific peculiarities associated with 
individual infrastructure assets. At the same time, however, it identifies issues that 
require closer consideration in individual infrastructure assets. Such formulae, if 
available, are often the only available formulae for general application. Provided 
that it is accepted that a result range is normally produced by the modelling process, 
rather than one precise figure, this can be accepted. 
SUMMARY 
The process developed by the author to model, and then analyse, the infrastructure 
management process is designed to consider a range of issues, yet allow for 
flexibility in both scope of application and the way in which its applied. It is aimed 
at being as simple as possible in both concept and operation, and therefore having 
applicability in a practical world subject to many influences and much change. 
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6.3 ORIGINS OF THE APPROACH 
SYSTEMS APPROACH 
The infrastructure life cycle, and the infrastructure management process have been 
considered in a systems context throughout this thesis. As the infrastructure 
management system is dependent on information, and is subject to change as a result 
of applying decisions based on that information, it has a number of common 
characteristics with information systems. These characteristics include the flow of 
information through the system (refer, for example, to Figure 1.1 ), change in 
variables as the result of information passed to them, and a series of processes that 
convert inputs to outputs. 
While existing life cycle modelling systems have some elements of a systems 
approach, and a number recognise some interaction in the life cycle, they tend to 
treat each phase of the life cycle separately and usually focus on a single final output 
that is often written in economic terms. To the author's knowledge, there are no 
approaches that consider the infrastructure management process as an integrated 
whole, and aim to reach a balanced range of results that go beyond traditional areas 
such as benefits, costs, or condition. 
The systems approach to modelling the management process has been accordingly 
developed by the author to overcome these problems through providing a multi 
objective approach that considers a range of aspects of an integrated infrastructure 
management process, using a flexible, modular design. 
SOURCES OF THE APPROACH 
A study, by the author, of the modular infrastructure management approach has 
shown that it is not only shares a number of common characteristics with an 
information system, but also that the analysis of the infrastructure management 
process can be undertaken using information systems analysis concepts, such as 
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structured systems analysis and its related analytical tool, data flow modelling. 
These are well known concepts in the information systems field, and provide a 
means for understanding the flow of information in infrastructure management. 
In addition, not only do both information systems and infrastructure management 
systems take a set of inputs, use processes to modify those inputs, and then produce 
outputs, but also they share the common concept of phase development, familiar in 
the information systems development process. Thus, division of the infrastructure 
system life cycle into its components of planning, development and operation has a 
parallel with the information systems concepts of definition, development, and 
installation and operation (Davis and Olson, 1985, pp 570-573). 
STRUCTURED ANALYSIS APPROACH 
Use, in the development of the modelling methodology, of an approach based on 
structured analysis ("an information flow and content modeling technique", 
Pressmen, 1992, p. 209) enables various levels of detail to be modelled This has 
been enabled by a combination of two characteristics. 
The first characteristic is the "top down" definition of each processing unit by its 
general statement and purpose, then decomposing it down into smaller and smaller 
sub-functions. This corresponds to breaking down the modular units of the 
infrastructure management process, and in particular of the infrastructure life cycle, 
into more detailed units as required. The graphical modelling approach for this 
process is known as a decomposition diagram (Gane, 1990, p.35). 
A "bottom-up" concept of defining each module of the system by the specific 
function it performs, ensuring that it is defined as completely a self contained system 
as possible, is the second characteristic. Thus each module can be both broken down 
and also developed in its own way internally, subject to constraints regarding 
linkages to other modules and boundary conditions 
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DATAFLOW DIAGRAMS 
As information is seen as the link between the modules, and as information is 
processed data, then a familiar concept in structured systems analysis, the data flow 
diagram, which flows out of structured analysis, was seen by the author as an 
appropriate foundation for constructing an infrastructure management model. It is 
described as "a graphical technique that depicts information flow and the transforms 
that are applied as data move from input to output" (Pressman, 1992, p. 209). This 
process also has the purpose of clarifying system requirements and identifying major 
transformations that will become programs in systems design (Awad, 1987, pp. 
170-175), this making it a useful tool for understanding the characteristics of 
infrastructure proc·esses. 
In addition to its ability to model information flows, a major advantage of this 
process is its simplicity. In its basic form, it has four elements - external entity (or 
source I sink), process, data item and data store (Pressman, 1992, p. 210). This 
contrasts with the traditional flow chart which can have many different elements. 
The application, by the author, of the data flow concept to the infrastructure 
management process, as discussed in the next section, modifies the above concepts 
and introduces additional concepts. One particular change is in the treatment of 
sources and sinks. In the infrastructure modelling process, the author has extended 
the concept of a source, from the traditional information systems view of external 
producers and consumers of information, to also include internal and external input 
entities containing data. Similarly, the concept of a sink has been extended from a 
recipient of information to include also an objective to be achieved. This is both a 
convenient representation to reduce the amount of information on the graphical 
model to the essentials, and a method that enables each entity to be further broken 
down in a structured fashion. It therefore enables the methodology to better consider 
level of detail issues, as illustrated in Chapter 4 in the breakdown of the variable 
"cost" into its components. 
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This structuring of entities has aspects in common with another information systems 
concept, entities and their attributes. These latter are the foundation of data models, 
"an abstract representation of data" (Davis and Olson, 1985, p. 96). The data (or 
information) modelling concept, which is not taken any further here than the 
subdivision of entities, or objects, has application in the design of administration 
systems for the infrastructure management process. Here, its importance of the 
entity-attribute approach is that aspects of it are used as a way of sub-dividing 
variables into smaller, related components each of which can be treated as a further 
complete entity in a larger logical abstraction of the infrastructure management 
process. 
OTHER ASPECTS OF THE MODELLING PROCESS 
An important point to consider is that the model developed by the author represents a 
"snapshot" of the state of the infrastructure management system at a point in time. 
This enables evaluation of the position of the infrastructure life cycle at any point in 
time, both past and present, with the purpose of looking both backwards and 
forwards, in order to understand what the main issues have been in the past and 
assist in a better understanding of them in the future. 
The concept as described is not initially a mathematical approach. It provides a 
conceptual view of the management process, and particularly of the infrastructure 
life cycle, at a particular point in time. The mathematics is fitted to the graphical 
conceptual framework after it is developed first. While known or estimated 
relationships do have an impact on construction of the model, it is considered that 
the best approach to modelling is to develop the qualitative understanding of process 
comes before quantitative analysis. 
While the qualitative graphical model has its origins in information systems analysis, 
it has been modified by the author to the extent to which it can be considered a 
different methodology altogether from its information systems parent, and has the 
specific purpose of aiding the understanding of the infrastructure management 
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process and the infrastructure life cycle. The name given by the author to this 
graphical technique is the time interaction diagram. The 11time" part of the name is 
based on the fact that the infrastructure management process is time based, and 
revolves around the infrastructure life cycle. The "interaction" part comes from the 
interaction between the modules of the system. This approach is described in more 
detail below. 
6.4 DESCRIPTION OF THE BASIC APPROACH 
The basic approach described in this chapter applies to a single infrastructure asset, 
and assumes that the infrastructure management process being modelled is at the 
correct level of detail, is not subject to variability and is aimed at a single objective. 
The next chapter, which considers the further aspects of the infrastructure 
management process discussed in previous chapters. Extension to networks is 
considered in Chapter 9. 
The process used by the author is a logical, as opposed to physical, representation of 
the infrastructure management process. Thus, in the case of the infrastructure life 
cycle, the broad block diagrams of Figures 2. 1 and 2.2 may be considered as high 
level modular representations from which more detailed views are developed, with 
the added provision that inputs into any phase or segment of a phase may originate 
from any preceding part of the life cycle. 
Within the time interaction diagram, a number of separate items are recognised. 
These have been grouped, by the author, under the corresponding data flow diagram 
item as below. 
Entities 
• External inputs (static and dynamic); 
• Outputs (the result of a process or input); 
• Internal inputs (static and dynamic). 
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Process 
• Processes (or tasks). 
Data I Information 
• The time period into which activities are grouped and by which costs are 
collected; 
• Relationships (or connecting equations) between the components of the 
infrastructure management process. 
Store 
• Items that accumulate during a time period, such as costs, benefits, and 
operational performance. 
The symbols used in the time interaction diagram are shown in Figure 6.1. 
0 
D 
Process 
Internal Input 
(Static) 
External Input 
(Static) 
Cost 
D 
01 
Delineator- Time Period (where required) 
Output 
Internal Input (Dynamic) 
External Input (Dynamic) 
Relationship Connector 
FIGURE 6.1 REPRESENTATION- LIFE CYCLE COMPONENTS 
DEFINITIONS OF SELECTED ITEMS 
In the context in which they are used, a number of the items listed above require 
definition. Thus, the author has defined an input to consist of some action performed 
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directly or indirectly on the infrastructure (active), or is a consequence of the 
interaction of the infrastructure with the external environment (passive). It may be 
either static or dynamic, may be discrete or continuous, or may originate either 
externally (such with a loading or a decision) or internally (for example, material 
properties, infrastructure age). 
Outputs result from the interaction of inputs, or from the interaction of inputs and 
processes. They contain the results of a number of inputs. Outputs may be 
intermediate, in which case they become internal inputs to other parts of the process, 
or final, in which case they contain a result. 
Processes convert inputs to outputs through, for example, the application of effort, a 
relationship between an input or output, or the use of information. All components 
in the time interaction diagram are connected by relationships, valid over a given 
range of values, and for given conditions. 
The relationship between inputs and outputs requires further explanation. In the 
strict data flow diagram sense, there requires to be a process interposed between an 
input and an output, the process being supplied through applying the connecting 
equation to the input data element. This usually is undertaken in the time interaction 
diagram only where required. For example, where the application of an equation or 
other expression results directly in an output, the process (the application of the 
expression) is normally omitted. Thus, a three part relationship - the data item 
provided by the input, the process which applies the connecting expression to the 
input to obtain the output, and the output itself- is represented by a single connector 
between input and output. The purpose of this representation is to improve the 
clarity of the time interaction diagram through removal of unnecessary explanatory 
processes. 
Figure 6.2 shows how inputs, outputs, processes and stores are related when dealing 
with a particular process. This concept has also been used in Figure 5.1 in the 
previous chapter. 
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TIME PERIOD 1 Internal Input (output from previous process) 
External Input bd 
Process 
TIME PERIOD 2 
Cost (to be used in life cycle costing} 
Output (Specification, Serviceability, Capacity, etc) 
-·-·-···-···-···-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-···1·-···-·-·-·-·-·-·-·-·-·-·-·-···-·-·-·-···-···-···-·-···-·-·-·-·---·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·····-·-· 
TIME PERIOD 3 f Outp~ may ~ecome internal input f~r lime Pe~od 3 or a 
later time penod, or may comb1ne with another mput) 
FIGURE 6.2 INTERACTION AT PROCESS LEVEL 
ALTERNATIVE REPRESENTATIONS OF PROCESS - MECHANISTIC AND 
GOAL ORIENTED APPROACHES 
In representing the infrastructure management process, two different approaches 
have been used by the author. One is the mechanistic approach, in which the steps in 
the process are modelled in detail. The other is the goal oriented approach, in which 
a given output, or set of outputs, is expressed directly in terms of particular inputs 
regardless of the time or segment of the process in which they occurred. They are 
described in more detail below. 
The Mechanistic Approach 
The mechanistic approach to analysis follows the life cycle through its logical 
chronological sequence, and develops its result through combining inputs to produce 
one or more outputs. This approach models the infrastructure management process 
in detail, in terms of input, process and output. Figure 2.2, 2.3 and 2.4, which show 
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the flow of events in the infrastructure life cycle or segments of that life cycle, are 
examples of mechanistic approaches to representing the life cycle. 
The clear advantage of the mechanistic approach is that it models, as closely as 
possible, the way in which inputs in the infrastructure management process are 
converted into outputs by processes, and therefore is an excellent way of 
understanding detailed interactions. 
A significant disadvantage is that the mechanistic approach requires information 
about a large range of data elements and relationships, often beyond what is 
available. The use of this approach can also result in a focus on detail, resulting in a 
reduced appreciation of the issues in the larger management process. A further 
disadvantage is that because the mechanistic approach uses detailed information 
about interactions between variables, errors that occur early in the process can 
become magnified as they progress through the infrastructure life cycle. 
These disadvantages may be overcome to some extent by usmg a structured 
approach, so aggregating the results to a higher level where they may be checked for 
overall reasonableness. 
The Goal Oriented Approach 
The goal oriented approach has the advantage of being simpler to analyse than the 
mechanistic approach, and also providing a higher level view. While it still uses the 
time interaction diagram, it considers the effect of a number of variables, either 
directly or indirectly, on the goal. It is results oriented and is therefore applicable to 
those situations where a higher level view is required. 
As it simplifies relationships in the infrastructure life cycle, this process may not lead 
to an understanding of the underlying interactions. Another potential disadvantage, 
resulting from the need to use a set of direct relationships between a number of 
variables and the goal, is a possible impedance to flexibility through restriction on 
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the relationships used, these arising in many cases from analysis of variables or 
adaptation of a formula developed elsewhere. 
A method of addressing both of these disadvantages is to use a structured approach 
to entity and process decomposition and aggregation, through working down and up 
through the hierarchies of detail, possibly using a mechanistic modelling approach at 
more detailed levels, and tempering results with judgment and experience. 
Summary 
Both mechanistic and goal oriented modelling approaches have advantages and 
disadvantages. The goal oriented approach is likely to be more applicable to 
intermediate to high level analysis, where it can successfully be applied to an 
aggregation of activities. While the mechanistic approach is also applicable to 
higher level analysis, its main application is in understanding detailed interactions. 
Both approaches, therefore, may be used in the same model. 
6.5 AN EXAMPLE OF THE SIMPLIFIED MODELLING PROCESS 
The Formula Used 
The example quoted in the previous chapter with respect to road construction costs 
(Thorpe, 1996a, 1997) is used in this section to illustrate the application of the 
simplified modelling process. This formula, which focuses on outputs of the road 
construction process as components of the unit cost of construction, has been 
developed at network level for roads constructed in Queensland in 1993/94 and 
1994/95, and is as follows: 
(6.1) 
where y is the goal variable (in this case, unit cost of road construction), a is a 
constant, b; are coefficients and x; are the significant variables as determined by 
regression analysis. 
154 
The regression had an adjusted coefficient of determination of0.76. Listed variables 
were derived from over 35 variables through admitting variables into the analysis 
significant at the 0.15 level. Variables agreed with those from a regression of an 
earlier period (1989/90 and 1990/91), but showed some differences in coefficients, 
considered to have arisen mainly through changed practices. The formula is an 
illustration of the type of relationship that might be expected in the analysis of the 
infrastructure management process. 
The actual values of the coefficient estimates from the regression analysis are in 
Table 6.1. The second column in Table 6.1 shows the origin of the variable. 
Although they appear as factors affecting the cost of the construction sub-phase, all 
variables shown above have originated in earlier parts of the life cycle, including 
strategic planning. An alternative way of expressing this is that a life cycle objective 
in one life cycle phase is impacted by outputs from a number of works phases. This 
shows the importance of integrating all relevant variables in the particular aspect of 
the infrastructure management process being considered. 
PARAMETERS OBTAINED FROM ANALYSIS OF ROAD CONSTRUCTION PROJECTS 
1993/94 AND 1994/95-148 PROJECTS 
Dependent Variable: Log10 (Project cost/Unit length) in Log10($M/km) 
PARAMETER LIFE CYCLE PHASE Coefficient 
Estimate 
Intercept 0.207956 
Length (km) Planning (Project) -0.040130 
Pavement Thickness (mm) Development (Design) 0.000826 
Major Works Percentage(%) Development (Design) -0.005277 
Country- not western (1 ); Other (0) Planning (Strategic) -0.163851 
Urban (1 ); Rural (0) Planning (Strategic) 0.183699 
Overlaid or Reconstructed: Y(O); N (1) Development (Design) -0.137666 
Rehabilitation (1 ); Permanent Works (0) Planning (Project) -0.332921 
Local Road (1); Other (0) Planning (strategic) -0.260284 
TABLE 6.1 FACTORS IN UNIT COSTS OF ROAD CONSTRUCTION-
QUEENSLAND -1993/94 AND 1994/95 
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Issues in Applying the Relationship 
Caution requires to be exercised about any relationship used. Simply because a 
variable has been identified as significant in the relationship does not mean it is a 
valid variable to consider. As stated by Vemuri (1978, p.119), "one must be 
extremely cautious in interpreting the meaning of correlation about what it says 
about the relationship between two variables", and therefore variables require close 
consideration to see whether they do contribute to the result. This is particularly the 
case when the dependent variable has be redefined (for example, with logarithms). 
In the case presented here, there is no reason to consider that the variables identified 
are not physically significant. However, issues such whether an exponential 
relationship is the best explanation of variance (and not some other relationship, 
such as additive or multiplicative), and whether any other variables not showing as 
significant in the regression (such as terrain and soil type) should have been included 
in the relationship, are questions which are currently being investigated. 
Similarly, reported covariance between variables reqmres to be checked in the 
physical sense. 
Time Interaction Diagram 
Time interaction diagrams reqmre to consider the relevant variables, and their 
relationships. In many cases, these diagrams will require development before the set 
of relationships between variables is known. In other cases, all or part of the final 
set of relationships is known and the time interaction diagram plotted with this 
knowledge. In either case, the test of reasonableness requires to be applied to the 
relationships between the modules in the diagram. 
The time interaction diagram is used in formulating the problem in graphical terms, 
through providing a method for understanding information flows through the system 
over time. Solutions, where applicable, may then be developed through further 
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analysis of the key issues. A time interaction diagram for the problem under 
discussion has been developed by the author, and is shown in Figure 6.3. 
Region 
where 
Constructed 
National, 
State Hwy, 
Local Road 
STRATEGIC PLANNING 
Urban or 
Rural 
Requirement to 
r-------"--•------"--•-----.! Develop Road 
I ANALYSIS AND DESIGN 
1 
Construction 
Costs Constructed 1____. p:..::nt 
Road Thickness 
I 
Plan 
Road 
TIME 
lr 
'--to 
Design 
Pavement 
Thickness 
Existing 
----. Overlaid or ~ 
Reconstructed 
FIGURE 6.3 TIME INTERACTION DIAGRAM- ROAD CONSTRUCTION 
UNIT COST 
Note the use in this figure of a number of symbols from Figure 6.1, including the 
re-use of a number of outputs, such as the project development plan as inputs to 
other parts of the process. As discussed, a number of these entities, such as the 
project development plan, may be broken down, if desired, into lower level attributes 
for more detailed analysis. Similarly, the processes plan road, design road, and 
build road may be broken down into activities, each of which would have their own 
associated time interaction diagram. The store construction costs accumulates costs. 
In Figure 6.3, the time interaction diagram has been used to facilitate understanding 
of the construction process, and the output related variables in that process. The 
diagram shows the steps not only in the construction process itself, but also the 
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variables involved in determining the unit cost of that process, which is the targeted 
management goal in this instance. 
As is common with formulae derived from higher level analysis where a broad 
overview is often taken, the relationship used is goal oriented and shows an average 
position. This derivation does not preclude the application of this formula to a single 
section of road, provided it is understood that there may be local factors which could 
modify the formula for a particular situation. 
Direct and Indirect Variables 
Note two types of variables that impact on a particular result, particularly in a goal 
oriented modelling approach like the above. These are direct variables and indirect 
variables. A direct variable has a direct relationship with a result. Thus, the 
variables that have been considered in the analysis process are all direct variables. 
An indirect variable is at least one step removed from the result. These indirect 
variables include variables such as requirement to develop road, build specification, 
construction effort and others whose influence on the final result is either through 
input into a process or by spawning other variables (such as percentage of major 
works and pavement thickness). 
The role of the indirect variables is to aid understanding of the process under 
consideration, or to act as collectors for prior activities. 
APPLICATION OF THE FORMULA TO THE TIME INTERACTION DIAGRAM 
The Application 
The base case used for illustration is the new construction of a 10 kilometre length of 
State highway constructed in a non-western country area of Queensland, in a 
non-urban environment (ie, not in a provincial city). For the purposes of this 
illustration, pavement thickness was assumed to be 350 millimetres and the 
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proportion of major works ( ie, works related directly to the construction of the road) 
was assumed to be 50 per cent. This provided a unit cost of $ 0.339 million per 
kilometre. 
Use of Sensitivity Analysis 
Sensitivity analysis, which is more commonly used to check the reasonable of results 
from the application of formulae, was used by the author to identify those variables 
to which the result is most sensitive. Results of applying the sensitivity analysis are 
shown in graphical form in Figure 6.4. 
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FIGURE 6.4 SENSITIVITY DIAGRAM- ROAD CONSTRUCTION 
PROJECT COST v. CHANGES IN VALUE OF 
QUANTIFIABLE VARIABLES 
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The sensitivity analysis reqmres to be both within the bounds of the range of 
application of relationships, and also of reasonableness. The sensitivity analysis in 
Figure 6.4 has been taken only to the limits of the underlying data, or to a limit 
decided by judgment Thus, for example, there is no project cost over $5.7 million 
(the upper limit of the data for the regression analysis), and no pavement thickness is 
less than 200 millimetres. 
Note, in this case, sensitivity of the result to all three quantitative variables, and 
particularly to job length. For example, for a + 30 per cent change in the input 
variables, the corresponding changes in the project unit cost from the base case are: 
Variable Dollar Change in Percentage Change in 
Unit Cost Unit Cost 
Length of project -$M 0.082/km -24.2 % ofbase cost 
Pavement thickness $M0.075/km 22.1% ofbase cost 
Major works percentage -$M 0.060/km -17.6% ofbase cost 
Note that although the base project was 10 kilometres long, the regression analysis 
included projects from 0.29 kilometres to 18.96 kilometres. The sensitivity analysis 
therefore may include projects up to this longer length. 
Similarly, changing the non quantifiable variables (represented in the original 
regression analysis by dummy variables) to their alternative values also results in 
significant changes to the unit project cost This is shown in Table 6.2. 
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SouthEast Pavement not overlaid or Urban Local Rehabilitation 
or Western reconstructed ( eg, Road 
widened, new works) 
Value change in 0.155 0.126 0.179 -0.153 -0.182 
cost per unit 
length from 
base ($M) 
Percentage 45.8 37.3 52.7 -45.1 -53.5 
change in cost 
per unit length 
from base 
TABLE 6.2 SENSITIVITY OF ROAD CONSTRUCTION COSTS TO 
ALTERNATIVE VALUES FOR NON-QUANTIFIABLE 
VARIABLES 
REVIEW 
The above sensitivity analysis, applied to a particular application, has shown that the 
selected variables used in the modelling process have a significant effect on unit cost 
for the particular case to which they have been applied. 
The process used by the author has considered the issues both qualitatively (through 
the time interaction diagram) and quantitatively (through applying relationships) in 
modelling and analysing a particular facet of infrastructure management -the cost 
per unit length of constructing a road section. The modular approach of the time 
interaction diagram has been followed by a sensitivity analysis to identify those 
variables into which most further investigation should take place, with a view to 
improving the management process. 
While all variables have been shown to be statistically significant, and the result is 
sensitive to selected variables, not all can be modified by the infrastructure manager. 
Those with little or no scope for modification include the basic planning variables 
related to the location of the project, which are decided by strategic issues. The 
variables over which there is some control are the variables related to project 
planning and design. Of these, the individual job length and the pavement thickness 
have the most potential for modification. Other factors, such as the percentage of 
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maJor works and the variables relating to execution of the works (such as 
rehabilitation or permanent works, whether or not road is overlaid or reconstructed), 
are influenced by a number of prevailing factors such as existing services, existing 
road alignments, existing pavement and environmental requirements. Thus, they 
have more limited ability to be changed by the infrastructure manager. 
While there are constraining factors on the length of the project constructed as a 
single job (for example, through budget restrictions, whether it is possible or 
practical to build a long length road, and the like) and on pavement thickness (for 
example, traffic volume, traffic mix, sub grade and available construction materials) 
there is flexibility to change these parameters. As an example, the use of different 
materials or different methods, and close attention to design of each segment of the 
road may influence pavement thickness and therefore have potential to reduce 
construction costs. 
6.6 DISCUSSION 
In order to reach infrastructure management goals, the infrastructure manager 
requires to determine what relevant objectives require to be achieved, how these 
objectives will be obtained, and then identify those infrastructure life cycle factors 
and interactions which have the most effect on the desired outcome. 
THE PROCESS DESCRIBED 
A process, developed by the author, to undertake this analysis has been presented in 
this chapter, using a single objective and a range of inputs connected to that 
objective through an equation derived by regression analysis. Once the objective has 
been identified (in this case, minimise cost of road construction or rehabilitation per 
unit length), the next step is represent the life cycle, in modular fashion, at the most 
suitable level consistent with this objective. This is achieved through the time 
interaction diagram, a graphical methodology that the author has based on an 
adaptation and extension of the data flow diagram concept of structured information 
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system analysis. A qualitative representation of the underlying process, it enables 
the management process under investigation to be mapped in sequence. Through 
treating the items in the diagram as connected modules, the time interaction diagram 
provides a basis for detailed investigation of the infrastructure management process. 
SIMPLIFYING ASSUMPTIONS USED 
In developing the principles of analysis, a number of simplifying assumptions have 
been made. In particular, it has been assumed that: 
• the relationships between life cycle variables are known or can be reasonably 
well estimated; 
• relationships developed using a network analysis can be applied to a single 
item of that infrastructure. 
As discussed in previous chapters, the first assumption is often difficult to state with 
certainty. With respect to the second assumption, often the only available 
relationships are those developed for a network. Probabilistic approaches to 
infrastructure deterioration, for example, would be expected to derive their survivor 
curves, transition probabilities, and the like from network level analysis. Similarly, 
deterministic relationships are often developed from a network perspective. This 
may be because the management of infrastructure as a whole considers network 
aspects, but may also be an outcome of very large, and therefore difficult to cost 
justify, task of gathering and analysing management data at the single infrastructure 
item level for many items of infrastructure. 
Thus, relationships derived at a network level, imperfect as they are with respect to 
individual components of that network, will normally have to suffice for analysis 
purposes until the model itself indicates those areas in which more detailed data is 
required, or until further analysis is shown to be justified. In turn, this justifies the 
effort in developing a modelling process such as the one described in this chapter. 
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RESULT OF APPLICATION OF THE MODELLING AND ANALYSIS PROCESS 
As the result of application of the infrastructure management modelling 
methodology, both qualitative and quantitative, it has been shown that events 
occurring early in the infrastructure life cycle can affect later results. Secondly, 
sensitivity analysis can be used as a tool in identifying the significant relationships in 
the infrastructure life cycle, provided the boundaries of the range in which sensitivity 
analysis can be applied in a particular situation are recognised, and that the 
relationships are reasonable. Thirdly, the application of sensitivity analysis and other 
tools can be used to identify those interactions, variables and processes which most 
justify the use of scarce resources for further investigation and analysis. 
Thus, application of the modelling process has assisted understanding of the relevant 
process being modelled, and has integrated into the process a range of contributing 
variables from outside the process being considered. 
6. 7 CONCLUSION 
There are a number of considerations in the analysis of the infrastructure 
management process. These considerations include the establishment of the 
objectives of the analysis, the use of a graphical modelling approach to provide a 
logical model of the portion of the infrastructure life cycle being analysed, the use of 
sensitivity analysis, and further consideration of the key issues as determined by the 
first analysis. 
This analysis is best approached through developing a time interaction diagram of 
the infrastructure management process. This approach traces the process being 
considered, and assists in identifying the variables and processes that either directly 
or indirectly influence a selected objective. It enables a graphical representation of 
the key events in the infrastructure management process, and particularly in the 
infrastructure life cycle, and consequently assists in the recognition of which 
variables to use, which variables not to use, and those that are better considered at a 
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different level of detail. Application of a relationship, combined with sensitivity 
analysis of the objective to the variables provides further information about the 
management process and its key variables. 
In addition to the requirement to obtain the best result for a particular goal, a number 
of other issues are significant in the infrastructure management process, and have 
been identified and discussed in previous chapters. The next chapter discusses how 
the modelling process may be extended to incorporate these issues. 
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Chapter 7 
The Treatment of Issues in Applying the Process 
7.1 INTRODUCTION 
The author has demonstrated that it is possible, through a modular representation of 
the infrastructure management process through the time interaction diagram flow 
charting methodology, to obtain an understanding of the sequencing of that process, 
and of the role of early infrastructure life cycle variables, on both the management 
process and the life cycle itself. Application of mathematical relationships to the 
graphical modular framework has identified the main issues through sensitivity 
analysis. 
This process has captured the basics of the infrastructure management process, and 
has provided a methodology for identifying and justifying those components of that 
process which should be considered further. It has also illustrated the importance of 
considering the infrastructure management process, and in particular the underlying 
infrastructure life cycle, as a series of inter-related modules. 
In this chapter, this process is taken further, the modelling and analysis process being 
extended to consider a number of the issues discussed in earlier chapters of this 
thesis. A review of the way in this process addresses the appropriate level of detail is 
followed by analyses of how the process treats variability and multiple objectives. 
This is followed by a brief consideration of the treatment of other model1ing issues. 
An overall discussion of the process provides a summary and assessment of the 
issues discussed in the chapter. 
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7.2 APPROPRIATE LEVEL OF DETAIL 
The use of the modular approach to developing a logical model of the infrastructure 
management process has, as previously stated, the advantage of integration while 
allowing each module to be as self contained as possible given other constraints, and 
permits each module to be decomposed into different levels, and have a range of 
attributes. An example of this breakdown was provided in Chapter 4, where the 
variable "cost" was divided into different components and could be expressed at 
different levels. In addition, the causal variables of "cost" could be further 
considered. 
These processes have emphasised that the infrastructure management process can be 
treated as an integrated system of modules which also have an internal construction 
of their own, subject only to constraints imposed by the wider system of which they 
are part. This inter-relationship between the modules occurs not only over time, but 
also across the various characteristics of the infrastructure management process and 
throughout its depth. 
However, there are levels of detail at which there is no connection between some 
modules. This would be expected to occur at highly detailed levels, where the 
process is governed by mechanistic internal operations peculiar to that process, and 
at high organisational levels, where the emphasis is on very broad requirements 
which do not require an understanding of the process of interaction over the 
infrastructure life cycle. 
Figure 7.1 has been developed by the author to illustrate this matter, using the 
analogy of a bridge spanning the gaps in the infrastructure life cycle to show 
potential relationships in the infrastructure life cycle. The piers, headstock and deck 
represent the various levels of the infrastructure hierarchy. Note that this figure has 
deliberately omitted joins between the components of the bridge, in order to 
emphasise integration in the life cycle. 
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The connections between modules are likely to occur at the intermediate to higher 
levels, as viewed from an operational perspective, sample connections being shown 
in the figure. 
Modules may be 
three dimensional 
and not confined to 
decking 
Bridge decking represents modules with nil to low information about 
underlying interactions, and levels with medium to high inter-connectivity 
Infrastructure 
Elements 
.... 
TIME 
Bridge piers represent modules with in-depth information about 
detailed interaction, and levels with nil to low inter-connectivity 
Spans represent separation (in time) between phases of infrastructure development or 
areas where information about underlying interactions are not known in depth 
FIGURE 7.1 USE OF BRIDGE ANALOGY TO SHOW 
INTERACTION IN THE INFRASTRUCTURE LIFE 
CYCLE 
An inspection of Figure 7.1 shows that it illustrates the principle of modelling used 
in this thesis. Thus, the individual modules of the infrastructure management 
process may be treated as though they are separate, but with links to other modules. 
These links traverse the level of detail, the infrastructure elements, and time, as 
shown in Figure 7.1. Thus, the modules in the infrastructure life cycle should be 
treated as multi-dimensional, from a logical viewpoint. This linking in several 
logical dimensions enables the structured analysis approach previously discussed to 
be used, using a modular "black box" approach. It also means that the analysis 
approach may be used for any inter-connected level of the infrastructure hierarchy, 
169 
from a small component part to a whole of life cycle analysis of a network, the main 
difference being the level of detail. 
The converse of this is that, by analysing significant portions of the management 
process at appropriately high levels, those component groups that require further 
analysis may be identified. Thus, it is not necessary to know the detailed functioning 
of each group in order to commence the modelling process. The main requirement 
to do so is to have an appreciation of how each group is joined together. 
One important aspect of this process is its flexibility. As shown in Figure 7.2, it is 
not necessarily the modules at one level that are joined. In this example, the joined 
modules in the life cycle (shown by the letters A to H) come from varied levels. As 
discussed, in some cases, such as with the levels above A and H, the higher level 
modules do not connect in the necessary detail to understand the infrastructure. 
Similarly, lower level information does not necessarily connect directly with other 
information at the same level (for example, detailed population growth projection in 
the planning phase, for example, does not directly link with detailed methods of 
construction which in tum do not link with detailed understanding of material 
deterioration with time). However, each of these items may be indirectly linked to 
other parts of the infrastructure life cycle though their linkages to higher level 
modules which are able to be linked. 
In the modelling process, it would be expected that connections across, or in the 
vicinity of, a particular level of detail would be established first. From this point, a 
selected group of modules may be aggregated as required, or a module (or set of 
modules) could be decomposed into finer detail as required. Through increased 
understanding, results of this further analysis may modify the initially assumed 
model, leading to a second iteration of the modelling and analysis process, and so on. 
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TIME 
Co-ordinating Level 
MODULES 
INCREASING 
LEVEL OF DETAIL 
FIGURE 7.2 CROSS SECTION THROUGH BRIDGE SHOWING 
LINKAGES BETWEEN MODULES 
THE USE OF SURROGATES 
In many cases where variables cannot be measured directly, surrogates may be used 
to as an indicator of underlying performance. Physical condition of infrastructure, 
for example, may be estimated by a relatively easily measured surrogate (an example 
being the use of roughness as a surrogate for the underlying serviceability of a road 
pavement), other measures quite possibly being expensive, time consuming, 
destructive, or not definite. A similar approach is used in the latent variable process 
(Ben-Akiva et. al, 1995), in which condition measures are used as indicators of 
underlying latent performance. 
Surrogates may also be used as estimators of qualitative variables. Qualitative 
variables can only be reasonably used in the infrastructure life cycle either as 
requirements that must be met ("go-no go" situation), or through conversion to a 
pseudo-quantitative surrogate. Thus, there is the use of dummy variables in 
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regression analysis, the scored output of a questionnaire, or an indicator such as 
"degree of user satisfaction". 
SUMMARY 
The appropriate level of detail is important, both for the level of understanding to be 
obtained and the aggregation or division of variables into more easily investigated 
modules. If infrastructure is to be considered as an integrated whole, then there will 
be levels at which relationships will exist between individual modules. These levels 
may not be the same for all parts of the infrastructure management process, and 
therefore it is necessary to be flexible with respect to those levels which are used. 
Linkages can also be made across the infrastructure system. 
When selecting a linkage, the user, or traffic, interface is likely to be a good level 
from which to commence developing relationships. Surrogates may also be used 
where the underlying variables are unknown, where they cannot be measured, or in 
other appropriate circumstances. 
Use of the information hierarchy allows aggregation to higher levels of detail, or 
investigation of lower levels of detail. Such investigation may ultimately lead to 
changes in the model. 
7.3 VARIABILITY 
The two major sources of variability discussed in the modelling process have arisen 
through uncertainty with respect to relationships and randomness within individual 
parameters. 
In Chapter 5, the author provided approaches for considering the variability in 
relationships. One such approach is to take a global or network analysis approach, 
thus minimising the effect of local variations. The main issue with this approach is 
that it can cause loss of sight of key issues affecting single infrastructure items. 
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The other approach with respect to variabiJity in relationships was their estimation as 
closely as possible through techniques such as analysis, adapting relationships 
developed for similar situations elsewhere, or the use of judgment and expertise. For 
this purpose, a global view is considered practical, a middle level view being more 
considered appropriate for the initial understanding process. 
Each of the approaches discussed has been used successfully, but care is required in 
interpreting the results of analysis, and with adapting relationships developed for 
different geographical areas and different circumstances. Whatever approach is 
used, judgment and expertise will almost certainly be required. As these methods 
are limited, it is usually necessary to accept imperfect relationships, with the 
understanding that the result is likely to be a range rather than a precise figure. 
With respect to the treatment of the randomness in variables, a more detailed 
approach has been taken by the author. This is described below. 
TIIE GENERAL APPROACH- RANDOMNESS IN VARIABLES 
The thrust of the author's approach with respect to randomness in variables is to have 
an efficient process for modelling the infrastructure management process, and at the 
same time provide an estimate of the reasonable range of the final result. The 
approach taken is to use analytical methods where possible, and the most suitable 
method otherwise. Such methods may be unique to a specific module, so taking 
advantage of the modular approach to modelling the infrastructure management 
process. For example, it may be considered in certain cases that a probabilistic 
approach may be used within a specific module, provided requirements for linking to 
other modules, and boundary conditions, are observed. 
The general approach developed by the author, however, has been to use a numerical 
based approach for comparing the probability distribution of the dependent variable 
with that of the independent variable. On this basis, as discussed in Chapter 5, a 
spreadsheet based routine has been developed to provide a practical approach, with 
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minimum computation, for calculating the statistical moments for a function of a 
positive random variable whose cumulative distribution function is known or can be 
developed, and also allow for truncation of both input and output. In this latter 
regard, the methodology has been designed to accommodate constraints in the 
dependent variable as well as the dependent variable. The assumption of positive 
variables is considered both reasonable and practical in infrastructure management, 
in which quantities are almost always greater than zero. 
Results of this process have previously been presented in Chapter 5, where it was 
used to demonstrate issues with variability and truncation of variables (refer Section 
5.4) and are accordingly not discussed further in this section. Although these results 
are presented for the normal distribution and the power relationship between 
variables, the methodology behind the routine has been designed to have 
applicability to other distributions and other variable relationships. 
BASIS OF TilE METHODOLOGY 
The random variable methodology developed by the author uses basic probability 
theory, with a practical emphasis. 
It is based on the following assumptions, the first of which applies to the normal 
distribution used for the demonstration process, and the others of which apply more 
generally. 
1. Approximations exist, and are published, for the cumulative normal function 
and its inverse. Examples are Page (1977), who published a relatively simple 
yet quite accurate formula suitable for calculators, and formulae published in 
handbooks of mathematical functions (for example , Research and Education 
Association, 1992). Modem spreadsheets also include functions for the direct 
calculation of the cumulative normal distribution. 
2. Of the possible moments for probability distributions, two are of particular 
interest. These are the mean )l and the variance cr2 . 
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3. The mean of a function of a random variable g(x) is: 
f.lg(x) = E[g(x)] = l:x g(x)p(x) for discrete variables (7.la); 
= J:, g(x)f(x)dx for continuous variables (7.1b);. 
(Walpole and Myers, 1993, p. 87). 
4. The variance of a function of a random variable g(x) is: 
cr~(x) = E{ [g(x)- J.lg(x)] 2 } = l:[g(x)- J.lg(x)] 2p(x) for discrete variables 
(7.2a); 
= J:,[g(x)- f.lg(x)ff{x)dx for continuous variables; (7.2b); 
(Walpole and Myers, I 993, p. 95). 
Expansion and summarising of the above terms result in the equation: 
2 2 2 
cr g(x) = E[g(x)] - f..tg(x) (7.3) 
or, expressed in moment terms: 
(7.4) 
Where f..tz is the variance, and M 1 and A12 the first (ie, mean) and second 
moments about the origin. 
(Gran, 1992, Section 2.4.1). 
This equation may be considered a more general form of equation 4.5, and 
may be used to find the variance if the first two moments about the origin are 
known. 
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5. Where xis a discrete random variable with probability distributionf(x) andy 
= u(x) defines a one-to-one relationship between the values of x andy so that 
the equationy = u(x) can be uniquely solved for x in terms of y, say x = w(y), 
and this equation can be uniquely solved for x in terms of y. Then the 
probability distribution of y is: 
g{y) = Jiw(y)]. (7.5); 
(Walpole and Myers, 1993, p. 180). 
A similar function holds for continuous random variables. 
6. A continuous probabi1ity distribution can be approximated by dividing it into 
a number of slices, and then treating the distribution as a discrete distribution. 
This is a useful process for numerical analysis, allowing any distribution to be 
considered by a generic methodology. A division into equal percentile points, 
by value of x, has been found convenient. 
METHOD 
The approach used is: 
l. Using the connecting equation the input x and the output y, or the function 
g(x) above, and equations (7.1a) and (7.2a), develop relationships between the 
input factors and the output moments of distribution, using the discrete· 
variable form. 
2. Set parameters for x, y and the constants in the equation. In order to provide a 
uniform basis for comparison, and to provide a basis for conversion into other 
variables, the initial value of x was set to unity. 
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3. Using a senes of spreadsheet macros, produce a number of key results 
through applying the connecting equation, subject to the constraints on the 
variables, and analyse these results. 
Essentially, the process produces a cumulative probability distribution for the 
dependent variable y in the relationship y = g(x), given a known probability 
distribution for x, and the application of truncation limits for both x and y. At the 
end of the procedure, this method produces a report, showing a number of 
parameters for both the input and the output. This report included not only the range 
of variables, and the expected value and variance of both input and output, but also 
whether the output distribution could be approximated by a standard distribution (in 
this case the normal and log-normal, as determined by the Kolmgorov-Smirnov test -
for example, Schmidt and Taylor, 1970). 
As discussed, results for a positive normally distributed variable have been presented 
in Section 5.4. Where other methods (such as the formulae of Haldane, 1942, for the 
moments of distribution of powers of normal variables) are applicable, they have 
been used to check the results. Internal checks, such as relating the mean of the 
square of the output variable to the second moment of the output about the origin, 
have also been used. For smaller values of the coefficient of variation of the input 
(up to about 0.4) and powers of 4 or less, there has been close agreement with the 
values calculated by the Haldane formula. Above this value, the internal consistency 
checks are more relevant through the restriction of the analysis algorithm to positive 
variables. For results with high upper bounds, these agree to 0.1% or better unless 
the power of the input is above 4 and the coefficient of variation of the original 
distribution is 0.8 or greater. 
A flow chart of the process used is in Appendix B. 
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APPLICATION TO TRUNCATION REQUIREMENTS 
The importance of truncations, and why it is necessary to truncate, have been 
considered in Chapter 5. Examples in that chapter have shown the results of 
truncation with the process developed. In this section, the method in which the 
process deals with truncations is discussed. 
The truncation of x is easily undertaken, using whatever limits are defined for x. 
Limits are defined, the process using either numerical values or a multiple of the 
number of standard deviations from the mean, depending on the desire of the user, 
with the proviso that all variables have a lower limit of zero. The truncated range is 
used as the initial value range for x. 
When the input is truncated, the distribution of that input is proportionally 
re-calculated. The new range is divided into the same number of divisions (usually 
percentiles of the input variable range) as the original, in order to maintain accuracy. 
The new input is in effect a conditional distribution of the original. 
With respect to the output y, the process is more complex. Options for defining the 
limits of the outputs are: 
• Values defined by the maxtmum and mtmmum values of x as 
established by applying the connecting equation to the maximum and 
minimum values of x, as established above. 
• A set maximum and minimum (zero or greater), which determined the 
upper and lower bounds ofy. 
• The limits established by defining maximum and minimum values for a 
number of permitted standard deviations from the mean for y. 
The maxtmum value permitted for y is the mm1mum of the maxtmum values 
determined by this process, and conversely the minimum value permitted for y is the 
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maximum of the minimum values determined by that process. This process confines 
the output to within acceptable bounds. 
The process allows for the possibility that the coefficient b could be less than zero. 
This creates particular problems. In particular, low values of x may lead to 
excessively high and unrealistic values for y. Thus, a lower bound for x, slightly 
greater than zero, is set for negative indices. 
It has been necessary to truncate x and y when excessively high or low values were 
being obtained for the output As illustrated in Chapter 5 when discussing 
truncation, there may be an optimal level of truncation, and it is necessary to 
accordingly truncate variables to minimise the risk of unrealistic results, even though 
this provides the (usually small) converse risk that the actual result is beyond the 
range of the output probability distribution. 
The process of relating the truncated value of the output to the input is based on the 
one to one correspondence of x to y for discrete distributions, as given by the 
transformation formula of equation 7.5. Where there is not a one to one 
correspondence between input and output, the inverse relationship between y and x is 
determined by other means, such as graphical approaches or the division of the limits 
of y into bands in which there is a one to one relationship. 
This method places an extra loop in the process, due to the necessity of re-defining 
the limits of the corresponding input, and therefore may decrease accuracy, but does 
provide a reasonable process for truncating the output. 
SIMPLIFICATIONS IN PARTICULAR CIRCUMSTANCES 
While the process described above is applicable to the general case, there are a range 
of circumstances in which direct calculation is both mean and variance, and in some 
cases the probability distribution, can be obtained by analytical means. Examples of 
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these, obtained through application of known results to particular circumstances, are 
provided below. 
If the distribution ofln(x) is known, the simple transform ln(x6) = b ln(x) can reduce 
the power equation to a simple multiplication by a constant. The distribution of y is 
then obtained directly from the distribution of bln(x). If the distribution of ln(x) is 
normal, then the log normal distribution applies, and the natural mean and variance 
can be obtained from the corresponding log normal parameters by the following 
formula (Crow and Shimizu, 1988, p. 9). 
For the mean: I l 2 J.l 1 = exp(J.l + -zcr ) (7.6) 
For the variance: J.-12 = exp(2J.l + cr){ exp( cr2)- 1} (7.7) 
A further example of an analytical formula was given for the calculation of the 
probability moments of the gamma distribution, in the illustration in Chapter 5 
regarding raising a variable to a power. 
Similarly, in the relationship y = e=, ax is the logarithm of y. Taking logarithms of 
both sides yields the relationship ln(y) = ax. Thus, the probability distribution and 
properties of y are obtainable from the properties of the probability distribution of 
ln(y), which is a linear multiple of x. 
These examples show that, while the method proposed is the recommended approach 
for analytically dealing with the general situation, it is sometimes possible to develop 
alternative, and possibly easier, approaches for calculating means, variances, and 
probability distributions of functions of variables. 
It is recommended that these be used whenever possible, to save computation. 
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COMBINATIONS OF VARIABLES 
If only the mean and variance of a combination of independent variables is required, 
then the process of building up from the relationship y=xh is relatively 
straightforward, using equations 4.2 and 4.3. Note that as discussed in Section 5.4, 
the probability distribution of the sum of a large number of independent variables is 
likely to approximate the normal. 
Two other relationships are useful in combining variables: 
1. The moment about zero for a product of independent random variables is 
equal to the product of the moments. 
2. For a sum ofrandom variables, the central moments add up to the order of3. 
(Gran, 1992, section 2.4.2). 
With compound relationships, there are two options. One is to use the methodology 
discussed above, and apply it to the whole relationship. The other is to build up the 
relationship from the outputs of this methodology as applied to subsets of the 
relationship, using equations 7.1 and 7.2. This is possible because the methodology 
not only provides probability distribution parameters but also provides the actual 
probability distribution, expressed in terms of the values of y corresponding to the 
ordinates ofx. An alternative is to use an approximation ofthe output distribution to 
standard distributions, as shown by the Kolmgorov-Smirnov test (a function of the 
methodology with respect to selected standard distributions) to more efficiently 
construct a compound relationship. 
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EVALUATION 
The advantage of the methodology described is that it can be used for any input 
distribution, and any function of the input probability distribution. It can also 
accommodate truncated probability distributions. Where there is no constraint on 
the output, the method is only a one-step process, being based on the fact that the 
probability of an output is the same as that of the corresponding input. 
Its main disadvantage is that if constraints are required on the values of the output 
(for example, when dealing with negative coefficients of the input), then the input 
must be describable as a function of the output, either algebraically or numerically. 
The method also allows not only the probability parameters and if required the 
percentile points of the output to be calculated, but may also be used to test, through 
the Kolmgorov-Smirnov test, whether the output may effectively be another known 
probability distribution. This approach can be used to more efficiently combine 
complex functions of variables, or allow other characteristics of their probability 
distributions to be studied. 
Where analytical methods are available for calculating output probability 
distributions and their parameters, these should be used. However, in other cases, 
the methodology described in this section is both simple in concept and simple to 
apply. Its limitations, however, also require to be recognised. These include the 
decrease in accuracy as more extreme values of standard deviations and powers of 
the input are reached with results with high upper bounds, and the precautions 
required to keep the results from negative powers within reasonable bounds. 
7.4 MULTIPLE OBJECTIVES 
In Chapter 5, it was concluded that focusing on a dominant variable was not a 
reasonable approach for considering multiple objectives. Among the other 
approaches discussed was to use rationalisation of objectives, followed by a paired 
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companson process. The purpose of this was to both keep the process simple and 
understandable and also to minimise computation by not including in the comparison 
any process variables that either was mandatory or was not required. The word 
"mandatory" implies that the relevant goal was defined by a GO I NO GO decision, 
the NO GO decision meaning that the course of action associated with this decision 
was not considered further. 
In this section, this proposal is taken further by the author, and a process describing 
both a rationalisation approach and a paired comparison weighting approach is 
discussed in some detail. 
RATIONALISATION 
The proposed rationalisation of multiple objectives is based on the Rational 
Management approach (Kepner and Tregoe, 1965, 1981), previously discussed in 
Chapter 5. The proposed method is: 
1. Formulate a goal statement. If possible, this should be framed around the 
seven goal groups previously discussed in Chapter 4. 
2. Considering the objectives, divide them into MUSTS, WANTS and NOT 
REQUIRED. 
3. Discard the life cycle scenarios not complying with requirements for the 
MUSTS (the GO I NO GO decision). 
4. Discard the NOT REQUIRED objectives. This ensures that objectives 
considered not significant to the overall result are not considered further. 
5. Consider the WANTS further. They should be grouped into the seven 
outcome related goal groups discussed in the previous chapter, or suitable 
subsets ofthese groups. In particular, goals measured in the same units, such 
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as costs and benefits, should be considered in a single group, as they will 
require separate calculation before being ranked with other variables. 
A good example of the grouping process is in the analysis of offers received 
by consultants by Value Selection (Queensland Department of Main Roads, 
1997a). Qualitative attributes are ranked, but the major quantitative variable 
price is separately considered, being allowed to take on a value of between 
20% and 70% of the final overall score. 
6. Weight the groups using pair-wise comparison or other suitable technique. 
7. Perform the analysis and assess the risks in using the result. The assessment 
of risk will determine whether the result is reasonable, given the potential 
adverse consequences, and therefore whether the analysis process requires 
changes. 
THE PAIRED COMPARISON APPROACH 
There are a number of techniques for weighting variables, ranging from the sole use 
of judgment to highly sophisticated analysis techniques. Some of these were 
discussed in Chapter 5. It is considered that paired comparisons, using a ratio scale 
for each variable, provides a fair method of ranking variables, through its 
requirement to consider all options. 
One paired comparison approach is the Analytic Hierarchy Process. This process is 
fairly well known, but is discussed here in some detail with respect to its application 
to the infrastructure management process, to which it is considered suitable through 
its theoretical foundation, and because it lends itself to the weighting of 
interdependent variables. 
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THE ANALYTIC HIERARCHY PROCESS 
The Analytic Hierarchy Process (AHP) is described by its author as "a new way of 
making decisions in a complex environment" (Saaty, 1990, p.1), and has elsewhere 
been described as a "multi-criteria decision technique in which qualitative factors are 
of prime of importance" (Frair, 1995). 
Saaty and Vargas (1982, p. 4) state that the AHP "utilizes qualitative descriptions to 
define a problem and represent the interaction of its parts. It also makes use of 
qualitative judgments to assess the strength of those interactions." This is achieved 
through developing a model of a problem through using a hierarchical 
representation. The overall goal, or prime objective, is at the top of the hierarchy. 
The succeeding lower levels then represent the successive decomposition of the 
problem. A pair-wise comparison is completed of all entries in each level relative to 
each of the entries in the next higher level of the hierarchy. The composition of 
these judgments fixes the relative priority of the entries at the lowest level relative to 
achieving the next highest objective (Frair, 1995). 
Frair applied the AHP method to student peer evaluations in a project In this 
discussion, use of the technique is confined to prioritisation of objectives. 
BASIS OF THE AHP 
The following brief description of the underlying principles of the AHP is condensed 
and re-arranged from Saaty and Vargas (1982). 
AHP is based on ratio scale measurement and a consistency index. Each pair of 
variables is weighted on a ratio scale of 1 to 9 against the other, with the comparison 
being rows over columns. A ratio of 1 indicates equal importance of the objectives, 
a ratio of 9 signifYing absolute importance of one over the other. Intermediate 
intensities are used for other levels of importance. These are inserted into an n x n 
matrix, the rows and columns representing the pairs of variables. The (j, i) cell 
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becomes the reciprocal of the (i,j) cell. The number 9 is based on the findings on 
Miller (1956), quoted in Chapter 5 with reference to paired comparison approaches, 
regarding the maximum number of objects that can be simultaneously compared. 
In a perfect environment, the ratios satisfy cardinal consistency. The matrix in Table 
7.1 below, in which the values wi represent weights of objects A;_, satisfies these 
conditions (Saaty and Vargas, 1982, p. 17): 
A= 
TABLE 7.1 RATIO MATRIX- WEIGHTS IN PAffi-WISE COMPARISON-
AHP 
In Table 7.1, the equality: 
Aw= nw (7.8) 
applies, where n is the number of objects (ie, also of the number of rows and 
columns in the matrix). Saaty and Vargas then demonstrate that as A is a reciprocal 
matrix with unit rank, there is only one non-zero eigenvalue (.Amar, equal ton), and w 
is given by any column of A, the relative weightings of each element being obtained 
by normalising the weightings. 
In a real situation, the relative weightings may not satisfy either cardinal or ordinal 
consistency (ie, transitivity). In addition, "in a positive reciprocal matrix, small 
perturbations in the coefficients imply small perturbations in the eigenvalues. Hence 
the eigenvector is insensitive to small changes in judgment and is stable, relative to 
larger changes" (Saaty and Vargas, 1992, p. 18). Thus, Saaty and Vargas states that 
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the problem Aw = nw becomes A 'w' = )ma ... w' , and that from the theorem of 
Perron-Frobenius, a matrix of positive entries has a real positive eigenvalue (of 
multiplicity 1) whose modulus exceeds those of all other eigenvalues. The 
corresponding eigenvector solution has non-negative entries and, when normalised, 
is unique (Saaty and Vargas, 1982, pp 18-19). 
Consistency of the Rankings 
One issue in the AHP is the determination of the consistency of the matrix, or the 
closeness of its parameters to those of the corresponding ideal situation illustrated 
above. Thus, in the words of Saaty and Vargas (p. 19), "improving consistency .. 
means that the ratio entries in the matrix are closer to being logically related than 
randomly chosen." For this purpose, Saaty and Vargas show that a consistency 
index: 
CI = ll =(/~.max- n)/(n- 1) (7.9) 
for the matrix may be defined and calculated. This has been compared with a 
random consistency obtained by randomly varying the relative weightings of 500 
matrices, from order 1 to 10. The ratio of CI and the random consistency (the 
consistency ratio or CR) should be around 10% or less to be acceptable. If this is not 
the case, the relative weightings require examination. Experimentation with the 
process shows that the maintenance of transitivity of the ratio estimates may quickly 
improve consistency. 
Extension to a Hierarchy 
In the extension of the method to a hierarchy of elements, Saaty states that "no 
inviolable rule exists for constructing hierarchies" (Saaty, 1988, p.29). While a 
formal definition may be provided for a hierarchy, from a model construction 
viewpoint, the main principle with respect to hierarchies is that of hierarchic 
composition. In a hierarchy consisting of a largest element (or major objective b) at 
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level L I and a series of levels L I to L11 , this is described by the following theorem 
(Saaty and Vargas, 1982, p.33): 
"Let H be a complete hierarchy with largest element b and h levels. Let B be 
the priority matrix of the kth level, k = l, ....... ,h. Ifw' is the priority vector of 
the pth level with respect to some element z in the (p-1 )st level, then the 
priority vector w of the qth level (p<q) with respect to z is given by: 
(7.10) 
Thus the priority vector of the lowest level with respect to the element b is 
given by: 
w = B"B"_1 ..... B2b1 (7.11) 
If L1 has a single element, b1 = 1. Otherwise b1 is a prescribed vector." 
In the above formulae, the matrices B,, are the matrices of the priorities (relative 
weights) of the elements on the hth level to the next highest level. The theorem then 
provides a means, through matrix multiplication, to relate a series of factors at the 
lowest level in a hierarchy to the major objective. 
USE OF THE AHP 
As shO\vn above, matrix multiplication extends the AHP to multi-level hierarchies, 
and therefore it is consistent with the objectives of the framework proposed in this 
thesis. It can also cope with interdependent relationships in this hierarchy, the links 
to the hierarchy being specified by the user. 
While Saaty and his colleagues have proposed many uses for the AHP, and 
particularly a decision making usage, the use to which it is proposed to be put by the 
author for is the relative ranking of multiple objectives of the infrastructure manager. 
This is not the normal use for this method, which is mainly aimed at decision 
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analysis. However, no reason can be seen why a hierarchy of elements cannot be 
developed for this purpose, where the aim is similar- to weight the elements in the 
lower levels of the hierarchy in terms of their contribution to the focus (the element 
at the top level of the hierarchy). 
Using this approach, it is proposed that for the purpose of considering all elements 
equally, they be given a score based on an interval approach (0 to 5 is used in this 
thesis). If this approach is used, then the method of scoring requires to be considered 
during the weighting process. 
Being based on a mainly qualitative approach supported by quantitative matrix 
analysis methods, the AHP is considered of application where a number of 
objectives, each in different units of measurement, require weighting. Its theoretical 
basis provides some rigour in comparing and weighting judgmental decisions. As, 
like all paired comparison approaches, it is ultimately based on judgment, and as it 
deals with interdependence in a fairly basic fashion, the AHP is not seen as a 
substitute for quantitative analysis. However, as a supporting tool for weighting 
different results of quantitative analysis, it is seen to be of value. It is subject to one 
of the disadvantages of paired comparisons in that the number of paired comparisons 
expands quite rapidly as the number of objects to be compared increases. However, 
division of these objectives into a hierarchy and their clustering into related groups 
will reduce the number of comparisons made. 
One area which must be considered is the order of magnitude of the objectives being 
weighted. Saaty and Vargas (1982, p.39-40) recommend clustering analysis for this 
situation. This approach inserts between extremes objects that become progressively 
larger. The process is to divide the objects into clusters where the elements within a 
cluster are within the range of a scale, and the largest object in a groups is used as 
the smallest one in the next order-of-magnitude cluster. The division is generally 
based on the similarity of the extent to which the elements of a hierarchy perform a 
function or share a property. 
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The advantages of clustering are different depending on the type of problem at hand. 
One advantage is that clustering decreases the number of pair-wise comparisons 
otherwise attempted. It also provides a way of introducing accuracy and decreasing 
the fuzziness involved in the comparison of small objects with large objects. 
In this thesis, the order of magnitude issue is overcome through using a ratio, based 
on the same interval, for scoring each objective. The principle of clustering is 
mainly used where very different elements are compared, such as the comparison of 
financial elements with other elements. In this case, for example, clustering enables 
dollar costs and benefits, which accumulate over time, to be calculated 
independently of other elements. 
EXAMPLE 
The author has provided a worked example of the weighting process, including the 
AHP, the proposed hierarchy for which is shown in Figure 7.3. The aim in this 
example, the aim is to find the net sensitivity of the weighted set of goals for the 
infrastructure manager to changes in pavement strength and maintenance 
expenditure, both of which it assumed affect a final weighted goal. In this 
illustrative example, it has been assumed that the cost of maintenance contributes to 
pavement condition, a result of which is functional serviceability. For simplification, 
intermediate relationships between the variables have been omitted from the 
diagram. It is assumed that all objectives are scored on a scale of 0 to 5 (refer to the 
next section). 
190 
AHP APPLIED TO 
THIS AREA ONLY 
FIGURE7.3 
GOAL 
OA LEVEL1 
LEVEL2 
LEVEL3 
INPUTS 
HIERARCHY- PARTIAL SET OF GOALS, 
OBJECTIVES, INPUTS FOR ROAD LIFE CYCLE 
Basic Problem Formulation 
A first pass analysis of life cycle goals, splitting them into WANTS and NOT 
REQUIRED, has reduced the number of seven life cycle goal groups discussed in 
Chapter 4 to four relating to the user and agency requirements in serviceability, 
community requirements, benefits and costs. The other three goal groups are seen as 
either not important to the decision (ability to meet demand) or closely correlated 
with others (performance with benefits, and service life with benefit and cost). 
These latter then become NOT REQUIRED goals. 
A new goal, mruum1se non-tangible benefits, has been introduced to separate 
benefits into two categories - tangible (dollar) benefits and non-tangible benefits. In 
addition, tangible benefits and costs have been combined into the two new goals of 
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net benefit (benefit less cost) and benefit/cost ratio. These actions are consistent 
with using subdivisions and combinations of the main goal groups in order to fit 
circumstances. 
MUST requirements are that serviceability must be maintained at a given level, and 
that user costs cannot exceed a given level. This provides constraints to the analysis, 
results outside this boundary not being considered further. In considering the 
WANTS, which is the subject of the paired comparison process, the first step has 
been to consider the relative weighting of the components of the overall goal, which 
is at the top of the hierarchy. These have been set at 40 per cent for the net tangible 
benefit, and 60 per cent for the total of all objectives excluding tangible benefits. 
The level of this latter goal has been designated as Level 1, and the aim of the AHP 
is to weight the contribution of the other variables to this goal. The lower levels 
show progressive decomposition of the hierarchy, until the inputs are reached, which 
are at the bottom of the hierarchy. 
In constructing the hierarchy, dummy variables have been used to complete the third 
level of the hierarchy. As can be seen from the theory, they are not required, but 
their use aids understanding of the process. Following the construction of the 
hierarchy, priority matrices have been used to establish relative priorities, from 
which a BASIC computer program (Saaty, 1990, pp 252-255) has been used to 
calculate the priorities and consistencies. 
RESULTS 
The following matrices represent the initial ratios of relative weights. The first 
(Table 7.2A) is the initial relationship of relative weights between the elements on 
Level 2 to those on Level 1. The second (Table 7.2B) represents the relationship of 
relative weights of the variables environmental objectives and social objectives on 
Level 3 to the variable community requirements on Level 2. The one to one 
relationships are not listed separately, as there is no need to further rank them. 
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Serviceability 
Community 
Requirements 
Non Tangible 
Benefits 
Benefit/Cost 
Ratio 
TABLE 7.2A 
Environmental 
Objectives 
Social 
Objectives 
TABLE 7.2B 
Serviceability Community Non Tangible Benefit/Cost 
Requirements Benefits Ratio 
7 5 
5 3 
1/7 1/5 1/3 
1/5 1/3 3 
LEVEL 2 PRIORITIES RELATED TO LEVEL 1 
Environmental Social 
Objectives Objectives 
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2 ie, environmental objectives 
are considered of minor 
importance over social 
objectives 
LEVEL 3 PRIORITIES RELATED TO "COMMUNITY 
REQUIREMENTS" IN LEVEL 2 
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Using the BASIC computer program previously referred to (Saaty, 1990, pp 
252-255), the author obtained the results for this hierarchy shown in Table 7.3. 
LEVEL2 LEVEL3 
Serviceability 0.453 Serviceability 0.453 
Community 0.363 Environment 0.242 
Requirements Objectives 
Non Tangible 0.058 Social 0.179 
Benefits Objectives 
Benefit/Cost 0.125 Benefit/Cost 0.125 
Ratio Ratio 
A max 4.082 
Consistency 0.027 Overall 0.027 
Index Consistency 
Index 
Consistency 0.030 Overall 0.030 
Ratio Consistency 
Ratio 
TABLE 7.3 RESULTS- ANALYTIC HIERARCHY PROCESS 
The Level 3 priorities in Table 7.3 represent the final rankings of the lowest levels 
considered by the process. The analysis has high overall consistency, showing that 
both cardinal and ordinal consistency have been observed to a good degree. These 
values are to be multiplied by 0.6 to obtain their overall ranking, which is added to a 
ranked score (reduced to a similar scale) of net tangible benefits. 
In practice, the variable "non tangible benefits" may have been omitted from the 
process, because of its quite low weighting (5.8%) in the second level hierarchy. 
Such matters, however, are a matter for judgment of those undertaking the ranking. 
This analysis, which forms 60 per cent of the overall assessment, can now be 
combined with the quantitative result to provide the basis of estimating the 
sensitivity of changes in the causal variables on the overall life cycle process. 
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COMMENTS 
The analysis has also highlighted that the AHP is mainly applicable to qualitative 
attributes of variables rather than their quantitative aspects. This weakness of the 
AHP with respect to quantitative variables means that only the qualitative, or mainly 
qualitative, part of the hierarchy can be ranked by this method. For lower levels of 
the hierarchy, calculation is still required. 
While it has limitations, this method is considered suitable for application to the 
thrust of the framework on which this thesis is based. 
7.5 OTHER MODELLING ISSUES 
SCORING LIMITS 
The previous section has discussed the relative weightings of variables, through 
using (chiefly qualitative) attributes of those variables. Weights provide an estimate 
of the relative importance of each variable. It is also necessary to measure each 
instance of a variable against a scale of values, in order to compare its position with 
the standard score used for the weighting process. 
As discussed above. it is considered essential that dissimilar quantities be expressed 
in a way that maintains their comparability on the same basis. The author has 
therefore proposed a ratio scale. While the limits of this may vary with different 
models, the same limits should be used within the one model. A scale for all 
variables ofO (minimum) to 5 (maximum) is convenient. 
With quantitative goals, values can be converted into scores by comparing the value 
obtained against a standard. The mean (in some cases the median where there are a 
large number of qualitative variables in the process) makes a convenient standard for 
a quantitative variable, being given a score of (say) 2.5. The extremities of 0 and 5 
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can be set through consideration of likely upper and lower limits, and the form of the 
function being measured. An alternative approach is to define the lower and upper 
bounds as 0 and 5, and use the form of the function to define the other scores. These 
methods will not be precise, but in most cases will suffice for the purposes of 
companson. 
Thus, the Queensland Department of Main Roads, in evaluating bids from 
consultants using a weighted price and non-price comparison, uses the median of 
prices received for setting the mid-point (2.5) of the scoring process for prices, and 
obtains a range of values through the formula P =2.5 + 5[ s~~ST J , where $M is the 
median price of three or more offers, or the average of two offers, ant $T is the 
submitted price. Values falling below zero or above five are truncated to these 
values, respectively (Queensland Department of Main Roads, 1997a). While the 
choice of median as a comparison statistic for quantitative variables may be 
disputed, the approach does offer a means of comparing all offers. 
Note that scales will sometimes follow the inverse of the function rather than its 
actual value. For example, 5 could be awarded for a low price, and 0 for a high 
price. The best decision in a particular set of circumstances is therefore often 
achieved by consideration of the objectives required, plus judgment. 
QUALITATIVE VARIABLES 
As discussed in Chapter 5, qualitative variables, or the qualitative parts of variables, 
are rarely directly measurable, particularly when the issue of stakeholder 
requirements is considered. The main problem with such variables has been to bring 
them into what is essentially a quantitative modelling approach. 
In order to do so, the author has again proposed a scaled approach, using a similar 
range to that of quantitative variables, the concept of utility and indifference curves 
being used for situations where there is a trade-off or risk involved. An alternative 
approach is simply to rank qualitative variables on a scale without a utility approach. 
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However, such a scale is subjective and, being expressed in ordinal terms, may not 
be easily converted to a numerical scale. 
The previous chapter showed a different approach for certain qualitative variables. 
This was the "dummy" variable technique common in regression analysis. Thus, the 
variable could take on an extreme value (say, 0 and 5) depending on whether it was 
or was not present, there being no intermediate value. This provides an alternative 
approach for scoring those qualitative variables which are either present or absent. 
Therefore, there is no one recommended best approach for setting scores for 
qualitative variables. The process used requires to consider each variable 
individually, what range of values it can take, and whether other factors such as 
trade-offs and risks are present. As with the scoring system used for quantitative 
variables, the final method chosen will depend to a large degree on judgment and 
what the infrastructure manager considers is a reasonable approach. 
In a particular cluster in a hierarchy, however, all output variables require to have the 
same overall scoring range, in order that their relative importance may be considered 
without being masked by their relative magnitudes. 
TIME 
It was considered in the previous chapter that the best approach to the treatment of 
time issues was to divide the infrastructure life cycle into equal periods of time. 
Time then becomes a measurement unit for time related activities. 
The disadvantage with this approach, compared with an approach based on each 
segment of the life cycle, is that phases or sub-phases of the life cycle start and end 
during a time period. This provides difficulties in apportioning outputs which span 
time periods, the common one being cost, which accumulates in each time period. 
The use of periodic contract payments, or the use of defined expenditure periods, is 
one way of overcoming this concern. 
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A major advantage of a period time based system is its ability to be extended to 
networks, or to other situations in which life cycle phases overlap. This process 
ensures that all activities in these cases are accounted for in single time periods, so 
enhancing tasks such as budget allocation. Other resource allocation mechanisms 
can similarly be tracked using a common time period. 
7.6 DISCUSSION 
This chapter has further developed the concept of the time interaction diagram 
concept of developing a modular representation of the infrastructure management 
process, with respect to a single infrastructure asset. Firstly, the author has proposed 
that, with respect to addressing the appropriate level of detail, each module can be 
either aggregated upwards or desegregated downwards, and that the modules may 
inter-connect at different levels through the process. 
Secondly, variability in parameters has been considered through the use of a range of 
procedures. A particular process discussed has been a spreadsheet based process, 
developed by the author, for determining the probability distribution and distribution 
parameters for a function of positive variables. It has also been demonstrated that 
this process is able to directly include truncations to both input and - if a unique 
relation can be specified between input and output - of outputs. 
Thirdly, the requirement to meet multiple objectives has been addressed through the 
use of goal rationalisation, followed by a paired comparison approach. Finally, rules 
for model construction, such as the processes for scoring weighted variables, 
incorporating qualitative variables into what is essentially a quantitative process, and 
dividing time into equal periods, have been developed. 
These matters are discussed in more detail below. 
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APPROPRIATE LEVEL OF DETAIL 
In selecting the appropriate level of detail, it is required to consider the level of 
information required, the levels at which modules in the infrastructure management 
process can be joined, and the availability of data. Often, the user interface is an 
appropriate initial point at which to model, as this is the level at which results 
significant to stakeholders and other affected members of the community are 
apparent. However, this is not always the best level of detail to use, or the level at 
which relationships between modules can be established. It is therefore necessary to 
consider other linkages, which may be at higher or lower levels than the reporting 
level. 
Information linkages at the level chosen may be developed at each phase in the 
infrastructure life cycle. Thus, it is possible to aggregate cost information, and other 
summary information to higher levels of management for strategic decision 
purposes. Similarly, information about a particular level of detail can be used to 
identify those sets of lower level inputs and processes that require further research. 
When detailed data is not available, or is impractical to collect and analyse, 
surrogates may be required for actual data. A typical application of surrogates is the 
use of visual inspection and roughness measurements to provide an indication of the 
underlying performance of a pavement. Pseudo-quantitative surrogates, such as 
utility measures, may also be used as estimators of qualitative variables. This use of 
surrogates may not provide precise answers, but provides information for decision 
making at the management level. 
VARIABILITY 
Relationships between variables in the infrastructure life cycle are often not well 
defined, and therefore require either adaptation of an existing relationship, or 
estimation using judgement, assisted by experience, available data, and other 
relationships. A problem with this process is that it introduces more variability into 
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the infrastructure life cycle, which can become quite pronounced when the long life 
spans of infrastructure are considered. However, imperfect relationships often 
require to be accepted in infrastructure management, as they at least provide an 
indication of the likely results of decisions. 
A spreadsheet based process has been developed by the author to calculate, using a 
simple approach, the form of the distribution, and the distribution parameters, of a 
function of any positive variable, provided the input probability distribution is 
known. This process also incorporates truncation of the input and, where there is a 
definable match between input and output, truncation of the output. The importance 
of these truncations, in defining the acceptable range of variables, was discussed in 
the previous chapter, as was the risk of using them. 
This calculation provides the foundation of the calculation of the joint distribution of 
a number of combined variables. For this calculation, and the calculation of the 
probability parameters of the output, it is considered that analytical processes be 
used where possible. 
As with the other processes, input values, their probability distributions, or the 
precise form of their function is likely to be known precisely. As a result of the 
application of a function, outputs of a random variable may have a different range of 
values than would be suggested by an input without randomness. 
MULTIPLE OBJECTIVES 
In the tasks of planning and managing physical infrastructure, there are normally a 
set of goals, rather than one particular goal, to be met. 
A practical way of dealing with this complexity is to firstly focus on meeting a major 
goal, such as benefit/cost analysis, and then - in a second evaluation stage - to 
consider the impact of other factors on the selected alternatives. This is the case in 
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the Queensland Department of Main Roads' "Evaluation Guide for Major Projects" 
(Queensland Department of Transport, 1994b ). 
It is considered that a better approach is to weight and evaluate the various 
objectives required to be achieved. This method aims for balance between 
competing objectives. Such a process is dependent on a sound methodology for 
weighting the objectives, and a method of evaluating the degree of achievement of 
the requirements of each objective. 
As with all other processes discussed in this thesis, the requirement of the process to 
be relatively easily understood and applied by practitioners was a major factor in the 
selection of a method by the author. This led to the consideration of two recognised 
processes which have a foundation in the way people think. 
The first of these was the Kepner-Tregoe Rational Management approach to decision 
analysis, which provided a framework for decision analysis, and provided a 
systematic approach to the selection of goals. This was adapted and extended by the 
author so that it could be applied to infrastructure management applications. 
An advantage of this method is that it provides constraints to the analysis through 
MUST conditions. However, it lacks a strong formal approach to goal prioritisation, 
particularly when "soft" goals such as community requirements are considered. This 
led to a second step, using the well-known method of paired comparisons. The 
Analytic Hierarchy Process, a method for analysing complex issues that also 
considers consistency in the ranking process, and is based on matrix algebra applied 
to a hierarchy of reciprocal matrices, is one approach that can be used for this 
purpose. 
Both the Rational Management approach and the AHP were developed as decision 
making aids, and therefore are principally used for the selection between 
alternatives. Their use in the infrastructure management process is considered a 
different application ofthese methods. 
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A potential disadvantage of the approach taken is its focus on the more qualitative 
aspects of goals or objectives. However, approach this can also be an advantage 
when combining a range of objectives that have different measurement systems, a 
quantitative combination approach not being feasible. However, provided it is used, 
for its strengths, as part of a wider analysis framework incorporating qualitative and 
quantitative variables, the method is considered very useful for analysis that use a· 
number of variables, with multiple objectives. 
OTHER MODELLING ISSUES 
It was considered by the author that the fairest approach to sconng different 
variables was to use the same scale for each, based on a ratio approach. This follows 
practical approaches, such as the consultant selection process by the Queensland 
Department of Main Roads (1997a), and is considered to minimise the distortion in 
weighting the objectives caused by differences in magnitude. A scale of zero to five 
has been considered to provide a good range for this purpose, although any scale 
could be used. The use of a scale allows objectives to be weighted with respect to 
their relative importance on a true comparison of their relative importance to 
decision making processes. 
A range of options has been provided with respect to qualitative variables, depending 
on the situation. However, they also require to be considered on the basis of a zero 
to five when being weighted and scored in conjunction with quantitative variables. 
The author considers it best, from the point of view of extending the infrastructure 
management process to infrastructure networks, to divide time into equal periods, 
and use this for the measurement of the length it takes to perform each activity in the 
management process. The only concern with this is the requirement to separate 
measures that accumulated over time, such as cost, and allocate them to their correct 
life cycle segment and time period. 
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7.7 CONCLUSION 
With the development of a series of processes to treat each of the major issues in the 
infrastructure management process, the basis for modelling this process, from the 
point of view of capturing the essentials, is complete as far as possible from the point 
of view of the single infrastructure asset. 
The aim in developing the basic process in the previous chapter, and then extending 
it in this chapter to consider the major issues, has been to develop a methodology 
that uses a combination of new and existing principles and extends many of those 
existing principles in a single modular framework for the modelling and analysis of 
infrastructure management and its underlying infrastructure life cycle. Such a 
framework combines the benefits of integration with the independence of each 
module in it, subject to meeting boundary condition and relationship requirements, 
and is intended to be used for the understanding of the infrastructure management 
process, and at the same time provide flexibility and a basis for extension to the 
management of an infrastructure network. It is accepted that the basic data and 
relationships may be imperfect, but with the design of the modelling process to 
investigate the more significant areas in depth, allow for variability and where 
necessary truncate values, achieve multiple objectives, and deal with basic concerns 
in the modelling process, a plausible result should be achieved. 
Judgment and experience will play a role in both evaluating this result and modifying 
the relationships where necessary, often being the only evaluation tools available. 
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PartD 
Application of the Process 

ChapterS 
An Evaluation of the Process 
8.1 INTRODUCTION 
Up to this point, the development of the infrastructure management modelling 
process has concentrated on the development of the process, in both its graphical and 
analytical aspects. This has resulted in a modular technique which has been 
designed to allow an integrated approach to the management process while 
respecting the integrity of individual modules, and permit decomposition or 
aggregation as the case may be. The methodology developed has also been designed 
to deal with a range of issues in applying the process. 
In this chapter, the author applies this methodology to the construction and operation 
of a road section. Using formulae for construction costs and deterioration in terms of 
a range of inputs, and a set of relationships between roughness and user costs, the 
process is applied to an integrated construction I maintenance framework, in terms of 
a balance of three primary objectives. 
Following this, two major projects in Queensland, one historical and one in the 
process of early development, are discussed with respect to the issues that can arise 
in infrastructure management, the application of the seven outcome goal groups 
discussed in this thesis, and the potential application of the methodology described in 
this thesis to their development and operation. 
This is followed by a discussion and conclusion that lead to issues such as networks 
and potential applications of the process, which are discussed in the next chapter.. 
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8.2 ILLUSTRATIVE EXAMPLE APPLICATION -ROAD LIFE CYCLE 
8.2.1 INTRODUCTION 
In order to illustrate the principles in applying the methodology, the author has 
developed a simple example, using the construction formula employed in Chapter 7 
for illustrating the application of the time interaction diagram process, combined 
with a pavement deterioration formula. This results in a combination of a goal 
oriented approach for the overall modelling process, combined with a process 
oriented approach for an analysis of deterioration and corresponding user costs on an 
annual basis. 
The example is the effect of the parameters of project length, pavement thickness 
and maintenance expenditure, for a rural arterial road of two lanes, in a multiple 
objective environment. All costs are expressed in a unit format, ie, cost per 
kilometre, regardless of the length of road. 
Assumptions made in this example, which has been kept as simple as possible to 
illustrate the application of the time interaction methodology, are: 
1. The road construction cost formula used in Chapter 6 is representative of the 
cost of constructing the road link. 
2. A roughness progressiOn model developed by ARRB for rural arterials 
(Martin, 1996) applies. While any reasonable roughness progression formula 
could have been selected, this particular formula has a foundation in 
theoretical principles, has been developed for Australian conditions, and 
includes maintenance cost in the roughness. equation The formula is outlined 
in Appendix C. 
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3. Road user costs are a function of vehicle operating costs resulting from 
roughness only (ie, travel time savings, road geometry, variations in speed due 
to roughness, and the like, are not taken into account) 
4. Physical characteristics of the road (width, subgrade, subgrade conditions, 
climate, drainage, material for pavement construction and surfacing) remain 
constant. 
5. All variables used are independent. 
While this is not always the case, it is a reasonable assumption in this case 
when the variables, and the conditions under which they have been defined, are 
examined. For example, consider the pair of variables most likely to be 
correlated, the construction variables of rehabilitation or permanent works, 
and whether the existing pavement was overlaid or reconstructed. Without an 
understanding that the second variable is a distillation of a range of other 
possibilities, and that it is possible that an overlay could occur in conjunction 
with permanent works (such as in the case of adding a lane to a road and while 
strengthening the whole pavement), it could be argued that there IS some 
degree of correlation between the variables. 
In addition, even if there is some covanance, it is not an unreasonable 
assumption to assume independence in this case, given that the covariance is in 
most cases confined within a given module, the relationships within may well 
already presuppose the covariance between variables. 
The simplifications are made in order to illustrate the application of the 
methodology. While it can be argued that in a real situation many of the 
simplifications would not occur, it is also likely that practising managers would 
make simplifications quite possibly going beyond the above, for reasons of 
efficiency and time1iness in developing a decision. 
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In line with the focus in this thesis on performance rather than design, the possible 
range of pavement thicknesses has been taken from a regression analysis of actual 
recorded pavement thicknesses against traffic volume in Queensland in the year 
1995/96. Similarly, the equivalent standard axles for heavy vehicles has been based 
on an actual set of measurements (Martin, 1994 ), and material strength coefficients 
from the HDM-ill values. This has provided a research oriented approach to the 
example analysis. 
Use of particular formulae with respect to construction cost and road roughness 
progression is itself a simplification. Thus, the road construction cost formula 
requires considerable work yet to ensure its stability, and it has been developed only 
for Queensland roads, for a particular set of data. Like all formulae, it also has 
weaknesses including the requirement to be updated and refined with time. A 
similar statement can be made about the formulae for road roughness progression, of 
which one has been selected for the purpose of this analysis. 
APPLICATION OF THE METHODOLOGY 
The steps in applying the methodology to this problem are listed below, this list 
being followed by a more detailed description of each step. 
1. Set objectives. 
2. Develop the time interaction diagram. 
3. Assign relationships. 
4. Assign variable parameters. 
5. Perform initial analysis, using mean values. 
6. Change parameters, in order to assess change m the objectives, and the 
sensitivity of that change to changes in the parameters. 
7. Review results. 
8. Develop conclusions. 
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8.2.2 PROCESS USED 
STEP 1 - SET OBJECTIVES 
The objectives set for the analysis, were, over a 20 year assumed life cycle, to: 
• Maximise net benefit (this has been derived from combining the objective of 
maximising benefit and minimising cost over the analysis period, using net 
present value at time zero). 
• Maximise serviceability 
• Maximise performance 
This list has been developed from a consideration of the infrastructure life cycle 
goals previously developed in this thesis, as considered in the light of this particular 
analysis. Thus, the need to meet external requirements, ability to provide an 
adequate level of service at the required level of demand, being assumed to have 
been satisfied in the initial project approval, have not been considered as objectives 
of this analysis. Optimising the life of infrastructure has been incorporated into the 
analysis by using annual benefit on a discounted cash flow basis, and also by 
subjective consideration of the serviceability and performance. It has therefore not 
been treated as a separate weighted goal. 
The above process illustrates how each of the seven high level outcome goals 
developed in this thesis are used to group and rationalise multiple objectives. 
"Net benefit" has been defined as the discounted cash flow of the net amount of all 
user and agency benefits and costs (including benefits) for the option under 
consideration (ie, its Net Present Value), less the same amount for the initial case. In 
the example, this has been annualised over the analysis period. 
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In the analysis, the selected objectives were weighted using a paired comparison 
approach, using the Analytic Hierarchy Process (AHP) methodology discussed in the 
previous chapter. 
STEP 2- DEVELOP THE TIME INTERACTION DIAGRAM 
The relevant time interaction diagram, shown in Figure 8.1, is limited to the 
development and operation cycles of a length of two lane rural road, using various 
road lengths and pavement thicknesses. 
As discussed above, this diagram was developed through adding the elements in a 
roughness progression formula to the construction cost formula discussed in Section 
6.5, then adding user cost, and making minor simplifications. Relevant planning and 
design inputs have been included, the resulting time interaction diagram being a 
representation, at the user interface level, of the life cycle of the road up to the end of 
the period of analysis, with respect to the focus of the analysis. 
In this diagram, the "development" phase is a simplification of Figure 6.3, the "plan" 
process being omitted, the "design" and "build" processes being condensed to a 
simple "design and build" process, and corresponding adjustments being made to the 
inputs and outputs. In addition, additional outputs from this process, such as 
pavement parameters and initial roughness have been added, these parameters not 
being used in the construction cost calculation, but being important for establishing 
initial parameters of the constructed road. 
The factors in the roughness progression formula, which differs according to type of 
road (National Highway or Rural Arterial) are initial roughness, annual traffic load 
(represented by average annual CESA), pavement age (time since construction, 
reconstruction, or major rehabilitation), modified structural number, Thornwaite 
Index, and average annual maintenance expenditure. These factors are listed in 
more detail in Appendix C. 
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Note the role of a number of factors from the planning phase of the infrastructure life 
cycle in the whole life cycle. For example, a location factor (urban or rural) is a 
direct input into construction cost, and also an indirect input into roughness 
progression through partially identifying the type of road. This long term influence 
of some factors in the infrastructure life cycle supports integration of the 
infrastructure management process. 
STEP 3 -ASSIGN RELATIONSHIPS 
The relationships assigned for unit construction costs are the same as in Chapter 6. 
Roughness is used as a surrogate for pavement serviceability. For roughness 
progression estimation, the rural arterial ARRB formula (Martin, 1996) is used. 
Details of parameter values in these formulae, and of the case analysed, are in 
Appendix C. 
While there may be sophisticated formulae available for performance (for example, 
K wa and Sinha, 1991, have suggested a measure that takes into account present 
serviceability index and equivalent single axle loss, PSI-ESAL loss), it is considered 
sufficient to use a simpler method for the purposes of illustration of the analysis 
methodology. Therefore, performance in this example is estimated by the surrogate 
measure of average roughness per year, over the time horizon of the analysis. 
The calculation of vehicle operating costs basically follows that of the Cost Benefit 
Analysis Manual of Queensland Department of Main Roads (Queensland 
Department of Transport, 1993), with updated vehicle operating costs as in the paper 
Economic Parameters for 1996 (Queensland Department of Main Roads, 1996). 
The road user costs are based on an Austroads Working Paper on Road User Costs 
(Roper and Thorensen, 1997). For this calculation, it is required to know traffic 
volume, distribution of vehicle types, roughness and model road state (leading to 
road capacity) 
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Vehicle operating costs and travel time costs are the only user costs used. These are 
approximated as shown in Appendix C. Other user costs, such as delay and accident 
costs, and costs due to road geometry, have been omitted in order that the modelling 
and analysis process might be illustrated without unnecessary complication. 
STEP 4 - ASSIGN VARIABLE PARAMETERS 
Appendix C shows the initial parameters assigned. With respect to the range of 
values considered, those that follow were adopted for the illustrative example. 
1. Pavement Thickness - Initial Example 420 mm, minimum 240 mm, max1mum 
645 mm. 
The values of pavement thickness were obtained from a regression analysis of 
a sample of 135 actual standard unbound pavements with chip seal surface 
under construction in Queensland in the 1995/96 financial year. The selected 
value for the pavement thickness for the initial case of 420 mm was an 
approximation to 10 mm of the predicted value of pavement thickness at the 
average traffic volume over the analysis period. 
2. Annual maintenance cost - Initial example value $2,000 per lane kilometre, 
with a minimum nil and a maximum of$4,000 per lane kilometre. 
3. Project length - Initial example value 10 kilometres, minimum 5 kilometres, 
maximum 15 kilometres. 
The above values were expected to be a reasonable range of variation of the 
variables. 
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STEP 5 - PERFORM INITIAL ANALYSIS 
The logical model was transferred to a working model in spreadsheet format. Three 
spreadsheets were used: 
• A master spreadsheet in which initial parameter values were entered, and in 
which also was calculated results related to changes in pavement thickness. 
• A secondary spreadsheet which calculated results through changes m 
maintenance cost. 
• A final spreadsheet which calculated results through changes m project 
length, summarised results and performed a weighted score. 
Use of the results from this analysis is discussed below. 
STEP6-CHANGEPARAMETERS 
The analysis did not consider agency and user benefits or costs that were common to 
all options. Thus, for example reseal and resumption costs were not considered. In 
addition, as the purpose of the example model is to demonstrate a process, not all 
user related economic factors have been included in the analysis. Thus, changes in 
user costs associated with matters such as road geometry, topography and accidents 
have not been used in the analysis process. Similarly, environmental effects such as 
air and noise pollution, and their benefits/costs, have not been incorporated into this 
process. 
Effect of Change in Parameters on Net Annual Benefit 
Based on this limited subset of data, and using the particular relationships that make 
up the model, in the illustrative example it was found that changing the input 
parameters of pavement thickness had some effect on effect on economic benefits 
(about $19,500 per kilometre over the range of pavement thickness- refer Figure 
8.2). 
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Changes in annual maintenance expenditure in the example indicate that the best 
overall net annual benefit is achieved at an annual maintenance expenditure of about 
$1,000 to $1,500 per lane kilometre per year (refer Figure 8.3). However, once this 
figure is exceeded, the result is not highly sensitive to change in maintenance 
expenditure. 
The difference in agency cost through changing project length was good (an average 
annual benefit $2,500 per kilometre by varying project length between 5 kilometres 
to 15 kilometres). No user benefit resulted from this approach, the benefits being 
entirely savings to the agency. 
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STEP 7 - REVIEW RESULTS 
Check for Reasonableness 
Roughness values were checked against an example given by Martin (1996, page 
30), with the parameters changed to match that example, to test the match of the 
predicted value of roughness to his result. This provided confidence in the 
calculation of roughness. 
The range of roughness values resulting from the calculations is also consistent with 
conclusions reached by Symonds Travers Morgan in association with John Cox, in 
reviewing literature and analysis fleet databases, for the Austroads study into the 
effect of road surface condition on Australian vehicle operating costs (Austroads, 
1996a), where it is stated that the range of roughness values on Australian roads is 
quite small (NRM 50 to 1 00 or TRI about 2 to 4 - page 95). 
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There was a high user to agency cost ratio (about 15:1 to 30:1 and higher) with 
respect to the set of costs considered. While these costs excluded some agency costs, 
such as resumption, and some user costs such as accident and delay costs, the high 
ratio indicates the leverage of agency costs over user costs, and therefore the 
requirement for agencies to aim at the optimum user benefits and costs, rather than 
concentrating on their own costs alone. The ratio tends to support views by Cox 
( 1991) that user costs in Australia are about 13 times agency costs. 
In a real example, sensitivity of the result to changes in the discount rate from the 6 
per cent per annum used would also be undertaken. This provides both an estimate 
of the significance of changes to the result using different discount rates, and a 
further check on reasonableness. This has not been undertaken in this example, as it 
does not serve further to illustrate the process undertaken. 
USE OF WEIGHTED OBJECTIVES 
Given the discount rate used, it would appear on the surface that the optimum result 
with respect to overall life cycle costs, from a pure economic perspective, is as thin a 
pavement as other considerations (such as design standards and road condition 
factors other than roughness) will permit, of as long a project length as constraints 
permit, with an annual maintenance expenditure of no more than about $1,500. 
However, as discussed above, user costs in this analysis far outweighed agency costs, 
and therefore, given the likely effect of roughness on these costs as well as on 
perceptions of users, functional serviceability and performance are likely to be 
significant parameters in their own right. 
In addition, the expected service life of an infrastructure asset becomes a factor if 
that asset is to continue delivering satisfactory service beyond its original design life. 
The ability of infrastructure assets to continue in service for some time is likely to 
save considerable disruption and expense. In practice, many pavements, for 
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example, do continue in service for well beyond 20 years, and there is a tendency 
with major roads for much longer design lives than considered in the past. The 
Pacific Motorway example, discussed later in this chapter, is an example of such a 
road. Another example is the use by New York State of 50 year designs for certain 
roads. In discussing this, Kuennen (1997) states: "To break the escalating expense of 
the short-life-cycle highway, the road and bridge establishment in the United States 
is moving quickly toward longer-lasting pavements." 
Functional serviceability represents the condition of an infrastructure asset at a 
particular time in its life. It is accordingly a guide to the future performance of the 
asset if it was to remain in service. Its evaluation as a separate requirement from 
financial issues is therefore important if at any time an assessment of future life of 
the asset is to be made. 
Serviceability, however, cannot be considered alone. It is also of value to have an 
understanding of how the road is likely to perform over the design period, thus 
providing not only input into user and agency costs, but also a guide to how the road 
is likely to deteriorate. Therefore, performance, or the integral of serviceability, is 
also an important objective in its own right. 
Therefore, on the assumption that the road may remain in service beyond its design 
life, and is only likely to require rehabilitation for asset management reasons, a more 
complete view of the results of the analysis may be taken through a rating score that 
combines net annual cost, performance over the period of analysis, and serviceability 
at the end of that period of analysis. The process used is to combine these three 
major objectives into a single score that can be used to supplement other analysis. 
The Assignment of Weights 
The Analytic Hierarchy Process has been used to assign relative weights to each of 
the three objectives on the basis that functional serviceability (represented in this 
case by a surrogate, roughness at the end of analysis period) was preferred to 
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functional performance (represented by average roughness over the life cycle), which 
in turn was preferred to net economic benefit. While this approach may contrast 
with most analyses, which would tend to rate economic criteria very highly, it 
provides another perspective on the analysis already undertaken, and illustrates the 
importance of engineering issues in the infrastructure management process. 
The use of roughness as a surrogate for serviceability provides a single, 
understandable measure for this illustrative example. It has been used in the present 
case as road roughness "is the dominant criterion of pavement performance m 
relation to both economics and quality of service" (Paterson, 1987, p. 273 ). 
Weights Assigned to Objectives 
In the assignment of relative weights, net benefit has simply been considered another 
criteria to be ranked alongside functional serviceability and performance. This is a 
different approach from that in the example in the previous chapter, where the net 
tangible benefit was weighted outside the other variables, and only considered in the 
final combination of objectives into a single goal. This difference in approaches 
reflects the flexibility of the weighting process. On this basis, initial weights were 
allocated, serviceability over net benefit being given an initial score (on a scale of 1 
to 9) of 5, serviceability over performance of 3, and performance over net benefit of 
3. Applying the Analytic Hierarchy Process weighting matrix to this initial 
weighting provided relative weights of: 
• Net Benefit 
• Functional Serviceability 
• Functional Performance 
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0.105 
0.637 
0.258 
Scoring 
The score for each objective was based on a range of zero to 5, using a linear 
relationship for the quantitative variables over what was considered to be a 
reasonable range . 
For financial scores, the initial example was scored at 2.5, usmg what was 
considered a reasonable differential (in this case,+/- $15,000 net difference per year 
from the initial example) from this position to set the range. This provided some 
rare cases where scores were less than zero or greater than five, in which case the 
financial scores were truncated to zero or five, as the case was. While other methods 
could have been used, this was considered reasonable, and consistent in approach 
with methods used by practising infrastructure managers (for example, the Manual 
for the Engagement and use of Consultants of the Queensland Department of Main 
Roads (1997a). Both the basis of assigning weights and scores, and the values used, 
are in Appendix C. 
Results from Weighted Score 
Figure 8.4 shows the weighted score for the case of changing the pavement 
thickness. This shows, for all other factors remaining constant, including the 
maintenance expenditure, the best pavement thickness, on the basis of the weighted 
score, appears to be about 400 millimetres (this could change with changes to the 
other input variables), It also shows that the final score, for this combination of 
formulae, is not highly sensitive to pavement thickness, except at higher values. 
The result for maintenance expenditure (Figure 8.5) shows, for the initial 420 mm 
thick pavement, that increasing maintenance expenditure increases the weighted 
score. Sensitivity of the overall result to change in maintenance expenditure is not 
high. This result differed from that for economic factors alone, in that there was no 
optimum level of maintenance expenditure. 
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The weighted score for changing project length has not been shown, as the result is 
common to every combination of pavement thickness and maintenance expenditure. 
On the basis of the scoring process assigned, the average rate of change in score 
through varying project length between 5 and 15 kilometres was about 0.04 per 
kilometre length of the project. 
STEP 8 -DEVELOP CONCLUSIONS 
Through consideration of the range of results, both individual items and weighted 
scores, it is concluded that each of the three parameters considered have some 
significance within the infrastructure management process. Project length had a 
similar effect for both types of analysis - economic and weighted score - used, both 
the weighted score and the net annual benefit improving with decreased project 
length. However, in practice, there would be some restrictions on project length, 
there not always being the opportunity to maximise it in more developed areas. 
Therefore, it is concluded, from this analysis, that maximising project length, within 
the limits of other factors, such as budgetary constraints, and the maximum physical 
size of the project, will have a positive effect on life cycle cost. 
Use of two different approaches provides some differences in results for varying 
pavement thickness and maintenance expenditure. It may be concluded, for the 
illustrative example, however, that maintenance expenditure below about $1,000 per 
year is not viable. Above this level, it is noted that while maximising maintenance 
expenditure has little effect on life cycle cost, it has a positive effect, in the 
illustrative example, on an index weighted strongly towards performance and 
serviceability. While performance is an engineering measure, it can also be 
considered an indicator of the perception by users of the state of the road over its 
analysis period. A good serviceability level being an indicator of the current and 
potential future state of the road, also has a positive effect on users. Therefore, 
increasing maintenance expenditure to a reasonable economic level ($2,000 to 
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$3,000 per year) is overall considered a viable proposition for the infrastructure 
manager in this case. 
With respect to pavement thickness, increasing the thickness beyond that used in the 
initial example provides negative returns financially and decreases the weighted 
score. Decreasing this thickness results in a more improved economic result, but 
also marginally decreases the weighted score. Thus, the weighted score indicates 
that minimising pavement thickness (within other constraints), a conclusive answer 
from the economic analysis alone, requires further investigation with respect to its 
viability. It is noted that to do so may minimise agency cost while having minimum 
effect on user costs, and that therefore technologies to effect such minimisation 
could be considered as an alternative to standard processes. 
Further investigation, and a fuller analysis involving both other parameters and a 
range of options would be required to verify these conclusions. 
8.2.3 VARIABILITY 
Variability may arise from several sources, including changes in use of the road, the 
vehicle population and mix using the road, vehicle operating costs, and changes in 
resource pnces 
The process parameters used for further illustration of the results of variability in 
input parameters are pavement thickness and maintenance expenditure. Project 
length, being fixed for particular works, is not considered in this section. 
An analysis of the potential range of variation, using the formulae in the example, 
was undertaken for the two results of terminal roughness and construction cost. An 
extension to this process may be used for user costs, performance and more complex 
procedures such as the combination of output objectives. 
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Variation in Terminal Roughness through Varying Selected Inputs 
The variation in terminal roughness caused by random inputs was evaluated against 
variability in each of two input parameters, pavement thickness and maintenance 
expenditure. For the purpose of this calculation, each of these parameters was 
assumed to be normally distributed with coefficients of variation of 20% (for 
maintenance expenditure, the value on which the coefficient of variation was 
calculated included the constant term of$200 per year). 
A constant traffic stream of 4,000 vehicles per day was assumed, all other variables 
being identical to the original example, giving a roughness at the end of 20 years of 
3.64 IRI. In calculating the properties of the probability distribution of the 
roughness, the methodology of Appendix B was applied to each variable, and their 
joint mean and variance calculated on the basis of being multiplicative independent 
random variables. 
While there was little difference, in the example illustration, through this variation in 
the inputs, to the mean of the resulting terminal pavement roughness at the end of 20 
years (the value was about 3.66 IRI). The principal causes of this are considered to 
be the low values of the coefficients of the parameters in the roughness equation 
used, and that the application of the formula was to the change in roughness (about 
1.3 IRI) only, and not to the total roughness value. The standard deviation was 
slightly less than about 0.10 IRI. This meant that, in a range of+/- 2 standard 
deviations from the mean, the range of roughness was about 3.46 to 3.86. 
Varying each value alone had a reduced impact, with changes in pavement thickness 
having more impact on the coefficient of variation than proportional changes in 
maintenance expenditure. 
While the changes in this example case were not significant, owing to the minimal 
impact of changes in the selected variables, the process of investigating the effect of 
variability on the result showed clearly that the result of a random input into the 
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infrastructure management process requires to be expressed as a range of potential 
values, defined by statistical parameters such as expected value and the variance. 
Variability - Construction Costs 
The mam contributor to agency costs, initial road construction cost, was also 
analysed for the same variability in pavement thickness, ie, a coefficient of variation 
of +/- 20 per cent As construction cost in this formula had an exponential 
relationship to pavement thickness, the assumption of normality in pavement 
thickness meant that the resulting distribution of the output was log-normal, and 
therefore the formula for finding the mean and variance of a log normal variable 
(refer equations 7.6 and 7.7) could be applied. 
Application of a similar approach to that used for roughness resulted in a small 
positive shift for the mean (a property of the log-normal distribution, which is 
positively skewed). There was a significant difference in the range of construction 
cost between +/- 2 standard deviations of its mean. This was about - 31 per cent and 
+ 34 per cent of that mean. 
Appendix C contains further information regarding the application of variability in 
this illustrative example. 
Conclusions - Variability 
For the equations used in the example, randomness in pavement thickness affected 
two objectives - roughness and agency costs. The effect on roughness of this 
randomness, and consequently on user costs, is not significant. However, the effect 
on the predictability of agency costs is much more significant. On the other hand, 
randomness in maintenance costs in this example are of a little less significance with 
respect to roughness than a proportional randomness in pavement thickness, and are 
less significant (because of their smaller magnitude) with respect to user costs. It is 
therefore concluded, on the basis of the formulae used, would be that control of 
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pavement thickness appears to be quite important, while some variation in annual 
maintenance expenditure could be tolerated. 
A further conclusion from this example is that it is important to control what can be 
controlled. In this case, the variation in pavement thickness, maintenance 
expenditure, and other field variables are controllable by the infrastructure manager, 
while other variables such as traffic and project length are less controllable. 
In actual trials, it has been demonstrated that construction control has a significant 
effect on expected pavement performance (Yeo et. al., 1995). This again supports 
the requirement to minimise variation in the construction process, and lends weight 
to the proposition in this thesis that the infrastructure life cycle, and its management, 
require to be treated as a whole. 
8.2.4 REVIEW OF PROCESS 
The illustrative analysis in this section has provided an example in which the 
methodology discussed in this thesis can be used in managing and understanding the 
infrastructure management process. It has also shown the complexity of the 
infrastructure management process once this process begins to consider the impact of 
historical decisions and events on significant objectives such as user and agency 
costs, condition, and importance. 
The use of the graphical time interaction diagram modelling approach has also 
illustrated that the management process can be decomposed so that the significant 
variables and processes are identified, and also has illustrated how these variables 
influence the infrastructure life cycle and its management. This process has required 
thought about the way in which the infrastructure management process is structured, 
and what variables and processes are required in meeting the desired objectives. 
Adding relationships has completed this process, both with the goal oriented 
relationships of the construction process, and the mechanistic relationships that are 
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required to increment each annual increment in the operational phase of the 
infrastructure. While in the illustrative example relationships were selected that 
reflected research, these were not the only relationships that could have been chosen, 
and different relationships may have provided different outcomes. However, the 
important issue is that a set of relationships were used, and these have resulted in the 
modelling and analysis of an initial position from which more refined relationships 
may be developed at a later stage. 
As the results have illustrated, the level of detail used was appropriate for this 
example. Decomposition was also at the appropriate level for this study, which 
focused on agency and user issues at the user interface, Further decomposition could 
have been provided if required, while the evaluation of results for a defined small 
group of objectives provides the basis for aggregation to the network level if 
required. In addition, while local issues were not used, the modelling and analysis 
process provides the facility to include them. 
In the illustrative example, a range of methods, working in conjunction with each 
other, have been used to better understand life cycle issues. Thus, the sensitivity of 
changes in variables to particular objectives, the summary of all results into a single 
weighted measure combining the three main objectives, and the investigation of 
randomness in selected variables has provided a basis for decision making. The 
conclusions above with respect to the need to control variability in some areas 
(pavement thickness) and the less need for control in other areas (maintenance 
expenditure) is an example of the decision making resulting from the application of 
the infrastructure management modelling and analysis process, as applied to this 
example. 
Other conclusions, for the illustrative example, have also been reached from the 
application of this process, including that there may be value in maximising 
maintenance expenditure, as it has little effect on life cycle cost once it exceeds a 
threshold level, but has a positive effect on performance and serviceability, and that 
in order to minimise agency costs while minimising impact on user costs and 
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condition, the minimisation of pavement thickness, and technologies for doing so, 
might be considered. 
The modelling and analysis process in this illustrative example has illustrated a few 
areas only of the infrastructure management process and even of the infrastructure 
life cycle. Thus, varying vehicle flow and distribution, the model road state used, 
variability of the traffic flow, and the different results experienced from different 
roughness progression formulae could be considered in a more thorough analysis. It 
is considered by the author that such an analysis should be able to use the 
infrastructure management modelling and analysis process developed in this thesis, 
and make use of the analysis techniques discussed in this section. 
8.3 ILLUSTRATION OF THE ISSUES IN INFRASTRUCTURE 
MANAGEMENT USING SELECTED MAJOR ROADWORKS 
PROJECTS 
8.3.1 INTRODUCTION 
In order to demonstrate the practical application of the processes described in this 
thesis, two actual projects have been selected by the author for brief consideration. 
These are the South Eat Freeway and Pacific Motorway developments in South-East 
Queensland. 
The South East Freeway provides an ex-poste view, and the Pacific Motorway 
project, which at the time of writing was under construction, has been selected to 
demonstrate ex-ante considerations. 
The methodology used by the author was similar for both projects. A set of 
discussion headings was developed, using as their basis the seven high level 
infrastructure life cycle goals previously outlined in this thesis. The author 
undertook research by both review of source material, where it existed, and through 
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interview of a number of key personnel involved. Appendix D has more information 
on this process. 
The purpose of the research was to ascertain the key issues in particular aspects of 
major infrastructure development, and the potential applicability to the projects of 
the processes discussed in this thesis. In each case, the author has then discussed 
how the process discussed in this thesis might be applied to a particular aspect of 
each project 
8.3.2 SOUTH EAST FREEWAY 
BACKGROUND 
The South East Freeway project resulted from the 1965 Brisbane Transportation 
Study, which demonstrated the need for an expressway system in Brisbane (Brisbane 
City Freeways report, prepared in responses to requests from the Commonwealth 
Bureau of Roads for an Urban Freeways Study, date unknown, but appears to have 
been written around 1973). According to this report, the planned freeway system 
formed part of a regional highway system serving inter-regional travel as well as 
urban travel (p. 1 ). 
The major objectives of this particular road appear to have been, with increasing 
development to the south of Brisbane, to connect central Brisbane with the Pacific 
Highway, and to relieve traffic problems on the south of Brisbane, particularly with 
respect to major arterial connections (Department of Main Roads, Queensland, 
Interview 1997h). 
At the time of publication of this report, opposition to freeways concentrated on the 
compensation amounts and resettlement problems (pp. 6, 8, 9). However, there were 
a number of environmental considerations, including aesthetics, landscaping, 
multiple use, and noise and pollution. 
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Development 
At the inception of the South East Freeway, no freeway design standards existed in 
the Main Roads Department, and a draft of design standards based on interstate and 
overseas experience was adopted, forming the basis of a more comprehensive 
freeway design standards. The purpose was to produce standards that would result in 
a safe, efficient freeway system at acceptable cost. It was also considered, with 
regard to safety, that the "principles and practices used in the design of appurtenances 
for urban freeways can often be similarly used to advantage for rural roads" 
(Queensland Roads, 1971, p. 57). Thus, the freeway might be considered a 
forerunner of other road designs. 
The Marshall Road to Klumpp Road section of the freeway involved not only 
resumption of property, but also the acquisition of part of the environmentally 
sensitive Toohey Forest Park. An environmental impact study for this section was 
undertaken, concluding that there was minimal environmental disruption, and that 
"The alternative of not proceeding with the freeway development allows the prospect 
of prolonged traffic congestion on the arterial roads system, and the possibility of 
restricting future residential and commercial development in the south east corridor" 
(Environmental Impact Statement, South East Freeway, Marshall Road to Klumpp 
Road, date unknown but probably about 1976, p.17). 
This section of freeway was designed to cater for about 50,000 vehicles per day 
(Environmental Impact Statement, p. 16) using a four lane freeway only, with 
provision to achieve six lanes without significant additional earthworks (Queensland 
Roads, 1978, p. 58). 
Use of the freeway has continued to increase. In 1996, the State Government 
approved the construction of a two-lane, two-way busway, from Stanley Street to the 
Gateway Motorway, and subsequently to widen the freeway (and the Pacific 
Highway, which it becomes at Springwood) to eight lanes from Logan Motorway to 
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Mains/Klumpp Road (Draft Impact Management Plan, South East Transit Project, 
1997, Executive Summary). 
DISCUSSION 
Planning Horizon 
The Brisbane Transportation Study, whose planning horizon was 1981, was based on 
a population increase from about 600,000 in 1960 to about 1,000,000 in 1981, and a 
person to vehicle ratio changing, over the same period, from 3.9 to 2.4. It also 
predicted a decline in public transport patronage. The Brisbane City Freeways report 
observed that the estimate of persons to vehicles had already become conservative, 
the ratio by 1971 having become 2.7 (Appendix 1). An expected population growth 
of South East Queensland to 3.8 million by 2021 is continuing to place strain on 
resources (Draft Impact Management Plan, South East Transit Project, 1997, 
Volume 2, Executive Summary). 
While the original forecasts were probably the best available at the time, they had a 
relatively short planning horizon and did not take into account the growth in 
population and vehicle usage rates which were actually experienced. The likelihood 
of change beyond the boundaries of expectations is a continuing risk for the 
infrastructure manager, who is required to build the ability to manage change into 
the infrastructure management process. While there is no one correct answer to this 
problem, it is clear that infrastructure planning requires to be long term, and consider 
not only the existing and likely future conditions, but in the case of major works the 
potential issues in the very long term. 
Development Strategies not being Fully Implemented 
Another aspect of the Brisbane Transportation Study was the planned development 
of a system of freeways. As this plan has not been fully implemented, and in 
particular central freeways have not been provided, some traffic originally designed 
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to be diverted elsewhere has remained on the freeway, particularly north of the 
Gateway Motorway, thus further increasing strain on resources beyond those 
envisaged in the original plan. This issue further illustrates the risks in long range 
planning, which may include the results of decisions driven by other than 
engineering requirements. 
Environmental Issues 
The author's reading of the references indicates that while environmental issues were 
considered in the early stages of this project, they were not of the magnitude of 
concern that they are today. Thus, for example, there was later extensive work 
required to construct nose barriers. Similarly, property resumption was not a major 
issue at that time ((Department of Main Roads, Queensland, Interview 1997h). The 
development of a detailed Impact Management Plan for the South East Transit 
Project is testimony to the increased need for much more sensitive management 
today of such externalities. 
APPLICATION OF THE METHODOLOGY DEVELOPED IN THIS THESIS 
TO THE PLANNING PROCESS 
Projects developed in the past can show ways for the future. This project was in 
many ways a pioneer in its region, and therefore taught much to those who followed. 
One area which is considered significant by the author is the very long term planning 
necessary for projects of this nature, a process to which the author considers the 
methodology outlined in this thesis to be applicable. A suggested method, developed 
by the author, in which the process outlined in this thesis can be applied to the 
development of projects, using historical projects such as the South East Freeway, is 
accordingly discussed below. 
This approach is based on a process of using past experiences to calibrate a model of 
the particular management process, and applying it to other projects using this 
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calibration. The first step taken by the author has been to develop a modular 
representation of the process, as shown in Figure 8.6, which shows some of the 
inputs into the planning process, with the specific objective of determining the right 
of way width required over the long term. 
The steps in Figure 8.6 have been based on the previous discussion of the life cycle 
of the South East Freeway, in which the significant issues have been the planning 
horizon, the amount by which population and their use of vehicles was expected to 
grow, estimation of the life of infrastructure components, and the change with time 
of the emphasis of environmental impacts. In particular, it is shown in this figure 
how such factors interact to achieve the two objectives of optimum right of way 
width (related to the ability of the infrastructure to provide an adequate level of 
service to meet the required demand) and the associated costs. 
In Figure 8.6, the growth factors (shown in the above diagram as dynamic inputs) 
change with time, and therefore the best approach with respect to determining 
capacity is to perform calculation in time steps of (say) five years. Processes for this 
determination are well known (for example, May, 1990, Highway Capacity Manual, 
1994). The resulting output facility demand is then combined with a number of 
other key factors, including the required level of service and a safety factor, to 
determine the road width to meet the required demand. This factor is then combined 
with other factors, including construction requirements, environmental issues, 
resumption requirements, and other community issues to formulate options for the 
required right of way width and the related costs. 
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Establishment of a scoring system and weights for objectives is an important early 
step in the analysis. Thus, Figure 8. 7, developed by the author as a second part of the 
modelling process, shows, in a multi objective hierarchy, significant objectives from 
Figure 8.6, including the expected life of the right of way of the infrastructure, and 
some non financial benefits, arranged in a hierarchy to which the Analytic Hierarchy 
Process or other suitable paired comparison weighting approach may be applied. 
This diagram has included some of the input factors where they impact on the key 
objectives of the process. 
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8.7 HIERARCHICAL REPRESENTATION OF OBJECTIVES- RIGHT 
OF WAY 
In this hierarchy, benefits and costs have been isolated from the other multiple 
objectives, and brought into the analysis when reaching the final goal. The 
objectives in Levels 2 and 3 represent relevant high level outcome related goals, 
selected by the author from those previously discussed in this thesis, or intermediate 
objectives relating to these objectives. Note that benefits have been divided into 
.. both tangible (dollar) and non-tangible benefits. The objectives in figure 8.7 may 
then be weighted using the processes discussed in Chapter 7. 
In using the historical perspective, the aim is to learn from the past, as well as 
understand the present. Therefore, unless relevant information is available from 
other sources, a first step in applying the process outlined in Figures 8.6 and 8.7 is to 
calibrate the relationships, using whatever data is available, and where applicable 
standard analysis techniques, combined with the use of judgment and trial. 
Particular consideration should be given to balancing the relative weights of 
objectives. It is considered that this calibration should commence with the most 
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significant variables, as determined by sensitivity analysis, judgment of those 
involved in the actual development of the freeway, end experience elsewhere. 
The calibrated model could then be applied to other projects, using factors such as 
population growth and the usage by the population of vehicles, which vary with time, 
as random variables. A possible outcome of this process is a range of ranked options 
for selecting the desirable right of way width along the route of the infrastructure. 
An important outcome is the increased understanding of the process that comes 
through the modelling and calibration process. 
8.3.3 PACIFIC MOTORWAY 
DESCRIPTION 
The Pacific Motorway project, an upgrading of the Pacific Highway to motorway 
standard, was announced by the Queensland Government in 1996. It is to consist of 
a 35 kilometre, eight lane Motorway from Logan Motorway to the Smith Street 
Motorway; an eight kilometre, six lane Motorway from Smith Street motorway to 
Pappas Way, Nerang; and network of service roads for the local traffic (Pacific 
Motorway Impact Management Plan, 1997, Executive Summary). 
Two of the activities in this project, the selection of the pavement and the selection 
and use of the best method of delivery, are further discussed below. In a more 
general sense, a process for evaluating options for infrastructure delivery, which 
relates to one if these activities, is then discussed. 
PAVEMENT SELECTION 
Description 
The selection of the pavement for the Pacific Motorway considered a range of 
engineering, environmental and economic factors, using high traffic volumes (55,000 
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vpd in 1995, rising to 170,000 vpd in 2037) and a design pavement life of 40 years 
(Queensland Department of Main Roads, 1996f, p.18) This process was undertaken 
in a number of phases, which included a value management study to focus on 
suitable pavement types that could be constructed under the constant traffic 
conditions, preliminary design of alternatives, financial analysis of whole of life 
agency costs, and an economic analysis of the likely user costs associated with each 
choice (Queensland Department of Main Roads, 1996d, p.l ). 
The aim of the value management study was to identify suitable pavement types for 
use in the upgrading of the Pacific Highway, through the consideration of technical, 
constructability, staging, traffic and cost factors. Its report produced a ranked list of 
pavement options and traffic management options, a matrix of interactions between 
pavement and traffic, a number of issues and recommendations, and an action plan. 
In addition, a number of other technical matters were considered, including noise, 
skid resistance, surface texture and hydroplaning (Queensland Department of Main 
Roads, 1996e, pp. 4 and 35-38). 
Pavement options were developed into preliminary pavement designs and evaluated 
for benefit/cost, incremental benefit/cost and net present value, using both night and 
day maintenance options, and considering both user costs and agency costs. It was 
concluded that in terms of economic performances, the economic analysis indicated 
that the "concrete solutions ...... rank very highly relative to the heavy duty asphalt 
solutions" (Queensland Department of Main Roads, 1996f, pp 10). The summary of 
assessments concluded with a matrix which related technical assessment, financial 
criteria and economic criteria, and supported this opinion (Queensland Department 
ofMain Roads, 1996d, p.l2). 
The northern and southern sections of the motorway will be constricted in open 
graded asphalt, this material being superior to concrete in terms of noise 
characteristics (Dash, 1995) and providing rapid construction (Queensland 
Department ofMain Roads, 1996e, page 28). 
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Discussion 
As discussed in Section 8.2, the selection of a heavy duty pavement with a 40 year 
life accords with recent thinking in the USA, the main unknowns being traffic 
growth and the likely long term pavement behaviour. While this accords with 
current thinking, the actual material from which the pavement is constructed has 
been subject to review (Wallace et. al, 1996), and there are weaknesses in the 
evaluation process. Two of these issues, the composition of the value management 
workshop, and the economic evaluation process, are further discussed below. 
Participants at the value management workshop were mainly technical, or technical 
management, staff from the then Department of Main Roads. One concrete industry 
representative was present. It is considered that representatives from other industries 
(such as asphalt paving); plus experts in noise, safety, and similar issues; and 
community representatives; would have provided a broader focus to the evaluation 
process. This may have resulted in more alternatives being considered. 
While the economic evaluation is strongly in favour of concrete pavement options, it 
is considered that it is providing a definitive answer (within some limits as 
determined by sensitivity analysis), yet rests on quite variable assumptions. Thus, 
construction costs, have been taken from tendered unit rates, or input figures, which 
have been shown in Chapter 4 to be highly variable. A similar conclusion could be 
drawn about maintenance rates, which have been taken from historical cost records 
of the Pacific Highway (Queensland Department of Main Roads, 1996f, pp 12-13). 
User costs are similarly likely to be quite variable. 
As demonstrated in this thesis, variable inputs provide variable outputs, with the 
possibility of a shifted mean. Thus, a range of results, preferably using statistical 
parameters, would have been a more appropriate result than a definitive mean. Such 
a range is likely to be more credible than a single figure. 
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Application of Methodology Discussed in this Thesis 
An alternative process for the economic assessment is to use the process described in 
this thesis, using multi-objective approaches, combined with a time interaction 
diagram, as shown for the example in Section 8.2, with the factors in the analysis, 
and the formulae used, suitably modified for the case under consideration. While 
input construction rates may be required instead of output rates, and different 
operational inputs and relationships from the pavement used in that analysis, the 
principles of modelling and analysis remain the same. Although the result is likely 
to be in the form of a weighted score rather than a single economic indicator such as 
net present value, this process has the flexibility of allowing different approaches 
and the incorporation of qualitative aspects (such as perceived noise and safety) of 
the alternative proposals to be considered. In particular, the process has an approach 
for testing the likely result from varying one or more inputs or relationships. 
Provided the weighting and scoring process remained constant, the weighted scores 
(or range of scores) produced by the process should provide the basis for a fair 
comparison of alternative pavement types in terms of multi-criteria outcomes. 
SELECTION OF DELIVERY METHOD 
Description 
In the original concept of the Pacific Motorway, it was envisaged that delivery of the 
major works would be by design and construct (D&C) contracts (Queensland 
Department of Main Roads, 1996e, p. 7). 
For a number of reasons, including an extra year in which to construct the works, this 
was changed to a traditional contract approach. This was to allow Main Roads to 
clearly define the shape and form of the motorway, provide further lead time with 
respect to the relocation of businesses and home owners, provide a clear allocation 
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of risk between Main Roads and contractors, and allow more open competition with 
contractors (Queensland Department of Main Roads, 1996g). 
Performance bonuses for early completion are used. These are based on the 
potential gain to the community through finishing early (Department of Main Roads, 
Queensland, Interview 1997d). 
Discussion 
The evaluation of delivery methods and their funding is an example of the evaluation 
of alternatives, the selection between delivery methods being a common problem for 
the infrastructure manager, particularly when considering an integrated approach. 
Different approaches to infrastructure delivery have their advantages and 
disadvantages. and these can be incorporated into a formal modelling and analysis 
technique, such as that discussed in this thesis. For example, an interview conducted 
by the author with project managers for two recent major motorway projects in 
Queensland indicated that while a design and construct approach has benefits in 
using this type of approach for selected works, there were also long term risks 
associated with this method. Its main difference from the traditional delivery 
process is that more risk for performance is transferred to the contractor, who 
undertakes to deliver a product fit for purpose for a particular guaranteed period. 
(Department ofMain Roads Queensland, 1997c). 
Compared with the traditional approach, design and construct provides risks for the 
owner in having less control over the contractor, thus resulting in a possibly inferior 
product; and less control over design, and hence more effort in planning than for the 
traditional process. On the positive side, there is undoubtedly less risk to the 
principal for poor performance during the defects liability period, and there is more 
scope for innovation. A very possible outcome is that designs developed by the 
constructor may better consider constructability, resulting in savings. 
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The issue of incentives for earlier completion has been recognised in research into 
tender analysis undertaken in the United States (for example, Herbsman at al, 1995). 
Application of Methodology Developed in this Thesis 
As a method of analysing and companng alternative delivery methods for 
infrastructure projects, the author has developed the time interaction diagram of 
Figure 8.8, and its accompanying hierarchy of objectives, shown in Figure 8.9. As 
they have been developed by the author for illustrative purposes, these figures treat 
the major points of the decision process, rather than the detail, and like nearly all 
other applications of this method uses multiple objectives. 
The first step taken by the author has been to separate the process into design, 
construction, and operation, so that full life cycle effects can be viewed. Next, the 
author has added to this outline what are considered to be major inputs into the 
graphical time interaction diagram process. Note that the process of infrastructure 
deterioration is shown only in outline, being a further level of detail. This is an 
example of keeping the level of detail to what is required for this application which 
is oriented to project delivery issues, a further level of detail regarding the detailed 
deterioration process being possible by then adding the required detail to a lower 
level view of this process. 
Examples of the inputs added in the time interaction diagram include the deign 
factors of traffic volume, and summary level inputs such as the scope of works. 
Inputs added to construction include a range of contract related issues. Note that 
these inputs differ considerably from those for the construction cost examples used 
in Chapter 6 and earlier in this chapter, the reason being is that the inputs selected 
serve a different purpose, which is process oriented (which type of development 
process is used) rather than asset oriented. 
243 
Definition 
Level-
Project Brief 
I 
Detail Level -
Preliminary 
Design 
Planned 
Traffic 
Volume 
Time for 
Completion 
I 
..__Sco_w_~_~_~f--1---~r:..*)#-_ _.. Design cost ~~---1( o~,, -• )I 
IL___.._.___ _ 
I 
Resources to/ I 
Administer 
Project 
I 
Size of 
Contracts 
Works 
Staging 
I 
Cost of 
Bidding 
! 
j Competition I Requirements 
Construction /} 
Effort ~ 
~ 
Works Design 
and Specification 
User Costs 
(Construction) /)-~· 
Construction Costs 
1 
\",~: ______ _ 
t Constructed 
Infrastructure •~ I Characteristics t-------.1 Political Timeliness of Outcomes Delivery ______ ,. 
il ~ ,-----. "~ ) I Constructed 
// 1 Infrastructure 
•----- \ Quality 
User Saving (Early !-------1~---i----------~ Delivery) ~~'- ! Actual Traffic 
'! Volumeffypes \....,..__..., r 
User Cost (Normal 
Usage) ~Serviceability 
\ I 
TIME 
I 
I I \ H ~·----~ ....,.._..__ ---
Age ·--~ Performance 
' l ___ __. 
i_ ___ _ 
EJ 
FIGlJRE 8.8 APPLICATION OF TIME INTERACTION DIAGRAM 
TO INFRASTRUCTURE DELIVERY METHOD 
244 
GOAL 
LEVEL 1 
LEVEL2 
fT ~!~" I I I Project Brief! 
I! I 
OBJECTIVES FOR 
PRIORITISATION 
Actual meillods (eg, BCR. NPV) 
for estimating financial components 
before weighting not shOYKI 
User Saving User Cost User Costs 
(Early Delivery) (Normal Usage) (Construction) 
I __ __,__ 
INPUT FACTORS FOR 
OBJECTIVES TO BE 
PRIORITISED 
L___---~-------~-------L--------L---------------------~ 
Note: In order to simplify illustration, design and construction effort; maintenance costs during 
defects liability period; and actual traffic volumes and composition have been omitted. 
Hierarchy has not been carried out beyond end of defects liability period_ 
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Differences in risk between different delivery methods have also been considered in 
this diagram. The effect of differences in risk can be estimated through sensitivity 
analysis, modified for variability in the input where appropriate. This approach can 
be applied to risks in quality, the cost of tendering, construction risks, and even 
political risks. Both user and agency costs and benefits are included to assist with 
the decision making process. 
As indicated above, the author has also added the accompanymg hierarchy of 
objectives of Figure 8.9. Like the previous hierarchies of objectives, the high level 
objectives have been developed from the seven high level outcome related goals 
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developed previously in this thesis. For convenience, a number of the inputs have 
been left on this diagram in order to show how they provide the values of the 
objectives. Benefits and costs have been evaluated outside the other objectives, 
which are community perception (related to the meeting of external requirements), 
serviceability, and performance. 
With the addition of relevant relationships between variables and the weighting and 
scoring of objectives, the process from here follows the procedures outlined 
previously. Note that risk is able to be taken into account through including 
variability in the analysis, which should then provide the basis for the comparison of 
alternative methods of infrastructure delivery. 
8.3.4 RELATIONSHIP OF PROJECTS DISCUSSED TO HIGH LEVEL 
INFRASTRUCTURE MANAGEMENT GOALS 
As part of the process of eliciting information for the South East Freeway and Pacific 
Motorway, the author interviewed a number of experienced practitioners who had 
involvement in one or the other of these projects. These interviews, which are listed 
in the Bibliography, were preceded by infonnation sent to each interviewee and 
shown in Appendix D. 
One of the areas tested in these interviews regarding the projects discussed in this 
section was the viability of the seven goal groups for infrastructure management that 
were discussed in Chapter 4. As shown in the examples discussed in this thesis, this 
is important from the point of view that being able to classify the objectives of the 
infrastructure manager into related goal groups, as it makes the process of 
rationalising and prioritising objectives much simpler than when dealing with a large 
number of unclassified objectives. 
While individual high level goals were modified as a result of discussion with the 
practitioners, there was general agreement among them that the goal groups were 
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appropriate. How they fit the two major infrastructure projects discussed in this 
chapter is illustrated in Table 8.1 below. 
MANAGEMENT SOUTH EAST FREEWAY PACIFIC MOTORWAY 
GOAL (EX-POSTE) (EX-ANTE) 
Ability to provide an Yes, in initial life. However, Strongly considered. 
adequate level of service traffic growth beyond that Expectations of traffic growth 
at required level of foreseen has required upgrading may change with the demands of 
demand throughout life cycle. development in wake of 
Non completion of all of Motorway, and conversely may be 
proposed freeways in original dampened by a possible increase 
plan has contributed to demand. in public transport. 
Functional serviceability Yes. Road has been maintained Yes. Aiming at long life, with 
and reconstructed, as required, in minimum maintenance. 
good condition. 
Whole of life functional As above. Road condition has As above, aimed at giving good 
performance acceptable to been good. whole of life performance. 
stakeholders. Any perceived loss of functional Long term results will depend on 
performance has been related to other factors, such as demand. 
unforeseen traffic growth, and 
consequent need for 
refurbishment and upgrading. 
Satisfies external No difficulty doing so in period Too early to tell. Efforts have 
requirements acceptable of design and construction. been made to provide more time 
to the wider community. Resumptions apparently had little I to displaced land holders, and 
I difficulty, and Environmental I noise has been a consideration in 
Impact Assessment was in its development. This has resulted, 
int1mcy in the early stages of this for example, in the selection of 
project .. selecting different pavement types, 
Problem ofNorman Creek flood along with noise abatement 
plain handled in sound measures, for different sections of 
engineering fashion, that appears the project. 
satisfactory to wider community. 
Optimum service life, Although required to provide Heavy duty pavement ( 40 year 
consistent with service for traffic beyond initial life). Unknown whether this is the 
requirements of expectations, has continued to optimum. 
stakeholders. provide good service. Difficult From political and environmental 
to say whether optimum without point of view, a long pavement 
further data. life would appear to have 
Recent proposed transit works advantages in that it would cause 
have meant that some bridges, fewer disruptions, and be less 
both in existing Freeway and wasteful of materials. 
immediately to its South, will I I 
require upgrading/replacement, I possibly before reaching 
optimum service life. 
Maximum life cycle Not known. Appears to have Yes, from point of view of I benefit consistent with provided considerable benefit, as controllable variables. Pavement I 
other requirements. evidenced by continuing demand options have been closely 
growth despite peak hour delays. examined. Incentives for early 
completion. 
Non tangible benefits (eg, noise) 
have been considered. 
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MANAGEMENT 
GOAL 
Minimum life cycle cost, 
consistent with other 
requirements. 
TABLE 8.1 
SOUTH EAST FREEWAY PACIFIC MOTORWAY 
(EX-POSTE) (EX-ANTE) 
Not known. However, design Has been considered, particularly 
was "state of the art" for its for pavement, consistent with 
period. requirements to deliver maximum 
benefit. 
FIT OF SOUTH EAST FREEWAY AND PACIFIC 
MOTORWAY TO IDGH LEVEL GOALS 
From the above table, it is seen that the process of classifying infrastructure 
management objectives into seven high level goals provides a convenient framework 
in which to consider the aspects of the major roads discussed in this section, and to 
summarise the main points. It is considered that this would apply even if there were 
changes in the actual goal groups used, provided a consistent and rational framework 
could be adopted. These goals should be viewed as working in harmony and not as 
separate aims. 
8.3.5 SUMMARY 
In the above examples, the author has demonstrated that infrastructure development 
presents a number of challenges, all of which require to be overcome in the best way 
possible. 
Requirements to look beyond the planning horizon, plan for contingencies and 
overcome obstacles, and the need for continuous planning for major infrastructure, 
have been shown by the author in the South East Freeway example. The Pacific 
Motorway illustration then considered two examples, selected by the author, among 
many challenges facing its development, and showed the need for careful planning 
and the use of a variety of methodologies in developing solutions. This example also 
showed that non technical factors play a significant role in infrastructure 
development, and that therefore analysis of issues requires to go beyond technical 
and economic considerations. 
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With respect to the life cycle analysis methodology discussed in this thesis, it has 
been demonstrated, both the example and an interview process undertaken by the 
author, that the proposed high level infrastructure life cycle goal groups may be used 
to summarise multiple objectives and classify them into a framework. By the 
development of the diagrammatic framework for application of the methodology, the 
author has also shown that the methodology put forward in this thesis may be applied 
as a decision making methodology to particular infrastructure management issues, as 
well as more general infrastructure management activities. In doing so, the intention 
was to illustrate the use of the infrastructure life cycle analysis methodology as an 
evaluation and decision making aid. 
A significant outcome of the research and interview process undertaken by the 
author for this section was the identification of the process of interviewing experts as 
an important source of data, and to fill gaps in data not available from other sources. 
Thus, the interview of key people resulted in a very considerable body of information 
regarding the development of the South East Freeway that was not readily available, 
if at all, in written records. Therefore, organisations require to value highly their 
intellectual resources and seek to capture such intellectual information at every 
opportunity. 
8.4 DISCUSSION 
TREATMENT OF INFRASTRUCTURE MANAGEMENT ISSUES 
In this chapter, the application of infrastructure management mode11ing and analysis 
process derived in previous chapters has been discussed in relation to its application 
to issues expected to arise in infrastructure management. A worked example has 
shown how the methodology can be applied to the construction and operation of a 
typical two lane road with granular pavement and spray seal. In addition, case 
studies relating to two major actual roadworks projects have shown the application 
of this methodology to issues in the infrastructure planning and delivery. 
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The discussion examples provided the opportunity to consider the application of the 
methodology in addressing the issues for the ideal model described in Chapter 4. 
Selection of the appropriate level of detail was in most cases dictated by the decision 
making requirements, and the availability of lining relationships. Ability to proceed 
to further levels of detail was provided by the modular nature of the modelling 
framework, expressed as time interaction diagrams. 
Issues relating to variability were illustrated in the example of Section 8.2, with 
respect to the effect of variability in pavement thickness on construction cost, and 
the combined effect of variability in pavement thickness and maintenance cost in 
roughness. Outcomes of this include the requirement to consider a range of results 
(defined, for example, by estimated mean and variance) where the inputs varied, and 
the limited use of variability relationships for terms that stayed constant or nearly 
constant for the expected range of analysis. An example of this was user costs in the 
alternative scenarios of the example in Section 8.2, and in evaluating alternative 
pavement types for the Pacific Motorway. 
Multiple objectives, and their weighting, were significant in all cases discussed. The 
seven goal groups discussed in Chapter 5 provided a sound basis for classifying 
multiple objectives, which were able to be represented in a hierarchy for weighting 
through paired comparison approaches such as the Analytic Hierarchy Process, 
including qualitative variables. Time issues were considered in two ways. The first 
was the use of goal oriented approaches, where inputs were expressed directly in 
terms of outputs. the second was the process oriented approach to calculating 
benefits, costs, and performance, in yearly cycles, of the road section in Section 8.2. 
PARTICULAR ISSUES 
Complexity in the Infrastructure Management Process 
The examples discussed have demonstrated how complexity can be addressed 
through a multi-level, time-based modular approach. In doing so, it is considered 
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that the initial analysis should be at as high a level as it is possible to obtain 
integration between modules. This minimises the number of variables used, and can, 
through the use of sensitivity analysis, indicate those high level variables that require 
further investigation. 
As discussed in the South East Freeway example, the weighting of objectives should 
be undertaken early in the analysis process. This places the contributing portions of 
the life cycle in perspective with respect to the result, thus aiding sensitivity analysis 
and similar processes. Intermediate objectives should be included in this weighting 
process, as they act as collectors for a number of inputs, whose joint contribution to 
the goal can then be evaluated. 
The Requirement to Exercise Judgment Regarding Relationships 
As discussed elsewhere in this thesis, one of the major difficulties is in obtaining 
data and information, including relationships. In practice, such information is 
usually obtained from both local (if available) and other sources. Thus, the review of 
proposed pavement type for the Pacific Motorway relied, for the prediction of future 
maintenance requirements "on empirical techniques which are based on historical 
maintenance records and data published by a number of Australian and Overseas 
Agencies" (Wallace et. al, 1996, p. 13). 
Because relationships will not always be readily available, or there will be a lack of 
suitable data, there is also often a requirement for the infrastructure manager to 
exercise judgment. The adoption of a particular set of data, or a particular 
relationship between variables, is an exercise of judgment, which may sometimes be 
made collectively among a group of experts. Judgment is also applied to the 
reasonableness of results, and truncations of variables, from both the input side and 
output sides. 
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Need to Work with Incomplete Information 
A related issue is that because data and information are not always available, it is 
necessary to work with incomplete information and often make assumptions. This 
involves a risk which requires evaluating in relying on the results. Similarly, change, 
which is an inevitable result of the long lives of infrastructure assets, and was 
demonstrated to be a key issue in planning for the South East Freeway, is a common 
risk in infrastructure management. 
Thus, in the example analysis in Section 8.2, a decision was made to use a certain set 
of formulae, although each had been based on a limited data set, in a particular 
country, in a particular time frame. The risk was that the costs, benefits, and road 
conditions developed would not be correct. VerifYing the result wherever possible, 
and the use of judgement, were ways in which this risk was mitigated. Use of an 
alternative roughness progression formula is another strategy that might have been 
used to verifY the order of results. 
Another matter that may have influenced the result was the omission of some data 
not considered relevant to the analysis. Thus, for example, a number of user and 
agency costs were omitted, being considered to be common to all options. Some of 
this information is not required if, as was undertaken for this analysis, a net present 
value approach was undertaken. However, if it is desired to supplement such 
analysis with benefit I cost, the further information is required unless an incremental 
approach is used. The decision with respect to the analysis technique therefore 
influences what information and data, and what type, is used. 
A question to be asked in deciding what should be included and what should be 
omitted from the modelling and analysis process is whether the additional formulae 
and data, with their ensuing increase in complexity of the process, would have been 
advantageous. There is also a cost associated with increasing the complexity of the 
analysis and its parent management process. Ultimately, the infrastructure manager 
is often required to work with incomplete information, and make the best decision, 
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usmg a combination of theory, assumptions, expenence, judgment, and an 
understanding of the underlying situation. 
8.5 CONCLUSION 
The examples discussed in this chapter have provided a practical emphasis to the 
infrastructure management modelling and analysis methodology discussed in this 
thesis. 
It has been shown that, although there are challenges to be overcome, this 
methodology has been demonstrated to have the ability to assist the infrastructure 
manager to evaluate the likely range of results in infrastructure through applying and 
varying particular inputs. Application of the techniques to a worked example, and 
discussion of the application of the methodology to evaluating issues and comparing 
alternatives in major infrastructure development, has shown how the approach, given 
suitable assumptions, is able to be applied in real situations. 
Whatever methodology is used for infrastructure management, there is the 
requirement to temper analytical results with judgment, and to for the infrastructure 
manager to understand that it is necessary to work with imperfect relationships. 
Given the above, it is considered that the outcome of infrastructure management 
processes is not so much the detailed analysis of large amounts of unstructured data, 
but the use of relevant data and relationships, combined with an understanding of the 
basic issues. 
Thus, the key to the success of the proposed infrastructure management methodology 
is not only knowledge of those relationships which are known, but the thought 
processes about how the components of the infrastructure management process 
interact, and combine with each other to provide a given result. 
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Chapter 9 
Discussion 
9.1 INTRODUCTION 
The evaluation in the previous chapter of the process that has been described in this 
thesis has shown the application of this process to a range of circumstances in 
infrastructure management, and how it has treated issues discussed in previous 
chapters, the examples used demonstrating the need to consider the whole 
infrastructure life cycle in analysing any part of this life cycle. 
While the issues addressed in these examples have included key areas such as the 
appropriate level of detail, variability, multiple objectives, qualitative variables and 
time, it has also become apparent that change, particularly in long range planning, 
requires to be considered in the infrastructure management process. 
In this chapter, the evaluation is taken a step further with a review of the issues in the 
development and application of the process, followed by a discussion of its potential 
extension to infrastructure networks. This is followed by a review of the 
implications raised through development and application of this process, and a 
review of a number of resulting issues. 
9.2 DEVELOPMENT AND APPLICATION ISSUES 
The methodology discussed in this thesis has aimed at modelling and analysing the 
often complex infrastructure management process with a view to providing better 
understanding of the underlying issues and processes from a management viewpoint. 
As the result of developing and applying this process, a number of aspects of 
infrastructure management have been considered. In particular, complexity of the 
management process, need for a balanced viewpoint, issues associated with 
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variability, requirement to consider the requirements of multiple objectives and 
qualitative inputs, the use of judgment, and a range of other issues, such as 
applicability of the process to infrastructure networks, have been considered 
throughout the preceding chapters. These matters are discussed in this section and 
the next section. 
DEALING WITH COMPLEXITY 
A significant factor in the development of the methodology discussed in this thesis 
has been the complexity of the infrastructure management process, and of the 
underlying infrastructure life cycle, thereby both increasing the difficulty and 
decreasing the effectiveness of the application to the whole life cycle of methods that 
in many cases are well suited to defined segments of this process. 
The approach to complexity used has been to break down the infrastructure 
management process into a series of inter-related faced modules, themselves being 
further broken down as required. This modular approach, expressed through the 
graphical time interaction diagram approach, including appropriate relationship 
expressions, has enabled each module to be considered as a separate unit, and also as 
a part of an integrated whole. The use of separate modules has also overcome one 
problem with integration, that of losing the contribution of the individual 
components in the analysis of the whole. 
While the basis of the methodology is analytical, the modular approach allows other 
methods to be used. For example, a stochastic approach such as simulation or a 
Markov related process may be used within a particular module, provided that 
boundary conditions are observed, and linkages between modules are maintained. 
For example, a series of states, corresponding with sets of condition indicators may 
be set at the boundary of the operational phase and a stochastic process used to 
determine a range of result states, including their probability of occurrence for a 
range of treatments and conditions. The results in turn could be used in a weighted 
objective process in determining overall results, or an input into another part of the 
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process.. Similarly, simulation may be used to provide a range of results, and their 
corresponding probability distribution, for segments of the management process that 
contain a number of relationships with complex interactions between random 
variables. 
NEED FOR BALANCE 
While the above discussion shows the significance of dividing the infrastructure 
management process into interfaced modules, it is also important when applying the 
proposed methodology to use balance. 
This is important, for example, when considering the depth of detail for modelling 
and analysis, both at the overview level and for specific modules. Thus, while it may 
be possible to examine specific modules in depth, relationships between modules 
may occur at a different level. This level, which can vary between different 
infrastructure, with different life cycle segments, and with different management 
approaches, forms the basis for integrating the life cycle. Results from this level 
may be aggregated to higher levels, or identified areas of significance from this level 
may be investigated in further depth by further decomposition of the hierarchy of the 
relevant module or modules involved. If a balanced approach that does not consider 
the needs of both high level and detailed analysis is not used, there is a risk at the 
detailed level that linkages between modules will not be included, and at the high 
level that consideration is not given to the way in which internal operations of 
particular modules affect the result. 
Requirements for a balanced approach extend into the other parts of the modelling 
and analysis process. Thus, for example, there is balance required between multiple 
objectives to ensure that one objective does not unduly dominate, and a balance, as 
discussed in the previous chapter, between too much and too little truncation of a 
result that has associated variability. 
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Thus, a balanced approach is important, factors being taken into account including 
weighting of the factors affecting that balance, prevailing circumstances, availability 
of data and information, and the type of problem being addressed. 
VARIABILITY 
Variability, in both relationships and parameter values, has been consistently shown 
to be important in the infrastructure management process. While variability in 
parameter values and relationships impacts on the way in which the result is 
interpreted, it also may affect the expected value of the result. Another implication 
is that results are not likely to consist of a single figure, but may be in the form of a 
range of values, expressed by probability parameters such as the mean, variance, 
upper and lower limits, and distribution type. 
In addition, there are times in which variability is less significant than other times, 
such as with the variation in terminal pavement roughness in the illustrative example 
in the previous chapter, where the relative effect of the variance of the result was 
masked by the fact that it related to an increase in a parameter value, rather than the 
whole amount. In other cases, such as the variability in this illustrative example in 
construction costs through that of pavement thickness, the effect of variability on the 
mean value and range of results was much more significant. 
One of the factors affecting the variability of the output in relation to the input is the 
form of relationships between variables. In the example quoted above, a different 
relationship between variables would have given a different result with respect to 
variability of the output. Because ifthis, it is important to not only calibrate formulae 
not derived for local conditions (HDM-III roughness progression being an example 
of a formula developed in overseas countries and commonly used in Australia), but 
also to consider the ramifications, with respect to variability, of applying such a 
formula. 
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Therefore, the magnitude of variability is a function of the particular set of activities 
being analysed, the magnitudes of the variabi1ity in inputs, the range of possible 
relationships between variables, and the nature of these relationships. Experience 
and judgment will often indicate areas in which variability is likely to be significant, 
and therefore where the issue of variability should be given additional emphasis. A 
common area of variability, for example, is in input prices. The South East Freeway 
example discussed in the previous chapter indicated that change with time, often 
well outside the original parameters of the analysis, is a further source of variability 
that requires to be considered. Other areas to consider are expected areas of 
variability such as in designs, construction and maintenance methods, and flow rates. 
Variable truncation is also significant if a reasonable result is to be obtained. While 
the best way of reducing variability is to control it at the source, it is also important 
to place limits on the range of the input and the result, in order to ensure that results 
are within reasonable limits. Except in ensuring that positive variables remain at or 
above a value of zero, the application of truncation is, as in many other aspects ofthe 
infrastructure management process, a balance between the risk of not accepting 
sound results and accepting potential outliers. 
MULTIPLE OBJECTIVES AND QUALITATIVE INPUTS 
In the examples of the previous chapter, it was seen that if infrastructure is to be 
developed to achieve a particular level of performance in the future, or it is required 
to meet a range of externalities, and the like, it is required to meet objectives beyond 
tangible costs and benefits. In this thesis, the methodology for meeting additional 
objectives has been to use a rational approach. This has consisted of classification of 
objectives into seven high level outcome related groups (and sometimes subsets of 
these groups), rationalisation of the objectives, and weighting and scoring systems 
that aim at fair balance. This method has eliminated from the weighting and scoring 
process mandatory objectives (those that must be met by any of the alternatives 
under consideration) and non significant objectives, and has minimised the tendency 
for any one of the other objectives to be favoured. 
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An associated issue has been the treatment of qualitative variables. The use of a 
scoring system, and of utility theory in developing scores for qualitative variables 
defined by alternative values combined in various proportions, has enabled 
qualitative variables to be brought into the analysis. 
The weighting and scoring methodology, assisted by Rational Management and the 
use of paired comparison approaches such as the Analytic Hierarchy Process, is 
considered to be a fairly complete approach to the objective balancing problem. 
However, further improvement is considered desirable with respect to scoring 
systems for qualitative variables. 
BOUNDARIES OF THE METHODOLOGY 
The consideration of the appropriate level of detail has provided the concept of 
modularity, using a hierarchical approach to data and information. It has been 
shown that time continuity within the infrastructure management process, and its 
underlying life cycle, is confined to a band of this hierarchy, defined on its upper 
bound by the management reporting level which is responsible for directly managing 
the infrastructure, and on its lower side by the level of detail at connectivity can be 
reasonably obtained. A convenient initial position from which to consider this 
appropriate level is the visible condition indicator level, which is normally what is 
perceived by infrastructure users and other stakeholders. 
While the methodology considers variability in an analytical framework, there may 
be practical limits to which this can easily be undertaken without the use of 
supplementary approaches such as simulation. While the combination of different 
random variables, and particularly independent random variables, is quite easily 
undertaken, there are often complications in dealing with combinations of variables 
that are themselves separate functions of particular input variables. 
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A typical case is the combination of the agency cost resulting from a particular 
thickness of material - which provides one relationship - and the user cost which has 
a different (and possibly indirect) relationship with the same variable as well as 
others. While this particular case may be resolved by either making a decision that 
the two outputs are sufficiently independent that they can be evaluated as separate 
variables (and thereby taking the risk involved), or by adding the variables through 
their distribution functions, more complex cases may require different treatment. 
In such more complex interactions, there may be a case for limited simulation to 
address this issue. As discussed previously, the modular design of the process allows 
this to be undertaken across a particular module, subject to subject to constraints 
regarding linkages to other modules and boundary conditions. Continuation of the 
analysis consists in using the particular module over which simulation is undertaken 
as "black box" with a series of variable inputs and outputs, and suitable linkages to 
other parts of the infrastructure management process. 
Thus, understanding the boundaries of the application of this methodology, and the 
circumstances under which they are applicable, are important in the application of 
the methodology, whose modular design allows integration while still recognising 
the contribution from individual modules. This modular approach may also be taken 
with other issues, such as dealing with multiple objectives, which may be grouped 
for easier analysis. An area requiring further investigation is the best way to 
incorporate qualitative variables, whose limitations in being incorporated into an 
essentially quantitative analysis may be overcome by means of processes such as 
utility theory. 
9.3 EXTENSION OF THE METHODOLOGY TO INFRASTRUCTURE 
NETWORKS 
It has been shown that the methodology discussed in this thesis is able to be applied 
to a range of problems in planning, designing, constructing, and operating 
infrastructure. However, almost all infrastructure management deals not only with 
individual infrastructure assets, but also infrastructure networks, which are 
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considered in this section. The issues at network level, and how they differ from 
those of individual infrastructure assets, have been discussed in previous chapters, 
the main points being summarised here. 
Because the management of networks considers the overall infrastructure position, 
the issues considered at network level are at a higher level than for single 
infrastructure assets. The appropriate level of detail for analysis at network level 
shifts from a level within the individual infrastructure asset to the level at which all 
infrastructure assets in the network are aggregated. The modules for such an 
analysis become the infrastructure assets themselves, and not their components. 
The division of time into increments is more significant in network analysis than for 
single infrastructure items, as budgeting for financial and other resources is 
determined on a time basis, normally being in annual (and sometimes smaller) 
increments. All aspects of the infrastructure management process, from planning 
through to operation and maintenance, are based on this time cycle and its resource 
constraints. 
In addition, local issues which are important to single infrastructure assets can be 
masked by the higher level needs of the network, and individual fluctuations in 
variable values tend to be proportionally less significant than for the single 
infrastructure asset. At network level the global variables (for example, geology, 
geography, population, demand patterns, and community attitudes to infrastructure 
development) become significant. This interdependency of infrastructure assets and 
their related projects at the network level means that infrastructure assets considered 
at a network level are no longer independent, but are to some degree interdependent. 
Similarly, the requirement to prioritise works in the face of budgetary and other 
resource constraints provides a degree of interdependence between infrastructure 
assets in networks. 
This interdependency leads to a range of options for extending the methodology 
developed in this thesis to the process of managing infrastructure networks, ranging 
262 
from approaches in which the interdependency is ignored to highly sophisticated 
methods for which the assumption of independence is relaxed. These are discussed 
below, using the project prioritisation process as an example. This is followed by a 
brief discussion regarding other network issues. 
INDEPENDENT INFRASTRUCTURE ASSETS 
The first case is where independence can be assumed between the individual assets in 
the network. While this is unlikely to be a correct assumption in those networks 
where decisions made with respect to one link affects other links, "many projects can 
be assumed to be independent for approximation purposes without seriously affecting 
selection results. The analyst must exercise judgment to decide whether the projects 
should be analyzed as independent or interdependent" (Watanatada et. al, 1987, p. 
245, in referring to expenditure budgeting). 
An assumption of independence (or at least conditional independence g1ven a 
particular set of underlying variables uniformly affecting all projects), is considered 
justified over relatively short planning periods where links are relatively unaffected 
by occurrences in other links. The term conditional independence used in this 
context is an extension by the author to network analysis of a similar underlying 
concept used in latent variable models, in which "the assumption of conditional 
independence states that given the values of the latent variables, the manifest 
variables are independent of each other" (Ben-Akiva and Gopinath, 1995). An 
example of this network concept of conditional independence is the reliance of all 
links in a particular network on common local conditions. Examples of these 
common local conditions are community attitudes, common geological conditions or 
climatic conditions, or common issues in construction or maintenance. Given that 
these conditions are considered common to all infrastructure in a particular network, 
they do not require to be considered as variables and may to all intents and purposes 
be constants. The analysis is then able to focus on those issues which differentiate 
the infrastructure within the network. 
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Use of a weighted hierarchical approach to provide a weighted score of variables 
provides the possibility that any extension of the methodology to infrastructure 
systems consisting of independent assets might also be based on a weighted scoring 
approach. A typical application of this approach is to works prioritisation, where 
this method could be used as an alternative to other resource allocation 
methodologies. The proposed approach is discussed below, using the examples of 
networks consisting of substantially homogeneous, and then of heterogeneous 
networks. 
HOMOGENEOUS NETWORKS CONSISTING OF INDEPENDENT LINKS 
A common question in network administration is the allocation of resources between 
competing requirements. As discussed previously, economic analysis, supplemented 
by a consideration of other factors, is one approach commonly used (Queensland 
Department of Transport, 1994). The method described below, proposed by the 
author, provides an alternative that is based on a the weighted score approach 
discussed previously in this thesis, and which hence is considered by the author to be 
both simpler to apply and better able to take account of all relevant factors in the 
decision. 
The conceptually simplest case is where the network is composed of similar assets, 
with similar life spans. In this approach, scoring for a particular infrastructure asset, 
or a development or maintenance project related to that asset, can be represented by 
the matrix relationship: 
T=Sw (9.1) 
where: 
T is a scalar representing the total score for a given set of circumstances~ 
S is a row vector [Sl' S2' ........ Sn] representing the scores applied to each of n 
attributes. 
264 
w is a column vector: w 1 
w2 
representing the weights of the attributes. 
For a network consisting of the same type of assets, with the same attributes, and the 
same weights for each attribute for those assets, or related projects, which require to 
be compared, this can be expanded through adding additional rows to S, ie, S21, S22, 
.... s2n; ..... ; snu' sm2' .... smn; each row representing a different asset of a similar type 
(ie, has similar factors, with the same weightings) as the first asset. The resulting T 
is then a column vector, each value representing the weighted value for the m 
different assets as a particular instant in time. This provides a set of relative 
weightings which can be used in resource allocation. 
As the range of attributes used is at the discretion of the infrastructure manager, this 
type of approach may be used for different purposes, depending on the task required. 
For example, if the scores represent the relative weights of future costs, benefits and 
performance of a range of proposed infrastructure projects, then they may be used as 
a prioritisation mechanism under budget constraints. Alternatively, if the scoring 
factors are chosen to represent expected states of existing assets over a particular 
period, the relative weights of the states may be used to prioritise interventions. 
An extension of the weighting process may be achieved through a range of processes, 
such as changing the column vector w into a matrix of different weighting 
combinations, giving a two dimensional matrix for T. This new matrix allows the 
comparison of alternative infrastructure management strategies, or alternatively the 
building up of a historical perspective of weighted scores into a database table for 
applications such as forecasting future states of the network. 
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One advantage of the weighted matrix process over other methodologies is that it 
provides a method of combining financial and non-financial considerations in one 
convenient measure. Another is its ability to mathematically relate the relative 
weights of all factors involved, rather than costs and benefits only, using a 
conceptually simple methodology. 
HETEROGENEOUS NETWORKS 
In heterogeneous networks, the infrastructure assets and their related projects differ. 
Functionality of the assets could also well be different. This type of network 
presents challenges to management, and in particular the co-ordination and the 
management of conflicting requirements and interests. If the assumption is 
maintained that the individual assets in the network are independent, problems of the 
above nature may be considered through a further extension to the matrix approach 
discussed above. 
As there would be expected to be different weighting approaches for each class of 
asset or project in the network, there would correspondingly be expected that there 
would be several different sets of weighted scores. Thus, rather than one weight 
vector w, there are likely to be several weight vectors w 1, w 2, ....... , w P' one for each 
of p classes. Provided, however, the basis of scoring was the same for each class (ie, 
a score for each attribute based on the same range of scores, such as 0 to 5), the 
weights for each asset class added to unity, and the time horizon is the same for all 
assets (or alternatively only values able to be annualised were used), the weighting 
for each asset represented similar thought processes, and differences between asset 
types were taken into account in the weighting process, the weighted scores would 
expect to be comparable. 
Provided these restrictions are observed, the outcome is similar to that for the 
homogeneous asset case, allowing assets or related projects with different 
characteristics to be compared on a similar basis. 
266 
INTERDEPENDENT ASSETS 
While the assumption of independence may be suitable for many infrastructure 
problems at the network level, this assumption may require relaxing if the best 
solution is to be obtained. Examples discussed below include interdependence in 
networks, across jurisdictional boundaries, and between components of 
infrastructure assets. 
Changing the order of development of interdependent infrastructure assets at the 
network level results in effects such as altered net present values of projects through 
being commenced at a different time than otherwise, the development of one 
infrastructure asset excluding the development of competing assets, and changing 
demand patterns and community benefits. Similarly, user costs may be affected 
through changing the assets, and their priorities, on which maintenance or 
rehabilitation is performed. Clearly, the interdependency between infrastructure 
assets and their related projects enlarges the number of options for analysis at the 
network level. As stated by Han (1997), "once the assumption of mutual 
independence of projects is relaxed, the number of interdependent projects becomes 
extremely large." The amount of effort involved, not only in computing resources 
but also in defining scenarios and interpreting results, becomes correspondingly 
large. 
Interdependence would be expected to become significant for long planning periods, 
or where the adoption of one course of action has a marked effect on other 
alternatives. Processes used to consider interdependent projects in the face of 
budgetary constraints include the Expenditure Budgeting Model in the HDM-III 
model, which partially relaxes the assumption of independence through 
interdependence within "investment units", or a set of alternatives only one of which 
may be implemented (Watanatada et. al, 1987, p. 243). This model provides options 
of an unconditionally optimal method, an asymptotically optimal method (dynamic 
programming), or an approximate method (effective gradient). With respect to 
optimising the mix of maintenance and periodic renewal work required to maximise 
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community benefit in a planning period, Han ( 1997) is proposing to relax the 
assumption that the performances of individually modified road sectors are 
independent of one another, dealing with the resulting extremely large number of 
combinatorial solutions "with a search and computation model based on genetic 
algorithms being developed to define the optimal set." 
These approaches tend to focus on economic aspects of infrastructure development 
and operation. The methodology proposed in this thesis has been developed to 
include other than economic factors in allocating scores to each alternative 
considered. It is considered, by the author that while optimisation methods such as 
dynamic programming may be used to assist the capital budgeting process in all 
infrastructure networks, such methods would be quite useful in networks consisting 
of interdependent infrastructure assets and their related projects. Methods such as 
these may be used to extend the methodology developed in this thesis through the 
development, at the network level, of an optimal mix of projects (including 
maintenance intervention), using multiple objective criteria with balanced scores. 
The intention of this process would be to replace pure economic criteria such as net 
present value. 
OTHER ASPECTS OF INFRASTRUCTURE NETWORKS 
Multiple Infrastructure Managed by Different Authorities 
A matter related to interdependence is the interaction of infrastructure owned or 
managed by a range of different authorities. In such cases, issues of ownership 
become significant, particularly at intersections of the various infrastructure 
managed by the different authorities. Integration of such infrastructure also presents 
a range of potential conflicts. 
A typical example in the San Francisco Bay area required the implementation of a 
management strategy involving the integration of the activities of a number of public 
agencies involved in transportation and environmental protection at a range of 
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government levels. The solution to this approach was to use a workshop approach 
(Loudon and Bloomberg, 1997). While workshop approaches are very useful ways 
of developing strategies and obtaining cohesiveness between differing viewpoints, 
they are likely to reflect the viewpoint of the facilitator and main participants unless 
good factual information is available to support other views. One option for the 
provision of such information is to use the methodology developed in this thesis to 
establish the relative weighted scores of alternatives. This can be enhanced by using 
a paired comparison approach, such as the Analytic Hierarchy Process, to provide a 
weighted score for various solution mixes, using the approaches previously discussed 
in this thesis. 
Thus, the methodology discussed in this thesis may be extended in certain 
circumstances by the use of workshop and similar techniques, including Value 
Management, that use the range of potential results provided by the methodology 
described in this thesis as a basis for factual argument. For example, weighted 
results, an analysis to show the effect on outcomes through change in variable 
values, or calculations of the likely ranges of outputs, are among the potential 
applications that could be used for inputs into a workshop process, or analysis of the 
results of workshops. 
Projects where Variability is Significant 
Individual variability within projects may affect the priority of projects, and 
therefore infrastructure development, within a particular network. This applies both 
in the independent case and the interdependent case. 
An option for the situation where infrastructure assets or projects are independent is 
to add further dimensions to the matrix multiplication approaches previously 
discussed, thus allowing the potential for the storage in database form of the 
additional defining values for variables (such as coefficient of variation) resulting 
from variation in variables. In the interdependent case, the vast increase in the 
number of available options makes this exhaustive approach less feasible. 
269 
One option in the interdependent case is to use the probabilistic form of dynamic 
programming, which "differs from deterministic dynamic programming in that the 
next stage is not completely determined by the state and policy decision at the 
current stage. Rather, there is a probability distribution for what the next state will 
be . . . . . this probability distribution still is completely determined by the state and 
policy decision at the current stage" (Hillier and Lieberman, 1974, p. 269). 
Inter-relating Component Parts 
Many assets consist of a number of component parts, of varying composition and 
life expectancy. Because these components interact, and are sometimes jointly 
dependent on the same input factors, there will be a degree of interdependency 
between them, boundary conditions an~ inter-relationships becoming significant. 
A particular example of the circumstances m which this interaction becomes 
significant is in asset valuation. One solution to this problem is to assume that each 
of the asset components (for example, surface, pavement, formation, drainage) is 
valued independently. This approach does not consider the interactions between the 
elements, which may well be expressed as a series of time dependent differential 
equations, but is likely to provide a reasonable approximation where interactions are 
not strong, or where an assumption of conditional independence with respect to key 
underlying variables can be made. 
An alternative approach that considers the interaction between the elements from a 
qualitative viewpoint is to use a paired comparison approach such as the Analytic 
Hierarchy Process to more qualitatively weight the relative importance of each 
related asset (or sub-asset) in the whole. Thus, for example, the use of a particular 
road surface which is expected to contribute significantly to reducing the 
deterioration of the pavement can be incorporated, through judgment, into the 
relative financial value depreciation of the pavement through adjusting the relative 
weightings of surface and pavement through the ratio matrix process of the of the 
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Analytic Hierarchy Process. Extension to a network, if required, may then be 
undertaken through the approaches previously discussed. 
SUMMARY 
Infrastructure networks, and infrastructure that consists of a number of different 
components, pose a number of problems additional to those of single infrastructure 
assets. These problems include extension of the infrastructure management 
modelling and analysis process to network issues, the degree of interdependence 
assumed between infrastructure assets and their related projects, prioritisation, and 
co-ordination of effort. 
Provided a number of issues are considered, and the evaluation of the score of each 
asset uses the same time base for comparison, the infrastructure management 
modelling and analysis process developed in this thesis may be extended, through the 
use of matrix theory, the paired comparison process, or other approaches such as 
dynamic programming, to network evaluation and prioritisation processes, either as a 
stand-alone process or as the basis for discussion in workshops and other negotiation 
forums. This provides an alternative approach to other processes such as pure 
economic evaluation, or economic evaluation combined with qualitative assessment. 
An issue with the more sophisticated approaches, while being more accurate, is that 
they rely on data and information which is often quite difficult or expensive to 
obtain. These approaches may also be quite expensive and time consuming to set 
up, run, and interpret. In addition, the accuracy of the result may not be as good as 
indicated by the approach used, as the underlying processes may not be being 
defined to a high degree of accuracy, or are subject to change with time and 
conditions. 
Infrastructure managers are therefore often faced with a trade-off between the 
potentially better, but almost certainly more expensive, result obtained from the use 
of a sophisticated methodology compared with the more approximate answer from 
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the use of a simpler approach that uses the same data but simpler assumptions, such 
as that of independence between assets or projects. The decision often rests on the 
availability of data and information, and the relative costs and benefit of applying the 
alternative approaches. 
The further investigation of this problem, and of more improved methods of using 
the methodology developed in this thesis in network analysis, are clearly topics for 
further research. 
9.4 IMPLICATIONS OF THE RESEARCH 
The examples discussed have shown the application of the infrastructure 
management modelling and analysis process to a range of infrastructure management 
applications, and have also shown how this process may be used for evaluation of the 
effect of changes to inputs, planning, comparison of alternatives, and prioritisation of 
projects. In this process, it has been demonstrated how this methodology has 
addressed issues relating the appropriate level of detail, variability, multiple 
objectives, and other aspects of infrastructure management 
In addition to the applications of this methodology, it is also important to consider a 
number of implications for both future research and the professions of engineering 
and infrastructure management This section discusses some of these implications, 
and in particular those in the areas of dealing with unplanned change and variability, 
the research continuum, and the professional viewpoint 
DEALING WITH UNCERTAINTY 
The example of the South East Freeway discussed in the previous chapter showed 
that change can be expected in the infrastructure life cycle, and that the 
infrastructure manager requires to plan for such change. Unplanned change leads to 
uncertainty, which in tum leads to variability, previously identified by the author as a 
significant issue in the infrastructure management process. An example of change is 
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the generation of additional usage of infrastructure facilities through growth in 
usage. Alternatively, community perceptions of the value of infrastructure change, 
or infrastructure itself changes as a result of ageing, its environment, and repeated 
loading. The resulting uncertainty and its associated variability leads to risk in the 
infrastructure life cycle, resulting in outcomes such as over-design (to allow for 
variability) and failure. 
The problems with change and variability are being recognised by a number of 
researchers. For example, Madanat (1997), who is working on several different ways 
to improve pavement deterioration models, and thus pavement management systems, 
using a number of research projects, has stated that " ... the Achilles heel of most 
pavement management systems is their inability to accurately predict pavement 
deterioration." 
Madanat also states that while the introduction of pavement management systems 
has been a success by almost any measure, he has found, through simulation, that 
"the minimum expected life cycle costs of a pavement section were found to increase 
rapidly, depending on the extent of the deterioration model prediction error," and 
goes on to estimate that if the prediction error of the deterioration model could be 
reduced to about 7.5 Pavement Condition Index (PCI) instead of the 12.5 PCI error 
of today's most commonly used models, transportation agencies could save about 90 
cents (US) per square metre of road over a five-year period. The magnitude of this 
saving can be seen by the fact that it was estimated to be about $US2 billion over 
five years in California. 
The type of saving suggested by Madanat with better prediction clearly shows that it 
is important to not only identify areas with variability, but reduce such variability 
where possible. The potential for change over the infrastructure life cycle should 
similarly be investigated, and those areas in which it is possible to minimise change 
identified, and steps taken to minimise the associated variability. 
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While, however, it is acknowledged that the variability of some areas of the 
infrastructure life cycle can be reduced, there will be areas over which the 
infrastructure manager will have no control, particularly where unplanned change is 
involved, and this has to be accepted. Decisions therefore require investigation of 
the risks involved, and the final result may have to accept that there is an 
uncontrolled risk, resulting in a certain amount of variability. 
The challenge is to be able to refine those infrastructure life cycle aspects which can 
be controlled, and be able to better understand both these factors and those over 
which there is no control. 
THE RESEARCH CONTINUUM 
In Chapter 4, a number of formulae were discussed for road roughness progression. 
The formulae were generally derived from different data sets, had some 
commonality in data elements but also some different data elements and in general 
used a variety of types of relationships between variables. 
The use of road roughness, "which is the dominant criterion of pavement 
performance in relation to both economics and quality of service" (Paterson, 1987, p. 
273), as a measure of pavement performance, is itself an outgrowth of the 
development of the AASHTO Present Serviceability Index- PSI) (Paterson, 1987, p. 
115). Thus, the development of the concept of roughness and its refinement is a 
process that has taken many years. In addition, roughness is not the only indicator of 
pavement serviceability, there being a range of other methods also used. One of 
these measures, or an entirely new approach, may supplant roughness as better 
knowledge is obtained. 
The relevant issue is that the development of knowledge in a particular field is the 
result of a process over time of problem identification, problem solution, 
investigation, field study, and the development of a better solution. While soundness 
of a particular solution is not the only reason for its success or failure (good 
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marketing, or a strong power base, may also ensure the dominance of a particular 
solution), practical usage will always highlight issues that result in further 
improvement, and thus the cycle will recommence. This provides a continuum of 
research over time, which is shown, in graphical form, in Figure 9.1. 
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FIGURE 9.1 THE RESEARCH CONTINUUM 
Through providing a basis for understanding the interactions in the infrastructure 
management process, the methodology discussed in this thesis provides an option for 
evaluating proposed solutions, by testing them for a range of issues, such as 
reasonableness, logic, ability to deliver from the management viewpoint, robustness 
in the face of variation in the infrastructure management process, and the need to 
meet multiple objectives. In addition, the use of sensitivity analysis and a weighted 
scoring approach provides a mechanism which may be used to assist in identifying 
and prioritising the main areas in which research is required, and those areas in 
which this can be undertaken in the most cost effective manner. 
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IMPLICATIONS FROM A PROFESSIONAL VIEWPOINT 
The Need to Work with Imperfect Data and Relationships 
The infrastructure management process reqmres good and relevant data and 
information. However, it has been shown that both data and information (in the 
form of known relationships) are unlikely to be available in many cases. This is 
supported, for example, in an examination of the qualifications with respect to 
national performance indicators developed by Austroads (Austroads, 1996b). 
While sophisticated data gathering methods will continue to improve and cheapen 
the data gathering process, and collection and analysis of the right type of data will 
aid in improving the types of relationships obtained, the infrastructure manager does 
have to accept that any result obtained from applying a particular approach will not 
necessarily result in a perfect answer. Therefore, the best result obtainable is often 
no more than an approximation, this lending further support to the principle, brought 
out in this thesis, that results from modelling and analysing the infrastructure 
management process should be expressed as a range rather than a definitive point. 
While results obtained through the use of such relationships, and the use of 
incomplete information, will not be ideal, they will be required to be used until 
better understanding is achieved of processes and better information is available. 
This imprecision in results requires to be accepted by the infrastructure manager. 
The Value of Understanding the Issues 
An important step in the development of knowledge is the understanding of the 
underlying issues. An example of the value of such understanding was highlighted 
when the seven proposed high level infrastructure management goal groups were 
tested, by the author, against the views of very experienced practitioners, and were 
extensively modified as a result. Therefore, in the modelling and analysis of the 
infrastructure management process, thought is required to be given to the part of the 
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life cycle being analysed, the degree of breakdown of modules, roles of variables, 
and how these variables interact. In the wider process, opinion may be sought from 
experienced practitioners. 
Thus, the actual process of describing the infrastructure life cycle is itself a major 
step in understanding its interactions. This leads to a preliminary understanding of 
significant variables and processes, and their roles in the life cycle. In the 
methodology discussed in this thesis, this process has been undertaken through the 
time interaction diagram, which represents the sequence of interactions in the 
infrastructure life cycle, the selection of an appropriate level at which to model the 
interactions in the infrastructure, and the process for weighting and scoring multiple 
objectives. 
If, through such processes, better understanding of the infrastructure management 
process can be obtained, and areas in which more investigation is required are 
identified and prioritised, better and more directed management and research should 
result. In turn, the resulting increased understanding of the infrastructure life cycle 
should enable better planning and lead to increased economy and user satisfaction, 
while meeting the requirements of externalities. 
The Role of Judgement 
Views of experienced practitioners are important m the representation of the 
infrastructure management process, Such views were important in obtaining data 
and information with respect to the South East Freeway and Pacific Motorway case 
studies discussed in the previous chapter, and it was stated above that views of 
experienced practitioners enabled the development of a better set of high level 
infrastructure management goal groups. Judgment is also necessary when decisions 
are made with respect to what data to accept, what truncation is required of 
variables, what risk to accept, and the like. 
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Thus, the use of judgment and experience are part of a wider process in the 
identification and prioritisation of issues in the infrastructure life cycle, of which the 
methodology discussed in the body of this thesis is a part. They, and the art of 
infrastructure management and its associated engineering, are important 
considerations when applying the science embodied in methodologies. 
9.5 REVIEW 
This discussion chapter has considered a number of aspects related to the 
development and application of the infrastructure management modelling and 
analysis methodology discussed in this thesis, and its application to the management 
of complex and often uncertain process. Thus, there has been discussion of the 
function of this methodology in dealing with complexity, the need for a balanced 
approach, variability, the requirement to meet multiple objectives, and other issues. 
Such analysis has been followed by a discussion of the extension of the methodology 
to network issues such as works prioritisation and asset valuation, including a 
discussion of its extension to infrastructure assets consisting of a number of 
interacting sub-sets. Implications of the research undertaken, in issues such as 
unplanned change, the research continuum, and a number of professional issues, 
have also been discussed. 
One area that requires further development flows out of the importance of judgment 
and expertise. This area is the requirement for organisations to value their 
intellectual property, which is discussed below. 
INTELLECTUAL PROPERTY RESIDENT IN EXPERIENCED PERSONNEL 
An important identified issue in infrastructure management has been the role of 
judgment, expertise and experience in the management process. These qualities are 
required in almost all aspects of infrastructure management, and determine the 
boundaries of the parameters used, reasonable lengths of the infrastructure life cycle, 
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the types of relationships used, and a range of other key issues. Perhaps the most 
significant application of the skill of judgment is in determining the reasonableness 
of the result of the modelling and analysis process, and of the form of the 
relationships used in that process. 
Because of the high value that is often placed on judgment, expertise and experience 
in the infrastructure management process, organisations responsible for 
infrastructure management should have a strong commitment to capturing their 
intellectual property, and to guard it with care. This process goes well beyond the 
process of developing expert systems, requiring the development of procedures, the 
writing of histories of infrastructure projects, and an analysis of the problems 
involved in practical infrastructure management. 
A sound approach is required for this process. For example, in the research 
conducted for this thesis, it was found that in order to use this type of information 
source effectively, it was necessary to thoroughly prepare a set of interview questions 
that had clear objectives, ensuring that the detail was sufficient but concise, then 
supply the material ahead of the interview, and understand that there is only a limited 
amount of time in which to obtain answers. 
CONCLUSION 
One of the issues that arises from this thesis is that it is important to understand the 
infrastructure life cycle. It is also necessary for practitioners to work with the 
information they are given, even if it is imperfect, understand its limitations, and 
accept that for the time being it may be imperfect. 
The concept of the research continuum has in addition shown that the development 
of understanding is a successive process of problem identification, development of 
solutions, research, development of an improved solution, and so on. Thus, for 
example, there is better understanding now of the deterioration of infrastructure over 
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time than there has been in the past, and the implications of risk and change in the 
future are better understood. 
It is therefore concluded that while infrastructure managers and engineers operate in 
an imperfect world, it is important that the key issues for research and investigation 
are identified and prioritised. With the better understanding brought about by this 
process, there is likely to be both more effective and more efficient infrastructure 
development. 
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Chapter 10 
Conclusions 
10.1 INTRODUCTION 
The process discussed in this thesis has both provided a modelling and management 
approach for physical infrastructure management, and aimed at better understanding 
the management process and its underlying issues. Methods used have included 
literature research, development and use of analysis tools, use and adaptation of 
fonnulae and methods for infrastructure development and deterioration, and 
interview of practitioners. 
The time interaction diagram, which is based on a systems development approach, 
has been developed by the author to graphically represent the infrastructure 
management process, and its underlying infrastructure life cycle, over time. To this 
diagram have been added relationships between the components of the infrastructure 
management process which have formed the basis for analysis in a multi objective 
environment that includes random and qualitative variables. 
As this methodology is designed for use by practitioners, and to lend itself to 
relatively straightforward programming using basic tools such as spreadsheets and 
databases, it has been based on straightforward mathematical principles. It is 
submitted as a total process involving the combination of a number of disciplines, 
such as graphical representation, systems analysis, probability and statistical theory, 
multi objective criteria, use of expert opinion, and judgment. 
In this concluding chapter, the main areas considered in the development of the 
methodology, results from the research, basic principles arising from these result, 
and further research are summarised. 
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10.2 CONSIDERATIONS IN THE DEVELOPMENT OF THE 
METHODOLOGY 
Because of the complexity of infrastructure management and its underlying 
infrastructure life cycle, existing modelling processes were not readily applicable to 
a total infrastructure management concept. It was also desirable that an integrated 
approach that also permitted the contributions of the individual components of the 
infrastructure management process be used for modelling. This was considered by 
the author to better represent the actual process itself than did the traditional 
approach of separate planning, design, construction and operation. The author was 
therefore led, in the quest for understanding the infrastructure management process, 
to seek a different approach from those that have been used previously in modelling 
the infrastructure life cycle or its segments. 
This approach has required to consider a number of issues, among them being the 
appropriate level of detail, variability, meeting multiple objectives, incorporation of 
qualitative variables, and time related matters. The solution is the methodology 
discussed in this thesis, which has linked the infrastructure management process in a 
series of interconnected modules that are vertically structured with respect to detail, 
and in doing so has achieved the task of integrating the components of that 
management process and its underlying life cycle through the information flows 
between them, yet allowing these components to remain as self contained 
sub-systems subject to boundary conditions and requirements for linkages to other 
modules being met. 
In the task of developing this approach, the author has integrated into a single 
modelling and analysis process a range of techniques from engineering, systems 
analysis, economics, probability and statistics, and operations research, as well as 
developed a number of different approaches. The process used to achieve this has 
required either the incorporation into the modelling and analysis process of existing 
knowledge, extension or adaptation of existing knowledge, or the development of 
new or different approaches. 
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INCORPORATION OF EXISTING KNOWLEDGE 
Existing approaches used have included the tasks of the infrastructure manager, 
probability and statistical theory, pavement deterioration, the use of ranking and 
paired comparison approaches, utility concepts, infrastructure capacity, and cost and 
benefit calculation and analysis. In addition, standard analytical processes such as 
sensitivity analysis and numerical integration have been used, and other processes 
such as regression, simulation and dynamic programming discussed briefly where 
they have been considered suitable for the solution of a particular issue. 
EXTENSION OF EXISTING KNOWLEDGE 
In order that they could be used for infrastructure management, a number of the 
above methods have been extended and I or adapted by the author. Thus, a 
spreadsheet based methodology has been developed by the author to calculate 
statistical parameters and a probability distribution of results of functions of random 
variables, and has demonstrated how this process can be undertaken for the power 
relationship of a positive normally distributed variable. Similarly, the process of 
Rational Management and the Analytic Hierarchy Process have been combined and 
adapted to the process of weighting multiple objectives, and utility functions have 
been discussed with respect to incorporating qualitative variables into a quantitative 
approach. 
In some cases, the extension and adaptation has been considerable. This has 
particularly applied to the development of the time interaction diagram, a graphical 
representation of the infrastructure management process over time, which is an 
adaptation and extensive modification of the data flow concept used in information 
systems analysis. Another example is the extension by the author of an approach 
that was orit,>ina1ly designed to measure productivity into the selection of significant 
output related variables affecting the unit cost of road construction. 
283 
DEVELOPMENT OF NEW OR DIFFERENT CONCEPTS 
In a number of other cases, there have been areas in which, the author has been 
required to develop concepts which, to the author's knowledge, are original. For 
example, it was observed that although life cycle costing had been discussed in the 
literature, and methodologies presented for life cycle costing, there was no apparent 
methodology which strongly integrated major infrastructure life cycle segments. 
This led the author to propose a linkage, using the time interaction diagram, between 
construction and maintenance in the illustrative example of Chapter 8. Linkages 
between the two life cycle segments were provided by the common variables of 
pavement thickness and cost, as well as by outputs from the construction phase such 
as initial pavement roughness, which became inputs into the operational phase. In 
other instances, different linkages would be used in the integration process. 
This is an application of the bridge analogy discussed in Chapter 7, which has also 
provided what is considered an original approach of considering the linkages in the 
infrastructure management process, including the concept of a level at which 
linkages can be obtained, which in turn provides an initial point for determining the 
level of detail appropriate to the modelling and analysis being undertaken. Similar 
arguments could be advanced for other concepts developed by author, including the 
development of seven goal groups for infrastructure management; the importance of 
truncation as a limiting device for input and output; and the need to build in 
flexibility using the modular concept of allowing related components of the 
infrastructure management process to be treated as separate sub-systems while 
connected to the main system. 
The author has integrated a range of methodologies from a several disciplines 
(including engineering, systems analysis, operations research, and economics) into 
one system covering a wide ranging set of issues, and has shown how this is possible. 
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10.3 PRINCIPAL RESULTS 
THE ANALYSIS APPROACH 
This thesis has demonstrated that it is possible to vtew the infrastructure 
management process as a whole through using a modular systems analysis approach 
that allows integration yet maintains the contribution of the individual components. 
Application of the methodology has demonstrated that the whole of the life cycle 
requires to be considered when analysing any part of it. Thus, for example, planning 
factors such as the location of infrastructure may impact on operational outputs such 
as functional serviceability. or the whole of life performance. 
It has also demonstrated that objectives other than financial benefits and costs should 
be considered when prioritising resource allocation. Thus, benefits and costs are 
only two of a number of integrated factors that require to be considered if a total 
view is to be obtained. 
OVERVIEW COMPARED WITH DETAIL 
The need for a balanced approach between overview and detail was evident, a higher 
level providing a consistent view of the total process and the detailed level enabling 
detailed analysis to be undertaken. It was also identified that there is likely to be a 
band between the two extremes in which linkages could be developed between 
modules. The modular structure of the modelling process then permitted either 
higher level aggregation or more detailed investigation. Connection between 
modules is not required to take place at the same level throughout the whole 
infrastructure management process, the important issue being that there is sufficient 
information about the interfaces to enable modules to be connected at some level. 
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VARIABILITY 
Variability discussed in this thesis arose from the three areas of uncertainty in 
relationships, randomness in variables and change over time. Each of these produces 
uncertainty in results, with the consequence that risk is built into the final outcome. 
In addition, randomness in variables acted on by relationships will not only provide a 
result that has variation, but also may well result in a changed mean. 
Therefore, it is important to consider variability in the infrastructure management 
process, and to express results in a range defined by relevant probability parameters. 
Equally important is the need to define an allowable range for the result through 
truncating it, and thereby not admitting into the result unreasonable values. While it 
is accepted that there is a risk of incorrect rejection in this process, a well chosen 
range will provide a balance between the two extremes of rejection of a valid result 
and acceptance of a result that is not plausible. 
MULTIPLE OBJECTIVES 
The process of managing infrastructure requires not only the meeting of economic 
objectives, but also the effective management of the infrastructure life cycle itself 
and the consideration of the requirements of stakeholders. This leads to the 
requirement for meeting a range of objectives. While meeting the dominant 
objective was one option, it considered that all reasonable objectives should be 
considered in the infrastructure management process, thus providing a balanced 
approach. 
INFRASTRUCTURE NETWORK ISSUES 
At the network level, the infrastructure management process is viewed from the 
point of view of network wide considerations, the infrastructure assets involved, with 
their related projects, becoming the modules of network analysis. Network wide 
factors become significant, one issue to consider being the degree to which the 
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infrastructure assets involved are independent with respect to these factors. 
Interaction of different infrastructure networks, owned and managed by different 
authorities, also requires consideration. In dealing with these issues, personal 
interactions become important, as does the requirement for infrastructure managers 
to exercise judgment and balance in choosing between the level of sophistication of 
analysis methodologies used at network level. 
10.4 IMPLICATIONS 
WORKING IN AN IMPERFECT WORLD 
One of the identified issues in the infrastructure management process has been 
change over time. Change occurs through factors such as urban development, age of 
infrastructure, the ability of infrastructure to meet demand, and inter-relations 
between infrastructure networks, and by the less predictable hazards such as 
earthquake and flood. 
One consequence of change is that it prevents a stable situation developing that can 
be used as either a control, or a stable basis for investigation, under real conditions. 
Thus, field investigations are conducted in a changing environment. This increases 
their difficulty, adds to the number of factors which require to be considered, and is 
likely to affect accuracy. One of the consequences of change is variability, which 
has been previously discussed. A further consequence is risk in decision making. 
Although data gathering processes are improving, and technology is aiding the 
gathering of more and better data, the gathering of data about the whole 
infrastructure management life cycle subject to change is difficult. In addition, data 
is subject to human error, and so the infrastructure manager is required to make 
estimations based on imperfect data. This is particularly a crucial issue with design 
data, as designs have the ability to influence both the constructability of 
infrastructure and its consequent operation and maintenance. 
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A related issue is the interpretation of results, this impacting on the form 
relationships developed from data, calibration of these relationships, and their use. 
In addition, the infrastructure manager requires to use relationships developed 
elsewhere with caution, and with understanding of their implications. 
Thus, infrastructure planning and management take place in an imperfect world 
subject to change, risk, uncertainty, local differences, and mind sets. The manager 
requires to recognise this situation, plan as well as possible, aim to be as flexible as 
possible in accommodating it, and understand in depth the issues in the infrastructure 
management process. 
THE DEVELOPMENT OF KNOWLEDGE 
As discussed above, one approach for minimising the risks in the infrastructure 
management process is to develop the understanding and knowledge that minimises 
the uncertainty involved. It was also shown in the previous chapter that the research 
continuum of the development of knowledge and understanding tends to occur in a 
cycle of problem identification, problem solution, investigation, field study, and a 
better solution. 
One aim of the methodology developed in this thesis was to provide an approach for 
the improved understanding of the infrastructure management process. This has 
been achieved not only through analysis, but also through the graphical techniques 
that precede this analysis. As well as assisting the infrastructure manager, this better 
understanding is intended to enhance the research process through identifying areas, 
such as the potential for high variability in relationships, in which research can be 
better concentrated. 
PROFESSIONAL IMPLICATIONS 
A number of emerging issues are now developing in infrastructure management. 
Among these have been continuing developments in the management of the 
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operational phase of infrastructure, in both deterioration modelling and prioritisation 
of works. Another is performance based design, and the related issues of integration 
of the infrastructure life cycle and design-build-operate and similar contracts. The 
possibility of designing infrastructure for obsolescence impacts on life cycle 
considerations, as does the inclusion in life cycle costing an allowance for natural 
hazard risk. In addition, there is the continuing thrust to improve the productivity of 
infrastructure development, without compromising quality, and the continuing effort 
for planning and development to be more effective in meeting the community's 
aspirations. 
When these emerging Issues are combined with other factors such as risk, 
environmental issues, cultural issues, community concerns, and the like, it is seen 
that the engineering profession is likely to face continuing change in the future. 
Thus, the identification and prioritisation of issues will become important, as will the 
requirement to undertake more research into these areas. 
In meeting these challenges, the infrastructure manager of the future is likely to not 
only require a broad understanding of management issues, but also to be able to 
respond quickly to change while maintaining economy in the provision of 
infrastructure. It is also likely that community wide issues will become increasingly 
important. With changing living and transportation patterns, infrastructure life 
cycles are likely to become much more flexible than now, with built-in obsolescence 
being used in many designs which will be based not on long term life cycles, but how 
well the infrastructure performs its task for a particular limited period. In addition, 
the continuing development of core infrastructure is likely to require a flexible 
continuous planning philosophy, with the infrastructure manager ready to provide a 
range of alternatives at short notice if required. 
The requirement to have this flexibility underlines the need for the infrastructure 
manager to better understand the management process and its underlying 
infrastructure life cycle in a multi-criteria, changing network infrastructure. It also 
leads to the need to reduce variability as far as possible, and to truncate results where 
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necessary, m order to develop infrastructure to a purpose as effectively and 
efficiently as possible, and to provide as stable a development process as possible. 
In doing so, the infrastructure manager will require to use a number of modelling and 
analysis tools, and a range of techniques, such as presented in this thesis, and 
combine these tools with more sophisticated processes where warranted. This 
process will require both the selection, on a cost justified basis, of techniques and 
their associated data gathering. This requires a balance between the increased 
accuracy obtained from costly sophisticated analysis tools compared with the benefit 
of using them in the face of possibly not highly accurate data and information, 
against the risk of using simpler and cheaper tools that make simplifying 
assumptions. 
Regardless of the approach used, judgment, in association with methods that aid in 
understanding the infrastructure management process, is likely to place a key role in 
the selection of approaches to be used and the interpretation of results obtained. In 
turn, this leads to the need for organisations which own or manage infrastructure to 
maintain and capture the vital intellectual property resident in their experienced 
personnel, to the ultimate benefit of the infrastructure management process. 
10.5 FURTHER RESEARCH 
DEVELOPMENT OF THE PROCESS DEVELOPED IN THIS THESIS 
The infrastructure management modelling and analysis process developed in this 
thesis has aimed at integrating and extending a range of tools based on relatively 
straightforward theory into a modular framework encompassing the whole 
infrastructure management process, and in particular its underlying life cycle. To the 
author's knowledge, this has not been undertaken previously. Existing models tend 
to concentrate on one stage of the infrastructure life cycle, such as the operational 
phase, or tend to be life cycle costing models rather than integrated management 
models. 
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The process developed in this thesis requires further development with respect to its 
detail, and in particular further development from a basic computer based system 
into a full commercial information system. In addition, special purpose interfaces to 
specialist tools for particular purposes, such as simulation of segments of the 
infrastructure management process, and interfaces with dynamic programming tools, 
would extend the capability of the process to full network analysis. Further work is 
also required on the process of integrating qualitative variables into the analysis 
process. Other options for further development include integration of the 
methodology with asset management systems and its full extension to a multi 
infrastructure environment.. 
INFRASTRUCTURE DEVELOPMENT AND MANAGEMENT 
As discussed above, the development and use of the methodology described in this 
thesis highlighted a number of issues in the infrastructure management process. 
These issues included integration of the infrastructure management process and the 
extent to which this should be undertaken, the need to conserve intellectual property 
in organisations responsible for owning and maintaining infrastructure, and the 
balance between the cost of using sophisticated methods of analysis compared with 
the risk involved in using simpler approaches. All of these matters are candidates for 
further research. 
Related issues include the need to target data collection, and improve its cost, in 
order to better use resources, and the requirement to develop improved approaches to 
estimating infrastructure development costs and its deterioration. For example, to 
the author's knowledge, the approach for estimating road construction costs based on 
physical and contract related factors rather than input prices, presented in Chapter 6 
of this thesis, has not previously been published in an academic paper, although the 
author has presented it to professional engineering seminars. Further work of this 
nature, which considers non-traditional approaches, is required. 
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OTHER AREAS 
A key factor identified in this thesis was variability within the infrastructure 
management process. This variability provided the most difficulty in the 
development of an analysis process that was analytically based with allowance for 
randomness in variables. This is not a unique problem, and therefore while it is 
accepted that the infrastructure manager requires to consider variability in the 
modelling and analysis process, such variability requires to be minimised wherever 
possible. Therefore, a key research project is the minimisation of variability in the 
infrastructure management process. This should include research into appropriate 
range limits that should be accepted for both inputs and outputs in each area 
investigated. 
A related research area is the management of change in the infrastructure 
management process and its underlying life cycle, and methods for economically 
planning for and adapting to such change. 
The above list of potential areas of further research is not exhaustive, and can be 
expanded quite readily. However, this list should provide an initial set of research 
topics from which others can be developed. 
10.6 FINAL STATEMENT 
This thesis has outlined an integrated methodology for the modelling and analysis of 
the infrastructure management process, and in doing so has considered issues such as 
the appropriate level of detail for analysis, variability, multiple objectives, qualitative 
variables, and time issues. Based on the infrastructure management process and its 
underlying life cycle, the methodology has considered single infrastructure assets, 
but has been designed so that it can be extended to the analysis of infrastructure 
networks. 
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The methodology has been based on basic concepts so that it can be applied 
relatively easily by infrastructure managers, and has integrated and extended a range 
of concepts from a range of disciplines. It has aimed not only at modelling and 
analysing the infrastructure life cycle, but also at better understanding. In addition to 
these functions, the methodology may be used for the analysis of alternatives, 
planning, prioritisation of projects, and identification of the principal issues in the 
infrastructure life cycle. 
Development and use of the methodology highlighted a number of infrastructure life 
cycle issues, including the effect of variability, data and information aspects, and 
consequences of change over the life cycle. It has also highlighted the requirement 
to use judgment where required, and for organisations that own and manage 
infrastructure to retain intellectual knowledge regarding that infrastructure. A 
number of areas of further research, in further development of the methodology 
presented in this thesis, and in a range of infrastructure issues, have been discussed. 
To the author's knowledge, the process described m this thesis has not been 
developed previously. 
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Appendices 

Appendix A 
Glossary of Terms 
Note: This section does not contain terms in common usage, unless such terms have 
been specifically adapted for a particular use in this thesis. 
Thus, for example, it does not contain definitions of the statistical terms "mean", 
"variance", "standard deviation", "coefficient of determination", "coefficient of 
correlation", and the like. 
TERM DEFINITION SOURCE 
activity Single time related task in Developed in thesis 
infrastructure life cycle (may be 
further subdivided) 
direct variable Variable that has direct relationship Developed in thesis 
with result 
external The (normally qualitative) external Developed in thesis 
requirements requirements placed on infrastructure, 
for other than operational reasons 
focus range The range over which the analysis Developed in thesis 
' 
of the sensitivity analysis ofthe goal 
to inputs is valid 
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TERM DEFINITION SOURCE 
functional Degree of service offered by the Polhill (1985) for 
serviceability facility at a point in time. definition 
A quantitative measure closely Explanation added by 
associated with the concept of author 
condition 
functional The amount of service provided Polhill (1985) for 
performance over a long period of time. definition. 
In this thesis, is the time integral of Explanations provided by 
serviceability, or a surrogate author. 
measure used to express 
serviceability. 
Can also be the mean serviceability 
over a period of time. 
indirect Variable at least one step removed Developed in thesis 
variable from result 
infrastructure The process by which agencies Ben-Akiva et al (1993) 
management monitor and maintain built systems 
(alternatively of facilities, with the objective of 
"infrastructure providing the best possible service 
life cycle to users. 
management") 
Thus, the infrastructure 
management process refers to the 
set of decisions made by an 
infrastructure agency concerning the 
allocation of funds among a system 
of facilities and over time. 
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TERM DEFINITION SOURCE 
input Action performed on infrastructure Time Interaction 
(active)~ Diagram - developed by 
Consequence of interaction of author 
infrastructure with external 
environment (passive). 
level of service Qualitative measure that Highway Capacity 
characterises operational conditions Manual 
within a traffic stream 
logical A descriptive view of the Systems development, in 
(representation, infrastructure life cycle which a logical data 
model, etc) model is the 
user-oriented way of 
describing and 
understanding data 
(Davis and Olson, 1985) 
output Result from the interaction of Time Interaction 
inputs, or inputs and processes. Diagram - developed by 
author 
phase (of life One of the three distinct three Developed in thesis 
cycle) phases of planning, development 
and operation of the infrastructure 
life cycle 
physical The actual infrastructure life cycle Systems development, in 
(system, which a physical data 
relationship, model is the model that 
etc) describes physical 
storage of data (Davis 
and Olson, l985) 
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TERM DEFINITION SOURCE 
process Activity that converts and input into Time Interaction 
an output Diagram - developed by 
author 
relationship Connection between components in Time Interaction 
time interaction diagram - often Diagram - developed by 
expressed as an equation author 
risk Probability (or frequency) x Mather, Emery and 
consequence, where probability is Fewtrell (1996), adapted 
expressed in terms of the frequency for this thesis by the 
of occurrence of an undesirable author 
event. 
sensitivity The process of measuring change in Generally accepted 
analysis a goal through changing one of the principle adapted for this 
inputs to that goal, while keeping thesis, to meet its specific 
the other inputs constant requirements 
service life (of The time span over which the Developed in thesis 
infrastructure) infrastructure is able to carry the 
medium ( eg, water, vehicular traffic) 
for which it is designed, at its 
specified limits of capacity and 
performance. 
stakeholder Any one of a wide range of parties Developed in thesis 
with an interest in the infrastructure (however, this is a 
standard use of the term) 
sub-phase (of A major part of a life cycle phase Developed in thesis 
infrastructure 
life cycle) 
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TERM DEFINITION SOURCE 
time A method of describing Developed in thesis 
interaction relationships in the infrastructure 
diagram life cycle, and their sequence 
through time, using a flow charting 
process 
transportation infrastructure designed to carry a Developed in thesis 
infrastructure medium, eg, traffic, water, sewerage 
uncertainty The state of not being definitely Shorter Oxford English 
known or perfectly clear; vagueness, Dictionary (Third 
doubtfulness. Edition) 
Thus, uncertainty, unlike risk, is not 
a measurable quantity. 
variability The fact of, or capacity for, varying Shorter Oxford English 
in amount, magnitude, or value. Dictionary (Third 
Edition) 
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AppendixB 
Methodology for Numerical Variance Analysis 
AIMS 
1. To relate the output probability distribution of a function of a variable to that 
of the input variable. 
Both the input and the output are constrained by maximum and minimum 
limits. 
2. To investigate a range of results from the above relationship, and in particular: 
• The probability distribution of the output, compared with standard 
distributions 
• The limits between which the mean of the output can reasonably be 
expected to be that expected when applying the relationship to the mean 
ofthe input, with the input: 
• unconstrained (ie, the original input value used); 
• constrained (ie, the input constrained according to the limits 
placed on it). 
• The variance of the output. 
• Changes to the mean, variance and probability distnbution of the output 
through varying constraints to both the input and the output. 
3. To provide the basis for a computer based system, able to be used in a common 
tool, such as a spreadsheet, to produce the probability distribution and 
moments of a function of an input, given a constraints to the input and output. 
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THE METHOD 
1. Relationships between input and output, constraints on input and output, 
parameter values, and probability distribution for the input are established as 
outlined in Chapter 7. 
2. The range of the input variable x, as determined by the values and limits for x, 
were divided into a number of equal parts decided as sufficiently accurate for 
the process. 
The range of x was determined from the constraints on x. These limits have 
normally been expressed as an absolute minimum value (zero), and upper and 
a lower limit (>=0) determined by the number of standard deviations Zx from 
the original men value of x. 
100 equal parts were found to provide good accuracy for all positive 
coefficients b within the range used (-2 to +4) of the equation y = axh + c, and 
for the negative coefficients except where there were very high variances of the 
input, or both input and output were permitted to vary to a high degree. 
3. Each of these parts was assigned a cumulative probability through using a 
standard relationship for the cumulative normal distribution. 
4. The values of x were redistributed over the range determined by the values of 
x, using a proportional change in the value of the cumulative probability 
ordinate. This does not change the shape of the cumulative probability 
distribution, but ensures that the lowest value of x has cumulative probability 
distribution of 0 and the upper value a cumulative probability of 1, which 
keeping all other cumulative probabilities proportional. 
The mean, variance and probability distribution of this probability distribution 
of x provide a baseline against which to evaluate the parameters of y. 
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5. Using the fact that y = g(x) takes the value g(h ) at y1 when x assumes the 
value x 1, then the value of the cumulative probability ordinate P(y1 ) is the 
same as P(x1 ) for the value xr 
6. Use this relationship to calculate the mean and variance of y, which then 
determine how the limits toy will be applied. 
In calculating the values x and p(x) to be applied to this, the following 
approximation was used for each pair of values xi and xj (cumulative 
probability distributions P(x; ) and P(x_i ) respectively. 
This is calculated over even intervals, in order to minimise error. 
7. Apply the maximum and minimum limits determined for y against this range, 
using the parameters from the previous step, combined with numerical limits 
previously established for y, to do so. 
NOTE: Steps 8 to 11 are not required where there are no restrictions on the 
values that can be taken by y, other than those arising out of the limits imposed 
onx .. 
8. Divide the revised range of x values into the same number of equal segments as 
originally used for the full range of x. 
9. Use the one to one correspondence of x ~~ w(y) to determine the corresponding 
values of x which correspond to y, to determine the cumulative distribution 
ordinate for y. 
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(Where there is not a one to one relationship between x andy, other methods 
are required for this step). 
10. Redistribute the cumulative probabilities for y over the range 0 to 1, in a 
similar manner to x, ie, change each value proportiona1ly without changing the 
' 
shape of the curve, and use this to calculate the probability moments for y in a 
similar manner to x as shown above, using even intervals of y. 
11. Calculate the cumulative probability distribution ordinates for normal and 
log-normal distributions with the same mean and variance as y. 
Steps 8 to 11 can be undertaken iteratively, ie, once the limits of y are 
determined, use them to establish new limits for x, thence for y until a desired 
level of accuracy s achieved. 
12. Use the Kolmgorov-Smirnov test for the cumulative distribution (available in 
many references, for example, Schmidt and Taylor, 1970), to determine 
whether the output of y can be approximately described by a standard 
distribution (nonnal and log-normal in this case) with the same mean and 
vanance as y. 
13. Report the results, showing the mam parameters and the outcome of the 
Kolmgorov-Smirnov test. 
Other reporting facilities, as the third and fourth moments of the probability 
distributions (skewness and kurtosis) are calculated, and therefore may be reported. 
The methodology is shown, in more detail, in the flowcharts in Figures B. 1 and 8.2. 
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COMMENTS 
The results of the methodology depend on: 
1. The number of intervals into which the limits between the variables are 
divided. 100 was found to be reasonable number. 
2. The limits set for both x andy. 
3. Calculation methods, and in particular how the probability distribution 
ordinate is calculated. The cumulative ordinate of both the input and output 
distributions was used throughout, and was found to be more independent of 
local fluctuations than the individual probabilities of the ordinates. It was also 
useful for tests such as the Kolmgorov-Smirnov test for comparing probability 
distributions. 
The cumulative ordinate also provided a starting and end point for the 
distribution. 
The basis of its use was that each corresponding value for the input and the 
output had the same cumulative probability, and that therefore there was a one 
to one correspondence between the cumulative probability of each x point and 
its corresponding y point. 
This was proved by comparing calculations of the moments of probability from 
both individual probabilities and the corresponding cumulative probability. 
CONCLUSION 
The methodolobry for calculating the probability distribution of the output that is a 
function of the input has been shown for a normally distributed input, with a range of 
index values, variances, and truncations. 
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Accuracy of the final answer depends on the limits for both the input and output, the 
amount of variance of the initial input, the degree to which the probability 
distribution of the input is known, the power to which the input is raised, the degree 
of approximation of cumulative probability functions, and the method and number of 
intervals used for performing numerical differentiation of the distribution function. 
It is concluded that the method outlined has application as a computer based 
approach to determining the probability distribution and moments of an output that is 
the function of an input with a known probability distribution, for positive real 
numbers. It is considered to be particularly applicable where there is a one to one 
correspondence between the independent and dependent variables, and where there 
is a requirement to establish limits for both variables. 
This method can be easily established m a spreadsheet, or other common 
environment 
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ESTABLISH 
PARAMETERS 
FOR INPUTxAND 
OUTPUTy 
SET LIMITS FOR 
x,y 
DIVIDE x RANGE 
INTO EQUAL 
SEGMENTS 
CALCULATEZx, 
P(x) FOR EACH 
POINT 
REDISTRIBUTE 
P(x) OVERx 
RANGE 
1 
RECALCULATE 
MEAN AND 
VARIANCE OF x 
Set Mean, Standard Deviation 
(giving variance) of x. 
Set values of parameters a,b,c in 
y=ax'b+c 
X: Xmin, ZXmin, ZXmax 
Y: Ymin, Zymin, Zymax 
Xmin, Ymin >=0 
Ymax=maximum of Y as set by operator or 
calculated by Xmax (defined by Zxmax) using 
absolute vale of index b. 
X range is defined by limits of 
ZXmax, ZXmin, Xmin 
An algorithm is used to 
calculate P(x) where appropriate, 
eg, Normal Distribution 
P(x min) is set at 0 
P(Xmax) is set at 1 
Other ordinates of P(x) 
are increased in proportion 
CALCULATE Y 
FOR EACH POINT 
ONx RANGE 
I 
• ESTABLISH 
RANGEOFy 
(CANNOT BE 
OUTSIDE Ymin TO 
Y(max) 
lfb<O: 
1. Lowest value of X is 0.01 
2. Use Ymax= 
a(x+ABS(Zx lower)'ABS(b)) + c 
unless set arithmetically 
I BASELINE ~ DISTRIBUTION OF x AGAINST WHICH TOCOMPAREy 
Use inverse 
relationship 
x=w(y) 
= [(y-c)/a]'(1/b) 
Use g(y) =f[w(y)] for discrete 
random variables, where w(y) 
is the relationship of x to y, as 
defined above. 
Use P(y<=Y1 )=SUm[g(y)]= 
Sum[fw(y)]=Sum[f(x)] 
for y=Ymin to Y1 
DIVIDE REVISED 
x RANGE INTO 
EQUAL 
COMPONENTS 
~ 
CALCULATE P(y) G 
FOR EACH POINT 1-----
[=P(x)] 
FIGURE B.l METHODOLOGY- INPUT v. OUTPUT PROBABILITY 
DISTRIBUTIONS - PAGE 1 
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REDISTRIBUTE 
------· P(y) OVERY 
~ 
I 
i 
L_ _______ • 
:0 RANGE 
,,. 
CALCULATE 
MEAN AND 
VARIANCE OFy 
DEFINE LIMITS 
OFy, USING 
Ymin, Zymin, 
ZXmin; 
Ymax. Zymax, 
ZXmax 
USING y RANGE 
REDEFINED BY 
Zy, 
REDISTRIBUTE 
P(y) 
I 
i 
RECALCULATE 
MEAN AND 
VARIANCE OF y 
i 
i 
t 
CALCULATE 
EQUIVALENT 
NORMAL 
DISTRIBUTION 
CALCULATE 
EQUIVALENT 
LOG NORMAL 
DISTRIBUTION 
PRODUCE 
REPORT 
On same basis as for x. 
tf inverse relationship y to x (ie, y=v(1/x)], 
then new P(y)=[1-P(y)) is used, so that 
cumulative probability of y is in ascending 
numerical order of y. This does not affect 
calculation, but makes it easier to match 
with other distributions of y. 
Uses same approach as for 
process 1 above. 
For revised range of y, 
using redistributed values 
for P(y) 
Uses as basis mean and variance 
of revised distribution of y 
Uses basic mean and variance 
of distribution of logarithm of y, 
given P(y) and hence P(log(y). 
KEY PARAMETERS 
l-----1_..~ FOR DISTRIBUTION 
OFY 
_./ 
Mean. variance of natural 
and log distribution, percentage 
difference between of mean of 
y and the means of original and 
revised distribution of x, comparison of 
final distribution of y with 
normal and log normal 
distributions. 
FIGURE B.2 METHODOLOGY- INPUT v. OUTPUT PROBABILITY 
DISTRIBUTIONS- PAGE 2 
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AppendixC 
Calculation Parameters - Example in Chapter 8 
Road Location 
Road Type 
Rural Queensland- Non Western 
Rural Arterial (State Highway) 
Region Non-Western Country 
Project Type New Construction (thus, not overlaid or reconstructed) 
NIMPAC Model Road State 10 (sealed, <=9.1 metres, 2lane) 
PAVEMENT PARAMETERS 
Pavement Thickness (Initial Case) - millimetres 
Minimum Value of Pavement Thickness- millimetres 
Maximum Value ofPavement Thickness- millimetres 
Surface Thickness- millimetres 
Subgrade CBR 
Pavement Strength Coefficient 
Project Length (km) 
Initial Roughness (IRI) 
Thornwaite Index 
Annual Maintenance Expenditure/lanelkm (Initial Case) 
CONSTRUCTION PARAMETERS 
Region 3 (Country) (1)- Other (0) 
Overlaid or Reconstructed Y(O) N (1) 
Major Works Percentage(%) 
Urban (1) Rural (0) 
State Arterial (Class 2) 
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420 
240 
690 
0 
30 
0.13 
10 
2.3 
20 
$2000 
1 
70 
0 
1 
Local Road (Class 3) 
Rehabilitation (1) Permanent Works (0) 
Project Length krn (Initial Case) 
TRAFFIC 
Annual Traffic Growth Rate 
Initial VPD (2 lanes) 
Light Vehicles 
Heavy Rigid Vehicle 
Heavy Articulated Vehicle 
Light Vehicle Proportions 
Private Care 
Business Car 
Light Commercial 
Time Travel Costs (Source- RTA Publication used by Queensland 
Main Roads (Queensland Department of Main Roads, 1996b) -
Aggregate ofPerson, Vehicle and Freight costs. 
Private Care 
Business Car 
Light Commercial 
Heavy Rigid Vehicle 
Heavy Articulated Vehicle 
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0 
0 
10 
5% 
2400 
75% 
10% 
15% 
33.33% 
33.33% 
33.33% 
20.76 
57.64 
41.79 
46.57 
46.57 
CESA CALCULATION (No Growth)- Apply Growth Factor to 
Each Year 
ESA Light Vehicles (HOM-III, 1987, Vol.1, P. 45) 0.0001 
ESA Rigid Trucks (Average of229 Observations by Martin, 1994- 0.86 
Table E.2) 
ESA Articulated Trucks (Average of229 Observations by Martin, 2.71 
1994- Table E.2) 
Discount Rate (Net of inflation). 6 % 
(Constant dollars are assumed- this appears consistent with most 
practice, although the strictly correct approach is to add to costs the 
inflation percentage and discount at the full discount rate - this 
strictly correct approach is unlikely to be justified in a fluctuating 
market). 
IRI Roughness Compared with NRM Roughness 
An approximate formula for converting IRI roughness units to NAASRA NRM 
counts is used. This is given by IRI = NRM/26 (Roberts, 1996 in calibrating the 
ARRB pavement performance model using the F3 Freeway concrete pavements, 
quoting Prem, 1989). This is claimed to be very close to the formal relationship, and 
is therefore considered of sufficient accuracy for this illustration. 
This is generally supported by McLean and Ramsay (1996), who quote regression 
analyses by Prem that puts the ratio between about 22 and 33, depending on the type 
of IRI used and the regression equation, for NRC between 50 and 200. 
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Roughness Progression Formula 
This uses the ARRB rural arterial form by Martin (1996). The form of this is: 
R(t) = Ro +A 1 * [(I+ 1 OO)/SNC]A2 * tA3 * ( 1 + A4 * L A5 )/(ME + 200)A6 
where roughness is in IRI units. 
The parameters for this formula are: 
t 
rehabilitation 
R(t) 
Ro 
SNC 
I 
L 
ME 
1992/93 $) 
time m years smce construction, reconstruction, or maJor 
total road roughness measured at time t 
initial road roughness at time t=O 
modified structural number 
Thomwaite Index (Thornwaite 1948) 
annual traffic load in average cumulative standard axles 
(CESAs/lane/year x 106) 
average annual maintenance expenditure ($/lane km m 
sum of routine and periodic maintenance 
The value of the coefficients is this model is as follows: 
Al 0.014 
A2 0.308 
A. 1.00 
~ 
A4 7.56 
A5 0.295 
A6 0.177 
(Martin, 1996, p. 57). 
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WEIGHTED SCORES FOR MULTIPLE OBJECTIVES (USING AHP 
MATRIX) 
Net Benefit 
(Measured by 
net NPV at time 
zero) 
Serviceability 
(Measured by 
Tenninal 
Roughness) 
Perfonnance 
(Measured by 
Average 
Roughness over 
Life) 
Consistency Ratio: 
SCORING: 
Objective 
Net Benefit 
Serviceability 
Performance 
Net Benefit Serviceability Performance Weightings 
0.10473 1 115 113 
5 1 3 0.63698 
3 1/3 0.25829 
0.0332 
Value- Score= 0 Value - Score =5 
Annual Net Benefit of Annual Net Benefit of 
-$15,000 (ie, annual net +$15,000, compared with 
cost of$15,000), compared initial case 
with initial case 
Terminal IRI = 5.38 Terminal IRI = 2.3 
Average IRI = 5.38 Average IRI = 2.3 
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The value ofiRl = 2.3 is the starting roughness, corresponding to NRM of about 60. 
The value of IRI = 5.38 corresponds to NRM of about 140, which was estimated to 
be obtained by 95% or more rural roads in Australia in 1994/95 and 1995/96 
(Austroads, 1996b ). 
As discussed in Chapter 8, the use of a weighting system using dimensionless scores 
allows not only the combination of factors measured in different units (including 
qualitative factors) but also permits the combination of factors measured in different 
time units (annual costs and terminal roughness, for example) without having to 
re-convert these factors back to their total value over a time period. 
VARIABILITY 
The following parameters were investigated with respect to their effect of variability 
on results: 
• Pavement thickness (to which modified structural number- SNC- was, in this 
example, directly proportional); 
• Annual maintenance expenditure. 
The analysis was based on an assumed coefficient of variation of 0.2 in Pavement 
Thickness (and thus in SNC) and (Annual Maintenance Expenditure+ $200). Each 
input variable was assumed to have a normal distribution. 
Outputs for which the resulting variation were calculated were: 
• Terminal roughness (for both maintenance expenditure and pavement 
thickness); 
• Construction cost (for pavement thickness). 
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Initial case for analysis: 
Pavement thickness: 
Annual Maintenance Expenditure: 
Traffic: 
420mm 
$2,000 per lane 
4,000 VPD- no growth. 
All other factors were as in the basic example. 
METHODOLOGY ANDRESULTS 
1. Roughness 
a. Using the process discussed in Section 9.3, the mean and variance of the output 
resulting from raising each variable to the power in the equation (- 0.308 for 
SNC and -0.177 for maintenance expenditure) was calculated. 
b. The input values corresponding to a coefficient of variation of 0.2 were 
selected and then applied to the calculation of roughness. 
There was a minor positive shift in the mean value of the terminal roughness, 
and about 2% range of variation (related to the original mean) for +/- 2 
standard deviations from the mean for SNC, and about a 5% range, on a 
similar basis, for maintenance expenditure. 
c. The variables were then combined, assummg independence, usmg the 
relationship that the resulting moments of probability about zero of multiplied 
independent variables were also multiplicative (Gran, 1992, Section 2.4.2). 
d. The result was: 
Minor positive shift in the mean. 
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For +/- 2 standard deviations from the mean (ie, about 95% of results), 
variation range was about 11% (related to the original mean), which was much 
more significant. 
The corresponding range in user cost (vehicle operating cost plus travel time) 
was about 2% (related to the mean user cost), or about $24,000. 
2. Construction Cost 
a. Construction cost had an exponential relationship with pavement thickness. 
Hence, if it was assumed that pavement thickness was normally distributed, 
construction cost was lognormally distributed. 
b. Using the relationship between construction cost and pavement thickness, the 
mean and standard deviation of the logarithm of construction cost were 
proportional to the mean and standard deviation of pavement thickness 
(calculated from the standard deviation of0.2). 
c. The log-normal distribution assumption for construction cost was used to find 
the corresponding mean and variance of the natural construction cost (refer 
relationship in equations 7.6 and 7.7- Crow and Shimizu, 1988, p. 9). 
d. From this, it was a simple task to obtain the mean, and range of construction 
costs for+/- 2 standard deviations from the mean. 
e. Results: 
Positive shift in mean: 
• $3,903, or about 1.3% (to $307,760 from $303,857 - figure before 
variation considered) 
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Range for+/- 2 standard deviations from mean: 
• Minimum: 
• Maximum: 
• Range: 
$208,792 
$406,727 
$197,935 
3!9 
(about -31% from original mean) 
(about 34% from original mean) 
(about 65% of original mean) 

AppendixD 
Research - South East Freeway and Pacific Motorway 
Interviews 
1. A letter discussing the purpose of the interview. 
2. A series of discussion points, refined through a process of discussion and 
revtew. 
3. A summary of the analysis process used in the thesis, including diagrams of: 
• Components of the infrastructure environment (refer Figure 2.1 ); 
• The three phases of the infrastructure life cycle (refer Figure 2.2); 
• A typical time interaction diagram (refer Figure 7.4 ); 
• Diagram showing the process of weighting objectives (refer Figure 
11.2). 
Annexure 1 contains a copy of the letter and discussion points for the South East 
Freeway. 
Annexure 2 contains similar material for the Pacific Motorway development. 
Interviews were held with the following: 
Bill Rahmann, Consultant to Roads Division (former senior manager, Department of 
Main Roads, Queensland); 
Les Louis, Hyder Consulting (Australia) Pty. Ltd. (former Executive Director, 
Southern Region, Department of Main Roads, Queensland); 
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Allan Krosch (Executive Director, Roads Division, Department of Main Roads, 
Queensland); 
Bob Higgins (Project Director, Pacific Motorway Project); 
Allan Bell (Principal Engineer, Materials Development, Transport Technology 
Division, Department of Main Roads, Queensland). 
Where these interviews provide specific material, they are also listed m the 
bibliography. 
Literature 
A number of sources were consulted. They are listed in the Bibliography. 
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APPENDIX D- ANNEXURE 1 
DISCUSSION- SOUTH EAST FREEWAY DEVELOPMENT 
PhD Research- Identification of the Issues in the Planning and Management of 
Physical Infrastructure Assets 
EXPLANATION 
As research for a Doctor of Philosophy thesis at the Queensland University of 
Technology, I have developed an infrastructure life cycle analysis process designed 
specifically to assist with the identification of issues in the infrastructure life cycle. 
The analysis approach is based on the integration of the whole of the infrastructure 
life cycle, from planning to retirement, using a methodology explained in Appendix 
B. 
Essentially, the aim of this process is to model the components and interactions in 
the infrastructure life cycle, using a modular approach, with the objective of testing 
the sensitivity of change in them on one or more infrastructure life cycle goals. 
The main issues that have been considered in developing this process are: 
• Definition of the main components of a generic infrastructure life cycle. 
• Consideration of the goals that the infrastructure manager is required to meet, 
from an outcome related viewpoint. 
• Identification of a hierarchy of variable interaction, so that the focus is on the 
minimum number of (preferably independent) variables that interact with a 
goal, with a view to further analysis of the identified key variables. 
• Detennining how the variables interact, particularly on a time related basis. 
• Variability in the life cycle components and how this affects both the outcome 
and the analysis process. 
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• How constraints should be applied to variables, in order to maintain them 
within a reasonable range. 
• Obtaining the necessary information on which to develop a time related 
relationship between variables and between the variables and the goal. 
• Weighting competing goals. 
• Overcoming gaps in data and information. 
• Extension of the relationship to infrastructure systems. 
The thesis deals with each of these matters, and where possible offers approaches to 
consider. 
As part of finalising this thesis, I am interested in verifying the practical application 
of the process developed. Accordingly, I shall be making an appointment with you 
to discuss issues that you might have found in the development of the South East 
Freeway, between the Captain Cook Bridge and Springwood. 
I appreciate that your time is limited. Therefore, I have outlined some potential 
discussion headings. 
Thank you, 
David Thorpe 
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DISCUSSION HEADINGS- SOUTH EAST FREEWAY 
1. The original objectives in the development of the South East Freeway between 
Captain Cook Bridge and Springwood. 
2. How well you consider these objectives were achieved. 
3. Reasonableness of the proposed seven goals for infrastructure life cycle 
management (refer Appendix A). 
4. Whether the objectives for the development of the South East Freeway could 
have been framed into the set of goals listed in Appendix A 
5. Whether these objectives have changed with time, and to what extent. 
6. Changes in the South East Freeway (for example, additions, alterations, 
changes in functionality). 
7. The impact of changes on subsequent decisions for the Freeway. 
8. Problems and other issues met with in the development of the Freeway. 
9. How these problems have been resolved. 
10. Current issues, such as the South East Transit project, and their impact on the 
freeway. 
11 The benefit of the South East Freeway, both to users and the economy of South 
East Queensland. 
12 Overall assessment of how the South East Freeway development has rated in 
terms of a successful project. 
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13 Potential use of the process outlined in Appendix B to assist in identifying 
issues both in hindsight (with the intention of application to future 
developments), and ahead of time. 
(Appendix B is a summary of the methodology used in this thesis. It is not 
reproduced in this Appendix of the thesis) 
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APPENDIX D- ANNEXURE 1 -APPENDIX A 
THE PROPOSED SEVEN INFRASTRUCTURE LIFE CYCLE GOALS 
Infrastructure is required to be planned and managed so that it meets an overall 
best fit to the following goals: 
1. Has the ability to provide an adequate level of service at the level of demand 
which it is required to meet. 
2. Meets the required functional serviceability (ie, condition) necessary to be fit 
for purpose. 
3. Delivers a whole of life performance (the integral of functional serviceability) 
acceptable to its stakeholders. 
4. Satisfies external requirements (eg, environmental, political) to a level 
acceptable to the wider community. 
5. Delivers the optimum servtce life, consistent with the requirements of 
stakeholders. 
6. Delivers maximum benefit over the life cycle, consistent with other 
requirements. 
7. Operates at minimum life cycle cost, consistent with other requirements. 
The above goals have been designed to be flexible and to work jointly. 
In the wider sense, the tenns "benefit" and "cost" may include intangible factors as 
well as dollar values. The actual application depends on the circumstances. 
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Recipients of benefits and costs have not been defined, in order that there is some 
flexibility in allocating them, and in determining on what basis they are calculated. 
The important requirement is that, in a particular set of circumstances, there be 
consistency in the process adopted. 
The term "stakeholders" includes all parties who have an interest m the 
infrastructure, whether directly or indirectly gaining or losing from it. 
(These goals are the end result of a number of discussions, in which they were 
successively refined). 
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APPENDIX D- ANNEXURE 2 
DISCUSSION- PACIFIC MOTORWA Y 
PhD Research - Identification of the Issues in the Planning and Management of 
Physical Infrastructure Assets 
EXPLANATION 
As research for a Doctor of Philosophy thesis at the Queensland University of 
Technology, I have developed an infrastructure life cycle analysis process designed 
specifically to assist with the identification of issues in the infrastructure life cycle. 
The analysis approach is based on the integration of the whole of the infrastructure 
life cycle, from planning to retirement, using a methodology explained in Appendix 
B. 
Essentially, the aim of this process is to model the components and interactions in 
the infrastructure life cycle, using a modular approach, with the objective of testing 
the sensitivity of change in them on one or more infrastructure life cycle goals. 
The main issues that have been considered in developing this process are: 
• Definition of the main components of a generic infrastructure life cycle. 
• Consideration of the goals that the infrastructure manager is required to meet, 
from an outcome related viewpoint. 
• Identification of a hierarchy of variable interaction, so that the focus is on the 
minimum number of (preferably independent) variables that interact with a 
goal, with a view to further analysis of the identified key variables. 
• Determining how the variables interact, particularly on a time related basis. 
• Variability in the life cycle components and how this affects both the outcome 
and the analysis process. 
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• How constraints should be applied to variables, in order to maintain them 
within a reasonable range. 
• Obtaining the necessary information on which to develop a time related 
relationship between variables and between the variables and the goal. 
• Weighting competing goals. 
• Overcoming gaps in data and information. 
• Extension of the relationship to infrastructure systems. 
The thesis deals with each of these matters, and where possible offers approaches to 
consider. 
As part of finalising this thesis, I am interested in verifying the practical application 
of the process developed, and would be interested in using aspects of the Pacific 
Motorway project, should you give me permission to do so. 
I appreciate that your time is limited. Therefore, I have outlined some potential 
discussion headings, with particular interest in pavement selection and evaluation of 
alternative project delivery methods. I am also interested in discussing, from a 
management point of view, the advantages, disadvantages, and limitations of the 
methodologies used in each case. 
Thank you, 
David Thorpe 
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DISCUSSION HEADINGS- PACIFIC MOTORWAY 
Overview 
• Overview and objectives of the Pacific Motorway project. 
• Reasonableness of the proposed seven goals for infrastructure life cycle 
management (refer Appendix A). 
• Whether the objectives for the development of the Pacific Motorway would 
be able to be framed into the set of goals listed in Appendix A. 
Pavement Selection 
• Overview of the pavement selection process. 
• Final result and why. 
• Issues. 
• Applicability of the methodology outlined in this paper to pavement selection. 
Delivery 
• Evaluation of alternative methods of delivery of the project (eg, types of 
contracts considered, method of selecting consultants and contractors, 
evaluation of alternatives). 
• Advantages and disadvantages of the various methods of delivery. 
• Selection methodologies- consultants/tenderers. 
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• Issues. 
• Potential application of methodology outlined in this paper to delivery. 
(Appendix A is the same as Appendix A for Annexure I and is not reproduced again). 
Appendix B is a summary of the methodology used in this thesis. It is not reproduced 
in this Appendix of the thesis). 
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