We describe additional efforts to rapidly mature the Automation Hooks Architecture candidate interface definition by validating it in a broad spectrum of applications. These activities have allowed us to further refine our concepts and provide observations directed toward objectives of economy, scalability, versatility, performance, severability, maintainability, scriptability and others.
I. INTRODUCTION
ASA proposed a foundation for a new open-standards based test orchestration software architecture [1] . The Automation Hooks Architecture is being developed to fulfill a game changing technology need for a simple scalable systems engineering solution which can minimize the largely unspoken lifecycle business costs of performing traditional test control and measurement operations. The intent of the architecture is to achieve these operating cost reductions by providing a non-proprietary framework for improvement and standardization of software automation tools to assist or replace current engineering and science workflows. Increased efficiency is achieved by reducing manual data collection, manual intervention in cycle test procedures and configuration checkpoints and restores, eliminating data format changes between tools, and reducing other labor-intensive non-skilled tasks. The architecture also provides a framework for cumulative knowledge capture which transcribes institutional operational knowledge into explicit instructions and associated documentation. While addressing cost of operations, the architecture also addresses the increasing embedded complexity of avionic subsystems which require us to "use a computer to test a computer" to provide synchronization, hard stare, and management of detailed configuration and status data that are not practical in manual operations. Machines are simply more attentive and impartial observers than people, and can write faster too.
At the heart of the current architecture is a loosely-coupled highly modular software interface built on platformindependent open standards using open-source implementations widely available from active user communities. A shallow connection to existing software applications was achieved that is inexpensive to integrate and maintain, connecting through a variety of already available Application Program Interfaces (APIs), with data-driven harvest at the origin using a single portable Automation Hooks Architecture (AHA) protocol-interface development.
A resource based web services protocol and widely supported and standardized service-discovery techniques create a machine-discoverable and machine-readable test set interface that can coexist with a user interface; dedicated user interfaces don't scale well, and we believe this interface can. The interface definition is inherently already compatible with a broad assortment of web-based software. Using Representation State Transfer (Rest) software architecture principles (including self-described messages and hypermediaassisted state transitions) promotes loose coupling, consistency, and transparency. The interface can be selfcontained, packed with documentation so that a script author or a machine or a data post-analyst need not look elsewhere. The robust interface stands alone with no middle-ware dependencies and minimal reliance on supporting infrastructure. The interface is intended to require no maintenance of its components or the platform. The Automatic Test Markup Language (ATML) provides a standard set of language constructs for describing test-specific information that integrates nicely into the web-services based interface architecture. The underlying protocol set is very mature and we believe converges API trends that we see in aerospace, test, DoD, and consumer products communities.
As we demonstrate in Section III, this non-proprietary interface is highly versatile, a criterion for broad usage and acceptance. (Figure 1 ) between the LTE interface, which implements the AHA protocol, and the LTE application, which controls the hardware or implements the simulation. The LTE interface and the LTE application may be developed by different skill-sets. The interface between the two is referred to as the backend interface. The backend interface will be application specific and several implementations that cover a wide range of NASA requirements have been developed for the examples discussed in this paper. The backend interface is deliberately kept quite shallow to minimize the burden of providing and maintaining it. A Logical Test Element exposes its orchestration states as resources in a Restful web services interface. It also advertises its existence and capabilities for standard (mDNS/SD) service discovery. Standard business model resource groups can be defined to support specific test capabilities such as data gathering, event triggering and so on. An LTE could be anything from a web-cam, to a software simulation, to custom support software for an avionics subsystem, to COTS test equipment like a signal generator or oscilloscope. One useful LTE is a host computer itself, with the interface providing identification, performance, and processor loading statistics while also enabling applications to be started by a remote manager.
Two special case LTE concepts were prototyped to evaluate test flow with the AHA: the Standalone Test Executive (STX) and the Test Flow and Data Manager (TFDM). In addition to the standard LTE interface described above, these elements include DNS discovery software and a web client and are capable of discovering, monitoring, and commanding the other LTEs. Each has a specific role to play in the AHA test flow.
The Test Flow and Data Manager (TFDM) responsibilities include discovering and selecting LTEs to form a Test Configuration, configuring each LTE to a desired initial state, coordinating with the STX to execute Test Runs, and gathering and storing coordinated data from the LTEs. The TFDM also provides a central location for a Test Conductor to interact with multiple LTEs. The TFDM is data driven from the LTE resource metadata. In the implementation examples discussed in this paper, when an LTE is selected as part of an activity, a script creates a database table for it using the ATML metadata provided in the interface. The TFDM invokes test scripts, collects the data, and provides near realtime access to results. Although we anticipate a few sizes and shapes of TFDM, this code block is intended to be essentially write-once, developed by a skill set that is web-and databaseoriented.
The Standalone Test Executive (STX) is intended to be composed by a subject-matter expert and contains specific knowledge of some of the LTEs, of the technique for running a specific test, and of the expected relationships among instrumented parameters. The STX represents captured expert knowledge. Obviously, a test procedure or outline might call out a sequence of various STX invocations. The STX itself generally provides for configuration and status through an LTE interface. For example, the STX might be given a time budget to ration, or it might calculate and report modeled ideal performance compared with measurements, or transfer functions or ratios. The STX is initiated and supported by the TFDM which provides environmental variables, and data logging, plotting, and reporting services.
These concepts were developed through several small-scale demonstration activities.
III. CONCEPT VALIDATIONS
In order to develop and demonstrate solutions for the most challenging aspects of the architecture, while demonstrating its flexibility, several small "proof" tasks were undertaken. Large-scale demonstrations were not possible or desirable in this design cycle, and software products were not finished out. The demonstrations were understood to be exploratory: disposable, unburdened by intellectual property concerns, and outside the critical path of other projects. They were conducted in an effort to identify best practices, and accumulate lessons learned. The intent was to expose the technology to a representative variety of applications and an assortment of operating environments and applications. All of these activities were conducted within the Avionic Systems Division of the Engineering Directorate at NASA's Johnson Space Center.
A. Orchestration of Software Simulations
We demonstrated the use of the AHA interface to sequence, start up, discover, monitor, and shut down Trick simulations and EDGE (Engineering Dynamic Onboard Ubiquitous Graphics (DOUG) Graphics Environment) graphics applications. This activity used AHA (Figure 2 ) to orchestrate a distributed Orion abort-to-orbit test scenario split between JSCs Avionics Integration Environment (AIE) facility and the Reconfigurable Cockpit Simulation Facility which supplied hand controller (HC) hardware and cockpit displays.
An XSLT file was co-hosted with the ATML file in order to improve human readability when using a browser. We also began using Asynchronous Javascript and XML (AJAX) to improve display performance in browser interfaces. The LTE interfaces were executed on Linux systems and were distributed between the facilities. An AJAX orchestration interface panel generated by the TFDM was accessed through a browser collocated with the operator cockpit. 
B. Orchestration of a Parametric Sweep
The Electronic Systems Test Laboratory (ESTL) at JSC set up an off-line "Orchestration Sandbox" consisting of a simple communication link instrumented for Bit Error Rate, with clock jitter as a stimulus variable. This project reused preexisting fully-developed LabVIEW applications running under Windows XP and the LTE interface connected to them through an ActiveX backend interface without altering existing LabVIEW code. In a parametric sweep, a stimulus is changed and allowed to settle, and then measurement statistics are settled during an "observation interval" before the data for the interval is recorded. Thus, the data is not plotted as a "strip-chart" against a time axis drawn from the same table, but instead data tables must be joined before the data is selected from multiple parallel tables. This simple task requires no more sophistication than a relational database offers provided that a common index exists. This activity (Figure 3 ) allowed us to refine the concept of the "STX," and it was here that we recognized that the "TFDM" needs to provide its own AHA interface. By exposing resources, the TFDM allows the STX to discover which of the LTEs visible on the network are selected as part of the activity, and the STX can prescribe when and what documentation the TFDM should collect. We can further see that this solution offers a natural approach to distributed testing, where each facility in a different location can have its own orchestrator, and an additional orchestrator can orchestrate the orchestrators. The same stacking technique might be used to scale a TFDM by dividing the workload instead of redeveloping database and network infrastructure to increase performance.
To ease the integration with LabVIEW, we experimented with using an Orchestration Virtual Instrument (OVI) hidden panel which could control a front panel as a user would. This concept allowed us to leave the finished LabVIEW panels and AHA LTE interface code alone. This concept was later generalized, but now a LabVIEW Template approach is making this extra layer vestigial. The OVI cannot be entirely eliminated because changing values through the LabVIEW ActiveX interface does not trigger "value-change" events as the keyboard does.
In working with LabVIEW we also stumbled over pop-up dialog boxes, and latched Booleans. At present, we simply avoid these. Error messages can be handled through a statusbar, logging time-tagged errors to a file, beeping, or other mechanism.
We were able to join the tables and plot the curve as it was being run, as well as overlay baseline prior data. For this activity we simply joined the tables based on time stamps truncated to the nearest second. Although this approach did support the demonstration, we would like to develop a more sophisticated and reliable technique using an additional table to associate records by observation interval.
Traditional approaches to test automation use extensive custom command sets. We were very pleased with the simplicity of resource-driven scripts, and the robust recovery of the test flow when manual interventions were required because the automation had wandered beyond limitations.
C. Mixed Avionics Hardware and Simulations
In an effort to shift to a more portable "road-show" format, we built a Portable Avionics Testbed Demonstrator using a laptop, a tablet, a Beagle board, an I/O pump, and a pair of hand controllers (Figure 4 ). This was a human-in-the-loop test, where an evaluator used a hand controller to perform a spacecraft docking. The Beagle board, standing in for a spacecraft controller, was configured and statused by a "Ground Support Equipment" LabVIEW application running under Windows on the tablet. The simulation and graphics packages were running under Linux. These modules could all be discovered and parameters from the controller and the simulation were stripped into the database. 
D. Equipment Monitoring
For the Equipment Monitoring application we did not continuously log data and the topology does not include a TFDM ( Figure 5 ). Essentially, a LabVIEW application monitored equipment in two racks (Fore and Aft) of hardware in the JSC Avionics Integration Laboratory (JAIL). An operator could monitor the LabVIEW control panel, but an STX also continuously monitored the panel in the background. As a capability demonstration, when a parameter would reach an alarm trip-point, the STX would point a webcam at the offending rack, and then email the out-of-range parameter value and the photograph to a responsible engineer.
The web camera we selected hosted its own web interface, providing a great opportunity to compare implementations; we were able here to directly integrate our interface with an offthe-shelf product using only the LTE Interface and no additional software. One advantage of the AHA web server interface is that through the use of hypermedia links it can play easily with an existing web interface on the AHA application software without getting in the way. We also demonstrated that we could re-host our interface onto a VxWorks embedded platform running LabVIEW, and we necessarily used a Hypervisor interface in place of the ActiveX connection we use with LabVIEW under Windows. (Our first-ever LabVIEW prototype used a DLL connection, but we don't recommend this more deeply integrated connection for LabVIEW). And so we now had connected our LTE Interface to socket, ActiveX, REST, and Hypervisor interfaces for data harvest. 
E. Supporting a Principle Investigator
We seized an intersection opportunity to support a Human Cognitive Technology Demonstration by removing our hand controller from the Portable Avionics Testbed Demonstrator and replacing it with a Brain Computer Interface (Figure 6 ). This allowed an evaluator to perform a hands-free docking task in support of an investigator.
At this stage, we added a Hyperic system monitoring application as an LTE that monitors health of our hosts. We also used an STX to provide the evaluator with some assistance, supervision, and feedback. An LTE interface was connected in front of the Microsoft Windows-based Emotive headset software using the Emotiv Software Development Kit. A TFDM AJAX interface was used for startup, shutdown, configuring data logging, and producing the ATML test results. 
F. Code Cleanup and Code Generalization
Finally, we had an opportunity to work back through our code and try to incorporate a few of the lessons learned. In this process, we tried to generalize our LTE Interface software and improve the robustness of our prototype implementation of the architecture. We also made a first pass at constructing a LabVIEW Template package where the interface is always transparently present from the start of development. Additionally we prototyped some verification tools to exercise our interfaces repetitively while measuring performance and validating responses.
The LabVIEW Template development also intended to demonstrate that the LTE interface could also be used to host other useful features such as links to the GUI and autogenerated help files (harvested from documentation entered into the user interface), and a blog feature.
We finally modified our TFDM orchestrator to implement parallel threads so that an activity can flow around a nonresponsive LTE. The orchestrator also supports multiple clients. Importantly, we implemented a caching architecture so that relatively bulky but static metadata need be retrieved from an LTE interface only once. To be effective, this means that the LTEs need to implement the "Expires" and "CacheControl" headers already provided by HTTP in our protocol set. Our tests indicate this will offer significant performance improvement by reducing network traffic and sheltering LTE hosts.
Placing a blog feature in the LTE Interface package provides operators with a consistent and convenient method of journaling an activity so that notes can easily be collected together and compared. One application of course is that an operator can capture notes (timing and rationale for configuration changes, anomalies, observations, and conclusions) that are available later during analysis and reporting. But the blog is also a strategy for achieving and tracking software quality by standardizing and promoting communication between users and developers. The blog is implemented as an extra pair of resources in our interface, and so the feature need not be confined to user-oriented LTEs.
The blog feature of course is not implemented in ATML. It uses the Atom syndication format instead to create feeds of content entries that can be subscribed to using widely The LabVIEW GUI uses a browser plug-in downloaded automatically from National Instruments. Thus, we see no reason that we cannot co-host other XML formats with ATML in our interface. For example, our REST architecture "pulls" data, but we believe we could support XTCE stream definitions and links to XTCE-described streams. Further, we currently use only the TestResults and Common ATML schemas but the interface could host additional ATML documents.
Throughout our architecture validation tasks, we expected that we would standardize our resource tree. We have concluded this is both an unnecessary and undesirable constraint, and instead recommend a hypermedia layout. The hypermedia layout will improve our backward compatibility as we make changes ("future-proofing"), will improve performance by separating data from metadata, and will simplify scripting as parameters are duplicatively grouped into functional "collections" instead of singularly categorized into a tree.
We are splitting our protocol set because we believe much of it has versatility extending to many other usages. Our formulation of mDNS/SD, Rest, HTTP, and hypermedia we are relabeling as an "mREST" foundation. Our formulation of specific orchestration features combined with ATML becomes the "testing" application of "mREST." We believe this will simplify our interface definition and expand the opportunity for collaboration.
G. Scale-to-Zero Bench Test
Often a hardware or firmware developer will write a simple application in a high-level language like LabVIEW to control and status their unit during development. A part of our concept of operations for the LabVIEW Template has been that we could transparently embed our machine-facing interface in a user-facing application from the beginning of development, and the designer would find it useful enough that the interface itself would receive some functional verification long before the software appeared at an integration activity. As a demonstration then, Microsoft Excel was co-hosted with the LabVIEW Template (Figure 7) . The URL for the LTE Interface was pasted into Excel as the location of an external XML data source file. Formulas were used for convenience, to identify elements to be captured. And finally a macro was composed from a recording. The 16-line macro refreshed the data once a second for ten seconds, each time inserting a row in the spreadsheet and pasting the linked data.
Even array elements were captured this way. Of course the spreadsheet could also be used to analyze the data, calculate figures of merit or compare to models, and maintain plots. And a formula result could be used to control the program flow so that change-only data is logged.
But the point of this exercise was to demonstrate that no extra hardware, middle-ware, documentation, or even special skill is required to begin exploiting the power of the API. Implementation on a trivial scale accomplishes worthwhile performance-logging work.
IV. OVERALL LESSONS
Shallow internal connections were a goal because they minimize the cost of adding and maintaining the interface and maximize the possibility of retrofitting the interface. We see it will be possible to accumulate a set of tools for quickly installing the interface or building it in from the beginning of an LTE development.
RESTful architecture concepts were found to greatly simplify implementation and reduce coupling between test elements. Thinking of test integration and test flow in terms of resource manipulation instead of large command sets was a paradigm shift. We think it holds promise for simplifying testing design, scripting and implementation. Another paradigm shift we encountered was using discovery techniques and hypermedia instead of rigid interface control documents to reduce the cost and effort of maintaining interface compatibility between test elements. We believe this has promise in reducing overall lifecycle costs for testing in the NASA environment and has application to other areas requiring asset management at NASA and in industry.
V. AREAS FOR FUTURE DEVELOPMENT
Although ATML is a rich and adolescent (approaching maturity) schema set, we remain concerned that our concept of operations, where an LTE may be Test Equipment in one situation and a Unit Under Test during a calibration, may require accommodations. To date we have not found institutional support for engaging specific NASA experts who could mitigate these concerns by evaluating ATML against other completed study conclusions. Areas of potential concern include a comparison with NExIOM (NASA Exploration Information Ontology Model) [2] to identify gaps, a comparison with MDX (multidimensional expressions used for data-mining of OLAP databases by business intelligence), a comparison with XTCE (xml Telemetric and Command Exchange) to determine interoperability (we strongly suspect translation losses here cannot be avoided), and special requirements for live operating environments and distributed testing conducted by teams with many affiliations.
We would like to finish construction of our LabVIEW template to promote some meaningful deployment, allow us to use larger topologies in our next development spiral, and clean up our portability between Windows and Linux. We still need to prototype a sophisticated transient response test with event-driven flow and data aggregation (trials, points, curves, surfaces). This will push our tools significantly forward and help uncover advanced issues with data formats and labeling.
Soon we will need to prototype a procedure executor (as-run or re-run). One area of interest will be to see how resourceoriented test flows, such as those implemented by our STX, can be described as ATML test requirements. We will add trivial orchestration features that promote deployment, and investigate more advanced features that promote scalability.
We will also begin involving more data product consumers to evaluate our formats and processes, begin fielding our tools to assist research projects, and then begin injecting our technology set into facilities and projects.
In the process we will continue to refine and stabilize our standard collections and standard resource definitions. For example, most LTEs will want to provide a "health" collection where some resources like "not_safe" are standardized and others simply adhere to conventions so that an operator can use software tools to manage a larger number of software applications.
VI. CONCLUSION
The Automation Hooks Architecture initiative reduces the cost of technology and science production by mobilizing equipment, people, and knowledge through the use of common tools plugged into open-standards interfaces.
We believe a spiral approach to affordable and effective data integration is prudent: set up all of the pieces and look at how they fit together before returning to invest more heavily in developing quality and features in each of them.
Our effort is by nature collaborative as we seek to identify a simple but broadly powerful formulation of interfaces and tools for data collection and reduction. Advancement and distributed use of this approach is encouraged as the next step strategies for larger scale adoption as a standard.
We currently rate this interface as Technology Readiness Level 5.
