1.
In the probabilistic theory of information (see, e. g., [3] ) the entropies and other measures of information or uncertainty are supposed to depend solely upon the probabilities of the events (messages, outcomes of an experiment, weather, market situations, answers to a questionnaire, etc). On the other hand, in the nonprobabilistic theory of information (see, e. g., [4, 7] ) these measures do not depend upon the probabilities at all, only directly upon the events themselves.
After a result of B. Forte [5] in the similar case of random variables, one of us has proposed in [1, 2] a mixed theory of information, where measures of information may depend both upon the events and their probabilities. The present paper contains the first result in this direction. Generalizing an important theorem of Lee [9] , we détermine all 3-symmetric, recursive, and measurablee ntropies depending upon a system of events and their probabilities, which we will call a randomized system of events. We will also refer to entropies of randomized Systems of events in short as "inset entropies" (inset: a map set within another map; but one may also consider it (*) as "in set"). Under the above conditions, they turn out to be essentially the sum of a Shannon entropy and of the expected value of a random variable. 2. Let B be a ring of sets (containing, with any two sets also their union and their différence, thus also their intersection and the empty set 0; see [6] and (n = 2, 3, ...). We call a randomized system of events. We use events x t as name for the éléments of B, while the p t are probabilities. 
for ail \ u " "* n ) e Q n x r" (n = 2, 3, ,..) with the convention \Pl> •-» PnJ 0.1ogO: = 0.
3. Proof: It is obvious that any inset entropy given by (2) 3 and £ 4 , which we will not need here. It is also unimportant how we fix the base of the logarithm.) In the situation described by (7), when x u x 2 and x 3 are allo wed to vary again, the coefficients A, aj, b s (j = 1, 2, 3, 4) in (8) may depend upon them. In particular, see (7),
/(x 1 ux 2s x 3 ; 0 u x 2 , x 3 ) t + b 3 (xj u x 23 x 3 ).
But, as seen from (8), A has to be the same for / 3 and / 4 , thuŝ 4(x l5 x 2 ) = ^4(^i ux 2 , x 3 ) for all (x l9 x 2 , x 3 )eQ 3 .
Substituting x x =0, we get 2 ).
So A (x, y) = a (x) is independent of ^. Thus ? combined with (10), we have that a (x 2 ) = a (0) = constant, that is,
If we substitute (9), with constant A 9 into (6) and compare the members linear in t on the left and right hand sides, we obtain, writing simply [We will not need the other équations obtainable by comparison of the two extremities of (6) .] The substitution x 3 = 0 now gives, with the notation g(x) = a(x,0), the équation b{x u x 2 ) = g(Xi ux 2 )«g(x 1 ).
(14)
Resubstituting this into (13), we get a(x t Kjx 29 x 3 )-g(x 1 ux 2 ) = a(x 1 , x 3 )-g(*i) and, again with
where we have written G(x) = g(0)-a(0,x).
From (5), (9), (11), (12), (14) and (15) we have now * 2 {l-t 9 
l-t, t)-h {t, 1-t)-
Comparison to (16) gives immediately G(x) = g(x), so that (16) goes over into h {i-t, X t) = g^.^^-a-og^^-tgcxj)
[with the convention (3)].
There is a close resemblance between this représentation and C. T. Ng's parallel composition law (5.8.C) in [10] .
On the other hand, in the case of incomplete Systems of events (when their union is a proper subset of the "whole space")* we may notice that the sum of probabilities is still 1. This means that we have conditional probabilities [observe, for instance, the probabilities assigned to x x and x 2 in the last member of the définition of recursivity, for instance in (4)] or measures geared to the union of the events (sets) in the inset entropy.
