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ON THE IMPROVEMENTS OF BOUNDARY-LAYER REPRESENTATION FOR HIGH-
RESOLUTION WEATHER FORECASTING IN COASTAL-URBAN ENVIRONMENTS 
by 
by David Melecio-Vázquez 
Adviser: Professor Jorge E. González 
As large urban centers around the world become more densely populated, the global 
conversion from natural to man-made land surfaces will only increase. These land-use changes 
affect the urban surface energy budget which in turn changes the structure of the planetary 
boundary layer (PBL) above. With current high-performance computing systems, meteorological 
and built environment information can be better utilized to quantify the anthropogenic effects of 
these modifications. Although these systems have improved forecasting near-surface weather 
conditions, a comprehensive approach to represent urban impacts on the PBL is still limited. 
Improved PBL representation can lead to better weather and climate forecasts, benefitting human 
health, risk reduction from extreme weather events, improved management of airport runways, 
and better planning for renewable energy resources. 
In this dissertation, coastal-urban boundary-layers are investigated to provide: (1) a 
climatology of coastal-urban PBL thermal structure, (2) an evaluation of a PBL scheme newly 
coupled to a multilayer urban parameterization, and (3) insights for operational weather 
forecasting. Ground-based remote sensing is thus used to determine PBL structure over high-
density New York City for a summer and winter season to provide insights for a modeling effort. 
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The modeling focused on the evaluation of the performance of the Weather Research and 
Forecasting (WRF) model in the simulation of NYC impacts during a three-day regional heat 
wave and sea breeze event. The study proposes a new WRF configuration within the US 
National Weather Service (NWS)-National Ocean and Atmospheric Agency (NOAA) operational 
numerical weather prediction (NWP) forecast model. The goal is an improved PBL 
representation at a high resolution of 1-km grid over coastal cities by a coupling of the state-of-
the-art multi-layer Building Environment Parameterization (BEP) and the Building Energy 
Model (BEM) schemes to three PBL options, including a first-time linkage with the operational 
Mellor-Yamada-Nakanishi-Niino (MYNN) Eddy Diffusivity and Mass Flux (EDMF) scheme.  
Results showed that climatological clear-sky conditions produced a winter and summer 
shallow above-rooftop daytime superadiabatic layer that persisted into the night, unlike the 
traditional surface inversion found over non-coastal, non-urban surfaces. Above this shallow 
layer, a persistent elevated stable region was found. The heat event WRF simulations showed 
that MYNN-EDMF produces the best performance in comparisons to observed surface 
temperatures and sea-breeze front progression, with the BouLac PBL scheme best for surface 
wind speed. MYNN-EDMF also was the most accurate in reproducing the rural PBL case study 
observations, while its urban PBL structures were most like the climatological thermal structures.   
Future efforts should utilize a TKE formulation that includes advection to better capture 
internal boundary layer effects and more precisely evaluate PBL heights. Future efforts should 
further refine the anthropogenic heat and building drag formulations, which will further reduce 
WRF urban temperature and wind speed biases, respectively. It is finally recommended that 
future NYC-area investigations include case-study and climatological observations at optimal 
locations for observing the interactions between the urban environment and sea-breeze systems. 
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The planetary boundary layer (PBL) is the region closest to the surface of the Earth where 
surface friction, heat and mass exchanges are most relevant. The extent of the PBL can range 
from 0.5- to 4- km depending on the land-use that it is being measured from (shallower over 
water, deepest in the desert or complex terrain).  It is in this region where the atmosphere directly 
impacts almost all aspects of ecosystem and human life. Urban areas have grown in the last 200 
years, as populations have taken advantage of the vast energy and resource concentration that 
occurs in these locations (Burger et al., 2019). In 2001, 3 billion people lived in an urban center, 
and t wo fifths of the world’s major cities were in coastal regions (Tibbetts, 2002) talking 
advantage of the centralization of services and economic opportunities. 
However, coastal urbanization can produce impacts on sea-breeze patterns. In Tokyo, for 
example, Yamato et al. (2017) showed, based on surface observations, high-temperature areas are 
present in the suburbs downwind of the city which is attributed to the decrease in sea-breeze 
penetration. Therefore, the impact of coastal-urban environments can be felt in regions 
downwind of the city.  In contrast, in longer term climate studies, (Sequera et al., 2015) found 
that coastal areas in Southern California were cooling as function of an increase in the thermal 
gradient inland-sea. 
It is the focus of this dissertation to bring together modern observation techniques and state-
of-the-art modeling to better assess urban impacts on coastal environments with New York City 
as the focal geographical site. This introductory chapter outlines the impacts of urban heat 
islands (UHIs) and coastal sea-breeze fronts, which are two important processes of concern in 
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coastal-urban environments. New York City’s socioeconomic importance makes it an important 
test bed for examining the physical interactions that are also common in coastal cities. Herein, 
we present a review of studies investigating coastal-urban interactions. Finally, literature on 
modeling efforts, first for the PBL, and then for urban climate is covered. 
 
1.1 Urban heat islands and coastal sea breeze fronts 
 
World urbanization trends from 1950 to 2018 marked 2007 as the year when world 
population in cities surpassed those in rural regions (UN, 2019).  Further, as global urban 
populations increase, the adverse societal impacts of urbanization create threats to infrastructure 
and the inhabitants who are intended to benefit from it. Cities provide a centralized locus of 
resources for the people that live in them. As shown in the schematic in Figure 1, cities are not a 
closed system, but instead rely on fresh resources outside to fuel it and creates waste product. 
The waste product forms can modify the same resources that cities rely on. If this feedback loop 
is not carefully mitigated, the negative impacts of urbanization can lead to serious vulnerabilities. 
These interactions between the built and the natural environments are also increasingly modified, 
and often threatened, by severe weather (high temperatures, high wind speeds, extreme 
precipitation & flooding), air pollution levels, and changing large scale climate conditions  that 
may exacerbate the above. There has thus been increased attention to urban climates and 
especially to urban PBLs (Molina & Molina, 2004) to understand the impats of anthropogenic 
modifications on the atmosphere. 
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One of the primary changes caused by the buildings of large urban centers is the shift in land 
surfaces from natural to anthropogenic impervious surfaces. These changes are associated with 
heterogeneous roughness elements; decreased vegetative; increased urban heat, moisture, and 
pollutant emissions; all of which affect the radiative balance and energy demand within cities 
(Baklanov et al., 2018; Ongoma et al., 2013). These changes also create weather conditions and a 
variety of urban microclimates (Oke, 1982; Oke et al., 2017), such as those in coastal cities. 
Still, key knowledge gaps exist in our understanding of boundary-layer processes over 
coastal cities. The climatology of these coastal cities is simultaneously influenced by the addition 
of the sea-breeze, leading to an uncertain thermal environment. However, the lack of adequate 
observations at appropriate spatial and temporal scales inhibits our ability to produce accurate 
boundary-layer forecasts in coastal-urban environments. 
Over the last 30 years, many observational and numerical experiments have been conducted 
to study the urban boundary layer. Problems related to air pollution (Molina and Molina 2004) 
and the threat of terrorism (Batchvarova and Gryning 2006) have led to several dispersion 
studies in Europe and the U.S. The Joint Urban 2003 field campaign in Oklahoma City and the 
BUBBLE (Basel Urban Boundary-Layer Experiment) campaign in Switzerland are examples of 
large-scale, urban-dispersion campaigns capturing the urban–rural differences in boundary-layer 
structure (Rotach et al. 2005). The data from these studies have been helpful in improving the 
representation of urban-scale processes in numerical weather prediction (Salamanca and Martilli 
2010; Barlage et al., 2016; Liang et al., 2018) and air pollution models (Batchvarova and 
Gryning 2006; Franzese and Huq 2011). However, their applicability in coastal–urban 
environments is questionable. Few experiments have investigated coastal–urban interactions. 
Mestayer et al. (2005) have observed the variation of the boundary-layer height during sea-
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breeze events in Marseille during the ESCOMPTE campaign, noting that the sea breeze tends to 
weaken boundary-layer development (Lemonsu et al. 2006) despite the increasing insolation as 
the day progresses into the afternoon. Similar behaviour was also found by De Tomasi et al. 
(2011) in Lecce, Italy. These experiments listed do not represent an exhaustive list of urban 
boundary-layer studies, but instead to emphasize that very few observations exist on the thermal 
characteristics of the urban boundary layer (Barlow 2014). Further, as most experiments focus on 
the urban surface layer, investigation of the structure of the urban boundary layer by extending 
observations to the entrainment zone (typically 2–3 km above ground level) help fill in the 
knowledge gaps above the surface layer, since urban climate effects can be felt away from 
surface. 
The most investigated of the urban climate impacts are urban heat islands (UHIs), defined as 
the excess warmth of cities over their surrounding rural areas (Stewart & Oke, 2012). Strong 
UHIs produce convergent winds into the warm city centers, while during weak UHIs regional 
speeds are reduced over these centers (Bornstein & Johnson, 1977). 
Coastal cities experience sea breezes, which cool them (Camberlin & Planchon, 1997). Such 
breezes arise from the contrasting thermal responses of land and water surfaces, i.e., a near 
surface onshore atmospheric pressure gradient forms from the cool sea to the hot land, which 
initiates an onshore near surface sea breeze flow (Gibbs, 2000).  One of the least studied 
processes is the urban impacts on sea-breeze front movement, which alters urban temperature 
and wind patterns. These impacts can affect evolution of the planetary boundary layer (PBL), the 
portion of the atmosphere directly above the surface in which the vertical momentum and heat 
exchanges are important. 
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A variety of sea breeze types can arise, i.e., in the simplest case under otherwise calm 
circumstances, a closed sea breeze circulation cell develops at the coast, which the Bjerknes 
circulation theorem predicts will grow horizontally and vertically (Holton & Hakim, 2013). With 
a weak opposing offshore pressure gradient and regional flow, however, an inland moving sea 
breeze front (SBF) can develop in the near calm convergence zone between the two (Hsu, 1988). 
A convective internal boundary layer with a capping inversion thus forms within the landward 
moving marine air mass, as with a synoptic cold front (Zhong & Takle, 1992). With an onshore 
directed regional flow, however, the SBF is only a short-term pulse of marine air onto the 
existing onshore flow (Rao & Fuelberg, 2000). With the reduced inland heating of late afternoon, 
the opposing pressure gradient reverses, and the SBF retreats backwards to the coast as a land 
breeze front (Simpson et al., 1977).  
 
1.2 Coastal-urban PBL interactions 
 
Gaps in understanding coastal-urban PBLs stem from at least two different aspects. The 
first is that there is a limited number of urban PBL observations that exist (Barlow, 2014). This 
leads to a gap in understanding the nocturnal PBL, the daytime super-adiabatic PBL, and the 
spatial & temporal variability of meteorological variables in the PBL. The second is that 
knowledge of coastal-urban interactions is incomplete, such as the impact of sea-breeze fronts & 
urban-rural characteristics on UHI magnitude and urban PBL growth.  Thus, the selection of the 
NYC metro area as the study area is driven by its (1) high population density & coastline shape 
that lends to interesting physical processes to develop, (2) the large number of previous 
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experiments and existing surface & PBL monitoring networks, and (3) multiple weather and 
climate vulnerabilities present. 
In general, observational studies of the PBL in urban areas has focused on mostly 
summer case studies. Using helicopter profiles over St. Louis at night, Godowitch et al. (1985) 
found that the highest PBL heights occurred downwind of the city. Urban-induced upward 
velocities also enhanced urban PBL growth in the morning hours. Similar results were found in 
Cincinnati (Clarke & McElroy, 1970), as shown in Figure 2, where the urban plume over the 
rural area is higher than it was over the city. In a review of articles on 14 cities Roth (2007) 
found that the commonly used Monin-Obukhov similarity theory for the surface boundary-layer 
is insufficient because urban heterogeneity violated the homogeneous assumption. This was most 
evident from the increased drag- and wake- turbulent kinetic energy, and the reduced wind 
speeds over the city. In London, Barlow et al. (2015) used Doppler lidar, flux anemometers and 
microwave radiometers for an urban-rural comparison that found that the urban PBL heights was 
highly dependent on the vertical structure of the regional temperature (i.e. urban and surrounding 
areas) than solely the local urban sensible heat flux. Note that the focus on summer results has 
led to a wider gap to understanding the urban PBLs during the winter. 
The coastal-urban NYC PBL has been observed in different studies over the years in 
order to understand the impact of the UHI that frequently develops. The first sounding of the 
vertical structure of the urban temperature was from Bornstein (1968) where helicopter 
temperature profiles showed that the UHI could extend up to 300-m above ground level. Figure 3 
shows that temperature excess, the urban-rural temperature difference, is positive up to 300-m. A 
later investigation using case-study data from NYU (Bornstein & Thompson, 1981) found that 
the daytime vertical velocity motions were large and deep over the city, and the nighttime 
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vertical velocity motions were small and shallow due to weak nocturnal and elevated inversions. 
The impact of the city was also felt in the retardation of the SBF movement for nearly two hours. 
Using a microwave radiometer, Ramamurthy et al. (2017) showed that a stable layer above a 
surface super-adiabatic layer dominated the thermal profile during the day. Observing these 
processes provides an important benchmark for modelling, and therefore provide tools to better 
manage the impacts of urbanization. 
The impacts of the SBF have also been investigated in NYC because of the interesting 
interactions that occur between the Atlantic Ocean, Long Island Sound (LIS), right-angled 
coastline at the intersection of NYC and New Jersey (NJ), the open country, and urban areas. 
Frizzola & Fisher (1963) were first to document the daily life cycles of summer SBFs with 
differing regional wind directions and/or opposing flow speeds. Data showed hourly surface SBF 
inland positions after it came onshore on both the southern LI coast and north-south NJ coast 
south of the NYC. The NYC urban morphology, however, severely retarded its movement over 
Manhattan, so that a large distortion developed over the NYC. Climatological surface 
observations of Gedzelman et al. (2003) showed that daytime UHIs over NYC were reduced in 
frequency and delayed in formation during periods with SBFs. During a regional heat wave, a 
strong westerly surface wind suppressed the SBF, and thus NYC recorded its all-time high March 
temperature. The late developing SBF thus delayed UHI development and shifted its location 
westward. 
Novak & Colle (2006) studied the evolution of three concurrent SBFs across the NYC 
metro area during a single day. All three fronts were observed by 0900 EST, one each at the 
southern and northern LI coasts and one at the southern Connecticut (Conn.) coast. By 1300 
EST, the Conn. front had moved inland, while the remaining LI front had moved to its northern 
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shore. Two hours later, both fronts had merged and passed NYC. Aircraft data at 1500 EST 
showed a shallow marine boundary layer (MBL), but a 1730 EST sounding no longer showed an 
inversion.  The Frizzola & Fisher (1963) study discussed above also calculated SBF slopes at the 
southern NYC coast. Slopes were about 1:100, but its leading edge showed a steeper slope (> 
1:20). Anderson & Bornstein (1980) used the NYU/NYC surface winds discussed above, along 
with 3-D tetroon positions and helicopter temperature soundings, to evaluate SBF slopes and 
vertical velocities. Large and deep vertical velocities over the city existed with daytime 
convective conditions. Frontal slopes steepened over the city due to surface frictional retardation 
combined with no retardation aloft, with values as steep as 1:2 over NYC (Bornstein, 1987). 
 
1.3 PBL Modeling 
 
Modelling 1-D PBL structure began in the early 1970s, with the availability of the data 
sets like those from the Wangara experiment (Clarke, 1974; Clarke et al., 1971). The early 
models, which used K-theory diffusivities, were able to capture the general features of PBL 
diurnal variations but did not do as well during daytime super-adiabatic and nocturnal stable 
conditions. Such models became fully 3-D meso-scale weather models capable of resolving sea 
breeze and mount-valley flows in the mid-1970s, and one of the earlies examples of such a 
model was the sea breeze model of Pielke (1974). This model related the two simulated sea 
fronts along both north-south coasts to satellite images of convective clouds along the fronts, 
even though the model did not simulate the hydrological cycle. These models continued to 
improve in many areas, including the use of TKE closures instead of K-theory, and evolved into 
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full NWP models, including RAMS, COAMPS, and MM5, which evolved into the Advanced 
Research version of the Weather Research and Forecasting Model (WRF-ARW, Skamarock et al. 
2019).  
The PBL model schemes in WRF range from K-theory to fully 3-D TKE schemes 
(LeMone et al., 2013). The 1.5-order schemes prognostically solve for TKE as a second-order 
variable and became popular in the early 1990s (LeMone et al., 2019), e.g., the Eta model of 
Janjic (1990) incorporates Mellor and Yamada (1982) closures and were added to the Weather 
Research and Forecasting (WRF) model, the most commonly used NWP in US, as the MYJ 
scheme (Janjic 2001). French NWP models utilized the Bougeault & Lacarrere (1989) approach, 
which adopted a Deardoff (1972) local counter-gradient flux term. The Mellor-Yamada (1982) 
model was modified by Nakanishi & Niino, (2009) who included moisture contributions to the 
buoyancy term in the TKE equation. The 2000s also saw the inclusion of eddy-diffusion mass-
flux (EDMF) convective approaches, which add a 1-D plume model to simulate non-local 
thermals (Soares et al. 2004). The Nakanishi & Niino and mass-flux schemes were combined 
into the US National Oceanic and Atmospheric Administration (NOAA) High Resolution Rapid 
Refresh (HRRR) model (Olson et al., 2019).  
Urban PBLs were first simulated by the 2-D URBMET model (Bornstein, 1975), which 
investigated nighttime flows over NYC with specified surface UHI and roughness length, 𝑧0 
values. Results showed an UHI that extended to 300 m, decelerated surface winds, and PBL 
winds accelerated by the UHI. The subsequent 3-D TVM model of Bornstein et al. (1986) 
calculated UHI values from “bulk” urbanization scheme that involved solution of a surface 
energy balance equation and look up table values of its required surface parameters. While it was 
able to simulate the movement of a SBF over NYC, it could not reproduce the distortion seen by 
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Bornstein & Thompson (1981).  An updated version of the model by Bornstein et al. (1994) 
added “block buildings” that filled entire grid cells and was thus able to reproduce the SBF stall.   
 
1.4 Urban climate modeling 
 
Parameterizations of the impact of urban morphology have evolved from the simple variable 
re-assignment to more complex interaction using gridded datasets. The “lookup table” approach 
implemented in the Noah land-surface model provides a simple treatment of the urban surface 
parameters (Liu et al., 2006). Specifications of variables, for a given city, such as the roughness 
length, the specific heat, and albedo can provide reasonable estimates of UHIs. This method, 
however, was unable to reproduce the building drag effects on the PBL winds. 
The Single-Layer Urban Canopy Model (SLUCM) (Kusaka et al., 2000; Kusaka & Kimura, 
2004) went a step further by parameterizing the urban-canyon radiation energy balances, as 
summarized in Figure 4. This model better reproduced the UHI and the urban surface winds 
relative to the lookup approach. The drag effects, however, were still not captured well and the 
parameterization had the buildings communicate with a single-layer – the layer closest to the 
surface in the model domain— of the model domain. Given that buildings in mega- metropolises 
like NYC can reach hundreds of meters, modelling needed to address the interaction of buildings 
at multiple model levels. 
Therefore, multilayer urban canopy models helped address the problem of building-
atmosphere interactions at multiple vertical levels of a mesoscale model. The Building 
Environment Parameterization (BEP) (Martilli et al., 2002) and the Building Energy Model 
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(BEM) (Salamanca & Martilli, 2010) thus allowed “porous building” interactions within the PBL 
model levels. The BEP+BEM framework would parameterize the momentum and energy 
balances of buildings with the environment, respectively. This setup, however, was still prone to 
over-estimates of near-surface UHI and wind speeds. Figure 5 shows the breakdown of the 
atmosphere-building interactions for both the BEP and BEM. 
Further development by Gutierrez et al. (2015 a&b) added improvements to BEP+BEM 
through a variable drag coefficient, 𝐶𝑑, and a cooling tower model. The variable drag coefficient 
reduced the overestimation of the urban wind speeds. The cooling tower (CT) parameterization 
better divides the anthropogenic heat released from buildings into latent and sensible heat to help 
reduce the overestimation of the UHI. This final setup, (B+B)+ (BEP+BEM+Variable 𝐶𝑑 + CT) 
is what will be used in the modelling done for this study. 
Individual components of the (B+B)+ were tested over Beijing. In a study of bifurcating 
thunderstorms over the city, Dou et al. (2020) found that the use of BEP better reproduced the 
thunderstorm than without it, as shown in Figure 6. Tests of the cooling tower model (Yu et al., 
2019) showed that the parameterization reduced temperature overprediction on both dry and wet 
days. A similar test on the variable drag formulation showed that it reduced wind speed 
overestimation by 40% in the summer, and 36% in the winter (Yu et al., 2020). However, a full 
model evaluation of the (B+B)+ configuration is still needed, in addition to a test of its 









Figure 2: Vertical temperature cross-section (°F) over Cincinnati area on 23 May 1967 (from 









Figure 4: Urban-canyon radiation balance schematic (Dupont & Mestayer, 2006). The imper-
vious surface variables are, 𝐻𝑠𝑒𝑛𝑠 𝑝𝑎𝑣, the sensible heat released, 𝐿𝐸𝑝𝑎𝑣, the latent heat re-
leased, 𝑅𝑛 𝑝𝑎𝑣, the net radiation flux, 𝑇𝑠, the surface temperature, and 𝐺𝑠, the heat storage. The 
building parameters are the temperature of the roof, 𝑇𝑠 𝑟𝑜𝑜𝑓, the heat conduction through the 





Figure 5: Schematic for the interactions in multilevel urban parameterizations. The momentum 
effects are captured by (a) Building Environment Parameterization (BEP) model, and the 
building-atmosphere energy balance is done by the (b) Building Energy Model (BEM) (from 





Figure 6: Model results that attempt to reproduce observed storm bifurcation over Beijing. (a) 




2 Science Questions 
 
Whereas previous observational and/or modeling studies on urban impacts on PBL structure 
and regional sea-breeze frontal systems were either climatological or case-study analyses, this 
work aims to utilize both methods. As gaps exist in our knowledge of the observed and modeled 
coastal-urban PBLs, the following science questions are proposed: 
◼ What is the observed climatological thermal structures of dense coastal-urban areas 
during summer- and winter-daytime & -nighttime PBLs?  
◼ Can we better model observed 3-D diurnal variabilities over dense coastal-urban areas 
during combined regional extreme heat and (non-precipitating) sea breeze events? 
◼ What are the implications to forecasting over dense coastal-urban areas from use of 
advanced PBL schemes at high-resolution in combination with advanced urban 
parameterizations? 
The NYC metropolitan area is chosen as the test bed to answer these science questions. 
The following chapters will discuss methods and analysis geared towards answering these 
questions. Chapter 3 will cover the methods and instrumentation used to analyze the data found 
in the results of chapters 4 and 5. Chapter 4 details a climatological PBL study using data from a 
microwave radiometer at CCNY, in addition to its comparison to Aircraft Meteorological Data 
Relay (AMDAR) profile data to observe the spatial variability of the PBL. Chapter 5 focuses on 
a case-study during a combined extreme heat and sea-breeze front event. Conclusions and 
proposed future work are summarized in Chapter 6. Portions of this work have been published in 




Here we present the set of methods used to help answer the science questions posed in 
Chapter 2. In Sections 3.1-3.5 we present the observing systems used, and Sections 3.6-3.7 
discuses the WRF configurations. The microwave radiometer (Section 1) and the Aircraft 
Meteorological Data Relay (AMDAR) data (Section 3.2) are used in the climatological study. 
The microwave radiometer (again), networks of MADIS surface stations (Section 3.3), the wind 
LiDAR (henceforth written as “lidar”) (Section 3.4), and radiosonde launches over the Flax Pond 
(FP) site (Section 3.5) are used in the case-study analysis.  
The discussion of the WRF configuration used in the case-study is split into two sections. 
The standard WRF configurations such as; domain geometry, input data, and physics options are 
discussed in Section 3.6. The performance tests of the case-study center on the performance of 
the three WRF PBL schemes whose TKE formulations are discussed in Section 3.7.  
 
3.1 Microwave Radiometer 
 
A Radiometrics profiling radiometer, model MP-3000A (Radiometrics, Boulder, Colorado, 
US), is located on the roof of the engineering building at the City College of New York (CCNY) 
(40.821519° N, 73.948184° W; 65 m above sea level), and is part of the New York City 
Meteorological Network (NYCMetNet) (National Research Council 2012, 54). The microwave 
radiometer is a passive instrument that records vertical profiles of temperature, relative humidity, 
water vapour and liquid water density. Profiles are produced from brightness temperatures 
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measured in several bands centred at different frequencies, with temperature from the 60-GHz-
centred feature, water vapour from the 22-GHz feature, and liquid-water profiles from a 
combination of scans in the 22- to 30-GHz and 51- to 59-GHz bands. The brightness 
temperatures are then converted to vertical profiles of the above-mentioned variables using a 
neural-network algorithm based on radiosonde-derived observations. The neural-network output 
contains 58 levels with varying vertical spacing: 0 to 500 m in 50-m steps, 600 to 2000 m in 100-
m steps, and 2,250 m to 10,000 m in 250-m steps.  
For the climatological study, the potential temperature is calculated using  
 𝜃 = 𝑇(𝑝0 𝑝⁄ )
0.286 
(1) 
where T is the temperature measured by the microwave radiometer in Kelvin, p0 is the reference 
pressure of 1013 hPa, and p is the pressure derived from the heights of a standard atmosphere 
(Wallace and Hobbs 2006). The pressure information is then used to estimate the mixing ratios at 
each level using (Stull 1988) 

















where esat is the saturation water-vapour pressure in kPa, rsat is the saturation water-vapour mixing 
ratio, rv is the water-vapour mixing ratio that is used as the absolute measure of moisture for the 
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atmosphere, and is calculated from the relative humidity, RH, as measured by the microwave 
radiometer. 
Microwave radiometers have the advantage of being robust instruments (Xu et al. 2015), 
with a recent, extensive study judging them to be very good at estimating temperature profiles, 
particularly in the lower boundary layer (Lundquist et al. 2017). While microwave-radiometer 
observations have been used to determine the mixed-layer height (Cimini et al. 2013), the 
vertical extent of the urban heat island (Khaikine et al. 2006), and for estimating stability 
conditions for wind-energy applications (Friedrich et al. 2012), our main objectives here are to 
analyze the spatial variability in the thermal structure of the boundary layer over the highly dense 
area of New York City, and to quantify the diurnal and seasonal variability of the urban thermal 
and moisture profiles. 
For the case-study analysis, the temperature and potential temperature profile data is used 
exclusively. The profiles are averaged vertically and in time in order to smooth the data for 
comparison against WRF profiles. The time averaging used is a 10-min average with the time 
assigned to the midpoint of the average time (e.g., average 0100 to 0110 is timestamped with 
0105). The vertical averaging used for the profiles is a 3-pt average. This vertical averaging 
eliminates the first and last level so that the overall vertical extent is from 115-9850-m, although 





For the climatological study, the microwave-radiometer profiles are compared with the 
American Meteorological Data Reports (AMDAR), which have been aggregated from several 
airlines to form records of varying temporal and spatial (i.e. vertical) resolution. The root-mean-
square error was reported to be around 0.72 K for the 900–800-hPa levels in the boundary layer 
(Benjamin et al. 1999). The boundary-layer profiles are from the John F. Kennedy International 
Airport (JFK; 40.6413° N, 73.7781° W) located on the Atlantic Coast, LaGuardia Airport (LGA; 
40.7769° N, 73.8740° W) located 23 km west of the Atlantic Coast, and Newark Liberty 
International Airport (EWR; 40.6895° N, 74.1745° W). Figure 7 shows a map of the region being 
analyzed. It is important to point out that the AMDAR altitude values are derived from a pressure 
altitude based on a standard atmosphere. To calculate the true height of the measurement, the 
method outlined in Rahn and Mitchell (2016) is employed using publicly available observations 
from the Automatic Surface Observing Systems (ASOS) network for the surface conditions at 
each site.  
According to Stewart and Oke (2012), the airport locations (LGA, JFK, and EWR sites) can 
be categorized as a Local Climate Zone 8, and the CCNY site as a Local Climate Zone 1, which 
is mostly high-rise residential buildings with an average height of 25–65 m. Additional 
information on the land-use categories for New York City can be found in Gutiérrez et al. 
(2015b), where high-resolution, land-cover information was used for mapping the urban 
morphology (e.g., the building height and land-use category according to Fry et al. 2011). The 
land-use characteristics around each airport are as follows: around the JFK site are low-rise 
residential units, around the LGA site are high-rise residential and commercial units, and the 
EWR site is surrounded by a commercial district, with average building heights adjacent to each 
airport of 8.5–10 m, 15–25 m, and 8–10 m, respectively. 
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The spatial variability of the urban boundary layer is investigated for selected dates during 
the month of July 2016 using observations from the microwave radiometer and AMDAR records. 
As the timestamps for the microwave radiometer and AMDAR records are not concurrent, these 
data were matched within ±14 min and 59 s (to avoid duplicate records) between 0000 LST 
(local standard time) on 1 July 2016 to 2330 LST on 31 July 2016, in 30-min intervals. This 
process resulted in approximately 300 dates in which the microwave radiometer and AMDAR 
records occurred within a 30-min window. The dates were further narrowed to select cloudless 
days over all four locations, which resulted in the selection of different dates for each time-of-
day, since no data were available spanning an entire day from all four sites. The timestamps (like 
those in Figure 13) do not correspond to the exact time of the observation but represent the 
closest matched time. The dates chosen are during the extreme-heat episodes investigated in 
more detail in Ramamurthy et al. (2017a). Additionally, the potential temperature gradient at 
each location was calculated by performing a linear regression on the potential temperature data 
available in each layer. The slope of the linear regression equation was then recorded as the 
potential temperature gradient, 𝑑𝜃/𝑑𝑧. Wind-speed profiles are available only for the AMDAR 
locations since no wind-speed data are available at the CCNY location. 
For the climatological/averaged profile analysis, only data from the microwave radiometer 
was used. Clear-sky observations from June to August 2015 were used to compute summer 
averages, with clear-sky observations from December 2014 to February 2015 used to calculate 
winter averages. The data were separated into bins for different time periods, and then again for 
every microwave-radiometer measurement height; the daytime and night-time hours for each 
season correspond to 1000–1600 LST (1400–2000 UTC) and 2200–0400 LST (0200–0800 
UTC), respectively. 
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3.3 MADIS Surface Stations 
 
Times-series of 2-m temperature and 10-m wind speed were obtained from a total of 554 
and 364 stations for the 3-km and 1-km domains, respectively (Figure 8). from 11 networks 
(Table 1). The data was downloaded from the City College of New York (CCNY) NOAA-Center 
for Earth System Sciences and Remote Sensing Technologies (NOAA-CESSRST) NYCMetNet 
provided by Optical Remote Sensing Lab 
(https://datadb.noaacrest.org/public/ORSL/Archived_MADIS/). Of these, 119 sites (Figure 8b) 
from eight of the networks are somewhat or entirely within the NYC inner sub-domain (Table 1). 
As data were collected at slightly different time, values within ± 5 min of the hour were averaged 
and assigned to the hour, therefore resulting in 10-min averaged data at every hourly timestamp. 
Given that WRF wind speeds are known to not perform well, and winds measured at ≤ 2 kt (1.03 
m/s) are recorded in the data as calm (ASOS User’s Guide, 1998), a critical wind speed of 1.5 
m/s was used.  
Two analysis domains were used to investigate WRF’s ability to reproduce the surface 
and boundary-layer conditions during the heat wave and the SBF over the NYC metro area. The 
outer domain (Figure 8a) encompasses NYC and its surrounding areas, while the inner is a 
zoomed-in NYC only sub-domain (Figure 8b). The 30-arc-second (1 km) terrain dataset from the 
U.S. Geological Survey (USGS) Global Multi-resolution Terrain Elevation Data 2010 resolves 
key features in the study area (https://www.usgs.gov/centers/eros/science/). The highest peak, at 
424 m mean sea level (MSL) is in northwest corner of the outer domain, with only its 
surrounding area showing elevations > 200 m. Within the smaller domain, the most significant 
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terrain (> 50 m) close to the city is the NJ elevations located across Hudson River from MT. 
The quality assurance/quality control (QA/QC) procedures for these data were documented 
by the NWS Techniques Specification Package 88-21-R2 at NWS archive 
(https://www.wpc.ncep.noaa.gov/archives/). The procedure includes three static and dynamic 
checks: level 1 for validity; level 2 for internal, temporal, and statistical consistencies; and level 
3 for spatial consistency. Only data having passed all three checks were used in this study, while 
the UrbaNet data were QA/QC-ed in-house following above procedure. 
Surface station siting (different than the spatial consistency step above) is also important 
when it comes to assessing model performance. Model 2-m temperature and 10-m winds are 
meant to be used for comparing against surface weather stations, however siting issues for the 
station can still influence the observational data and therefore create some implications for model 
assessment. Although this study does not investigate the individual siting of these stations, 
awareness of the WMO (WMO, 2008) comments regarding these stations is important. In 
summary, for each parameter being measured a separate check for representativeness is needed. 
For temperature, unnatural surfaces and shading can add 2 °C uncertainty from the siting alone. 
For surface winds, uncertainty from siting can be as high as 30% and still be potentially 
corrected, when masts are at least 10 times the height of surrounding obstacle distance and 
sensors are at a minimum distance of 15 times the width of thin obstacles. These issues in mind, 
this study proposes that a careful assessment of model performance needs to include information 
about the vertical profile as well. Using remote sensing, temporal resolution of current vertical 
profiling operational radiosondes can be increased from the current 12 hours between launches. 
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Two statistical metrics were used for tracking WRF temperature and wind performance. The 
root-mean-squared-error (RMSE) will track the total error, given by 





where 𝑛 is the total number of model, 𝑚𝑖, -observation, 𝑜𝑖, pairs and the Bias will be used to 
track the systematic error and is given by 





A linear interpolation scheme was used on both the temperature and wind speed RMSE and 
Bias data using the SciPy library (Virtanen et al., 2020). Analysis tools used were the Geopandas 
(Jordahl et al., 2020) package for mapping spatially joining datasets, Pandas (McKinney, 2010) 
for data processing and analysis, and Matplotlib (Hunter, 2007) and Folium (Python-
Visualization, 2020) for visualizations.  
 
3.4  LiDAR: Wind & Ceilometer 
 
The Leosphere 200s wind lidar measured wind profiles for the same period at CCNY. The 
Velocity Azimuth Display (Browning and Wexler, 1968) scan strategy was used for this event. As 
will be shown later, the visualization of the wind field shows a low-level wind maximum that 
was key in assessing the performance of the different model configurations. The same instrument 
was used to visualize a similar phenomenon and its relation to cloud formation (Su et al., 2016). 
The wind lidar output used in the case-study is the u (zonal), v (meriodional), w (vertical) 
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reconstruction data profiles. There are a total of 33 levels in 50-m steps that spans 115-3040-m, 
although most of the data is below 1500-m for this period. In terms of smoothing, only a time 
average was done on the data. Due to the scan strategy of the instrument, there are gaps in the 
data, therefore a simple time averaging is inadequate. As seen in Figure 9, the instrument scans 
data for small period and then there is a gap before the next sampling phase. For this analysis, 
each of the scanning periods are averaged and those averages are used in the analyses, as 
represented by the blue barbs. 
The Vaisala CL51 ceilometer is an instrument that sends light pulses vertically to measure 
cloud height and vertical visibility. The principle behind the identification of the 𝑧𝑖 is that 
backscatter signal is strongest in the boundary-layer, and it is much weaker in the free 
atmosphere above it (Emeis, 2011; Emeis et al., 2004). Using a gradient-based method (Emeis, 
2011) the instrument searches the gradient of the backscatter signal and can identify the layer up 
to three gradients, where the lowest one is considered 𝑧𝑖.  
 
3.5 Radiosonde: Flax Pond 
 
Eighteen balloon sondes that recorded vertical profiles of ozone, temperature, potential 
temperature, wind speed, and relative humidity were launched from the Flax Pond (FP) Marine 
Laboratory, located on the rural north shore of Long Island (LI) at 4.4 m AGL (Figure 8a). The 
launches were part of the Northeast States for Coordinated Air Use Management (NESCAUM) 
LI Sound Tropospheric Ozone Study (LISTOS). The modified Vaisala Radiosondes gave data at 
a 1 Hz interval, with a troposphere uncertainty of 5-10%. Its maximum altitude was 31 km, with 
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an ascent rate of about 5 m/s. Instrumentation also included an Ensci Electrochemical Cell 
(ECC) ozonesonde. Launches were at 0500 and 1300 EST on 1 July, and at 0100, 1200, and 1500 
EST on 2 July.  The data can be found at the LISTOS website: https://www-
air.larc.nasa.gov/missions/listos/index.html). 
First three level values in each sounding were not considered in the current analysis as 
they were: (a) listed as the zero second values at a height of 4.4 m, while those at 1 s were listed 
at 5.5 m (reasonable as the average sonde rate of rise was given as 5 m/s) and (b) inconsistent 
with the levels above in the same launch and with those at the nearest surface observation site. 
No additional smoothing was done on the data. 
Special consideration is needed when comparing the FP data against WRF outputs. Figure 
11 shows the WRF grid boxes, from the 3-km domain. The nighttime results are compared 
against WRF data over the water (GP-i), and daytime results are compared over land (GP-ii). The 
marine influence at the coast is strong and requires careful consideration of points for 
comparison than an inland point would need.  
 
3.6 WRF: Model Configuration 
 
The Weather Research and Forecasting (WRF) model version 4.1 (Skamarock et al., 2019) 
was used to run simulations for the dates during a heat event that occurred over New York City 
which peaked during June 30-July 2, 2018. Each individual day was simulated with runs starting 
at 18 UTC of the day before and running until 0 UTC of the next day for a total of 30 forecast 
hours (using 6 forecast hours of spin-up time). A total of 51 vertical levels are used, with 30 of 
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them below 2 km. 
This study focused on the differences due to different boundary-layer schemes coupled with 
multi-layer urban physics, so the other physics schemes will remain the same for all simulations. 
The microphysics were activated for the third domain and used the WRF Single Moment 6-Class 
scheme (Hong and Lim, 2006). The Dudhia scheme (Dudhia, 1989) and the Rapid Radiative 
Transfer Model (RRTM) (Mlawer et al., 1997) were used for the short-wave and long-wave 
radiation schemes, respectively. The surface layer scheme used is the Eta Similarity scheme 
(Janjic, 2001; Janjić, 1994; Monin and Obukhov, 1954). It should be noted that there is a specific 
MYNN surface layer scheme that can be coupled to the MYNN PBL scheme, but we have 
chosen to keep the surface layer scheme the same across all the experiments in order to examine 
the differences in simulation just due to the boundary-layer parameterizations. The land surface 
physics are parameterized with the unified Noah land surface model (Tewari et al., 2004). The 
Kain-Fritsch (Kain, 2004) cumulus physics was activated in the two coarse domains. The 
boundary-layer schemes used for the experiment were the Mello-Yamada-Janjic (MYJ) scheme 
(Janjić, 1994), the Bougeault-Lacarrere (BouLac) scheme (Bougeault and Lacarrere, 1989; 
Therry and Lacarrère, 1983) and the Mellor-Yamada-Nakanishi-Niino (MYNN) scheme.   
The performance of any numerical model is highly sensitive to the input land surface 
information, and this is especially true for the complex urban physics parameterizations. In this 
investigation, publicly available data of primary land-use tax-lot output (PLUTO) was used to re-
define several variables from the default data according to the methods in (Gutiérrez et al. 
2015b). Without this source the model relies solely on the National Urban Database and Access 
Portal Tool (NUDAPT) (Ching et al. 2009) that provides urban canopy parameters for 44 U.S. 
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cities in the United States (more information on the urban canopy parameters can be found at 
Glotfelty et al., (2013). These datasets then provide the input needed for the multi-layer urban 
physics parameterization to run.  The Building Environment Parameterization (Martilli et al., 
2002a) coupled to a building energy model (Salamanca and Martilli, 2010) parameterize the 
effects of the built environment on the momentum and energy fields. One of the most useful 
aspects of the BEP+BEM setup is the ability to perform building energy forecast at the city scale 
(Ortiz et al., 2018; Pokhrel et al., 2019). 
The different land-use land classes used are shown in Figure 10. The land-use land classes 
are derived from the MODIS 20-land class but are aggregated to larger groups to aid in the 
analysis. The MADIS surface station sites are appended with land-use information from these 
grid boxes and the total number of stations for every land-class is given in Table 2. In the 3-km 
domain, the Forest land-use dominates whereas the Low-Intensity Residential dominates in the 
1-km domain. 
The additional use of a cooling tower (CT) model and a variable drag coefficient, both 
developed by Gutiérrez et al. (2015a&b) for WRF is an important addition to the BEP+BEM 
framework. The CT model is used to better partition the anthropogenic heat released from 
buildings into sensible and latent heat in the Commercial/Industrial land-use classes. A test of the 
CT model over Beijing (Yu et al., 2019) showed that the CT parameterization helped reduce 
temperature overprediction on both dry and wet days in the city. The variable drag coefficient 
formulation comes from a CFD analysis of various building packing densities as outlined in 
Santiago & Martilli (2010), and defined as  
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 𝐶𝑑(𝜆) =  {
3.32𝜆0.47  𝑓𝑜𝑟 𝜆 ≤ 0.29
1.85           𝑓𝑜𝑟 𝜆 > 0.29
 , 
(7) 
where 𝜆 is the building packing density, which is derived from PLUTO. An evaluation study over 
Beijing (Yu et al., 2020) found that 𝐶𝑑 reduced wind speed overprediction by 40% in the summer 
and 36% in the winter. 
 
3.7 WRF: PBL TKE Equations 
 
The most important parameterization in a mesoscale NWP model is its PBL turbulence 
scheme as such schemes reproduce the boundary layer processes that dominate atmospheric 
structures near the surface.  This work compares three TKE-based PBL schemes: Mellor-
Yamada-Janjic (MYJ), Bougeault-Lacarrere (BouLac), and Mellor–Yamada–Nakanishi–Niino 
eddy diffusivity mass-flux (MYNN-EDMF). 
Assuming no advection (an option for MYNN) and only vertical diffusion, the resulting 1-D 










] + 𝑃𝑠 + 𝑃𝐵 + 𝐷, (8) 
where the terms on the RHS are the transport, shear production 𝑃𝑠, buoyancy production (in 
unstable conditions) or destruction (in stable conditions) 𝑃𝑏, and molecular dissipation D, 
respectively. This is commonly referred to a level 2.5 TKE equation (the levels were defined in 
Mellor & Yamada (1982), which are 1.5-order TKE equations.  
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where 𝐾𝜙 = 𝑙𝜙𝑞𝑆𝜙, 𝜙 is momentum, heat, or 𝑞
2 2⁄ , and the mixing lengths 𝑙 and stability 
functions 𝑆 are different in each model, as are the 𝑃𝑆, 𝑃𝐵, and 𝐷 terms (as described below). 
Differences in the shear term 𝑃𝑆 in each model arises only via their 𝐾𝑀 formulations (whose 𝑙𝜙 
and 𝑆𝜙 are discussed below), while the differences in their dissipation term 𝐷 stems only from 
differences in their closure constants whose values are given in the appendix. 
The three components of the PB term [in outer bracket of Eq. (9)] are, sequentially, the: 
(i) down-gradient flux as functions of Θl and 𝑄𝑤, (ii) counter-gradient buoyancy-flux correction 
functions for heat ΓH and water vapor Γ𝑞, and (iii) convective mass-flux parameterization. 
In MYNN-EDMF, the counter-gradient terms ΓH and Γ𝑞 are only used in level-3 
turbulence closures, when the convective mass-flux parameterization is deactivated. In the 
current study, MYNN-EDMF is configured to run at level 2.5. The convective mass-flux 
parameterization is thus activated and the counter-gradient terms ΓH and Γ𝑞 deactivated. The two 
vertical gradients together in 𝑃𝐵 effectively equate to use of the gradient of 𝜃𝑣. The current 
formulation of nonlocal transport of TKE allows estimates of sub-grid scale cloud-area by a 
MYNN-EDMF probability distribution function (PDF). The parameterization of nonlocal 
transport of TKE depends on the product of the mass-flux (M) and the difference between the 
TKE within ascending plumes (𝑞2 2⁄ )𝑢 and in the environment (𝑞
2 2⁄ )𝑒. The mass-flux (M) 
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depends on the fractional horizontal upward-plume area times the vertical velocity of the plume. 
Activation requires a positive surface buoyancy flux and a super-adiabatic profile in the lowest 
50 m of the model. The combined eddy-diffusion and mass-flux components are solved 
simultaneously using methods Siebesma et al. (2007), and further details can be found in Olson 
et al. (2019).  
The BouLac PB formulation only includes the term with the down-gradient flux of 𝜃 (not 
even in terms of Θ𝑙), 
 𝑃𝐵 = 𝛽𝐾𝐻  (
𝜕𝜃
𝜕𝑧
− Γ𝐻) , (10) 
but which, however, does include the counter-gradient buoyancy-flux correction for heat ΓH, 
absent in MYNN-EDMF. These simplifications mean that the scheme cannot capture the 
buoyancy effects of water vapor but can capture nonlocal convection in a manner less complex 
than in MYNN-EDMF. The counter gradient heat flux correction Γ𝐻 is (Højstrup, 1982; Troen & 
Mahrt, 1986) 






where 𝐻0 is the surface heat flux, 𝑧𝑖 is PBL height, and  𝑤𝑠 the vertical velocity scale.  
MYJ further simplifies PB by elimination of ΓH, i.e.,  𝑃𝐵 = 𝑔𝛽𝐻𝐾𝐻 , where 𝛽𝐻 =1/273. 
In MYNN the stability functions 𝑆𝑀 and 𝑆𝐻 are a complex set of equations as functions of 
Ri, 𝑞2/2, 𝑙𝑞, and many closure constants, and 𝑆𝑞 = 3𝑆𝑀. In MYJ the stability functions 𝑆𝑀 and 
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𝑆𝐻 are calculated from a linked system of iterative steady-state equations and where 𝑆𝑞 is an 
empirical constant equal to 0.2. The BouLac stability functions are only empirical constants: 
𝑆𝑀 = 𝑆𝐻 = 0.4 and 𝑆𝑞 = 1.0 or 5 times the MYJ value. 
For MYNN the mesoscale length 𝑙𝑀𝐸 is calculated from the minimum of the combination 
of the integral (non-local) turbulent PBL 𝑙𝑡 and surface layer 𝑙𝑠 scales versus the   
convective/buoyancy 𝑙𝐵 length scale, i.e., 







,  𝑙𝐵] , 
(12) 
where the summation term is from Blackadar (1962). The turbulent length scale 𝑙𝑡, the last 
component of 𝑙𝑀𝐸, is given by an integral of the TKE in the PBL, while the buoyancy length 
scale 𝑙𝐵 depends on stability via the Brunt-Vaisala frequency. The final component, the SBL 
length scale 𝑙𝑠 is given by a modification of the commonly used 𝑙𝑠 = 𝑘𝑧, which has limited 
validity across all stability regimes.  
The BouLac mixing lengths for dissipation 𝑙𝜀 and eddy length scales 𝑙𝑘 is related to the 
distance the can be traveled by a parcel starting at a level 𝑧, having an initial kinetic energy equal 
to the mean TKE either upwards 𝑙𝑢𝑝 or downwards 𝑙𝑑𝑜𝑤𝑛 before it is stopped by buoyancy. The 
𝑙𝑢𝑝 and 𝑙𝑑𝑜𝑤𝑛 values are thus found from an integral equation of 𝜃(𝑧). And then the final length 
scale 𝑙𝑀𝐴 is given by 𝑙𝑀𝐴 = 𝑀𝐼𝑁(𝑙𝑢𝑝, 𝑙𝑑𝑜𝑤𝑛).  
The MYJ mixing length scales are derived from the assumption that turbulence is 3-D and 
isotropic (same in all directions), and convection creates anisotropic turbulence (stronger in the 
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vertical). After much algebraic manipulation, 𝑙𝑀𝐴 is given by a complex prognostic equation 
[details in Janjic (2001)] solved by an iterative solution technique based on a linearized (with 
respect to 𝑙/𝑞) equation. Note 𝑙/𝑞 has units of time and is called “return to isotropy” (as 
atmosphere will tend to be isotropic).  
The daytime PBL height 𝑧𝑖 from each of three models is also explored. Both BouLac and 
MYNN determine 𝑧𝑖 by using the parcel method, a schematic of which can be seen in Figure 12. 
In the parcel method, the 𝑧𝑖 is defined as the distance adiabatically traveled by a parcel near the 
surface up to a height in the profile that has the same buoyancy conditions as to when it started. 
MYJ 𝑧𝑖 depends on critical value of the TKE.  
The MYNN 𝑧𝑖 is defined as  
 𝜃𝑣(𝑧𝑖) = 𝜃𝑣,𝑚𝑖𝑛 + 1.5𝐾 
(13) 
where 𝜃𝑣,𝑚𝑖𝑛 is the minimum value of the 𝜃𝑣(𝑧) profile, and 𝑧𝑖 is the first level where 𝜃𝑣 is 1.5 K 
warmer than 𝜃𝑣.𝑚𝑖𝑛 (located at surface boundary-layer top)..  
The BouLac 𝑧𝑖 is defined as  
 𝜃𝑣(𝑧𝑖) = 𝜃𝑣(𝑧1) + 0.5 𝐾 
(14) 
where 𝜃𝑣(𝑧1) is the 𝜃𝑣 at the first model level, 𝑧1, therefore 𝑧𝑖 is the first level where 𝜃𝑣 is equal 
to the 𝜃𝑣 that is 0.5 K warmer than the 𝜃𝑣 at the first level. 
The MYJ 𝑧𝑖 is defined as  
 𝑞 (𝑧𝑖) = 0.1 𝑚𝑠
−1, 
(15) 
where 𝑞 is the square root of the TKE. 
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Note that each of the three methods use an arbitrary constant in their formulations. Also, 
based on the 𝑃𝐵 and 𝑧𝑖 formulations, BouLac is expected to be the least effective in distributing 
excess surface heat and therefore have the strongest super-adiabatic layer and the deepest 𝑧𝑖 
because it doesn’t search for a 𝜃𝑣 minimum. MYNN should be the most effective in distributing 
excess surface heat via its nonlocal term and therefore have the weakest super-adiabatic layer 
and a shallower 𝑧𝑖. MYJ is hard to compare to the other two given it is based of a critical TKE 
value. 
In urban areas, the urban and PBL parameterizations work together to mix the additional 
anthropogenic heat released from buildings. Anthropogenic heat that is not effectively mixed 
throughout the atmosphere may show larger-than-observed near surface temperature values, 
which will also affect 𝑧𝑖. Multilayer schemes have been shown to be effective in accounting for 
the anthropogenic heat (Salamanca et al., 2011), and therefore a better representation of the 







Figure 7: Map of the analysis region for the comparison of AMDAR and MWR data. The dif-





Figure 8: Analysis domains for the (a) 3-km and (b) 1-km domain for the 30 June to 2 July 
2018 case study. The topography is shown in green dashed lines, MADIS surface sites are the 
grey dots, the MADIS stations that are classified as water by WRF in blue (not used in analy-
sis). The CCNY (yellow diamond in [b]) and Flax Pond (green diamond in [a]) PBL sites are 






Networks Inner Total 
*AWS (Automatic Weather Station Tower, Earth Networks) 30 100 
*NJWxNet (New Jersey Weather and Climate Network) 5 19 
*NYSM (NYS Mesonet) 6 8 
*WxFlow (WeatherFlow, Inc.) 5 17 
*UrbaNet (EarthNetworks, Inc) 20 20 
APRSWXNET (Citizen Weather Observers Program) 51 182 
HADS (Hydrometeorological Automated Data System) 0 2 
NONFedAWOS (Non-Federal AWOS) 0 6 
NOS-NWLON (Nat. Ocean Service Water Level Obs. Network) 0 2 
NOS-PORTS (NOS Physical Oceanographic Real-Time System) 1 2 
RAWS (Remote Automated Weather Stations) 1 6 
Total meteorological stations 119 364 
#AQS (Air Quality System, EPA) 10 25 
 
Table 1: Total Number of Temperature and Wind Sites in Entire Study Area, Plus Only those 






Figure 9: Wind LiDAR interval averaging diagram. The averaged data is represented by blue 
barbs and is used in the analysis of this study. The reconstruction output data of the wind lidar, 





Figure 10: Land-use classes for the (a) 3-km and (b) 1-km domains. The white box is the 1-km 
nest over the 3-km domain. The land-uses shown are the aggregates of the original MODIS 20 





Table 2: Table of land-class distribution and the total number of MADIS surface stations 
within each land classification. The red values in the Forest and Low Intensity Residential 
rows indicate the land classes with the largest number of stations in their respective domains. 




Figure 11: WRF grid boxes over the FP launch site in red. (i) and (ii) are the two grid boxes 





Figure 12: Parcel method schematic. Here a parcel is heated to the point where it travels up-
wards adiabatically until it reaches the same buoyancy conditions. The 𝜃𝑣,𝑚𝑖𝑛 and 𝜃𝑣(𝑧1) are 




4 Results-I: Coastal-Urban PBL Thermal Climatology 
 
Here, we investigate the climatology temperature and mixing ratios over NYC using the 
CCNY microwave radiometer. First. we will discuss the spatial variability within the city by 
comparing the MWR to AMDAR profiles. Second, we examine the average profile of the 
temperature and mixing ratio boundary-layers for the summer-day, summer-night, winter-day, 
and winter-night. The chapter will end with a discussion of the climatological results. The 
methods outlined in Chapter 3 for the MWR and AMDAR are used for the results in this chapter. 
  
4.1 Spatial Variability 
 
Figure 13 shows the spatial variability of the boundary layer over New York City by 
comparing the thermal (microwave radiometer and AMDAR) and wind-speed (AMDAR only) 
profiles, including the ground track of the flights used. As mentioned earlier, the altitudes were 
corrected to enable the direct comparison: AMDAR records were corrected with data obtained 
from surface stations and the hypsometric equation, while microwave-radiometer data were 
adjusted to account for the height of the instrument above sea level. Figure 13a compares the 
microwave-radiometer observations with AMDAR profiles, while Figure 13b, c shows the wind-
speed and wind-direction profiles, respectively, from the AMDAR locations only. Each column 
of Figure 13 shows a typical transition of the boundary layer over the coastal–urban environment 
in New York City and highlights the spatial variability within such a densely populated coastal–
urban environment. Each location has a different footprint that affects the development of the 
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boundary-layer profiles. The profiles at the JFK site (coastal site, Figure 13a) are usually 
influenced by onshore flow advecting cooler (with the exception of Figure 13a – 0530 LST 
showing the flow coming from the east), saturated air masses over the city during the warm 
season (Gedzelman et al. 2003; Bailey and Freedman 2008). The EWR site is located inland, 
with potential-temperature profiles resembling those over homogeneous terrain, especially 
during the convective period around 1430 LST as shown in Figure 13a. Potential temperature 
gradients for these profiles were calculated for the levels 0–300 m to contrast the stability at each 
location.  
In the early morning hours before sunrise, the atmosphere is stable over all airport locations, 
and weakly stable over the CCNY site. The wind direction during this period is from the north 
(from land), and wind speeds less than 5 m s-1 are visible in the near-surface region. The 
potential temperature gradient values below the 300-m level show very stable to weakly-stable 
layers for each location. The EWR and LGA locations are upstream of the change in surface 
roughness and, thus, show a more stable layer with values of 11.5 K km-1 and 11.4 K km-1, 
respectively for the gradient. Downstream, less stable layers can be seen at the CCNY and JFK 
locations, with gradients of 6.6 K km-1 and 3.5 K km-1, respectively, since roughness elements 
may be generating turbulence, resulting in a near-adiabatic layer (as noted in Godowitch et al. 
1985, 1987, and Day et al. 2010) extending from the surface up to 200 m at the CCNY site, and 
up to 375 m at the JFK site. Anthropogenic heat sources may also play a role in maintaining the 
weakly stable layers found at these locations.  
The transition to the daytime convective period (see Figure 13 – 1430 LST column) reveals 
the spatial variation within the city. The thermal boundary layer (Figure 13a) over the EWR site 
is well-mixed and with a typical structure of a convective boundary layer over land, while the 
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wind speeds are low and from the east (from water). The potential-temperature profile at the JFK 
site is consistent with a daytime marine boundary layer, since the flow is from the south (from 
water). At the JFK location, the air temperature close to the surface is lower with a potential 
temperature gradient of 10.7 K km-1; at the LGA site, the superadiabatic layer of -9.4 K km-1 
reaches up to 650–700 m. 
The boundary layer over the CCNY site has a very interesting and unique structure. The near-
surface gradient is -15.4 K km-1, which may have been additionally affected by the 
anthropogenic heat released from the dense urban environment. The superadiabatic region ends 
at around 250 m where an elevated mixed layer can be seen, which is consistent with the profile 
at the JFK site. Although a more detailed analysis is required, the marine boundary layer may 
have generated a capping stable layer starting at around 375 m. Above 1000 m, the CCNY 
profile is comparable to the LGA profile, and both exhibit a well-mixed region. The stable region 
between 375 m and 1000 m may inhibit efficient mixing within the boundary layer, which has 
implications for air-pollution applications, since most convective schemes over the city ignore 
the formation and development of thermal internal boundary layers independent of the near-
surface fluxes.  
While the coastal JFK site is influenced by the sea breeze during the afternoon periods, as 
seen by the southerly winds in Figure 13b, the sea breeze is unable to penetrate inland to the 
LGA and CCNY sites, which are influenced by the northerly land breezes. The low wind speeds 
at the EWR site and the nearly adiabatic temperature profile show that the penetration of the sea 
breeze is insufficient to perturb the thermal profile from almost adiabatic conditions. 
Moving into the evening hours, (see Figure 13, 1800 LST column), surface cooling resulted 
in a stable boundary layer at all locations, except at the CCNY site. At the JFK site, wind speeds 
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from the south are ≈ 8 m s-1 (the highest near-surface wind speeds across all locations), and the 
potential temperature gradient is 26.9 K km-1. At the CCNY location, the stable layer from 250–
500 m underwent a transition from 3.2 K km-1 at 1430 LST to a stronger 10.6 K km-1 at 1800 
LST. However, in the lower 250 m, a superadiabatic layer is visible with a potential temperature 
gradient of -1.0 K km-1. All profiles begin to collapse into a similar thermal regime starting at 
around 750 m. The strong stable conditions present across most of the region on the edges of the 
urban environment suggest the persistence of temperatures resulting from anthropogenic heating 
within the urban environment throughout most of the night. 
In summary, different mechanisms influence the development of the boundary layer in New 
York City. Internal boundary layers form downstream of discontinuities in surface characteristics 
(Garratt 1990), such as the geometry, temperature, humidity, and/or surface fluxes. In the profiles 
from the CCNY site, there is evidence of internal boundary layers forming due to the surface 
roughness, as can be seen by the persistent profiles in the boundary layer, where a superadiabatic 
layer forms near the surface, which slowly undergoes transition into a sub-adiabatic region below 
the elevated mixed layer.  
During the convective conditions from midday into the evening, the EWR profile shows 
increased temperatures compared with the coastal profiles at the JFK site, and is more 
comparable to the profiles that occur inland. These differences are most apparent during the 
afternoon hours when the sea breeze plays a dominant role, as seen by the flow from the south 
over the JFK site.  
Figure 14 shows the transition of the thermal boundary layer at the CCNY and LGA sites, 
with similar stability features in the early morning just after sunrise detected at both locations. As 
the day progresses, a superadiabatic layer persists throughout the day over the CCNY location, 
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whereas the LGA profiles illustrate a transition from stable to convective, and back to stable 
conditions. The profiles at both locations indicate stable conditions at ≈750 m throughout the 
day. The superadiabatic region over the city may be the result of a combination of anthropogenic 
heating from below and the capping produced by the sea breeze above preventing the exchange 
of the higher temperature air with layers aloft. 
 
4.2 Average Boundary-Layer Profiles 
 
The average nocturnal and diurnal potential-temperature profiles are presented here for 
both the winter and summer seasons based only on data from the microwave radiometer 
collected at the CCNY location and divided into summer-day and summer-night, and winter-day 
and winter-night categories averaged over 11,968, 11,009, 15,522, and 13,566 profiles, 
respectively. Figure 15 shows the average vertical profile of daytime/night-time pairs of the 
potential temperature and the mixing ratio for the summer and winter periods. The grey areas 
represent one standard deviation from the mean value of each averaged profile. The mean 
difference between the summer and winter daytime profiles at each level amounts to 25.4 K for 
the potential temperature and 7.8 g kg-1 for the mixing ratio. The standard deviation of the 
daytime summer and winter potential temperature averaged for the entire column is 2.7 K and 
6.0 K, respectively, with corresponding standard deviations of 1.6 g kg-1 and 1.2 g kg-1 for the 
summer and winter daytime mixing ratios, respectively. Strong organized thermals during the 
summer daytime convective period may lead to a reduced overall randomness in the profile, 
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which can be seen by the lower range of the values for the summer daytime average relative to 
the winter daytime average in Figure 15a.  
The winter potential-temperature profiles in Figure 15a show a superadiabatic layer starting at 
the instrument level and extending upwards to about 125 m and 250 m for the daytime and night-
time profiles, respectively. The potential temperature gradient for the layer from 0–300 m are -
18.7 K km-1 and -22.8 K km-1 for the summer and winter daytime profiles, respectively, with night-
time gradients of 0.3 K km-1 and -6.1 K km-1, respectively. In the layer 150–200 m, an elevated 
stable layer can be identified. While a stable layer at the surface is usually expected, over urban 
areas, this layer is elevated due to anthropogenic heating and/or mechanical turbulence generated 
by the urban-roughness elements. The daytime and night-time boundary-layer heights are around 
350 m and 900 m based on the parcel method (Seidel et al. 2010). Other cities in the USA have 
been reported to have a superadiabatic layer close to the surface at night in urban areas. In St. 
Louis, a mean inversion base height for the nocturnal boundary layer was estimated as 150 m 
above a nearly adiabatic region (Godowitch et al. 1985); in Houston, Texas, a mean inversion base 
height of 203 m was observed (Day et al. 2010). The presence of the superadiabatic layer may be 
explained by the larger heat-storage capacity of the urban environment, and then through radiative 
cooling of the surface at night. Hence, elevated stable layers over urban areas are often seen during 
convective periods (Bornstein 1968; Godowitch et al. 1985). 
The summer profiles show convective and stable boundary layers for the day and night-time, 
respectively. The average daytime mixed-layer depth is estimated to be 2.75 km, with an average 
superadiabatic layer extending from the instrument level to a height of 350 m. The elevated 
stable layer results in Δ𝜃 ≈ 5 K based on the bottom of the stable layer near 400 m to the top of 
the stable layer near 1250 m. Just above this layer is a level of statically neutral air of 600-m 
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thickness. The night-time profile shows a stable layer from the instrument level until about 400 
m where the 𝜃 profile shows higher temperatures than the daytime profile. 
To the authors’ knowledge, few observational studies have focused on the vertical structure 
of humidity, except as a proxy for inferring the boundary-layer height (Haman et al. 2012), or the 
structure has been estimated using high-resolution model data (Lemonsu et al. 2006; Huang et al. 
2016). The observed daytime mixing-ratio profile shown in Figure 15b has two maxima. Here, 
the land- and/or sea-breeze interactions may play a role: during a sea breeze, the advected 
moisture is located near the surface, but aloft during a land breeze. It is interesting to note that 
the stable layer in the daytime profiles coincides with an increase in the mixing ratio at the same 
level. The presence of moisture may influence the thermal environment by reducing the 
convective efficiency of plumes rising from the surface.  
The large variability during the winter periods can be attributed to the decoupling of the 
surface layer from the layers aloft (Markowski and Richardson 2010). The stable layer above 
may either be affected by a low-level jet, with increased shear above and below a wind-speed 
maximum, or to the inability of the stable boundary layer to reach a steady-state due to wake 





Figure 13 Profiles of (a) potential temperature, (b) wind speed and (c) wind direction from 
different locations across New York City. Each column corresponds to a different hour of 
the day. The 0530 LST timestamp corresponds to near-sunrise profiles (sunrise is at 0538 
LST) on 16 July 2016. The 1430 LST data represent the early afternoon on 16 July 2016. 
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The 1800 LST data represent the late afternoon on 24 July 2016, with sunset at 2019 LST. 
The maps show the ground track of the flights used. The following wind-speed profiles in 
(b) and (c) have a missing value at the first level: the JFK and EWR sites at 0530, the JFK 







Figure 14 Transition of potential temperature at different hours on 6 July 2016. Sunrise 





Figure 15 Summer and winter profiles of (a) potential temperature and (b) mixing ratio. 
Diurnal- and nocturnal-averaged profiles for each respective season are shown for clear-







5 Results-II: Case Study of WRF Performance during Heat Wave and SBF Event 
 
Here we present the findings of the case-study done over NYC during June 30-July 2, 2018. 
The statistical analysis comparing the RMSE and Bias statistics for the 3-km and 1-km domains 
is done in Section 5.1. The 1-km land-use impacts on temperature and winds is covered in 
Section 5.2. Section 5.3 will cover the comparison of the SBF movement in the three models. 
Section 5.4 will look at the PBL structure of the models compared profiles from Flax Pond and 
CCNY. 
The regional heat wave event started on 29 June and ended on the night of 2-3 July when 
rain entered the area. The time-series of the temperature and the stations used can be found in 
Figure 16. The values at the four sites peaked midday 1 July and all but the NJ industrial site 
(NJi) showed three consecutive days above the criteria. The minimum temperatures at all sites 
were 4°C higher during the night of 30 June – 1 July than the start of the event therefore 
exacerbating the events human impact. 
 
5.1 3- vs 1-km Surface Statistics 
 
The daily averaged T-RMSE for the 3-km MYNN domain on 30 June (Figure 17a) shows 
the largest errors (>6.5 K) are on the Conn. coast, central LI, and west of NYC adjacent to the NJ 
terrain. The peak values on 1 July (Figure 17b) are more widespread and peak at >7 K, while the 
maxima on 2 July (Figure 17c) are between these values. The event average over all three days 
(Figure 17d) show that the dominant peak located west of NYC and that NYC itself has only 
76 
moderate RMSE values. The corresponding V-RMSE values (Figure 18) show the largest errors 
occur around the city, with relatively moderate errors in inland NJ and CT. The wind in NYC 
seem to be a minimum as the model overcorrects for 𝑧0. 
Model performance in terms of both RMSE and Bias values in the 3-km domain for the 
entire overall event for each of the three models for both temperature (T) and horizontal wind 
speed (V) as a function of the three major land-use categories (i.e., Cropland, Forest, and Urban) 
is shown in Figure 19. For MYNN (Figure 19a) shows that the largest T errors for both RMSE 
and bias (3.0 and 2,0 K, respectively) occur in the Urban class, with decreasing values in the 
Forest and Cropland classes, respectively. The average value for these latter two Non-Urban 
classes is thus in between their individual values. The other two models show the same error 
ranking as a function of land use for both statistics, with MYJ (Figure 19b) showing similar 
magnitudes as MYNN. The BouLac model (Figure 19c), however, shows the largest T errors for 
both the RMSE and Bias, especially for Urban (4.3 and 3.5 K, respectively). The V-RMSE errors 
in MYNN show the same relative ranking as the T-values, with an Urban maxima of 3.3 m/s, 
while the corresponding Bias values now show the Cropland error as larger than the Forest value.  
For MYJ, Cropland values of both statistics are second to their Urban values, while BouLac 
Urban values are now better than all non-urban errors.  
The hourly averaged diurnal performance for the event by land-use for each model is 
given in Figure 20-Figure 22. The T-RMSE for the MYNN scheme (Figure 20a), the most 
uniform of its four statistics, shows minima (2.0-2.5 K) at 1900 EST for the three-independent 
land-use classes. The average peaks of these classes range from 2.0 K for Cropland to 3.5 K for 
the urban. The T-Bias (Figure 20b) shows generally high daytime and low nighttime values, with 
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peaks at 0700 EST that range from 1.5 K for Cropland to 2.9 K Urban and minima that range 
from -0.8 to 1.5 K for the same two classes. The V-RMSE (Figure 20c) shows similar values for 
all three independent classes, with the well-defined maxima for the three at 1600 EST averaging 
4.0 m/s. The MYNN V-Bias (Figure 20d) shows positive values for all classes, with Cropland 
showing the largest nighttime, up to 2.5 m/s at 0700 EST. Afternoon values peak at about 3.6 m/s 
at 1600 EST. 
The T-RMSE values for MYJ (Figure 21a) are again the most uniform of the four statistics 
and has about the same values and land-use ranking as MYNN. Values range from 1.4-3.5 K, 
with Cropland again the lowest during most hours.  The T-Bias values (Figure 21b) are also like 
the MYNN values, but Cropland now shows a negative bias during most daytime hours, with a 
minimum of -0.8 K at 1900 EST. The V-RMSE and -Bias values (Figure 21c-d) are once again 
like the MYNN values. 
The T-RMSE for BouLac (Figure 22a) shows a clear Urban daytime maximum, with a peak 
of 6.0 K maximum at 1300 EST that is larger than any RMSE from the other two models. 
Nighttime values are also the largest of the three models, with Forest and Cropland classes the 
lowest with peaks of 3.2 and 2.5 K, respectively, at 0100 EST. The RMSE for the Urban classes 
shows a significant growth from the morning hours until 16 EST showing a significant drop in 
performance for BouLac for the daytime hours. The BouLac T-Bias (Figure 22b) also shows a 
peak at 13 EST for the Urban land-use classes. The Forest and Cropland land-class both show a 
near-zero bias during the daytime, with Croplands going negative at 19 EST with a value of -0.3 
K. The BouLac V RMSE (Figure 22c) shows a maximum for all land-classes at 16 EST with a 
value around 4.2 m/s. The Cropland and Forest land-classes show the largest RMSE values of all 
78 
land-classes. Urban land-use classes V RMSE is the best overall. The BouLac V Bias (Figure 
22d) shows a positive bias for all land classes with the Croplands, again, showing the largest 
value of about 3.5 m/s at 19 EST. The Urban land-use classes peak at 16 EST with a value of 
about 2.5 m/s. 
In summary, one important result is that for each PBL schemes, as well as for both T and V 
and for the three dominant land classes, the Bias contributions to the RMSE is large, especially 
for V. This is important, as sources of the systematic Bias can more easily addressed than the 
remaining error sources. Using a 1-km domain is generally better for the wind speeds than for 
the temperature. Since the 1-km domain is dominated by Urban land-classes it is necessary to 
compare the relative performance of the three models for each of the Urban land-classes.  
 
5.2 Spatial Variability of 1-km Performance Statistics 
 
The daily averaged temperature statistics for 2 July interpolated to the 1-km domain (Figure 
23). All models show a T-RMSE max just west of NYC, in northern Queens and into NJ. BouLac 
shows the largest values, and the minimum values are in NJ north of Staten Island. The T-Bias 
shows more variation than T-RMSE, with BouLac showing many more areas of higher error 
values in NJ, and low errors in south coastal NYC. MYNN and BouLac T-Biases both show the 
same NYC peaks as was seen in the T-RMSE for the same models.  MYJ shows the least 
variability for the Bias. The majority of the land-classes are urban, and they will be analyzed 
individually below. Recall that the percentages for each land class is given in Table 2. 
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 Figure 24 shows the daily averaged wind speed statistics for 2 July interpolated to the 1-km 
domain. The V RMSE has minimum values in Central NJ and max values near the higher 
elevations west of NYC. All models seem similar, but the results of Table 4 show that MYNN is 
the worst & BouLac is the best. The V bias has large negative areas over and around NYC, with a 
much smaller bias over central NJ, but central NJ area over mountains was greatly reduced. The 
largest positive areas are over NJ but are much larger and partly split. In a recent intercomparison 
study of MYJ and BouLac the better performance of the city winds was largely attributed to the 
urban scheme (Ferrero et al., 2018), and its impact can be seen with the similar performance of 
all three models. Outside of the city, BouLac’s better performance over the city may be attributed 
to it being designed specifically for complex terrain (Bougeault & Lacarrere, 1989). 
The hourly averaged diurnal variation of the MYNN T-RMSE (Figure 25) shows the 
error decreases in the morning to daytime hours and then stabilizes for most land-use classes 
during the convective period (0900 to 1700) before the RMSE increases in the afternoon to night 
period. In the 1-km domain the Urban classes make makeup most of the locations, as seen by the 
closeness in magnitude of the All and Urban land-use categories. The other land-use types have a 
significantly less number of stations as seen in Table 2 and therefore the rest of the study focused 
only on the Urban land-use classes.  
Figure 26 thus shows the event averaged error statistics at each hour for the three models in 
the 1-km domain for temperature, for urban areas. MYNN performed best overall, and BouLac 
did the worst with a very large peak during the day. The statistics for the most intense urban 
land-use, i.e. commercial/industrial, performed best at night and worst midday. T bias results 
show similar patterns. 
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Figure 27 shows the event averaged error statistics at each hour for the three models in the 
1-km domain for wind speed. Here we see that BouLac did the best and MYNN-EDMF did the 
worst. Peak errors occurred during the day for all models. The CI land-class shows the best 
performance, and the LIR shows the worst performance. The CI land-class benefits more from 
the cooling tower model than any land-class and therefore may have a better partitioning of the 
turbulent heat fluxes than the low-intensity residential areas. It has been shown that urban 
vegetation effects may be too suppressed in the WRF urban canopy models (Rafael et al., 2019) 
and therefore affects the low-intensity residential areas more. 
The vertical distribution of modeled TKE for an urban-CI and urban-LIR is compared in 
Figure 40 to investigate potential sources of error between the two land-classes. In general, the 
shear term in Equation (9) is known to cause the greatest production of the turbulence due to the 
vortex shedding of the roofs (Louka et al., 2000). This effect is seen most clearly in the urban-CI 
profiles. The urban-CI daytime TKE (Figure 40a) for all three models show a peak near 100-m, 
which is close to the average building heights of 112-m. MYNN has the largest peak at 5.7 m2s-2 
with BouLac not much lower at 5.3 m2s-2. MYJ has the lowest peak TKE value at 3 m2s-2. Above 
100-m the TKE decreases monotonically in all three models, to a minimum of zero for MYNN 
and BouLac (not shown) and an imposed minimum of 0.1 m2s-2 for MYJ because of the 
importance of 𝑙/𝑞 in determining the mixing length (more details in Janjic, 2001). The urban-CI 
nighttime profiles (Figure 40c) show that MYNN still has the greatest magnitude, but the peak is 
at the first level instead of near the rooftop level. It may be that, as both the thermal and 
momentum characteristics are enhanced by the urban parameterizations at the surface and the 
MYNN scheme places TKE max near the first level, instead of near the rooftops. Nighttime 
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interactions of thermal and mechanical factors can cause an increase in urban TKE near the 
surface, due to radiation trapping (Martilli 2002) but may be overestimated in MYNN for both 
land-classes, however lack of observations in these locations makes this final assessment 
difficult.  
The daytime urban-LIR profiles (Figure 40b) do no not show similar rooftop effects in the 
same way that the urban-CI profiles but is more evenly distributed above 100-m. The nighttime 
urban-LIR (Figure 40d) profiles are more like the urban-CI, except for MYJ which has a uniform 
TKE of 0.1 m2s-2. BouLac urban-CI and urban-LIR nighttime profile shapes are similar with the 
nighttime peak around 100-m at ~0.08 m2s-2. MYNN still has the highest TKE value, however 
the PBL structure is slightly different than the urban-CI, where the maximum is not at the surface 
but only slightly higher (~15-m). Note that the urban-LIR is a large portion of the urban land-
class, and outside of NYC, use a lookup table for the urban-LIR rooftop level which could be a 
potential source error for this land-class.  
 
 
5.3 Sea-Breeze Front Movement 
 
Figure 28 shows the spatial distribution of the 1-km model runs for temperature and wind 
speed at 07 EST. Temperature results shows BouLac’s large temperature error which can be seen 
in the high value of temperatures, relative to other two model results. Local hotspots show that 
there are urban convergence zones in NYC in front of and behind the SBF. MYNN, BouLac, and 
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MYJ show two, two, and one urban convergence zone, respectively. The wind speeds show that 
there is a south-westerly regional flow over NJ and a south-easterly onshore sea-breeze flow, 
with low wind speeds over NYC. The SBF position in all models is north-to-south over NJ and 
east-to-west over LI with a dip in Queens.  
Two hours later (Figure 29) the SBF has moved past NYC and just past the high elevations 
on the other side of Manhattan island. The SBF, in all models, lies along the region of maximum 
temperatures, most evident in BouLac. Temperatures show the marine cooling behind the SBF as 
well as weak local convergence zones behind the front in NYC. The same regional and onshore 
sea-breeze directions as seen at the 1100 EST results is seen for 1300 EST. The SBF no longer 
shows NYC impacts. 
Figure 30 shows the SBF passage over NYC at different hours. In summary, the SBF is E-W 
over NYC with MYNN showing the best results. The 1300 & 1400 EST MYNN results move 
slowest through the hilltop (red cross), as in the observations. Note however, that the exact 
position in the observations is unclear near the hills due to limited observations. The model 
provides more details the can help in junction with observations to better track the SBF. 
 
5.4 PBL Structure   
 
Figure 33 shows the profiles from radiosonde launches at Flax Pond compared against two 
locations from WRF. The two locations are two different grid points, one over land and one over 
the water, just off-shore of the launch location, as shown in Figure 11. The nighttime results 
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show that all modeled T values performed well. They captured the surface inversion depth and 
intensity, with MYNN-EDMF performing slightly better than the other two. The wind speed 
magnitudes during the nighttime are better captured above 200-m and near-surface. The largest 
errors occur between 50 and 150-m. The nighttime jet intensity is underestimated and placed too 
low, relative to the observations.  The modeled nighttime wind directions are too westerly by 
30°, but MYJ better captures the wind directions above 250 m. 
The daytime T results show that all models always underestimate near-surface conditions, 
except for MYNN. MYNN is within 0.5 K at all levels during this time. Neither of the models 
show an observed elevated inversion base at 300-m. The daytime modeled wind speeds are 
overestimated for profile shown from 0-400-m but capture the overall shape of the profile in the 
observations. The modeled daytime wind directions show results that are too easterly, relative to 
the observations and BouLac is the worst. 
Figure 34 shows the nighttime comparison of rural-coastal FP during the night at 0500 EST 
on 1 July. Temperature profiles (Figure 34a) from all three models did well at all levels. The 
surface inversion depth and intensity were captured. MYNN and MYJ has the best near-surface 
results. The wind speed profiles (Figure 34b) show that all models overestimate the winds below 
200-m. MYNN has the best near-surface results. The low-level jet depth is underestimated but 
MYNN best captures the magnitude.  The wind direction model profiles (Figure 34c) do not 
capture the southwest to northwest shift. All the models are too westerly by about 30°. MYJ does 
best above 200-m.  
Figure 32 shows the daytime comparison of the WRF model outputs to the FP radiosonde 
launch at 1500 EST. Starting with the potential temperature (Figure 32a), all models 
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underestimate but only by 2 K. MYNN is nearly equal in the near-surface region, and stays 
within 0.5 K at all levels. The models however do not show a stable layer with a base at 300-m. 
The wind speeds (Figure 32b) shows that all models overestimate by 5 m/s but the overall shape 
of the profile is captured well. The model results show that there is too strong of a near-surface 
shear, but the MYNN is the best of the three near-surface. The wind direction (Figure 32c) from 
the models are all too westerly, but only by 15°. The shear at 200-m is missed and BouLac 
performs the worst of the three. 
Time-height sections over CCNY are shown in Figure 33. The identification of the SBF 
from the WRF profiles are denoted by the maximum upward vertical velocity, w, and that the 
observed surface SBF over mid-Manhattan is used for marking the SBF passage after 11 EST. 
Observations show a wind shift that is first a westerly and then to a south-easterly. There are two 
areas of upward w-max (3 m/s) due to the SBF potentially stalling/oscillating. There is a weak 
rooftop adiabatic surface boundary-layer. MYNN shows its SBF closer to 1015 EST, no wind 
shift, a weak w, and no super-adiabatic layer. The MYJ results show a SBF at 1130 EST, with a 
wind shift 1200. The w max is still weak but deeper, with no sign of a super-adiabatic layer. 
BouLac shows a SBF passage at 1045 EST plus a wind shift from west to south (at passage) and 
back to west. Similar to MYJ, w is still weak but deep, and no super-adiabatic layer. 
Given what was observed about the SBF passage by tracking it along the surface and using 
time-height cross sections, Figure 34 shows the MYNN results, where the maximum w are from: 
(1) SBF, (2) urban convergence, or (3) movement up the NJ hills. At 0900 EST the SBF starts 
over Queens, moves past Manhattan by 1000 EST, over the high elevations west of Manhattan 
island at 1100 EST and passes the NJ hills during the hours of 1200-1400 EST. Urban 
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convergence zones behind the SBF are seen over Manhattan at 0900 EST, two are seen at 1000 
and 1100 EST, and another one over queens from 1200-1400 EST. In all these areas we see that 
w produces rings of downward motion as well. The w max is located at ~1.5 km (beyond the top 
of the section seen). 
The corresponding MYJ and BouLac cross-sections for hours 1100-1300 EST is shown in 
Figure 35. The MYJ SBF is past the elevations across Manhattan at 1100-1200 EST and halfway 
up the hills at 1300 EST. The BouLac SBF is past the elevations across Manhattan by 1100 EST 
and movement over the NJ hills between the hours of 1200-1300 EST. The urban convergence 
zones are near-stationary in both models over Queens. Most importantly the difference in the 
super-adiabatic layer is most evident in the temperature contours in Figure 34 for MYNN and 
Figure 35 for MYJ and BouLac. As the TKE formulations suggested in Section 3.7, BouLac does 
have the strongest super-adiabatic layer and MYNN has the weakest. 
The nighttime structure of the boundary-layer is investigated in Figure 36-Figure 37. It is 
important to recall that during this time, the nonlocal mass flux portion of the MYNN scheme 
does not come into effect. The 𝑤 from all three models are positive which would imply that the 
UHI to be larger and that an urban location like in CCNY would have a convergence of winds. 
The observations from the MWR show that the atmosphere is near-neutral near the surface, as 
expected from the climatological analysis of Section 4.2. Since the observations are restricted to 
above the rooftops, the models will likely show more details closer to the surface. The models 
show that there is a super-adiabatic layer near the surface during the nighttime and a surface 
inversion therefore does not form. MYNN has a larger super-adiabatic layer with MYJ and 
BouLac have a deeper “mixed” layer and therefore a smaller extent of their respective super-
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adiabatic layers. All three models overpredict the temperatures but only MYNN shows a clear 𝜃 
minimum that matches the overall shape of the observations. Above 250-m the model 𝜃 profiles 
underpredict where the atmosphere seems to become much more stable than models can show. 
The super-adiabatic layer followed by a near-neutral to stable layer matches well with those 
observed in the climatological averages of Section 4.2. 
The daytime 1300 EST 𝑧𝑖 from each of the three models is compared in Figure 38. Recall 
from Section 3.7 that MYNN and BouLac both use a parcel method to calculate the 𝑧𝑖, and MYJ 
uses a TKE-based method. MYNN produces reasonable results with low values over the water, 
higher values over land, with a maximum of ~2.8 km. There is also a local maximum over NYC 
and a clear SBF penetration “footprint.” The MYJ results are similar to the MYNN results with a 
maximum up to 2.6 km. There is however a banding (of unknown source) and un-systematic 
SBF footprint. As expected, the BouLac heights are much higher, reaching max heights of 4.6 
km, which are more comparable to desert-like land-classes.  
A time-series of 𝑧𝑖 for 2 July is shown in Figure 39. Using observations from a CCNY 
ceilometer (Section 3.4), the models are all found to overpredict the 𝑧𝑖 for most of the daytime 
hours, with a better performance by MYNN between 1500-1700 EST. From the start of the time-
series to 1100, MYJ 𝑧𝑖 is within 500-m of the observations, while MYNN and BouLac are above 
1-km greater than the observations. Looking back at the formulations for 𝑧𝑖 described in Section 
3.7, it was unclear where MYJ’s performance would be relative to MYNN and BouLac. In this 
comparison, the TKE-based method of MYJ may be the best, but it does only slightly better than 
the MYNN formulation. BouLac 𝑧𝑖, although calculated in a similar fashion as MYNN 𝑧𝑖, is 
clearly the worst performing, which was also seen in the high values of 𝑧𝑖 spatial distribution of 
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BouLac in Figure 38.  
 
5.5 Synthesis of Model Results  
 
The case-study explored the temporal and spatial variability of model output data from 
different PBL schemes under extreme heat event in NYC. The purpose of the study is to 
investigate how does each model performs given the same advanced urban parameterization, at 
two different resolutions (3-km & 1-km). One of the limitations of this study is that the model 
performance is tested for strictly dry (no precipitation) and extreme heat event. 
For a similar event, the question of whether to go to higher resolution is a mixed answer. For 
temperature the results do not show a significant improvement at 1-km over 3-km as can be seen 
in Table 4. Note that the although the full (B+B)+ is only for the 1-km domain where the PLUTO 
data is used exclusively, the temperatures do not see a notable improvement. At best the model 
average overestimates by 2 K over the observation average. The only model to see any 
improvement is BouLac for 1 July, but the change is only by 0.1 K. Of the three models, the 
MYNN and MYJ statistics show a better performance over BouLac. The wind speeds however, 
show a notable improvement when changing to a higher-resolution run. All models still 
overestimate average wind-speeds, and BouLac shows the best results, and MYNN shows the 
worst results. In summary, a higher resolution for this event does not improve temperatures but 
does improve wind speeds, which can be attributed to the PLUTO and 𝐶𝑑 configuration present 
at 1-km.  
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The spatial variability of the 1-km statistics shows that the results are generally better in the 
city, get worse immediately after the city (NJ and suburbs), and then it gets better again away 
from the suburbs. The third scenario is better seen in the 3-km domain (see Figure 17–Figure 19) 
in the higher terrain to the northwest of NYC. When considering different land-classes non-urban 
land-classes, especially Croplands and Forests, show better performance than the urban areas. 
MYNN in particular shows a more stable error pattern throughout the day, which again, shows 
that the buoyancy formulation may be better at mixing than the BouLac buoyancy formulation.  
Regarding sea-breeze front movement, models have been shown to capture the overall 
movement, with MYNN showing a better inland penetration than the other two models. The 
timing of the 1300 and 1400 SBFs for MYJ and BouLac, as seen in Figure 30, shows that these 
two models have a faster SBF than seen in MYNN and the observations. Given the enhanced 
vertical motion, MYNN also shows more convergence zones at 1100 EST (Figure 34) than MYJ 
and BouLac (Figure 35). 
The vertical PBL structure was also explored in a variety of ways. The rural PBL of Flax 
Pond was an interesting exploration of coastal effects and showed that the model was able to 
capture the temperature profiles well. The wind profiles magnitudes at night were better captured 
by MYNN but all models had trouble placing the location of the maximum winds, potentially 
showing that the decoupling from the surface may be happening to quickly during the nighttime. 
The daytime winds were overestimated but temperature profile was captured well. Urban results, 
as seen with the CCNY time-height comparisons, do not show as strong of a super-adiabatic 
layer as seen in the observations. Interestingly, the difference in the vertical temperature gradient 
between the models (Figure 33) at 1400 EST shows a more packed gradient for BouLac than for 
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MYNN and MYJ. The urban super-adiabatic layer differences are seen more clearly in the cross-
section (Figure 34) the temperature gradient changes the most in the BouLac data. The nighttime 
results, specifically in Figure 37,  show that models can capture the near-neutral layer that was 
discussed in Section 4.2, although 𝜃 is overpredicted below 250-m. Above 250-m, the models all 
underpredict the 𝜃 as the atmosphere becomes more strongly stable. MYNN shows the best 
profile below 250-m. The different formulations of 𝑧𝑖 and their effect on its performance 
compared to ceilometer 𝑧𝑖 can be seen in (Figure 38-Figure 39). Clearly BouLac 𝑧𝑖, with the 
strong super-adiabatic layer, overpredicts the 𝑧𝑖 and is consistent with the high temperature errors 
seen in the surface station analyses. Finally, the vertical structure of the TKE shows the effects of 
the buildings during the daytime and nighttime, and although final assessment is not possible 
without corresponding observations, BouLac’s structure has been shown to be consistent with 




Figure 16: Surface station (a) map, and (b) time-series of 2-m temperature during the regional 
heat wave event. The 32.2 °C (90 °F) line indicates the NWS threshold for a heat wave. Three 
90 




Figure 17: MYNN Daily averaged & event averaged T RMSE. The plot also shows the topog-










Figure 18: MYNN Daily averaged & event averaged wind speed RMSE. The plot also shows 










Figure 19: 3-km Land use error stats as f(LU) for the event. The numbers in MYNN table are 
the total number of stations used for each of the land-classes for all three models (not just 





Figure 20: MYNN temperature and wind speed statistics (RMSE and Bias) as a function of 
time and land-use classes. The land-uses come from the MODIS data used as input to the 

















Figure 23: Spatial interpolation of the temperature performance statistics (RMSE and Bias) for 
















Figure 26: Performance statistics for temperature as a function time, averaged at every hour 












Figure 28: Shows the SBF movement (blue dashed) and local urban convergence zones (yel-
low dashed) for each of the three models at 1100 EST on 2 July. Full barb is 1 m/s calm is less 




Figure 29: Shows the SBF movement (blue dashed) and local urban convergence zones (yel-
low dashed) for each of the three models at 1300 EST on 2 July. Full barb is 1 m/s calm is less 





Figure 30: Modeled and observed SBF positions on 2 July. The three hours are also colored in 
the observation plot. Note that the model projections are different than the observation map. 
















Figure 33: Time vs height of 2 July for obs and the three models for the CCNY location. Hours 
are from 0900-1700 EST (daytime). The blue contours are the temperatures, the colors are the 






Figure 34: MYNN cross sections over NYC at the 40.75°N latitude line from 0900-1400 EST. 
The blue bars indicate the location of the SBF, and local convergence zones are yellow bars. 
The colorbar is of the vertical wind speed in m/s and the blue lines are the temperature con-
tours. The E and W symbolize the east and west ends of the cross-section seen in Figure 8. The 








Figure 35: MYJ (top row) and BouLac (bottom row) cross sections over NYC at the 40.75°N 
latitude line from 1100-1300 EST. The blue bars indicate the location of the SBF, and local 
convergence zones are yellow bars. The colorbar is of the vertical wind speed in m/s and the 
blue lines are the temperature contours. The E and W symbolize the east and west ends of the 





Figure 36: Time vs height of horizontal winds, potential temperature and vertical wind speed 
for 1 July – 2 July nighttime for CCNY and the three models. Hours are from 2100-0500 EST. 
The blue contours are the potential temperatures, the colors are the vertical wind speeds and 
the wind barbs show a full barb for 1 m/s (calm is < 0.5 m/s). Note the difference in scales be-





Figure 37: Average of the nighttime potential temperature profiles from 1 July 2200 to 2 July 





Figure 38: Comparison of the 𝑧𝑖 at 1300 EST for MYNN, MYJ, and BouLac. Note the differ-




Figure 39: Time-series of the daytime 𝑧𝑖 . The x-axis is hours EST for 2 July. The observations 












Figure 40: Vertical distribution of typical TKE comparison of two different urban land-classes 
for urban-CI daytime (a) & nighttime (c) and urban-LIR daytime (b) & nighttime (d). CI is for 
commercial/industrial and LIR is for low-intensity residential. Note the change in the x-axis 





Table 3: Temperature statistics for 3- & 1-km for all days of the event and each day separately. 
The statistics in red indicate the lowest value of the PBL schemes. Blue indicates that there 
was an improvement in the statistic when moving from 3-km to the 1-km. The left and right 





Table 4: Horizontal wind speed statistics for 3- & 1-km for all days of the event and each day 
separately. The statistics in red indicate the lowest value of the PBL schemes. Blue indicates 
that there was an improvement in the statistic when moving from 3-km to the 1-km. The left 




6 Conclusions and future work 
 
This doctoral dissertation presented an exploration of coastal-urban interactions from 
climatological and case-study perspectives. In general, careful processing of the observations and 
high-resolution modeling can yield a useful synergy for examining coastal-urban physics.  
This chapter summarizes this work’s main findings and outlines possible pathways for future 
work. 
 
6.1 Thermal Structure of a Coastal-Urban Boundary Layer 
 
Coastal boundary layers form as a direct response to the surface forcing and flow history, with 
the effects of the former well established in the literature relative to the effects of the latter on 
boundary-layer development over urban areas. Here we investigate the structure of boundary-layer 
profiles of temperature and humidity over New York City. While local forcing overwhelmingly 
dominates the structure of the boundary layer during the daytime, a similar profile structure can 
be seen at all locations during the night-time, especially above 400 m.  
One of the unique features evident in our results is the interaction between the highly 
convective urban surface layer and the marine boundary layer leading to the development of an 
internal boundary layer. Unlike a traditional boundary layer observed over non-coastal and non-
urban surfaces, we do not see a uniformly mixed layer, but rather a stable layer during clear, 
daytime conditions due to the marine cooling effect. 
While we present the mean thermal characteristics of the coastal–urban environment here, 
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additional work is necessary to study the turbulent transport of heat, momentum and moisture 
within coastal–urban boundary layers. Current numerical weather prediction models used to the 
study urban boundary layer (e.g., Leroyer et al. 2014; Gutiérrez et al. 2015b; Ortiz et al. 2016; 
Ramamurthy et al. 2017b) lack a realistic representation of urban–coastal interactions, since 
boundary-layer parametrizations are unable to reproduce the thermal internal boundary layers 
observed. More effort and sustained observations are necessary to improve the predictability of 
the thermal conditions, and therefore better understand the anthropogenic enhancements to 
buoyancy production/destruction of TKE in coastal–urban environments. 
 
6.2 Evaluation of High-Resolution Modeling 
 
Analysis of 3-km statistics indicate that WRF PBL schemes produce “reasonable” results 
outside of cities. The MYNN PBL scheme was generally the best at reproducing the 
observations. RMSE values for both temperature and wind increased from the Cropland land-
classes (best performing) to the Urban land-classes (worst performing). Further exploration of 
the 1-km domain was thus necessary for further analysis of WRF PBL performance. 
Comparing both the 3-km and 1-km results (mainly in NYC) showed decreased errors for 
wind speed but increased errors for temperature. The advantage for going to a higher resolution 
run is much clearer for the wind speeds. The 1-km shows clearer interactions with a better 
capture of urban deceleration, and UHI-induced convergences. The temperature statistics showed 
that the MYNN scheme has the best results because of its non-local buoyancy term. The 
remaining positive temperature Bias could be reduced by a cooling-tower correction applied to 
119 
all urban sites. The negative wind speed Bias over NYC indicates that the variable 𝐶𝑑 of 
Gutierrez et al. (2015b) may overcorrect the wind speeds. CFD-derived formulations, such as 
Santiago & Martilli (2010), are simplifications that seek to account for surface heterogeneity by 
the variation of one parameter using equidistant cubes. Better accounting for surface 
heterogeneity may be possible with more use of extensive use of satellite remote sensing for 
surface characteristics(Barlow, 2014; Newsom et al., 2005). 
One key finding about the errors is that the Bias is always a large part of the 1-km total error. 
This is truer for wind speed than it is for temperature. This is, in general, a good result because 
Bias may be corrected more directly than the un-systematic parts of the total error. 
 
6.3 Further insights for NWP weather modeling strategies 
 
WRF modeling can provide new insights to understand the SBF movement over dense 
coastal-urban environments. MYNN is better at capturing surface SBF shape and stalling over 
NYC. Comparison of WRF outputs in a west-to-east cross-section showed that all models can 
track the SBF over NYC, with MYNN having the weakest near-surface super-adiabatic 
conditions. This is in general a positive outcome, because it shows the effectiveness of the non-
local formulation to efficiently mix the heat from the surface into the boundary-layer. 
Comparison of PBL mixing heights showed that MYNN produced the most reasonable SBF 
footprint, especially in its marine air bifurcation around NYC. Previous studies of city-induced 
bifurcations were examined in Beijing thunderstorms (Dou et al., 2020). 
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In summary, the MYNN scheme coupled with (B+B)+ on a 1-km grid should show increased 
forecast accuracies in the 3-D PBL structure, even in coastal-urban environments. This 
conclusion is reached after a diverse set of analyses. MYNN provides more accurate estimates of 
UHI and in downwind suburban temperatures, as seen with the lower temperature errors. The 
SBF analysis MYNN shows the best match to an analysis on observations for SBF. The MYNN 
spatial analysis of 𝑧𝑖 shows reasonable results for the mesoscale SBF footprint. The one area of 
improvement for the MYNN scheme are in the urban wind speeds and in the 𝑧𝑖 values (as 
compared to a ceilometer run). The continued development of the MYNN, as opposed to the MYJ 
and BouLac PBL schemes, may lead to improved performance in the two latter areas in the near-
future. 
6.4 Future efforts for NYC studies 
 
Additional PBL observations in and around NYC is always useful. Placement of similar 
ground-based remote sensing instruments along the SBF path can help in better tracking the SBF 
passage throughout the day. It could additionally aid in operational air quality forecasts and 
airport management. The observations could also be used for further studies during the night and 
transitional times. 
Refinement of WRF using a 3-D TKE scheme, from the current 1-D formulations here, with 
advection and moist processes should be the focus of future studies. Additional observations can 
be analyzed in a similar way as done in Section 5 in order to better assess its performance. Input 
data is also important, especially for urban green fraction, which should be specified via a 
gridded dataset instead of the table values used in this study. More physically based methods for 
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determining PBL height during the day and nighttime periods would also be beneficial. The 
cooling tower and variable 𝐶𝑑 formulations from Gutierrez et al. (2015a&b) within the urban 
schemes can also be further refined for use in other, non-commercial, urban land-classes and for 
reducing wind speed overcorrection, respectively. Model sensitivity studies can be used to assess 
the UHI overestimations and wind speed results.  
In this study, the selection of a dry period allowed the focus to on the thermal and dynamical 
interactions, with minimal impact from precipitation. The selection of appropriate urban 
parameters is however important. Urban fraction and anthropogenic heat can have a larger 
impact on the formation of UHI (Salamanca et al., 2011), and thus the proper tuning of these two 
via better gridded results and physical formulation, respectively, will help in producing better 
results. It was also found that the tuning of the indoor temperature (a lookup table value for 
[B+B]+) has the next biggest impact (Pappaccogli et al., 2020) on results, especially when it 
comes to external air temperatures. 
 
6.5 Future efforts for general urban PBL studies 
 
Long-term and intensive field studies were key datasets that allowed this investigation to 
take place. More of these types of datasets are needed to drive further advances to our knowledge 
of urban PBLs. Specifically, determining urban impacts during the summer and the winter 
periods, including the tracking of water vapor impacts and precipitation events will be helpful. 
Carrying out such long-term and intensive studies in a variety of climatic regimes and 
topographic settings will help in building a more general forecasting strategy for urban PBLs. 
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Organizing modeling to run in tandem with the observation efforts will also be useful for 
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