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1. INTRODUCTION 
We shall consider abstract evolution equations of the form 
u”(t) + (A(t) + P(t)) u(t) = M(c u(t), u’(t)) (’ = d/sit) (1.1) 
for t E Iw = (- co, co) with initial conditions 
40) = fi 9 u’(0) = fi . (1.2) 
Here A(t) is a positive self-adjoint operator on a Hilbert space X 
having domain independent of t, Z’(t) is an (unbounded) operator on 
X which is bounded as a mapping from the domain of A(t)l12 
(equipped with the graph norm and necessarily independent of t) 
to X, and M is the nonlinear term. The linear case (M 3 0) will be 
treated first and then the nonlinear case will be handled by 
perturbation methods. Several assumptions will be made, the main 
ones being that A( * ) and P( * ) are strongly Lipschitzian on their 
respective domains and that M satisfies a local Lipschitz condition. 
Then (l.l), (1.2) will be solved by semi-group methods. 
As a special case our results include hyperbolic partial differential 
equations of the form (l.l), (1.2) with zero boundary data in a 
(possibly unbounded) domain in R n. In this case A(t) is a formally 
self-adjoint uniformly elliptic operator of order 2p, and P(t) is a 
differential operator of order <p. The coefficients of A, P depend 
on both t and x = (x1 ,..., xn), the spatial variables. For fixed t, the 
coefficients which appear in A(t) and P(t) are assumed to be bounded 
measurable functions with the top order coefficients of A(t) uniformly 




continuous. Further, these coefficients are assumed to be Lipschitzian 
as functions of t, and M is to satisfy a local Lipschitz condition. 
The main results for the linear case will be stated in Section 2 and 
proved in Sections 4 and 5 after some preliminary lemmas are 
established in Section 3. The nonlinear case will be dealt with in 
Section 6. Our theorems extend results in [2], [4], [lo]. The proofs 
are based on a slight generalization of the main result of Kato’s paper 
[S] and on some of the results of [4]. 0 ur results thus fulfill the hope 
expressed by Kato [S] that his results would be applicable to the 
study of abstract hyperbolic equations. 
For a brief survey of the literature on abstract hyperbolic Cauchy 
problems, see [4] (and also see [2], [Z7], and the references cited in 
[lOI). 
2. FORMULATION OF THE MAIN REXJLTS IN THE LINEAR CASE 
If E and F are Banach (or B-) spaces, AS’(E, F) denotes the B-space 
of all bounded linear operators from E to F, and a(E) = i@(E, E). 
For a map 
B( * ) : R + B(E,F) 
we shall write B( . ) E Lip(E, F) if for each T > 0 there is a constant 
m = m(T) such that 
II W) - WI G ml t - s I 
whenever 1 s I, ( t 1 6 T. We write Lip(E) = Lip(E, E). Our 
theorems will be stated in terms of the following assumptions. Let X 
be a Hilbert (or H-) space with inner product (s, a). 
(Al): For each t E W let A(t) be a self-adjoint operator on X 
satisfying (A(t) U, U) > cJt)(u, U) for all u E D(A(t)), the domain of 
A(t), where ci( * ) : R + (0, co) is bounded away from zero on 
bounded intervals. Assume that D = D(A(t)) does not depend on t. 
(A2) : By (Al) and the closed graph theorem, A(t) A(O)-l E a(X). 
Suppose A( * ) A(O)-l E Lip(X). 
(Al’) : There is a function c2( * ) : R --+ !F! bounded above on 
bounded intervals such that 
((44 - 4)) u, 4 6 Ml t - s I VW us 4 
whenever (~1 < ItI + 1,u~D. 
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(A2’) : Let A(t)l12 be the positive square root of A(t); suppose 
W = D(kl(t)l12) does not depend on t. 
(A3) : Let P : [w + k8( IF’, X) satisfy P( . ) E Lip( W, X). Here W 
is given the graph norm. 
Regarding these conditions, the following result holds. 
LEMMA 2.1. Let (Al), (A2) hold. Then (Al’), (A2’) also hold. 
Proof. If (Al), (A2) hold, then (Al’) holds by Theorem V-4.12 
of ([9], p. 292). (A2’) also holds by the same theorem. (See also [4], 
Lemma 3.4 where it is proved as a consequence of the Heinz inequality 
that for positive self-adjoint operators A, B satisfying D(A) = D(B), 
it follows that 0(/P/“) = D(B’/a).) 
THEOREM 2.2. Let (Al)-(A3) hold. Then the equation 
u”(t) + (A(t) + P(t)) u(t) = 0 
with initial conditions 
(2.1) 
40) = fi E D, u’(0) = f2 E w (2.2) 
can be solved uniquely in the sense that there is a unique function 
u( - ) : (w + X having a strongly continuous second strong derivative 
u”( - ) such that (2.1) und (2.2) hold. 
Let Q be a (possibly unbounded) domain in OP. If 0~~ ,..., 01, are 
nonnegative integers, write 
Define the inner product (*, .)lk) and its corresponding norm I] * ]]ck) by 
Sk denotes the completion of {f E C”(S) : I] f I]&) < co}, and Sk0 
is the closure of C~(Q) (the P’(Q) functions having compact support 
in Q) in Sk . 
Let 
(44 464 = c 46 4 D-44, 
IalSaP 
(W) 4(X) = 1 444 x) D+g. 
loll<P 
Consider the following assumptions. 
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(Bl) : Sz is uniformly regular of class C2p, and &?, the boundary 
of Sz, is locally regular of class C4p (see [I], p. 28 for the definition of 
these terms). 
(B2) : Let t E [w be fixed but arbitrary. There is a neighborhood 
1;2,, of 52 such that dist(l;2, W\J2,) > 0. The coefficients a,(t, *) are 
essentially bounded measurable functions on Sz, and the top order 
coefficients a,(& *)(I a 1 = 2p) are uniformly continuous on J&. 
Moreover, A(t) is formally self-adjoint, regularly elliptic of order 
2p (cf. [I], p. 44) and positive. 
(B3) : For each t E R, each b,(t, *) is an essentially bounded 
measurable function on J?. 
(B4) : Let c(t, X) be any of the coefficients a,(& x), b,(t, x). Then 
for a.e. x E 1;2, c(*, X) is absolutely continuous on R and 
sup ess supl(a/at) c(2, x)I < co 
Itl<T xa2 
for each T > 0. 
THEOREM 2.3. Let (B I)-( B4) hold. Then the abstract Cauchy 
problem (2.1), (2.2) can be solved uniquely in the sense described in 
Theorem 2.2. In this case, D = Z&, n Xpo and W = XPo. The zero 
boundary data is attained in the sense that u(t, e), u’(t, .) E .x$“~oY each 
tER. 
For proofs of the above results, we shall require the following slight 
generalization of a well-known theorem of Kato ([8], p. 483). By a 
semi-group [or group] in g(Y), where Y is a B-space, we mean a 
strongly continuous one parameter semi-group [or group] in a(Y). 
THEOREM 2.4. Let Y be a B-space. Assume 
(Cl) : For each t E Rf = [0, co), B(t) is the in.nitesimal generator 
of a semi-group in S(Y), and there exists a Q(t) E 9(Y) such that 
Q(t)-l E =@‘(Y> and Q(t) B(t) QW g enerates a contraction semi-group 
in a(Y); moreover, Q( * ) E Lip(Y). 
(C2) : There is a function I?( * ) : Rf 4 a(Y) having a strong 
derivative I?‘( . ) such that R’( . ) E Lip(Y), R(t)-l E &9(Y) for each 
t E R+, and C(t) = R(t) B(t) R(t)-l has domain independent of t. 
It follows that 
D( . ) = (I - C( . ))(I - C(O))-1 : Rf -+ B(Y); 
suppose D( * ) E Lip(Y). 
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Then there is a unique function U : R+ --t Y having a strongly continuous 
strong derivative and satisfying 
(d/dt) U(t) = B(t) u(t) (t E R+), U(0) = F (2.4) 
as long as F is in the domain of B(0). 
Kato originally stated this theorem with the condition Q( * ), 
R’( . ) E Lip(Y) (in (Cl), (C2)) replaced by Q( * ), R’( * ) strongly 
continuously differentiable. We need the present formulation because 
it is not clear whether or not the Q( * ) which we shall construct is 
strongly continuously differentiable. 
A very closely related existence result was proved by Mizohata 
([II], p. 292), and we could equally well use this result instead of 
Theorem 2.4.l 
One proves the existence part of Theorem 2.4 by carefully following 
the sketch of Kato [S] coupled with the details of Kato’s earlier paper 
[7]. The proof is quite long and complicated, so it will not be given 
here. The point is that Kato’s original proof did not fully use all the 
hypotheses, and the original proof goes through in the present 
situation. The uniqueness proof will be given now. 
Let U : Rf + Y satisfy (2.4) with F = 0. Let V(t) = e-hlQ(t) U(t), 
where h is a positive constant to be chosen later. Let T > 0 be fixed 
but arbitrary. It suffices to show V(t) = 0 for t E [O, T]. Now, 
V( * ) E Lip(Y), and I’( * ) satisfies 
for a.e. t E [0, T], where 
Cl(t) = Q’(t) Q(t)-l - Id, C,(t) = Q(t) B(t) QW. 
Since Q( * ) E Lip(Y) it follows that Q( * ) is strongly absolutely 
continuous on Iw+ and 11 Q’( * )I] is essentially bounded on bounded 
intervals. Choose h > 0 such that I( Q’(t)Q(t)-l(I < h for a.e. 
t E [0, T]. With this choice of h, C,(t) is a bounded linear operator on 
Y which generates a contraction semi-group in g’(Y) for a.e. t E [0, T]. 
Also, C,(t) generates a contraction semi-group by (Cl). Therefore, 
C,(t) + C;(t), which g enerates a semi-group by ([6], p. 389), actually 
generates a contraction semi-group by Trotter’s product formula 
(cf. [Z2], [Z6]).2 (Recall that Trotter’s formula states that if A, B, 
1 The writer is indebted to Professor Tosio Kato for calling his attention to [II]. 
8 Alternatively, A + B is dissipative since A, B are, and so the semi-group generated 
by A + B must be a contraction semi-group. 
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A + B all generate semi-groups in a(Y), and A, B generate 
contraction semi-groups, then 
for eachfE Y and each s E R+.) Consequently, for a.e. t E [0, T], 
(d+ldt)ll w II G 0 (2.6) 
by the simple argument given in ([7], p. 215). Since V( * ) E Lip(Y) 
it follows that (1 V( * )I/ is Lipschitzian and hence absolutely continuous 
on Rf. Therefore by (2.6), (1 V( * )I] is non-increasing on [0, T]. Since 
V(0) = 0 it follows that V = 0 on [0, T]. 
We shall use Theorem 2.4 with R(t) E I. However, some care will 
be required in choosing Q( * ). It is interesting to note that in applying 
Theorem 2.4 to the Schrodinger equation, Kato [S] used Q(t) = I 
and chose R(t) in a nontrivial manner. 
3. SOME LEMMAS 
In this section we prove two lemmas which will be needed for the 
proof of Theorem 2.2. 
LEMMA 3.1. Let X be an H-space. Let C with domain D(C) be a 
positive self-adjoint operator with 0 E p(C), the resolvent set of C. 
DeJine Y = D(C) x X with norm 
Ilfll”, = II Cfi II2 + llf2 II2 (3-l) 
for f = (h) E Y, where (1 11 is the norm in X. Then N = (& i) with 
domain D(N) = D(C2) x D(C) is skew-adjoint and generates a unitary 
group in S?(Y). Moreove-r 0 E p(N). 
Proof. Since C is self-adjoint, B = iC generates a unitary group 
in a(X). By ([4], Th eorem 2.1), N generates a group in 9(Y) and 
0 E p(N). It remains to show that the group (efN : t E W} is 
unitary. We remark that the choice of the norm (3.1) in Y 
is essential (since efN is not unitary if Y is normed by, e.g., 
If l”y = II Cfi II2 + llfi II2 + llf2 II"). 
According to ([4-J, Th eorem 2.1), if g = elNf where f = (h), 
g = @), then 
g, = cosh(tB) fi + B-r sinh(tB) f2 , (3.2) 
g, = cosh(tB) f2 + B sinh(tB) fi (3.3) 
TIME DEPENDENT HYPERBOLIC EQUATIONS 37 
where cosh(tB) and sinh(tB) are defined in the obvious manner in 
terms of the group generated by B. Let f = (‘tl,, E Y. Then for all 
t E R, 
411 etNfl\2y = (I(etB + e-tB) Bfi + (etB - e-“=)f2 II2 
+ Il(etB + e-“=)f2 + (etB - e-tB) Bfi jjz by (3.1~(3.3) 
= II etBV!fi +fd + e-“=(Bfl -fi>llz 
+ II etB@fl + fJ - e-tB(Bfi -fJ112 
= 2(11 etB(Bfi + f2)l12 + )I e-tB(Bfi - f2)\12) by the parallelogram law 
= 201 Bfi + fi II2 + II Bfi - fi II”) by the unitary property 
= 401 Bfi II2 + IIf2 II”) by the parallelogram law 
= 4llf 11; - Q.E.D. 
LEMMA 3.2. Let X be an H-space with respect to two inner products 
(*, -)1 , (-, -)2 . Write X, = (X, (m, *)j), j = 1, 2. Then there exists a 
Q E a(X) such that Q-l E A?(X) and such that 
(i) Q : X, + X2 is unitary, 
(ii) Q : X2 --f X2 is positive and self-adjoint. 
In addition, if {U(t)} is a contraction semi-group [w a unitary group] 
in LV(X,), then {QU(t) Q-l> is a contraction semi-group [or a unitary 
group] in 9(X2). 
Proof. For v E X, (u, v)r defines a bounded linear functional on 
X, . Hence we can write (u, v)r = (u, TV)* for all u E X; and T, 
T-l E a(X) since (a, .)r and (s, .)2 are equivalent. Next, T >, 0 on 
X2 since 
0 < (u, u)l = (u, zy2 = (z-u, u)2 . 
Also, T is self-adjoint on X, , since for all u, v E X, 
(u, Tw), = (24, W)l = (0, u)l = (w, Tu)2 = (z-24, w)2 . 
Let Q E 99(X,) be the positive square root of T. Then Q-l E B’(X) and 
(ii) holds. (i) holds because for all u E X, 
(us 4 = (u, 7342 = (Qu, 842 . 
The last statement of the lemma now follows from (i) since 
Q W Q-l E WG) is the composition of a unitary operator, a 
contraction [or a unitary operator], and another unitary operator. 
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4. PROOFS OFTHE MAIN RESULTS IN THE LINEAR CASE WHEN P c 0 
Let (Al), (A2) hold (and hence (Al’), (-42’) also). Set 
with D(B(t)) = D x IV. Then, solving 
u”(f) + A(t) u(t) = 0, 40) = fi % w4 = f* (4.1) 
in X is equivalent to solving 
U’(f) = B(t) U(f), U(O) =F (4.2) 
in the H-space Y = W x X (where, for example, Y is normed by 
Il(“,:$“y = I/ A(0)1/2y, II2 + 1) y1 )I2 + 1) ya II”). We shall solve (4.2) with 
the help of Theorem 2.4. 
In order to solve (4.2) for t E R, it suffices to solve it for t E Rf. 
C = A(t)1/2 satisfies the hypotheses of Lemma 3.1. Therefore 
B(t), as defined above, generates a unitary group in a(YJ, where 
y; = (K II * IIA and II G If = II 4V12gl II2 + II gz II2 for G = @I E 
Y = W x X. (a, .)f will denote the inner product corresponding 
to II * IL * 
Let Wt = (W I * IL), where ( u II = I( A(t)i12~ 1) for u E IV. By 
Lemma 3.2, there is an operator Q,,(t) E g( W) such that 
QoW E @W, QoW : W -+ IV, is unitary, and Qo(t) : IV, -+ W, 
is positive and self-adjoint. Set T,(t) = [Qo(t)12; we shall consider 
T,(t) as an operator on IV, . Let (a, *)[ denote the inner product 
corresponding to the norm ) * I1 . Then for all u, v E IV, (u, w>~ = 
(T,(t) u, w)s . In particular, for all u E D, z, E IV, 
Since IV is dense in X it follows that 
T,(t) 24 = -4(O)-IA(t) 24 (4.3) 
for all ?I E D. 
BY W)9 Tcl( ' ) is strongly Lipschitzian on D. We want to show 
that T,,( * ) E Lip(w); for this we shall use (Al’). 
By (Al’), if u ED, s < t + 1, 
((A(t) - A(s)) u, u) < C&)1 t - s I (-4(f) u, 4 
(4.4) 
= c,(t)/ .f - s I I u I: < C,(f)1 .f- s I I u 102 
where cq( . ) is a function having the same properties as c;( * ). 
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4<(Tcl(t) - ~&Nf, id>0 = WIN - ToWf + .k!>, f + gh 
- wow - ~&N(f - d, f - g>o . (4.5) 
Also, for each h E D, 
((~CM - To(s)) k hl = v(w~o(t) - T,(4) h, h) 
= (VW - 4s)) h, h) by (4.3) 
G c&)l t - s I I h 1; by (4.4). 
Combining this estimate with (4.5) we obtain 
4W,(t) - T&))f,g)l d c&)l t - s I (If + g 1; + If - g 13 
= W)l t - s I (If 1; + I g I$ 
whenever f, g E D. Consequently, 
I To(t) - T&)l, = sup{lW&) - ~oW)f, &I : If lo * Ii? lo G 11 
= sup{l<(T&) - T&))f,g)/ :f,g E D, If ICI > Ig Ill G 11 
since D is dense in W 
< C&q t - s I 
for 0 < s, t < T, where cr,( T) is a constant depending on T but not 
on t, s. This proves that T,,( . ) E Lip( IV,,). 
Let T > 0 be fixed but arbitrary. Then there is a positive constant 
cs( T) such that for 0 < t < T, cg( T) I < T,,(t) < cg( T)-ll and T,,(t) 
is self-adjoint on IV,, . Let 
So(t) f = v-1 Jp s-~‘~(sI + T,(t))-lT,(t) f ds 
for f E IV, . Then 5’o(t)2 = T,(t) by ([18], pp. 260, 266) and clearly 
S,(t) E @IV,,), So(t) is self-adjoint, and So(t) > 0 (since T,(t), 
($1 + T,,(t))-l > 0). It follows from ([Z4], p. 265) that S,(t) = (lo(t) 
is the unique positive self-adjoint square root of T,(t). The following 
lemma then shows that QO( * ) = S,( * ) E Lip(W,). 
LEMMA 4.1. For each t E R+ let s(t) be a selfadjoint operator on an 
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H-space X. Suppose that for each T > 0 there is a positive constant 
a = a(T) such that a-‘1 > S(t) > al for 0 < t < T. If 
R(t)f = n-1 1; s-ysz + S(t))-lS(t)f ds, (4.6) 
then S( . ) E Lip(X) implies R( * ) E Lip(X). (cf. [9], p. 416.) 
Proof. Let T > 0 be fixed but arbitrary, let a = a(T), and let 
t E [0, II. Then -(S(t) - al) is a nonnegative self-adjoint operator, 
and so by the Hille-Yosida theorem, for all q > 0, 
IW + (W) - 4-l II < q-l, 
and hence, for all r > 0, 
IlW + S(t))-l II < (t. + 4-l. (4.7) 
Also, we have the identity 
(YZ + S(t))-1 - (YZ + S(s))-1 = (YZ + S(t))-l(S(s) - S(t))(rZ + S(s))-1. (4.8) 
By hypothesis there is a constant K = K(T) such that (1 S(t) - S(s)(l < 
K 1 t-s 1 for 0 < s, t < T. Combining this estimate with (4.7) and 
(4.8) we obtain 
ll(YZ + S(t))-1 - (YZ + S(s))-1 II Q (Y + a)-q t - s I 
< min{a-2, r-“} K( t - s I 
for 0 ,< s, t < T, Y > 0. 
If R(t) is defined as in (4.6), then 
(4.9) 
II R(t) - R(s)11 < r-l 1,’ + ,;I r1’2 Il(rI + W-l - (rZ + S(s))-’ II dr 
0 (4.10) 
by (4.6) and the identity 
(YZ + S(t))-k!?(t) = z - Y(YZ + S(t))-1. 
Hence 
11 R(t) - R(s)11 < rlKI t - s 1 I,: Z’2a-2dr + j+; r-3/2dr/ 
= m-‘K{2(3a*)-1 + 231 t - s 1 
for 0 < s, t < T by (4.9) and (4.10). This proves the lemma. 
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Let Y = IV,, x X with norm Ij(z)Ij”y = I g, 1; + II g2 I12. Define 
Q(t) = (od’) F). Then Q(t), Q(f)-l E g(Y), Q( . ) E Lip(Y), and Q(t) : 
Y, + Y(= Y,) is unitary. Hence Q(t) B(t) Q(t)-l generates a unitary 
group in g(Y), namely (Q(t) exp{sB(t)} Q(t)-1; s E W}. Thus condition 
(Cl) of Theorem 2.4 is fulfilled. 
Next, to show that (C2) holds, set R(t) z 1. By what was shown 
above, B(t) generates a uniformly bounded group in g(Y), and so 
1 E p(B(t)). By (Al), D(B(t)) = D x W is independent of t. Therefore 
D( - ) = (I - B( * ))(I - B(O))-1 : Iw+ + 28(Y), 
In fact 
D(t) = (I - B(O))-1 - B(f) B(O)-l[B(O)(I - B(O))-‘]; 
therefore, it remains to show D( . ) E Lip(Y), and for this it suffices 
to show B( = ) B(O)-l E Lip(Y). Let N = (“,:) E Y, and let 
G = B(O)-lH. Then 





II(W) WV’ - B(s) WW H II y 
II( 
0 0 --A(O)-%, 
= A(s) - A(t) 0 N h, Ill y 
tit bw) - AL 40)-‘hl )I1 Y 
= IIGW) - 4s)) 4OY~l II 
d II(4~) - 44 4w1 II II h II 
< 4VI f - s I II H IIY 
for 0 < s, t < T and for all HE Y by (A2). 
By Theorem 2.4 and the equivalence of (4.1) and (4.2), it follows 
that (4.1) has a unique strong solution if fi E D and f2 E W. In other 
words, Theorem 2.2 has been proved for the case P = 0. 
5. PROOFS OF THE MAIN RESULTS IN THE LINEAR CASE (continued) 
To prove Theorem 2.2 in its full generality we shall need the 
following result. 
THEOREM 5.1. In the notation of Theorem 2.4, Zet (Cl), (C2) hold 
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for t E [0, T]. Let G( * ) E Lip(Y). Then (Cl), (C2) hold for B,(t) = 
B(t) + G(t) - kI on [0, T] with the same Q and R, where k is a suitably 
chosen constant. 
This result may be of some independent interest as a perturbation 
theorem. It extends a result of Phillips ([13], pp. 216-217) (as noted 
in the appendix of [q, when considering Cauchy problems of the 
form U’(t) = (B + G(t)) U(t), where B is a generator and 
G( * ) E Lip(Y), there is no loss in generality in assuming that B 
generates a contraction semi-group). In connection with this it seems 
pertinent to remark that Trotter’s product formula has been extended 
to the time dependent case by Faris [5]; that is, Faris proved an 
analog of formula (2.5) with A, B replaced by A( * ), B( * ) respectively. 
Let us now complete the proof of Theorem 2.2 assuming (A3) and 
Theorem 5.1. Let (Al)-(A3) hold. Let G(t) = (pF1, ,“). Then 
G(.):R+S9(Y)sinceforallF= ($)6Y,,,tE[W, 
II WF Ilo = II Wf, II d Ill W)lll,lfi lo < Ill Wlloll~ 110 
where 
Ill wlllci = SUP{11 W)f, II : I./-i lo G 11 < m 
by (A3). Also, the equation 
II WF - W)F IL, = II W)h - Wh II 
together with (A3) yields G( * ) E Lip( Y,). Hence by Theorem 5.1, 
the results of section 4, and Theorem 2.4, we can uniquely solve 
V’(t) = (B(t) + G(t) - k) V(t), l’(0) =F= ($ED x w 
for 0 < t < T, where k is a constant depending on T. Therefore 
U(t) = @V(t) is the unique solution of (2.4) on [0, T]. Hence (2.1), 
(2.2) can be solved uniquely since T > 0 is arbitrary. This completes 
the proof of Theorem 2.1 modulo the proof of Theorem 5.1. 
Proof of Theorem 5.1. Let the hypotheses hold. Choose k E Rf 
so that 
k 2 tgjyl II 8Wl II Wll II !2W Il. 
Then, if B,(t) = B(t) + G(t) - kI, 
Q(t) 4,(t) Q(t)-’ = Cl(t) + G(t) 
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where 
Cl@> = Q(t) w QW, C,(t) = Q(t) G(t) Q(t)-l - KZ. 
C,(t) generates a contraction semi-group by hypothesis, and 
G(t) E g!(y) g enerates a contraction semi-group by our choice of k, 
for 0 < t < T. Therefore, C,(t) + C,(t) generates a contraction 
semi-group by Trotter’s product formula (cf. the uniqueness proof 
of Theorem 2.4). Hence (Cl) holds for B,( . ) on [0, T] with the same 
Q( - )a 
Next, let B,(t) = R(t) B(t) R(t)-l. Let 
B2(t) = R(t) B,(t) R(t)-l = B,(t) + R(t) G(t) R(t)-l - kl. 
Then D(B,(t)) = D(B,(t)) = D(B,(O)), independent of t, and if 
q * ) = (1 - q . ))(I - wwl, 
then D( * ) : R+ + 9?(Y) and 
W) = w - W)P - m9)-1(~ - Juwv - 4w-11 
+ [(R(t) G(t) R(t)-l - k)(I - WWl = C,P) + G(t). 
There is a constant m such that 
II C;(t) - C&)ll d 4 t - s I 
for 0 < s, t < T by hypothesis, and similarly for C,( . ) since for 
some constant m, , 
II R(t) - Jwll, II G(t) - WI, 11 R(t)-1 - R(s)-1 11 < m,l t - s 1 
for 0 < s, t < T. Therefore (C2) holds for B,( * ) on [0, T] with 
the same I?( * ); this completes the proof. 
Proof of Theorem 2.3. Let (Bl), (B2) hold. Then (Al) holds with 
A(t) replaced by A(t) + I and D = && n XPo according to ([I], 
Theorem 5 (iii), pp. 57-58). W e may replace A(t), P(t) by A(t) + I, 
P(t) - I respectively, and nothing changes. So (Al) holds. 
We remark that if one does not want to appeal to Browder’s deep 
results [Z], then (Al) can be shown to hold as immediate consequences 
of (Bl), (B2) d an some additional assumptions. The extra hypotheses 
are that IR is bounded and that the coefficients a,(& x) are sufficiently 
smooth functions of X, so that A(t) can be written in divergence form 
and integration by parts techniques can be applied (cf. [q). 
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Let (B4) hold. Let T(t) E 99(Z0) be any of the mappings a,(& .) I, 
b,(t, *) I. Then T( * ) E Lip(&) by (B4). Hence (A2) holds. 
Let (B3) hold. Then I’( * ) : R -+ g( W, so), and in fact, P( * ) E 
Lip( W, so) by (B4)(cf. the preceding paragraph). Hence (A3) holds. 
Theorem 2.3 now follows from Theorem 2.2. 
6. NON-LINEAR EQUATIONS 
Let X be a B-space with norm 11 . I(. Suppose there is a closed 
operator C such that C2 is closed and densely defined. Make 
D = D(C2) and W = D(C) into B-spaces via graph norms, which 
we denote by II - IID, II - lb respectively. Then D C WC X, each 
being dense in the next and the injections being continuous. Consider 
the abstract Cauchy problem 
u”(t) + L(t) u(t) = 0 (t > s), 44 = fi 3 u’(s) = fi (6.1) 
where ’ = 44 fi E D, fi E W, and L(t) is a closed operator with 
domain D. Write U(t) = (t!$,), B(t) = (-zIJ i), F = (f:). Then (6.1) 
is equivalent to 
U’(t) = B(t) u(t) (t > s), U(s) =FED x W (6.2) 
where D@(t)) = D x W. Solving (6.2) in the B-space Y = W x X 
is equivalent to solving (6.1) in X. We introduce an assumption. 
(Dl) : Suppose that (6.1) (i.e. (6.2)) can be solved in the sense 
that there is a unique function V(*, *) : {(t, s) : 0 < s < t < ~0) + 
g(Y) satisfying V(t, s) V(s, Y) = V(t, Y), V(t, t) = I, V(., a) is 
(jointly) strongly continuous, V(t, s) leaves D x W invariant, and 
for allFED x W, 
(a/at) V(t, s) F = B(t) V(t, s) F, (+%) V(t, s) F = - V(t, s) B(s) F. 
Theorems 2.2 and 2.3 give sufficient conditions for (Dl) to hold. 
We shall solve nonlinear equations in X of the form 
u”(t) + W) u(t) = wt, u(t), W), 40) =fIl ? u’(O) = f2 (6.3) 
when fi E D, f2 E W. The following assumptions will be made on M. 
(D2) : M(*, ., *) : lR+ x W x X + X, and for each c > 0 there 
is a constant R(c) > 0 such that 
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whenever 
t + II u lb + II x lb + II w II + II Y II f c. 
(D3) : M is continuous, i.e. (1 M(t, u, w) - M(s, X, y)]] -+ 0 as 
I~--s++l~--xl,+II~-~ll~~. 
(D4) : M(!R+ x D x W) C W, and as a map from R+ x D x W 
to W, M is continuous, i.e., 
II MC4 u, w) - w, wJ)llw -+O as It--s1 +IIu--ll~+IIw--Yll,~O. 
THEOREM 6.1. Let (Dl)-(D4) hold. Then there is a maximal 
To E (0, co] such that (6.3) h as a unique solution on [0, T,,). The solution 
u( - ) is a strict solution in the sense that u( * ) has a second strong 
deriwatiwe u”( - ) on [0, T,) and (6.3) holds on [0, T,,). T, is maximal 
in the sense that either T, = co OY else lim,,,.; (]I u(t)llw + II u’(t)ll) = 00. 
Finally, T,, = 00 in case (D2) is replaced by the stronger condition. 
(D2’) : For each c > 0 there is a constant k(c) > 0 such that 
II w, u, 4 - w, x, Y)II d &)(ll u - x lb + II w -Y II> 
whenewer 0 < t < c. 
Proof. To solve (6.3) we consider the equivalent vector equation 
U’(t) = B(t) U(t) + N(t, U(t)), U(0) =FED x W (6.4) 
where, U, B, F are as in (6.2) and N(t, X, y) = (M( $‘,&. Let (Dl)-(D3) 
hold. Let VI = (i), V, = (f). Then 
II w VI) - WC VJlly = II iv, VI) - WC V!a)ll 
< WI J’l - J,‘, IIY 
by (D2) if t + (I VI ]Ir + II V, ]jy < c. Also, N : Rf x Y --+ Y is 
(strongly) continuous by (D3). Using a well-known theorem of Segal 
([HI, p. 343) we conclude that (6.4) h as a unique mild solution (in the 
terminology of Browder [3]) on a maximal interval of existence 
[0, T,). That is, there is a unique continuous function U : [0, T,) -+ Y 
satisfying 
U(t) = V(t, 0) F + It V(t, s) N(s, U(s)) ds. (6.5) 0 
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T, is maximal in the sense that either T,, = ,^x, or else 
Also, by Segal’s result, T,, = co if (D2’) holds. 
Clearly, any solution of (6.4) is a solution of (6.5), but not con- 
versely. It remains to show that the mild solution U is strict, and for 
this we need (D4). For brevity write n(s) = N(s, U(s)). Note that 
n( * ) : [0, T,,) -+ Y is continuous. To show that (d/dt) U(t) exists 
and equals B(t) U(t) + n(t), it suffices to show (i) (d/dt) V(t, 0)F 
exists and equals B(t) V(t, O)F, and (ii) (d/dt) J’i V(t, s) n(s) ds exists 
and equals B(t) Ji V(t, s) n(s) ds + n(t). (i) follows immediately from 
(Dl) since F E D x IV. To prove (ii) we examine the difference 
quotients. Let 0 < t < To be fixed. Suppose first that h > 0. Then 
h-1  jy t+ + h, s) n(S) ds- jl ~(t, s) +) ds/ 
= h-l j”” V(t + h, s) n(s) ds + j” h-l[L’(t + h, t) - I] L’(t, s) n(s) ds 
=I,+;,. 
0 
Clearly, since the integrands are continuous functions of s, 
h&l+ 11 = qt, t) n(t) = 4th 
So we must show that 
Jim+ Jz = B(t) j” V(t, s) n(s) ds. 
0 
We claim that B(0) V(t, *) n( * ) : [0, t] -+ Y is strongly measurable 
and bounded (in norm). To see this, write V(t, s) n(s) = (~$~). 
Then B(0) V(t, s) n(s) = (-$~~~8j), and so 
II W) VP 4 Ns)ll Y = II mllw + II w ElW 
But ~up~~[,,~l 11gz(s)llw < 00 since g2( * ) : [0, t] - W is (strongly) 
continuous, and this is so by (Dl) and (D4). Also, 11 L(O)g,(s)l( < 
K (1 gi(s)}l, for some constant K and all s E [0, t]; and 
SUP II&llD < 03 SE[O.f] 
since g,( * ) : [0, t] --t D is strongly continuous by (Dl) and (D4). 
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Thus B(0) V(t, .) n( . ) : [0, t] -+ Y, being strongly measurable and 
bounded (in norm), is Bochner integrable. Since B(0) is a closed 
operator, it follows from a result of Hille ([6], p. 83) that JA V(t, s) 
n(s) ds E D(B(0)) = D x W, and 
;;y+ 12 = B(t) f V(t, s) n(s) ds 
0 
since h-I( V(t + h, t) - I) G + B(t)G as h 4 Of for all G E D x W. 
It remains only to treat the case h < 0,O < t < To . Let k = -h. 
Consider 




V(t, s) n(s) ds 
t-k 
+ k-l f-” [V(t, t - k) - r] V(t - k, s) n(s) ds = J3 + J4 , 
0 
and limk+O+ J3 = n(t) as was the case with Jr . Next, 
J4 = k-l[V(‘(t, t - k) - r] G, , 
where G, = Ji-” V(t - k, s) n(s) ds. Gk E D x W by the argument 
of the preceding paragraph (using Hille’s theorem). By (Dl), V(t, s) 
leaves D x W invariant, and in fact given T E (0, co) there is a 
constant K, > 0 such that 
II W 4 G II Dxw d kt-(II B(t) W 4 G IIY + II W 4 G IId 
< b211 G Ibxw 
whenever 0 < s < t < T, G E D x W. Here 
11 G IiDxW = /lb IID + Ii&T, I/w. 
It follows from this observation and from (D4) that 
11 ‘%s - ,: v(tv s) n(s) ds IiDxw- 0 (6.6) 
as k --+ Of. As a map from D x W to Y = W x X, T(k) defined by 
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T(k) = K-l[V(t, t - k) - I], K > 0, T(0) = B(t), is bounded; in 
fact, using (Dl) we see that 
T( . ) : Rf -+ B(D x W, Y) is strongly continuous. (6.7) 
Hence 
J4 = T(K) Gk -+ B(r) 1’ V(t, s) n(s) di 
0 
in Y as K -+ 0+ by (6.6), (6.7), and the fact that a composition of 
continuous functions is continuous. This completes the proof of the 
theorem. 
Condition (D2’) is quite restrictive, and it is of interest to know 
when T,, = co in case (D2’) fails to hold. Suppose that X is an H-space 
and L(t) does not depend on t. Suppose also that for each T > 0 
there is a constant K = K(T) such that 
for each t E [0, T] and for every strongly differentiable function 
w : [0, r] -+ X with w’ strongly continuous as a map from [0, T] to IV. 
Then T,, = co. This is a consequence of the proof of ([2], Lemma 1, 
p. 251). 
It is also of interest to weaken (D2) to a condition which reads 
II WC 4 4 - WC x, VII < Wll 11 - x llfv + II w - y II) 
whenever 
.f + II ZJ IID + II x IID + II w IIW + II Y lb G c. 
A result using this condition can be derived as a consequence of a 
rest& of Segal ([ls], Th eorem 2, p. 351) if, again, L(t) does not 
depend on t. 
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