Abstract-Feature selection (FS) is a global optimization problem in machine learning, which reduces the number of features, removes irrelevant, noisy and redundant data, and results in acceptable recognition accuracy. This paper presents a novel feature selection algorithm based on Bacteria Foraging Optimization (BFO). The algorithm is applied to coefficients extracted by discrete cosine transforms (DCT). Evolution is driven by a fitness function defined in terms of maximizing the class separation (scatter index). Performance is evaluated using the ORL face database.
I. INTRODUCTION

A. Face Recognition
Face Recognition (FR) is a matching process between a query face's features and target face's features. Face recognition (FR) has emerged as one of the most extensively studied research topics that spans multiple disciplines such as pattern recognition, signal processing and computer vision. [1] . The block diagram of Face Recognition system is shown in figure 1. 
1) Feature Extraction
It is known that a good feature extractor for a face recognition system is claimed to select as more as possible the best discriminate features which are not sensitive to arbitrary environmental variations such as variations in pose, scale, illumination, and facial expressions [2] .
Feature extraction algorithms mainly fall into two categories: geometrical features extraction and, statistical (algebraic) features extraction [1] , [3] , [4] . The geometrical approach represents the face in terms of structural measurements and distinctive facial features. These features are used to recognize an unknown face by matching it to the nearest neighbor in the stored database. Statistical features extraction is usually driven by algebraic methods such as principal component analysis (PCA) [5] , and independent component analysis (ICA) [5] , [6] , [7] , [8] , [9] , [10] , [11] .
a) Discrete Cosine Transform
DCT has emerged as a popular transformation technique widely used in signal and image processing. This is due to its strong "energy compaction" property: most of the signal information tends to be concentrated in a few low-frequency components of the DCT. The use of DCT for feature extraction in FR has been described by several research groups [10] , [11] , [12] , [13] , [14] , [15] and [16] . DCT transforms the input into a linear combination of weighted basis functions. These basis functions are the frequency components of the input data.
The general equation for the DCT of an NXM image f (x, y) is defined by the following equation:
Where f (x, y) is the intensity of the pixel in row x and column y; u= 0, 1… N-1 and v=0, 1… M-1 and the functions α(u) , α(v) are defined as:
2) Feature Selection
The feature selection seeks for the optimal set of d features out of m [17] , [18] and [19] . Several methods have been previously used to perform feature selection on training and testing data. Among the various methods proposed for FS, population-based optimization algorithms such as Genetic Algorithm (GA)-based method [20] , [21] , [22] and Ant Colony Optimization (ACO)-based method have attracted a lot of attention [23] . In the proposed FR system we utilized an evolutionary feature selection algorithm based on swarm intelligence called the Bacteria Foraging Optimization.
B. Bacteria Foraging Optimization
Bacterial Foraging Optimization (BFO) is a novel optimization algorithm based on the social foraging behavior of Feature Extraction Feature Selection Classifier www.ijacsa.thesai.org E. coli bacteria. The motile bacteria such as E. coli and salmonella propel themselves by rotating their flagella. To move forward, the flagella counterclockwise rotate and the organism "swims" (or "runs").While a clockwise rotation of the flagellum causes the bacterium randomly "tumble" itself in a new direction and then swims again [24] , [25] .
1) Classical BFO Algorithm
The original Bacterial Foraging Optimization system consists of three principal mechanisms, namely, chemo taxis, reproduction, and elimination-dispersal [25] :
represents the bacterium at jth chemo tactic, kth reproductive, and lth elimination-dispersal step. C(i) is the chemo tactic step size during each run or tumble (i.e., run-length unit). Then in each computational chemo tactic step, the movement of the ith bacterium can be represented as
Where Δ(i) is the direction vector of the jth chemo tactic step. When the bacterial movement is run, Δ(i) is the same with the last chemo tactic step; otherwise, Δ(i) is a random vector whose elements lie in [−1, 1] . With the activity of run or tumble taken at each step of the chemo taxis process, a step fitness, denoted as J(i, j, k, l), will be evaluated.
b) Reproduction
The health status of each bacterium is calculated as the sum of the step fitness during its life, that is,
where Nc is the maximum step in a chemo taxis process. All bacteria are sorted in reverse order according to health status. In the reproduction step, only the first half of population survives and a surviving bacterium splits into two identical ones, which are then placed in the same locations. Thus, the population of bacteria keeps constant.
c) Elimination and Dispersal
The chemo taxis provides a basis for local search, and the reproduction process speeds up the convergence which has been simulated by the classical BFO. While to a large extent, only chemo taxis and reproduction are not enough for global optima searching. Since bacteria may get stuck around the initial positions or local optima, it is possible for the diversity of BFO to change position to eliminate the accidents of being trapped into the local optima. Then some bacteria are chosen, according to a preset probability Ped, to be killed and moved to another position within the environment.
The original BFO algorithm is briefly outlined step by step as follows.
Step1. Initialize parameters n, S, Nc, Ns, Nre, Ned , Ped, C(i) (i = 1, 2, . . . , S), θi where n: dimension of the search space, S: the number of bacteria in the colony, Nc: chemo tactic steps, Ns: swim steps, Nre: reproductive steps, Ned: elimination and dispersal steps, Ped: probability of elimination, C(i): the run-length unit (i.e., the size of the step taken in each run or tumble).
Step4. Chemo taxis loop: j = j +1. 
Sub
This results in a step of size C(i) in the direction of the tumble for bacterium i.
(ii) While m < Ns (if has not climbed down too long), the following hold.
another step of size C(i) in this same direction will be taken as (iv) and use the new generated. Step5. If j < Nc , go to Step 3. In this case, continue chemo taxis since the life of the bacteria is not over. Step7. If k <Nre, go to Step 2. In this case the number of specified reproduction steps is not reached and start the next generation in the chemotactic loop.
Step8. Elimination-dispersal: for i = 1, 2, . . . , S, with probability Ped, eliminate and disperse each bacterium, which results in keeping the number of bacteria in the population constant. To do this, if a bacterium is eliminated, simply disperse one to a random location on the optimization domain. If l <Ned, then go to Step 2; otherwise end.
II. BFO-BASED FEATURE SELECTION
In this proposed work, features of image are extracted using DCT technique. The extracted features are reduced further by using Bacteria Foraging Optimization to remove redundancy and irrelevant features. The resulting feature subset (obtained by BFO) is the most representative subset and is used to recognize the face from face gallery. 
1) Fitness Function
In each generation, each bacterium is evaluated, and a value of goodness or fitness is returned by a fitness function. This evolution is driven by the fitness function F [26] . Let w 1 , w 2 ..., 
Where N is the total number of images of all the classes. Thus the between class scatter fitness function F is computed as follows:
2) Classifier
After the training phase, a typical and popular Euclidean distance is employed to measure the similarity between the test vector and the reference vectors in the gallery. Euclidean distance is defined as the straight-line distance between two points. For N-dimensional space, the Euclidean distance between two any points' pi and qi is given by:
Where p i (or q i ) is the coordinate of p (or q) in dimension i.
III. PROPOSED BFO-BASED FEATURE SELECTION ALGORITHM
The algorithm proposed for feature extraction using BFO is discussed in figure 2 . There are certain variations in BFO algorithm used in this work. Firstly, step 6.6 of the proposed algorithm moves the bacteria back to its previous position if current position is less suitable (checked using fitness function). So in this algorithm, bacteria have "memory" as they remember their previous position. Secondly, as there are chances that bacteria may get struck in local optima, elimination dispersal removes bacteria from its current position and moves it to "random" new position. In the proposed algorithm, position of bacteria is decided randomly in the each iteration. There is no need of using Elimination Dispersal.
IV. EXPERIMENTAL RESULTS
The performance of the proposed feature selection algorithm is evaluated using the standard Cambridge ORL gray-scale face database. The ORL database of faces contains a set of face images taken between April 1992 and April 1994 at the AT&T Laboratories (by the Oliver Research Laboratory in Cambridge, UK) [13] and [23] .
The database is composed of 400 images corresponding to 40 distinct persons. The original size of each image is 92x112 pixels, with 256 grey levels per pixel. Each subject has 10 different images taken in various sessions varying the lighting, facial expressions (open/ closed eyes, smiling/ not smiling) and facial details (glasses/ no glasses). Four images per person were used in the training set and the remaining six images were used for testing.
The parameters used for BFO-based Feature Selection is shown in table 1. In this work, we test the BFO-based feature selection algorithm with feature vectors based on various sizes of DCT coefficient. The 2-dimentional DCT is applied to the input image and only a subset of the DCT coefficients corresponding to the upper left corner of the DCT array is retained. Subset sizes of 50x50, 40x40, 30x30 and 20x20 of the original 92x112 DCT array are used in this work. www.ijacsa.thesai.org Each of 2-dimensional subset DCT array is converted to a 1-dimensional array using raster scan. This is achieved by processing the image row by row concatenating the consecutive rows into a column vector. This column vector is the input to the subsequent feature selection algorithm.
To calculate average recognition rate for each problem instance, 5 test images are randomly chosen from 40 classes. Average recognition is measured by knowing how many times correct faces were identified out of 5 trials. The average recognition rate is measured together with the CPU training time and the average number of selected features for each problem instance. The algorithm has been implemented in Mat lab 7 and the result for each problem instance (20X20, 30X30, 40X40, and 50X50 DCT Array) is shown in table 2 Following are the faces recognized by the proposed Algorithm for various number of features input to BFO-FS. 11. 12.
13. formula (x). The index of the image which has the smallest distance with the image under test is considered to be the required index. For each of the problem instance (20X20, 30X30, 40X40, and 50X50), algorithm is run 5 times and each time, random test image is chosen to be matched with face gallery. The test face matches with image in face gallery in each trial and average recognition rate is 100 % for each problem instance. The BFO-selection algorithm reduces the size of original feature vector to 53.7%, 50%, 50%,51% for problem instance of 20X20, 30X30, 40X40, and 50X50 respectively. For example, if the DCT of an image is calculated and 20X20 DCT subset is taken from upper left of DCT array, there are total 400 features which are given as an input to BFO-FS algorithm. BFO-FS reduces the 400 features to 215 which means only 215 features are required to recognize the face from facial gallery.
A. Comparison of BFO with PSO
If the proposed algorithm is compared with PSO-based feature selection described in [2] , the average recognition rate of the proposed algorithm is better than that of PSO-based feature selection. The number of selected features by proposed algorithm is comparable to those selected by PSO-based feature selection. On the other hand, in terms of computational time, PSO-based selection algorithm takes less training time than the BFO-based selection algorithm in all tested instances which indicates that BFO is computationally expensive than PSO but the effectiveness' of BFO in finding the optimal feature subset compared to PSO compensates its computational inefficiency. In this paper, a novel BFO-based feature selection algorithm for FR is proposed. The algorithm is applied to feature vectors extracted by Discrete Cosine Transform. The algorithm is utilized to search the feature space for the optimal feature subset. Evolution is driven by a fitness function defined in terms of class separation. The classifier performance and the length of selected feature vector were considered for performance evaluation using the ORL face database. Experimental results show the superiority of the BFO-based feature selection algorithm in generating excellent recognition accuracy with the minimal set of selected features. 
