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Abstract
The initial boundary value problem for a class of scalar non autonomous conservation laws
in one space dimension is proved to be well posed and stable with respect to variations
in the flux. Targeting applications to traffic, the regularity assumptions on the flow are
extended to a merely L∞ dependence on time. These results ensure, for instance, the
well posedness of a class of vehicular traffic models with time dependent speed limits. A
traffic management problem is then shown to admit an optimal solution.
2010 Mathematics Subject Classification: 35L65, 35L04
Keywords: Conservation Laws, Boundary Value Problems for Conservation Laws
1 Introduction
In this paper we deal with a non linear Initial Boundary Value Problem (IBVP) for a non
autonomous scalar conservation law in one space dimension. Our main result is its well
posedness and the stability of solutions with respect to variations in the flux, relaxing the
regularity assumptions found in the literature, see for instance [3, 6, 15, 21].
The theory of Conservation Laws traditionally splits in that of scalar multi–dimensional
equations and that of one dimensional systems. In the former case, the key reference related
to IBVPs is [3], see also [4, 6, 14, 15, 16, 21]. In the latter case, we refer to [1, 7, 8, 10].
Below, we consider the following IBVP both on the (unbounded) half line R+
∂tu+ ∂x
(
v(t) g(u)
)
= 0 (t, x)∈ [0, T ]× R+
u(0, x) =uo(x) x∈R+
u(t, 0) =ub(t) t∈ [0, T ],
(1.1)
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and on the bounded segment [0, L]
∂tu+ ∂x
(
v(t) g(u)
)
= 0 (t, x)∈ [0, T ]× [0, L]
u(0, x) =uo(x) x∈ [0, L]
u(t, 0) =ub,1(t) t∈ [0, T ]
u(t, L) =ub,2(t) t∈ [0, T ].
(1.2)
Remark that here the flux is the product between a time dependent function v(t) and a
function of the unknown g(u). The time dependent part of the flux is here assumed to be
merely L∞ and the domain needs not be bounded, significantly extending what required
in [3, 15, 21], where the flow is smooth and the domain is bounded. In [6], the domain can
be unbounded but the flow needs be smooth too, although of the more general form f(t, u).
Nevertheless, the results in [6, § 2.1 and § 3.1] concerning the autonomous (time independent)
problems, that is with flux of the form f(u), constitute the starting point for the present
work. Aiming to deal with a merely L∞ function v, as an intermediate step we first focus
on the case of Lipschitz continuous v. Under this assumption, an ad hoc diffeomorphism,
transforming (1.1), respectively (1.2), into an autonomous problem of the type considered
in [6], allows to extend the well posedness and stability results to the present setting. The
stability with respect to the flux, and in particular to v, allows then to further relax the
regularity assumptions on v, up to L∞, without any requirement on the boundedness of the
total variation in time.
We adopt the same definition of solution to (1.1), respectively (1.2), as in [6]. As far as
bounded domains are concerned, this definition was introduced in [15, 16, 21], see also [14]. As
in [6], we also consider the unbounded case of the half line. This definition of solution has the
remarkable feature of being stable under convergence in L1, see [14, Chapter 2, Remark 7.33]
and also [19, Remark 3.6]. This constitutes a crucial element in the proof of the well posedness
of problem (1.1) when v is a function in L∞, see Theorem 2.6. We refer to [19] for a deeper
discussion of the various definitions of solutions to IBVPs for balance laws.
The well posedness and stability results obtained below suits various issues arising in the
macroscopic modelling of vehicular traffic flows. Indeed, we consider in detail the problem of
choosing a variable speed limit that minimizes the time spent in queues at a traffic light. We
refer to [20] and to the references therein for a more engineering oriented approach, to [5] for
further related control and inverse problems.
The paper is organised as follows. Section 2 deals with problem (1.1) on the half line:
after providing the definition of solution, § 2.1 presents the results for Lipschitz continuous
v, while § 2.2 is devoted to the case v ∈ L∞. Section 3 is structured in a similar way for the
IBVP (1.2) on a bounded segment. These results allow to prove the existence of an optimal
control for a traffic management problem, see Section 4. All proofs related to the case of the
half line are collected in Section 5, where the necessary preliminary results are also recalled.
2 The Case of a Half Line
All statements and proofs are referred to the time interval [0, T ], for a fixed positive T .
Throughout, vmin is a strictly positive constant.
2
Below, if u` ∈ L∞(I`;R) for real intervals I`, ` = 1, . . . ,m, we denote
U(u1, . . . , um) =
[
min
`=1,...,m
ess inf
I`
u` , max
`=1,...,m
ess sup
I`
u`
]
. (2.1)
In other words, U(u1, . . . , um) is the closed convex hull of
⋃m
`=1 u`(I`). Whenever Iu is a
real interval, for u ∈ BV(Iu;R), TV (u) stands for the total variation of u on Iu, see [9,
§ 5.10.1], and, for any interval I ⊆ Iu, we also set TV (u; I) = TV (u|I). For the vector
u = (u1, . . . , um), we define TV (u) =
∑m
`=1 TV (u`).
The following notation is of use
sgn +(s) =
{
1 if s > 0,
0 if s ≤ 0, sgn
−(s) =
{
0 if s ≥ 0,
−1 if s < 0,
s+ = max{s, 0},
s− = max{−s, 0}.
Occasionally, we also denote t1 ∨ t2 = max{t1, t2}.
Definition 2.1. A solution to the IBVP
∂tu+ ∂xf(t, u) = 0 (t, x)∈ [0, T ]× R+
u(0, x) =uo(x) x∈R+
u(t, 0) =ub(t) t∈ [0, T ],
(2.2)
is a map u ∈ L∞([0, T ] × R+;R) such that for any k ∈ R and for any test function ϕ ∈
C1c(R× R;R+)∫ T
0
∫
R+
{(
u(t, x)− k)± ∂tϕ(t, x) + sgn±(u(t, x)− k)(f (t, u(t, x))− f(t, k)) ∂xϕ(t, x)}dx dt
+
∫
R+
(
uo(x)− k
)±
ϕ(0, x) dx−
∫
R+
(
u(T, x)− k)± ϕ(T, x) dx
+ ‖∂uf‖L∞([0,T ]×U ;R)
∫ T
0
(
ub(t)− k
)±
ϕ(t, 0) dt ≥ 0,
where U = U(uo, ub|[0,T ]) as in (2.1).
The above choice is inspired by [6, Definition 2.1], see also [15, 21] in a slightly different
setting. Refer in particular to [19] for a comparison among various definitions of solutions to
IBVPs for general scalar balance laws, also in several space dimensions.
2.1 Lipschitz Continuous v
This paragraph is devoted to the well posedness of problem (1.1), under the assumptions that
the time dependent part of the flux v is in C0,1([0, T ]; [vmin,+∞[). All proofs of the results
presented below are deferred to § 5.2.
First, we extend [6, Proposition 2.2], see also Proposition 5.1, to the present more general
case, i.e. under less regularity assumptions on the flux, obtaining the L1–Lipschitz continuous
dependence of the solutions on initial and boundary data.
3
Proposition 2.2. Let v ∈ C0,1([0, T ]; [vmin,+∞[). Fix g ∈ C1(R;R). Let uo, u˜o ∈ (L1 ∩
BV)(R+;R), ub, u˜b ∈ (L1 ∩BV)([0, T ];R). Assume that the IBVPs
∂tu+ ∂x
(
v(t) g(u)
)
= 0
u(0, x) = uo(x)
u(t, 0) = ub(t)
and

∂tu˜+ ∂x
(
v(t) g(u˜)
)
= 0
u˜(0, x) = u˜o(x)
u˜(t, 0) = u˜b(t)
admit solutions u, u˜ ∈ L∞([0, T ] × R+;R) in the sense of Definition 2.1, such that u and u˜
both admit a trace for x→ 0+ for a.e. t ∈ [0, T ]. Then, for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ ‖uo − u˜o‖L1(R+;R) + ‖v‖L∞([0,t];R)
∥∥g′∥∥
L∞(U ;R) ‖ub − u˜b‖L1([0,t];R),
where U = U(ub|[0,t], u˜b|[0,t]) as in (2.1).
Now, we deal with existence and a priori estimates on solutions to (1.1) in the case of a
merely Lipschitz continuous v.
Proposition 2.3. Let v ∈ C0,1([0, T ]; [vmin,+∞[), g ∈W1,∞loc (R;R), uo ∈ (L1 ∩BV)(R+;R)
and ub ∈ (L1 ∩ BV)([0, T ];R). Then problem (1.1) admits a solution u in the sense of
Definition 2.1 with the properties:
1. Range of u: with the notation in (2.1), u(t, x) ∈ U(uo, ub|[0,t]) for a.e. (t, x) ∈ [0, T ]×R+.
Hence, for all t ∈ [0, T ], ∥∥u(t)∥∥
L∞(R+;R)
≤ max
{
‖uo‖L∞(R+;R), ‖ub‖L∞([0,t];R)
}
.
2. u is L1–Lipschitz continuous in time: for all t1, t2 ∈ [0, T ],∥∥u(t1)− u(t2)∥∥L1(R+;R) ≤ TV (t1 ∨ t2, uo, ub) ‖v‖L∞([0,t1∨t2];R) ∥∥g′∥∥L∞(U ;R) |t2 − t1|,
where
TV (t, uo, ub) = TV (uo) + TV (ub; [0, t]) +
∣∣ub(0+)− uo(0+)∣∣, (2.3)
and U = U(uo, ub|[0,t1∨t2]), with the notation (2.1).
3. Total variation estimate: for all t ∈ [0, T ], TV (u(t)) ≤ TV (t, uo, ub), with the nota-
tion (2.3).
To conclude this paragraph, we ensure the stability with respect to the flux of the solution
to (1.1), under the hypothesis v ∈ C0,1([0, T ]; [vmin,+∞[).
Theorem 2.4. Let v, v˜ ∈ C0,1([0, T ]; [vmin,+∞[). Fix g, g˜ ∈ C1(R;R). Let uo ∈ (L1 ∩
BV)(R+;R), ub ∈ (L1 ∩BV)([0, T ];R). Call u and u˜ the solutions to the IBVPs
∂tu+ ∂x
(
v(t) g(u)
)
= 0
u(0, x) = uo(x)
u(t, 0) = ub(t)
and

∂tu˜+ ∂x
(
v˜(t) g˜(u˜)
)
= 0
u˜(0, x) = uo(x)
u˜(t, 0) = ub(t).
(2.4)
where (t, x) ∈ [0, T ]× R+. Then the following estimate holds: for all t ∈ [0, T ]∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ TV (t, uo, ub)
(
A t
∥∥g′ − g˜′∥∥
L∞(U ;R) +B ‖v − v˜‖L1([0,t];R)
)
, (2.5)
4
where TV (t, uo, ub) is defined in (2.3), U = U(uo, ub|[0,t]) is as in (2.1) and
A = max {1, G} V, G = min
{∥∥g′∥∥
L∞(U ;R),
∥∥g˜′∥∥
L∞(U ;R)
}
,
B =
(
1 +
V
vmin
)
G, V = min
{
‖v‖L∞([0,t];R), ‖v˜‖L∞([0,t];R)
}
.
(2.6)
Remark 2.5. In the case of a more regular flux function, say v ∈ C1([0, T ]; [vmin,+∞[), also
the stability estimate presented in [6, Theorem 2.6] can be applied, obtaining∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ TV (t, uo, ub)
(
A
∥∥g′ − g˜′∥∥
L∞(U ;R) +B ‖v − v˜‖L∞([0,t];R)
)
t,
with the same notation introduced in (2.6). Clearly, the bound (2.5) is more precise. This
improvement plays a key role in the relaxation of the hypothesis on v achieved in Theorem 2.6.
2.2 Discontinuous v
Our aim is now to further relax the regularity hypothesis on v, allowing also for discontinuous
functions. In particular, we set v ∈ L∞([0, T ]; [vmin,+∞[).
Theorem 2.6. Let v ∈ L∞([0, T ]; [vmin,+∞[), g ∈ C1(R;R). Fix uo ∈ (L1 ∩ BV)(R+;R),
ub ∈ (L1 ∩ BV)([0, T ];R). Then problem (1.1) admits a solution u in the sense of Defini-
tion 2.1 with the properties:
1. Range of u: with the notation in (2.1), u(t, x) ∈ U(uo, ub|[0,t]) for a.e. (t, x) ∈ [0, T ]×R+.
Hence, for all t ∈ [0, T ], ∥∥u(t)∥∥
L∞(R+;R)
≤ max
{
‖uo‖L∞(R+;R), ‖ub‖L∞([0,t];R)
}
.
2. u is L1–Lipschitz continuous in time: for all t1, t2 ∈ [0, T ],∥∥u(t1)− u(t2)∥∥L1(R+;R) ≤ TV (t1 ∨ t2, uo, ub) ‖v‖L∞([0,t1∨t2];R) ∥∥g′∥∥L∞(U ;R) |t2 − t1|,
where TV (t, uo, ub) is as in (2.3) and U = U(uo, ub|[0,t1∨t2]), with the notation (2.1).
3. Total variation estimate: for t∈[0, T ], with the notation (2.3), TV (u(t))≤TV (t, uo, ub).
4. L1–Lipschitz continuity on initial and boundary data: if u˜o ∈ (L1 ∩BV)(R+;R), u˜b ∈
(L1 ∩BV)([0, T ];R) and u˜ is the corresponding solution to (1.1), for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ ‖uo − u˜o‖L1(R+;R) + ‖v‖L∞([0,t];R)
∥∥g′∥∥
L∞(U ;R)‖ub − u˜b‖L1([0,t];R),
where U = U(ub|[0,t], u˜b|[0,t]) as in (2.1).
5. L1–stability with respect to v and g: if v˜ ∈ L∞([0, T ]; [vmin,+∞[), g˜ ∈ C1(R;R) and u˜
is the corresponding solution to (1.1), for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ TV (t, uo, ub)
(
A t
∥∥g′ − g˜′∥∥
L∞(U ;R) +B ‖v − v˜‖L1([0,t];R)
)
,
where TV (t, uo, ub) is defined in (2.3), U = U(uo;ub|[0,t]) is as in (2.1) and we use the
notation (2.6).
The proof is deferred to § 5.3.
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3 The Case of a Segment
In this Section we focus on the IBVP (1.2) where x varies in a segment. We follow the same
structure of Section 2 and provide all statements in details, though omitting the proofs, since
they are entirely analogous to those presented in § 5.2 and § 5.3 for the case of the half line,
now relying on [6, § 3.1].
Consider first the more general IBVP on a segment
∂tu+ ∂xf(t, u) = 0 (t, x)∈ [0, T ]× [0, L]
u(0, x) =uo(x) x∈ [0, L]
u(t, 0) =ub,1(t) t∈ [0, T ]
u(t, L) =ub,2(t) t∈ [0, T ].
(3.1)
The definition of solution to (3.1) is analogous to Definition 2.1. Here we have one more term,
due to the boundary x = L.
Definition 3.1. A solution to the IBVP (3.1) is a map u ∈ L∞([0, T ] × [0, L];R) such that
for any k ∈ R and for any test function ϕ ∈ C1c(R× R;R+)∫ T
0
∫ L
0
{(
u(t, x)− k)± ∂tϕ(t, x) + sgn±(u(t, x)− k)(f (t, u(t, x))− f(t, k)) ∂xϕ(t, x)}dx dt
+
∫ L
0
(
uo(x)− k
)±
ϕ(0, x) dx−
∫ L
0
(
u(T, x)− k)± ϕ(T, x) dx
+ ‖∂uf‖L∞([0,T ]×U ;R)
∫ T
0
{(
ub,1(t)− k
)±
ϕ(t, 0) +
(
ub,2(t)− k
)±
ϕ(t, L)
}
dt ≥ 0,
where U = U(uo, ub,1|[0,T ], ub,2|[0,T ]) as in (2.1).
Throughout, we denote ub =
(
ub,1, ub,2
)
, so that U = U(uo,ub|[0,T ]).
3.1 Lipschitz continuous v
We focus on problem (1.2) under the assumption v ∈ C0,1([0, T ]; [vmin,+∞[).
The following Proposition extends [6, Proposition 3.2] to the present setting of less regu-
larity assumptions on the flux. It is the analogous to Proposition 2.2, but the half line is here
replaced by a segment.
Proposition 3.2. Let v ∈ C0,1([0, T ]; [vmin,+∞[). Fix g ∈ C1(R;R). Let uo, u˜o ∈ (L1 ∩
BV)([0, L];R), ub, u˜b ∈ (L1 ∩BV)([0, T ];R2). Assume that the IBVPs
∂tu+ ∂x
(
v(t) g(u)
)
= 0
u(0, x) = uo(x)(
u(t, 0), u(t, L)
)
= ub(t)
and

∂tu˜+ ∂x
(
v(t) g(u˜)
)
= 0
u˜(0, x) = u˜o(x)(
u˜(t, 0), u˜(t, L)
)
= u˜b(t)
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admit solutions u, u˜ ∈ L∞([0, T ]× [0, L];R) in the sense of Definition 3.1, such that u and u˜
both admit a trace for x→ 0+ and at x→ L− for a.e. t ∈ [0, T ]. Then, for all t ∈ [0, T ],
∥∥u(t)−u˜(t)∥∥
L1([0,L];R) ≤ ‖uo−u˜o‖L1([0,L];R)+‖v‖L∞([0,t];R)
∥∥g′∥∥
L∞(U ;R)
2∑
i=1
∥∥ub.i − u˜b,i∥∥L1([0,t];R),
where U = U(ub|[0,t], u˜b|[0,t]) is as in (2.1).
The analogous to Proposition 2.3 reads as follows.
Proposition 3.3. Let v ∈ C0,1([0, T ]; [vmin,+∞[) and g ∈ W1,∞loc (R;R). Fix uo ∈ (L1 ∩
BV)([0, L];R) and ub ∈ (L1 ∩ BV)([0, T ];R2). Then problem (1.2) admits a solution u in
the sense of Definition 3.1 with the properties:
1. Range of u: with the notation in (2.1), u(t, x) ∈ U(uo,ub|[0,t]) for a.e. (t, x) ∈ [0, T ] ×
[0, L]. Hence, for all t ∈ [0, T ],∥∥u(t)∥∥
L∞([0,L];R) ≤ max
{
‖uo‖L∞([0,L];R),
∥∥ub,1∥∥L∞([0,t];R), ∥∥ub,2∥∥L∞([0,t];R)} .
2. u is L1–Lipschitz continuous in time: for all t1, t2 ∈ [0, T ],∥∥u(t1)− u(t2)∥∥L1([0,L];R) ≤ TV (t1 ∨ t2, uo,ub) ‖v‖L∞([0,t1∨t2];R) ∥∥g′∥∥L∞(U ;R) |t2 − t1|,
where
TV (t, uo,ub)= TV (uo) + TV (ub; [0, t]) +
∣∣ub,1(0+)− uo(0+)∣∣+ ∣∣ub,2(0+)− uo(L−)∣∣,
(3.2)
and U = U(uo,ub|[0,t1∨t2]), with the notation (2.1).
3. Total variation estimate: for all t ∈ [0, T ], TV (u(t)) ≤ TV (t, uo,ub), with the nota-
tion (3.2).
We conclude this paragraph with the following Theorem, stating the stability with respect to
the flux of the solution to (1.2), under the hypothesis v ∈ C0,1([0, T ]; [vmin,+∞[).
Theorem 3.4. Let v, v˜ ∈ C0,1([0, T ]; [vmin,+∞[). Fix g, g˜ ∈ C1(R;R). Let uo ∈ (L1 ∩
BV)([0, L];R), ub ∈ (L1 ∩ BV)([0, T ];R2). Call u and u˜ the solutions to the IBVP (1.2),
with flux v g and v˜ g˜ respectively. Then the following estimate holds: for all t ∈ [0, T ]∥∥u(t)− u˜(t)∥∥
L1([0,L];R) ≤ TV (t, uo,ub)
(
A t
∥∥g′ − g˜′∥∥
L∞(U ;R) +B ‖v − v˜‖L1([0,t];R)
)
,
where TV (t, uo,ub) is defined in (3.2), U = U(uo;ub|[0,t]) is as in (2.1), A and B are defined
in (2.6).
3.2 Discontinuous v
We now relax the regularity hypothesis on v, allowing also for discontinuous functions. In
particular, we consider problem (1.2) with v ∈ L∞([0, T ]; [vmin,+∞[).
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Theorem 3.5. Let v ∈ L∞([0, T ]; [vmin,+∞[), g ∈ C1(R;R), uo ∈ (L1 ∩ BV)([0, L];R)
and ub ∈ (L1 ∩ BV)([0, T ];R2). Then problem (1.2) admits a solution u in the sense of
Definition 3.1 with the properties:
1. Range of u: with the notation in (2.1), u(t, x) ∈ U(uo,ub|[0,t]) for a.e. (t, x) ∈ [0, T ] ×
[0, L]. Hence, for all t ∈ [0, T ],∥∥u(t)∥∥
L∞([0,L];R) ≤ max
{
‖uo‖L∞([0,L];R),
∥∥ub,1∥∥L∞([0,t];R), ∥∥ub,2∥∥L∞([0,t];R)} .
2. u is L1–Lipschitz continuous in time: for all t1, t2 ∈ [0, T ],∥∥u(t1)− u(t2)∥∥L1([0,L];R) ≤ TV (t1 ∨ t2, uo,ub) ‖v‖L∞([0,t1∨t2];R) ∥∥g′∥∥L∞(U ;R) |t2 − t1|,
where TV (t, uo,ub) is as in (3.2) and U = U(uo,ub|[0,t1∨t2]), with the notation (2.1).
3. Total variation estimate: for all t ∈ [0, T ], with the notation (2.3), TV (u(t)) ≤
TV (t, uo,ub), where TV (t, uo,ub) is as in (3.2).
4. L1–Lipschitz continuity on initial and boundary data: if u˜o ∈ (L1 ∩ BV)([0, L];R),
u˜b ∈ (L1∩BV)([0, T ];R2) and u˜ is the corresponding solution to (1.2), for all t ∈ [0, T ],∥∥u(t)−u˜(t)∥∥
L1([0,L];R) ≤ ‖uo−u˜o‖L1([0,L];R)
+ ‖v‖L∞([0,t];R)
∥∥g′∥∥
L∞(U ;R)
2∑
i=1
∥∥ub.i − u˜b,i∥∥L1([0,t];R),
where U = U(ub|[0,t], u˜b|[0,t]) as in (2.1).
5. L1–stability with respect to v and g: if v˜ ∈ L∞([0, T ]; [vmin,+∞[), g˜ ∈ C1(R;R) and u˜
is the corresponding solution to (1.2), for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1([0,L];R) ≤ TV (t, uo,ub)
(
A t
∥∥g′ − g˜′∥∥
L∞(U ;R) +B ‖v − v˜‖L1([0,t];R)
)
,
where TV (t, uo,ub) is defined in (3.2), U = U(uo;ub|[0,t]) is as in (2.1) and we use the
notation (2.6).
4 Application to Vehicular Traffic
We consider below sample numerical integrations of (1.2). In the interior of the interval [0, L],
we employ the standard Lax–Friedrichs method [12, § 4.6]. Along the boundary, we implement
the Bardos, le Roux and Ne´de´lec [3] boundary condition in the form [4, Proposition 2.3].
Consider a road segment of length L = 250 m. Assume that at the initial time the road
is empty, that is to say, the initial datum uo is equal to zero. At the entry of the road, a
traffic light remains green for 39 sec, while it displays red for 27 sec and, right at time t = 0,
the traffic light turns green. Whenever the traffic light is green, the inflow is 2000 cars/hour,
see [18, § 6.2] for more details on assigning the inflow as boundary datum. At the end of this
road, a second traffic light regulates the outflow, being green for 30 sec, red for 45 sec, and
first turning red at time t = 12 sec.
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We describe the dynamics of traffic through the Lighthill–Whitham [13] and Richards [17]
model with time dependent maximal speed, which amounts to (1.2) with
g(u) = u
(
1− u
R
)
, (4.1)
R being the maximal possible density, which is here considered to be 200 cars/km. Concerning
the time dependent (possibly discontinuous) maximal speed v(t), we let
v(t) =
{
60 km/hour if traffic light at x = L is green,
V if traffic light at x = L is red,
(4.2)
where V takes the values
40
km
hour
, 45
km
hour
, 50
km
hour
, 55
km
hour
, 60
km
hour
, 65
km
hour
, 70
km
hour
. (4.3)
These choices describe possible behaviours of drivers, reacting to the traffic light in front of
them either accelerating or slowing down. To allow for reasonable comparisons among the
different solutions, we keep throughout the same inflow through the traffic light at x = 0 as
well as the same outflow through the traffic light at x = L. As a consequence, the global
travel time, i.e. the time necessary to empty the road, is the same in all integrations. Note
that the chosen inflow of 2000 cars/hour does not allow choices of the maximal speed lower
than 40 km/hour.
Remark, that the analytic setting presented in § 3.2 applies, in particular, to the (possibly)
discontinuous choice (4.2). Therefore, the resulting model (1.2)–(4.1)–(4.2) is well posed.
To measure the queues formed due to the traffic light at x = L, introduce the functional
J =
∫ T
0
∫ L
L−δ
Ψ
(
u(t, x)
)
dx dt , where δ = 100 m (4.4)
Ψ(r) =

0 if r < 0.75R,
10 r
R
− 7.5 if 0.75R ≤ r ≤ 0.85R,
1 if 0.85R < r ≤ R.
(4.5)
The function Ψ weights 1 wherever the traffic density is above 85% of the maximal density
R, while it weights 0 wherever the vehicular density is lower than 75% of R.
The values of J resulting from the numerical integration of (1.2)–(4.1)–(4.2), in the dif-
ferent cases (4.3), are shown in Figure 1. Note that the results in § 3.2 apply to the present
setting and ensure the continuous dependence of J on the parameter V . Indeed, the map
V → u, where u solves (1.2)–(4.1)–(4.2), is continuous with respect to the L1 distance by
Theorem 3.5. The continuity of the map u→ J is immediate.
The best choice is clearly the one that corresponds to V = 40 km/hour. The qualitative
difference in the evolution corresponding to the choices V = 40 km/hour and V = 70 km/hour
is displayed in Figure 2. These graphs confirm that the speed reductions allows to reduce the
queue lengths.
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Figure 1: Values of J as defined in (4.4), resulting from the integration of (1.2)–(4.1)–(4.2),
for V varying as in (4.3), with zero initial datum, while inflow and outflow are governed by
traffic lights as specified in the text.
Figure 2: Numerical integration of (1.2)–(4.1)–(4.2), left with V = 40 km/hour and, right,
with V = 70 km/hour. The initial datum is zero, inflow and outflow are both governed by
traffic lights as specified in the text.
5 Technical Proofs
5.1 Preliminary Results
We recall below the Lipschitz continuous dependence of the solution to (2.2) on initial and
boundary data.
Proposition 5.1 ([6, Proposition 2.2]). Let f ∈ C1([0, T ] × R;R) be such that the map
{u 7→ ∂tf(t, u)} ∈ W1,∞loc (R;R) for all t ∈ [0, T ], uo, u˜o ∈ (L1 ∩ BV)(R+;R) and ub, u˜b ∈
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(L1 ∩BV)([0, T ];R). Assume the problems
∂tu+ ∂xf(t, u) = 0 (t, x)∈ [0, T ]× R+
u(0, x) =uo(x) x∈R+
u(t, 0) =ub(t) t∈ [0, T ]
and

∂tu˜+ ∂xf(t, u˜) = 0 (t, x)∈ [0, T ]× R+
u˜(0, x) = u˜o(x) x∈R+
u˜(t, 0) = u˜b(t) t∈ [0, T ]
admit solutions u, u˜ ∈ L∞([0, T ] × R+;R) in the sense of Definition 2.1, such that u and u˜
both admit a trace for x→ 0+ for a.e. t ∈ [0, T ]. Then, for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ ‖uo − u˜o‖L1(R+;R) + ‖∂uf‖L∞([0,t]×U ;R) ‖ub − u˜b‖L1([0,t];R)
where U = U(ub|[0,t], u˜b|[0,t]) is as in (2.1).
Remark that Proposition 5.1 also ensures the uniqueness of the solution to (2.2) in the sense
of Definition 2.1, as soon as a solution exists.
Focus now on the particular case of the autonomous IBVP on the half line:
∂tu+ ∂xg(u) = 0 (t, x)∈ [0, T ]× R+
u(0, x) =uo(x) x∈R+
u(t, 0) =ub(t) t∈ [0, T ] .
(5.1)
As a definition of solution to (5.1), we consider Definition 2.1 discarding the explicit depen-
dence of the flux on time t.
Proposition 5.2 ([6, Proposition 2.3]). Let g ∈ W1,∞loc (R;R), uo ∈ (L1 ∩ BV)(R+;R) and
ub ∈ (L1 ∩ BV)([0, T ];R). Then problem (5.1) admits a solution u in the sense of Defini-
tion 2.1, with the properties:
1. If uo and ub are piecewise constant, then for t small, the map t → u(t) coincides with
the gluing of Lax solutions to Riemann problems at the points of jumps of uo and at
x = 0.
2. Range of u: with the notation in (2.1), u(t, x) ∈ U(uo, ub|[0,t]) for a.e. (t, x) ∈ [0, T ]×R+.
Hence, for all t ∈ [0, T ], ∥∥u(t)∥∥
L∞(R+;R)
≤ max
{
‖uo‖L∞(R+;R), ‖ub‖L∞([0,t];R)
}
.
3. u is L1–Lipschitz continuous in time: for all t1, t2 ∈ [0, T ],∥∥u(t1)− u(t2)∥∥L1(R+;R) ≤ TV (t1 ∨ t2, uo, ub) ∥∥g′∥∥L∞(U ;R) |t2 − t1|,
with the notation (2.3) and U = U(uo, ub|[0,t1∨t2]), according to (2.1).
4. Total variation estimate: for t∈[0, T ], with the notation (2.3), TV (u(t))≤TV (t, uo, ub).
Theorem 5.3 ([6, Theorem 2.4]). Let g, g˜ ∈ C1(R;R), uo ∈ (L1 ∩ BV)(R+;R) and ub ∈
(L1 ∩BV)([0, T ];R). Call u and u˜ the solutions to the problems
∂tu+ ∂xg(u) = 0 (t, x)∈ [0, T ]× R+
u(0, x) =uo(x) x∈R+
u(t, 0) =ub(t) t∈ [0, T ]
and

∂tu˜+ ∂xg˜(u˜) = 0 (t, x)∈ [0, T ]× R+
u˜(0, x) =uo(x) x∈R+
u˜(t, 0) =ub(t) t∈ [0, T ]
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constructed in Proposition 5.2. Then, with U = U(uo, ub|[0,t]) as in (2.1), for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤ max {1, G} TV (t, uo, ub)
∥∥g′ − g˜′∥∥
L∞(U ;R) t,
with TV (t, uo, ub) as in (2.3) and G = min
{∥∥g′∥∥
L∞(U ;R),
∥∥g˜′∥∥
L∞(U ;R)
}
.
5.2 Proofs Related to the Case v Lipschitz Continuous
Let v ∈ C0,1([0, T ]; [vmin,+∞[) and let Tˆ =
∫ T
0 v(τ) dτ . Define the bijective map Γ: [0, Tˆ ]→
[0, T ] through its inverse
Γ−1(t) =
∫ t
0
v(s) ds (5.2)
so that
Γ′(τ) v
(
Γ(τ)
)
= 1 , (Γ−1)′(t) = v(t) , Γ(0) = 0 and Γ(Tˆ ) = T . (5.3)
We now establish the equivalence between the non autonomous problem (1.1) and an au-
tonomous problem of type (5.1). Throughout, by solution we mean solution in the sense of
Definition 2.1.
Lemma 5.4. Let v ∈ C0,1([0, T ]; [vmin,+∞[) and g ∈ C1(R;R). Define Γ as in (5.2). Then,
if u solves (1.1) the map
w(τ, x) = u
(
Γ(τ), x
)
(5.4)
solves 
∂τw + ∂xg(w) = 0 (τ, x)∈ [0, Tˆ ]× R+
w(0, x) = uo(x) x∈R+
w(τ, 0) = wb(τ) τ ∈ [0, Tˆ ],
(5.5)
where wb(τ) = ub
(
Γ(τ)
)
. Conversely, if w solves (5.5), then the map
u(t, x) = w(Γ−1(t), x) (5.6)
solves (1.1), where ub(t) = wb
(
Γ−1(t)
)
.
Proof. For any ϕ ∈ C1c(R× R;R+) and for any k ∈ R, compute the quantity
A =
∫ Tˆ
0
∫
R+
(
w(τ, x)− k)± ∂τϕ(τ, x) dx dτ
+
∫ Tˆ
0
∫
R+
sgn±
(
w(τ, x)− k) (g (w(τ, x))− g(k)) ∂xϕ(τ, x) dx dτ
+
∫ Tˆ
0
sgn±
(
ub
(
Γ(τ)
)− k) (g (w(τ, 0+))− g(k)) ϕ(τ, 0+) dτ
+
∫
R+
(
uo(x)− k
)±
ϕ(0, x) dx−
∫
R+
(
w(Tˆ , x)− k
)±
ϕ(Tˆ , x) dx
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=∫ Tˆ
0
∫
R+
(
u
(
Γ(τ), x
)− k)± ∂τϕ(τ, x) dx dτ
+
∫ Tˆ
0
∫
R+
sgn±
(
u
(
Γ(τ), x
)− k)(g (u(Γ(τ), x))− g(k)) ∂xϕ(τ, x) dx dτ
+
∫ Tˆ
0
sgn±
(
ub
(
Γ(τ)
)− k) (g (u (Γ(τ), 0+))− g(k)) ϕ(τ, 0+) dτ
+
∫
R+
(
uo(x)− k
)±
ϕ(0, x) dx−
∫
R+
(
u
(
Γ(Tˆ ), x
)
− k
)±
ϕ(Tˆ , x) dx .
Use now the change of variable Γ(τ) = t and define ψ(t, x) = ϕ
(
Γ−1(t), x
)
. Clearly, ψ ∈
C1c(R× R;R+). Using the properties (5.3) of the function Γ, continue the computation:
A =
∫ T
0
∫
R+
(
u (t, x)− k)± ∂tψ (t, x) dx dt
+
∫ T
0
∫
R+
sgn±
(
u (t, x)− k) (g (u (t, x))− g(k)) v(t) ∂xψ (t, x) dx dt
+
∫ T
0
sgn±
(
ub (t)− k
) (
g
(
u (t, 0+)
)− g(k)) v(t)ψ (t, 0+) dt
+
∫
R+
(
uo(x)− k
)±
ψ(0, x) dx−
∫
R+
(
u (T, x)− k)± ψ (T, x) dx .
Therefore, u is a solution to (1.1) on [0, T ] in the sense of Definition 2.1 if and only if w is a
solution to (5.5) on [0, Tˆ ] in the sense of Definition 2.1. 
Proof of Proposition 2.2. Call w and w˜ the solutions to (5.5) corresponding to u and
u˜, respectively, through the relation defined by Lemma 5.4. For all t ∈ [0, T ], use (5.6) and
apply Proposition 5.1 to w and w˜:∥∥u(t)− u˜(t)∥∥
L1(R+;R)
=
∥∥∥w(Γ−1(t))− w˜(Γ−1(t))∥∥∥
L1(R+;R)
≤ ‖wo − w˜o‖L1(R+;R) +
∥∥g′∥∥
L∞(U ;R)‖wb − w˜b‖L1([0,Γ−1(t)];R)
≤ ‖uo − u˜o‖L1(R+;R) +
∥∥g′∥∥
L∞(U ;R)‖v‖L∞([0,t];R)‖ub − u˜b‖L1([0,t];R),
where U = U
(
wb|[0,Γ−1(t)], w˜b|[0,Γ−1(t)]
)
= U
(
ub|[0,t], u˜b|[0,t]
)
, and this concludes the proof. 
Proof of Proposition 2.3. The existence of solutions follows from Lemma 5.4, that allows
to apply Proposition 5.2.
In each of the steps below we exploit the correspondence Γ and the result of Lemma 5.4.
1. L∞–bound. Thanks to (5.6) and to Point 2. in Proposition 5.2, for t ∈ [0, T ] we have∥∥u(t)∥∥
L∞(R+;R)
=
∥∥∥w(Γ−1(t))∥∥∥
L∞(R+;R)
≤ max
{
‖uo‖L∞(R+;R), ‖wb‖L∞([0,Γ−1(t)];R)
}
.
Observe that
‖wb‖L∞([0,Γ−1(t)];R)= sup
τ∈[0,Γ−1(t)]
∣∣wb(τ)∣∣ = sup
τ∈[0,Γ−1(t)]
∣∣∣ub (Γ(τ))∣∣∣ = sup
s∈[0,t]
∣∣ub(t)∣∣ = ‖ub‖L∞([0,t];R),
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hence
∥∥u(t)∥∥
L∞(R+;R)
≤ max
{
‖uo‖L∞(R+;R), ‖ub‖L∞([0,t];R)
}
. Moreover,
u(t, x) = w(Γ−1(t), x) ∈ U(uo, wb|[0,Γ−1(t)]) = U(uo, ub|[0,t]),
for a.e (t, x) ∈ [0, T ]× R+, concluding the proof of Point 1.
2. L1–Lipschitz continuity in time. Thanks to (5.6) and to Point 3. in Proposition 5.2,∥∥u(t1)− u(t2)∥∥L1(R+;R) = ∥∥∥w(Γ−1(t1))− w(Γ−1(t2))∥∥∥L1(R+;R)
≤ TV (Γ−1(t1) ∨ Γ−1(t2), wo, wb)
∥∥g′∥∥
L∞(U ;R)
∣∣∣Γ−1(t1)− Γ−1(t2)∣∣∣,
with the notation in (2.3) and U = U(wo, wb|[0;Γ−1(t1)∨Γ−1(t2)]) = U(uo, ub|[0;t1∨t2]), according
to (2.1). Observe that:
TV (wb; [0,Γ
−1(t1) ∨ Γ−1(t2)]) = TV (ub; [0, t1 ∨ t2]) ,∣∣wb(0+)− wo(0+)∣∣ = ∣∣ub(0+)− uo(0+)∣∣ ,∣∣∣Γ−1(t1)− Γ−1(t2)∣∣∣ ≤ ∥∥∥(Γ−1)′∥∥∥
L∞([0;t1∨t2];R)
|t1 − t2| = ‖v‖L∞([0;t1∨t2];R)|t1 − t2| ,
where we use (5.3). Therefore, referring also to (2.3),∥∥u(t1)− u(t2)∥∥L1(R+;R) ≤ TV (t1 ∨ t2, uo, ub) ‖v‖L∞([0;t1∨t2];R) ∥∥g′∥∥L∞(U ;R)|t1 − t2|,
proving Point 2.
3. Total variation estimate. For all t ∈ [0, T ], thanks to (5.6) and to Point 4. in Propo-
sition 5.2, using the notation (2.3), we have
TV
(
u(t)
)
= TV
(
w(Γ−1(t))
)
≤ TV
(
Γ−1(t), wo, wb
)
= TV (t, uo, ub),
proving Point 3. 
Lemma 5.5. Let u ∈ BV(R+;R) and ϕ : R+ → R+ be measurable. Then, for all y ∈ R+,∫ y
0
∣∣∣u (x+ ϕ(x))− u(x)∣∣∣ dx ≤ ‖ϕ‖L∞([0,y];R) TV (u; [0, y]).
Proof. Approximate the function ϕ with a sequence of simple functions ϕk, so that ϕk → ϕ
pointwise a.e. and ϕk ≤ ϕ. In particular
ϕk(x) =
Nk∑
n=1
ϕkn χ[xkn−1,xkn[
(x)
for suitable Nk ∈ N and 0 = xk0 < xk1 < . . . < xkNk−1 < xkNk = y. Then, for any k ∈ N,∫ y
0
∣∣∣u (x+ ϕk(x))− u(x)∣∣∣dx ≤ Nk∑
n=1
∫ xkn
xkn−1
∣∣∣∣u(x+ ϕkn)− u(x)∣∣∣∣ dx
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≤
Nk∑
n=1
ϕkn TV
(
u; [xkn−1, x
k
n[
)
[by [2, Remark 3.25]]
≤ ‖ϕk‖L∞([0,y];R) TV (u; [0, y])
≤ ‖ϕ‖L∞([0,y];R) TV (u; [0, y]).
Since ϕk → ϕ pointwise a.e., we obtain the thesis. 
Proof of Theorem 2.4. For simplicity, we deal separately with the cases v = v˜ and g = g˜.
Stability w.r.t. g: Assume first v = v˜. Then the autonomous problems corresponding
to (2.4) through Γ as defined in (5.2) are
∂τw + ∂xg(w) = 0
w(0, x) = uo(x)
w(τ, 0) = ub
(
Γ(τ)
) and

∂τ w˜ + ∂xg˜(w˜) = 0
w˜(0, x) = uo(x)
w˜(τ, 0) = ub
(
Γ(τ)
)
.
For all t ∈ [0, T ], apply Lemma 5.4 and Theorem 5.3 to obtain∥∥u(t)− u˜(t)∥∥
L1(R+;R)
=
∥∥∥w(Γ−1(t))− w˜(Γ−1(t))∥∥∥
L1(R+;R)
≤ TV (t, uo, ub) max
{
1,min
{∥∥g′∥∥
L∞(U ;R),
∥∥g˜′∥∥
L∞(U ;R)
}}∥∥g′ − g˜′∥∥
L∞(U ;R) Γ
−1(t)
≤ TV (t, uo, ub) max
{
1,min
{∥∥g′∥∥
L∞(U ;R),
∥∥g˜′∥∥
L∞(U ;R)
}}∥∥g′ − g˜′∥∥
L∞(U ;R) ‖v‖L∞([0,t];R) t,
with the notation (2.3) and with U = U(uo, ub|[0,t]) as in (2.1).
Stability w.r.t. v: Assume now g = g˜. Let Γ be as in (5.2) and call Γ˜ the analogous
function associated to v˜. Through Γ and Γ˜ we apply Lemma 5.4 to the autonomous problems
∂τw + ∂xg(w) = 0
w(0, x) = uo(x)
w(τ, 0) = wb(τ)
and

∂sw˜ + ∂xg(w˜) = 0
w˜(0, x) = uo(x)
w˜(s, 0) = w˜b(s)
where
wb(τ) = ub
(
Γ(τ)
)
,
w˜b(s) = ub
(
Γ˜(s)
)
.
For all t ∈ [0, T ] we have∥∥u(t)− u˜(t)∥∥
L1(R+;R)
(5.7)
=
∥∥∥w(Γ−1(t))− w˜(Γ˜−1(t))∥∥∥
L1(R+;R)
≤
∥∥∥w(Γ−1(t))− w(Γ˜−1(t))∥∥∥
L1(R+;R)
+
∥∥∥w(Γ˜−1(t))− w˜(Γ˜−1(t))∥∥∥
L1(R+;R)
. (5.8)
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Consider the two terms in (5.8) separately. The first can be estimated using the Lipschitz
continuity in time of the solutions to autonomous problems, i.e. point 3. in Proposition 5.2:∥∥∥w(Γ−1(t))− w(Γ˜−1(t))∥∥∥
L1(R+;R)
≤ TV (Γ−1(t)∨Γ˜−1(t), uo, wb)
∥∥g′∥∥
L∞(U ;R)
∣∣∣Γ−1(t)− Γ˜−1(t)∣∣∣,
with the notation (2.3), which leads to
TV (Γ−1(t) ∨ Γ˜−1(t), uo, wb) = TV (uo) + TV (wb; [0,Γ−1(t) ∨ Γ˜−1(t)]) +
∣∣wb(0+)− uo(0+)∣∣
= TV (uo) + TV (ub; [0, t ∨ Γ(Γ˜−1(t))]) +
∣∣ub(0+)− uo(0+)∣∣
= TV (t ∨ Γ(Γ˜−1(t)), uo, ub),
and
U = U
(
uo, wb|[0,Γ−1(t)∨Γ˜−1(t)]
)
= U
(
uo, ub|[0,t∨Γ(Γ˜−1(t))]
)
. (5.9)
Due to the definition (5.2) of Γ−1 and Γ˜−1, we get∣∣∣Γ−1(t)− Γ˜−1(t)∣∣∣ ≤ ∫ t
0
∣∣v(s)− v˜(s)∣∣ds = ‖v − v˜‖L1([0,t];R). (5.10)
Therefore∥∥∥w(Γ−1(t))− w(Γ˜−1(t))∥∥∥
L1(R+;R)
≤ TV (t ∨ Γ(Γ˜−1(t)), uo, ub)
∥∥g′∥∥
L∞(U ;R)‖v − v˜‖L1([0,t];R).
(5.11)
The second term in (5.8) is the difference between solutions to autonomous IBVPs with
different boundary data, computed at time Γ˜−1(t). By Proposition 5.1, with U as in (5.9):∥∥∥w(Γ˜−1(t))− w˜(Γ˜−1(t))∥∥∥
L1(R+;R)
≤ ∥∥g′∥∥
L∞(U ;R)‖wb − w˜b‖L1([0,Γ˜−1(t)])
=
∥∥g′∥∥
L∞(U ;R)
∫ Γ˜−1(t)
0
∣∣wb(s)− w˜b(s)∣∣ ds
=
∥∥g′∥∥
L∞(U ;R)
∫ Γ˜−1(t)
0
∣∣∣ub(Γ(s))− ub(Γ˜(s))∣∣∣ ds
=
∥∥g′∥∥
L∞(U ;R)
∫ t
0
∣∣∣ub(Γ(Γ˜−1(σ)))− ub(σ)∣∣∣ v˜(σ) dσ
≤ ∥∥g′∥∥
L∞(U ;R)‖v˜‖L∞([0,t];R)
∫ t
0
∣∣∣ub(Γ(Γ˜−1(σ)))− ub(σ)∣∣∣ dσ , (5.12)
where we set Γ˜(s) = σ. Apply now Lemma 5.5 to the integral term in (5.12):∫ t
0
∣∣∣ub(Γ(Γ˜−1(σ)))− ub(σ)∣∣∣ dσ ≤ TV (ub; [0, t]) sup
σ∈[0,t]
∣∣∣Γ(Γ˜−1(σ))− σ∣∣∣
≤ TV (ub; [0, t]) sup
σ∈[0,t]
∣∣∣Γ(Γ˜−1(σ))− Γ(Γ−1(σ))∣∣∣
≤ TV (ub; [0, t]) Lip Γ sup
σ∈[0,t]
∣∣∣Γ˜−1(σ)− Γ−1(σ)∣∣∣
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≤ TV (ub; [0, t]) Lip Γ sup
σ∈[0,t]
(
‖v − v˜‖L1([0,σ];R)
)
≤ TV (ub; [0, t]) 1
vmin
‖v − v˜‖L1([0,t];R) , (5.13)
where we exploited also (5.10). Using (5.13) in (5.12) yields∥∥∥w(Γ˜−1(t))− w˜(Γ˜−1(t))∥∥∥
L1(R+;R)
≤ ∥∥g′∥∥
L∞(U ;R)‖v˜‖L∞([0,t];R) TV
(
ub; [0, t]
) 1
vmin
‖v − v˜‖L1([0,t];R). (5.14)
Insert now (5.11) and (5.14) in (5.8) to obtain∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤
(
1 + ‖v˜‖L∞([0,t];R)
1
vmin
)
TV (t ∨ Γ(Γ−1(t)), uo, ub)
∥∥g′∥∥
L∞(U ;R)‖v − v˜‖L1([0,t];R).
Observe that (5.7) can be estimated also in the following way:∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤
∥∥∥w(Γ−1(t))− w˜(Γ−1(t))∥∥∥
L1(R+;R)
+
∥∥∥w˜(Γ−1(t))− w˜(Γ˜−1(t))∥∥∥
L1(R+;R)
,
which yields a symmetric result.
We claim that the following inequality holds: for t ∈ [0, T ]
min
{
max
{
t, Γ
(
Γ˜−1(t)
)}
,max
{
t, Γ˜
(
Γ−1(t)
)}}
≤ t. (5.15)
Indeed, if t ≥ Γ
(
Γ˜−1(t)
)
, then clearly Γ−1(t) ≥ Γ˜−1(t) and this implies Γ˜ (Γ−1(t)) ≥ t.
Therefore, the left hand side in (5.15) now reads min
{
t, Γ˜
(
Γ−1(t)
)}
= t. The case t ≤
Γ
(
Γ˜−1(t)
)
leads to the same result, completing the proof of the claim.
Hence, exploiting (5.15) we obtain the following estimate for (5.7):∥∥u(t)− u˜(t)∥∥
L1(R+;R)
≤
(
1 +
1
vmin
min
{
‖v‖L∞([0,t];R), ‖v˜‖L∞([0,t];R)
})
× TV (t, uo, ub)
∥∥g′∥∥
L∞(U ;R) ‖v − v˜‖L1([0,t];R),
where now U = U
(
uo;ub|[0,t]
)
thanks to (5.15). 
5.3 Proof Related to the Case v Discontinuous
Proof of Theorem 2.6. Let η ∈ C1c(R;R+) be a smooth mollifier, with spt η ⊆ [0, 1] and
‖η‖L1(R;R) = 1. For any n ∈ N set ηn(z) = n η(n z). Define the sequence vn ∈ C1(R;R) as
follows:
vn = (v¯ ∗ ηn)|[0,T ] where v¯(t) =
{
v(t) t ∈ [0, T ]
vmin t ∈ R \ [0, T ] .
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Clearly, vn converges to v in L
1([0, T ];R) and it is such that vmin ≤ vn(t) ≤ ‖v‖L∞([0,t];R) for
a.e. t ∈ [0, T ].
Obviously, vn ∈ C0,1([0, T ]; [vmin,+∞[). By propositions 2.2 and 2.3, for any n ∈ N, there
exists a unique solution un to the IBVP
∂tun + ∂x
(
vn(t) g(un)
)
= 0 (t, x)∈ [0, T ]× R+
un(0, x) =uo(x) x∈R+
un(t, 0) =ub(t) t∈ [0, T ].
(5.16)
Moreover, by Theorem 2.4 and the properties of the sequence vn, for any n,m ∈ N and for
all t ∈ [0, T ], the following estimate holds:
∥∥un(t)− um(t)∥∥L1(R+;R) ≤ TV (t, uo, ub)
(
1 +
‖v‖L∞([0,t];R)
vmin
)
‖g‖L∞(U ;R) ‖vn − vm‖L1([0,t];R),
where TV (t, uo, ub) is as in (2.3) and U = U(uo, ub|[0,t]) as in (2.1). Therefore, un is a
Cauchy sequence in C0([0, T ]; L1(R+;R)), which is a complete metric space with the norm
‖u‖C0([0,T ];L1(R+;R)) = supt∈[0,T ]
∥∥u(t)∥∥
L1(R+;R)
. Call u the limit of the sequence un.
The function u has the following properties:
1. L∞–bound. By point 1. in Proposition 2.3, for all t ∈ [0, T ] we have the estimate∥∥un(t)∥∥L∞(R+;R) ≤ max{‖uo‖L∞(R+;R), ‖ub‖L∞([0,t];R)}, uniformly in n. Hence, the same
bound holds also on u, passing to the limit n → +∞, possibly on a subsequence. Since
un(t, x) ∈ U(uo, ub|[0,t]) for a.e. (t, x) ∈ [0, T ]× R+ and for all n, also u(t, x) ∈ U(uo, ub|[0,t]).
u is a solution. Since un is a solution to (5.16), for any k ∈ R and for any test function
ϕ ∈ C1c(R× R;R+), it holds∫ T
0
∫
R+
(
un(t, x)− k
)±
∂tϕ(t, x) dx dt (5.17)
+
∫ T
0
∫
R+
sgn±
(
un(t, x)− k
) (
g
(
un(t, x)
)− g(k)) vn(t) ∂xϕ(t, x) dx dt (5.18)
+
∫
R+
(
uo(x)− k
)±
ϕ(0, x) dx−
∫
R+
(
un(T, x)− k
)±
ϕ(T, x) dx (5.19)
+
∥∥g′∥∥
L∞(U ;R)‖vn‖L∞(([0,T ];R)
∫ T
0
(
ub(t)− k
)±
ϕ(t, 0) dt ≥ 0, (5.20)
with U = U(uo, ub|[0,T ]) as in (2.1). Compute the limit as n → +∞ of each line above
separately. Concerning the first line we have
[(5.17)] ≤
∫ T
0
∫
R+
(
u(t, x)− k)± ∂tϕ(t, x) dx dt
+
∫ T
0
∫
R+
[(
un(t, x)− k
)± − (u(t, x)− k)±] ∂tϕ(t, x) dx dt
18
≤
∫ T
0
∫
R+
(
u(t, x)− k)± ∂tϕ(t, x) dx dt+ ∫ T
0
∫
R+
∣∣un(t, x)− u(t, x)∣∣∣∣∂tϕ(t, x)∣∣dx dt
and the second term above tends to 0 by the Dominated Convergence Theorem, so that in
the limit we get
lim
n→+∞[(5.17)] ≤
∫ T
0
∫
R+
(
u(t, x)− k)± ∂tϕ(t, x) dx dt .
Pass now to (5.18). Compute
[(5.18)] ≤
∫ T
0
∫
R+
sgn±
(
u(t, x)− k) (g (u(t, x))− g(k)) v(t) ∂xϕ(t, x) dx dt
+
∫ T
0
∫
R+
sgn±
(
u(t, x)− k) (g (u(t, x))− g(k)) (vn(t)− v(t)) ∂xϕ(t, x) dx dt
+
∫ T
0
∫
R+
[
sgn±
(
un(t, x)− k
)(
g
(
un(t, x)
)− g(k))
− sgn± (u(t, x)− k)(g (u(t, x))− g(k))]vn(t) ∂xϕ(t, x) dx dt .
By the Dominated Convergence Theorem, the second line above vanishes in the limit n →
+∞. The same happens both to the third and to the fourth line. Indeed, the map g is in
C1(R;R), the map u is bounded and hence g|U is Lipschitz continuous. A slight extension
of [11, Lemma 3] ensures that the map u→ sgn±(u−k) (g(u)− g(k)) is Lipschitz continuous
uniformly in k. Then:∫ T
0
∫
R+
[
sgn±
(
un(t, x)− k
)(
g
(
un(t, x)
)− g(k))
− sgn± (u(t, x)− k)(g (u(t, x))− g(k))]vn(t) ∂xϕ(t, x) dx dt
≤
∫ T
0
∫
R+
∥∥g′∥∥
L∞(U ;R)
∣∣un(t, x)− u(t, x)∣∣ vn(t) ∣∣∂xϕ(t, x)∣∣dx dt ,
which clearly vanishes as n→ +∞.
Concerning (5.19), n does not appear in the first addend, while for the second one we get
−
∫
R+
(
un(T, x)− k
)±
ϕ(T, x) dx
≤ −
∫
R+
(
u(T, x)− k)± ϕ(T, x) dx+ ∫
R+
[(
u(T, x)− k)± − (un(T, x)− k)±]ϕ(T, x) dx
≤ −
∫
R+
(
u(T, x)− k)± ϕ(T, x) dx+ ∫
R+
∣∣u(T, x)− un(T, x)∣∣ϕ(T, x) dx ,
the second term vanishing as n → +∞. Finally, by the properties of the approximating
sequence vn we know that ‖vn‖L∞([0,t];R) ≤ ‖v‖L∞([0,t];R), and this concludes the proof.
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2. L1–Lipschitz continuity in time. For all t1, t2 ∈ [0, T ], by Point 2. in Proposition 2.3,∥∥u(t1)− u(t2)∥∥L1(R+;R) = limn→+∞ ∥∥un(t1)− un(t2)∥∥L1(R+;R)
≤ TV (t1 ∨ t2, uo, ub) ‖v‖L∞([0,t1∨t2];R)
∥∥g′∥∥
L∞(U ;R) |t1 − t2|,
where TV (t, uo, ub) is as in (2.3) and U = U(uo, ub[0,t1∨t2]) is as in (2.1).
3. Total variation estimate. For all t ∈ [0, T ], the lower semicontinuity of the total
variation and Point 3. in Proposition 2.3 yield
TV
(
u(t)
) ≤ lim
n→+∞TV
(
un(t)
) ≤ TV (t, uo, ub),
proving Point 3.
4. L1–Lipschitz continuity on initial and boundary data. Let u˜n be the solution
to (5.16) corresponding to the initial datum u˜o and to the boundary datum u˜b. Analogously as
above, the sequence u˜n converges in C
0([0, T ]; L1(R+;R)) to a function u˜, which is a solution
to (1.1).
By Proposition 2.2 and by the properties of vn, for all t ∈ [0, T ],∥∥u(t)− u˜(t)∥∥
L1(R+;R)
= lim
n→+∞
∥∥un(t)− u˜n(t)∥∥L1(R+;R)
≤ ‖uo − u˜o‖L1(R+;R) + ‖v‖L∞([0,t];R)
∥∥g′∥∥
L∞(U ;R) ‖ub − u˜b‖L1([0,t];R),
where U = U(ub[0,t], u˜b[0,t]) is as in (2.1), proving Point 4 and thus also the uniqueness of the
solution to (1.1).
5. L1–stability with respect to v and g. Approximating v˜ as at the beginning of the
proof yields the sequence v˜n. Call u˜n the solution to the IBVP (5.16) corresponding to the
flux v˜n g˜. As above, the sequence u˜n converges in C
0([0, T ]; L1(R+;R)) to a function u˜, which
is a solution to (1.1), corresponding to the flux v˜ g˜.
By Theorem 2.4, for all t ∈ [0, T ]∥∥u(t)− u˜(t)∥∥
L1(R+;R)
= lim
n→+∞
∥∥un(t)− u˜n(t)∥∥L1(R+;R)
≤ TV (t, uo, ub)
(
A t
∥∥g′ − g˜′∥∥
L∞(U ;R) +B ‖v − v˜‖L1([0,t];R)
)
,
where TV (t, uo, ub) is defined in (2.3), U = U(uo, , ub|[0,t]) is as in (2.1) and A, B are as
in (2.6), completing the proof. 
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