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Summary
This thesis investigates approximate analytical methods for the performance evalu-
ation of manufacturing systems that produce multiple part-types. The production
systems that are analysed consist of serial processing stations that are composed of
unreliable machines and decoupled by finite intermediate buffers. In the literature,
two different categories of multiple part-type production systems can be identified.
In the first category, parts are stored in intermediate buffers that are dedicated
for each part-type. In this case, machines have a choice as to which part-type to
process next. This requires additional decision rules that may further compound
the estimation of performance.
In the second category, the different part-types are processed in fixed batch
sizes according to a predetermined sequence. For these systems, all part-types
share common buffer spaces. The absence of complex switching rules suggest that
simple approximations may be applicable for the evaluation of system performance,
and this idea is thoroughly investigated in this thesis.
A significant proportion of this thesis is dedicated to the formulation of method-
ologies for evaluating the performance of the first category of systems. These
methodologies take into account the various characteristics that are observed in
industrial production lines. Initially, simple methods of analysis are explored.
Comparison of performance with previous analytical approaches show that simple
methods may suffice for the analysis of multiple part-type systems when restrictive
vii
assumptions are employed. For the analysis of more complex systems, a new de-
composition based method is proposed in this thesis. Through extensive numerical
experiments, this method is found to accurately predict the performance of systems
that incorporate the following features: I) machine setups, II) part-type routings
with bypass flow, III) processing stations which may comprise of multiple machines
that are either dedicated or shared among part-types, and IV) machine charac-
teristics that are part-type dependent. These features are commonly observed in
real production lines, but have not been investigated previously. In addition, the
methodology is also extendable to systems that operate under different produc-
tion policies. The application of the method in the performance improvement of a
system based on a real production line is also investigated in this thesis.
For systems of the second category, several important characteristics are ac-
counted for in the analysis. Among these, the most important characteristics
considered are machine setups and hybrid manufacturing (where combinations of
manual and automated processes are used on the same production line). Since pre-
vious studies are incapable of modeling hybrid systems explicitly, a new method-
ology is first proposed for the analysis of a single part-type, two machine hybrid
system using Markov theory. Existing decomposition techniques are then modi-
fied for evaluating longer single part-type, hybrid production lines and numerical
experiments are conducted to validate this analytical model. Simple methods are
then proposed for extending the analysis to multiple part-type systems with fi-
nite batches and machine setups. Compared to simulation, the numerical results
show good accuracy in the estimation of performance and greater computational
efficiency. This indicates that these methods can effectively represent real man-
ufacturing systems and will provide a huge advantage when used in conjunction
with optimization techniques for the improvement of system performance.
viii
List of Tables
3.1 System parameters for Case 1 of Colledani et al. (2005a) . . . . . . 33
3.2 Results for Case 1 of Colledani et al. (2005a) . . . . . . . . . . . . . 33
3.3 Errors in the estimates of production rates for part-types A and B
(compared to simulation) obtained from the CMT and CD methods 34
3.4 Errors in the estimates of production rates of part-types A and B
obtained from the CMT and CD methods for production systems
with multiple machine failure modes . . . . . . . . . . . . . . . . . 35
3.5 Errors in the estimates of average buffer levels for part-type A and B,
obtained from the CMT and CDmethods for six machine production
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 Errors in the estimates of production rates obtained from the CGMT
and CD methods for the cases studied in Colledani et al. (2008) . . 38
3.7 Errors in the estimates of average buffer levels obtained from the
CMT and CD methods for Cases 1, 2, 3, 4, 10, and 11 . . . . . . . 39
5.1 The three levels of machine setup rate used for Experiment I . . . . 95
5.2 Customer service levels and estimation errors for Experiment I . . . 98
5.3 Parameter settings for Experiment II . . . . . . . . . . . . . . . . . 100
5.4 Summary of results for the 3M3P system . . . . . . . . . . . . . . . 101
ix
5.5 Summary of results for the 5M4P system . . . . . . . . . . . . . . . 102
5.6 Summary of results for the 8M5P system . . . . . . . . . . . . . . . 103
5.7 Customer service levels and error analysis for the validation of the
system in Fig. 5.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.8 Parameter settings and performance estimates for the experimental
case study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.9 Individual demand rates for the 3M2P system . . . . . . . . . . . . 112
5.10 Customer service levels and estimation errors for Experiment IV . . 114
5.11 Part-type dependent processing rates of each processing machine for
the three systems in Figs. 5.1 to 5.3 . . . . . . . . . . . . . . . . . . 116
5.12 Customer service levels and estimation errors for Experiment V . . 118
6.1 Parameter settings for Cases 1-4 . . . . . . . . . . . . . . . . . . . . 153
6.2 Numerical results for the validation of single part-type hybrid sys-
tems: Cases 1-4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.3 System configurations for Cases 5-14 . . . . . . . . . . . . . . . . . 155
6.4 Numerical results for the validation of single part-type hybrid sys-
tems: Cases 5-14 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.5 Part-type dependent machine processing rates for Cases 15-17 . . . 159
6.6 Numerical results for the validation of multiple part-type hybrid
systems: Cases 15-17 . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.7 Parameter settings for the 200 experiments . . . . . . . . . . . . . . 160
6.8 Error analysis for the 200 experiments . . . . . . . . . . . . . . . . 160
x
List of Figures
1.1 A two part-type production line with a) separate storage areas b) a
common storage area . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 A five station, four part-type production line with bypass flow and
stations with shared and dedicated machines . . . . . . . . . . . . . 5
2.1 Decomposition analysis of a single part-type production system . . 18
2.2 A two part-type production system with supply and demand machines 22
3.1 A two machine, J part-type system with homogeneous buffers . . . 28
3.2 Approximating a multiple part-type system by a single part-type
system for evaluating the total production rate . . . . . . . . . . . . 31
3.3 An approximate method of separating a multiple part-type system
into single part-type systems for calculating average buffer levels . . 36
3.4 The basic decomposition structure of Colledani et al. (2008) for a
two part-type system . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1 A multiple part-type system with bypass flow and stations having
shared and dedicated machines . . . . . . . . . . . . . . . . . . . . 43
4.2 Decomposition analysis of the configuration in Fig. 4.1 . . . . . . . 52
xi
4.3 The decomposition approach for part-type j (part-type j bypasses
all stations between i and k . . . . . . . . . . . . . . . . . . . . . . 54
4.4 The 2M1B model L(i, j) . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5 States of machine Mu(i, j) . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Production line configuration for Case A . . . . . . . . . . . . . . . 96
5.2 Production line configuration for Case B . . . . . . . . . . . . . . . 96
5.3 Production line configuration for Case C . . . . . . . . . . . . . . . 96
5.4 Errors in estimating the customer service levels for the 3M3P system101
5.5 Errors in estimating the customer service levels for the 5M4P system102
5.6 Errors in estimating the customer service levels for the 8M5P system104
5.7 A four part-type production system with seven processing stations . 106
5.8 Percentage improvement in customer service level for part-type 1
when the repair rate of each machine processing part-type 1 at sta-
tion i, i ∈ {1, ..., 5} is independently increased by 10% . . . . . . . . 108
5.9 Percentage improvement in customer service level for part-type 1
when the setup rate (for part-type 1) of each machine processing
part-type 1 at station i, i ∈ {1, 2, 3, 5} is independently increased
by 10%. Note that changes to setup rate do not apply to station 4
since it is a dedicated machine . . . . . . . . . . . . . . . . . . . . . 109
5.10 Percentage improvement in customer service level for all part-types
when the repair rate of each machine processing part-type 1 at sta-
tion i, i ∈ {1, ..., 5} is independently increased by 10% . . . . . . . . 110
xii
5.11 Percentage improvement in customer service level for all part-types
when the setup rate (for part-type 1) of each machine processing
part-type 1 at station i, i ∈ {1, 2, 3, 5} is independently increased
by 10%. Note that changes to setup rate do not apply to station 4
since it is a dedicated machine . . . . . . . . . . . . . . . . . . . . . 110
5.12 Variation of computational time with number of stations and part-
types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.13 Variation of 2M1B evaluations with number of stations and part-types120
6.1 A processing machine with a parallel batch size of three . . . . . . . 125
6.2 A machine producing two part-types, A and B, with serial batch
sizes of three and two, respectively . . . . . . . . . . . . . . . . . . 126
6.3 Hybrid 2M1B system . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4 Hybrid 2M1B model with the buffer separated into virtual compart-
ments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.5 Two example 2M1B hybrid systems to illustrate reversibility . . . . 143
6.6 Decomposition analysis of a six machine hybrid production line . . 145
6.7 Identification of machine type in the decomposition analysis of the
system in Fig. 6.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146




Product diversification is one of the key business strategies adopted by many com-
panies in order to gain competitive advantage. A recent extensive survey of man-
ufacturing firms in the US has shown that companies producing multiple products
(part-types) dominate the manufacturing sector, contributing to almost 87% of
production output (Bernard et al., 2010). In most multi-product firms, the de-
mand for individual products may not justify the investment in dedicated produc-
tion lines for each product. Hence, manufacturers are increasingly reconfiguring
their plants to enable the processing of multiple part-types on the same production
line (Goyal and Netessine, 2007). For example, leading automotive manufacturer
Toyota Motor company designed its new plant at Takaoka, Japan, to produce up
to 16 vehicle types on two production lines (Stewart and Raman, 2008). Multiple
part-type production lines are also commonly encountered in semiconductor manu-
facturing, electrical appliance assembly, apparel production, and bottling and food
packaging plants.
The design or reconfiguration of manufacturing systems for the production of
multiple part-types is a significant investment. For example, Ford Motor Company
invested approximately $200 million for retooling and reconfiguring their produc-
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tion lines in North America in 2009 (Ford, 2009). Therefore, it is essential that
proper methods are used in selecting the system configuration that best meets
performance objectives. In the selection process, a wide range of alternative con-
figurations often need to be evaluated in terms of production rate, average work-
in-process and other performance metrics. Thus, fast and reliable performance
analysis tools are desired for this purpose. Such tools can also help practition-
ers to quickly evaluate the effects of system improvements on performance and
determine the areas of focus for continuous improvement activities.
Recently, several industrial application papers have highlighted the advan-
tages of analytical methods for evaluating the performance of production systems
(Patchong et al., 2003; Alden et al., 2006; Colledani et al., 2010). Compared to
simulation, analytical methods are much faster and can provide greater insights to
the dynamics of the manufacturing system (Colledani et al., 2010). However, there
is a lack of analytical methods for the analysis of complex production systems such
as multiple part-type production lines.
The objective of this thesis is to develop analytical methods to evaluate the
performance of multiple part-type production systems. The multiple part-type
systems that have been studied in the literature can be broadly classified into
two system configurations, depending on whether the inventory of the part-types
are stored together or separately. Figure 1.1 shows a simple example of these
two systems for a production line consisting of four processing stations (shown
in rectangles) producing two part-types. In both systems, the parts move in the
direction of the arrows, from station 1 to the final station, and then exit the
production system as finished goods. Processing operations are performed at each
station by automatic machines or workers and the processed parts are placed in the
intermediate buffer storage areas to await further processing at the next station.
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In Fig. 1.1a, the parts of each part-type are stored in separate homogeneous buffers
(shown in circles). Homogeneous buffers may be required to prevent the mixing
of part-types, for identification purposes, or for the system to quickly adapt to
demand fluctuations. In homogeneous buffer systems, each station has a choice as
to which part-type to process next. This choice depends on the production policy
used by the manufacturer, who will consider among other things, the priority of
part-types. Depending on the production policy, homogeneous buffer systems can
often be difficult to analyse. However, much of the literature has focussed on the
analysis of these type of systems.
S1 S2 S3 S4
(a)
S1 S2 S3 S4
(b)
Figure 1.1: A two part-type production line with a) separate storage areas b) a
common storage area
Figure 1.1b shows a production system where parts move sequentially and are
usually processed according to a first-in-first-out policy. Part-types are stored
together in a common storage area (nonhomogeneous buffers) which can be in the
form of a belt or roller conveyor. In order to take advantage of learning effects in
manual tasks and to reduce the number of machine setups in automatic machines,
the parts are often processed in finite batches.
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In this thesis, both types of systems shown in Fig. 1.1 are evaluated using
approximate decomposition based methods. In order to represent realistic man-
ufacturing conditions, it is specifically assumed that machines are unreliable and
buffers are of finite size.
Homogeneous buffer systems
This thesis focusses mostly on the analysis of multiple part-type manufacturing
systems with homogeneous buffers. This is due to the importance and relevance
of this research to industry and academia, as observed by the relatively higher
number of research articles that focus on this topic.
For homogeneous buffer systems, the following characteristics are specifically
addressed and these form the main contributions of this research.
• Stations composed of dedicated and shared machines.
Each station in the production line can be composed of several processing machines.
Some of these machines may be capable of processing different part-types (shared
machines). A station may also be equipped with machines that are dedicated for
a particular part-type. Multiple machine stations are commonly used to increase
capacity or due to some part-types requiring different processing operations (Kurz
and Askin, 2003).
• Part-type routings with bypass
All part-types may not require processing at every station. If a part-type is not
processed at certain stations, it will be routed to its next processing station, i.e., a
part-type will bypass the stations that it is not processed on. Figure 1.2 shows an
example of a five station production system producing four part-types with bypass
flow and stations composed of shared and dedicated machines.
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Station 1 Station 2 Station 3 Station 4 Station 5
Bypass of part-type 1
at Station 3
Dedicated machine for part-type 1 Shared machine for
part-types 1 and 2
1 1 1
2 2 2 2
3 3 3 3
4 4 4
Figure 1.2: A five station, four part-type production line with bypass flow and
stations with shared and dedicated machines
• Part-type dependent machine characteristics.
A shared machine is able to process more than one part-type, and it may have
different processing times (operating characteristics) and failure and repair rates
(reliability characteristics) for the different part-types, i.e., the operating and reli-
ability characteristics of a machine are dependent on the part-type it is processing.
This may be mainly due to differences in the processing operations, tools and other
resources utilised and the physical characteristics of the part-types. For example,
in metal working processes, a part-type of a harder material may cause higher rates
of tool failure.
• Non-negligible machine setups.
A setup change may also be required each time a shared machine switches process-
ing from one part-type to another. Machine setups are quite common in the pro-
duction of multiple part-types (Gershwin, 1994) and setup operations may include
tool changes, machine calibration, fixture adjustments, cleaning etc. Although
setup times are being constantly reduced through technological advances (e.g. au-
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tomatic tool changes) and continuous improvement activities, most production
systems will still require non-negligible setups (McIntosh et al., 2001). Li et al.
(2009) recently highlighted the importance of developing analytical models that
account for machine setup times and part-type dependent machine characteristics.
Previous research has mainly assumed negligible machine setups, identical ma-
chine characteristics for all part-types and considered only simple configurations
of the type shown in Fig. 1.1a (Nemec, 1999; Jang, 2007; Colledani et al., 2008).
In Chapter 3 of this thesis, it is first shown that for some of these systems, simple
approximations may often suffice. However, when machine setups are considered,
a more detailed analytical approach may be necessary. It is also shown that some
of the decomposition methods that were proposed for systems without setups are
not applicable for analysing systems with non-negligible setups.
Subsequently, to analyse multiple part-type production systems with the afore-
mentioned characteristics, a building block model of a two machine system is de-
veloped using the continuous material approximation and Markov theory. This
building block model is then integrated in a new decomposition methodology for
the analysis of long multiple part-type production systems. The development and
analysis of this model are detailed in Chapters 4 and 5, respectively.
Nonhomogeneous buffer systems
In a recent review paper, Li et al. (2009) stated that there is a lack of analytical
models to investigate multiple part-type production systems with nonhomogeneous
buffers. The few papers that do analyse these type of systems do not address some
of the important features that are commonly observed in practice. The following
features are explicitly accounted for in this research, but have not been investigated
previously in the literature:
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• Manufacturing systems with both automatic machines and manual processes.
Most assembly lines in industry involve both automated and manual processes
(Groover, 2007). These systems are also referred to as hybrid systems and have
shown considerable potential for application in modern production lines, especially
at the final assembly stage (Michalos et al., 2010). The main reason for their pop-
ularity is that manufacturers often require both the flexibility of manual processes
when producing multiple part-types and the consistency and speed of automatic
machines for repetitive operations. Several researchers have advocated hybrid sys-
tems for the assembly of multiple part-types (Saad and Byrne, 1998; Consiglio et
al., 2007; Michalos et al., 2010).
• Non-negligible machine setups.
Additionally, existing research has only addressed batch production systems with
zero setup times and zero buffers (Dhouib et al., 2009). In this thesis, multiple part-
type batch production systems with hybrid production, finite nonhomogeneous
buffers and non-negligible setup times are studied. However, there are no known
methods of modeling hybrid operations explicitly (Li et al., 2009). Therefore, in
Chapter 6, a new method of modeling hybrid production systems is first introduced.
This model is then used to approximate the performance of multiple part-type
nonhomogeneous buffer production systems.
1.1 Motivation
This thesis was motivated by observations of real production lines and through dis-
cussions with researchers who had studied multiple part-type production systems
in the industries. As described previously, several research articles have also high-
lighted the practical importance of the system characteristics that are investigated
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in this thesis. In this section, two specific industrial cases that have motivated this
research are briefly described:
1.1.1 Characteristics of a real multiple part-type production system
with homogeneous buffers
Multiple part-type production systems with such characteristics as,
• machine setups,
• bypass flow, and
• multiple machine stations,
have been specifically reported in several industries including, printed circuit board
manufacturing (Piramuthu et al., 1994), electronic component production (Zhou,
2009), and paper bag packaging plants (Adler et al., 1993). In addition, these char-
acteristics have also been observed by the author in garment packing production
lines.
Zhou (2009) describes an electronic component manufacturing plant where mul-
tiple part-types are produced on seven processing stations. As described in his
thesis, the plant is a high volume production line where processing operations
are performed mainly on automatic machines. Intermediate inventory is stored in
containers that are dedicated for each part-type. Certain processing stations have
dedicated machines while some stations have a single shared machine. The shared
machines are usually very expensive and hence costly to duplicate. Machine setups
are required when part-types are changed on the shared machines although setup
times are not as significant as to necessitate large batch production. In addition,
not all part-types share the same routing, and some part-types may bypass cer-
tain stations. In this production system, demand may fluctuate daily and each
8
processing station produces according to the demands of its downstream stations
and the availability of part-types.
In the research project described in Zhou (2009), a simulation model is de-
veloped for the evaluation of customer service levels for each part-type. Existing
analytical methods cannot be used for the analysis of such systems and this has
been the primary motivation for the research conducted in this thesis. In Chapter
5, the performance of a production line with a similar configuration as the man-
ufacturing system illustrated in Zhou (2009) is investigated using an analytical
model. This production system is also used to demonstrate the ease of use of the
analytical model in system performance improvement.
1.1.2 Characteristics of a real multiple part-type production system
with nonhomogeneous buffers
Multiple part-type production lines with features such as,
• hybrid production,
• finite nonhomogeneous buffers and machine setups
are commonly encountered in industry. Multiple part-type, hybrid production
lines in particular, have been observed in automobile assembly (Patchong et al.,
2003), engine block assembly (Little and Hemmings, 1994) and LCD panel assem-
bly plants. The motivation for this research is mainly from observations by the
author of a LCD panel assembly line in Turkey, where several different models
were produced in finite batches.
In the observed production line, a large number of assembly operations were
performed at different stations along the line while products were transferred se-
quentially from one station to the next on roller and belt conveyors. Most of the
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assembly operations were performed manually, while the other remaining oper-
ations were automated. The manual operations mostly involved the assembly of
the outer coverings and circuit boards with the LCD panel. Operations such as
screw insertion and the measurement of voltage and current had been automated.
In addition, additional inspection processes for colour and picture quality were
also performed on automatic testing equipment. The models were produced in
batches mainly due to demand requirements and the presence of machine setups.
An example of machine setups is the calibration required at the inspection ma-
chines when changing over to inspect a new model. Due to capacity differences
between assembly operations, buffer space for intermediate inventory was often
allocated between stations. It was also observed that more buffer space was allo-
cated between an automated station and a manual station due to the differences
in processing capacity and the variability of the manual operation.
1.2 Thesis Outline
In the following chapter, the state of art in the analytical modeling of multiple
part-type systems is presented. It is shown that the research on this topic is still
in its infancy and most of the characteristics encountered in real production lines,
such as machine setups, are often neglected. In this thesis, two types of multiple
part-type production systems are analysed: (1) homogeneous buffer systems and,
(2) nonhomogeneous buffer systems. Chapters 3 to 5 are devoted to the analysis
of homogeneous buffer systems since the analysis of this category of systems have
received the most attention in the literature. Chapter 6 details the modeling of
non-homogeneous buffer systems.
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In Chapter 3, simple methods are proposed for the analysis of multiple part-
type systems without setups. It is also shown that such methods are insufficient
to analyse systems with the characteristics that are investigated in this thesis.
Thus, in Chapter 4, a new decomposition methodology is developed. Extensive
numerical experiments are conducted to verify the reliability and accuracy of this
model in comparison to simulation and these results are presented in Chapter 5. In
addition, the application of the model in the performance improvement of a system
that is based on a real production line is also demonstrated. For the analysis of
nonhomogeneous buffer systems, in Chapter 6, a novel approach to the modeling
of hybrid production lines is first investigated. Subsequently, this hybrid model
is used to approximate the performance of multiple part-type, nonhomogeneous
buffer production systems with machine setups. Finally, Chapter 7 concludes this
thesis with a summary of the research work presented, followed by a discussion of
the future research possibilities.
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Chapter 2
Performance Evaluation of Multiple Part-
Type Systems: State of Art
Performance evaluation is vital to the proper design, reconfiguration and contin-
uous improvement of production systems. However, in the evaluation of system
performance, it is necessary to account for the random events that frequently occur
in the manufacturing environment, e.g., machine failures, order arrivals and supply
of raw materials, etc. Thus, methods for evaluating the performance of production
systems have ranged from real world experimentation to sophisticated computer
modeling techniques.
In this chapter, the most common performance measures of production systems
are first discussed with emphasis on their relevance to multiple part-type systems.
The different techniques used for evaluating system performance are then briefly
summarized and the advantages of analytical methods are highlighted. Subse-
quently, an indepth review of the analytical methods that have been developed for
the performance analysis of multiple part-type production systems is provided.
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2.1 Performance Measurement
The performance of a production system is often calculated in terms of the pro-
duction output, inventory, quality of finished goods etc. The main performance
measures that are often cited in the literature are:
• Production System Capacity
This is defined as the maximum production rate (output per unit time) of
the manufacturing system (Gershwin, 1994). It is calculated as the steady
state production rate of the system when demand is infinite (Dallery and
Gershwin, 1992). In the analysis of single part-type systems, system capacity
is often cited as the most important performance measure (Li et al., 2009).
However, in a multiple part-type production system, the definition of capacity
is ambiguous. As described by Gershwin (1994):
“If the system can make more than one part-type, capacity is a
more complex concept, which cannot be measured by a single num-
ber. This is because, different part-types make different demands
on a factory’s resources; the more a system makes of one part-type,
the less it will make of another.”
The capacity of a multiple part-type system will depend on the production
policy employed, i.e, how production is switched between part-types. The
production policy in turn depends on the demand characteristics. Therefore,
for a multiple part-type system, it may be more suitable to measure how well
demand is satisfied for each part-type under a given production policy.
• Customer Service Level
This is a measure of customer satisfaction. According to Hopp and Spearman
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(2008), the customer service level for a make-to-order production system is
defined as the fraction of production orders that are satisfied within the lead
time (also called on-time-delivery). For make-to-stock systems, the fill rate
is often used as a measure of the service level. The fill rate is defined as the
fraction of orders satisfied immediately from finished goods stock.
In a multiple part-type system, the customer service level can be measured
for each individual part-type. The customer service level of the entire sys-
tem can then be calculated as the average of all part-types. Alternatively, if
part-types are assigned priorities, the overall customer service level may be
calculated as the weighted average of the individual customer service levels.
• Average Work in Process (WIP)
This is the average number of parts contained in the intermediate buffers of
the production system (Li and Meerkov, 2009). The estimate of the average
inventory level of the production system is important for two reasons. First,
it is a measure of the investment that is tied down in the form of unsold stock.
Secondly, using Little’s law, it also provides a measure of the mean flow time,
i.e., the average time a part spends inside the production system (Chen,
2010). Holding large inventories can help achieve higher service levels. How-
ever, this will also increase the inventory investment and make the company
vulnerable to sudden loss in demand. Storage space can also be very costly in
certain production environments (Hyer and Wemmerlov, 2002). Thus, most
industries will attempt to minimize inventory levels while maintaining service
levels above a required value.
In multiple part-type systems, parts of different types may either be stored
in the same buffer or in buffers dedicated to the part-types. Consequently,
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the average WIP may be calculated for buffers with parts of the same type
or a mix of different part-types. This feature will be further discussed in the
following chapters.
• Another important performance measure is the system yield, i.e. the fraction
of parts produced that are non-defective (Burman, 1995). However, quality
issues are not included in the scope of this thesis. The author shall however,
discuss the extension of the model to include quality issues in the future work
of Chapter 7.
The performance measures of a production system can be evaluated by online and
oﬄine methods. Online methods include experimenting on the real production
line or on a test-bed similar to the actual production system. However, this is
often disruptive, too costly, and sometimes impossible due to the lack of resources,
especially during the design stage. Thus, oﬄine methods, such as simulation and
analytical modeling are favoured in most circumstances.
Simulation is widely used in industry (Carlson and Yao, 2008). It can be
used to model complex production systems to the most intricate details. Modern
simulation software are also equipped with 3D animation capabilities that make
it easier for production managers and other end users to appreciate the model
results. However, simulation requires a considerable amount of time for model
development and analysis (Colledani and Tolio, 2005c). In most industrial appli-
cations, extensive what-if analysis is required at the design stage (Alden et al.,
2006) and simulation modeling may restrict the system designer to test only a few
possible configurations, thus increasing the probability of selecting a sub-optimal
configuration. Analytical methods on the other hand, are computationally very
efficient and can often provide valuable insights of the system dynamics, but in-
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volve many simplifying assumptions for tractability (Colledani et al., 2010). Due
to these simplifications, their applicability has been mostly restricted to simple
topologies of manufacturing systems.
2.2 Analytical methods for the performance evaluation of
manufacturing systems
There has been a plethora of literature on the analytical modeling of produc-
tion systems (refer to the books by Gershwin (1994), Altiok (1997), and Buzacott
and Shanthikumar (1993) and the excellent review paper by Dallery and Gersh-
win (1992)). However, these researches have primarily focussed on the analysis
of single part-type manufacturing systems. Such research for multiple part-type
manufacturing systems has been very limited.
In this section, the analytical methods that were developed for the analysis of
single part-type manufacturing systems are first reviewed. These methods were
often the foundation for the analysis of multiple part-type systems. Subsequently,
an indepth review of the analytical models for multiple part-type systems is pro-
vided. The ensuing review focusses mainly on the analytical methods developed
for systems with unreliable machines and finite buffers. These characteristics are
typical of the production systems that have motivated this thesis.
2.2.1 Analysis of single part-type manufacturing systems
Exact analytical models were initially developed by researchers for the analysis
of small manufacturing systems. Pioneering work include Buzacott (1967), who
analysed a Markov model of a two-machine system with one finite intermediate
buffer (2M1B model) to study the effects of machine unreliability and finite buffers
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on system performance. Larger systems were not modeled exactly due to the ex-
ponential increase in state space with each additional machine/buffer component.
However, the development of approximate methods such as decomposition (Gersh-
win, 1987) enabled the analysis of longer production lines using the exact models
as building blocks.
Gershwin (1994) describes three different 2M1B building block models, namely,
the deterministic (or synchronous), exponential, and continuous 2M1B models.
The synchronous and continuous models assume deterministic processing times and
are thus, appropriate for representing automated systems (Li et al., 2009). On the
other hand, the exponential model assumes exponentially distributed processing
times which is more suitable for representing operations that have high variability,
as observed in certain manual processes (Chang and Gershwin, 2010).
In the synchronous model, the machines have synchronized operations with
equal processing times. In the continuous model, the two machines act as on/off
valves that control the flow rate of material into and out of the buffer. Unlike in the
synchronous model, the two machines in the continuous model can have unequal
processing rates. Studies have shown that the continuous flow model provides
a good approximation to high volume discrete part flow systems (Alvarez et al.,
1994). Due to these reasons, a continuous 2M1B model was selected to represent
the automatic operations of the systems that are analysed in this thesis. Recently,
Tan and Gershwin (2009) developed a general methodology using level crossing
analysis for solving continuous 2M1B models with any number of machine states.
An alternative solution method based on an inverse Laplace transform approach
was proposed by Cao and Subramaniam (2010).
Decomposition methods for the approximate analysis of long production lines
were originally developed by Gershwin (1987) who used the exponential 2M1B
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model as the building block. In the decomposition approach, the analysis of a
production line with k machines is approximately ‘decomposed’ into a set of k− 1
tractable 2M1B building block models as illustrated in Fig. 2.1. The fundamental
basis of this approach is that an observer viewing only the material flow into
and out of a buffer is unable to distinguish between a 2M1B line and the actual
production line. Decomposition equations are used to adjust the parameters of
the machines in the set of 2M1B lines such that the material flow in the building
blocks approximates that of the original line. Several decomposition methods
based on variants of the synchronous (Gershwin, 1994; Tolio and Matta, 1998)
and continuous 2M1B models (Dallery et al., 1989; Burman, 1995; Le Bihan and
Dallery, 2000) have also been developed in the literature. Decomposition methods
have been succesfully developed for systems with machine characteristics such as
multiple failure modes (Levantesi et al., 2003), quality failures (Kim, 2009) and
preventive maintenance (Chen, 2011).

















Figure 2.1: Decomposition analysis of a single part-type production system
There are several alternative approximation methods for analysing the perfor-
mance of long production lines with unreliable machines and finite buffers. Some
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of the important researches including Buzacott et al. (1995), Tempelmeier and
Burger (2001), and more recently, Manitz (2008), have used queueing models as
building blocks. In addition, Li and Meerkov (2009) describe several aggregation
approximations of analysing production systems. However, for the modeling of
complex systems such as multiple part-type systems, promising results had been
shown in recent decomposition attempts (discussed in the next section), and thus
in this thesis, the Markov modeling approach and decomposition were used as the
primary analytical tools.
2.2.2 Analysis of multiple part-type manufacturing systems
In this review, the literature on multiple part-type systems analysis is discussed
separately for the two distinct categories, homogeneous and nonhomogeneous buffer
systems. Most researchers have focused on the performance analysis of systems
with homogeneous buffers and this review also focusses mainly on these type of
systems.
In multiple part-type production systems, processing machines are often shared
among the different part-types, and in this case, additional production policies are
necessary to decide on the following (Kletter, 1996):
• when to switch production from one part-type to another, and
• which part-type to produce next.
In the ensuing review, the relevant literature is discussed with an emphasis on




Several authors have analysed the performance of multiple part-type systems with
homogeneous buffers by assuming reliable machine models (Krieg and Kuhn, 2002,
2004, 2008; Gurgur and Altiok, 2007, 2008). Krieg and Kuhn (2002, 2004, 2008)
proposed approximate methods to evaluate the customer service levels in a pro-
duction system consisting of a single shared machine with setups. An exhaustive
processing policy was assumed for deciding when to switch production, while a
cyclic policy was used to determine which part-type to produce next, i.e., part-
types were produced in a cycle, depending on their availability. According to the
exhaustive processing policy, the decision to switch is only made when the machine
is starved (when the input buffer becomes empty) or blocked (when the output
buffer becomes full) for the current part-type. The main objective of this policy is
to reduce the number of setups (see Amin and Altiok (1997) for an experimental
study of exhaustive and non-exhaustive processing policies).
Gurgur and Altiok (2007, 2008) proposed a decomposition based approach to
evaluate customer service levels in multiple part-type production lines consisting
of several interconnected shared resources. They also assumed an exhaustive pro-
cessing policy for deciding when to switch production. Part-types were assigned
priorities and part-type selection was based on a dynamic priority ranking that
restricted the number of switchovers between higher priority part-types. In all the
studies with reliable machine models (discussed above), it was assumed that pro-
cessing times were exponential or Erlang distributed. However, the assumptions
of reliable machines and Erlang distributed processing times are not suitable for
the analysis of automated production lines (Inman, 1999).
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The research specific to automated multiple part-type production systems has
almost exclusively assumed setup times to be negligible. Nemec (1999) was the
first to extend the decomposition approach to analyse a two part-type synchronous
production system. The production system consisted of several shared machines
placed in tandem as shown in Fig. 2.2. The demand and supply processes for each
part-type were approximated by placing additional machine models at each end of
the production line. Part-types were processed according to a static priority policy
where the decision to switch is made at the end of processing each part. A part-
type is selected for processing according to a fixed priority ranking, i.e., out of all
the available part-types, the part-type with the highest priority is processed next.
Using this model, the production rate and average inventory levels of systems of
up to six shared machines were approximately evaluated by Nemec (1999).
Syrowicz (1999) attempted to extend the work of Nemec to larger systems
and proposed an alternate synchronous 2M1B building block with multiple failure
modes and idleness failures. However, the building block was difficult to generalize
and extend for longer lines. Jang (2007) further improved on the above work and
successfully developed a decomposition method for analysing systems producing
more than two part-types. The part-types were categorized as highest, interme-
diate and lowest priority and three different sets of decomposition equations had
to be developed, one for each category. Based on the numerical results for a three
part-type production line, satisfactory accuracy in the estimation of production
rate was reported.
Colledani and Tolio (2004) proposed an alternative decomposition method for
estimating the production rate and average inventory of a two part-type automated
production line. They used a continuous material flow approximation and assumed













Figure 2.2: A two part-type production system with supply and demand machines
was employed for processing the part-types. According to this rule, when all
part-types are available (i.e., when a machine is not blocked or starved for any
part-type), the next part-type is selected based on a fixed probability. These
probabilities could be related to the individual demands of the part-types. When
only some part-types are available, the probabilities are modified to account for
the unavailable types. Therefore, when compared to the static priority policy,
the only difference in the probabilistic rule is that the next part-type is selected
according to a probability rather than a fixed priority ranking. Colledani et al.
(2005a) studied a similar system as in Colledani and Tolio (2004) but used the
synchronous 2M1B model. In both these methods, an additional Markov model
of each flexible machine in the original line had to be developed. However, the
states of this model grew rapidly with the number of part-types and the method
was thus not extended to systems with more than two part-types.
Colledani et al. (2008) recently proposed a method that extended the analysis
of Colledani et al. (2005a) to systems producing more than two part-types. They
also analysed non-linear systems where the main production line splits into two or
more multiple part-type production lines. In their study, the multiple part-type
system was first approximated as a single part-type system by lumping all the par-
allel homogeneous buffers together. This was possible because all the part-types
were assumed to have the same characteristics. The analysis of this single part-type
line allowed the approximate decomposition of the original system into building
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blocks of two machines with multiple homogeneous buffers. These building block
models were then solved using a method developed in Colledani et al. (2005b).
However, these approximation methods are only applicable when machines have
negligible setups and all part-types have similar processing times on all the ma-
chines. In Chapter 3, the production systems and decomposition approaches that
are described in Colledani et al. (2005a, 2008) are further investigated and simple
alternate methods to evaluate the performance of these systems are proposed.
In most multiple part-type production lines, setup times may not be negligi-
ble (Gershwin, 1994; Garavelli, 2001). In addition, a station may consist of more
than one processing machine and part-types may not require processing at all the
stations as assumed in the previous research, i.e., bypass may be present (Alden
et al., 2006; Diponegoro and Sarker, 2003). To the best of the author’s knowledge,
these characteristics have not yet been studied in the performance analysis of mul-
tiple part-type manufacturing systems with unreliable machines and finite buffers.
However, most of these features have been observed and reported in several simula-
tion studies of real production systems (Zhou, 2009; Alden et al., 2006). Therefore,
in Chapter 4, a new decomposition methodology is developed for the analysis of
automated multiple part-type manufacturing systems with machine setups, bypass
flow and stations comprising of both shared and dedicated machines.
Non-homogeneous buffer systems
Several researchers have also analysed the performance of multiple part-type pro-
duction lines where part-types share a common buffer. Li and Huang (2005) eval-
uated the performance of an automated two part-type production system using an
approximate aggregation method (for a detailed analysis of aggregation methods,
please refer to Li and Meerkov 2009). The two part-types are initially processed
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on a production line with common buffers until they are separated by a split ma-
chine. Thereupon, the part-types are processed on dedicated production lines until
they are once again merged into the common line by a merge machine. The split
and merge machines alternately load parts of both part-types when both types
are available. If only one part-type is available, the machines will only load that
part-type. However, it was assumed that the processing times for both part-types
were equal on the main production line. In addition, finite batches and machine
setups were also not considered.
Few authors have studied multiple part-type systems with finite batches. Re-
cently, Dhouib et al. (2009) compared several approximation methods for evalu-
ating the production rate of an automated system which produces different part-
types in finite batches with zero buffers and negligible setups. These systems are
sometimes called mixed-model assembly lines in the literature (Boysen et al., 2009).
The machine processing times were considered to be different for the different part-
types. Dhouib et al. (2009) considered the processing of each part-type separately
and evaluated the individual production rate for each single part-type production
system. They used a continuous material approximation and the decomposition
approach of Dallery et al. (1989) to evaluate these individual throughputs. The
production rate of the multiple part-type system was then evaluated as a weighted
average of these individual throughputs. However, this methodology was not ex-
tended to systems with finite buffers and non-negligible setups.
In Chapter 6, approximations are developed for the analysis of multiple part-
type systems with finite batches, finite buffers and non-negligible setups. However,
it is assumed that the production systems are composed of both automated and
manual operations (hybrid systems). This is because of the prevalence of hybrid
assembly lines in industry (Groover, 2007; Saad and Byrne, 1998).
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The main difference in the modeling of automated and manual operations is
that manual processing times have much larger variability whereas machine pro-
cessing times are deterministic (Patchong et al., 2003). There are limited papers
on the explicit modeling of hybrid production systems. Patchong et al. (2003)
describe a method to approximate the variability in processing times observed in
manual operations by adjusting the machine failure rates of an automated machine
model. They report good accuracy for systems with zero buffers. Alternative ap-
proaches to modeling hybrid systems are the queueing models discussed in Manitz
(2008) and fluid flow models with jump discontinuities (Tzenova 2005; Dzial et al.
2005, Kulkarni and Yan 2007). The ideas developed in the fluid flow models are
used in this thesis as they enable a Markov modeling approach which helps in the
future incorporation of quality characteristics. In addition, it is also possible to
model batch stochastic processes as described in the following paragraph.
In the fluid flow models with jump discontinuities, the fluid level is assumed
to experience instantaneous upward or downward jumps which occur with certain
state transitions of an external Markov process (Sengupta 1989). These jump dis-
continuities may correspond to the stochastic departures of fluid batches while the
arrival process is a constant flow of material and vice versa. Therefore, the input
and output processes can represent stochastic and deterministic operations. The
stochastic batch arrivals/departures allows the modeling of manual batch opera-
tions such as inspection (Chang and Gershwin, 2010) and also highly variable sup-
ply and demand processes (Dalton, 2008). However, the fluid flow models discussed
above assumed infinite buffer sizes which is not applicable to real manufacturing
systems. In addition, these models were developed to analyse the dynamics of a
fluid flow system with only a single infinite buffer and therefore, cannot be directly
used as building blocks for the analysis of long production lines.
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Chapter 3
Analysis of Homogeneous Buffer Systems:
Simple Approximations
3.1 Overview
Analytical methods for the performance evaluation of single part-type production
systems have been proposed by numerous authors and these methods are now well
established. Some of these methods were briefly described in Chapter 2. However,
even with simplistic assumptions, the analysis of multiple part-type production
systems with homogeneous buffers is quite cumbersome and only a few sophisti-
cated modeling methods have been proposed for this purpose.
This chapter investigates the possibility of approximating the performance of
multiple part-type production systems by utilizing only the methods developed
for the analysis of single part-type production systems. It is shown that such
approximations can be used when machine setups are considered to be negligible
and machine characteristics are part-type independent. A simple method (which
is named the CD method for convenience) is then developed based on this ap-
proach. Comparison of performance with some of the detailed modeling methods
26
in the literature show that the CD method provides quite accurate results for mul-
tiple part-type systems which operate under certain production policies. However,
when setups are non-negligible or when machine parameters vary according to the
part-type, it is not possible to use single part-type approximations. In this case,
detailed modeling methods may be required and preliminary analysis work that
was performed by the author towards this end is briefly summarised and the need
for developing the model in the following chapter is discussed. Therefore, this
chapter serves as a prelude to Chapter 4.
3.2 Analysis of Systems without Setups
When it is assumed that machine setups are negligible and that machine param-
eters are independent of the part-types, the total production rate of a multiple
part-type system can often be estimated using equivalent single part-type approxi-
mations. Under certain circumstances it may also be possible to estimate part-type
specific performance measures such as, individual production rates and the average
buffer levels. These approximations are detailed in the following sections:
3.2.1 Estimating the total production rate
Consider a two machine, homogeneous buffer system producing J part-types (2MJB
system) as illustrated in Fig. 3.1. In this system, parts enter the system when
machineM1 begins processing. After processing is complete, parts are placed in the
intermediate buffer allocated for that part-type. Parts will then move to machine
M2 for processing when M2 becomes available, and will finally exit the system
after processing is complete. MachineM1 is assumed to have an infinite amount of
raw materials and is thus never starved for any part-type. Machine M2 is assumed
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to have output buffers with infinite size and is thus never blocked. The following
assumptions are also applicable for this system and are similar to those of Nemec






Figure 3.1: A two machine, J part-type system with homogeneous buffers
1. Buffer transit times (the time to move a processed part from a machine to
the buffer and from the buffer to the next machine) are negligible.
2. Parts are not created or destroyed within the production system.
3. The intermediate buffersB1,1, B1,2, ..., B1,J are dedicated to part-types 1, 2, ..., J ,
respectively. Buffer sizes are finite and equal to N1,1, N1,2, ..., N1,J , respec-
tively.
4. Machines are subject to random machine failures that occur only during the
processing of a part.
5. Machine processing times are deterministic and equal for all machines and
for all part-types.
6. Machine failure and repair times are independent and identically distributed
(i.i.d) random variables that are exponentially distributed and independent
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of the part-types. In other words, the reliability parameters of a machine are
the same for all part-types.
7. Machines do not require setups when switching between part-types (i.e.,
setup times are zero).
8. A machine is blocked for a part-type when its corresponding output buffer
becomes full, and is starved for a part-type when its corresponding input
buffer is empty.
9. A machine will always process a part when it is operational unless it is
blocked or starved for all part-types. In the 2MJB system, M1 will be idle
only when all its output buffers are full, and M2 will be idle only when all
its input buffers are empty.
The total production rate of the 2MJB system is then equal to that of a two
machine system producing a single part-type (2M1B system), where the two ma-
chines have the same parameters as the original multiple part-type system and the
size of the single intermediate buffer is equal to the sum of the homogeneous buffer
sizes in the 2MJB system, i.e., N1,1 +N1,2 + ...+N1,J . Colledani et al. (2008) also
made this conjecture for 2MJB systems operating under the probabilistic policy.
This equality can be better understood by looking at how each machine operates
in the 2MJB system. For example, according to the assumptions stated above,
machine M1 of the 2MJB system (in Fig. 3.1) processes parts until all its out-
put buffers are full. Since the parameters of M1 do not vary with the part-type
being processed and no time is lost in switching from one part-type to another,
its operation is similar to that of a machine processing a single part-type with an
output buffer size equal to the sum of the individual homogeneous buffer sizes in
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the 2MJB system.. Similarly, machine M2 in the 2MJB system also operates as
long as there are parts in any one of its input buffers and its operation is similar
to a machine processing a single part-type with an input buffer equal to the sum
of the individual homogeneous buffer sizes in the 2MJB system.
The above equality holds irrespective of the production policy that is employed
as long as the aforementioned assumptions are valid. For example, the total pro-
duction rate of a 2MJB system operating under the static priority policy, exhaus-
tive processing policy or probabilistic policy, is the same. However, the production
rate of each individual part-type will vary depending on the production policy.
For longer systems, this equality will not hold. Consider a three machine,
homogeneous buffer system processing two part-types and operating under the
same assumptions as listed above. As before, a single part-type system can be
formed by aggregating the homogeneous buffers between each pair of machines
of the original system into one buffer as shown in Fig. 3.2. However, the total
production rate of the original multiple part-type system in Fig. 3.2 is now not
equal to that of the single part-type system. This is due to differences in the idle
states of machine M2 in the two systems. For example, in the multiple part-type
system, if buffer B1,1 is empty and buffer B2,2 is full, machine M2 is starved for
part-type 1 and blocked for part-type 2. In this case, M2 is idle irrespective of the
buffer levels of B1,2 and B2,1. However, machine M2 in the single part-type system
is idle only if B1 is empty or B2 is full. This corresponds to both B1,1 and B1,2
being empty or both B2,1 and B2,2 being full in the original system, respectively.
Due to this reason, the multiple part-type system has more idle time compared to
the single part-type system. Therefore, the total production rate of the original
multiple part-type system is always less than or equal to that of the single part-type
system. However, the production rate of the single part-type system can still be
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used as a good approximation of the total production rate of a multiple part-type
system as will be shown in the following sections.
Original system
















Figure 3.2: Approximating a multiple part-type system by a single part-type sys-
tem for evaluating the total production rate
3.2.2 Estimating the individual production rates
For multiple part-type systems operating under certain production policies, it may
be possible to estimate the individual production rates by using the single part-
type approximation that was described in the previous section. Consider a system
operating under the probabilistic policy (Colledani et al., 2005a, 2008). According
to this policy, a machine will select a part-type for processing based on fixed
probabilities when all part-types are available. If some part-types are unavailable
due to starvation or blockage, the probabilities of selecting the available part-types
are modified such that the total probability remains equal to one.
A simple method of estimating the individual production rates is to first use
the single part-type approximation described earlier. The production rate of the
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single part-type system can be estimated using established decomposition methods
(Gershwin, 1994; Tolio and Matta, 1998). The production rate of each part-type of
the original system is then obtained by multiplying the production rate of the single
part-type system by the production probabilities assigned to the final machine in
the multiple part-type system. This method is henceforth named the CD method.
Due to its simplicity, it must be noted that the CD method is only expected
to produce sufficiently accurate results and not necessarily better results than the
more detailed modeling methods. An accuracy level of 5% to 10% in the prediction
of performance measures is deemed acceptable in the production systems modeling
literature (Li and Meerkov, 2009). This is because, on the factory floor, machine
parameters are also often estimated with a similar accuracy.
Comparison of performance with Colledani et al. (2005a)
Colledani et al. (2005a) proposed a decomposition approach (described in Chapter
2) to analyse production systems processing two part-types. In addition to the
assumptions stated in Section 3.2.1, they also assumed that machines can fail in
several failure modes (multiple failure modes) which may all have different times to
failure and repair. Their analytical method (which was named the CMT method)
was validated with several numerical experiments. In the first experiment, a three
machine system producing two part-types (A and B) was analysed. The fixed
probabilities of producing part-type A and B were 0.3 and 0.7 respectively. The
system parameters for Case 1 of the first experiment are reproduced in Table 1.
In the CD method, a single part-type line with the same machine parameters
as provided in Table 1 is first analysed. According to the approximation method
illustrated in Fig. 3.2, the buffer size at each location of the single part-type system
will be 32. Using the decomposition procedure in Gershwin (1994), the production
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1 0.034 0.660 16 16
2 0.030 0.088 16 16
3 0.060 0.430 - -
rate of this system is calculated as 0.7442. Multiplying this value by the production
probabilities provides estimates of 0.2233 and 0.5209 for the production rates of
part-types A and B, respectively.
The results for Case 1 of the first experiment of Colledani et al. (2005a) are
shown in Table 2. The estimation errors are calculated through comparison with
simulation results that are reported in Colledani et al. (2005a). The errors for
the CD method are highlighted and shown in bold when they are lower than the
corresponding values for the CMT method.
Colledani et al. (2005a) conduct numerical experiments for three, four, five,
and six machine systems. For each system, six random cases are investigated.
An additional six cases are investigated for systems with multiple machine failure
modes. The estimation errors for the production rates that were obtained from
the CMT and CD methods for these experiments are presented in Tables 3 and 4.
The parameter settings are similar to those provided in Colledani et al. (2005a)
and have been omitted in this thesis for brevity.
Table 3.2: Results for Case 1 of Colledani et al. (2005a)
Part-Type 1 Part-Type 2
Production rate (Simulation) 0.2278 0.5200
Production rate (CMT Method) 0.2242 0.5215
Error 1.580% 0.288%
Production rate (CD Method) 0.2233 0.5209
Error 1.992% 0.173%
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Table 3.3: Errors in the estimates of production rates for part-types A and B









Production rate error %
























Production rate error %
























Production rate error %
























Production rate error %















B -0.413 -0.958 B 0.523 0.430
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Table 3.4: Errors in the estimates of production rates of part-types A and B obtained from the CMT and CD methods
for production systems with multiple machine failure modes
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B 0.033 -0.795 B -0.144 -0.165
Table 3.5: Errors in the estimates of average buffer levels for part-type A and B, obtained from the CMT and CD
methods for six machine production systems
Average Buffer Level Error %
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
CMT CD CMT CD CMT CD CMT CD CMT CD CMT CD
n¯A1 -5.33 4.32 -1.12 -6.06 -1.85 -3.64 -12.95 -4.38 7.02 -7.02 1.53 -7.46
n¯B1 -2.30 6.65 -1.62 -7.84 -2.09 -5.04 -12.87 -2.81 13.69 -9.23 1.34 -4.72
n¯A2 -11.59 13.71 1.67 4.75 6.70 -3.83 -15.96 -10.40 11.34 -15.93 -12.37 9.43
n¯B2 -12.25 17.35 2.07 6.25 12.17 -5.15 -14.00 -6.54 14.45 -19.86 -10.16 6.06
n¯A3 -1.68 1.94 1.13 4.18 11.31 8.61 -15.35 0.05 5.75 -8.83 -5.13 11.57
n¯B3 -1.14 3.81 2.08 5.89 12.85 8.01 -11.60 2.72 4.62 -13.54 -4.95 8.49
n¯A4 -8.18 10.32 -0.18 6.47 17.91 6.33 0.62 5.47 -6.32 2.35 -1.14 8.03
n¯B4 -8.92 3.95 0.67 8.32 19.67 6.50 0.91 7.04 -9.31 5.64 -1.31 5.62
n¯A5 0.46 5.75 -0.08 5.11 0.42 7.06 -0.98 5.67 12.95 3.37 -3.52 9.03
n¯B5 0.76 12.75 0.51 6.80 0.58 8.83 -0.43 7.43 14.26 4.97 -2.17 7.48
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Colledani et al. (2005a) further estimate the average buffer levels for the six
cases of the six machine production systems that were used earlier for the estima-
tion of production rate (Table 3). However, the errors in estimating the average
buffer levels are much higher than those for production rates, as is frequently
observed in decomposition methods (Dallery et al., 1989).
A simple method to evaluate the average buffer levels is to first separate the
multiple part-type system into two single part-type systems as shown in Fig. 3.3.
These two single part-type systems are then evaluated using the decomposition
methods of Gershwin (1994) or Tolio and Matta (1998) to obtain estimates for the
average buffer levels. The resulting estimates are used as approximations to the
average buffer levels of the original multiple part-type system. In this approxima-
tion, it is conjectured that for a multiple part-type system operating under the
probabilistic policy, the buffer behaviour may not be significantly different from
that of separated single part-type systems. The estimation errors for the average
buffer levels using the CMT and CD methods for the six cases investigated in









Figure 3.3: An approximate method of separating a multiple part-type system into
single part-type systems for calculating average buffer levels
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The decomposition method suggested in Colledani et al. (2005a) was not ex-
tended for systems with more than two part-types. This may have been due to
the exponentially increasing number of states of the Markov models that were de-
veloped for this method. Instead, a different method (the CGMT method) was
proposed by Colledani et al. (2008) for analysing systems producing more than
two part-types. In the following experiments it is shown that the CD method is
also applicable to the systems that are studied in Colledani et al. (2008), since the
basic assumptions of their model are similar to that of Colledani et al. (2005a).
Table 3.6 shows the comparison of errors in the estimation of production rates
by the CGMT and CD methods for all the 11 cases that are studied in Colledani
et al. (2008).
Colledani et al. (2008) also provide estimates of average buffer levels for Cases
1, 2, 3, 4, 10 and 11. The estimation errors of the CGMT and CD methods for
these cases are shown in Table 3.7.
3.3 Analysis of Results
In all of the experiments that were summarized in the previous section, the sim-
ple approximation method (CD method) provided comparative results to those
provided by Colledani et al. (2005a, 2008). This is because of the simplifying as-
sumptions in the system models. In particular, the absence of machine setups and
the assumption of identical machine characteristics for part-types makes it possible
to use a single part-type approximation. Further, the fixed production probabili-
ties of the part-types allows one to easily calculate the individual production rates
for each part-type.
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Table 3.6: Errors in the estimates of production rates obtained from the CGMT
and CD methods for the cases studied in Colledani et al. (2008)
Three machine, three part-type systems
Part-type
Production rate error %
Case 1 Case 2 Case 3 Case 4
CGMT CD CGMT CD CGMT CD CGMT CD
A -0.59 1.49 -1.31 5.10 -0.03 0.40 -0.16 1.99
B 1.31 -0.54 0.69 2.24 0.02 0.13 0.40 0.80
C -0.70 -0.87 0.69 2.24 0.01 -0.40 1.37 -0.92
Three machine, four part-type systems
Part-type
Production rate error %
Case 5 Case 6 Case 7
CGMT CD CGMT CD CGMT CD
A -0.78 2.50 -1.12 1.74 0.11 0.69
B 0.39 -0.16 0.06 0.53 -0.28 0.20
C 0.39 -0.16 0.45 -0.54 -0.27 -0.17
D 0.40 -0.34 0.40 -1.07 0.69 -0.43
Five machine, six part-type systems
Part-type
Production rate error %
Case 8 Case 9
CGMT CD CGMT CD
A -0.41 0.44 -0.46 -2.16
B -0.20 0.04 0.06 1.39
C 0.29 0.36 0.09 -0.40
D 0.88 -0.87 0.18 0.04
E 0.43 -0.83 -0.29 0.67
F -0.96 1.89 0.21 2.03
Eight machine, three part-type systems
Part-type






Nine machine, two part-type systems
Part-type






Table 3.7: Errors in the estimates of average buffer levels obtained from the CMT
and CD methods for Cases 1, 2, 3, 4, 10, and 11
Three machine, three part-type system
Average Buffer Level Error %
Case 1 Case 2 Case 3 Case 4
CGMT CD CGMT CD CGMT CD CGMT CD
n¯A
1
-8.03 -9.75 -8.00 -8.00 -11.90 -14.00 -2.27 4.42
n¯B
1
-8.51 -14.75 -10.70 12.75 -11.40 -14.75 -2.05 4.90
n¯C
1
-7.20 -19.00 -10.70 12.75 -11.00 -16.00 7.55 6.70
n¯A
2
5.21 5.25 1.12 -0.56 5.34 8.00 -2.45 -4.40
n¯B
2
5.22 9.50 3.76 0.43 6.69 8.48 -1.28 -4.70
n¯C
2
4.88 12.75 3.72 0.44 8.50 9.80 -8.75 -5.40
Eight machine, three part-type system


































































Nine machine, two part-type system




















































It must be noted that although the CD method produced comparative results,
it did not fare better than the detailed models in most cases. This is because, in the
CD method, the dependency between part-types is completely ignored, whereas
in the detailed models, the dependency is accounted for explicitly. However, the
results were within acceptable limits in all the investigated cases. Thus, methods
such as the CD method, that utilize simple approximations, may sometimes be
more suitable for a particular application than the development of new tools.
3.4 Approximate Methods for Systems with Setups
The analysis of systems with setups using approximations such as the CD method
was found to be too difficult. This is because, the main approximations used in
the simple methods do not apply to systems with setups.
In the CD method, the main idea is that the total production rate of the
original multiple part-type system can be approximated by the production rate
of a single part-type production system. However, it is intuitive that even the
equality relationship for 2MJB systems as described in Section 3.2.1 will not hold
when setups are involved. This is because the 2MJB system will then spend an
additional time for setups when switching between part-types and this will not
occur in a 2M1B system. Thus, a detailed decomposition method may be necessary
to analyse systems with setups and other features such as bypass flow and stations
with multiple machines.
For the decomposition analysis of multiple part-type systems with setups, the
author initially investigated an approach similar to the procedure of Colledani et
al. (2008). In their research paper, Colledani et al. (2008) proposed to decompose
a multiple part-type system into building blocks of two machine systems with
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Original System










Figure 3.4: The basic decomposition structure of Colledani et al. (2008) for a two
part-type system
multiple homogeneous buffers. The analysis of these building blocks were then
further reduced to 2M1B models. The basic decomposition structure of Colledani
et al. (2008) is shown in Fig. 3.4. However, the basis of this approach was that
single part-type approximations could be utilized to aid the decomposition process.
The author first investigated the exact model of a two machine system with
two homogeneous buffers and machine setups. This model was developed as the
main building block model for decomposition. An efficient solution method to
this model was also developed. Further details of this model are discussed in
Senanayake and Subramaniam (2011a). However, it was not possible to effectively
decompose longer lines using this model as the methodology involved was too
complex. In addition, single part-type approximations could also not be applied
due to the presence of setups. Therefore, a new decomposition method using a
2M1B building block model was investigated and the development of this model
is detailed in the following chapter.
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Chapter 4
Analysis of Homogeneous Buffer Systems:
A New Decomposition Methodology
4.1 Overview
In the analysis of multiple part-type production systems with unreliable machines
and finite homogeneous buffers, the following important characteristics have not
been investigated in the literature.
• Processing stations composed of shared and dedicated machines,
• Automatic machines with part-type dependent characteristics (e.g. failure
and repair rates),
• Non-negligible machine setups, and
• Bypass flow.
A survey of the literature reveals that it is difficult to extend previous models
to incorporate these features. In this chapter, the author proposes a decomposition
method to evaluate the performance of multiple part-type production systems with
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Station 1 Station 2 Station 3 Station 4 Station 5
Bypass of part-type 1
at Station 3
Dedicated machine for part-type 1 Shared machine for
part-types 1 and 2
B1,1 B2,1 B4,1
B1,2 B2,2 B3,2 B4,2






Figure 4.1: A multiple part-type system with bypass flow and stations having
shared and dedicated machines
the aforementioned characteristics. For this purpose, a new building block model
is first proposed. Decomposition equations are then developed by analysing the
material flow behaviour of the original multiple part-type system. In order to solve
these equations, an algorithm inspired by the DDX algorithm (Dallery et al., 1988)
is introduced. Finally, the extendability of this model is also discussed.
4.2 System Characteristics
The production system that is analysed is of the type depicted in Fig. 4.1. In
this system, processing begins upstream of the production line at station 1 and
after processing is complete, the different part-types move downstream to their
respective output buffers. Parts then continue to station 2 and so on until they exit
the last station. When parts of a particular type enter a processing station, they
may be processed on either a dedicated machine or a shared machine. Alternatively,
they may bypass the station (i.e, no processing takes place).
Shared machines operate according to an exhaustive processing policy with fixed
priority selection (Amin and Altiok, 1997). Under this policy, parts are processed
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until the machine becomes blocked or starved for that part-type upon which the
machine will check if any other part-type is available for processing. If another
part-type is available, the machine will immediately start setting up for this part-
type. When several part-types are available, the machine will select the part-type
with the highest priority. If none of the part-types are available, the machine will
remain idle. It is important to note that due to setups, the machine whilst idle,
is still setup for processing the current part-type and will continue to process the
current part-type if it recovers from blockage or starvation before another part-type
becomes available.
4.3 Modeling Assumptions
A continuous flow model is used to approximate the discrete flow of parts in the
original system. In this model, machines act as valves that control a continuous
material flow into and out of the intermediate buffers. The following assumptions
are also used in modeling the system:
System related assumptions
• Every station in the production system has at least one processing machine
and at each station a part-type can only be processed on one machine (ded-
icated or shared).
This assumption states that a part-type does not have alternative routings.
Although it can be relaxed, the assumption is in accordance with the prac-
tices observed in industry where one part-type is assigned only one routing
in order to reduce system complexity (Spear and Bowen, 1999).
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• Buffer size is finite.
Finite buffer models best represent manufacturing systems (Tolio and Matta,
1998). In addition, the assumption of finite buffers is often used to represent
Kanban card controlled production systems (Bonvik et al., 2000).
• A machine will attempt to switch to another part-type only when it is blocked
or starved for the current part-type, i.e., the decision ‘when to switch?’ is
made according to an exhaustive processing policy. Further details and jus-
tification for this assumption is provided in the following subsection.
• Part-types are assumed to have a fixed priority ranking, and these priorities
are used to select the next part-type for processing. In other words, after the
decision to switch is made, the next decision ‘which part-type to switch to?’
is made according to the availability and ranking of the part-types, i.e., the
highest ranked part-type amongst those available will be selected.
Part-types are usually ranked according to their priorities and this creates a
simple rule for selecting the next part-type for processing in a multiple part-
type environment (Zhou, 2009; Jang, 2007). The extension of the analytical
model to an alternate selection policy is discussed in Section 4.8.
Machine-specific assumptions
• Machine processing times are deterministic and equal for all part-types on
all machines.
The processing times of automatic machines are largely deterministic (Li et
al., 2009; Tolio and Matta, 1998). Equal machine processing times are ini-
tially assumed for simplicity. However, the analytical method is extendable
to systems with different processing times using methods such as homoge-
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nization (Dallery et al., 1989). This extension is described in Section 4.7 and
experimental results are provided in Chapter 5.
• Machines are unreliable and can fail randomly only while operational, i.e.,
operation dependent failures are assumed (Gershwin, 1994).
Operation dependent failures are the most common form of machine failure
in production systems (Dallery and Gershwin, 1992). Buzacott and Hanifin
(1978) provide details of an extensive study of two transfer lines at Chrysler
Corporation and showed that almost 80% of failures in the production line
were operation dependent. Inman (1999) also observed exclusively operation
dependent failures in the body shops of two automotive assembly lines at
General Motors. More recently, Colledani et al. (2010) described the opera-
tion dependent failures in an engine block production line.
• The time to failure (TTF) and time to repair (TTR) are assumed to be ran-
dom variables that are exponentially distributed.
Although the TTR, in particular, may not always be exponential (Buzacott
and Hanifin, 1978), observations of industrial production lines have shown
that it may be reasonable to assume exponential distributions for both these
event times. Colledani et al. (2010) analyse the historical data of an engine
block production line and show that the TTF is well approximated by an
exponential distribution. Inman (1999), studies an automated welding plant
at General Motors and through detailed analysis determines that both the
TTF and TTR can be assumed to be exponentially distributed without sig-
nificant effects on performance measurement. Patchong et al. (2003) in their
study of a car body shop at Peugeot-Citroen, state that the assumption of
exponential distributions for the TTF and TTR was very accurate.
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• Machines fail in a single failure mode and the failure and repair rates may
be part-type dependent.
A single failure mode is assumed for simplicity. Thus, only the most promi-
nent failure method is considered. However, if several modes of failures exist,
an approximation similar to the one provided in Tolio et al. (2002) may be
used. Part-type dependent failure and repair rates have been assumed to
account for the differences in type of material, processing conditions etc that
may be encountered. For example, the use of different tools for processing the
different part-types may result in part-type dependent machine failure rates.
Part-type dependent failure rates are also assumed in (Dhouib et al., 2009).
This assumption also helps to incorporate methods such as homogenization
when modeling systems with part-type dependent machine processing times
as shown in Section 4.7.
• Shared machines require setup changes each time they switch processing from
one part-type to another. Dedicated machines only process a single part-type
and thus do not require setups. Setup times are assumed to be exponentially
distributed and are sequence independent. Further, average setup times are
smaller than the average time required to repair a failed machine, i.e., rela-
tively quick setup changes are assumed.
The assumption of sequence independent setups is used mainly to simplify
the analysis. Kletter (1996) discusses the assumption of exponentially dis-
tributed setup times in the context of a stamping plant at General Motors.
He states that this approximation may be reasonable for certain types of
equipment where the setup completion time may show high variability due
to the complex nature of tasks involved and the waiting time incurred for
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setup personnel. However, Kletter (1996) also notes that in other cases, se-
tups may be more deterministic than exponentially distributed. Hence, the
author will study systems with deterministic setup times in Chapter 6.
• Autocorrelations in the time to repair, time to failure and time for setting
up are considered as negligible.
Independence of events is assumed in almost all of the analytical models
that have been developed for the performance evaluation of manufacturing
systems (Dallery and Gershwin, 1992), i.e., event times are assumed to be
independent and identically distributed (i.i.d) random variables. The main
reason for not including autocorrelations into the analytical models is the
difficulty of modeling such relationships. However, some empirical studies
(Inman, 1999) have shown that although autocorrelation may exist in reality,
it may not significantly affect the evaluation of system performance.
• A machine is said to be starved for a part-type if its corresponding input
buffer is empty and the machine upstream which feeds this buffer is not
operating on that part-type. Similarly, a machine is blocked for a part-type
if its corresponding output buffer is full and the machine downstream that
directly receives input from this buffer is not operating on that part-type.
4.3.1 Exhaustive Processing Policy
The exhaustive processing policy has been utilized by several authors in the liter-
ature (Krieg and Kuhn, 2004, 2008; Gurgur and Altiok, 2008). Altiok and Amin
(1997) simulate a Kanban controlled multiple part-type, multi-stage system and
compare the performance of several exhaustive and non-exhaustive switching poli-
cies. Under the exhaustive processing policy, a machine will continue processing
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a part-type until it is blocked or starved for that type. Blockage occurs when all
part-type specific production Kanbans have been exhausted and starvation occurs
when all the material in the input buffer has been exhausted.
Altiok and Amin (1997) simulate a multiple part-type manufacturing sys-
tem and compare the system performance under different exhaustive and non-
exhaustive processing policies. They show that the exhaustive policy provides
moderate levels of customer service levels for all part-types. They also compare
the WIP, average number of setups and backorder levels under each policy. It is
shown that although the average number of setups and average WIP resulting from
the exhaustive policy is low, some non-exhaustive policies show better performance
in backorder and customer service levels for high priority part-types. Therefore,
although the exhaustive processing policy is assumed in this thesis, it should be
noted that it is not an optimal policy.
4.4 Notations
The following notations are used in the subsequent model development (since the
approach followed in this chapter shares some similarities with the methods sug-
gested by Nemec (1999) and Jang (2007), similar notations have been used wher-
ever possible):
Mi,j : The machine at station i that processes part-type j.
Bi,j : The output buffer of station i for part-type j.
Ni,j : The size of buffer Bi,j .
pi,j, ri,j , si,j : The failure, repair and setup rates of machine Mi,j for
part-type j, respectively (si,j is not applicable if Mi,j is
a dedicated machine).
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L(i, j) : The two machine line for part-type j in the decomposed
system, positioned between stations i and i+ 1.
Mu(i, j),Md(i, j) : The upstream and downstream machines of L(i, j), re-
spectively.
αu(i, j), αd(i, j) : The state of Mu(i, j) and Md(i, j), respectively.
B(i, j), N(i, j) : The intermediate buffer of L(i, j) and its size, respec-
tively.
x(i, j) : The current amount of material in the buffer B(i, j),
x(i, j) ∈ ℜ and 0 ≤ x(i, j) ≤ N(i, j).
pum(i, j), p
d
m(i, j) : Failure rate ofM
u(i, j) andMd(i, j) in modem, respec-
tively (the failure modes are described in Section 4.5.1).
rum(i, j), r
d
m(i, j) : Repair rates ofM




m(i, j) : Idleness failure rate of M





(i, j) : Inter-failure mode transition rate ofMu(i, j) andMd(i, j),
respectively, from failure mode m1 to m2.
Au(i, j), Ad(i, j) : The availability parameter of Mu(i, j) and Md(i, j),
respectively (refer to Section 4.5.2).
Iu(i, j), Id(i, j) : The idleness parameter of Mu(i, j) and Md(i, j), re-
spectively (refer to Section 4.5.2).
E(i, j), T (i, j) : The efficiency and production rate of L(i, j), respec-
tively.
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In the above notations, the superscripts ‘u’ and ‘d’ are used to denote the
upstream and downstream machines of the 2M1B model L(i, j), respectively. In
addition, the indices (i, j) are given in brackets when the notations are relevant
to the building block model (e.g. Mu(i, j)), and they are indicated in subscripts
when the notations are relevant to the original line (e.g. Mi,j).
4.5 Decomposition Methodology
A decomposition based method is proposed to evaluate the performance of multiple
part-type production systems of the type shown in Fig. 4.1. In this method,
a system with K stations processing J part-types is decomposed into a set of
J × (K − 1) two machine lines, i.e., a set of K − 1 two machine lines are created
for each part-type. Fig. 4.2 illustrates the decomposition methodology for the
production system shown in Fig. 4.1.
According to the notations, Mi,j denotes the machine at station i which pro-
cesses part-type j. It may represent a dedicated machine (e.g. M4,3 in Fig. 4.2)
or a shared machine (e.g. in Fig. 4.2, part-types 3 and 4 are both processed on a
shared machine at station 3 and thus M3,3 and M3,4 refer to the same machine).
The two machine line L(i, j) in the decomposed system consists of an upstream
machine Mu(i, j), a downstream machine Md(i, j), and an intermediate buffer
B(i, j) of size N(i, j). Each buffer B(i, j) in the two machine lines represents the
corresponding buffer Bi,j in the original line (e.g. in Fig. 4.2, B(2, 2) represents
the buffer B2,2 and thus, N(2, 2) = N2,2). However, due to bypass flow, Bi,j and
Mi,j may not always exist (e.g. in Fig. 4.2, part-type 1 bypasses station 3 and
thus M3,1 and B3,1 do not exist). First, the decomposition method for part-types
without bypass flow (e.g. part-types 2 and 3 in Fig. 4.2) is considered.
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Figure 4.2: Decomposition analysis of the configuration in Fig. 4.1
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In the decomposition approach, in order to obtain satisfactory estimates of
performance, the material flow into and out of the buffers B(i, j) in the two ma-
chine lines should be approximately equal to the material flow behaviour in the
corresponding buffers of the original line, Bi,j . The material flow into buffer Bi,j
is affected by the failure of Mi,j , the starvation of Mi,j for part-type j and the
production of other part-types by Mi,j (if Mi,j is a shared machine). These factors
should be considered when modeling the material flow into buffer B(i, j) in the de-
composed system. However, in the two machine line L(i, j), the upstream machine
Mu(i, j), through which material flows into buffer B(i, j), is assumed to be never
starved (Gershwin, 1994). In addition, Mu(i, j) is dedicated to part-type j. Thus,
to approximate the material flow into buffer Bi,j , the following interruptions of
flow into Bi,j in the original line are modeled as different failure states of M
u(i, j):
• the failure of Mi,j
• the starvation of Mi,j for part-type j due to its upstream machines
• the production of other part-types by Mi,j (if Mi,j is shared)
Similarly, the material flow out of buffer Bi,j is affected by the failure of Mi+1,j ,
the blockage of Mi+1,j for part-type j, and the production of other part-types by
Mi+1,j (if Mi+1,j is shared). These factors are then accounted for in the failure
states of the downstream machine Md(i, j). The machine states of Mu(i, j) and
Md(i, j) and the state transitions are described in the following section.
A similar decomposition approach can be followed for systems with bypass flow.
Consider the case where part-type j, after completing processing at station i, is
next processed at station k, where (i + 1 < k ≤ K), i.e., part-type j bypasses
stations i+ 1, i+ 2, ..., k − 1. This is depicted in Fig. 4.3.
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Station i Station i + 1 Station i+ 2 Station k − 1 Station k
Mi,j Mk,jBi,j
Decomposition analysis for part-type j
B(i, j)
B(i + 1, j)
B(k, j)
Mu(i, j) Md(i, j)
Mu(i + 1, j) Md(i+ 1, j)
Mu(k − 1, j) Md(k − 1, j)
L(i, j)
L(i + 1, j)
L(k − 1, j)
Routing of part-type j in the original system
Figure 4.3: The decomposition approach for part-type j (part-type j bypasses all
stations between i and k
In the original system shown in Fig. 4.3, there will only be one buffer for part-
type j located between stations i and k. This buffer is denoted as Bi,j according
to the buffer notations. In the decomposed system shown in Fig. 4.3, the buffers
in the two machine lines from L(i, j) to L(k − 1, j) all represent the buffer Bi,j
in the original system. The upstream and downstream machines of these two
machine lines will then approximate the material flow into and out of buffer Bi,j ,
respectively. In other words, all the two machine lines between stations i and k
are equivalent in this case. For example, in Fig. 4.2, part-type 1 bypasses station
3 and thus, both B(2, 1) and B(3, 1) represent buffer B2,1 and both L(2, 1) and
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L(3, 1) are equivalent. Alternatively, for representing the bypass flow, a single two
machine line positioned between stations i and k could have been used for the
decomposition of part-type j. However, by replicating the two machine lines as in
the former method, it is possible to retain a similar decomposition structure for all
part-types. This helps to generalize the decomposition algorithm at a negligible
computational cost as will be shown in Chapter 5.
4.5.1 2M1B Building Block Model
Mu(i, j) Md(i, j)B(i, j)
Figure 4.4: The 2M1B model L(i, j)
The two machine lines which form the building blocks of the decomposition,
are modeled as continuous time, mixed state Markov processes (2M1B models)
and can be solved exactly. The 2M1B model, L(i, j), is shown in Fig. 4.4. In this
2M1B model, the states of the upstream and downstream machines are similar.
The states of the upstream machine, Mu(i, j) are shown graphically in Fig. 4.5. In
this figure, Mu(i, j) has six states which are categorized as one operational state
(Γu) and five failure modes (∆um, where m = 1, 2, ..., 5). It must be noted that
although machines in the original line are assumed to fail in a single mode, the
machines in the 2M1B models have multiple failure modes. The states of Mu(i, j)
are defined as follows:
• State Γu - represents machine Mi,j in the original line being operational and




















Mi,j Physically down (still setup for j)
Mi,j Starved and idle for j
Mi,j Starved for j and busy on another part-type
Mi,j Busy on another part-type and Not Starved for j
Mi,j Setting up for j
Figure 4.5: States of machine Mu(i, j)
• State ∆u1 - represents the real failure of machine Mi,j while processing part-
type j. The failure and repair rates of Mu(i, j), pu1(i, j) and r
u
1 (i, j), are thus
equal to the respective parameters of Mi,j (i.e., pi,j and ri,j).
The remaining failure modes (∆u2 to ∆
u
5) do not represent a failure of Mi,j in part-
type j. They characterize starvation and setting up for part-type j and also the
states where Mi,j is busy on another part-type (if Mi,j is shared). The term ‘Mi,j
is busy on another part-type’ refers to all the instances where machine Mi,j is
processing, setting up, failed or idle for a part-type other than j. The alternative
term ‘Mi,j is not setup for j’ is also used in this thesis. The failure modes, ∆
u
2 to
∆u5 are termed virtual failure modes of M
u(i, j) (Tolio and Matta, 1998) and are
defined below:
• State ∆u2 - represents machine Mi,j being operational but idle for part-type
j due to starvation. The transition from state Γu to ∆u2 occurs (with rate
pu2(i, j)) when Mi,j becomes starved for part-type j and no other part-type
is available. Note: When Mi,j is idle for part-type j, it is still setup for j.
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• State ∆u3 - represents the state where Mi,j is busy on another part-type and
is also starved for part-type j. The transition from state Γu to ∆u3 (with rate
pu3(i, j)) is similar to the transition from Γ
u to ∆u2 , but occurs when at least
one other part-type is available for processing. State ∆u3 can also be reached
from ∆u2 (with rate z
u
2,3(i, j)) if another part-type becomes available to Mi,j
while it is idle for part-type j.
• State ∆u4 - represents the state where Mi,j is busy on another part-type but
not starved for part-type j. The transition from state Γu to state ∆u4 occurs
(with idleness failure rate vu4 (i, j)) when another part-type becomes available
to Mi,j while it is blocked and idle for part-type j. In this event, Mi,j will
immediately start setting up for the available part-type and the state of
Mu(i, j) is then ∆u4 . However, state ∆
u
4 can also be reached from state ∆
u
3
(with rate zu3,4(i, j)) ifMi,j recovers from starving for j while it was still busy
on another part-type.
• State ∆u5 - representsMi,j setting up for part-type j. State ∆
u
5 can be reached
from ∆u4 (with rate z
u
4,5(i, j)) when Mi,j becomes starved or blocked for its
current part-type and no higher priority part-type to j is available. Alter-
natively, state ∆u5 can also be reached from state ∆
u
3 if Mi,j recovers from
starving for part-type j while it was idle for another part-type. In both
events, Mi,j will immediately start setting up to process part-type j.
According to Fig. 4.5, the operational state Γu can only be reached from the
failure states ∆u1 , ∆
u
2 , and ∆
u
5 . These transitions occur when Mi,j is repaired (with
rate ru1 (i, j)) orMi,j recovers from starvation for j (with rate r
u
2 (i, j)) or whenMi,j
completes setting up for j (with rate ru5 (i, j)), respectively. The transition rate,
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ru5 (i, j) corresponds to the setup rate of machine Mi,j for part-type j and thus
ru5 (i, j) = si,j . The states of machine M
d(i, j) and their transitions can also be
described similarly. It must be noted that if Mi,j is a dedicated machine, only the






The states of the 2M1B model L(i, j) includes the states of the buffer and the
two machines and is denoted as
(
x(i, j), αu(i, j), αd(i, j)
)
. The detailed internal and
boundary equations for the 2M1B model is provided in Appendix A. The notations
(i, j) are suppressed in Appendix A and in the subsequent discussion for simplicity.
In Appendix A, and the following sections, Pi,j(n, α
u, αd) and f i,j(n, α
u, αd) refer
to the steady state values of the probability masses and probability densities,
respectively. Once the equations have been derived, the inverse Laplace solution
method detailed in Cao and Subramaniam (2010) is used for solving this model
and obtaining the steady state probabilities. The steady state probabilities are
then used to calculate the performance measures of interest. For example, the
production rate, T (i, j), is calculated as follows:
T (i, j) = E(i, j)× processing rate of Md(i, j)
where
E(i, j) = Prob
(





f(x, αu,Γd)dx+ P (0,Γu,Γd) + P (N,Γu,Γd)
Since the processing times of all machines are assumed equal, without a loss of
generality it is also assumed that this processing time is unity.
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Therefore,




f(x, αu,Γd)dx+ P (0,Γu,Γd) + P (N,Γu,Γd) (4.1)
The fill rate can then be estimated as the measure of customer service level of the
system and can be calculated as follows (Krieg and Kuhn, 2004):






In this section, expressions for the parameters of Mu(i, j) and Md(i, j) are de-
veloped. These expressions are developed based on conditional probabilities. As-
sumptions such as the independence of part-types have been used to simplify some
of these expressions.
The following steady state probabilities (SSPs) are used to simplify the analysis:
W u(i, j) = Prob
(
αu(i, j) = Γu, x(i, j) < N(i, j)
)
(4.3)
W uN(i, j) = Prob
(
αu(i, j) = Γu, x(i, j) = N(i, j), αd(i, j) = Γd
)
(4.4)
Eqns 4.3 and 4.4 represents all the SSPs where Mu(i, j) is processing part-type
j. W u(i, j) is the SSP where Mu(i, j) is processing j and the buffer is not full.
W uN(i, j) represents the SSP of buffer B(i, j) being full when both M
u(i, j) and
Md(i, j) are processing part-type j.
59
In addition,
Dum(i, j) = Prob
(
αu(i, j) = ∆um, x(i, j) < N(i, j)
)
(4.5)
Xu(i, j) = Prob
(
αu(i, j) = ∆u4 , x(i, j) = N(i, j), α
d(i, j) = ∆dm
)
(4.6)
Pb(i, j) = Prob
(
αu(i, j) = Γu, x(i, j) = N(i, j), αd(i, j) = ∆dm
)
(4.7)
where m = 1, 2, ..., 5
Dum(i, j) in Eqn 4.5 represents all the SSPs where M
u(i, j) is down in failure mode
m when the buffer is not full. Xu(i, j) in Eqn 4.6 is the SSP of Mu(i, j) being
down when the buffer is full. This event only occurs when αu(i, j) = ∆u4 . Pb(i, j)
in Eqn 4.7 represents the SSP of Mu(i, j) being blocked and idle. Together, these
five probabilities in Eqns 4.3 to 4.7 represent all the SSPs of the 2M1B model,
L(i, j), and thus add up to one.
The corresponding SSPs for Md(i, j) are as follows:
W d(i, j) = Prob
(
αd(i, j) = Γd, x(i, j) > 0
)
(4.8)
W d0 (i, j) = Prob
(
αd(i, j) = Γd, x(i, j) = 0, αu(i, j) = Γu
)
(4.9)
Ddm(i, j) = Prob
(
αd(i, j) = ∆dm, x(i, j) > 0
)
(4.10)
Xd(i, j) = Prob
(
αd(i, j) = ∆d4, x(i, j) = 0, α
u(i, j) = ∆um
)
(4.11)
Ps(i, j) = Prob
(
αd(i, j) = Γd, x(i, j) = 0, αu(i, j) = ∆um
)
(4.12)
Eqns 4.8 and 4.9 represent all the SSPs where Md(i, j) is processing part-type j.
Ddm(i, j) and X
d(i, j) in Eqns 4.10 and 4.11 represent all the SSPs where Md(i, j)
is down in a failure mode and PS(i, j) in Eqn 4.12 represents the SSP of M
d(i, j)
being starved and idle.
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In the decomposition, whenMu(i, j) in line L(i, j), orMd(i−1, j) in line L(i−
1, j) is processing part-type j, it representsMi,j in the original line processing part-
type j. Thus, the following equivalence relationship between L(i, j) and L(i−1, j)
can be derived:
W u(i, j) +W uN(i, j) = Prob(M
u(i, j) is processing part-type j)
= Prob(Mi,j is processing part-type j)
= Prob(Md(i− 1, j) is processing part-type j)
Thus,
W u(i, j) +W uN(i, j) = W
d(i− 1, j) +W d0 (i− 1, j) (4.13)
The following relationships can also be derived with similar arguments:
Du1 (i, j) = D
d
1(i− 1, j) (4.14)
Du2 (i, j) = Ps(i− 1, j) (4.15)
Du3 (i, j) = X
d(i− 1, j) (4.16)
Du4 (i, j) = D
d
4(i− 1, j) (4.17)
Du5 (i, j) = D
d
5(i− 1, j) (4.18)
Xu(i, j) = Dd3(i− 1, j) (4.19)
Pb(i, j) = D
d
2(i− 1, j) (4.20)
Using the above notations for the SSPs, the decomposition equations for the
following parameters of Mu(i, j) and Md(i, j) can be developed:
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However, to accurately model the multiple part-type behaviour, two additional pa-







Iu(i, j) and Id(i, j)
)
. These parameters are only appli-
cable when Mi,j is a shared machine.
In the following analysis, j′ is denoted as any part-type other than j which is
processed on the shared machine Mi,j .
Derivation of expressions for the availability parameters
The availability parameters are used to account for instantaneous machine state
transitions that can occur in the 2M1B model when a machine becomes blocked
or starved. For example, if a shared machine Mi,j in the original line is processing
part-type j and becomes blocked, it will either start setting up for another part-
type (if another part-type is available), or will become idle for part-type j. In
the decomposed system, when Mi,j is processing part-type j, the state of machine
Mu(i, j) is Γu. When Mi,j becomes blocked for j, M
u(i, j) may remain in state Γu
(if Mi,j becomes idle), or switch from state Γ
u to state ∆u4 (if Mi,j starts setting
up for another part-type). The probability of Mu(i, j) switching from state Γu to
state ∆u4 is represented by the availability parameter, A
u(i, j).
• Au(i, j), Ad(i, j)
Au(i, j) is defined as the conditional probability that at least one other part-
type (j′) is available for Mi,j given that M
u(i, j) is processing j (or equiv-
alently, given that Mi,j is processing j). Thus, for a dedicated machine,
Au(i, j) = 0.
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First, an expression is derived for 1−Au(i, j), which is the conditional prob-
ability that all other part-types are unavailable for Mi,j given that M
u(i, j)
is processing j:
1−Au(i, j) = Prob
(
all j′ are unavailable for Mi,j |M
u(i, j) is processing j
)
The conditioning event of the above equation is then expressed in terms of
j′. When Mu(i, j) is processing j, it is known that Mi,j is not setup for
j′. When Mi,j is not setup for j
′, Md(i − 1, j′) is in state ∆d3 or ∆
d
4. Using
this approximation and assuming independence of part-types, the conditional




Prob(j′ is unavailable for Mi,j and M
d(i− 1, j′) is in ∆d3 or ∆
d
4)
Prob(Md(i− 1, j′) is in ∆d3 or ∆
d
4)
Substituting from Eqns 4.10 and 4.11 for the denominator and numerator of






′) +Xd(i− 1, j′)
Dd3(i− 1, j
′) +Dd4(i− 1, j
′) +Xd(i− 1, j′)




′) +Xd(i− 1, j′)
Dd3(i− 1, j
′) +Dd4(i− 1, j
′) +Xd(i− 1, j′)
(4.21)
Now, suppose machineMi+1,j is processing part-type j and becomes starved. Sim-
ilar to the blocking event described above, Mi+1,j will then either become idle for
j or start setting up for another part-type. Therefore, in the decomposed system,
onceMd(i, j) becomes starved for j, its state will either remain as Γd (ifMi+1,j be-
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comes idle for j) or transit instantaneously to state ∆d4 (if Mi+1,j starts setting up
for another part-type). The probability of this instantaneous transition from state
Γd to ∆d4 is accounted for using the parameter A
d(i, j). Using a similar derivation
as for Au(i, j), the following approximate expression for Ad(i, j) can be derived.
Ad(i, j) ≈ 1−
∏
j′
Du3 (i+ 1, j
′) +Xu(i+ 1, j′)
Du3 (i+ 1, j
′) +Du4 (i+ 1, j
′) +Xu(i+ 1, j′)
(4.22)
Derivation of expressions for the idleness parameters
Instantaneous machine state transitions in the 2M1B model can also occur when
a machine recovers from blockage or starvation. Suppose a shared machine Mi,j is
blocked for part-type j and is busy on part-type j′, i.e., Mu(i, j) in the 2M1B line
L(i, j) is in state ∆u4 and x(i, j) = N(i, j). WhenMi,j recovers from blocking for j,
Mi,j may either instantaneously start to setup for j (if Mi,j was idle for j
′ at that
instant) or remain busy on j′. In the decomposed system, when Mu(i, j) recovers
from blocking for j, its state may instantaneously change from ∆u4 to ∆
u
5 (if Mi,j
starts to setup for j) or remain in state ∆u4 (if Mi,j remains busy on j
′). A similar
sequence of events occurs when Mi,j recovers from starving for j. The idleness
parameters, Iu(i, j) and Id(i, j), are introduced to account for this behaviour.
• Iu(i, j), Id(i, j)
Iu(i, j) is defined as the conditional probability that Mi,j is idle for a part-
type other than j given that Mu(i, j) is down in ∆u3 or M
u(i, j) is down
in ∆u4 and buffer B(i, j) is full. The conditional event in this definition is
equivalent to: Mi,j is not setup for j, and j is not available to Mi,j , i.e.,
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Iu(i, j) = Prob(Mi,j is idle for part-type j
′
|Mu(i, j) is down in ∆u3 or M
u(i, j) is down in ∆u4 and x(i, j) = N(i, j))
= Prob(Mi,j is idle for part-type j
′




Mi,j is idle for j
′, Mi,j is not setup for j and j is not available
)
Prob(Mi,j is not setup for j and j is not available)
In the numerator of the above equation, when Mi,j is idle for j
′, it is implicit
that Mi,j is not setup for j. In addition, it is also implicit that j is not
available, for if it were, Mi,j would have immediately started setting up for
j. Therefore,
Iu(i, j) =
Prob(Mi,j is idle for j
′)
Prob(Mi,j is not setup for j and j is not available)
Machine Mi,j being idle for part-type j
′ can be expressed as machine Md(i−
1, j′) being starved or having failed in mode ∆d2 (∆
d
2 represents blockage
for j′). In the continuous model, it is impossible for a machine to be both
blocked and starved for the same part-type as proved in Dallery et al. (1989).






′) +Dd2(i− 1, j
′)









′) +Du2 (i+ 1, j
′)
Du3 (i+ 1, j) +X
u(i+ 1, j)
(4.24)
Derivation of expressions for failure rates
The failure rate parameters represent the transitions out of the operational states,
Γu and Γd.
• pu1(i, j), p
d
1(i, j)
pu1(i, j) is the transition rate from state Γ
u to ∆u1 of machine M
u(i, j). It
represents the real failure rate of Mi,j . Thus,
pu1(i, j) = pi,j (4.25)
Similarly,
pd1(i, j) = pi+1,j (4.26)
• pu2(i, j), p
d
2(i, j)
pu2(i, j) is the transition rate from state Γ
u to ∆u2 of machine M
u(i, j). It
representsMi,j becoming starved for j and remaining idle. This is equivalent
to machine Md(i − 1, j) in 2M1B line L(i − 1, j) becoming starved. First
considering the case where Mi,j is a dedicated machine, the probability of
this transition during a small time δt can be expressed as follows:
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pu2(i, j)δt = Prob{M
u(i, j) is down in ∆u2 at time t+ δt
|Mu(i, j) is processing j at time t}
The conditional probability stated above is similar to that in Burman (1995)
for the single part-type continuous model decomposition. According to the
analysis of Burman, the starvation of Md(i − 1, j) can occur due to the
following reasons:
1. Machines Mu(i− 1, j) and Md(i− 1, j) are both working and the buffer
level is zero at time t, and Mu(i− 1, j) fails during time δt.
2. Machine Mu(i − 1, j) is down, Md(i − 1, j) is working, and the buffer
level is very close to zero at time t, and Md(i− 1, j) empties the buffer
during time δt.
When Mi,j is a dedicated machine, the expression for p
u
2(i, j) is simply a
summation of these two mutually exclusive events. The only difference with
the derivation provided in Burman (1995) is that the upstream machine

















where the two components on the RHS of Eqn 4.27 represent the two causes
of starvation described earlier (the derivation is similar to that described in

















When Mi,j is a shared machine, the expression for p
u
2(i, j) must account for
the probability that other part-types (j′) are not available to Mi,j when it
becomes starved for j. Assuming independence of part-types, the expression











































• pu3(i, j), p
d
3(i, j)
pu3(i, j) is the transition rate from state Γ
u to ∆u3 of machine M
u(i, j). It
representsMi,j becoming starved for j and immediately switching to another
part-type. This transition only occurs whenMi,j is a shared machine. p
u
3(i, j)
is similar to pu2(i, j) in Eqn 4.29 except that another part-type is now available











































• vu4 (i, j), v
d
4(i, j)
vu4 (i, j) is the transition rate from state Γ
u to ∆u4 of machine M
u(i, j). The
conditional probability can be defined as follows:
vu4 (i, j)δt = Prob{M
u(i, j) is down in ∆u4 at time t+ δt
|Mu(i, j) is up and x(i, j) = N(i, j) at time t}
This transition represents Mi,j switching to another part-type (j
′) while it
was blocked and idle for j and it can be also written as follows:
vu4 (i, j)δt = Prob{Mi,j is setting up for j
′ at time t+ δt
|Mi,j is blocked and idle for j at time t}
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First, the conditioning event in the equation above is approximately ex-
pressed in terms of j′. At time t, since Mi,j is idle for j, it is implicit that
j′ is not available to Mi,j . Thus, at time t, the only information available in
terms of j′ is that Mi,j is not setup for j
′ and is blocked or starved for j′.
Thus, substituting this approximation in the above equation,
vu4 (i, j)δt ≈ Prob{Mi,j is setting up for j
′ at time t+ δt
|Mi,j is not setup for j′ and is blocked or starved for j′ at time t}
(4.33)
Mi,j will only switch to part-type j
′ at time t+ δt if j′ becomes available to
Mi,j during time δt. This depends on whether Mi,j was starved or blocked
for j′ at time t. Thus, vu4 (i, j) consists of two independent components that
represent the recovery from starvation or blockage for j′, respectively, i.e.,
vu4 (i, j)δt ≈[
Prob(Mi,j is not setup for j
′ and is starved for j′ at time t)
Prob(Mi,j is not setup for j′ and is blocked or starved for j′ at time t)




Prob(Mi,j is not setup for j
′ and is blocked for j′ at time t)
Prob(Mi,j is not setup for j′ and is blocked or starved for j′ at time t)
×Prob(Mi,j recovers from blockage during time δt)
]
(4.34)
The first component on the RHS of Eqn 4.34 represents Mi,j recovering from
starving for j′. The probability thatMi,j recovers from starving for j
′ during
time δt while it is not setup for j′ is equal to the transition rate out of state
∆u3 for M
u(i, j′) (i.e., zu3,4(i, j
′) and zu3,5(i, j
′)) as explained in Section 4.5.1.
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Substituting the SSPs and parameters of L(i−1, j′) and L(i, j′) and assuming
independence of part-types, the first component can be written as follows:
[
Prob(Mi,j is not setup for j
′ and is starved for j′ at time t)
Prob(Mi,j is not setup for j′ and is blocked or starved for j′ at time t)

















The recovery from blockage requires the immediate downstream machine
of buffer Bi,j′ to resume processing of part-type j
′. The derivation for this
expression is similar to the derivation for the starvation component. However,
if the immediate downstream machine of buffer Bi,j′ is also the immediate
downstream machine of buffer Bi,j , the recovery from blockage for j
′ can only
occur when this machine is not processing j, i.e., when Md(i, j) is in state
∆d3 or ∆
d
4. Denote as j
′
d, all j
′ where the immediate downstream machine of
buffer Bi,j′ is the same as the immediate downstream machine of Bi,j . For
example, in Fig. 4, for i = 2, j = 3, M2,3 is a shared machine processing all
four part-types and thus, j′ ∈ {1, 2, 4}. The immediate downstream machine
of B2,3 is M3,3 which is only shared with part-type 4. In this case j
′
d = {4}.
The final approximate expression for vu4 can then be written as follows:






















































where Θu is a Bernoulli variable and is defined as follows:
Θu =
{






















Du3 (i+ 1, j
′
u)
Xu(i+ 1, j′u) +D
u


















Du3 (i+ 1, j
′)









where Θd is a Bernoulli variable and is defined as follows:
Θd =
{




In Eqn 4.36, j′u is defined as all the part-types represented by j
′ that are
processed on the immediately upstream machine of Mi,j that processes j.
Derivation of expressions for repair rates
The repair rate parameters represent the transitions into the operational states,
Γu and Γd.
• ru1 (i, j), r
d
1(i, j)
ru1 (i, j) is the transition rate from state ∆
u
1 to Γ
u of machine Mu(i, j). It
represents the repair from the real failure of Mi,j . Thus,
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ru1 (i, j) = ri,j (4.37)
and similarly,
rd1(i, j) = ri+1,j (4.38)
• ru2 (i, j), r
d
2(i, j)
ru2 (i, j) is the transition rate from state ∆
u
2 to state Γ
u of machine Mu(i, j).
This transition is where Mi,j recovers from starving for j and resumes pro-
cessing j. Thus,
ru2 (i, j)δt = Prob
(
Mu(i, j) is processing j at time t+ δt
|Mu(i, j) is down in ∆u2 at time t
)
This expression can be written in terms of the states of L(i−1, j) as follows:
ru2 (i, j)δt = Prob
(
Md(i− 1, j) is processing j at time t+ δt
|Md(i− 1, j) is starved at time t
)
Since Md(i−1, j) is starved at time t, it is implicit that Mu(i−1, j) is down
in a failure mode. Therefore,Md(i−1, j) recovers from starvation for j when
Mu(i− 1, j) is repaired during time δt and resumes processing. Thus,
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Mu(i− 1, j) is repaired from failure mode m during δt
)
×
Prob(Md(i− 1, j) is starved and Mu(i− 1, j) is down in mode m at time t)
Prob(Md(i− 1, j) is starved at time t)
If Mu(i− 1, j) was down in state ∆u3 or ∆
u
4 at time t, the transition to state
Γu during time δt first requires a transition to state ∆u5 (as shown in Fig.
4.5). The probability of two transitions during a small time δt is negligible.
Thus,







































• ru5 (i, j), r
d
5(i, j)
ru5 (i, j) is the transition rate from state ∆
u
5 to Γ
u of machine Mu(i, j). State
∆u5 represents the setting up of Mi,j for part-type j. Thus,
ru5 (i, j) = si,j (4.41)
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and similarly,
rd5(i, j) = si+1,j (4.42)
Derivation of expressions for inter-failure mode transition rates
The inter-failure mode rate parameters represent the transitions among the failure
modes.
• zu2,3(i, j), z
d
2,3(i, j)




3 of machine M
u(i, j). It
represents Mi,j starting to setup for j
′ given that it was idle for j due to
starvation. The conditional probability is as follows:
zu2,3(i, j)δt = Prob{M
u(i, j) is down in ∆u3 at time t+ δt
|Mu(i, j) is down in ∆u2 at time t}
= Prob{Mi,j is setting up for j
′ at time t+ δt
|Mi,j is starved and idle for j at time t}
By approximating the conditioning event in the equation above in terms of
j′, a similar conditional probability as was derived for vu4 (i, j) in Eqn 4.33
can be obtained. Therefore,
zu2,3(i, j) ≈ v
u
4 (i, j) (4.43)
Similarly,
zd2,3(i, j) ≈ v
d
4(i, j) (4.44)
• zu3,4(i, j), z
d
3,4(i, j)




4 of machine M
u(i, j). It
represents the conditional probability that Mi,j recovers from starving for j
given that it was busy on another part-type (j′) and starved for j, i.e.,
zu3,4(i, j)δt = Prob{M
u(i, j) is down in ∆u4 at time t+ δt
|Mu(i, j) is down in ∆u3 at time t}
= Prob(Mi,j is not setup for j and is not starved for j at time t+ δt
|Mi,j is not setup for j and is starved for j at time t)
This can also be written in terms of the states of L(i− 1, j) as follows:
zu3,4(i, j)δt = Prob(M
d(i− 1, j) is down in ∆d4 and x(i− 1, j) > 0 at time t+ δt
|Md(i− 1, j) is down in ∆d4 and x(i− 1, j) = 0 at time t)
From the conditioning event in the above equation, it is implicit thatMu(i−
1, j) should also be down in a failure mode at time t. Since x(i − 1, j) > 0
at time t + δt, Mu(i − 1, j) must become operational during δt. However,
since Md(i − 1, j) remains busy on another part-type at time t + δt, it also
implies that Mi,j was not idle for another part-type at time t. Assuming
independence of part-types, the expression for zu3,4(i, j) is then multiplied by








Mu(i− 1, j) is repaired from failure mode m during δt
)
×
Prob(αu(i− 1, j) = ∆um and α
d(i− 1, j) = ∆d4 and x(i− 1, j) = 0 at time t)
Prob(Md(i− 1, j) is down in mode ∆d4 and x(i− 1, j) = 0 at time t)
]
×Prob(Mi,j is not idle for another part-type)
Similar to the derivation of ru2 (i, j), the repair of M
u(i − 1, j) from failure
states ∆u3 and ∆
u
4 during a small time δt is negligible. Therefore, the final
































































• zu3,5(i, j), z
d
3,5(i, j)




5 of machine M
u(i, j). It
represents the conditional probability that Mi,j recovers from starving for j
and immediately starts setting up for j given that it was busy on another
part-type (j′) and starved for j. In order for Mi,j to start setting up for j
immediately, it must have been idle for another part-type. This transition
77
is similar to zu3,4(i, j) except that it is now multiplied by the conditional
































































• zu4,5(i, j), z
d
4,5(i, j)




5 of machine M
u(i, j). The
conditional probability can be stated as follows:
zu4,5(i, j)δt = Prob
(
Mu(i, j) is down in ∆u5 at time t+ δt
|Mu(i, j) is down in ∆u4 and x(i, j) < N(i, j) at time t)
This transition represents Mi,j starting to setup for j given that it was busy
for another part-type while j was available, i.e.,
zu4,5(i, j)δt = Prob
(
Mi,j starts setting up for j at time t+ δt
|Mi,j is not setup for j and j is available at time t
)
78
The only possible sequence of events that can lead to this transition are as
follows: At time t, Mi,j is processing part-type j
′ and j is available; At time
t+δt,Mi,j becomes starved or blocked for j
′ and starts setting up for j. This





Mi,j starts setting up for j at time t+ δt
|Mi,j is processing j






Mi,j is processing j
′ and j is available at time t
|Mi,j is not setup for j and j is available at time t
)]
(4.49)
The first conditional probability on the RHS of Eqn 4.49 represents Mi,j
switching from part-type j′ to j. According to the exhaustive processing
policy described in Section 4.3.1, Mi,j will only start setting up for j if it
becomes blocked or starved for j′ during time δt. The probability of Mi,j
becoming blocked or starved for j′ is the probability ofMd(i−1, j′) becoming
blocked or Mu(i, j′) becoming starved. According to Eqns 4.27-4.30, these













, respectively. However, in order to start setting up for part-type
j at time t+ δt, there should not be any part-type with higher priority than
j available to Mi,j at time t. Thus, due to the assumption of independence
of part-types, the probability of starving and blocking for j′ is multiplied by






Mi,j starts setting up for j at time t+ δt
|Mi,j is processing j
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priority l > j
Dd3(i− 1, l) +X
d(i− 1, l)
Dd3(i− 1, l) +D
d
4(i− 1, l) +X
d(i− 1, l)
(4.50)
For the second conditional probability on the RHS of Eqn 4.49, the con-
ditioning event is first written in terms of j′. When j is available at time
t, it is implicit that Mi,j is not idle for any other part-type. However, the
availability of j does not provide any other information about j′. Thus, the
second component on the RHS of Eqn 4.49 is approximated as follows:
Prob
(
Mi,j is processing j
′ and j is available at time t




Mi,j is processing j
′ at time t




Dd3(i− 1, j) +D
d









Combining Eqns 4.50 and 4.51, the following approximate expression for
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priority l > j
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priority l > j
Du3 (i+ 1, l) +X
u(i+ 1, l)
Du3 (i+ 1, l) +D
u
4 (i+ 1, l) +X
u(i+ 1, l)
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In addition to the decomposition equations, the conservation of material flow for
all part-types is also required. This is analogous to equating the production rate
of all machines in the production line, i.e.,
T (1, j) = T (2, j) = ...T (i, j)... = T (K − 1, j) (4.54)
for all j = 1, 2, ..., J
The expression for production rate is provided in Eqn 4.1.
4.6 Decomposition Algorithm
An iterative algorithm was developed to solve the decomposition equations derived
in the previous section. This decomposition algorithm is an extension of the DDX
algorithm originally developed by Dallery et al. (1988) for single part type lines.
The DDX algorithm has proven to be a reliable and rapidly converging algorithm
for solving decomposition equations (Dallery and Gershwin, 1992). In the DDX
algorithm, the machine parameters of all the 2M1B models are found using an
iterative process. This iterative process consists of a downstream sweep and an
upstream sweep. In the downstream sweep, the 2M1B models L(1) to L(K − 2)
(refer to Fig. 2.1 in Chapter 2) are solved sequentially. The solution of each
2M1B model L(i − 1) is used to update the parameters of the upstream machine
in L(i) where i = {2, ..., K − 1}. Similarly, in the upstream sweep, the 2M1B
models L(K − 1) to L(2) are solved sequentially and the solution of L(i + 1) is
used to update the parameters of the downstream machine of L(i) where i =
{K − 2, ..., 1}. The upstream and downstream sweeps are performed alternatively
until the convergence conditions are met.
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A similar iterative method is employed to solve the decomposition equations
developed in this chapter. Specifically, an outer loop iterates along the length of
the original line from L(2, j) to L(K, j) and backwards from L(K− 1, j) to L(1, j)
while updating the parameters of Mu(i, j) and Md(i, j), respectively. However, to
account for the 2M1B models of the different part-types, an additional inner loop
that iterates from part-types 1 to J is also introduced in the algorithm.
In every production system that is analysed, two additional stations are placed,
one at each end of the production line. These stations model the supply and
demand processes for each part-type and are composed of dedicated machines
with isolated efficiencies equal to the supply and demand rate of each part-type,
respectively.
The parameters that are updated at each iteration include:










































Md(i, j) are equivalent to the parameters of the actual machines in the original
line. Therefore, once these parameters are assigned their respective values, they
remain unchanged throughout the algorithm.
The main steps of the algorithm are as follows:
• Step 1: Initialization of Mu(i, j) and Md(i, j) parameters
Initialize Mu(i, j) parameters
for i = 1→ K − 1 do
for j = 1→ J do
if [Mi,j is a dedicated machine] then
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Set pu1(i, j) = pi,j (according to Eqn 4.25).
Set ru1 (i, j) = ri,j (according to Eqn 4.37).
Set N(i, j) = Ni,j (set buffer size equal to the corresponding buffer
in the original line).
Initialize ru2 (i, j) = r
u
5 (i, j) = z
u
3,4(i, j) = z
u




Set pu3(i, j) = v
u
4 (i, j) = z
u
2,3(i, j) = A
u(i, j) = Iu(i, j) = 0 (since the
machine is dedicated).
if [i=1] then
Set pu2(1, j) = 0 (the first station is assumed to be never starved).
else
Initialize pu2(i, j) = 0.01
∗
end if
else if [Mi,j is a shared machine] then
Set pu1(i, j) = pi,j (according to Eqn 4.25).
Set ru1 (i, j) = ri,j (according to Eqn 4.37).
Set ru5 (i, j) = si,j (according to Eqn 4.41).
Set N(i, j) = Ni,j (set buffer size equal to the corresponding buffer
in the original line).
Initialize all other parameters of Mu(i, j) = 0.01∗
else if [Mi,j does not exist, i.e., if bypass occurs] then
Parameters ofMu(i, j) = parameters ofMu(i−1, j) (substitute the
parameters of Mu(i, j) with those of Mu(i− 1, j)).
Set buffer parameter N(i, j) = N(i − 1, j) (the size of B(i, j) is





Initialize Md(i, j) parameters
for i = K − 1→ 1 do
for j = 1→ J do
if [Mi+1,j is a dedicated machine] then
Set pd1(i, j) = pi+1,j (according to Eqn 4.26).
Set rd1(i, j) = ri+1,j (according to Eqn 4.38).
Initialize rd2(i, j) = r
d
5(i, j) = z
d
3,4(i, j) = z
d




Set pd3(i, j) = v
d
4(i, j) = z
d
2,3(i, j) = A
d(i, j) = Id(i, j) = 0 (since the
machine is dedicated).
if [i=K-1] then
Set pd2(K − 1, j) = 0 (the last station is assumed to be never
blocked).
else
Initialize pd2(i, j) = 0.01
∗
end if
else if [Mi+1,j is a shared machine] then
Set pd1(i, j) = pi+1,j (according to Eqn 4.26).
Set rd1(i, j) = ri+1,j (according to Eqn 4.38).
Set rd5(i, j) = si+1,j (according to Eqn 4.42).
Initialize all other parameters of Md(i, j) = 0.01∗
else if [Mi+1,j does not exist, i.e., if bypass occurs] then
Parameters of Md(i, j) = parameters of Md(i+1, j) (substitute the
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• Step 2: Solve all 2M1B models using the equations in Appendix A.
• Step 3: Downstream sweep (UpdatingMu(i, j) parameters)
for i = 1→ K − 1 do
for j = 1→ J do
if [Mi,j is a dedicated machine] then
Update pu2(i, j) and r
u
2 (i, j) using Eqns 4.27 and 4.39, respectively.
Solve L(i, j) using the equations in Appendix A.
else if [Mi,j does not exist, i.e., if bypass occurs] then
Parameters ofMu(i, j)= parameters ofMu(i−1, j) (the parameters
of Mu(i, j) are substituted with the latest updated parameters of
Mu(i− 1, j)).
Solutions of L(i, j) = solutions of L(i − 1, j) (the SSPs of L(i, j)
are substituted with SSPs of L(i− 1, j) that were calculated in the
previous loop.)
else if [Mi,j is a shared machine] then











3,5(i, j), and z
u
4,5(i, j) of M
u(i, j) using
Eqns 4.21, 4.23, 4.29, 4.31, 4.35, 4.39, 4.43, 4.45, 4.47, and 4.52,
respectively.





• Step 4: Upstream sweep (UpdatingMd(i, j) parameters)
for i = K − 1→ 1 do
for j = 1→ J do
if [Mi+1,j is a dedicated machine] then
Update pd2(i, j) and r
d
2(i, j) using Eqns 4.28 and 4.40, respectively.
Solve L(i, j) using the equations in Appendix A.
else if [Mi+1,j does not exist, i.e., if bypass occurs] then
Parameters ofMd(i, j)= parameters ofMd(i+1, j) (the parameters
of Md(i, j) are substituted with the latest updated parameters of
Md(i+ 1, j)).
Solutions of L(i, j) = solutions of L(i+1, j) (the SSPs of L(i, j) are
substituted with the SSPs of L(i+ 1, j) that were calculated in the
previous loop.)
else if [Mi+1,j is a shared machine] then











3,5(i, j), and z
d
4,5(i, j) of M
d(i, j) using
Eqns 4.22, 4.24, 4.30, 4.32, 4.36, 4.40, 4.44, 4.46, 4.48, and 4.53,
respectively.





* The convergence of the algorithm is generally insensitive to the initialization
value. However, it was observed that values larger than the repair or setup rates
sometimes led to non-convergence. Thus, a very small value of 0.01 was selected
as the initialization value (Colledani and Gershwin, 2011).
Steps 3 and 4 are repeated iteratively until Eqn 4.54 was satisfied (a convergence
criterion of ǫ = 10−4 was used).
4.7 Extension: Part-type dependent machine processing
times
The analytical model can be extended to systems where each machine may have
different processing times for the different part-types. Several methods have been
proposed to extend continuous material models for the analysis of single part-
type systems with machines having different processing rates (Dallery et al., 1989;
Burman, 1995; Levantesi et al., 2003).
The homogenization method (Dallery et al., 1989) is a simple method that
transforms a continuous material flow system with machines having different pro-
cessing rates, into a system where all machines have the same processing rates.
This transformation is performed by adjusting the failure and repair rates of the
individual machines. In the homogenization method, the processing rates of all the
machines are first made equal to the rate of the fastest processing machine. For a
single part-type system, suppose the processing,failure and repair rates of machine
Mi are respectively, µi, pi, and ri, and the largest processing rate is µ. Then, the
equivalent failure and repair rates of machine Mi in the transformed line (p
e
i and
rei , respectively) are obtained by the following relationships (Dallery et al., 1989):
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In order to extend the homogenization method to multiple part-type systems,
the processing rates of every machine for a particular part-type j is first made equal
to the rate of the machine that processes j the fastest. Subsequently, the failure
and repair rates of each machine is modified as in the single part-type system.
For example, if the largest processing rate for j is µj, the equivalent part-type
dependent failure and repair rates of machine Mi,j for part-type j are obtained as
follows:





Thus, the part-type dependent failure rates can be adjusted for each machine
and for each part-type in the multiple part-type system. Note that the part-type
dependent repair rates are not required to be adjusted. The results for several ex-
perimental cases of systems with different processing times are provided in Chapter
5 to validate this transformation.
4.8 Extension: Alternative switching policies
In the analytical model developed in this chapter, the production policy is such that
a machine will select the next part-type for processing based on a fixed priority
policy. This policy may often provide high customer service levels to the high
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priority part-types while achieving very low customer service levels for the lowest
priority part-type (Gurgur and Altiok, 2008). An alternate policy was utilised
by Krieg and Kuhn (2004, 2008), where the part-types are processed in a cyclic
manner, i.e., each part-type had similar priorities and production proceeded in a
cycle based on each part-types’ availability.
To better explain the cyclic policy, consider a machine processing four part-
types. The part-types are still ranked from 1 to 4, although now the ranking does
not relate to priority. If the machine is currently processing part-type 2, it will
first check the availability of part-type 3, when it decides to switch processing. If
part-type 3 is unavailable, the machine will then check the availability of part-type
4, failing which, the availability of part-type 1 will be checked. If no part-type is
available, the machine will stay idle while setup for part-type 2.
To extend the analytical model to the cyclic policy, it can be seen that only the
transition rates zu4,5 and z
d
4,5 are affected. This is because, only the probability of
switching to a certain part-type needs to be modified. Thus, under the cyclic policy,
the probability of shared machine Mi,j switching to part-type j is the probability
thatMi,j becomes blocked or starved for j
′ and all the part-types in the cycle from
j′ to j are unavailable. It can be shown that this relates to a modification only
to the numerator of the expressions that were developed for zu45(i, j) and z
d
45(i, j)
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and
If j′ < j
L ≡ {j′ + 1, j′ + 2, ..., j − 1}
Elseif j′ > j
L ≡ {j′ + 1, j′ + 2, ..., J, 1, 2, ..., j − 1}
In the above equations, the only differences with the expressions in Eqns 4.52 and
4.53, are the multiplication factors Ψu and Ψd.
Experimental results are provided in Chapter 5 to validate several example
cases where the cyclic policy is utilised.
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Chapter 5
Analysis of Homogeneous Buffer Systems:
Experimental Results and Discussion
5.1 Overview
In the previous two chapters, approximate analytical methods were proposed for
the performance analysis of multiple part-type production lines with homogeneous
buffers. This thesis has placed a higher emphasis on the analysis of homogeneous
buffer systems (Chapters 3-5) due to their practical importance (Li et al., 2009)
and the considerable effort required for their analysis as compared to nonhomoge-
neous buffer systems (nonhomogeneous buffer systems are discussed in the follow-
ing chapter).
In Chapter 3, simple approximations were first proposed for the analysis of ho-
mogeneous buffer systems. However, satisfactory results were only obtained when
restrictive modeling assumptions were made. Consequently, a new decomposition
method was developed in Chapter 4. In order to broaden the set of real world sys-





3. Stations composed of shared and dedicated machines.
4. Part-type dependent machine characteristics.
In previous decomposition studies of homogeneous buffer systems, large er-
rors have been reported in the performance estimation of certain production sys-
tem configurations (Jang, 2007). Therefore, the author has performed extensive
experiments to validate the model developed in Chapter 4. These experiments are
detailed in this chapter. However, in decomposition-based methods, bounds on
the estimation errors or proof of convergence of the decomposition algorithm is
usually not available (Gershwin, 1994). The most common method of validation is
to evaluate different production systems and compare the performance measures
estimated by the analytical model with those estimated by simulation (Colledani
et al., 2010), and this experimental procedure is also followed in this thesis. The
results of the following experiments are presented in this chapter:
Experiment I: Analysis of three example production systems.
Experiment II: Extensive error analysis of production systems with single machine
stations.
Experiment III: Performance analysis and improvement of a system based on a real
production line.
Experiment V: Analysis of production systems with part-type dependent machine
processing times.
Experiment IV: Analysis of production systems with a cyclic switching policy.
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The first three experiments are performed to validate the analytical model and
show its application in the improvement of system performance. Three example
production systems which differ in the number of machines, number of part-types
and system topology are first analysed in Experiment I. The performance of each
production system is evaluated for different levels of machine setup time.
In order to further analyse the estimation errors of the analytical method, Ex-
periment II details the extensive experiments that were performed for systems with
a single shared machine at every station. These systems were selected for experi-
mentation due to the comparatively larger estimation errors that were observed in
the evaluation of their performance. Similar systems were also analyzed by Jang
(2007) and Colledani et al. (2005a, 2008) albeit with the assumption of zero setup
times. The results of Experiment II show that the estimation errors are within
acceptable limits for practical purposes.
In Experiment III, a production system that is based on the electronic com-
ponent production line described in Zhou (2009) is analysed. All of the aforemen-
tioned characteristics were observed in this production system, and the results of
extensive validation experiments are reported.
The author further illustrates the potential applications of the analytical model
in the performance improvement of production systems. For this purpose, an
example case study of the system analysed in Experiment III is presented.
The remaining experiments, Experiments IV and V, validate the analytical
method for the model extensions discussed in Sections 4.7 and 4.8 of Chapter 4,
respectively. The chapter is concluded with a discussion of the computational
complexity, algorithm convergence and the main limitations of the model.
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5.2 Experiment I: Example Cases
In this section, the three example systems (Cases A, B, and C) shown in Figs.
5.1 to 5.3 are analysed. Figure 5.1 is a production line with three processing
stations producing three part-types (a 3M3P system). Figures 5.2 and 5.3 show
production lines with five processing stations producing four part-types (5M4P
system) and eight processing stations producing five part-types (8M5P system),
respectively. For Experiments I, II and III, the part-types are ranked according
to their priority, and without the loss of generality, it is assumed that part-type 1
has the highest priority, part-type 2 has the second highest priority and so forth.
In this experiment, the customer service level for each case was evaluated for
three levels of setup rates for all part-types on all shared machines (note that the
setup rate is the reciprocal of mean setup time and is measured in number of setups
per unit time). The three levels of the setup rate are given in Table 5.1.





For simplicity, the machine and buffer parameters were also set to the following
values for all machines and for all part-types: pi,j = 0.005, ri,j = 0.05 andNi,j = 10.
Equal demand was assumed for every part-type with a total demand of 80%×ideal
system capacity. The ideal system capacity is the isolated production rate of the
bottleneck machine under ideal conditions, i.e., when there are no machine failures
or setups. Since a processing rate of one part per time unit was assumed for all




S2 S3 S4 S5
Demand
B1,1 B2,1 B4,1
B1,2 B2,2 B3,2 B4,2
B1,3 B2,3 B3,3
Figure 5.1: Production line configuration for Case A
S1
Supply
























Figure 5.2: Production line configuration for Case B
S1
Supply






































Figure 5.3: Production line configuration for Case C
The first station of the line models the supply process for each part-type. Each
machine in the first station is assigned a zero failure rate to ensure that the pro-
duction line is never starved for raw materials (this is to simplify the analysis and
is not a limitation of the model). The final station models the demand process
for each part-type. Demand machine parameters are assigned values such that
their isolated efficiencies are equal to the respective demand rates. The isolated
efficiency of machine Mi,j is equal to ri,j/(ri,j+pi,j) as defined in Gershwin (1994).
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Table 5.2 shows the analytical and simulation results of the customer service
levels for the highest and lowest priority part-types and the average over all part-
types. In this experiment and for Experiments II to V, the performance estimates
produced by the analytical method were compared with those of a discrete material
flow simulation model developed in Matlab (version 7.4). When obtaining the
simulation results, a simulation time of 106 time units was used for each run of
each experiment (this excludes the warm up time of 105 time units). A sufficient
number of runs were performed so as to ensure that the 95% confidence intervals
were always within 0.5% of the point estimates. In Table 5.2, each simulation
result is presented as the point estimate and half-width of the confidence interval.
Since customer service level is calculated as a percentage (using Eqn. 4.2 of
Chapter 4), the estimation error was calculated as the difference between analytical
and simulation results, i.e.,
Error % = Customer Service Level (Ana)− Customer Service Level (Sim)
where ‘Ana’ refers to analytical and ‘Sim’ refers to simulation.
The results in Table 5.2 shows the good accuracy of the analytical method.
The estimation errors for the three cases are all below 6%. The estimates remain
accurate even for very low values of the customer service levels (e.g. in Table 5.2,
the error is 2.49 for the lowest (estimated) customer service level of 3.39% in Case
C). The highest estimation accuracy (all errors below 3%) was observed for the
customer service level averaged over all part-types.
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The author analysed a large number of production lines with different config-
urations for validation purposes. During these experiments, it was observed that
the estimation errors were relatively larger for production systems where all sta-
tions had a single shared machine. This is because of the high dependence in the
material flow of the different part-types when they compete for processing on the
same machine. This increases the errors due to the assumption of independence
of part-types made in the decomposition. In the following section, the estimation
errors produced in the evaluation of such systems are further analysed in depth.
5.3 Experiment II: Analysis of Estimation Errors for Sys-
tems with Single-Machine Stations
In this section, results of extensive studies performed on three different production
systems are presented. Similar to Experiment I, a 3M3P, 5M4P, and 8M5P system
is analysed. However, each station is now composed of a single shared machine
where all part-types have identical routings with no bypass flow.
For each of the above three systems, an infinite amount of configurations could
be formulated by varying the machine and buffer parameters. In this chapter, the
number of experimental cases are restricted to 200 for each system. However, this
limited number of cases are still sufficient for validation purposes as similar de-
composition studies have shown (e.g. Burman (1995); Nemec (1999); Jang (2007);
Colledani et al. (2008)). The machine and buffer parameters for each case were
also selected according to a similar procedure as Burman (1995), i.e., the system
parameters were randomly selected between two given limits according to a Uni-
form distribution. The range of values used for the different parameters are shown
in Table 5.3.
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Table 5.3: Parameter settings for Experiment II
Parameter Range
Failure rates, pi,j 0.005 ∼ 0.02
Setup rates, si,j 0.20 ∼ 0.45
Repair rates, ri,j 0.05 ∼ 0.20
Buffer sizes, Ni,j 10 ∼ 25
Total demand 0.6 ∼ 0.9
The different processing machines can have different failure, repair and setup
rates. However, the value of each parameter is constrained between the limits shown
in Table 5.3. In addition, the failure, repair and setup rates of a shared machine
are considered to be part-type dependent, i.e., the mean time to failure, repair or
setup of a machine will differ for each part-type that is processed on this machine.
As shown in Table 5.3, the buffer sizes are also varied between 10 and 25 for each
buffer of each part-type. In order to avoid the generation of very small individual
demand rates, a total demand between 60% and 90% of ideal capacity was main-
tained and the lower and upper limits for each individual demand rate was set to
0.6/J and 0.9/J , respectively (where J is the total number of part-types produced
by the system).
The experimental results are summarised in Tables 5.4 to 5.6. In addition,
the estimation errors for the customer service levels of each part-type for each of
the 200 experiments are also shown in Figs. 5.4 to 5.6. The average WIP for
each part-type (sum of the average buffer levels for all the buffers of each part-
type) is also reported in Tables 5.4 to 5.6. The estimation error for the average
WIP for part-type j was calculated according to the following equation which is
recommended by Li and Meerkov (2009):
Error % =
Average WIP for j (Ana)− Average WIP for j (Sim)
Total size of the buffers for j
× 100
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Table 5.4: Summary of results for the 3M3P system
Part-Type
1 2 3
Range of Customer Service
Level obtained from
Simulation (%)
86.6 ∼ 100 76.4 ∼ 100 48.6 ∼ 98.3
Mean Estimation Error for
the Customer Service Level
-2.68 -2.94 1.03
Mean Estimation Error for
the Average Buffer Level
-8.43 -8.42 -5.86

























Errors in Estimating the Customer
Service Level for Part−Type 1 

























Errors in Estimating the Customer
Service Level for Part−Type 2    

























Errors in Estimating the Customer
Service Level for Part−Type 3   
Figure 5.4: Errors in estimating the customer service levels for the 3M3P system
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Table 5.5: Summary of results for the 5M4P system
Part-Type








-0.58 -0.91 -1.97 7.11
Mean Estimation Error
for the Average Buffer
Level
-6.59 -7.14 -6.99 -2.60
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Errors in Estimating the Customer




























Errors in Estimating the Customer




























Errors in Estimating the Customer


















Figure 5.5: Errors in estimating the customer service levels for the 5M4P system
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Table 5.6: Summary of results for the 8M5P system
Part-Type























-4.23 -4.55 -4.94 -2.27 2.89
According to the results provided in Tables 5.4 to 5.6, the mean estimation
errors for the performance measures are all below 10%. In the 5M4P and 8M5P
systems, the errors for the customer service levels of the higher priority part-types
are of significantly better accuracy compared to the lowest priority part-type (In
Tables 5.5 and 5.6, the mean estimation errors for the lowest priority part-type are
7.11% and 8.24%, respectively, whereas the mean errors are below 2% for the other
higher priority part-types). This behaviour can be better observed in Figs. 5.5 and
5.6. In all of these cases, the customer service level for the lowest priority part-type
was also consistently low (In Table 5.6, the maximum customer service level for
part-type 5 is 26.9%). Gurgur and Altiok (2008) also observe similar behaviour in
their analysis of multiple part-type systems with reliable machines. They attribute
the relatively larger estimation errors observed for the lowest priority part-type
to the difficulty of predicting the performance of systems where customer demand
greatly exceeds the production rate. Most production systems will not be designed
to achieve very low customer service levels consistently and these experiments were
only performed to observe the accuracy of the model in such situations. However,
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Errors in Estimating the Customer 


















Figure 5.6: Errors in estimating the customer service levels for the 8M5P system
even for cases where the customer service level was very low, the mean estimation
error was still below 10%, which indicates that the model is applicable for such
systems although the accuracy may not be very high.
In Figs. 5.4 to 5.6, it is also observed that the estimation errors are generally
underestimated for the higher priority part-types and overestimated for the lower
priority part-types. Jang (2007) also report similar behaviour in the analysis of sys-
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tems with two part-types. Although it is difficult to attribute this error behaviour
to a specific approximation in the decomposition method, the most probable cause
is due to the assumption of independence of part-types which was made to facil-
itate the decomposition of the system. This assumption may have affected the
customer service level estimations of the higher and lower priority part-types in
polarizing ways, as seen from the negative and positive bias of the errors obtained
for the high and low priority part-types, respectively. This is clearly observed for
the 5M4P system in Fig. 5.5.
5.4 Experiment III: Real Production Systems
5.4.1 Performance Evaluation
In this section, the performance of the production system shown in Fig. 5.7 is
evaluated. This production system is based on the real production line of an
electronic component assembly plant described in Zhou (2009) 1. The system
consists of seven processing stations producing four part-types. The first processing
station, S1, is assumed to be never starved. The system was first validated using
400 random experiments. The parameter settings for the validation are similar to
those used in Experiment II and shown in Table 5.3. The average customer service
levels and the error analysis for these 400 experiments are shown in Table 5.7.
The results in Table 5.7 show that the analytical performance estimation is
quite accurate. The mean estimation error for the customer service level is below
3% for every part-type. In addition, in more than 95% of the cases, the absolute
error in the estimates for the customer service levels for part-types 1 to 3 were below
1Only the topology of the system is considered in this section since details of the system







































Figure 5.7: A four part-type production system with seven processing stations
Table 5.7: Customer service levels and error analysis for the validation of the
system in Fig. 5.7
Part-Type
1 2 3 4
Analytical Estimates of the Average
Customer Service Level (%)
98.88 99.58 97.51 81.92
Range of Customer Service Level ob-
tained from Simulation (%)
91 ∼ 100 96 ∼ 100 73 ∼ 100 36 ∼ 99
Mean Error (%) -0.20 0.09 0.82 2.73
Mean Absolute Error (%) 0.46 0.30 0.92 3.23
Maximum Error (%) -4.02 1.24 5.13 11.62
Percentage of cases with |error| <1% 91 98 64 14
Percentage of cases with |error| <3% 99 100 96 50
Percentage of cases with |error| <5% 100 100 99 80
Percentage of cases with |error| <10% 100 100 100 99
3% (for part-type 4, the error is below 5% in 80% of the cases). The maximum
error values were always observed when the corresponding value of the customer
service level was in the lower range of values shown in Table 5.7. Although the
customer service level was used as the primary performance measure for this study,
the average buffer level (average WIP) for each buffer of each part-type was also
calculated for this experiment (these results are not reported in Table 5.7). The
mean absolute error in the estimation of total average WIP (sum of average WIP
for all buffers of a part-type) was below 5% for each part-type, while the absolute
errors were less than 10% in 95% of the cases.
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Table 5.8: Parameter settings and performance estimates for the experimental case
study
Parameter Settings
All failure rates, pi,j 0.01
All repair rates, ri,j 0.1
All setup rates, si,j 0.2
All buffer sizes, Ni,j 10






5.4.2 Case Study: Performance Improvement
Since the performance estimates of the system in Fig. 5.7 were quite accurate, an
example configuration of this system is used to demonstrate the use of the model
in performance improvement. The parameter settings and initial performance
estimates for this study are given in Table 5.8. Equal demand was assumed for
all part-types for simplicity. The problem considered here is the identification of
the machine parameter that affects the customer service level of a given part-type,
the most. It is then possible to concentrate improvement efforts to the particular
parameter concerned. Enhancing the customer service level of the highest priority
part-type, i.e., part-type 1, was selected as the objective of this study.
The sensitivity of the customer service level of part-type 1 to each machine
parameter was first analysed. As shown in Fig. 5.7, part-type 1 is only processed
at stations 1 to 5. Therefore, only the effects of improving the parameters of the
machines processing part-type 1 at these five stations was studied (i.e., machines
M1,M2,M3,M4,1 and M5 in Fig. 5.7). In addition, only the improvements to the
machine repair and setup rates were considered. It was observed that improving
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the failure rates produced similar effects as improving repair rates. Thus, for
brevity, the effects of changing the failure rates are not discussed.
The repair and setup rates of each machine processing part-type 1 at stations
1 to 5 were independently increased by 10% (i.e, when the repair or setup rate of
each machine was increased, the parameters of all the other machines were kept
equal to the values given in Table 5.8) and the effects on the customer service level
of part-type 1 were observed. However, it must be noted that the machine setup
rate was increased only for part-type 1 and the changes to the setup rate did not
apply to the machine at station 4 (M4,1) since it is a dedicated machine.
Figs. 5.8 and 5.9 show the percentage improvement in customer service level
for part-type 1 for a 10% increase in the repair and setup rates (for part-type 1),
respectively. In comparison, the increase in machine setup rates (for part-type 1)
improves the customer service level of part-type 1 better than the repair rates, and
this is especially noticeable in station 5. Therefore, efforts should be concentrated
on increasing the setup rates for part-type 1, in particular, on the shared machine
at station 5.



































Figure 5.8: Percentage improvement in customer service level for part-type 1 when
the repair rate of each machine processing part-type 1 at station i, i ∈ {1, ..., 5} is
independently increased by 10%
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Figure 5.9: Percentage improvement in customer service level for part-type 1 when
the setup rate (for part-type 1) of each machine processing part-type 1 at station
i, i ∈ {1, 2, 3, 5} is independently increased by 10%. Note that changes to setup
rate do not apply to station 4 since it is a dedicated machine
However, in a multiple part-type production system, any changes to the system
parameters will most probably affect the performance of all part-types. Therefore,
it is necessary to study the effects on the performance of the other part-types and
the total system. Figure 5.10 shows the customer service level improvements for all
part-types when the repair rates of each machine processing part-type 1 at stations
1 to 5 are increased by 10% as before. Figure 5.11 shows the corresponding results
when the setup rates for part-type 1 on the machines at stations 1,2,3 and 5 are
independently increased by 10%.
According to Figs. 5.10 and 5.11, the improvements to the machine parameters
at stations 1 and 2 enhances the performance of all part-types. This is because
both stations have a single machine that is shared by all the part-types. It can
also be observed that the parameter changes to stations 1 and 2 have enhanced the
performance of the lower priority part-types much more than the performance of
the higher priority part-types. This behaviour can be attributed to the exhaustive













































Figure 5.10: Percentage improvement in customer service level for all part-
types when the repair rate of each machine processing part-type 1 at station











































Figure 5.11: Percentage improvement in customer service level for all part-types
when the setup rate (for part-type 1) of each machine processing part-type 1 at
station i, i ∈ {1, 2, 3, 5} is independently increased by 10%. Note that changes to
setup rate do not apply to station 4 since it is a dedicated machine
performance of the highest priority part-types, whenever the system parameters
are improved. Since the higher priority part-types have already achieved high
customer service levels, the production system, under the exhaustive policy, will
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work more to enhance the performance of the part-types that have low customer
service levels.
In addition, it can also be observed that improvements to the repair rates of
machine M4,1 at station 4 have negligible effects on system performance. This is
because, each machine at station 4 only produces a single part-type and will all
have available capacity. Therefore, any improvements to these machines will only
enhance the performance slightly.
In Figs. 5.10 and 5.11, a decrease in the customer service level for part-type
4 can be observed when the machine repair and setup rates (for part-type 1) at
stations 3 and 5 are increased. This behaviour can be explained as follows. From
Fig. 5.7, it can be seen that part-type 4 is not processed at any of these stations.
Thus, any improvements to the shared machines at stations 3 and 5 will only
enhance the performance of the other part-types. However, these improvements
will also reduce the blockage of the upstream machines at stations 1 and 2 for
part-types 1, 2 and 3. This reduction in blockage will increase the proportion of
time that these machines spend on processing part-types 1 to 3, which leads to the
decrease in performance for part-type 4.
Therefore, if management decides to focus improvement efforts at station 5,
they must be aware of the resulting decrease in performance for part-type 4. From
Figs. 5.10 and 5.11, it can also be observed that the highest improvements in
terms of total system performance is obtained when increasing the machine repair
or setup rates (for part-type 1) of the shared machine at station 2. Thus, using the
analytical model, different strategies can be evaluated quickly and more informed
decisions can be made after considering the effects on all the performance measures.
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5.5 Experiment IV: Cyclic Switching Policy
The following set of experiments are performed to show the extendability of the
analytical model to cyclic switching policies (the cyclic policy was described in Sec-
tion 4.8 of Chapter 4). For these experiments, the same three production systems
that were used in Experiment I are utilized (Cases A, B and C shown in Figs. 5.1
to 5.3). Except for the individual demand rates, all the other parameters were kept
equal to the values used in Experiment I. The demand rate for each part-type is
now set to 20% higher than the demand of its immediately lower ranked part-type.
For example, in the 3M2P system (Case A), if it is assumed that the demand rate
for part-type 3 is equal to D, the individual demand rates for all the part-types
are given as in Table 5.9.
Table 5.9: Individual demand rates for the 3M2P system
Part-Type
1 2 3
Demand rate (1.2)2D (1.2)D D
The value of D can then be calculated as follows:
D + 1.2D + 1.22D = Total demand rate
= 0.8 (as in Experiment I)
Thus, D =
0.8
1 + 1.2 + 1.22
= 0.2198
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The individual demand rates were assumed to be different for this experiment
because, when all parameters are equal for all the part-types (as in Experiment I),
the resulting individual customer service levels will also be equal, since all part-
types have equal priority under a cyclic policy.
Since part-type priorities are not applicable to the cyclic policy, without the
loss of generality, the cycle of production is now assumed to follow the repeating
sequence from part-type 1, part-type 2 to the last part-type, based on part-type
availability.
The results for this experiment are shown in Table 5.10. According to these
results, the analytical estimates for the customer service levels are quite accurate.
The comparative errors were all below 7%. For further validation purposes, ex-
tensive experiments similar to those presented in Section 5.3 were also performed
for systems with a cyclic policy (detailed results are not provided in this thesis
for brevity). The experimental results showed good accuracy in the estimation of
performance and in most cases, the accuracy of performance estimation for the
cyclic policy was better than for the priority policy. Therefore, the model may
also be used as a reliable tool for the analysis of systems that operate with a cyclic
switching policy.
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5.6 Experiment V: Part-Type Dependent Machine Pro-
cessing Times
In this set of experiments, the parameter settings were kept similar to those used
in Section 5.5. In addition, a cyclic policy was assumed for these experiments.
However, the processing rates for each machine are now different for each part-
type. The processing rates for each machine for each part-type were randomly
selected between the values 0.75 and 1.0 inclusive, according to a Uniform dis-
tribution (a maximum processing rate of 1.0 was selected for simplicity). The
processing rates for each machine of the three systems in Figs. 5.1 to 5.3 are
shown in Table 5.11. The processing rates of the machines in the demand and
supply stations are all set to 1.0 and are not shown in Table 5.11.
The first data set in Table 5.11 is 0.82,−, 0.80, (for part-type 1 in Case A (L))
and it indicates the processing rates of the machines for part-type 1 in the 3M3P
system shown in Fig. 5.1. The processing stations in this case are S2, S3 and S4.
According to the first data set, S2 and S4 will process part-type 1 with rates of
0.82 and 0.80 respectively, while part-type 1 is not processed at station S3. The
dash indicates the bypass of part-type 1 at station S3. Similarly, the machine
processing rates for part-type 2 in Case A (L) is 0.90, 0.86, 0.84 and it represents
the machine processing rates at stations S2, S3, and S4. The processing rate at S3
is now applicable because part-type 2 is processed at this station.
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Table 5.11: Part-type dependent processing rates of each processing machine for the three systems in Figs. 5.1 to 5.3
Level of Setup Rate
(as per Table 5.1)
Machine Processing Rates






L 0.82,–,0.80 0.90,0.86,0.84 0.99,0.82,– – –
M 0.95,–,0.90 0.80,0.84,0.78 0.80,0.96,– – –











































































The results for these experiments are provided in Table 5.12. According to the
results, the analytical estimates of performance are quite accurate. However, the
maximum error for these experiments is now equal to -10.34% as shown in Table
5.12. The relative increase in the magnitude of errors compared to the previous
experiments in Sections 5.2 and 5.5 can be attributed to the use of approximations
such as the homogenization method. The errors introduced by this approximation
further adds to the approximations that were already made in the development of
the model.
A further source of errors could be the discrepancies between the continuous
material model used in the analytical method and the discrete material simulation
model. In the continuous model, a machine is blocked for a part-type when its
corresponding output buffer is full and the downstream machine is not operating
on this part-type (see the assumption related to blocking in Section 4.3 in Chapter
4). However, in the discrete material model, a machine can be blocked whenever
the output buffer is full, irrespective of the downstream machine state. The errors
due to this assumption are more evident for the systems studied in this section,
where the processing times of every machine are not equal.
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5.7 Computational Time, Algorithm Convergence, and Lim-
itations of the Model
The experiments in this chapter were all performed on a Personal Computer (Pen-
tium 4) with a processor speed of 3GHz and 2GB RAM. The computational time
for both simulation and analytical methods depends primarily on the number of
machines, number of part-types and the size of the buffers. In all of the above
experiments, the analytical model required a maximum computational time of ap-
proximately 16 seconds, which was for the eight machine, five part-type (8M5P)
system investigated in Section 5.2. For the same production system, a maximum
computational time for a simulation run of approximately 550 seconds was observed
(in addition, at least ten simulation runs were required to obtain statistically signif-
icant performance estimates). Therefore, the analytical method has a considerable
advantage over simulation in terms of the computational time.
The computational time of the decomposition algorithm mainly comprises of
the time taken to solve the 2M1B models. In order to analyze the computational
complexity of the algorithm, the number of 2M1B evaluations and the time required
for algorithm convergence was studied for systems with varying numbers of stations
and part-types (the change in computational time with buffer size is not reported
due to the reasons discussed at the end of this section). The results are shown in
Figs 5.12 and 5.13. The parameter settings for these experiments were kept equal
to those of Experiment I of section 5.2 and a setup rate of 0.3 was selected for all
shared machines. In addition, each station was assumed to have only one shared
machine with no bypass routings.
According to Figs 5.12 and 5.13, the rate of increase in the number of 2M1B
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Figure 5.12: Variation of computational time with number of stations and part-
types
Figure 5.13: Variation of 2M1B evaluations with number of stations and part-types
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evaluations with the number of stations and part-types is similar to that of the
time taken for convergence. In addition, the increase in both computational time
and 2M1B evaluations with the number of stations is almost linear. Colledani
and Gershwin (2011) also observe a similar linear increase in 2M1B evaluations
with the number of stations in their decomposition of single part-type systems,
although the time taken for convergence did not exhibit such linear behaviour.
This is because the state space of their 2M1B models increased with the number
of stations (unlike the 2M1B models discussed in this thesis) and this increased
the computational time exponentially.
For reliability, the decomposition algorithm should also converge in as small a
number of iterations as possible. In all of the experiments that were investigated
in this chapter, the algorithm converged in a maximum of 35 iterations. How-
ever, non-convergence may occur if the production system is highly unbalanced,
although such systems may not be realistic (Gershwin, 2011).
The general property of convergence is usually very difficult to prove for decom-
position based methods. It has only been proven for single part-type systems that
have machines with equal processing and repair rates (Dallery and Frein, 1993). In
this special case, only one parameter (the virtual failure rate) had to be updated
in each iteration of the algorithm. Dallery and Frein (1993) further state that
“establishing similar properties for decomposition methods for which the number
of unknown parameters for each server of each subsystem is greater than one, is a
challenging research topic”. In the algorithm presented in Section 4.6 of this the-
sis, each ‘server’ (or machine) of each subsystem has ten unknown parameters and
the number of unknowns does not decrease even when all machines are assumed
to have the same machine parameters. Due to this difficulty, proof of convergence
has not been established for the algorithm introduced in this chapter. Although
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convergence is not proven, the algorithm did converge in all of the studied cases.
Thus, the algorithm is quite reliable for practical purposes.
As with any modeling technique, there are also limitations to this analytical
method. Since the 2M1B building block model is solved using a numerical solution
procedure, the computational solution time will increase with the buffer size. Thus,
the model may not be as efficient for the analysis of systems with large buffer sizes.
However, the buffer size is often analogous to the number of kanbans (Bonvik et
al., 2000), and a large number of kanbans for a certain part-type may drastically
reduce the performance related to the other part-types in a multiple part-type
production environment. Therefore, it may be reasonable to assume that the
number of kanbans between processing stations are not too large. Additional
limitations include the deteriorating accuracy observed in separately conducted
experiments for systems where the total demand was higher than the ideal capacity
of the production system. In this case, the resulting customer service levels for
every part-type was also very low. However, a production system will not be
usually designed to cater to a demand that is higher than the system capacity.




Analysis of Nonhomogeneous Buffer Sys-
tems
6.1 Overview
The previous chapters of this thesis focussed on the analysis of multiple part-type
manufacturing systems where each part-type was stored in its own dedicated buffer
(homogeneous buffer systems). In such systems, each machine has a choice as to
which part-type to process next. In Chapter 4, it was shown that the performance
evaluation of homogeneous buffer systems can be quite involved when characteris-
tics such as machine setups were also taken into consideration.
This chapter investigates multiple part-type production systems where all part-
types share the same buffers (nonhomogeneous buffer systems). In addition, each
part-type is processed in fixed batch sizes on a first-come-first-served basis. An
increasingly prominent feature in nonhomogeneous buffer systems is the hybrid na-
ture of manufacturing (Feldmann and Slama, 2001), where combinations of both
manual and automated operations are employed. The advantage of hybrid systems
is that the flexibility associated with manual operations can be integrated with the
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efficiency and high quality standards associated with automated operations. Man-
ual stations are especially useful in the assembly of multiple part-types as different
product variants can often be processed with minimal setup costs unlike automated
stations. Manual and automated operations have distinct characteristics and it is
important to account for this explicitly in the evaluation of system performance.
In the first section of this chapter, a novel approach for modeling hybrid pro-
duction systems is introduced. Initially, single part-type systems are considered,
and a two-machine hybrid system is modeled from first principles. Apart from hy-
brid systems, the two-machine model can also be used to represent batch demand
and supply processes and is also applicable to systems where both fluid and dis-
crete part flow is encountered. The solution procedure for this hybrid two-machine
model and its reversibility properties are then described. Using this new hybrid
model as a building block, decomposition methods are then extended for the ap-
proximate analysis of longer hybrid production lines. Numerical results show that
the analytical method provides good estimates of production rate and average WIP
for single part-type, hybrid production systems.
Simple approximations are then proposed for extending the analysis to multiple




• Part-type dependent machine characteristics
Results from extensive numerical experiments show that these approximations
provide quite accurate performance measures for practical purposes.
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6.2 Analysis of Hybrid Manufacturing Systems
This section focusses on the performance analysis of single part-type production
lines that have combinations of manual and automated operations (hybrid sys-
tems). The extension to multiple part-type, hybrid production systems will be
discussed in Section 6.3. However, before proceeding with this analysis, it is first
necessary to define the word ‘batch’ which is used in two different contexts in this
chapter. According to Hopp and Spearman (2008), processing operations involve
two different types of batches, namely, parallel and series. These are defined as
follows:
• Parallel Batch - The parallel batch size is the number of parts that are pro-
cessed simultaneously on a machine. Figure 6.1 illustrates a machine (Mi)
which processes three parts simultaneously (the large rectangle represents the
processing machine, and the parts flow along conveyors from left to right).
Thus, the parallel batch size of the machine is three.
Parallel batch size = 3
Mi
Figure 6.1: A processing machine with a parallel batch size of three
In most of the analytical models of manufacturing systems, the parallel batch
size is often considered to be equal to one. As will be shown in the following
section, an added advantage of the hybrid model is that operations where
the parallel batch size is larger than one can also be characterized. However,
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these additional features of the model are out of the scope of this thesis and
only operations with a parallel batch size of one are considered.
• Serial Batch - In a shared machine, the number of parts that are processed
in between the completion of a setup and the commencement of the next
setup is the serial batch size of the part-type that is produced.
The serial batch size is a characteristic of the part-type and is independent
of the parallel batch size discussed previously. Figure 6.2 shows a shared ma-
chine producing two part-types, A and B, where the part-types are processed









LA - Serial batch size of part-type A
LB - Serial batch size of part-type B
Figure 6.2: A machine producing two part-types, A and B, with serial batch sizes
of three and two, respectively
6.2.1 2M1B hybrid model
A hybrid production system with two machines and a finite intermediate buffer
(2M1B) is depicted in Fig. 6.3. In this figure, the first machine represents an




Figure 6.3: Hybrid 2M1B system
The following notations are used in the development of the hybrid model:
Notations
Mi : machine M1 or M2
αi : state of machineMi where αi ∈ {0, 1}. αi = 1 and αi = 0 represent
the operational and failure states respectively.
µ1 : processing rate of machine M1 (i.e. the continuous material flow
rate into the buffer)
µ2 : processing rate of machine M2 (i.e. the rate of removing a fluid
batch from the buffer)
pi : failure rate of machine Mi, where i ∈ {1, 2}
ri : repair rate of machine Mi, where i ∈ {1, 2}
C : size of the batch (parallel) processed simultaneously by machine
M2
N : maximum number of batches that can be stored in the buffer
y : the current buffer level (i.e. 0 ≤ y ≤ NC)
xn : indicates the buffer level in compartment n where (1 ≤ n ≤ N)
1.
1Note: Fig. 6.4 shows the virtual compartments of the buffer (this is explained
further in the following section). It can be observed that the variable, xn, will
vary between the limits (n − 1)C and nC, i.e., ((n − 1)C ≤ xn ≤ nC). Since all
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the compartments have an equal size of C, each variable xn can be expressed as
a linear equation of another variable xp, where p 6= n and p ∈ {1, 2, ..., N}. This
allows one to express all the variables x1, x2, ..., xN in terms of a single variable,
which simplifies the solution of the model. For example, xn−1 varies between the
limits (n− 2)C and (n− 1)C, and thus xn−1 + C will vary between (n− 1)C and
nC, which is similar to the range of xn. Thus, xn = xn−1 +C and similarly, it can
be shown that xn = x1 + (n− 1)C.
System behaviour and modeling assumptions
The automatic machine in Fig. 6.3, M1, is modeled as a valve that feeds a con-
tinuous material flow into the buffer at a constant rate µ1. On the other hand,
machine M2 (representing the manual process) acts as a discrete material process-
ing machine which operates on a parallel batch of material of size C. This hybrid
2M1B system is modeled as a continuous time, mixed state Markov model.
To better understand the characteristics of the model, the buffer is separated
into N virtual compartments of size C, as depicted in Fig. 6.4.
In this model, it is assumed that the buffer size (N ×C) is an integer multiple
of the batch size C, i.e., N is an integer. This assumption is made to simplify
the analysis, although the method can be extended to buffer sizes which are not
integer multiples of C (however, it seems reasonable to make the above assumption
because when material is removed in batches, the buffer space is often allocated in
multiples of the batch size).
In Fig. 6.4, when the buffer is full (i.e., y = NC), M1 is blocked and cannot
process any material. M1 will only resume processing when a batch of C is removed
from the buffer by M2. Similarly, when there is insufficient material in the buffer


















fN(xN , α1, α2)
Figure 6.4: Hybrid 2M1B model with the buffer separated into virtual compart-
ments
a batch when the buffer level is equal to or larger than the batch size, i.e., only
when y ≥ C.
The time to process a single batch is assumed to be an exponentially distributed
random variable. This assumption is used mainly for tractability although some
researchers have justified the use of exponential processing times for manual pro-
cesses (Chang and Gershwin, 2010). Similar to previous research, it is also assumed
thatM1 is never starved andM2 is never blocked (Dallery and Gershwin, 1992), i.e.,
the two-machine system is analysed in isolation. Both machines are also subject to
random failures but can only fail during processing (operation-dependent failures).
The failures of machineM1 will correspond to actual machine breakdown, whereas
the failures of M2 (the manual process) represents worker’s random rest breaks
(Chang and Gershwin, 2010). The justification for assuming operation-dependent
failures was provided in the model assumptions of Section 4.3 in Chapter 4.
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Analysis of the 2M1B hybrid model
The material flow dynamics of each compartment of the buffer shown in Fig. 6.4
can be analysed separately. The density function fn(xn, α1, α2, t+ δt) is first intro-
duced, where fn(xn, α1, α2, t+δt)δxn is the probability of finding machinesM1 and
M2 in states α1 and α2, respectively, and the buffer level between xn and xn+ δxn
at time t+ δt, where (n− 1)C ≤ xn ≤ nC. It is assumed that the machine states
are αi ∈ {1, 0}, representing the operational and failure states respectively.
For example, the probability of both machines being operational and the buffer
level being between xn and xn+δxn (for 2 ≤ n ≤ N−1) at time t+δt is expressed
as fn(xn, 1, 1, t+ δt)δxn, where,
fn(xn, 1, 1, t+ δt) = fn(xn − µ1δt, 1, 1, t)(1− (p1 + p2 + µ2)δt)
+fn(xn, 0, 1, t)r1δt+ fn(xn − µ1δt, 1, 0, t)r2δt
+fn+1(xn + C − µ1δt, 1, 1, t)µ2δt (6.1)
The four components on the RHS of the above equation show the possible tran-
sitions to the state on the LHS at time t + δt. These components can be further
analysed as follows:
• The first component is the probability that both machines were operational
at time t and no failures or batch departures occurred during time δt. In this
case, the buffer level will increase by the amount µ1δt during time δt. The
buffer level at time t is therefore equal to xn − µ1δt in order for the buffer
level to be between xn and xn + δxn at time t+ δt.
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• The second component is the probability that the first machine was down
(in failure state) at time t, and it recovers during time δt with rate r1.
• The third component is the probability that the second machine was down
at time t, and it recovers during time δt with rate r2. It must be noted that
during time δt, the buffer level will increase by µ1δt since the first machine
is still operational and not idle.
• The final component is the probability that both machines are operational
and the second machine removes a batch of material of size C during time
δt with rate µ2.







− fn(xn, 1, 1)(p1 + p2 + µ2) + fn(xn, 0, 1)r1
+fn(xn, 1, 0)r2 + fn+1(xn + C, 1, 1)µ2 (6.2)
At steady state, ∂fn(xn,1,1)
∂t
= 0, and by substituting xn+1 = xn + C, the following




= −fn(xn, 1, 1)(p1 + p2 + µ2) + fn(xn, 0, 1)r1
+fn(xn, 1, 0)r2 + fn+1(xn+1, 1, 1)µ2 (6.3)
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The equations for the remaining combinations of machine states are also de-
veloped using similar derivations, and the complete set of equations for y = xn,




= −fn(xn, 1, 1)(p1 + p2 + µ2) + fn(xn, 0, 1)r1




= −fn(xn, 1, 0)(p1 + r2) + fn(xn, 1, 1)p2
+fn(xn, 0, 0)r1 (6.5)
fn(xn, 0, 1)(r1 + p2 + µ2) = fn(xn, 1, 1)p1 + fn(xn, 0, 0)r2
+fn+1(xn+1, 0, 1)µ2 (6.6)
fn(xn, 0, 0)(r1 + r2) = fn(xn, 1, 0)p1 + fn(xn, 0, 1)p2 (6.7)
For the first buffer compartment, i.e., when y = x1 (0 ≤ y ≤ C), it must
be noted that M2 does not have sufficient material for processing to begin and is
idle. Thus, when the buffer level is below C, material will not be removed from
the buffer and M2 will not fail (due to the assumption of operation dependent




= −f1(x1, 1, 1)p1 + f1(x1, 0, 1)r1 + f2(x2, 1, 1)µ2 (6.8)
f1(x1, 1, 0) = 0 (6.9)
f1(x1, 0, 1)r1 = f1(x1, 1, 1)p1 + f2(x2, 0, 1)µ2 (6.10)
f1(x1, 0, 0) = 0 (6.11)
For the uppermost compartment of the buffer, i.e., when y = xN ((N − 1)C ≤
y ≤ NC), there is no higher compartment from which batches of material can be
removed to enter into this compartment. Therefore, the equations for y = xN can
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be expressed as follows:
µ1
dfN(xN , 1, 1)
dxN
= −fN(xN , 1, 1)(p1 + p2 + µ2)
+fN(xN , 0, 1)r1 + fN(xN , 1, 0)r2 (6.12)
µ1
dfN(xN , 1, 0)
dxN
= −fN(xN , 1, 0)(p1 + r2) + fN(xN , 1, 1)p2
+fN(xN , 0, 0)r1 (6.13)
fN(xN , 0, 1)(r1 + p2 + µ2) = fN(xN , 1, 1)p1 + fN(xN , 0, 0)r2 (6.14)
fN(xN , 0, 0)(r1 + r2) = fN(xN , 1, 0)p1 + fN(xN , 0, 1)p2 (6.15)
At the boundaries, when y = 0 and y = NC, the system may remain for
a longer time unlike at a particular intermediate buffer state. Thus, probability
masses are encountered when analysing the boundary behaviour.
For the lower boundary, when y = 0, it is possible to show that probability
masses do not exist and,
f1(0, α1, α2) = 0 (6.16)
This can be deduced from the following observation: When y < C, M2 is
idle (and M2 cannot fail) and thus the buffer level will become zero only if M2
both starts and completes processing a batch at the instant when y = C. The
probability of this event occurring is zero and f1(0, α1, α2) = 0.
At the upper boundary, i.e. when y = NC, the buffer is full and M1 is idle
and cannot fail. The buffer level will remain in this position until M2 finishes
processing a batch. Therefore, a probability mass is encountered at the buffer
level y = NC. To obtain the boundary equations at y = NC, it is possible to
follow a similar analysis as Gershwin (1994). The interior-to-boundary equations
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can be formulated by equating the probability of entering the upper boundary with
the probability of leaving it, in the steady state. The resulting boundary equations
are shown below:
P (NC, 1, 1)(µ2 + p2) = P (NC, 1, 0)r2 + fN(NC, 1, 1)µ1 (6.17)
P (NC, 1, 0)r2 = P (NC, 1, 1)p2 + fN(NC, 1, 0)µ1 (6.18)
In the above boundary equations, P (NC,α1, α2) denotes the probability mass
at the upper boundary.
By analysing similar interior-to-boundary, and boundary-to-interior equations








(N − 1)C, 1, 1
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(N − 2)C, 1, 0
)
... = ...
f2(C, 1, 1) = f1(C, 1, 1)
f2(C, 1, 0) = f1(C, 1, 0) (6.19)
The first equation in Equation set 6.19 is different from the others due to the
probability masses at the upper boundary. For example, when the buffer becomes
full, a probability mass in encountered and the buffer level remains constant until
M2 finishes processing a batch of material. When M2 eventually removes a batch
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of material from the buffer, the buffer level will reach y = (N − 1)C instanta-
neously. Since M1 recovers from being idle at the same instant, the buffer level
will then immediately start increasing at a rate µ1. This behaviour is not observed
at levels y = C, 2C, ..., (N − 2)C since there are no states with probability masses
from which the amount of material can reach these compartment boundary levels
instantaneously.
The normalization equation, which equates the sum of all probabilities to one,



















fN(xN , 1, 1) + fN(xN , 1, 0) + fN(xN , 0, 1) + fN(xN , 0, 0)
)
dxN
+P (NC, 1, 1) + P (NC, 1, 0) = 1
(6.20)
Using level crossing analysis (Tan and Gershwin, 2009), the following relations




[fN(xN , 1, 1) + fN(xN , 0, 1)]dxN = µ1
fN−1
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[fN−1(xN−1, 1, 1) + fN−1(xN−1, 0, 1)]dxN−1 = µ1
fN−2
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[f2(x2, 1, 1) + f2(x2, 0, 1)]dx2 = µ1
f1(C, 1, 1) + f1(C, 1, 0)
µ2
(6.21)
Equation set 6.21 equates the material flow across the buffer levels, y = C, 2C, ...,
(N − 1)C. For example, the last equation is obtained by equating the expected
number of downward crossings and upward crossings at buffer level y = C. The
expected number of upward crossings is due to the input of M1 and is equal to
f1(C, 1, α2)µ1. The downward crossings is due to a batch of material being re-
moved by M2. This event occurs when C ≤ y ≤ 2C, and the expected number of





Once the system equations are formulated, an inverse Laplace transform approach
(Cao and Subramaniam, 2010) can be utilised to solve this model. First, the
differential equations in Eqns 6.4 - 6.15 are written in matrix form as follows:
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fN(xN , 1, 1)











fN(xN , 0, 1)
fN(xN , 0, 0)


and A1 and A2 are the coefficient matrices for these equations.
With some simple substitutions, it is also possible to write the linear equations
in Eqns 6.4 - 6.15 in matrix form and obtain the following relationship:
X0 = A3X (6.23)
where A3 is the coefficient matrix for these equations. Then, Eqn 6.22 can be
rewritten as:
X˙ = A4X (6.24)
where
A4 = A1 + A2A3 (6.25)
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By setting x1 = x and xn = x+(n− 1)C, the solution for X can be written in the
following form:
X = eA4xX(0) (6.26)
where eA4x is the matrix exponential. Substituting x = C to Eqn 6.26,
X(C) = eA4CX(0) (6.27)
From Eqns set 6.19, the following relationship between X(0) and X(C) can also
be obtained:
X(0) = A5X(C) (6.28)
where A5 is the coefficient matrix which is obtained by rearranging the equations
in Eqns. 6.19 to the form of Eqn 6.28. Eqns 6.27 and 6.28 can then be written as
follows:
BX(C) = 0 (6.29)
where,
B = (I − eA4CA5) (6.30)
and I is an identity matrix of dimension 2N ∗ 2N .
Eqn 6.29 forms a 2N linear system of equations. In addition to these equations,
the normalization equation (Eqn 6.20) can also be rewritten using the definitions




V1[X +X0]dx+ P (NC, 1, 1) + P (NC, 1, 0) = 1 (6.31)
where
V1 = [ 1 1 1 ... 1 1 1 ]
and V1 is a row vector of dimension 1× 2N .
From Eqns 6.17 and 6.18, the last two components on the LHS of Eqn 6.31 can
be written as follows:






























The solution of the linear system of equations of Eqn 6.29 and the normalization
equation (Eqn 6.31) allows the calculation of X(C) which can be used to evaluate
the following performance measures of the system.
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Performance measures
• The probability of blocking, Pb
Pb can be expressed as follows:
Pb = P (NC, 1, 1) + P (NC, 1, 0)









• The production rate of the system, P
The production rate of M1, P1, can be obtained using the following relationship
(Gershwin, 1994)
P1 = e1 ∗ (1− Pb) (6.35)





The production rate of M2, P2, can be found as follows:
P2 = µ2 ∗ E2 ∗ C (6.37)
where E2 is the efficiency of M2 and is defined as:






[fn(xn, 1, 1) + fn(xn, 0, 1)] dxn + P (NC, 1, 1)µ2 (6.38)
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From Eqns 6.17 and 6.18, P (NC, 1, 1) can be written as follows:
P (NC, 1, 1) = µ1
fN(NC, 1, 1) + fN(NC, 1, 0)
µ2
(6.39)
Then, from Eqn set 6.21 and Eqn 6.39, it is possible to simplify Eqn 6.38 to obtain
the following expression for P2:
P2 = µ2X(C) (6.40)
Due to conservation of flow, both production rates, P1 and P2 must be equal in
the steady state, and either parameter can be used as the system production rate,
P .
• The probability of starving, Ps
Ps can be obtained from the following equation (Gershwin, 1994):





• The average buffer level, n¯





























Vc = [ 0 C 2C ... (N − 2)C (N − 1)C ]
Substituting from Eqn 6.23, Eqns 6.26-6.28 and Eqn 6.32, the final expression for



















Similar to the 2M1B models studied in Gershwin (1994), the 2M1B hybrid model is
also reversible, i.e., using the model analysed in the previous section, it is possible
to evaluate the performance of a 2M1B hybrid system where the first machine
represents a manual process and the second machine represents an automated
process (the reversed 2M1B hybrid model). For example, consider the two 2M1B

















System I System II
Figure 6.5: Two example 2M1B hybrid systems to illustrate reversibility
In order to analyse System I of Fig. 6.5, it is possible to first construct its
reversed system, (System II) where the parameters of System II are related to the
parameters of System I as follows:
µ′1 = µ2, µ
′
2 = µ1
p′1 = p2, p
′
2 = p1
r′1 = r2, r
′
2 = r1
N ′ = N , C ′ = C
The performance of the reversed model (System II) can then be evaluated using
the solution method described in Section 6.2.1. The following equalities can then
be derived (Dallery and Gershwin, 1992): The production rate of System II is
equivalent to the production rate of System I, i.e.,
P (I) = P (II) (6.45)
Further, according to the duality property,
n¯(I) = N − n¯(II) (6.46)
Ps(I) = Pb(II) (6.47)
Pb(I) = Ps(II) (6.48)
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It must be noted that the manual process of System I (machine M1) is assumed
to operate under the BBS (blocking before service) policy, i.e, M1 will not start
processing unless there is space to unload a batch of material into the buffer. It
is then sufficient to analyse only one of the two 2M1B hybrid models in Fig. 6.5.
Reversibility can be proved through the sample path analysis approach described
in Dallery and Gershwin (1992) (the proof is not included in the thesis for brevity).
6.2.2 Decomposition of single part-type hybrid manufacturing systems
As explained in the previous subsection, the hybrid 2M1B system includes both a
manual process and an automated process. In the modeling, the manual process
is represented by an exponential machine model while the automated process is
represented by a continuous machine model. Thus, in the decomposition analysis of
longer hybrid production lines, the methods developed for the analysis of systems
with continuous machine models are combined with those developed for systems
with exponential machine models. For simplicity, it is assumed that the parallel
batch size is now equal to one.
Decomposition methods with continuous machine models have been developed
by Dallery et al. (1989), Burman (1995), and Levantesi et al. (2003) while Gershwin
(1994) proposed a decomposition approach using exponential machine models. In
this section, a method of combining the decomposition methods of Burman (1995)
and Gershwin (1994) is introduced for the analysis of hybrid production lines.
Figure 6.6 illustrates the decomposition analysis of an example hybrid produc-
tion line consisting of six machines. Suppose machines M2, M3, and M6 represent
manual processes while machines M1, M4, and M5 are automatic.
As illustrated in Fig. 6.6, the original line is approximately decomposed into
five 2M1B lines, L(1), L(2), L(3), L(4), and L(5). MachineMu(i) (i ∈ {1, 2, 3, 4, 5})
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Figure 6.6: Decomposition analysis of a six machine hybrid production line
in line L(i) represents machine Mi of the original line and the entire system up-
stream of Mi (M1,B1,M2,...,Mi). Machine M
d(i) (i ∈ {1, 2, 3, 4, 5}) represents
machine Mi+1 in the original line and the entire system downstream of Mi+1
(Mi+1,Bi+1,Mi+2,...,M6). Decomposition equations are then used to derive the
parameters of the machines Mu(i) and Md(i) (Gershwin, 1994).
In the decomposition of hybrid systems, Mu(i) and Md(i) in line L(i) are first
classified as either exponential or continuous. This depends on the type of process
represented by machines Mi (for M
u(i)) and Mi+1 (for M
d(i)) of the original line.
For example, in Fig. 6.6, Mu(2) is classified as an exponential machine since M2
is a manual process. Similarly, Md(4) is classified as a continuous machine since
M5 is an automatic machine. Fig. 6.7 shows the decomposition structure for the
system in Fig. 6.6 with the classifications of all the machine models.
Unlike in previous decomposition methods, three types of 2M1B models are
encountered in the analysis of hybrid production lines. These are the continuous,
exponential, and hybrid 2M1B models. In Fig. 6.7, L(4) consists of two continuous



















Automatic Manual Manual Automatic Automatic Manual
Figure 6.7: Identification of machine type in the decomposition analysis of the
system in Fig. 6.6
2M1B model and the remaining models are hybrid. Consequently, it is possible
to utilize the decomposition equations described in Gershwin (1994) for updating
the exponential machine parameters and those of Burman (1995) for updating the
continuous machine parameters. For simplicity, the original two sets of equations
are named as G1 (for Gershwin) and B1 (for Burman) equations. However, in the
analysis of hybrid systems, equations G1 and B1 have to be modified in some cases
and these modified equations are named G2 and B2 equations, respectively.
When updating the parameters of Mu(i) and Md(i), the decision on which
equations to use depends on the machine type (whether continuous or exponential)
and the type of the immediately upstream (for Mu(i)) or downstream (for Md(i))
2M1B model. For example, in Fig. 6.6, when updating the parameters of Mu(2)
of 2M1B model L(2), the choice of equations is either G1 or G2 since Mu(2) is
an exponential machine. The type of the immediately upstream 2M1B model of
L(2), L(1), will then decide which of these two equations will be used. Since L(1)
is hybrid, the G2 equations will be used for updating Mu(2). Similarly, when
updating the parameters of the continuous machine Md(4) in 2M1B model L(4),
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either B1 or B2 equations are used. Since the immediately downstream 2M1B
model, L(5) is hybrid, the B2 equations are required for this case. The derivation
of G2 and B2 equations are provided in Appendix B.
With the derivation of the decomposition equations, an algorithm based on
the DDX algorithm of Dallery et al. (1988) is then formulated to evaluate the
performance of hybrid production lines. The main steps of the new algorithm are
provided in Appendix C.
6.3 Multiple Part-Type Hybrid Systems
Suppose the hybrid manufacturing system analysed in the previous section pro-
duces multiple part-types. In this case, each automatic machine and manual pro-
cess may take different times to process the different part-types. The machine
failure and repair rates may also be part-type dependent. In addition, machines
may require setups each time they switchover to process a new part-type.
In this section, multiple part-type hybrid systems are analysed by developing
an approximately equivalent single part-type system using weighted average values
for the mean processing and failure times. Further, a simple approximation is
introduced to account for setup times by adjusting the machines’ processing times.
The main performance measures of interest are the production rates of the
individual part-types. The different part-types are assumed to be produced in
serial batches, i.e., each time a machine sets up for a part-type a fixed quantity
of parts of that type will be produced before the machine sets up for the next
part-type. For such systems, a good approximation of the total throughput is
sufficient to obtain good approximations for the individual production rates. This
is because, the individual production rates are fixed ratios of the total throughput.
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The following additional notations are used in this section:
K : the total number of machines in the system.
J : the total number of part-types that are produced.
Lj : the serial batch size of part-type j where j ∈ {1, 2, ..., J}.
µi,j : the mean processing rate of machine Mi for part-type j.
pi,j : the mean failure rate of machine Mi while processing part-type j.
ri,j : the mean repair rate of machine Mi while processing part-type j.
si,j : the setup rate of machine Mi for part-type j.
The following are also assumed:
1. The different part-types are processed at each station in serial batches ac-
cording to a predetermined sequence. Each part-type is processed on a first-
come-first-served basis.
2. The automatic machines may require setups each time the processing of a
batch of parts is completed and a new part-type is to be processed. Since
the exact number of parts that are processed for each part-type is known, it
is assumed that setups can be better planned than in the systems studied in
Chapter 4 and thus, it is assumed that setup time is deterministic. Kletter
(1996) also argues that in most practical cases, machine setups may have
little variability.
3. An automatic machine will start setting up for a part-type as soon as the pre-
vious batch of parts are completed. This means that a machine can setup for
a part-type irrespective of the availability of that part-type. This assumption
is different from the assumptions in Chapter 4 where a machine would only
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set up for a part-type when parts of that type were available. However, for
systems with the first-come-first-served policy, it seems reasonable to assume
that machines do not wait for the next part-type to arrive before starting to
setup, since the next part-type to be processed is predetermined.
4. Machine processing, failure, and repair rates are part-type dependent.
In the approximation of a multiple part-type system with an equivalent single part-
type system, the different machine parameter values for the different part-types
must be converted into an equivalent single value. In addition, it is necessary to
account for the setups that are encountered in the original multiple part-type sys-
tem when a machine switches between different part-types. The following sections
describe simple methods that can be used for these purposes.
6.3.1 Deriving expressions for the equivalent mean failure and repair
rates
In a multiple part-type system, the mean time to failure or repair of a machine
may vary depending on the part-type that is being produced. In order to approxi-
mate this system as an equivalent single part-type system, a single failure or repair
rate can be calculated for each processing machine by using weighted averages. A
weighted average value for the mean failure or repair rate of a machine can be
obtained by using the total time required to process a batch of parts on that
machine as the weightage factor. Then, according to the above notations,



































6.3.2 Accounting for setup times
According to the setup policy described in assumption 3 of the previous page, a
machine will immediately start setting up for a part-type as soon as it completes the
processing of the previous batch of parts. Thus, it may be possible to incorporate
the setup time into the time to process the entire batch of the former part-type.
For example, suppose part-type j precedes part-type k on the production line.
When machine Mi finishes processing the entire batch Lj of part-type j, it will
immediately start setting up for part-type k. According to the notations, the setup
time for k is 1/si,k. The method of incorporating the setup time is as follows:
Expected time to process a batch of part-type j on Mi =
Lj
µi,j
















6.3.3 Calculating the weighted average processing times
Dhouib et al. (2009) use the batch size as the weightage for calculating the weighted
average processing times for analysing multiple part-type automated systems with
zero buffers and zero setup times. In the model studied in this section, the pro-
cessing times are also weighted according to the batch size after they are adjusted
for the setup times. Therefore,
Adjusted mean time to process a part of type j on Mi =
1
µai,j














Once the values of pwi , r
w
i , and µ
w
i are found, an equivalent single part-type pro-
duction line is formed and the decomposition method developed in Section 6.2.2
is used to estimate the performance measures of this system. With the estimated
production rate of this single part-type system, the individual production rates
of the original multiple part-type system is obtained using the batch ratios, as
mentioned earlier.
6.4 Numerical Results and Discussion
In this section, the analytical models and approximations proposed in the previous
sections of this chapter are validated. The single part-type hybrid model developed
in Section 6.2 is first validated using several random cases. The approximations for
the multiple part-type systems developed in Section 6.3 are then validated using
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three example cases. Extensive tests are also performed to investigate the estima-
tion errors produced by the approximation methods in the analysis of multiple
part-type systems. For this purpose, 200 cases with randomly generated system
parameters are analysed.
For each case, the performance estimates from the analytical model were com-
pared with those of a discrete material flow simulation model developed using the
commercial software Simul8 (2000). Each simulation was run 10 times and for
each time, results were obtained after 1 million time units (this is in addition to
100,000 time units of warm-up during which time the performance data were not
collected). This ensured that the 95% confidence intervals were always below 0.5%
of the point estimates.
The estimation errors for production rates and average WIP levels were calcu-
lated according to the following equations (Li and Meerkov, 2009).
Production rate error % =
Production rate (Ana)− Production rate (Sim)
Production rate (Sim)
× 100
Average WIP error % =
Average WIP (Ana)−Average WIP (Sim)
Total buffer size
× 100
where ‘Ana’ and ‘Sim’ refer to the performance measures obtained using the ana-
lytical model and simulation, respectively.
Accuracy of the single part-type hybrid model: Example Cases 1-4
These experiments were performed to observe the accuracy of the decomposition
method for single part-type hybrid systems with different numbers of machines,
buffer levels and combinations of manual and automated processes. Hybrid pro-
duction systems with 4, 6, 9, and 16 machines were analysed for three levels of
buffer sizes, 5, 8 and 12 (all buffer sizes were kept equal).
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The system configurations for these example cases are provided in Table 6.1.
For simplicity, the parameters of all the machines were kept equal to the following
values for all the cases:
• Failure rates = 0.01
• Processing rates = 1.0
• Repair rates = 0.1
Table 6.1: Parameter settings for Cases 1-4
Case No. of Machines






The comparison of performance with simulation is shown in Table 6.2. Ac-
cording to these results, it can be observed that the analytical model provides very
accurate estimates of the performance measures. The estimation errors for the
production rates were all within 3%. Even for the relatively longer production line
with 16 machines, the estimation errors for the production rates were still below
2%. The average WIP estimates were also accurate to within 5% of the simulated
values in all the cases.
Accuracy of the single part-type hybrid model: Example Cases 5-14
The experiments in this section investigates single part-type hybrid systems where
machines do not have identical processing, failure and repair rate parameters. A
six machine system is selected for this study and ten cases (Cases 5-14) with the
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Table 6.2: Numerical results for the validation of single part-type hybrid systems:
Cases 1-4
Case Buffer size
Production Rate Average WIP
Ana Sim Error Ana Sim Error
1
5 0.6820 0.6976 -2.18% 11.2 10.8 2.67%
8 0.7266 0.7350 -1.14% 16.7 15.8 3.75%
12 0.7624 0.7663 -0.51% 23.9 22.6 3.61%
2
5 0.6455 0.6497 -0.65% 15.2 15.1 0.40%
8 0.7052 0.6936 1.67% 22.7 22.9 -0.50%
12 0.7505 0.7320 2.53% 32.5 35.1 -4.33%
3
5 0.5868 0.5944 -1.28% 19.1 18.7 1.15%
8 0.6501 0.6478 0.35% 27.9 28.4 -0.78%
12 0.7025 0.6939 1.24% 40.0 41.8 -1.88%
4
5 0.5521 0.5600 -1.41% 42.5 45.9 -4.40%
8 0.6108 0.6201 -1.48% 65.2 68.1 -2.41%
12 0.6595 0.6678 -1.24% 93.7 99.2 -3.05%
following range of values for the machine and buffer parameters were analysed (i.e.,
the parameter values were selected randomly from the given range according to a
Uniform distribution):
• Processing rates = 0.8 ∼ 1.2
• Failure rates = 0.005 ∼ 0.02
• Repair rates = 0.05 ∼ 0.2
• Buffer sizes = 5 ∼ 15
The ten cases also have different combinations of manual and automated pro-
cesses. The system parameters and the combinations of manual/automated pro-
cesses are given in Table 6.3:
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Table 6.4: Numerical results for the validation of single part-type hybrid systems:
Cases 5-14
Case
Production Rate Average WIP
Ana Sim Error Ana Sim Error
5 0.6188 0.6216 -0.45% 28.0 27.9 0.24%
6 0.6144 0.6128 -0.26% 20.0 20.2 -0.37%
7 0.6278 0.6198 -1.29% 25.7 25.8 -0.20%
8 0.7260 0.7146 -1.59% 19.9 19.4 2.58%
9 0.6157 0.6133 -0.39% 12.1 12.1 0.02%
10 0.6860 0.6888 0.41% 26.8 28.9 -3.89%
11 0.6431 0.6472 0.63% 18.5 19.9 -2.69%
12 0.6566 0.6638 1.08% 38.5 38.7 -0.33%
13 0.6302 0.6293 -0.14% 24.3 23.7 1.13%
14 0.6371 0.6426 0.86% 32.8 30.7 3.81%
The results for these experiments are shown in Table 6.4. According to this
table, the estimation errors for the production rates and the average buffer levels
are all within 5%. The estimates for the production rates in particular are of very
good accuracy, with all errors being less than 2%. Therefore, the single part-type
hybrid model provides good estimates of performance for systems with different
parameters for each machine. It can then be used as a reliable tool for the extension
to multiple part-type hybrid systems.
Validation experiments for multiple part-type systems: Cases 15-17
This set of experiments tests the accuracy of the approximations made in Section
6.3 for the analysis of multiple part-type, hybrid production systems. The produc-
tion systems selected for this study include a three machine, two part-type (3M2P),
a six machine, four part-type (6M4P), and an eight machine, six part-type (8M6P)
system. The combinations of manual and automated processes for the systems in
these three cases are as follows:
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1. Case 15 - 3M2P system (A-A-M)
2. Case 16 - 6M4P system (A-A-A-M-M-M)
3. Case 17 - 8M6P system (A-A-A-M-M-M-A-A)
For simplicity, the system parameters for Cases 15-17 are set equal to the following
values:
• Buffer sizes (all buffers) = 10
• Failure rates (all machines) = 0.01
• Repair rates (all machines) = 0.1
The processing rates for each machine for each part-type were randomly se-
lected (with Uniform distribution) from the range 0.8 ∼ 1.2 and the values are
given in Table 6.5. In addition, the batch sizes for each part-type were also se-
lected randomly (with Uniform distribution) from the range 10 ∼ 40 and are equal
to the following values:
• Case 15 - L1, L2 = 19,31
• Case 16 - L1, L2, L3, L4 = 12,23,35,27
• Case 17 - L1, L2, L3, L4, L5, L6 = 25,11,29,22,14,39
In this study, each case is analysed for three different machine setup times, zero
(no setups), 1 time unit, and 2 time units (the setup times were kept equal for all
automated machines for all part-types).
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The results for these experiments are provided in Table 6.6. In this table, only
the estimation errors for the total production rate is provided as the estimates for
the individual production rates also generated similar errors. This is because the
estimates of the individual production rates are obtained by multiplying the total
production rate with the batch ratios.
According to the results in Table 6.6, the estimation errors are all within 2%.
This indicates that the approximation method provides very accurate estimates
of the production rates for hybrid multiple part-type production systems with the
characteristics of machine setups, finite batches, and part-type dependent machine
parameters.
Validation experiments for multiple part-type systems: Error analysis
The accuracy of the approximation method cannot be proved analytically. There-
fore, similar to the validation methods proposed in the literature (Burman, 1995;
Dhouib et al., 2009), a large number of randomly generated cases were examined
to see if the estimation errors remained within satisfactory limits. Specifically, 200
cases were analysed and the estimation errors obtained for the total production
rate are presented in this section. The system parameters were randomly selected
(according to a Uniform distribution) between the limits shown in Table 6.7.
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Table 6.5: Part-type dependent machine processing rates for Cases 15-17
Case
Machine Processing Rates
Part-Type 1 Part-Type 2 Part-Type 3 Part-Type 4 Part-Type 5 Part-Type 6



































0 0.7741 0.7695 0.60%
1 0.7659 0.7597 0.82%
2 0.7551 0.7464 1.17%
2
0 0.7157 0.7083 1.05%
1 0.7052 0.6979 1.05%
2 0.6966 0.6847 1.74%
3
0 0.6847 0.6759 1.30%
1 0.6771 0.6676 1.42%
2 0.6681 0.6574 1.63%159
Table 6.7: Parameter settings for the 200 experiments
Parameter Range
Processing rates, µi,j 0.8 ∼ 1.2
Failure rates, pi,j 0.005 ∼ 0.02
Setup rates (only for automated machines), si,j 0.5 ∼ 2.0
Repair rates, ri,j 0.05 ∼ 0.20
Buffer sizes, Ni,j 5 ∼ 15
Batch sizes, Lj 10 ∼ 50
The estimation errors are graphically shown in Fig. 6.8. An analysis of the
errors is provided in Table 6.8.


























Figure 6.8: Estimation errors for the 200 random experiments
Table 6.8: Error analysis for the 200 experiments
Mean Error (%) 0.81
Mean Absolute Error (%) 1.79
Maximum Error (%) 4.89
Percentage of cases with |error| <1% 29
Percentage of cases with |error| <3% 82
Percentage of cases with |error| <5% 100
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The results in Table 6.8 shows that the analytical approximation is very ac-
curate. The mean absolute error is 1.79% and in 82% of the cases, the absolute
error is below 3% with all errors being less than 5%. Therefore, the model may be
used as a reliable tool for the evaluation of production rates for multiple part-type
hybrid systems with nonhomogeneous buffers.
6.5 Computational Time, Algorithm Convergence, and Lim-
itations of the Model
Similar to the experiments in Chapter 5, the validation experiments of this chapter
were also performed on a Personal Computer (Pentium 4) with a processor speed
of 3GHz and 2GB RAM. Since single part-type approximations were used in the
modeling of multiple part-type systems, the computational time for the analytical
method was dependent more on the number of machines and buffer sizes, rather
than the number of part-types. The maximum computational time of 1.5 seconds
was recorded for the 16 machine line investigated in Section 6.4. The correspond-
ing time required for a single simulation was 54 seconds and ten simulations were
performed for each experiment in order to obtain statistically significant results.
In addition, the decomposition algorithm also converged in less than 25 iterations
in all of the experiments that were conducted. Thus, the analytical method clearly
outperforms simulation with respect to the computational time and can be used
as a reliable alternative for performance evaluation purposes.
The main limitations of the model include the reduction in computational speed
with the increase in buffer size. This is due to the numerical methods used in solv-
ing the two-machine building block models of the decomposition. Although large
intermediate buffers were not observed at the production lines that motivated this
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research (the buffer sizes were observed to be less than 20), the reduction in com-
putational speed must be noted when analysing systems with very large buffer
sizes.
Additional limitations include the increase in estimation errors that may be
observed when highly unbalanced systems are analysed. This may occur due to
different machines in the system having drastically different processing, failure, or
repair rates. Errors may also increase if the processing times for different part-types
on a machine are very different to each other. However, it may be reasonable to as-
sume that such situations may not arise in practice since this will also create other
management problems (e.g. line balancing and resource allocation) which will often
lead to such designs being avoided at the conceptual stage. Burman (1995) also
observes large estimation errors in the decomposition analysis of highly unbalanced




In this thesis, approximate analytical methods were proposed for evaluating the
performance (e.g. customer service level, WIP) of multiple part-type manufactur-
ing systems. Both homogeneous buffer (where each part-type has its own dedicated
buffer) and nonhomogeneous buffer (where all part-types share a common buffer)
systems were investigated. The main research contributions include:
1. A new decomposition based method for analysing long multiple part-type
production lines with homogeneous buffers.
In Chapters 3 to 5, multiple part-type, multi-station production systems
with unreliable machines and finite intermediate buffers were investigated.
Inspired by observations of real production lines, the model was developed
to specifically account for the following key system features that were not
considered in earlier techniques:
• Non-negligible machine setups.
• Stations composed of dedicated and shared machines.
• Part-type routings with bypass flow.
• Part-type dependent machine characteristics.
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In Chapter 3, the author analysed multiple part-type systems using the
models and decomposition methods that have already been developed for
single part-type systems. This approximation was shown to be successful
only for systems that did not include the features that were itemized above
for multiple part-type systems.
For multiple part-type production systems with the above features, a
new analytical model was proposed in Chapter 4. This model was validated
for several different system configurations, and the experimental results were
reported in Chapter 5. In all of these experiments, the analytical method
produced accurate estimates of performance in much faster time than simula-
tion. Therefore, it may be used as a fast and reliable alternative to simulation
in the optimization of multiple part-type production systems.
The analytical model was also used to analyse a system based on a real
production line for electronic components assembly. Validation experiments
showed the good accuracy of the model in evaluating the performance of this
system. A case study was constructed using this system as a test bed and it
demonstrated the ease of use of the model in the performance improvement
of production systems.
2. Analytical methods for evaluating multiple part-type, hybrid production sys-
tems with nonhomogeneous buffers.
Chapter 6 introduced a new modeling approach for production systems
where a combination of manual and automated operations are used (hybrid
systems). The basis of this approach was the development of a two machine,
hybrid system for single part-types. A decomposition method was then de-
veloped using the two machine hybrid system model as building blocks for the
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analysis of single part-type production lines. In the formulation of this de-
composition method, the author had combined two popular decomposition
approaches with slight modifications to the decomposition equations. To
analyse multiple part-type, hybrid manufacturing systems with batch pro-
duction, simple approximations were proposed to obtain equivalent single
part-type, hybrid manufacturing system models, which were then analysed
using the decomposition method just described. Unlike previous studies of
batch production systems, the new methods accounted for non-zero buffer
sizes, machine setups and hybrid production.
Experimental results showed the good accuracy of these approximations.
This indicates that single part-type approximations may be sufficient for the
analysis of nonhomogeneous buffer systems. Therefore, using this model, one
is able to quickly estimate individual production rates for the different part-
types and evaluate the sensitivity of performance to system parameters such
as batch sizes, setup times, etc. The hybrid model may also be valuable for
researchers who study only single part-type systems. In this case, the hybrid
model will allow the incorporation of processes with stochastic processing
times such as transportation, supply, and demand to the models that analyse
purely automated production lines.
7.1 Further Research Opportunities
The analytical methods proposed in this thesis are but a step towards the develop-
ment of an entire set of analytical tools for modern and emerging manufacturing
systems. These methods can easily be extended to incorporate other important
characteristics.
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A natural extension of the model developed for homogeneous buffer systems
is the investigation of the different switching policies that have been proposed in
the literature. Currently, the model is applicable to two different policies as shown
in Chapter 4. Further extensions may require modifications to the building block
models. It may also be useful to study systems where part-types can have alternate
routings. In this case, each routing could be assigned a fixed probability and the
decomposition equations will need to be modified to accommodate this feature.
The analytical model that was developed for hybrid production lines (in Chap-
ter 6) can be extended to include operations where more than one part is processed
simultaneously. Preliminary steps towards this direction were described by the au-
thor in Senanayake et al. (2011b). However, additional work is necessary to extend
the model to multiple part-type systems.
Besides the exponential distribution, the manual processing time could also be
represented by other distributions such as the Coxian distribution. In this case,
the decomposition method developed by Helber (2005) (for flow lines with Cox-2
distributed processing times) could be integrated with the decomposition approach
of Burman (1995) by simple modifications to the analysis in Chapter 6.
Additional research ideas that may extend the work reported in this thesis are
presented below:
Integration of quality characteristics
The relationship between quality and quantity is well documented in the litera-
ture. Recently, researchers have also attempted to integrate quality characteristics
into the analytical models of manufacturing systems. In multiple part-type, batch
production systems such as automotive paint shops, the quality of the product may
deteriorate significantly when switching from one batch of parts to another. Wang
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et al. (2010) developed analytical methods to analyse this behaviour for a single
reliable machine system with negligible setups. It may be useful to extend this
work to longer unreliable production lines with finite buffers and non-negligible
machine setups.
Investigation of batch production systems with learning
In most batch production lines with manual operations, the processing time may
decrease with each part that is produced, i.e., learning effects may exist. The effects
on learning have been studied for single machine systems with batch production
and machine setups (Yang, 2009), albeit in a different context. Incorporating
learning effects in the models developed in this thesis may increase the set of real
systems that can be analysed.
Analysis of mass customization manufacturing systems
In the footwear and fashion industry, customers are now capable of ordering prod-
ucts and modifying product features on-line. In some cases, customers can also
design their own products using a web interface. With the increased use of on-
line shopping, the dynamics of the current manufacturing environment has also
changed. Inventory may now be held only up to the point of customisation, and
the processing operations beyond this point may only be initiated after the cus-
tomer order is placed. The analysis of such systems requires a model that can
incorporate dynamic customer demands that are transmitted to every stage of the
production line. The method developed in Chapter 4 may be used as the basis
for the development of analytical models for mass customization manufacturing
systems.
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Appendix A
Internal and boundary equations of the
2M1B model of Chapter 4
The internal and boundary equations of the continuous 2M1B model described in
section 4.5.1 of Chapter 4 are as follows:
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Decomposition equations for hybrid pro-
duction lines
In this appendix, the decomposition equations for the hybrid model developed in
section 6.2.2 of Chapter 6 are derived. The decomposition equations developed
by Gershwin (1994) and Burman (1995) are named the G1 and B1 equations,
respectively. The G2 and B2 equations are the modified versions of the G1 and
B1 equations, respectively, and their derivations are provided below:
B.1 Derivation of G2 equations
The G2 equations will be derived using the parameter expressions for Mu(i) (refer
to Fig 6.6 of Chapter 6). Suppose Mu(i) is an exponential machine, and L(i− 1)
is also an exponential 2M1B model. The G1 equations will then be used to update
the following parameters of Mu(i).
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• Failure rates:
In the G1 equations, the failure rate of machine Mu(i), pu(i), is updated using the
following equation:
pu(i) = pi +
ru(i− 1)P(0, 0, 1)(i− 1)
P (i− 1)
µu(i) (B.1)
In the above equation, P(0, 0, 1)(i−1) is the steady state probability of starvation
of the 2M1B line L(i−1). Starvation occurs when buffer B(i−1) is empty, machine
Md(i− 1) is idle and Mu(i− 1) is down.
If L(i − 1) is hybrid, the G2 equations are used and starvation occurs when
the buffer level is below the batch size (which was set to unity). Thus, in the G2
equations, the term P(0, 0, 1)(i−1) is substituted with the steady state probability
of L(i−1) whenMd(i−1) is idle,Mu(i−1) is down, and the buffer level of B(i−1)
is below 1, which is given by
1∫
0
f1(x, 0, 1)(i− 1)dx. The G2 equation for p
u(i) can
then be written as follows:








In the G1 equations, the repair rate of machineMu(i), ru(i), is updated as follows:
ru(i) = ru(i− 1)Y (i) + ri(1− Y (i)) (B.3)
where,
Y (i) =




The G2 equation for ru(i) is similar to the corresponding G1 equation, except
for the substitution to the term P(0, 0, 1)(i − 1) as was done for the failure rate.
Thus, the repair rate in the G2 equation is as follows:

























where eu(i), ed(i), and ei are the isolated efficiencies of machines M
u(i), Md(i),













In the G2 equations, the expressions for the processing rates are similar to those
of G1. Similar derivations can be obtained for pd(i), rd(i), and µd(i).
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B.2 Derivation of B2 equations
The derivation of B2 equations are more involved and are explained using the
parameter expressions obtained by Burman (1995) for the failure, repair and pro-
cessing rates of Md(i).
• Failure rates:
Burman (1995) derives the following equation for the failure rate, pd(i), of contin-





















The RHS of the above equation consists of three additive components which rep-
resent the following three modes of failure of Md(i), respectively:
1. Physical failure of Mi+1 in the original line when buffer Bi+1 is full.
2. Physical failure of Mi+1 in the original line when Bi+1 is not full.
3. Blockage of Mi+1.
The first two components of Eqn. B.11 represent the real failure of Mi+1. In the
first component, Mi+1 fails when its output buffer is full. This occurs only in the
continuous 2M1B model because in a discrete material model, Mi+1 will be idle
when its output buffer is full and cannot fail due to the assumption of operation
dependent failures. In the continuous 2M1B model, Mi+1 keeps processing when
its output buffer is full only if Mi+2 is also operational and processing material.
This state corresponds to machines Mu(i + 1) and Md(i + 1) in the 2M1B line,
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L(i+1) being operational while buffer B(i+1) is full. The failure rate ofMu(i+1)
is then dependent on the speed of Md(i+ 1) which is accounted for with the term
µd(i+1)
µi+1
in Eqn. B.11. The second component is the failure rate of Mi+1 given that
the buffer is not full. Note that the first two components add up to pi+1 in a system
with equal processing rates for all machines. The third component representsMi+1
becoming blocked when buffer Bi+1 fills up while Mi+2 is not processing material
(i.e., while Md(i+ 1) is down). In this case, Md(i) is considered to have failed.
Now, suppose L(i + 1) is hybrid, i.e., Md(i + 1) is an exponential machine
processing discrete parts. Then, the failure ofMd(i) can occur only in the following
two different ways:
1. Failure of Mi+1 in the original line when Bi+1 is not full.
2. Blockage of Mi+1.
In the hybrid model, Mi+1 becomes blocked when buffer Bi+1 becomes full. Thus,
the third component of Eqn. B.11 is now modified to the following expression:
([






The above term can be further simplified by the following substitution from Eqns.
6.17 and 6.18,
[
f(N, 1, 0)(i+ 1) + f(N, 1, 1)(i+ 1)
]
µu(i+ 1) = P(N, 1, 1)µd(i+ 1)
(B.13)
and the modified B2 equations for the failure rate pd(i) is given as:
pd(i) = pi+1 +
(





Substituting Ed(i) = P (i)/µd(i) and using conservation of flow which states that
P (i) = P (i+ 1) for all i at steady state,
pd(i) = pi+1 +
(




An identical derivation can be formulated for pu(i).
The B1 equation for the repair rate of Md(i), rd(i), is similar to that obtained
for the G1 equations. The B2 equation for rd(i) is derived as follows:
• Repair rates:
The repair of Md(i) indicates either a repair of the actual machine Mi+1 in the
original line or a recovery from blocking. The two states where Mi+1 is blocked
or failed, are mutually exclusive (due to the assumption of operation-dependent
failures). The conditional probability of a repair occurring during the duration of
time δt is given as:
rd(i)δt = Prob
(








Prob(Mi+1 is down at time t)
Prob(Md(i) is down at time t)




Prob(Mi+1 is blocked at time t)
Prob(Md(i) is down at time t)
×Prob(Mi+1 recovers from blocking during time δt)
]
(B.17)
In the first component on the RHS of the above equation, the repair of Mi+1 is
simply its repair rate, ri+1. Therefore,
[
Prob(Mi+1 is down at time t)
Prob(Md(i) is down at time t)




Prob(Mi+1 is down at time t)




Additionally, the following equivalence relationship between the failure frequency
and the repair frequency can also be derived (Burman, 1995),
Prob(Md(i) is down)× rd(i) = Prob(Md(i) is working)× pd(i)
= Ed(i)pd(i)




Since the two components on the RHS of Eqn. B.17 are mutually exclusive and
collectively exhaustive for the state where Md(i) is down, the first component can
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be rewritten using Eqn B.19 as follows:
[
Prob(Mi+1 is down at time t)











If L(i+ 1) is hybrid, the probability of blockage is given by Eqn. 6.34. Then, the
final expression for the first component on the RHS of Eqn. B.17 is obtained as:
(
1−




The second component on the RHS of Eqn. B.17 can also be simplified as
follows:
[
Prob(Mi+1 is blocked at time t)
Md(i) is down at time t
×Prob(Mi+1 recovers from blocking during time δt)
]
=
[P (N, 1, 1) + P (N, 1, 0)]rd(i)
Ed(i)pd(i)
×Prob(Mi+1 recovers from blocking during time δt) (B.20)
Since the two blocked states, P (N, 1, 1) and P (N, 1, 0) are mutually exclusive,
the above equation can be written as the summation of the recovery from the
two blocked states. However, in the hybrid model, the continuous machine only
recovers from blockage when a batch of material is removed from the buffer. When
the state is in P (N, 1, 0) at time t, the downstream machine is down, and to recover
from blockage during time δt, the downstream machine has to be repaired and also
finish processing a batch during δt. The probability of this event is negligible.
Therefore,
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[P (N, 1, 1) + P (N, 1, 0)]rd(i)
Ed(i)pd(i)
×Prob(Mi+1 recovers from blocking during time δt)
=
P (N, 1, 1)rd(i)
Ed(i)pd(i)
× Prob(Mi+1 recovers from blocking during time δt)
≈
P (N, 1, 1)rd(i)
Ed(i)pd(i)
µd(i+ 1)δt (B.21)









P (N, 1, 1)rd(i)
Ed(i)pd(i)
µd(i+ 1) (B.22)









P (N, 1, 1)µd(i)rd(i)
P (i+ 1)pd(i)
µd(i+ 1) (B.23)
An identical derivation can be formulated to obtain the B2 equation for ru(i).
• Processing rates:
The equations for the processing rates for B1 and B2 are similar to that of B1 and
G1. The final expressions for the processing, failure, and repair rates for G1, G2,
B1 and B2 equations can then be summarised as follows:
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G1 equations:
pu(i) = pi +
ru(i− 1)P(0, 0, 1)(i− 1)
P (i− 1)
µu(i) (B.24)
ru(i) = ru(i− 1)
µu(i)P(0, 0, 1)(i− 1)ru(i)
P (i− 1)pu(i)
+ri(1−
















pd(i) = pi+1 +
rd(i+ 1)P(N, 1, 0)(i+ 1)
P (i+ 1)
µd(i+ 1) (B.27)
rd(i) = rd(i+ 1)
µd(i)P(N, 1, 0)(i+ 1)rd(i)
P (i+ 1)pd(i)
+ri+1(1−






















f1(x, 0, 1)(i− 1)dx
P (i− 1)
µu(i) (B.30)






























fN(x+ (N − 1), 1, 0)(i+ 1)dx
P (i+ 1)
µd(i+ 1)(B.33)

















































ru(i) = ru(i− 1)
µu(i)P(0, 0, 1)(i− 1)ru(i)
P (i− 1)pu(i)
+ri(1−





































rd(i) = rd(i+ 1)
µd(i)P(N, 1, 0)(i+ 1)rd(i)
P (i+ 1)pd(i)
+ri+1(1−


















pu(i) = pi +
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pd(i) = pi+1 +
(






























Decomposition algorithm for hybrid pro-
duction lines
In this appendix, a new decomposition algorithm is introduced for the analysis of
the hybrid production lines studied in Chapter 6 of this thesis. The new algorithm
is based on the DDX algorithm (Dallery et al., 1988) and the main steps are
provided below:
1. Initialization: The parameters of the 2M1B lines are assigned the following
initial values:








The size of the buffer in the 2M1B line L(i) (N(i)) depends on whether the
2M1B line is manual, automated or hybrid. Therefore, the 2M1B lines must
first be categorized before initializing the buffer sizes. If the 2M1B line is
manual, N(i) is equal to the size of the corresponding buffer in the original
line (which is denoted as Ni) plus two according to Gershwin (1994). The
two additional spaces include the workspace of machineMi+1 (which is equal
to one part) and the part that is completed by machine Mi but cannot be
unloaded into buffer Bi due to blockage. When L(i) is a continuous 2M1B
model, the workspace of the machines are not included in N(i) (Burman,
1995), i.e., N(i) = Ni. When L(i) is hybrid, the workspace of the manual
process is included in N(i) and N(i) is then equal to Ni + 1.
2. Iterative step 1: Updating the parameters of Mu(i)
For i = 2 to K − 1,
• if Mu(i) is an exponential machine
– if L(i− 1) is an exponential 2M1B model
∗ Solve L(i− 1) using the methodology in Gershwin (1994).
∗ Use G1 equations to update pu(i), ru(i), and µu(i) (Eqns B.24,
B.25 and B.26).
– elseif L(i− 1) is a hybrid 2M1B model
∗ Solve L(i− 1) using the methodology developed in this paper.
∗ Use G2 equations to update pu(i), ru(i), and µu(i) (Eqns B.30,
B.31 and B.32).
• elseif Mu(i) is a continuous machine
– if L(i− 1) is a continuous 2M1B line
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∗ Solve L(i− 1) using the methodology in Gershwin (1994).
∗ Use B1 equations to update pu(i), ru(i), and µu(i) (Eqns B.36,
B.37 and B.38).
– elseif L(i− 1) is a hybrid 2M1B line
∗ Solve L(i− 1) using the methodology developed in this paper.
∗ Use B2 equations to update pu(i), ru(i), and µu(i) (Eqns B.42,
B.43 and B.44).
3. Iterative step 2: Updating the parameters of Md(i)
For i = K − 2 to 1,
• if Md(i) is an exponential machine
– if L(i+ 1) is an exponential 2M1B model
∗ Solve L(i+ 1) using the methodology in Gershwin (1994).
∗ Use G1 equations to update pd(i), rd(i), and µd(i) Eqns B.27,
B.28 and B.29).
– elseif L(i+ 1) is a hybrid 2M1B model
∗ Solve L(i+ 1) using the methodology developed in this paper.
∗ Use G2 equations to update pd(i), rd(i), and µd(i) (Eqns B.33,
B.34 and B.35).
• elseif Md(i) is a continuous machine
– if L(i+ 1) is a continuous 2M1B line
∗ Solve L(i+ 1) using the methodology in Gershwin (1994).
∗ Use B1 equations to update pd(i), rd(i), and µd(i) (Eqns B.39,
B.40 and B.41).
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– elseif L(i+ 1) is a hybrid 2M1B line
∗ Solve L(i+ 1) using the methodology developed in this paper.
∗ Use B2 equations to update pd(i), rd(i), and µd(i) (Eqns B.45,
B.46 and B.47).
4. Termination
The algorithm is terminated when the difference between the production
rates of any two 2M1B models is below a threshhold value (For this algorithm,
the author had used 10−5 as the threshold).
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