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Abstract
We consider families of one and a half degrees of freedom Hamiltonians with
high frequency periodic dependence on time, which are perturbations of an au-
tonomous system.
We suppose that the origin is a parabolic fixed point with non-diagonalizable
linear part and that the unperturbed system has a homoclinic connection associated
to it. We provide a set of hypotheses under which the splitting is exponentially small
and is given by the Poincare´-Melnikov function.
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Introduction
Consider a system with an invariant object (fixed point, periodic orbit, etc)
which has stable and unstable invariant manifolds associated to it and they co-
incide, or some branches of them coincide. If we perturb the system, generically
the invariant manifolds will not coincide any more. This phenomenon is known as
splitting of separatrices or splitting of invariant manifolds. One of the simplest set-
tings where this phenomenon occurs is in differential equations in the plane having
a hyperbolic saddle fixed point and a homoclinic connection associated to it. When
we perturb this system with a time periodic perturbation, say
z˙ = f(z) + εg(z, t, ε), z ∈ U ⊂ R2,
the fixed point becomes a hyperbolic periodic orbit with two dimensional stable
and unstable invariant manifolds in R3. Using a first order perturbation theory the
distance between the splitted manifolds measured in a plane {t = t0} orthogonally
to the unperturbed homoclinic connection at some point p is given by
d(t0, ε) =
M(t0)
‖f(p)‖ε+O(ε
2)(1)
where M(t0) is the so called Poincare´-Melnikov function which is given through an
integral in terms of the system and the unperturbed homoclinic orbit. For systems
with slow dynamics such as
z˙ = εf(z) + ε2g(z, t, ε)
we can scale time through εt = τ and we obtain
z˙ = f(z) + εg(z, τ/ε, ε)
which is a perturbation of z˙ = f(z). The formal substitution of g into the Poincare´-
Melnikov function gives an ε-dependent function which is exponentially small in ε
[Fo2]. Then, in (1) the O(ε2) term dominates over εM(t0)/‖f(p)‖ and we do not
have an asymptotic expression of d(t0, ε). We only know that it is O(ε2).
One way to obtain rigorous asymptotic expressions is to introduce another
parameter, that is, to consider
z˙ = f(z) + µg(z, t/ε, µ).
Then
d(t0, µ, ε) =
M(t0, ε)
‖f(p)‖ µ+O(µ
2)
and hence, if µ is small enough compared with M(t0, ε), which is exponentially
small in ε, we have that d ∼M(t0, ε)µ/‖f(p)‖. But this only gives rigorous results
in a very narrow set in the space of parameters.
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Poincare´ found these exponentially small effects in [Po]. In his study of periodic
orbits in two degrees of freedom Hamiltonian systems he proposed a model, which
after reduction became the following perturbed pendulum
y¨ = 2µ sin y + 2µε cos y cos t
(using the same notation as Poincare´). He deduced that the splitting of separatri-
ces is exponential small in µ, provided that ε is less than an exponentially small
quantity.
Arnold [Ar1] found the exponentially small splitting of separatrices associated
to partially hyperbolic tori, studying the diffusion of action variables in near inte-
grable systems h0(I) + εh1(ϕ, I, ε).
Neishtadt [Ne] gave upper bounds for the splitting in one and a half and two
degrees of freedom Hamiltonian systems with only one parameter.
Differential equations with slow dynamics are related with near the identity
diffeomorphisms by means of the Poincare´ map. It turns out that being Hamiltonian
is very important to get exponentially smallness. The Hamiltonian character of the
equation is translated to the symplectic character of the maps.
In [La1] Lazutkin studied the standard map F (x, y) = (x+y+ε sinx, y+ε sinx)
and provided the following formula for the angle between the stable and unstable
manifolds at a homoclinic point
ϕ =
pi
ε
|Θ1|e−pi2/
√
ε[1 +O(εb)](2)
with 0 < b < 1/8. This was the first exponentially small asymptotic formula for a
nontrivial problem with only one parameter. Although the proof was not complete
Lazutkin introduced pioneering new analytic tools for the study of the separatrix
splitting which have decisively influenced the development of this area.
Several papers deal with the computation of the constant Θ1 [LST] [Su]. The
complete proof of (2) is in [Ge4].
Fontich and Simo´ [FS1] [FS2] study the splitting of separatrices for families of
diffeomorphisms in a neighborhood of the identity of class Cω and Cr respectively.
Under fairly general hypotheses exponentially small upper bounds are obtained for
the distance between invariant manifolds in the analytic case with generally optimal
values of the constant in the exponent.
Other works referring to maps are [Ch] [DR2] [DR1] [Ge5] [GS].
Many authors have studied the phenomenon of separatrix splitting with fast
frequency periodic perturbations, in order to prove that in certain cases the Mel-
nikov function yields the right asymptotics of the measure of separatrix splitting.
They consider
z˙ = f(z) + µεpg(x, t/ε, µ), z ∈ U ⊂ R2,
where µ and ε > 0 are parameters a priori independent and such that the origin is a
saddle-type fixed point. There has been a lot of discussion about the optimal value
of p for which one gets exponentially small upper bounds or asymptotics. In [Fo2]
upper bounds for the splitting are given even for negative values of p, specifically
p > −1/2. If the model is simplified, considering equations of the form
x¨+ f(x) = µεpg(x, t/ε, ε, µ), x ∈ V ⊂ R,(3)
then in [Fo1] upper bounds are given for the splitting of separatrices for values of
p > −2. To ask the perturbation to have order µεp, with p bigger than some value,
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depending on the method, has the advantage to provide control on the remainders in
the Poincare´-Melnikov asymptotic formula. In general, if p is small, the Melnikov
function does not give the right asymptotics in the case of exponentially small
splitting. In [HMS], Holmes et al are able to give upper and lower bounds for
the splitting of separatrices for quite general systems and for values of p > 8. The
situation improves when dealing with specific systems. The most studied example
is the pendulum. In [Ge1] and in [DS1], asymptotic expressions are given for the
separatrix splitting of the equation
x¨+ sinx = µεp sin t/ε
for p > 5 and p > 0 respectively. Later on, Delshams and Seara in [DS2], could
get an asymptotic expression of the separatrix splitting for more general systems
given that p is bigger than a certain quantity which depends on the perturbation
and of the singularity order of the homoclinic orbit. Gelfreich in [Ge2] also gives
an asymptotic expression for the separatrix splitting, but it is difficult to find out
which p is needed in order to apply it. Finally, in [Ge3] Gelfreich studies in some
specific examples the p < 0 case. The proposed method is the use of an auxiliary
system whose invariant manifolds are a good approximation near the singularities of
the invariant manifolds of the initial system. In [An] Angenent studies the splitting
using variational methods. Treshev [Tr] studies a more general perturbation of the
pendulum which includes the equation considered by Poincare´. He uses a different
method based on the continuous averaging procedure developed by himself. The
asymptotic formula he obtains for the area, in his example, differs from the one
predicted by the Poincare´-Melnikov integral. It is worth noting that there are
examples for which the asymptotic expressions are not of the form εre−a/ε, but
instead involve infinitely many terms of the form ε−ne−a/ε, n > 0, [SMH].
In all these cases, one deals with Hamiltonian systems of one and a half degrees
of freedom or area-preserving maps such that the origin is a hyperbolic fixed point
of the non-perturbed Hamiltonian. Another situation where the separatrix splitting
phenomenon appears is when one considers quasi-periodic perturbations. We refer
to [DG], [DGJS1], [DGJS2] and [GGM] for such case.
Exponentially small phenomena are also found by Fiedler and Scheurle [FS] in
one step discretizations of autonomous equations.
This memoir is devoted to study the splitting for one and a half degrees of
freedom Hamiltonian systems of the form (3) such that the origin is a parabolic
fixed point. Specifically we assume that the linear part of the vector field at (0, 0)
is (
0 1
0 0
)
.
We consider the case of fast frequency perturbation. The paper [CFN] deals with
the case of constant frequency. The first point is to put sufficient conditions such
that the perturbed system also has invariant manifolds.
We have followed basically the structure of [DS2]. However, due to the fact
that many of their arguments strongly rely on the hyperbolic character of the fixed
point, we have had to introduce new techniques to deal with the parabolic case. To
this end we have also used tools introduced by Lazutkin [La2] [La1]. It is worth
remarking that most of our arguments are can be adapted for the hyperbolic case.
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The memoir is organized as follows. In the first chapter we introduce the
notation, the hypotheses and the main theorem.
In the second chapter, we study some analytical properties of the homoclinic
orbit of the unperturbed system. In particular we get the asymptotic behavior of its
parameterization. We prove that, as was to be expected, this behavior is algebraic,
that is, there exists T > 0 such that if t ∈ C, Re t ≥ T , the stable manifold behaves
like 1/tp with p a certain positive number, and, analogously, the unstable manifold
has the form 1/(−t)p for t ∈ C, Re t < −T .
In the third chapter, we establish, under the stated conditions, the existence
of stable and unstable invariant manifolds for the perturbed system. Moreover we
find useful parameterizations γ∗(t, s) (∗ = s, u), of the local invariant manifolds of
the perturbed Hamiltonian system. These parameterizations satisfy that γ∗ is a
solution with respect to the variable t ∈ R, it is analytic with respect to s and
γ∗(t+ 2piε, s) = γ∗(t, s+ 2piε).
In this way we endow the variable s with a dynamic character since, if P t0 is the
Poincare´ map from t = t0 to t = t0 + 2piε, γs(t0, s) represents the stable manifold
of P t0 and the dynamics of P t0 on it is simply
P t0(γs(t0, s)) = γs(t0, s+ 2piε).
Moreover γ∗ is of the form
γ∗(t, s) = γ0(t+ s) + µεp+1σ∗(t, s),
where γ0 is the homoclinic orbit of the unperturbed system.
In the fourth chapter, we built the flow box coordinates, i.e., coordinates in
which the flow straightens. These coordinates are defined in a neighborhood of the
stable manifold not containing the origin, but close to it and independent of the
parameters. We built them following several steps. We parameterize the solutions
of the perturbed system near a piece of the stable manifolds by two parameters.
One of these is time, and the other is a complex parameter s such that the solutions
are analytic with respect to s and the dynamics of the Poincare´ mapping is simply
s 7→ s + 2piε. We can write them in the form w(t + s, t/ε). We prove afterwards,
thanks to this good parameterization, that the solutions intersect a (real) section
transverse to the flow for some value (t0, s0), thus we are able to straighten the flow
in a neighborhood of the stable manifold. Finally we slightly modify the variables
to make them canonical.
In the fifth chapter, we present a result of Delshams-Seara [DS2] which asserts
that if p is bigger than some value, which depends on the perturbation and the
unperturbed homoclinic orbit, we can extend the parameterization of the unstable
manifold until it reaches the domain where the flow box variables are defined.
Finally, in the last chapter we introduce the splitting function. From it and its
properties we derive the asymptotic formulas for the area of the lobes generated by
the invariant manifolds between two homoclinic points and the angle between the
invariant manifolds at a homoclinic point. They are exponentially small in ε. The
main difference with [DS2] is that here we consider homoclinic orbits with algebraic
branch type singularities and consequently some computations are somewhat more
involved.
1. Notation and main results
In this chapter we present the main problem we consider, the hypotheses we
assume, and the rigorous statement of the main results. For that we have to begin
by introducing some notation.
At the end we present an example where the above mentioned results apply.
1.1. Notation and hypotheses
We study the splitting of separatrices in the case which we call the parabolic
case. Next we describe the settings of this case and the hypotheses we will need.
We consider Hamiltonian systems of one and a half degrees of freedom with
Hamiltonian
H(x, y, t/ε, µ, ε) = h0(x, y) + µεph1(x, y, t/ε, µ, ε)
where
h0(x, y) =
y2
2
+ V (x),
V (x) is an analytic function of order n, that is
V (x) = anxn + · · ·
with n ≥ 3. With these assumptions, for the unperturbed system (i.e. the sys-
tem when µ = 0) the origin is a parabolic fixed point and the derivative of the
Hamiltonian vector field at (0, 0) is(
0 1
0 0
)
.
The differential equations associated to the Hamiltonian are
x˙ = y + µεp∂yh1(x, y, t/ε, µ, ε)(1.1)
y˙ = −V ′(x)− µεp∂xh1(x, y, t/ε, µ, ε).
We will assume the following hypotheses related to the unperturbed system.
Note that the unperturbed system is autonomous and independent on ε.
1.1.1. Hypothesis for the unperturbed system.
HP1 We assume that, h0(x, y) = y2/2+V (x) is analytic and V (x) = anxn+· · ·
with an < 0 and n ≥ 3. Moreover we assume that h0 has a homoclinic
orbit, associated to the equilibrium point (0, 0)
We denote the time parameterization of the homoclinic orbit by
γ0(u) = (α0(u), β0(u))
with some chosen (fixed) initial condition γ0(0) = (x0, y0) on the homo-
clinic orbit.
We assume that γ0(u) is analytic in a complex strip | Imu| < a with
branching points at u = ±ia, i.e., there exists ρ > 0 such that for u ∈ C
1
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satisfying |u− ia| < ρ, arg(u− ia) ∈ (−3pi/2, pi/2), γ0(u) can be expressed
as
α0(u) =
d−
(u− ia)c/q (1 +O(u− ia)
1/q), β0(u) =
e−
(u− ia)1+c/q (1 +O(u− ia)
1/q).
and for u ∈ C such that |u + ia| < ρ, arg(u + ia) ∈ (−pi/2, 3pi/2), γ0(u)
can be expressed as
α0(u) =
d+
(u+ ia)c/q
(1 +O(u+ ia)1/q), β0(u) =
e+
(u+ ia)1+c/q
(1 +O(u+ ia)1/q),
where c, q ∈ Z, q 6= 0. Moreover on u =±ia there are no other singularities
of γ0. We define
r = 1 +
c
q
> 1.
Of course, poles are included in this definition of branching points.
Remark 1.1. According to Proposition 2.3 (Chapter 2) always exists a > 0
such that γ0(u) is analytic on the strip {u ∈ C : | Imu| < a}.
Remark 1.2. According to Proposition 2.4 (Chapter 2), if V (x) = anxn+ · · ·+
amx
m is a polynomial and we assume that α0(u) has a singularity at u = u∗ ∈ C,
then for u in a neighborhood of u∗ we have that
α0(u) =
C
(u− u∗)2/(m−2) (1 +O(u− u
∗)2/(m−2))
β0(u) = − C
′
(u− u∗)m/(m−2) (1 +O(u− u
∗)2/(m−2)).
As a consequence, the exponents of u − u∗ in the expressions of α0 and β0 are
rational numbers.
1.1.2. Hypotheses over the perturbation.
HP2 The function h1(x, y, θ, µ, ε) is defined for (x, y) ⊂ U ⊂ C2, θ ∈ R, µ ∈
D(0, µ0), ε ∈ (0, ε0), it is C0 and 2pi-periodic in θ, has zero mean:∫ 2pi
0
h1(x, y, θ, µ, ε) dθ = 0
and it is real analytic with respect to (x, y, µ).
HP3 The function h1(x, y, θ, µ, ε) is a polynomial of degree κ and order k (i.e.
the lowest degree of the monomials in h1) in the (x, y) variables. That is
h1(x, y, θ, µ, ε) =
κ∑
i+j=k
ai,j(θ, µ, ε)xiyj .
HP4 The order k of the perturbation satisfies
2k − 2 ≥ n.
Remark 1.3. We observe that HP4 implies that the origin also is a parabolic
fixed point of the perturbed system and the derivative of the vector field evaluated
at this point is the same as the one of the unperturbed system.
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Consider the terms ai,j(θ, µ, ε)xiyj of h1 evaluated on γ0. We define ` to be the
greatest order of the branching points ±ia corresponding to ai,j(θ, µ, ε)αi0(u)βj0(u).
That is:
` = max{i(r − 1) + jr : ai,j(θ, µ, ε) 6= 0}.(1.2)
Also we define
ν = p− `.
HP5 The constant ν is greater or equal than 0.
Remark 1.4. Hypothesis HP5 controls the growth of the perturbation term
µεph1(x, y, t/ε, µ, ε)
evaluated at the homoclinic orbit, near the singularities. In fact, if hypothesis HP5
is assumed:
µεp‖h1(γ0(u), t/ε, µ, ε)‖∞ = O(µ),
for | Imu| ≤ a− ε.
Remark 1.5. According to Hypotheses HP1-HP5, if p < 1, then ∂yh1 = 0.
Indeed, if ` ≥ 1, then by hypothesis HP5, p ≥ 1. Therefore, we consider the case
` < 1. By definition of ` and using that r ≥ 1, we have that for any pair of positive
integers, i, j such that ai,j(θ, µ, ε) 6= 0,
1 > ` ≥ i(r − 1) + jr ≥ jr ≥ j.
Therefore, j = 0 and this implies that h1 has no terms depending on the variable
y. Therefore ∂yh1 = 0.
1.2. Main results
It is a well known fact that Poincare´ maps associated to periodic Hamiltonian
perturbations of one degree of freedom Hamiltonian systems having a homoclinic
connection, have either primary homoclinic points or a homoclinic connection, the
latter possibility being non-generic. These points are related to the zeros of the
Melnikov function M(s, ε) defined by
M(s, ε) =
∫ ∞
−∞
{h0, h1}(γ0(t+ s), t/ε) dt.
Let P t0 be the Poincare´ map from t0 to t0 + 2piε. We denote by A the area of the
lobe generated by the stable and the unstable manifolds between two homoclinic
points and by ϑ the angle between the stable and unstable invariant manifolds at a
homoclinic point. We observe that, since the Poincare´ map is area preserving, the
area A will not depend on the homoclinic points.
The main results are:
Theorem 1.1. Under hypotheses HP1-HP5, for ε→ 0+, µ→ 0, and for any
t0 ∈ R, the following formulae hold:
A = µεp
∫ s¯0
s0
M(υ, ε) dυ +O(µ2ε2ν+r, µ2εν+p+1, µεp+2)e−a/ε,
sinϑ = µεp
M ′(s0, ε)
‖γ˙0(t0 + s0)‖2 +O(µ
2ε2ν+r−2, µ2εν+p−1, µεp)e−a/ε,
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where s0 < s¯0 are the two zeros of the Melnikov function (associated to two consecu-
tive homoclinic points), closest to zero, which depend on t0. Furthermore t0+s0(t0)
is 2piε periodic.
Remark 1.6. Since t0 + s0(t0) is 2piε-periodic, the expression for the angle ϑ
is 2piε-periodic in t0.
We define the function
J(x, y, θ) = {h0, h1}(x, y, θ).
By hypothesis HP2 on h1, J is 2pi-periodic in θ and has zero average with respect
to θ. Then we can consider its Fourier expansion
J(x, y, θ) ∼
∑
k 6=0
Jk(x, y)eikθ.
Moreover, for all k ∈ Z, Jk(γ0(u)) has a branching point of order at most `+ 1 at
u = ±ia. Therefore, near the singularity u = ia, Jk(γ0(u)) has the form
Jk(γ0(u)) =
1
(u− ia)`+1
J−k,0 + ∑
m≥1
J−k,m(u− ia)m/q

and, near the singularity u = −ia, Jk(γ0(u)) has the form
Jk(γ0(u)) =
1
(u+ ia)`+1
J+k,0 + ∑
m≥1
J+k,m(u+ ia)
m/q
 .
We note that J+k,0 = J
−
−k,0.
We further consider the following hypothesis:
HP6 The Fourier coefficients J±1 evaluated on γ0(u), that is J±1(γ0(u)), have
singularities of order exactly `+ 1 at the points u = ±ai.
Remark 1.7. Hypothesis HP6 is generic because it is equivalent to suppose
that the coefficients J+±1,0 of the Laurent expansion of J±1(γ0(u)) are different from
zero.
We can obtain an asymptotic expression of the Melnikov function and conse-
quently of the area of the lobe and of the angle.
Corollary 1.1. If HP1-HP6 hold, then for ε → 0+, µ → 0 and for any
t0 ∈ R,
M(s, ε) = ε−`
4pi
Γ(`+ 1)
|J−1,0|Re(ei(θ−(`+1)pi/2)e−is/ε))e−a/ε +O(ε−`+1e−a/ε),
A = µεν+1
8pi
Γ(`+ 1)
|J−1,0|e−a/ε +O(µ2ε2ν+r, µ2εν+p+1, µεν+2)e−a/ε,
| sinϑ| = µεν−1 4pi
Γ(`+ 1)
|J−1,0|
1
‖γ˙0(t0 + s0)‖2 e
−a/ε
+O(µ2ε2ν+r−2, µ2εν+p−1, µεν)e−a/ε,
where J−1,0 = |J−1,0|eiθ and Γ is the Gamma function.
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1.3. Example
An example of an unperturbed Hamiltonian system satisfying HP1 is given by
h0(x, y) =
y2
2
+ V (x)(1.3)
where V (x) is a polynomial of the form
V (x) = −xn + x2(n−1), n ≥ 3.
Indeed, the Hamiltonian system has a homoclinic orbit contained in H(x, y) = 0.
Let γ0(t) = (α0(t), β0(t)) be the parameterization of the homoclinic orbit such that
γ0(0) = (1, 0).
We can give an explicit expression it:
α0(t) =
(
2
2 + (n− 2)2t2
)1/(n−2)
, β0(t) = −(n− 2)t(α0(t))n−1.
Therefore, the homoclinic orbit has singularities at the points ±ia with a = √2/(n−
2) which are branching points (if n = 3, are poles). It is not difficult to see that,
near the singularities ±ia, the first component of γ0 reads as
C±
(t± ia)1/(n−2) (1 +O(t± ia)
1/(n−2))
with C− = (a/2)1/(n−2)e−ipi/2(n−2) and C+ = C−.
We consider a family of perturbations given by
µεph1(x, y, t/ε) = µεpxk cos(t/ε), p ≥ k/(n− 2).
In this case, ` = k/(n − 2). Of course we assume that k satisfies the hypothesis
HP4, that is, 2k − 2 ≥ n. Hence in this case ` ≥ (n+ 2)/(2n− 4).
Then, by Corollary 1.1 the area of the lobe generated between two consecutive
homoclinic points satisfies the asymptotic expression
A ∼ µεν+1 4pi
Γ
(
k
n−2
) |C−|ke−a/ε
where ν = p− k/(n− 2).

2. Analytic properties of the homoclinic orbit of
the unperturbed system
2.1. Introduction and main results
The purpose of this chapter is to obtain the asymptotic behaviour of the ho-
moclinic orbits to parabolic points of Hamiltonians systems of the form
H(x, y) = y2/2 + V (x)
with V (x) being an analytic function, for complex values of time in a certain domain.
We assume that the origin is a fixed point of the corresponding Hamiltonian
equation
x˙ = y
y˙ = −V ′(x).(2.1)
It is not restrictive to assume that V (0) = 0. We suppose that V is of the form
V (x) = anxn + . . .
with n ≥ 3 and an 6= 0.
In such case the origin is a parabolic point, that is, the linear part of the
equation at (0, 0) has a double zero eigenvalue. Assuming that the origin has an
invariant curve passing through the origin, the solution on this curve has to lie on
the energy level H(x, y) = 0. Then
x˙ = y = ±
√
−2V (x).
Hence we will have that x˙ = axk + . . . or x˙ = axk+1/2 + . . . according to the cases
n = 2k or n = 2k + 1, k ∈ N.
For the sake of generality we consider the case k ∈ R. We define the set
U = D(0, r) \ {z ∈ C : Im z = 0,Re z ≤ 0} ⊂ C.
The main result of this chapter is the following proposition from which we derive
the asymptotic representation of x(t), and then y(t) follows from y(t) = x˙(t).
Proposition 2.1. Let f be an analytic function on U . Suppose that
f(x) = axk + g(x),
with |g(x)| ≤ B|x|`, k, ` ∈ R, 1 < k < ` and a < 0. Consider the equation
x˙ = f(x).
Then, there is an analytic solution ϕ(t) defined on
Ω(T, α) = {t ∈ C : |t| > T, | arg t| < α}
with α < min{pi, pip } and T big enough, such that
ϕ(t) = ct−p +O(t−ν)
with p = 1/(k − 1), p < ν < min{q, p+ 1}, q = p(1 + `− k) and c = (−p/a)p.
7
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Remark 2.1. Since the equation is one-dimensional, every solution which goes
to zero as Re t goes to +∞, with the real part of the initial condition positive, is of
the form ϕ(t+ τ).
Note that if we assume that the leading term of ϕ is ct−p a formal computation
already shows that
p =
1
k − 1 , c =
(−p
a
)p
=
(
1
(1− k)a
)1/(k−1)
.
The proof of Proposition 2.1 is given in the next section.
If we restrict us to consider functions f of the form f(x) = xn/2g(x), which
are the ones we will deal with in the next chapters, we obtain a bigger domain for
the solution.
Proposition 2.2. Let f(x) = xn/2g(x), n ∈ N, g(0) < 0 and g analytic in
D(0, r). Then equation x˙ = f(x) has an analytic solution ϕ, ϕ(t) = ct−p +O(t−ν),
defined on Ω(T, pi).
The proof is almost the same as the one of Proposition 2.1. We only have to
take into account that xn/2 is continued analytically to its Riemman surface with
|xn/2| ≤ |x|n/2.
Remark 2.2. According to Proposition 2.2, if system (2.1) has a homoclinic
orbit, σ, it has not periods. This is because lim|t|→+∞ σ(t) = 0. This is in contrast
with the hyperbolic case where always there exists an imaginary period. (See [Fo2])
From the previous results we easily obtain that a homoclinic orbit to a parabolic
point has singularities and they do not accumulate to the real axis:
Proposition 2.3. Let H(x, y) = y2/2+V (x) be a Hamiltonian with a parabolic
equilibrium point and σ(t) a homoclinic orbit associated to it. Then
1) σ has singularities,
2) there exists η > 0 such that σ is analytic in the strip {t ∈ C : | Im t| < η}.
Proof. We may assume that the equilibrium point is the origin. Therefore
lim
t→±∞σ(t) = 0.
Applying Proposition 2.2 to the equation reduced to the stable invariant manifold
when t → +∞ and to the unstable one when t → −∞ (changing t by −t) and
taking into account Remark 2.1, we obtain that there exist T , t1 and t2 such that
σ(t) =
c1
(t− t1)p +O
(
1
(t− t1)ν
)
, |t| ≥ T , | arg t| < pi,
σ(t) =
c2
(t− t2)p +O
(
1
(t− t2)ν
)
, |t| ≥ T , |pi − arg t| < pi.
If we suppose that σ is an entire function, the previous expressions imply that σ
is bounded outside the disc of radius T . Then, by Liouville’s theorem, it must be
constant. This contradiction implies that σ has at least one singularity which has
to be in D(0, T ).
To prove the existence of η > 0 we just have to note that σ is analytic on
Re t > T and on Re t < −T . Since σ is analytic on R, and therefore on [−T, T ],
there exists η > 0 such that σ is analytic on {t ∈ C : |Re t| ≤ T , | Im t| < η}. ¤
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We write σ = (α0, β0).
Proposition 2.4. Let V (x) = anxn+ · · ·+ amxm be a polynomial and u = u∗
a singularity of σ. Then
α0(u) =
C
(u− u∗)2/(m−2) (1 +O(u− u
∗)2/(m−2))(2.2)
β0(u) = − C
′
(u− u∗)m/(m−2) (1 +O(u− u
∗)2/(m−2)).(2.3)
Proof. It is clear that α0 is a solution of the equation x˙ = ±
√−2V (x).
Performing the change w = 1/x we obtain the equation
du
dw
=
∓wm/2−2√−2(am + wam−1 + . . .+ wm−nan)
which, in a neighborhood of w = 0, can be written as
du
dw
= wm/2−2(c0 +O(w)).
Integrating this relation we obtain
u− u∗ = w(m−2)/2(c1 +O(w)).
Inverting the last equation and going back to the variable x we obtain the claimed
expressions (2.2) and (2.3). ¤
In the following proposition we will give a qualitative study of the domain
α0({u ∈ C : Reu ≥ κ}).
Proposition 2.5. Let V (x) = anxn + · · · be an analytic function. Then,
there exists κ0 such that, if κ ≥ κ0, α0 applies the semiplane {u ∈ C : Reu ≥ κ}
bijectively to a domain D∗(κ) of C. The image by α0 of the line {Reu = κ} together
with {0} is a single closed curve which is the boundary of D∗(κ). It is a smooth
curve except at zero. The tangent lines near zero have limit slopes ±pi/(n− 2).
In Figures 1 and 2 we display the domain D∗(κ), with κ big, and n = 2 and
n = 7 respectively
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Proof. We assume that there exists u1, u2 ∈ {Reu ≥ κ} such that α0(u1) =
α0(u2). Then the points (α0(uj), β0(uj)), j = 1, 2 stay in the zero energy level,
and hence β0(u1) = ±β0(u2). In the case that the sign is +, we should have that
α0(t+ u2 − u1) = α0(t) for all t in the domains of α0, that is u2 − u1 is a period of
α0, which is a contradiction with Remark 2.2
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In the case that the sign is −, we use that, due to the symmetry of the equation,
α0(t) = α0(u2 + u1 − t) and β0(t) = −β0(u2 + u1 − t). Then β0((u1 + u2)/2) = 0
and therefore, V (α0((u1 + u2)/2)) = 0. Since 0 is an isolated zero for V , if κ is big
enough, α0({Reu ≥ κ}) does not contain any zero of V , which is a contradiction.
Let
g(t) = α0(it+ κ) =
c
(it+ κ)p
+O(|it+ κ|−ν),
with p = 2/(n− 2). The claim on the tangent lines comes from
lim
t→±∞ arg g(t) = ∓p
pi
2
.
¤
2.2. Proof of Proposition 2.1
Let U = D(0, r) \ {z ∈ C : Im z = 0, Re z ≤ 0} ⊂ C and k, ` ∈ R, 1 < k < `.
We consider
f(x) = f0(x) + g(x)
with f0(x) = axk, a < 0, and g : U → C analytic such that |g(x)| ≤ B|x|`.
A solution of
x˙ = axk
is x(t) = ct−p with c = (−p/a)p and p = 1/(k − 1). We look for a solution of
x˙ = f(x) of the form
ϕ(t) = ϕ0(t) + ψ(t), with ϕ0(t) = ct−p.
We write the equation x˙ = f(x) in the form
ϕ˙0(t) + ψ˙(t) = f0(ϕ0(t)) +Df0(ϕ0(t))ψ(t)(2.4)
+[f(ϕ0(t) + ψ(t))− f0(ϕ0(t))−Df0(ϕ0(t))ψ(t)].
First we consider the auxiliary linear equation
χ˙(t) = Df0(ϕ0(t))χ(t) = ka
( c
tp
)k−1
χ(t) =
−k
k − 1
1
t
χ(t)
which has a solution
χ(t) =
1
tp+1
.
From (2.4), using the variation of constants formula we get the following integral
equation for ψ
ψ(t) = Γψ(t)
≡ 1
tp+1
∫ t
T
sp+1[f(ϕ0(s) + ψ(s))− f0(ϕ0(s))−Df0(ϕ0(s))ψ(s)] ds.(2.5)
Here, we are implicitly assuming that ψ(T ) = 0. We fix ν such that
p < ν < min{q, p+ 1}.
We introduce the space
X = {ψ : Ω(T, α)→ C : analytic, |t|ν |ψ(t)| <∞}.
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We endow X with the norm
‖ψ‖ = sup
t∈Ω(T,α)
|t|ν |ψ(t)|.
We denote by B(ρ) the closed ball of radius ρ in X centered at zero. We consider
the operator Γ : B(ρ)→ B(ρ) defined by (2.5).
The rest of this section is devoted to prove that, taking suitable values for ρ
and T , we have that Γ : B(ρ)→ B(ρ) is a contraction.
We take T satisfying the conditions
T ≥ 1, T p > 2c/r, T ν−p > 1/2,(
1 +
1
2T ν−p
)k−2
≤ 2,
(
1 +
1
2T ν−p
)`
≤ 2
and ρ such that
ρ < (c/2) sin(pi − α) if pi/2 ≤ α < pi
ρ < c/2 if 0 ≤ α < pi/2.
First we check that Γ is well defined. If ψ ∈ B(ρ),∣∣∣ c
sp
+ ψ(s)
∣∣∣ ≤ c
T p
+
1
T ν
‖ψ‖ ≤ 1
T p
2c < r.
Moreover, for s ∈ Ω(T, α),
| argϕ0(s)| = | arg sp| < pα < pi
and ∣∣∣∣ ψ(s)ϕ0(s)
∣∣∣∣ = ∣∣∣∣ψ(s)c/sp
∣∣∣∣ ≤ ‖ψ‖c 1|s|ν−p ≤ 2ρc .
This implies that | arg(ϕ0(s) + ψ(s))| < pi and hence, if ψ ∈ B(ρ), then for all
s ∈ Ω(T, α), ϕ0(s) + ψ(s) belongs to the domain of f .
We will use the following bounds. For k ∈ R, k > 1 and z, w ∈ C, such that z,
z + w ∈ U and |w/z| < 1, we have that
|(z + w)k − zk| = |z|k|(1 + w/z)k − 1| ≤ |z|k
∑
j≥1
∣∣∣∣(kj
)∣∣∣∣ |w/z|j
≤ |z|k−1|w|
∑
j≥1
∣∣∣∣(kj
)∣∣∣∣ = Ck,1|z|k−1|w|(2.6)
and
|(z + w)k − zk − kzk−1w| = |z|k|(1 + w/z)k − 1− k(w/z)|
≤ |z|k
∑
j≥2
∣∣∣∣(kj
)∣∣∣∣ |w/z|j = Ck,2|z|k−2|w|2,
where Ck,k0 =
∑
j≥k0
∣∣(k
j
)∣∣.
Given t ∈ Ω(T, α), t = |t|eiθ, to evaluate the integral in the definition of Γ we
will take the path of integration γ = γ1 ∨ γ2 with γ1(u) = Teiu, u ∈ [0, θ], and
γ2(u) = Teiθ + (t− Teiθ)u, u ∈ [0, 1]. We call
Iδ =
∫
γ2
1
|s|δ ds =
1
eiθ(δ−1)
∫ 1
0
|t| − T
[T + (|t| − T )u]δ du.
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We have |Iδ| = 11−δ (|t|1−δ − T 1−δ) if δ 6= 1 and |Iδ| = log |t|T if δ = 1.
We introduce
χ1(s) = sp+1a
[
(ϕ0(s) + ψ(s))k − (ϕ0(s))k − k(ϕ0(s))k−1ψ(s)
]
and χ2(s) = sp+1g(ϕ0(s) + ψ(s)). We have∣∣∣∣∫
γ1
χ1(s) ds
∣∣∣∣ ≤ Ck,2α|a|ck−2‖ψ‖2 TT 2(ν−p) ,∣∣∣∣∫
γ1
χ2(s) ds
∣∣∣∣ ≤ 2Bc`α TT q−p ,∣∣∣∣∫
γ2
χ1(s) ds
∣∣∣∣ ≤ Ck,2|a|ck−2‖ψ‖2|I2(ν−p)|
and ∣∣∣∣∫
γ2
χ2(s) ds
∣∣∣∣ ≤ 2Bc`|Iq−p|.
We have to distinguish the cases 2(ν − p) < 1, 2(ν − p) = 1, 2(ν − p) > 1 and
q− p < 1, q− p = 1 and q− p > 1. Using the previous estimates we find that in all
cases
|Γ(ψ(t))| ≤ ρ|t|ν
if T is big enough, and hence Γψ ∈ B(ρ).
Next we see that Γ is a contraction. Indeed, let ψ and ψ˜ be two functions which
belong to B(ρ),
|(Γψ − Γψ˜)(t)| ≤ 1|t|p+1
∣∣∣∣(∫
γ1
+
∫
γ2
)
sp+1
(
f0(ϕ0(s) + ψ(s))−Df0(ϕ0(s))ψ(s)
−[f0(ϕ0(s) + ψ˜(s))−Df0(ϕ0(s))ψ˜(s)]
)
ds(2.7)
+
(∫
γ1
+
∫
γ2
)
sp+1[g(ϕ0(s) + ψ(s))− g(ϕ0(s) + ψ˜(s))] ds
∣∣∣∣ .
To evaluate the first difference we consider the function
χ(z) = a[(ϕ0(s) + z)k − k(ϕ0(s))k−1z].
By the mean value theorem, we have that
χ(z˜)− χ(z) =
∫ 1
0
χ′(z + ζ(z˜ − z))[z˜ − z] dζ
and, since χ′(w) = ak[(ϕ0(s) + w)k−1 − (ϕ0(s))k−1] then, using (2.6),
|χ(ψ˜(s))− χ(ψ(s))| ≤ |a|k
[
Ck,1
( c
|s|p
)k−2 ρ
|s|2ν ‖ψ˜ − ψ‖
]
.
We bound the first integrals in (2.7):∣∣∣∣∫
γ1
sp+1
[
χ(ψ˜(s))− χ(ψ(s))] ds∣∣∣∣ ≤ Ck,1kα|a|ck−2ρ‖ψ˜ − ψ‖ TT 2(ν−p) ,∣∣∣∣∫
γ2
sp+1
[
χ(ψ˜(s))− χ(ψ(s))] ds∣∣∣∣ ≤ Ck,1k|a|ck−2ρ‖ψ˜ − ψ‖I2(ν−p).
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To deal with the second integrals we use that, since g is analytic in U , |g′(z)| ≤
B2|z|`−1 in a domain
{z ∈ C : |z| < r1, | arg z| < α1}, 0 < r1 < r, α < α1 < pi.
Then the integrals that we are analyzing are bounded by
αB2c
`−1
(
1 +
ρ
cT ν−p
)`−1
‖ψ˜ − ψ‖ T
T q−p+ν−p
and
B2c
`−1
(
1 +
ρ
cT ν−p
)`−1
‖ψ˜ − ψ‖Iq−p+ν−p
respectively, where we have used that p` = q+1. Distinguishing cases as before we
get that
|(Γψ − Γψ˜)(t)| ≤ CT ‖ψ˜ − ψ‖ 1|t|ν
and CT is smaller than 1 if T is big enough.
Hence, if T is big enough, Γ is a contraction in B(ρ) and, by the fixed point
theorem, there exists a unique solution of (2.5) which belongs to B(ρ). This ends
the proof of Proposition 2.1.

3. Parameterization of local invariant manifolds
3.1. Introduction
In this chapter we prove the existence of the local stable and the local unstable
manifolds associated to the origin for the perturbed system. These are obtained
through special parameterizations with properties which will be useful later on. We
only deal with the local stable manifold, but it is clear that the results are also true
for the unstable one, working with the system obtained reversing time.
In order to prove this result we need a good initial approximation of the stable
(and unstable) manifold and suitable coordinates to work with.
In Section 3.3, we obtain these coordinates by canonical changes of variables
using the averaging method. This method allows us to obtain two important things:
remove the terms of order µεp and remove the smallest degree terms (with respect
to (x, y)) of h1. We must average several times in order to obtain a high enough
degree.
The initial approximation of the stable manifold is achieved as the invariant
manifold of an appropriate intermediate system which is obtained by dropping the
non-autonomous part in the averaged system. We remark that the construction of
the initial approximation is only necessary when k < n. For k ≥ n we can use as
initial approximation the unperturbed homoclinic orbit.
Finally we obtain a functional equation for the parameterization of the stable
manifold and we prove it has a solution applying the fixed point theorem in a
suitable Banach space.
It is important to say that although the system is C0 in t/ε, we obtain a
parameterization with two parameters, say (t, s), which is analytic in s, considered
as a complex variable, and we provide a dynamic sense for s.
3.2. Definitions and main result
We begin by introducing some notation. Given T > 0 and τ > 0 we define the
following sets:
Ds = Ds(T, τ) = {(t, s) ∈ R× C : t+Re s ≥ T, | Im s| ≤ τ}
and
Du = Du(T, τ) = {(t, s) ∈ R× C : t+Re s ≤ −T, | Im s| ≤ τ} .
Note that if (t, s) ∈ Ds, (t+ 2piε, s) and (t, s+ 2piε) also belong to Ds.
For k ∈ R, k ≥ 0, we define the space X sk of functions h : Ds → C such that
(a) h is continuous.
(b) For t fixed, s 7→ h(t, s) is analytic in |Re s| ≤ T − t, | Im s| ≤ τ .
(c) h(t+ 2piε, s) = h(t, s+ 2piε) for all (t, s) ∈ Ds.
(d) ‖h‖k ≡ sup{(t+Re s)k|h(t, s)| : (t, s) ∈ Ds} <∞.
In the obvious analogous way we define X uk .
We endow X sk with the norm ‖ · ‖k introduced in (d) and it becomes a Banach
space. Clearly we have X sk+1 ⊂ X sk .
15
16 I. BALDOMA´ AND E. FONTICH
The main theorem of this chapter states the existence of invariant manifolds
for the perturbed Hamiltonian equation
x˙ = y + µεp∂yh1(x, y, t/ε, µ, ε)(3.1)
y˙ = −V ′(x)− µεp∂xh1(x, y, t/ε, µ, ε)
assuming conditions on the orders of h0 and h1. It is worth noting that here, in
contrast with hypothesis HP3, we do not assume that h1 is a polynomial.
Theorem 3.1. Let
H = h0 + µεph1
where h0(x, y) = y2/2 + V (x) and V is analytic, V (x) = anxn + . . . , an < 0, h1 =
h1(x, y, t/ε, µ, ε) is continuous, analytic in (x, y, µ) in a neighborhood of (0, 0, 0), of
order k in (x, y), 2pi-periodic in t/ε with zero average. We assume that 2k− 2 ≥ n,
and in case that p < 1, ∂xh1∂yh1 = 0.
Then, H has stable and unstable invariants manifolds associated to (0, 0), and,
given τ > 0, there exist T > 0 big enough and parameterizations γsµ,ε(t, s), γ
u
µ,ε(t, s)
of the local stable and unstable invariant manifolds, defined in Ds(T, τ), Du(T, τ),
respectively, such that (∗ stands for s or u):
1) t 7→ γ∗µ,ε(t, s) is a solution of system (3.1) and s 7→ γ∗µ,ε(t, s) is real
analytic. Moreover the map (t, s, µ, ε) 7→ γ∗µ,ε(t, s) is continuous, C1 with
respect to t and analytic with respect to (s, µ).
2) For all (t, s) ∈ D∗(T, τ)
γ∗µ,ε(t± 2piε, s) = γ∗µ,ε(t, s± 2piε)
where we take + for ∗ = s and − for ∗ = u.
3) For µ = 0, γ∗µ,ε(t, s) coincides with the restriction of the homoclinic solu-
tion γ0(t+ s) to D∗(T, τ), and for µ 6= 0 the following estimate holds:
γ∗µ,ε(t, s) = γ0(t+ s) + µε
p+1σ∗µ,ε(t, s)
where σ∗µ,ε(t, s) ∈ X ∗λ ×X ∗λ with λ = 2n−2 and
σ∗µ,ε(t, s) = Gµ,ε(γ0(t+ s), t/ε) +O(ε)
where Gµ,ε = (G1, G2) is determined by the conditions
∂θGµ,ε(x, y, θ) = (∂yh1(x, y, θ, µ, ε),−∂xh1(x, y, θ, µ, ε)),
and having zero mean.
Remark 3.1. In this theorem we have introduced a new condition: if p < 1
then ∂xh1∂yh1 = 0. By Remark 1.5, hypothesis HP5 implies this condition, and
therefore, under hypotheses HP1-HP5, Theorem 3.1 applies.
The proof of this theorem is done in several steps in the present chapter. We
prove the statements for γsµ,ε, the ones for γ
u
µ,ε are obtained changing t by −t.
In the following sections we assume the hypotheses of Theorem 3.1. From now
on, to simplify the notation, we omit the dependence on ε and µ at several places
where it does not play an essential role.
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3.3. Averaging of the equation
Some steps of averaging are necessary to transform equation (3.1) into a suitable
form. We begin by introducing notation.
Definition 3.1. Given l ∈ Z+and U ⊂ C2 we denote by Pl the set of functions
p : U × R × B(0, µ0) × [0, ε0) → C that are continuous, 2pi-periodic in θ, analytic
in (x, y, µ), and have order l. Therefore they can be represented in the form
pµ,ε(x, y, θ) = p(x, y, θ, µ, ε) =
∞∑
i+j=l
ai,j(θ, µ, ε)xiyj
with the coefficients ai,j(θ, µ, ε) continuous, 2pi-periodic in θ, and analytic in µ.
We will write p = (pl1 , pl2) ∈ Pl1 × Pl2 if pl1 ∈ Pl1 and pl2 ∈ Pl2 . However, if
l1 = l2 we will simply write that p ∈ Pl1 .
For notational convenience we also define
Pl = P0 for l < 0.
Proposition 3.1. There exists a canonical change of variables C defined in a
neighborhood of the origin, that transforms the Hamiltonian H to
H(x¯, y¯, t/ε, µ, ε) = h0(x¯, y¯) + µεp+3F2n−2(x¯, y¯, t/ε, µ, ε)
+µ2εp+2R2k−2(x¯, y¯, µ, ε)
in a neighborhood of the origin, where F2n−2 ∈ P2n−2 and has zero mean, R2k−2 ∈
P2k−2 does not depend on t and
R2k−2 = ∂yh1∂xS + εr2k−2
with S ∈ Pk such that ∂θS(x, y, θ, µ, ε) = −h1(x, y, θ, µ, ε) and has zero mean, and
r2k−2 ∈ P2k−2. The change C has the form
C(x¯, y¯, t/ε, µ, ε) = (x¯, y¯) + µεp+1G(x¯, y¯, t/ε, µ, ε) +O(µεp+2)
where G is determined by ∂θG = (∂yh1,−∂xh1) and having zero mean.
Moreover C and H are continuous in (x¯, y¯, θ = t/ε, µ, ε), 2pi-periodic in θ, and
analytic in (x¯, y¯, µ) and C is C1 in θ.
To average first we scale time by θ = t/ε. The Hamiltonian becomes εH and
the corresponding equation is
x˙ = εy + µεp+1∂yh1(x, y, θ, µ, ε)
y˙ = −εV ′(x)− µεp+1∂xh1(x, y, θ, µ, ε)
where x˙ and y˙ now mean derivatives with respect to the new time θ. Next we
average several times with respect to θ in order to move the contribution of the
perturbation to terms of order µεp+3 and µ2εp+3 in the parameters, and also to
increase the orders with respect to x, y of some terms of H. We will make two sets
of averaging steps. We begin with the first set.
Let ν ∈ Z+. For the inductive step of averaging we assume we have a Hamil-
tonian
εHν = εh0 + µεp+ν+1F ν + µ2ε2p+2Rν2k−2
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with Rν2k−2 ∈ P2k−2 and F ν having the form
F ν =
∑
l∈Z+
ν−2l≥0
yν−2lpiνl +
∑
l∈Z+
ν−2l−1≥0
yν−2l−1pjνl(3.2)
with iνl = max{0, k + nl − ν}, jνl = max{0, k + n(l + 1) − ν − 1} and pi ∈ Pi. We
assume that F ν has zero mean. From (3.2) it is clear that F ν ∈ Pk. Indeed, the
terms are of order either
ν − 2l + iνl ≥ ν − 2l + k + nl − ν = k + l(n− 2) ≥ k
or
ν − 2l − 1 + jνl ≥ ν − 2l − 1 + k + n(l + 1)− ν − 1 = k + n− 2 + l(n− 2) ≥ k.
We observe that the original Hamiltonian εH has this form for ν = 0 with
F 0 = h1 and R02k−2 = 0.
Lemma 3.1. Under the previous conditions and assuming that n ≥ 3 and k ≥ 2,
there exists a canonical change of variables (x, y) = Cν+1(x¯, y¯, θ, µ, ε) which is C0
in (x¯, y¯, θ, µ, ε), C1and 2pi-periodic in θ and analytic in (x¯, y¯, µ) that transforms the
Hamiltonian εHν to
εHν+1 = εh0 + µεp+ν+2F ν+1 + µ2ε2p+2Rν+12k−2
in a neighborhood of the origin, where
F ν+1 = y¯∂xSν+11 − V ′(x¯)∂y¯Sν+11
and Sν+11 = S
ν+1
1 (x¯, y¯, θ, µ, ε) satisfies
∂θS
ν+1
1 = −F ν ,(3.3)
and has zero mean.
Moreover F ν+1 has the form (3.2), F ν+1 ∈ Pk and has zero mean with respect
to θ, Rν+12k−2 ∈ P2k−2 and
Rν+12k−2 = ε
2ν∂yF
ν∂xS
ν+1
1 +R
ν
2k−2 + ε
2ν+1r2k−2(3.4)
with r2k−2 ∈ P2k−2.
Remark 3.2. To prove this lemma we do not assume the condition 2k−2 ≥ n.
Proof. To simplify the notation, in this proof we will not write the dependence
of the functions on µ, ε. Also, along the proof rj and gj will mean generic terms
of Pj ; therefore they may be different at different places. We consider a generating
function Sν+1(x, y¯, θ) which will provide a canonical change of variables (x¯, y¯) 7→
(x, y) implicitly through
x¯ = ∂y¯Sν+1(x, y¯, θ)
y = ∂xSν+1(x, y¯, θ)(3.5)
and then the new Hamiltonian will be
εHν+1(x¯, y¯, θ) = εHν(x, y, θ) + ∂θSν+1(x, y¯, θ).
We take
Sν+1(x, y¯, θ) = xy¯ + µεp+ν+1Sν+11 (x, y¯, θ)
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with Sν+11 satisfying (3.3). This choice is motivated by the next calculations. We
observe that Sν+1 is C0, 2pi-periodic in θ, C1 in (x, y, θ, µ) and analytic in (x, y, µ).
With it we will cancel the terms of orders µεp+ν+1 in the averaged Hamiltonian.
Since F ν has zero mean with respect to θ we can choose Sν+11 with the additional
condition of having zero mean.
From (3.3), Sν+11 is of order k. To get the change of variables, from (3.5) we
have to apply the implicit function theorem (I.F.T.) to
(x, y, x¯, y¯, θ, µ, ε) 7→ (x¯− ∂y¯Sν+1(x, y¯, θ, µ, ε), y − ∂xSν+1(x, y¯, θ, µ, ε)).
This map is C1 with respect to (x, y, x¯, y¯, θ, µ) and continuous. A generalized
version of the I.F.T. gives that we can obtain
(x, y) = Cν+1(x¯, y¯, θ, µ, ε)
with Cν+1 being C1 with respect to x, y, θ, µ and continuous.
A new application of the I.F.T. for analytic functions, with θ and ε fixed, gives,
by uniqueness, that Cν+1 also is analytic with respect to (x, y, µ).
Moreover it is clear that
x = x¯− µεp+ν+1∂y¯Sν+11 + µ2ε2p+2ν+2r2k−3
y = y¯ + µεp+ν+1∂xSν+11 + µ
2ε2p+2ν+2r2k−3
where the derivatives of Sν+11 and r2k−3 are evaluated at (x¯, y¯, θ). The averaged
Hamiltonian is
εHν+1(x¯, y¯, θ) = εHν(x, y, θ)− µεp+ν+1F ν(x, y¯, θ)
=
ε
2
[y¯ + µεp+ν+1∂xSν+11 + µ
2ε2p+2ν+2r2k−3]2
+εV (x¯− µεp+ν+1∂y¯Sν+11 + µ2ε2p+2ν+2r2k−3)
+µεp+ν+1[F ν(x, y, θ)− F ν(x, y¯, θ)] + µ2ε2p+2Rν2k−2
=
ε
2
y¯2 + εV (x¯) + µεp+ν+2[y¯∂xSν+11 − V ′(x¯)∂y¯Sν+11 ]
+µ2ε2p+2ν+2∂yF ν∂xSν+11 + µ
2ε2p+2Rν2k−2 + µ
2ε2p+2ν+3r2k−2.
Therefore we can take
Rν+12k−2 = ε
2ν∂yF
ν∂xS
ν+1
1 +R
ν
2k−2 + ε
2ν+1r2k−2.(3.6)
We will need information on the orders of the terms in the Hamiltonian and the
factors y they have. From (3.2) and (3.3) we write
Sν+11 =
∑
ν−2l≥0
yν−2lgiνl +
∑
ν−2l−1≥0
yν−2l−1gjνl
when here and in what follows l is a non-negative integer.
Therefore, F ν+1 = y∂xSν+11 − V ′(x)∂ySν+11 is of the form
F ν+1 =
∑
ν−2l≥0
yν+1−2lgmax{0,iνl −1} +
∑
ν−2l−1≥0
yν+1−2l−1gmax{0,jνl −1}
+
∑
ν−2l≥0
yν+1−2(l+1)giνl +n−1 +
∑
ν−2l≥0
yν+1−2l−1giνl +n−2
+
∑
ν−2l−1≥0
yν+1−2(l+1)−1gjνl +n−1 +
∑
ν−2l−1≥0
yν+1−2(l+1)gjνl +n−2.
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The following relations hold
max{0, iνl − 1} ≥ iν+1l , max{0, jνl − 1} ≥ jν+1l ,
iνl + n− 1 ≥ iν+1l+1 , jνl + n− 1 ≥ jν+1l+1 ,
iνl + n− 1 ≥ iν+1l+1 , jνl + n− 1 ≥ jν+1l+1 ,
and then we deduce that F ν+1 has the form (3.2).
Since Sν+11 has zero mean, we also have that F
ν+1 has zero mean.
Finally the regularity on Hν+1 follows from the regularity of Hν and Cν+1. ¤
Now we use the previous lemma to perform 2n+ 2 steps of averaging.
Lemma 3.2. There exists a canonical change of variables (x, y) = C0(x¯, y¯, θ, µ, ε)
which is C0 in (x¯, y¯, θ, µ, ε), C1 and 2pi-periodic in θ and analytic in (x¯, y¯, µ) that
transforms the Hamiltonian εH to
εH0 = εh0 + µεp+2n+3F + µ2ε2p+2R2k−2
in a neighborhood of the origin, where F ∈ P2n−2 and has zero mean with respect
to θ, R2k−2 ∈ P2k−2 and
R2k−2 = ∂yh1∂xS11 + εr2k−2
with S11 such that ∂θS
1
1 = −h1 and has zero mean, and r2k−2 ∈ P2k−2. Moreover
H0 is continuous in (x¯, y¯, θ, µ, ε) and analytic in (x¯, y¯, µ).
Proof. Since h1 ∈ Pk, we note that H has the form (3.2) for ν = 0 and
R02k−2 = 0. Then we begin with F
0 = h1 and R02k−2 = 0 and we apply iteratively
Lemma 3.1 2n+ 2 times. In this way we obtain that F ≡ F 2n+2 has the form
F 2n+2 =
∑
0≤l≤n+1
y¯2n+2−2lpil +
∑
0≤2l≤2n+1
y¯2n+1−2lpjl(3.7)
with il = max{0, k+nl− 2n− 2}, jl = max{0, k+n(l+1)− 2n− 3} and pm ∈ Pm.
Also from (3.6), we can write R2n+22k−2 as
R2n+22k−2 = ∂yh1∂xS
1
1 + εr2k−2
where S11 is the one which corresponds to the first change C1. Moreover the func-
tion F 2n+2 has zero mean with respect to θ. We observe that the Hamiltonians
H1, . . . ,H2n+2 are C0, 2pi-periodic in θ and analytic with respect to x, y and µ.
The changes C1, . . . , C2n+2 are C1 with respect to θ. We take C0 = C2n+2 ◦ · · · ◦ C1.
We prove now that, if a function has the form given in (3.7), then it belongs to
P2n−2. For that we check the order of every term in (3.7). In
∑
l≤n+1 y¯
2n+2−2lpil ,
the term indexed by l has order 2n+ 2− 2l + il ≥ 2n if l = 0, 1; and
2n+ 2− 2l + il ≥ (n− 2)l + k ≥ 2(n− 1) + k − 2,
if l ≥ 2. In ∑2l≤2n+1 y¯2n+1−2lpjl , it has order bigger than 2n+ 1 if l = 0 and
2n+ 1− 2l + jl ≥ k + (n− 2)(l + 1) ≥ 2(n− 1) + k − 2
if l ≥ 1. Hence F = F 2n+2 ∈ P2n−2. ¤
Remark 3.3. We observe that µ2ε2p+2R2k−2 can be written as µ2εp+3R2k−2.
Indeed, if p ≥ 1 it follows from the comparison of powers of ε. And, if p < 1, by
hypothesis ∂yh1∂xh1 = 0 which implies that ∂yh1∂xS11 = 0.
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We rename the variables (x¯, y¯) by (x, y). According to the previous remark,
the transformed Hamiltonian is
εH0 = εh0 + µεp+2n+3F2n−2 + µ2εp+3R2k−2.
Next we perform a new set of steps of averaging in order to eliminate the
dependence on θ in the terms of R2k−2 of order (in the (x, y) variables) smaller
than 2n− 2.
As usual, given f ∈ Pj , we will denote its mean with respect to θ by f¯ . We pro-
ceed in a similar way as before. For the inductive step, we consider a Hamiltonian
system of the form
εH˜ν(x, y, θ, µ, ε) = εh0(x, y) + µ2εp+3Rν2k−2(x, y, µ, ε)
+µεp+4F ν2n−2(x, y, θ, µ, ε) + µ
2εp+3T ν(x, y, θ, µ, ε)
where F ν2n−2 ∈ P2n−2, Rν2k−2 ∈ P2k−2, T ν has zero mean and has the form
T ν = yνriν(3.8)
with iν = max{0, 2k − 2− ν} and riν ∈ Piν .
We observe that εH0 has this form for ν = 0, with F 02n−2 = ε2n−1F2n−2, R02k−2
the mean of R2k−2 and T 0 = R2k−2 −R02k−2.
Lemma 3.3. Under the previous conditions and assuming that n ≥ 3 and
2k − 2 ≥ n, there exists a canonical change of variables (x, y) = C˜ν+1(x¯, y¯, θ, µ, ε)
which is C0, C1and 2pi-periodic in θ and analytic in (x¯, y¯, µ) that transforms the
Hamiltonian εH˜ν to
εH˜ν+1(x¯, y¯, θ, µ, ε) = εh0(x¯, y¯) + µ2εp+3Rν+12k−2(x¯, y¯, µ, ε)
+µεp+4F ν+12n−2(x¯, y¯, θ, µ, ε) + µ
2εp+3T ν+1(x¯, y¯, θ, µ, ε)
in a neighborhood of the origin, where
T ν+1 = εy¯∂xSν+11
Rν+12k−2 = R
ν
2k−2 + εr2k−2
F ν+12n−2 = F
ν
2n−2 + µ(r2n−2 − r¯2n−2).
The function Sν+11 (x¯, y¯, θ, µ, ε) is determined by the conditions
∂θS
ν+1
1 = −T ν , Sν+11 = 0.(3.9)
Moreover
T ν+1 = yν+1piν+1 ,
with pj ∈ Pj, and T ν+1 has zero mean. Also H˜ν+1 is continuous and analytic in
(x¯, y¯, µ).
Proof. In the proof we will not write the dependence of the functions on µ,
ε. Along the proof rj will mean a generic term of Pj . As before, we consider a
generating function Sν+1(x, y¯, θ) which will provide a canonical change of variables
(x¯, y¯) 7→ (x, y) implicitly through
x¯ = ∂y¯Sν+1(x, y¯, θ)
y = ∂xSν+1(x, y¯, θ).(3.10)
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We take
Sν+1(x, y¯, θ) = xy¯ + µ2εp+3Sν+11 (x, y¯, θ)
with Sν+11 satisfying (3.9). We observe that S
ν+1 is C0, C1and 2pi-periodic in θ
and analytic in (x, y, µ).
From (3.8), it is clear that T ν ∈ P2k−2. Hence Sν+11 ∈ P2k−2.
Analogously as in the proof of Lemma 3.1 we get the regularity statements for
C˜ν+1 and we have that
x = x¯− µ2εp+3∂y¯Sν+11 + µ4ε2p+6r4k−7
y = y¯ + µ2εp+3∂xSν+11 + µ
4ε2p+6r4k−7
where the derivatives of Sν+11 and r4k−7 are evaluated at (x¯, y¯, θ). The averaged
Hamiltonian is therefore
εH˜ν+1(x¯, y¯, θ) = εH˜ν(x, y, θ)− µ2εp+3T ν(x, y¯, θ)
=
ε
2
[y¯ + µ2εp+3∂xSν+11 + µ
4ε2p+6r4k−7]2
+εV (x¯− µ2εp+3∂y¯Sν+11 + µ4ε2p+6r4k−7)
+µ2εp+3[T ν(x, y, θ)− T ν(x, y¯, θ)]
+µ2εp+3Rν2k−2 + µε
p+4F ν2n−2 + µ
4ε2p+6r4k−6
=
ε
2
y¯2 + εV (x¯) + µ2εp+3Rν2k−2 + µ
2εp+4y¯∂xS
ν+1
1
+µεp+4F ν2n−2 + µ
2εp+4r2n−2
where in the last equality we have used that, since 2k − 2 ≥ n, we have that
4k − 6 ≥ 2n− 2.
Therefore we can take
F ν+12n−2 = F
ν
2n−2 + µ(r2n−2 − r¯2n−2)
Rν+12k−2 = R
ν
2k−2 + εr¯2n−2
T ν+1 = εy¯∂xSν+11 .
Now we check that T ν+1 has the claimed form. It is clear that it has zero mean,
and that, from (3.8) and (3.9), T ν+1 has the form
T ν+1 = yν+1pmax{0,iν−1}
and iν+1 = max{0, iν − 1}.
Finally, the regularity statement on H˜ν+1 follows from the regularity of H˜ν and
C˜ν+1, in the same way as in Lemma 3.1. ¤
Now we use the previous lemma to perform 2n− 2 steps of averaging.
Lemma 3.4. There exists a canonical change of variables (x, y) = C1(x¯, y¯, θ, µ, ε)
which is C0, C1 and 2pi-periodic in θ and analytic in (x¯, y¯, µ) that transforms the
Hamiltonian εH0 to
εH1(x¯, y¯, θ, µ, ε) = εh0(x¯, y¯) + µεp+4F2n−2(x¯, y¯, θ, µ, ε)
+µ2εp+3R2k−2(x¯, y¯, µ, ε)
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in a neighborhood of the origin, where F2n−2 ∈ P2n−2 and has zero mean, R2k−2 ∈
P2k−2 does not depend on θ and
R2k−2 = ∂yh1∂xS11 + εr2k−2
with S11 such that ∂θS
1
1 = −h1 and has zero mean, and r2k−2 ∈ P2k−2. Moreover
H1 is continuous, and analytic in (x¯, y¯, µ).
Proof. We apply Lemma 3.3 iteratively 2n − 2 times. We omit the details
since they are the same as the ones in Lemma 3.2. ¤
Proof of proposition 3.1. First we scale time to obtain the Hamiltonian
εH. Then we apply the changes C0 and C1 given by Lemmas 3.2 and 3.4 respectively
to obtain the Hamiltonian εH1, and finally we scale back to the original time. We
take H = H1(x, y, t/ε, µ, ε). To obtain the form of C just recall that C = C1 ◦ C0,
C0 = C2n+2◦· · ·◦C1 with Cj(x, y) = (x, y)+O(µεp+j), C1(x, y) = (x, y)+O(µ2εp+3)
and that C1(x, y) = (x, y) + µεp+1(−∂yS11 , ∂xS11) + O(µ2ε2p+2) where ∂θS11 = −h1
and S11 has zero mean. The form of R2k−2 comes from (3.4), and the fact that
from the second set of steps of averaging we begin with R¯2k−2 and then Rν+12k−2 =
Rν2k−2 + εr¯2n−2. ¤
3.4. Estimates for the Poincare´ map
3.4.1. Notation. In this section we calculate the Poincare´ map associated to
H obtained in Proposition 3.1. Let
x′ = y + µεp+3∂yF2n−2 + µ2εp+2∂yR2k−2(3.11)
y′ = −V ′(x)− µεp+3∂xF2n−2 − µ2εp+2∂xR2k−2.
be the corresponding equation. To simplify the notation we introduce z = (x, y)
and
F2n−3 = (∂yF2n−2,−∂xF2n−2), R2k−3 = (∂yR2k−2,−∂xR2k−2).
We define
X0(x, y) =
(
y
−V ′(x)
)
,
Yµ,ε = X0 + µ2εp+2R2k−3
and
Xµ,ε = Yµ,ε + µεp+3F2n−3.
Hence, equation (3.11) becomes z′ = Xµ,ε(z, t/ε).
Let ϕµ,ε(t, t0, z) be the solution of the equation z′ = Xµ,ε(z, t/ε) such that
ϕµ,ε(t0, t0, z) = z and φµ,ε(t, t0, z) be the solution of the system z′ = Yµ,ε(z)
such that φµ,ε(t0, t0, z) = z. If there is not danger of confusion, we will denote
ϕµ,ε(t, t0, z) by ϕµ,ε(t) and φµ,ε(t, t0, z) by φµ(t, ε).
We consider the Poincare´ maps
P t0µ,ε(z) = ϕµ,ε(t0 + 2piε, t0, z)(3.12)
and
Pˆµ,ε(z) = φµ,ε(t0 + 2piε, t0, z) = φµ,ε(2piε, 0, z).(3.13)
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Let U ⊂ C2 be a neighborhood of the origin and let
V (θ0) =
(∪s∈[0,1]ϕµ,ε(θ0 + s2pi, θ0, U))⋃(∪s∈[0,1]φµ,ε(θ0 + s2pi, θ0, U))
and
V =
⋃
θ0∈R
V (θ0).
Therefore, since ϕµ,ε(θ0 + s2pi, θ0, z) depends 2piε-periodically on θ0, the set V is
bounded.
Proposition 3.2. We have the following expressions for the Poincare´ maps
Pˆµ,ε(z) =
(
x+ 2piεy
y
)
+ 2piε
(
2piεq1(z, ε)
−V ′(x) + 2piεq2(z, ε)
)
+µ2εp+3T2k−3(z)
and
P t0µ,ε(z) = Pˆµ,ε(z) + µε
p+4S2n−3(z, t0/ε).
where q1, q2 ∈ Pn−1(independent of µ), S2n−3 ∈ P2n−3 and T2k−3 ∈ P2k−3.
3.4.2. Some preliminary bounds. In order to determine the properties of
the Poincare´ map defined in (3.12) we need a precise knowledge of the distance
between a solution and its initial condition, the distance between the solutions of
the unperturbed system, ϕ0(t), and the solutions of the perturbed one, ϕµ,ε(t), as
well as the distance between φµ,ε(t) and ϕµ,ε(t). This is studied in this subsection.
We make the convention that if l < 0 in ‖(x, y)‖l we understand that it repre-
sents a constant term.
We need a simple lemma:
Lemma 3.5. Let Ω ⊂ C2×R× C× R be a neighborhood of {(0, 0)}×R× {0}×
{0)} and let f : Ω → R be a function that is continuous, C1 with respect to θ and
analytic with respect to (x, y, µ) such that there exists a constant c > 0 verifying
‖f(x, y, θ, µ, ε)‖ ≤ c|y|i‖(x, y)‖l
for all (x, y, θ, µ, ε) ∈ Ω. Then there exists a function fl ∈ Pl, C1 with respect to θ
such that
f(x, y, θ, µ, ε) = yifl(x, y, θ, µ, ε).
Proof. We take fl(x, y, θ, µ, ε) = f(x, y, θ, µ, ε)/yl. Obviously we have to
prove that fl is analytic at points of the form (x, 0, θ, µ, ε) ∈ Ω. We consider
(x, 0, θ, µ, ε) ∈ Ω and y small enough so that the Taylor series of f with respect to
y at (x, 0, θ, µ, ε) converges at y. Then by Taylor’s theorem the result follows. ¤
It is clear that Xµ,ε is bounded in V and it is 2piε-periodic on t, thus there
exists some constant M (independent on θ) such that, ‖Xµ,ε(x, y, θ)‖ ≤ M for all
(x, y) ∈ V and θ ∈ R.
MoreoverXµ,ε and Yµ,ε are Lipschitz in V . We denote by L a common Lipschitz
constant for Xµ,ε and Yµ,ε.
To simplify the arguments related to the dependence with respect to ε, first we
will obtain estimates for the solutions of the scaled equations.
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Lemma 3.6. Let ϕ˜µ,ε(θ) = ϕ˜µ,ε(θ, θ0, z) be the solution of
z˙ = εXµ,ε(z, θ), ϕ˜µ,ε(θ0) = z(3.14)
and φ˜µ,ε(θ) = φ˜µ,ε(θ, θ0, z) be the solution of
z˙ = εYµ,ε(z), φ˜µ,ε(θ0) = z(3.15)
Then, if θ ∈ [θ0, θ0 +2pi] and z = (x, y) ∈ U , there exist some constants C, CF , µ0
and ε0 such that for all |µ| ≤ µ0 and |ε| ≤ ε0 the following bounds hold:
1) ‖ϕ˜µ,ε(θ)‖ ≤ C‖z‖ and ‖φ˜µ,ε(θ)‖ ≤ C‖z‖.
2) ‖ϕ˜µ,ε(θ)− z‖ ≤ εC(|y|+ ‖z‖n−1 + µ2εp+2‖z‖2k−3).
3) The solutions φ˜µ,ε and ϕ˜µ,ε can be expressed as
φ˜µ,ε(θ) = ϕ0(θ) + µ2εp+3Φµ,ε(θ, θ0, z)
with
‖Φµ,ε(θ, θ0, z)‖ ≤ C‖z‖2k−3,
and
ϕ˜µ,ε(θ) = φ˜µ,ε(θ) + µεp+4Ψµ,ε(θ, θ0, z)
with
‖Ψµ,ε(θ, θ0, z)‖ ≤ CF ‖z‖2n−3.
Furthermore, if F2n−3 = 0, Ψµ,ε = 0. Moreover, Ψµ,ε and Φµ,ε are C0,
C1 with respect to θ and θ0 and analytic with respect to µ and the initial
condition z.
4) The functions
S2n−3(z, θ0) ≡ Ψµ,ε(θ0 + 2pi, θ0, z)
T2k−3(z) ≡ Φµ,ε(θ0 + 2pi, θ0, z)
satisfy that S2n−3 ∈ P2n−3 and T2k−3 ∈ P2k−3. Moreover if F2n−3 = 0,
S2n−3 ≡ 0.
Remark 3.4. We observe that, since system (3.15) is autonomous, T2k−3 ac-
tually does not depend on θ0.
Proof. The proof of estimates 1) and 2) follows from Gronwall’s lemma. To
deal with the third property, we look for the solutions of (3.15) in the form
φ˜µ,ε(θ) = ϕ0(θ) + µ2εp+3Φµ,ε(θ, θ0, z).
We denote Φµ,ε(θ, θ0, z) by Φµ,ε(θ). From the identity
X0(φ˜µ,ε(θ)) = X0(ϕ0(θ)) +X0(ϕ0(θ) + µ2εp+3Φµ,ε(θ))−X0(ϕ0(θ)),
we deduce that
Φ˙µ,ε =
1
µ2εp+2
[X0(ϕ0 + µ2εp+3Φµ,ε)−X0(ϕ0)] +R2k−3(φ˜µ,ε)
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with the initial condition Φµ,ε(θ0) = (0, 0). We observe that since ϕ0 = ϕ0(θ, θ0, z)
is analytic, the function Φµ,ε is C0, C1 with respect to θ and θ0, and analytic with
respect to µ. From the differential equation for Φµ,ε
Φµ,ε(θ) =
1
µ2εp+2
∫ θ
θ0
[X0(ϕ0(s) + µ2εp+3Φµ,ε(s))−X0(ϕ0(s))] ds
+
∫ θ
θ0
R2k−3(φ˜µ,ε(s)) ds
and, since X0 is Lipschitz and ‖φ˜µ,ε(s)‖ ≤ C‖z‖ we have that
‖Φµ,ε(θ)‖ ≤ Lε
∫ θ
θ0
‖Φµ,ε(s)‖ ds+
∫ θ
θ0
‖R2k−3(φ˜µ,ε(s))‖ ds
≤ Lε
∫ θ
θ0
‖Φµ,ε(s)‖ ds+ C‖z‖2k−3.
An application of Gronwall’s lemma gives the bound
‖Φµ,ε(θ)‖ ≤ CeLε2pi‖z‖2k−3, θ ∈ [θ0, θ0 + 2pi].(3.16)
It is clear that
T2k−3(z) ≡ Φµ,ε(θ0 + 2pi, θ0, z)
does not depend on θ0 and it is analytic with respect to initial conditions. Therefore,
by Lemma 3.5, T2k−3 ∈ P2k−3.
Analogously, we look for solutions of (3.14) of the form
ϕ˜µ,ε(θ) = φ˜µ,ε(θ) + µεp+4Ψµ,ε(θ, θ0, z).
As before we denote Ψµ,ε(θ, θ0, z) by Ψµ,ε(θ). The function Ψµ,ε satisfies the fol-
lowing equation:
Ψ˙µ,ε =
1
µεp+3
[Yµ,ε(φ˜µ,ε + µεp+4Ψµ,ε)− Yµ,ε(φ˜µ,ε)] + F2n−2(ϕ˜µ,ε).
Therefore, we obtain the estimate
‖Ψµ,ε(θ)‖ ≤ Lε
∫ θ
θ0
‖Ψµ,ε(θ)‖ ds+
∫ θ
θ0
‖F2n−2(ϕ˜µ,ε(s), s)‖ ds
≤ Lε
∫ θ
θ0
‖Ψµ,ε(θ)‖ ds+ C˜F ‖z‖2n−3.
As before, Gronwall’s lemma gives the bound
‖Ψµ,ε(θ)‖ ≤ CF ‖z‖2n−3, θ ∈ [θ0, θ0 + 2pi].(3.17)
It is clear that Ψµ,ε is zero if F2n−2 is zero and that the function
S2n−3(z, θ0) = Ψµ,ε(θ0 + 2pi, θ0, z)
is 2pi-periodic in θ0 and analytic with respect to z. Moreover by estimate (3.17)
and Lemma 3.5, S2n−3 ∈ P2n−3. ¤
Proof of proposition 3.2. We have that for all t, t0 for which the solutions
are defined
ϕµ,ε(t, t0, z) = ϕ˜µ,ε(t/ε, t0/ε, z)
3.4. ESTIMATES FOR THE POINCARE´ MAP 27
and the analogous relation for φµ,ε and φ˜µ,ε. Then we can write
P t0µ,ε(z) = ϕ˜µ,ε(t0/ε+ 2pi, t0/ε, z)
and
Pˆµ,ε(z) = φ˜µ,ε(2pi, 0, z).
By properties 3) and 4) of Lemma 3.6 it is enough to compute the Poincare´
map of the unperturbed system, which is independent of t0 since the unperturbed
system is autonomous:
P t00,ε(z) = ϕ0(2piε, 0, z)
= z + 2piεϕ′0(0) + 4pi
2ε2
∫ 1
0
(1− s)ϕ′′0(s2piε) ds
= z + 2piε
(
y
−V ′(x)
)
+4pi2ε2
( ∫ 1
0
(1− s)V ′(ϕ10(s2piε)) ds
− ∫ 1
0
(1− s)V ′′(ϕ10(s2piε))ϕ20(s2piε) ds
)
.
It is clear that for s ∈ [0, 1]
|V ′(ϕ10(s2piε))| ≤ C‖z‖n−1
|V ′′(ϕ10(s2piε))ϕ20(s2piε)| ≤ C‖z‖n−1.
Hence, by Lemma 3.5,
V ′(ϕ10(s2piε)) ∈ Pn−1
V ′′(ϕ10(s2piε))ϕ
2
0(s2piε) ∈ Pn−1.
Therefore,
P t00,ε(z) = ϕ0(2piε, 0, z)
= z + 2piε
(
y
−V ′(x)
)
+ 4pi2ε2
(
q1(z, ε)
q2(z, ε)
)
.
¤
3.4.3. The stable manifold of the auxiliary system z′ = Yµ,ε(z). In this
subsection we compute the parameterization of the stable manifold of z′ = Yµ,ε(z)
and we compare it with γ0. For that we will take advantage of the fact that the
vector field Yµ,ε is Hamiltonian and autonomous.
Proposition 3.3. Consider the system z′ = Yµ,ε(z) with µ and ε small enough.
Then
1) The system z′ = Yµ,ε(z) has local stable manifold. Moreover, given τ > 0
there exists T > 0 such that it can be represented by γˆ(u) = (αˆ(u), βˆ(u)),
u ∈ D(T, τ), with
αˆ(u) =
c1
u2/(n−2)
(
1 +O
(
1
uν
))
, cn−21 =
−2
an(n− 2)2 +O(µ
2εp+2)
and
βˆ(u) =
c2
un/(n−2)
(
1 +O
(
1
uν
))
, c2 = c1
−2
(n− 2)
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where ν > 0.
2) There exists M > 0 such that for u ∈ D(T, τ)
|αˆ(u)− α0(u)| ≤M µ
2εp+2
|u|2/(n−2) , |βˆ(u)− β0(u)| ≤M
µ2εp+2
|u|n/(n−2) .
Proof. 1) Since Yµ,ε(z) = J [Dh0+µ2εp+2DR2k−2] where J is the usual sym-
plectic matrix, we know that, if the stable manifold exists, it is contained in
h0(z) + µεp+2R2k−2(z, µ, ε) = 0.(3.18)
We know that when µ = 0 the local stable manifold is given by y = f0(z) =
−√−2V (x), which is defined in Ω(pi, r). For µ 6= 0 we look for the local stable
manifold in the form
y = f0(x) + µ2εp+2g(x, µ, ε).
Putting this expression into (3.18) we get the following equation for g
g(x, µ, ε)
=
2R2k−2(x, f0(x) + µ2εp+2g(x, µ, ε))√−2V (x) +√−2V (x)− µ2εp+22R2k−2(x, f0(x) + µ2εp+2g(x, µ, ε)) .(3.19)
To solve this equation, we introduce the domain Ω1 = Ω1(pi, r, µ0, ε0) and the space
Σ =
{
g : Ω1 → C : continuous, analytic in (x, µ), sup
Ω1
|g(x, µ, ε)|
|x|2k−2−n/2 < +∞
}
with the norm ‖g‖Σ = supΩ1 |g(x, µ, ε)|/|x|2k−2−n/2.
Let Γ be the operator such that Γg is defined by the right hand side of (3.19).
It is easy to see that there exists a closed ball ΣM , of radius M , in Σ such that Γ
has a fixed point in ΣM , which provides us with the solution we were looking for.
Restricting the differential equation to the local manifold we find the equation
x′ = f0(x) + µ2εp+2f1(x, µ, ε)(3.20)
where
f1(x) = g(x, µ, ε) + ∂yR2k−2(x, f0(x) + µ2εp+2g(x, µ, ε), µ, ε).
Now, applying Proposition 2.1 (Chapter 2) we get that a solution of (3.20) is given
by
αˆ(u) =
c1
u2/(n−2)
(
1 +O
(
1
uν
))
, u ∈ D(T, τ)
with ν > 0 and c1 depending on µ, ε and satisfying
cn−21 =
−2
an(n− 2)2 +O(µ
2εp+2).
βˆ(u) is obtained as βˆ(u) = f0(α˜(u)) + µ2εp+2g(α˜(u), µ, ε) and hence
βˆ(u) =
c2
un/(n−2)
(
1 +O
(
1
uν
))
,
where ν > 0 and
c2 = c1
−2
(n− 2) .
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All solutions have the form γˆ(u − u0) and have the same asymptotic expressions.
We choose u0 such that αˆ(T ) = α0(T ).
2) We define ξ(u) = αˆ(u)− α0(t). Since α˙0(u) = f0(α0(u)) we have that
ξ˙ = f0(αˆ)− f0(α0) + µ2εp+2f1(αˆ, µ, ε)
= Df0(α0)ξ + [f0(αˆ)− f0(α0)−Df0(α0)ξ] + µ2εp+2f1(αˆ, µ, ε).
Since ξ(u) = α˙0(u) = f0(α0(u)) is a solution of ξ˙ = Df0(α0)ξ, applying the formula
of variation of parameters and using that ξ(T ) = 0 we can write,
ξ(u) = f0(α0(u))
[∫ u
T
1
f0(α0(s))
[f0(αˆ(s))− f0(α0(s))−Df0(α0(s))ξ(s)] ds
+µ2εp+2
∫ u
T
1
f0(α0(s))
f1(αˆ(s), µ, ε) ds
]
.(3.21)
We have the a priori estimate |ξ(u)| ≤ |αˆ(u)| + |α0(u)| ≤ C1/|u|2/(n−2) for u ∈
D(T, τ). Then we also have
|D2f0(α0(s) + ζξ(s))| ≤ C2|s|(n−4)/(n−2) and |f1(αˆ(s), µ, ε)| ≤
C3
|s|q
with q = min
{
2(2k−2−n/2)
n−2 ,
2(2n−3)
n−2
}
≥ n/(n− 2) > 1, for s ∈ D(T, τ). Moreover
C˜4
|s|n/(n−2) ≤ f0(α0(s)) ≤
C4
|s|n/(n−2) .
Let t1 = sup
{
t ∈ [T,+∞) : |ξ(u)| ≤ µ2εp+2M 1|u|2/(n−2) ,Reu ∈ [T, t]
}
, with M to
be chosen below. Assume that t1 < +∞. For t ∈ [T, t1], using Taylor’s theorem we
have that
|f0(αˆ(s))− f0(α0(s))−Df0(α0(s))ξ(s)|
=
∣∣∣∣∫ 1
0
(1− ζ)D2f0(α0(s) + ζξ(s))ξ2(s) dζ
∣∣∣∣
≤ C5|s|(n−4)/(n−2)µ
4ε2p+4M2
1
|s|4/(n−2) .
Putting the previous bounds in (3.21) we obtain
|ξ(u)| ≤ C4|u|n/(n−2)
[∫ u
T
1
C˜4
|s|n/(n−2)C5µ4ε2p+4M2 1|s|n/(n−2) ds
+µ2εp+2
∫ u
T
1
C˜4
|s|n/(n−2)C3 1|s|q ds
]
≤ µ2εp+2[µ2εp+2C6M2 + C7] 1|u|2/(n−2)
with C7 independent of M .
We choose M = 2C7, then, since M > C7 and µ, ε are small we get that for u
such that Reu = t1, |ξ(u)| < µ2εp+2M/|u|2/(n−2) which is a contradiction with the
definition of t1. Therefore, for u ∈ Ω(T, τ)
|ξ(u)| ≤ µ2εp+2M 1|u|2/(n−2) .
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The estimate for βˆ − β0 follows from
βˆ − β0 = f0(α˜) + µ2εp+2g(αˆ, µ, ε)− f0(α0).
¤
3.5. The operators B and B
The Banach spaces we use in this section were introduced at the beginning of
Section 3.2.
We will need the operator Bk : X sk −→ X sk defined by
(Bkσ)(t, s) = σ(t+ 2piε, s)− σ(t, s)(3.22)
with ε > 0. It is a well defined linear operator with ‖Bk‖ ≤ 2. Indeed, it is readily
seen that if σ ∈ X sk then Bkσ ∈ X sk and that
(t+Re s)k|(Bkσ)(t, s)| ≤ (t+Re s)k|σ(t+ 2piε, s)|+ (t+Re s)k|σ(t, s)|
≤ (t+ 2piε+Re s)k|σ(t+ 2piε, s)|
(
t+Re s
t+ 2piε+Re s
)k
+(t+Re s)k|σ(t, s)|
≤ 2‖σ‖k.
Of course, we have used that t+Re s ≥ T > 0.
Remark 3.5. In fact ‖Bk‖ = 2. For the function σ ∈ X sk defined by
σ(t, s) =
1
cosh(a/(2ε))
1
(t+ s)k
sin
t+ s
2ε
we have ‖σ‖k = 1 and ‖Bkσ‖k = 2.
We are interested in finding a right inverse of the operator Bk. For that, we
write Bkσ = ψ from which we can obtain
σ(t, s) = −ψ(t, s) + σ(t+ 2piε, s).(3.23)
Applying (3.23) iteratively
σ(t, s) = −
N∑
j=0
ψ(t+ 2piεj, s) + σ(t+ 2piε(N + 1), s).(3.24)
If σ ∈ X sk , limt→∞ σ(t, s) = 0 so that we are allowed to take limit as N → ∞ in
(3.24) and we obtain the formal expression
(B−1k ψ)(t, s) = −
∞∑
j=0
ψ(t+ 2piεj, s).(3.25)
Lemma 3.7. The operator Bk : X sk −→ X sk has right inverses B−1k : X sm −→ X sk
with m ≥ k + 1 and
‖B−1k ψ‖k ≤
1
Tm−k−1
(
1
2T
+
1
2piε(m− 1)
)
‖ψ‖m.
In particular, if T ≥ (m− 1)pi/4,
‖B−1k ψ‖k ≤
1 + 4ε
2piεk
‖ψ‖m.
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Proof. We define ψN (t, s) =
∑N
j=0 ψ(t+ 2piεj, s) and
(B−1k ψ)(t, s) = − limN→∞ψN (t, s).
Let m ≥ k + 1. First we check that if ψ ∈ X sm, ψN converges uniformly. Indeed,
from
|ψ(t+ 2piεj, s)| ≤ 1
(t+ 2piεj +Re s)m
‖ψ‖m ≤
(
1
T + 2piεj
)m
‖ψ‖m,
the claim follows form the M-test of Weierstrass.
One immediately shows that B−1k ψ satisfies the first three conditions which
define X sk .
Moreover given ψ ∈ X sm
‖B−1k ψ‖k = sup
(t,s)∈Ds
∞∑
j=0
(t+Re s)k|ψ(t+ 2piεj, s)|
≤ sup
(t,s)∈Ds
∞∑
j=0
(t+Re s)k
(t+ 2piεj +Re s)m
‖ψ‖m.
To bound the sum we introduce u = t+Re s and we bound
∞∑
j=0
(t+Re s)k
(t+ 2piεj +Re s)m
=
1
2piε
2piε
um−k
∞∑
j=0
1(
1 + 2piεju
)m .
Then the sum can be bounded by
1
2piε
1
um−k−1
[
2piε
2u
+
∫ ∞
0
1
(1 + x)m
dx
]
=
1
2piε
1
um−k−1
[
2piε
2u
+
1
m− 1
]
=
1
2um−k
+
1
2piε(m− 1)um−k−1 .
From the definitions of both operators we easily see that
Bk ◦B−1k = Id|X sm .
¤
We define B : X sk ×X sk+1 −→ X sk ×X sk+1 by
B(σ1, σ2) = (Bkσ1, Bk+1σ2)
where Bk is defined in (3.22) and B−1 : X sk+1 ×X sk+2 −→ X sk ×X sk+1 by
B−1(ψ1, ψ2) = (B−1k+1ψ1, B−1k+2ψ2)
where B−1j is defined in (3.25). Clearly
BB−1 = Id|X sk+1×X sk+2 .
32 I. BALDOMA´ AND E. FONTICH
3.6. Proof of Theorem 3.1
We look for the parameterization of the stable manifold of equation (3.11) in
the form
γ˜sµ,ε(t, s) = γˆ(t+ s) + µε
p+2σ(t, s)
with σ = (σ1, σ2) belonging to a suitable space of functions decreasing to zero at
some prescribed rate. (See below the choice of the spaces.)
We introduce the notation
Q2k−3(z) = 4pi2
(
q1(z, ε)
q2(z, ε)
)
+ µ2εp+1T2k−3(z).
Therefore we can write
Pˆµ,ε(z) = z + 2piε
(
y
−V ′(x)
)
+ ε2Q2k−3(z)
and
P tµ,ε(z) = Pˆµ,ε(z) + µε
p+4S2n−3(z, t/ε).
We impose the conditions
P tµ,ε(γ˜
s
µ,ε(t, s)) = γ˜
s
µ,ε(t+ 2piε, s)(3.26)
and
γ˜sµ,ε(t+ 2piε, s) = γ˜
s
µ,ε(t, s+ 2piε).
Expanding by Taylor around γˆ, the condition (3.26) becomes
P tµ,ε(γ˜
s
µ,ε(t, s))
= Pˆµ,ε(γˆ(t+ s)) + µεp+4S2n−3(γˆ(t+ s), t/ε) + µεp+2DPˆµ,ε(γˆ(t+ s))σ(t, s)
+ µ2ε2p+6DS2n−3(γˆ(t+ s), t/ε)σ(t, s) + µ2ε2p+4O(|σ(t, s)|2).
Thus, (3.26) is equivalent to
σ(t+ 2piε, s) = σ(t, s) + 2piε
(
σ2(t, s)
−V ′′(αˆ(t+ s))σ1(t, s)
)
+ε2DQ2k−3(γˆ(t+ s))σ(t, s) + ε2S2n−3(γˆ(t+ s), t/ε)
+µεp+2O(|σ(t, s)|2) + µεp+4DS2n−3(γˆ(t+ s), t/ε)σ(t, s).
To simplify the notation, we further introduce
A(αˆ(t+ s)) =
(
0 1
−V ′′(αˆ(t+ s)) 0
)
,
H(σ)(t, s) = DQ2k−3(γˆ(t+ s))σ(t, s)
+S2n−3(γˆ(t+ s), t/ε) + µεpO(|σ(t, s)|2)(3.27)
+µεp+2DS2n−3(γˆ(t+ s), t/ε)σ(t, s)
and
F(σ)(t, s) = 2piεA(αˆ(t+ s))σ(t, s) + ε2H(σ)(t, s).(3.28)
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Then the problem is reduced to find σ = (σ1, σ2) such that
Bσ = F(σ).
In the next lemma we will see that F sends X sm×X sm+1 to X sm+1×X sm+2 and hence
we can use a right inverse of B, as given in Section 3.5, to obtain the fixed point
equation
σ = B−1F(σ).
We look for σ ∈ X sm×X sm+1 with a suitable value of m. We define the following
weighted norm in the product space X sm ×X sm+1:
‖(hm, hm+1)‖m = L‖hm‖m + ‖hm+1‖m+1
with
L =
n− 1
n− 2 +
n2
(3n− 4)(n− 2)
and we denote B(r,m,m + 1) ⊂ X sm × X sm+1 the closed ball of radius r with this
norm.
Lemma 3.8. Let m = 2n−2n−2 . There exists r > 0 independent of µ and ε, such
that the operator
B−1 ◦ F : B(r,m,m+ 1) −→ B(r,m,m+ 1)
is well defined and is a contraction.
Proof. We recall that, by Proposition 3.3, the function γˆ ∈ X s2/(n−2) ×
X sn/(n−2) and hence, if fl ∈ Pl,
fl ◦ γˆ ∈ X s2l/(n−2).
Let σ ∈ B(r,m,m+ 1). Since V ′′ ◦ αˆ ∈ X s2 , it is clear that
A(αˆ)σ ∈ X sm+1 ×X sm+2.(3.29)
We check that
S2n−3(γˆ(t+ s), t/ε) ∈ X sm+2 ×X sm+2
(DQ2k−3 ◦ γˆ)σ ∈ X sm+1 ×X sm+2(3.30)
DS2n−3(γˆ(t+ s), t/ε)σ(t, s) ∈ X sm+4 ×X sm+4.
Indeed, we recall that if S2n−3 ∈ P2n−3, then S2n−3(γˆ(t+ s), t/ε) ∈ X sm+2 ×X sm+2.
Now we deal with (DQ2k−3 ◦ γˆ)σ. We denote
DQ2k−3 ◦ γˆ =
(
Qˆ11 Qˆ12
Qˆ21 Qˆ22
)
.
It is clear that, since all elements of DQ2k−3 belong to Pn−2, we have that Qˆij ∈
X s2(n−2)/(n−2) = X s2 and therefore
(DQ2k−3 ◦ γˆ)σ ∈ X sm+2 ×X sm+2.
To deal with (DS2n−3 ◦ γˆ)σ, we observe that DS2n−3 ◦ γˆ ∈ X s4 and therefore
DS2n−3(γˆ(t, s), t/ε)σ(t, s) ∈ X sm+4 ×X sm+4.
Thus, by (3.30) and since O(|σ|2) ∈ X s2m+2, we have that
H(σ) ∈ X sm+1 ×X sm+2.(3.31)
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Therefore, by (3.29), (3.31) and by definition (3.28) of F we have that
F(σ) = 2piεA(αˆ)σ + ε2H(σ) ∈ X sm+1 ×X sm+2.
Finally, by Lemma 3.7,
B−1(F(σ)) ∈ X sm ×X sm+1.
Next we will prove that ‖B−1(F(σ))‖m ≤ r if ‖σ‖m ≤ r. We begin by bounding
the norms ‖F1‖m+1 and ‖F2‖m+2. From (3.27), which defines H, it is clear that
there exist constants M1 and M2 such that
‖H1(σ)‖m+1 ≤M1, ‖H2(σ)‖m+2 ≤M2.
Then
‖F1(σ)‖m+1 ≤ 2piε sup
(t,s)∈D
|σ2(t, s)(t+Re s)m+1|
+ε2 sup
(t,s)∈D
|H1(σ)(t, s)(t+Re s)m+1|
≤ 2piε‖σ2‖m+1 + ε2M1
and, using the expression of αˆ obtained in Proposition 3.3
‖F2(σ)‖m+2 ≤ 2piε sup
(t,s)∈D
|V ′′(αˆ(t+ s))σ1(t, s)(t+Re s)m+2|
+ε2 sup
(t,s)∈D
|H2(σ)(t, s)(t+Re s)m+2|
≤ 2piε
(
2n(n− 1)
(n− 2)2 +O(T
−ν)
)
‖σ1‖m + ε2M2,
with ν > 0. Therefore, using Lemma 3.7 we obtain
‖B−1 ◦ F(σ)‖m = ‖(B−11 F1(σ),B−12 F2(σ))‖m
= L‖B−11 F1(σ1, σ2)‖m + ‖B−12 F2(σ1, σ2)‖m+1
≤ L‖F1‖m+1 1 + 4ε2mpiε + ‖F2‖m+2
1 + 4ε
2(m+ 1)piε
≤ L‖σ2‖m+1 n− 22n− 2 +
(
2n(n− 1)
(3n− 4)(n− 2) +O(T
−ν)
)
‖σ1‖m
+O(ε)
≤ L n− 2
2n− 2‖σ2‖m+1 +
2n2
(3n− 4)(n− 2)‖σ1‖m +O(ε)(3.32)
if T is big, in particular O(T−ν) ≤ 2n(3n−4)(n−2) . We introduce
a =
2(n− 1)
n− 2
b =
2n2
(3n− 4)(n− 2) .
We observe that since a > b and L = (a + b)/2 we have b < L < a. Thus,
1 − La−1and L − b are positive numbers. Moreover if we introduce the constant
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K = 2aa−b > 2 we have that
L− b = a− b
2
>
L
K
1− La−1 = a− b
2a
=
1
K
.
Therefore, we can bound (3.32) as follows
La−1‖σ2‖m+1 + b‖σ1‖m +O(ε) ≤ (‖σ2‖m+1 + L‖σ1‖m)(1− 1
K
) +O(ε)
≤
(
1− 1
K
)
r +O(ε)
< r
if ε is small enough.
Now, we prove that B−1 ◦F is a contraction. Let σ = (σ1, σ2) ∈ B(r,m,m+1)
and σ¯ = (σ¯1, σ¯2) ∈ B(r,m,m+ 1). From (3.27) it is easy to see that
‖H(σ)−H(σ¯)‖m ≤ C‖σ − σ¯‖m
for some constant C > 0 . Thus, by definition (3.28) of F , we obtain, doing similar
estimations as above
‖B−1 ◦ F(σ1, σ2)− B−1 ◦ F(σ¯1, σ¯2)‖m
≤ L n− 2
2n− 2‖σ2 − σ¯2‖m+1 +
2n2
(3n− 4)(n− 2)‖σ1 − σ¯1‖m + εC‖σ − σ¯‖m
≤
(
1− 1
2K
)
‖σ − σ¯‖m
if ε is small enough.
Then, applying the fixed point theorem we obtain the existence and uniqueness
of a fixed point (σ1, σ2) ∈ B(r,m,m+ 1). This ends the proof of the lemma. ¤
Now we can finish the proof of Theorem 3.1.
End of the proof of Theorem 3.1. The parameterization of the local sta-
ble manifold so far obtained needs not to be a solution of equation (3.1) with re-
spect to t. To have a parameterization which is a solution with respect to t we take
t0 = T − 2piε, with T − 2piε satisfying the previous results and we define
χsµ,ε(t, s) = ϕµ,ε(t, t0, γ˜
s
µ,ε(t0, s)), t > T − 2piε, Re s > −2piε, | Im s| ≤ τ,
where here ϕµ,ε(t, t0, x, y) is the general solution of equation (3.1).
For t > T − 2piε,Re s > −2piε we have
χsµ,ε(t, s+ 2piε) = ϕµ,ε(t, t0, γ˜
s
µ,ε(t0, s+ 2piε)) = ϕµ,ε(t, t0, γ˜
s
µ,ε(t0 + 2piε, s))
= ϕµ,ε(t+ 2piε, t0 + 2piε, ϕµ,ε(t0 + 2piε, t0, γ˜sµ,ε(t0, s)))
= ϕµ,ε(t+ 2piε, t0, γ˜sµ,ε(t0, s))
= χsµ,ε(t+ 2piε, s).
This relation permits to extend χsµ,ε to D
s. The extension is a solution of equation
(3.1) with respect to t and is analytic with respect to s, and clearly satisfies 2).
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Now we will check that for (t, s) ∈ Ds, χsµ,ε(t, s) = γ0(t+ s)+µεp+2r(t, s) with
r(t, s) = O( 1|t+Re s|2/(n−2) ). Indeed, let k ∈ Z such that |t− 2piεk − T | < 2piε.
χsµ,ε(t, s+ 2piε) = ϕµ,ε(t− 2piεk, T − 2piεk, γ˜sµ,ε(T, s))
= ϕµ,ε(t− 2piεk, T − 2piεk, ϕµ,ε(T − 2piεk, T, γ˜sµ,ε(T + 2piεk, s)))
= ϕµ,ε(t− 2piεk, T, γ˜sµ,ε(T + 2piεk, s))
= φµ,ε(t− 2piεk, T, γ˜sµ,ε(T + 2piεk, s)) + µεp+4O((γ˜sµ,ε)2n−3)
= φµ,ε(t− 2piεk, T, γˆ(T + 2piεk + s)) + µεp+2O(σ) + µεp+4((γ˜sµ,ε)2n−3)
= γˆ(t+ s) + µεp+2O
( 1
|t+Re s|(2n−2)/(n−2)
)
= γ0(t+ s) + µεp+2O
( 1
|t+Re s|2/(n−2)
)
.
Going back to the original variables we obtain the result we have stated in Theorem
3.1. Indeed, by Proposition 3.1 the change C has the form
(x, y) = C(x¯, y¯, t/ε) = (x¯, y¯) + µεp+1G(x¯, y¯, t/ε) +O(µεp+2).
Finally we take
γsµ,ε(t, s) = C(χsµ,ε(t, s), t/ε)
= χsµ,ε(t, s) + µε
p+1G(χsµ,ε(t, s), t/ε) + µε
p+2O(χsµ,ε(t, s)
k−1)
= γ0(t+ s) + µεp+1G(γ0(t+ s), t/ε) +O(µεp+2).
We observe that γsµ,ε is defined for all (t, s) ∈ Ds, and that conclusion 2) follows
because the change C is 2piε-periodic in t. ¤
4. Flow box coordinates
4.1. Introduction
In this chapter we prove the existence of flow box coordinates of a quasi inte-
grable system under general hypotheses, in a neighborhood of the stable manifold
of the unperturbed system, which does not contain the origin and it is indepen-
dent of the parameters µ and ε. A similar result is in [Ge2]. There, the flow box
coordinates are found implicitly using the variational equations in a neighborhood
of the stable manifold. Our proof gives these coordinates in an explicit way and
gives a careful estimate of the distance between the change of coordinates in the
unperturbed case and the change in the perturbed one, using variational equations
with respect to the parameter µ.
In [DS2] [DS1] the authors use flow-box coordinates defined near a hyperbolic
fixed point. To construct such coordinates they use the Birkhoff Normal Form in
an essential way. Also, in [DG], the authors construct flow box coordinates near a
n-dimensional hyperbolic invariant tori, but only in real domains.
We begin by introducing notation and the hypotheses H1 and H2 we will as-
sume in this chapter. With these hypotheses we will prove a result on the existence
of flow box coordinates: Theorem 4.1. Then, the application of this theorem to
equation (1.1) of Chapter 1 gives Theorem 4.2, in which the result is obtained
applying Theorem 4.1, not directly to (1.1) but to the averaged equation.
To prove Theorem 4.1 first, in Section 4.3, we translate the stable manifold to
the first axis of coordinates and in these coordinates, for the unperturbed system,
we construct explicitly the flow box coordinates, just integrating the equation and
using that the system is Hamiltonian.
To construct the flow box coordinates for the general system in a neighborhood
of (a part of) the stable manifold, we use a special parameterization of the solutions
of the equation. We parameterize the solutions, z(t, s, Y ) with two parameters
(t, s) ∈ R× C in such a way that t ∈ R is a time parameter, Y ∈ C and
z(t+ 2piε, s, Y ) = z(t, s+ 2piε, Y )
in a suitable domain. To obtain this we use a technique designed by Lazutkin to
do a controlled analytic continuation. This is done in Subsections 4.5.2 and 4.5.3.
From this parameterization we easily obtain another parameterization of the form
w(t+ s, t/ε, Y ),
that is, we separate in some way the slow time t+ s and the fast time t/ε.
Next we find a first flow box coordinates (T ,Y) from the condition
w(T (x, v, θ), θ,Y(x, v, θ)) = (x, v)
using the scheme of the proof of the implicit function theorem. We obtain them
close to the analogous ones we have calculated in the non perturbed case. Then
easily we pass to new flow box coordinates (T ,F) with F close to the energy variable
(the Hamiltonian).
Finally, using the Hamiltonian character of the equations, we slightly modify
these coordinates to make them canonical.
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4.2. Definitions and main result
We consider Hamiltonian systems of the form
H(x, y, t/ε) = H0(x, y) + µεqH1(x, y, t/ε, µ, ε)
where
H0(x, y) =
y2
2
+ V (x).
Remark 4.1. Since we will apply the result of existence of flow box coordinates
to an averaged system, here q and H1 mean a generic exponent and a generic
Hamiltonian respectively which (in general) do not coincide with p and h1 introduced
in Chapter 1.
The associated equations of the Hamiltonian H are
x˙ = y + µεq∂yH1(x, y, t/ε, µ, ε)(4.1)
y˙ = −V ′(x)− µεq∂xH1(x, y, t/ε, µ, ε).
For w = (w1, w2) ∈ C2, we define
‖w‖ = max{|w1|, |w2|}.
We will assume the following hypotheses
H1 The potential V is an analytic function in {x ∈ C : |x| < ρ0}, V (x) =
anx
n + . . . with an < 0, n ∈ N and n ≥ 3.
H2 H1(x, y, θ, ε, µ) is C0, 2pi-periodic in θ and analytic in the x, y, µ variables.
The variables (x, y, µ) belong to
{(x, y) ∈ C2 : ‖(x, y)‖ < ρ0} × {µ ∈ C : |µ| < µ0},
θ ∈ R and 0 < ε < ε0. Moreover H1(x, y, θ, ε, µ) = O(‖(x, y)‖k) with
k ≥ 2.
In the applications of the results of this chapter, k will be always greater of
equal than n− 1.
For the unperturbed system, the origin has a stable manifold which can be
represented as the graph of the function
f(x) = −
√
−2V (x).
We observe that f is analytic in
Ω(ρ0, pi) = {x ∈ C : |x| < ρ0} \ {Rex ≤ 0, Imx = 0}.
Remark 4.2. By Proposition 2.2 (Chapter 2), the unperturbed system (µ = 0)
has a parameterization of the stable manifold defined in
{u ∈ C : |u| ≥ T , | arg u| < pi}
which we denote by γ0(u) = (α0(u), β0(u)).
In the next definition we fix some parameters.
Definition 4.1. Let C0 and C1 be such that
C0|x|β ≤ |f(x)| ≤ C1|x|β
for all x ∈ Ω(ρ0, pi) where β = n/2.
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Let κ0 ∈ R be as in Proposition 2.5. We take δ0 = α0(κ0). We recall that to
take κ0 bigger implies to take δ0 smaller. Given δ′0 > 0 such that δ
′
0 < δ0, we define
r0 =
1
2
(
− C1δβ0 +
√
C21δ
2β
0 + C
2
0 (δ
′
0)2β
)
.
In the following we take δ′0 (and consequently r0) small enough.
For κ−1 > κ0, κ
+
1 > κ
−
1 , κ2 > 0, κ3 > 0 such that κ
−
1 − κ3 > κ0 and 0 < r < r0,
we define the open sets
D0(κ±1 , κ2, κ3) = {s ∈ C : κ−1 − κ3 < Re s < κ+1 + κ3, | Im s| < κ2 + κ3}
D∗(κ±1 , κ2, κ3) = α0(D0(κ
±
1 , κ2, κ3))
V0(κ±1 , κ2, κ3, r) = {(x, y) ∈ C2 : x ∈ D∗(κ±1 , κ2, κ3), |y − f(x)| < r}
and
V (κ±1 , κ2, κ3, r) = {(x, y, θ) ∈ C2 × R : (x, y) ∈ V0(κ±1 , κ2, κ3, r)}.
In the following we will consider some changes of variables depending on (x, y, θ),
and we will refer to them as canonical changes, meaning that are canonical as a
function of (x, y) with θ fixed.
The main result of this Chapter is:
Theorem 4.1. (Flow box coordinates). Let κ−1 > 2κ0. If hypotheses H1, H2
hold, for any κ+1 > κ
−
1 and κ2 > 0 there exists r > 0 and a canonical change of
variables
(x, y, θ = t/ε) ∈ V (κ±1 , κ2, 0, r) 7→ (T, I, θ) = (T 1(x, y, θ), I1(x, y, θ), θ) ∈ V
of class C1, 2pi-periodic in θ and analytic in the x, y variables, such that it trans-
forms system (4.1) to
T˙ = 1
I˙ = 0
and satisfies
T 1(x, y, θ) = T0(x, y) +O(µεq), I1(x, y, θ) = I0(x, y) +O(µεq),
where the change (x, y) 7→ (T0(x, y), I0(x, y)) is the corresponding change for the
unperturbed system. Moreover the change is continuous in (x, y, θ, µ, ε) and analytic
in (x, y, µ).
To study the splitting of separatrices we will use the next theorem which is a
specialized version of Theorem 4.1 when we apply it to a system of the form
x′ = y + µεp+3∂yF2n−2 + µ2εp+2∂yR2k−2
y′ = −V ′(x)− µεp+3∂xF2n−2 − µ2εp+2∂xR2k−2
which comes from system (1.1) of Chapter 1 by the averaging procedure described
in Chapter 3. If system (1.1) satisfies hypothesesHP1-HP4, the results of Chapter
3 apply and we have that the stable manifold exists and can be parameterized by
γsµ,ε(t, s).
Next theorem gives a new flow box coordinates and additional information over
the values of these flow box coordinates on the stable manifold γsµ,ε(t, s). Let C be
the change which transforms system (1.1) of Chapter 1 to the averaged system
which is given in Proposition 3.1.
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Theorem 4.2. Given κ−1 > 2κ0, κ
+
1 > κ
−
1 and κ2 > a, there exist r > 0 and a
canonical change of variables
(x, y, θ = t/ε) ∈ C(V (κ±1 , κ2, 0, r)) 7→ (S,E, θ) = (S(x, y, θ), E(x, y, θ), θ) ∈ V1
of class C1, 2pi-periodic in θ and analytic in the x, y variables, such that it trans-
forms system (1.1) of Chapter 1 to
S˙ = 1
E˙ = 0
and satisfies
S(x, y, θ) = S0(x, y) +O(µεp+1), E(x, y, θ) = E0(x, y) +O(µεp+1)
where (x, y) 7→ (S0(x, y), E0(x, y)) is the corresponding change when µ = 0. In fact
E0(x, y) = h0(x, y).
Moreover, given T ≥ 0 big enough there exist κ−1 > 2κ0, κ+1 > κ−1 and κ2 > a
such that for all (t, s) such that T ≤ |t+Re s| ≤ 2T and | Im s| < a, the parameter-
ization γsµ,ε(t, s) of the local stable manifold given in Chapter 3 satisfies
γsµ,ε(t, s) ∈ C(V (κ±1 , κ2, 0, r))
and, for any t0 ∈ R
S(γsµ,ε(t, s), t/ε) = t− t0 + s+ µεp+1X (s) and E(γsµ,ε(t, s), t/ε) = 0
and X (s0) = 0 for some s0, which we can choose freely, depending on initial con-
ditions on the stable curve. Moreover X (s) is analytic and 2piε-periodic.
In addition the change (x, y, θ) 7→ (S,E, θ) is continuous in (x, y, θ, µ, ε) and
analytic in (x, y, µ).
Remark 4.3. To fix ideas we consider only the parabolic case, which is the
object of this memoir, but the proof also would be adapted to the hyperbolic case,
with some small changes.
In this chapter, at some places, we omit the dependence on µ and ε which is
assumed that it is analytical and continuous respectively.
4.3. A preliminary change of variables
Since the stable manifold of the unperturbed system can be expressed as the
graph of an analytic function, we can easily move it to the x-axis.
For any κ−1 > 2κ0, κ
+
1 > κ
−
1 , κ2 > 0 and κ3 > 0 such that κ
−
1 − 3κ3 > κ0 and
r ≤ r0, we define the sets
U0(κ±1 , κ2, κ3, r) =
{
(x, v) ∈ C2 : x ∈ D∗(κ±1 , κ2, κ3, r), |v| < r
}
and
U(κ±1 , κ2, κ3, r) =
{
(x, v, θ) ∈ C2 × R : (x, v) ∈ U0(κ±1 , κ2, κ3, r)
}
.
We perform the change of variables C : V (κ±1 , κ2, 3κ3, r0)→ C2×R defined by
(x, y, θ) 7→ (x, v = y − f(x), θ).(4.2)
This change is canonical. It maps V (κ±1 , κ2, 3κ3, r0) onto U(κ
±
1 , κ2, 3κ3, r0).
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We note that, in general, we can not extend C in such a way that it is analytic
at x = 0 because f is not analytic at 0. The equations in these new variables are
x˙ = v + f(x) + µεq g˜1(x, v, θ)
v˙ = −vf ′(x) + µεq g˜2(x, v, θ)(4.3)
θ˙ = 1/ε
where
g˜1(x, v, θ) = ∂yH1(x, v + f(x), θ)
g˜2(x, v, θ) = −∂xH1(x, v + f(x), θ)− f ′(x)∂yH1(x, v + f(x), θ).
We denote by X : U(κ±1 , κ2, 3κ3, r0)→ C2×R, the vector field X = X0+µεqX1
with
X0 =
 v + f(x)−vf ′(x)
1/ε
 and X1 =
 g˜1(x, v, θ)g˜2(x, v, θ)
0
 .
Along this section, K will denote a generic constant independent of µ, ε.
Some preliminary bounds of the vector field X are necessary.
Lemma 4.1. We have that
1) For all (x, v) ∈ U0(κ±1 , κ2, 3κ3, r0) and h ∈ R2 so small that the segment
(x, v), (x, v) + h ∈ U0(κ±1 , κ2, 3κ3, r0),
‖X1(x+ h1, v + h2)−X1(x, v)‖ ≤ Kδk−20 ‖h‖
and
‖X0(x+ h1, v + h2)−X0(x, v)−DX0(x, v)h‖ ≤ K‖h‖2
where K depends on the domain U0(κ±1 , κ2, 3κ3, r0).
2) There exists a constant K such that for all (x, v, θ) ∈ U(κ±1 , κ2, 3κ3, r0)
‖X1(x, v, θ)‖ ≤ K‖(x, v)‖k−1.
Proof. The proof is straightforward. It is only necessary to use that if
x ∈ U(κ±1 , κ2, 3κ3, r0), then |x| ≤ 2δ0, that f(x) = −
√−2V (x) = O(xn/2), that
H1(x, y, θ) is a function of order k and finally, we use that the origin does not belong
to the domain U(κ±1 , κ2, 3κ3, r0). The condition on the segment, permits to apply
the mean value theorem. ¤
4.4. The unperturbed case
When µ = 0, system (4.3) is Hamiltonian with Hamiltonian
F0(x, v) = v
2
2
+ vf(x).(4.4)
Then for any initial condition z0 = (x0, v0, θ0) the corresponding solution is con-
tained in the curve
v = −f(x)±
√
f2(x) + 2F0(x0, v0)
when one has to choose the sign in such a way that the relation is satisfied by the
initial condition. From system (4.3) it is clear that
x˙ = ±
√
(v0)2 + 2v0f(x0)− 2V (x).(4.5)
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Let ψ0(t, x, v) be the flow of the unperturbed Hamiltonian system and let δ be such
that
α0(κ+1 ) < δ < α0(κ
−
1 ).
From now on δ will be fixed. Integrating equation (4.5) we find the time (in general
complex time) to arrive from (x∗, v∗) to (x, v) where x∗ = δ and v∗ is determined
by the energy conservation. In this way we get that the functions T0(x, v), Y0(x, v)
defined in U0(κ±1 , κ2, 3κ3, r0) by
T0(x, v) = −
∫ δ
x
ds√
2F0(x, v)− 2V (s)
(4.6)
Y0(x, v) = −f(δ) +
√
f2(δ) + 2F0(x, v)(4.7)
are such that ψ0(T0(x, v), δ,Y0(x, v)) = (x, v). We choose the sign minus in (4.5),
because it is obvious that, in the real case and over the stable manifold, x(t) must
decrease as t goes to +∞. In the coordinates
(T, Y ) = (T0(x, v),Y0(x, v))
the equations of the unperturbed system become:
T˙ = 1
Y˙ = 0.
Also we can consider the change
(x, v) ∈ U0(κ±1 , κ2, 3κ3, r0) 7→ (T0(x, v),F0(x, v)) ∈ V,
where F0 is the Hamiltonian. The equations in the coordinates
(T, F ) = (T0(x, v),F0(x, v))
also are
T˙ = 1
F˙ = 0.
This second change is canonical, i.e. ∂xT0∂vF0 − ∂vT0∂xF0 = 1.
4.5. Flow box coordinates in a complex domain
4.5.1. Introduction and definitions. Let z0(u, Y ) be the solution of the
unperturbed Hamiltonian system F0, given in (4.4) such that z0(0, Y ) = (δ, Y ).
When Y = 0, z0(u, 0) parameterizes a piece of the stable manifold near (x, v) =
(δ, 0). Therefore, writing z0 = (x0, v0), there exists τ ∈ R such that
x0(u, 0) = α0(u+ τ) =
c
(u+ τ)p
+O(|u+ τ |−ν), p = 2/(n− 2), ν > 0.(4.8)
Note that δ = α0(τ). The condition δ < α0(τ−1 ) means that τ > κ
−
1 .
For any τ±1 , τ2, τ3 and r1 < r0, we define the sets
D(τ±1 , τ2, τ3) = {(t, s) ∈ R× C : s, t+ s ∈ D0(τ±1 , τ2, τ3) and |t| < 4piε}
W (r1) = {Y ∈ C : |Y | < r1}.
We observe that, if (t, s) ∈ D(τ±1 , τ2, τ3) the segment (0, s), (t, s) is contained in
D(τ±1 , τ2, τ3).
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Lemma 4.2. Let κ−1 > 2κ0 and κ2 > 0. Then, given κ
+
1 > κ
−
1 and κ3 > 0
such that κ−1 − 3κ3 > κ0, there exists r ≤ r1 < r0/2 such that the image of
∆ = D0(κ±1 − τ, κ2, κ3)×W (r1) by z0 contains
U0(κ±1 , κ2, 0, r)
and is contained in
U0(κ±1 , κ2, 2κ3, r0/2).
Proof. By (4.8), the image of D0(κ±1 − τ, κ2, 0)×{0} by z0 is U0(κ±1 , κ2, 0, 0).
By continuity of z0 it follows that if r˜1 > 0 is small enough, the x component of
the image of ∆ by z0 contains D∗(κ±1 , κ2, 0) and is contained in D
∗(κ±1 , κ2, 2κ3).
On the other hand the solutions z0(u, Y ) = (x(u, Y ), v(u, Y )) stay in the energy
level F0(z(0, Y )) = Y 2/2 + Y f(δ). Therefore,
v(u, Y ) = −f(x(u, Y )) +
√
Y 2 + 2Y f(δ) + f2(x(u, Y ))
and hence, while x(u, Y ) belongs to D∗(κ±1 , κ2, 2κ3),
K1|Y | ≤ |v(u, Y )| ≤ K2|Y |
and thus there exists r, r1 ≤ r˜1 satisfying the stated properties. ¤
Our goal is to find flow box coordinates in U(κ±1 , κ2, 0, r). We will find the
solutions of equations (4.3) parameterized in the form
(z(t, s, Y ), t/ε)
with
z(t, s, Y ) = z0(t+ s, Y ) + µεqz1(t, s, Y ),
z(0, 0, Y ) = (δ, Y ) and the additional property
z(t+ 2piε, s, Y ) = z(t, s+ 2piε, Y ).
This relation permits to give a dynamical interpretation of the parameter s: the
iterations of the Poincare´ map simply consists in increasing the variable s by 2piε.
To get the solutions in this form we will rewrite (4.3) in the form
z˙ = A(t+ s)z + b(z)(t, s)
θ˙ = 1/ε
and we will apply the fixed point theorem to a suitable operator in a Banach space.
To construct this operator we will need another operator which we call increment
operator. This operator was introduced by Lazutkin in [La2].
Next, we will prove that, as in the unperturbed case, the solutions with initial
condition in U(κ±1 , κ2, 0, r) arrive at x = δ. Then we will prove that the flow can
be straightened in U(κ±1 , κ2, 0, r).
Finally, we will construct another change in order to get that the composition
of changes is canonical.
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4.5.2. Increment operator and analytic continuation. Let h, τ±1 , τ2 and
D0 = D0(τ±1 , τ2, 0) and W = W (r1) as in the previous subsection. We define D in
a slightly more general way:
D = D(h, τ±1 , τ2)
= {(t, s) ∈ R× C : |t| < 2h, τ−1 < Re s, t+Re s < τ+1 , | Im s| < τ2}.
We consider the equation
z˙ = A(t+ s)z + b(t, s, Y )(4.9)
(here · denotes derivative with respect to t), where A(u) is a 2 × 2 matrix whose
elements are analytic in D0 = D0(τ±1 , τ2, 0) and continuous in D0. The function
b : D×W → C2 is continuous and, for any t such that |t| ≤ 2h, b(t, ., .) is analytic.
We assume that b verifies
b(t+ h, s, Y ) = b(t, s+ h, Y )(4.10)
and we look for solutions z(t, s, Y ) of (4.9) analytic with respect to s and Y , and
satisfying
z(t+ h, s, Y ) = z(t, s+ h, Y ).
Let M(u) be a fundamental matrix of the homogeneous equation
d
du
ζ = A(u)ζ.
By the general theory of linear equations, M is analytic in D0 and there exists a
constant CM such that
|M(u)| ≤ CM , |M−1(u)| ≤ CM , u ∈ D0.(4.11)
By the variation of parameters method, the solutions of (4.9) can be expressed as
z(t, s, Y ) =M(t+ s)
[
M−1(s)c(s, Y ) +
∫ t
0
M−1(ξ + s)b(ξ, s, Y ) dξ
]
(4.12)
where c(s, Y ) is an arbitrary function. Therefore, if the function c(s, Y ) is analytic
in D0 × W , z(t, s, Y ) given in (4.12) is continuous in D × W and analytic with
respect to (s, Y ).
We write
z(t+ h, s, Y ) =M(t+ h+ s)
[
M−1(s)c(s, Y ) +
∫ t+h
0
M−1(ξ + s)b(ξ, s, Y ) dξ
]
.
Also
z(t, s+ h, Y ) = M(t+ s+ h)
[
M−1(s+ h)c(s+ h, Y )
+
∫ t
0
M−1(ξ + s+ h)b(ξ, s+ h, Y ) dξ
]
= M(t+ s+ h)
[
M−1(s+ h)c(s+ h, Y )
+
∫ t+h
h
M−1(ξ + s)b(ξ, s, Y ) dξ
]
where we have made the obvious change of variables in the integral, and we have
used (4.10).
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We introduce the auxiliary function f(s, Y ) =M−1(s)c(s, Y ). We have that
z(t+ h, s, Y ) = z(t, s+ h, Y )
if and only if
f(s, Y )− f(s+ h, Y ) = −
∫ h
0
M−1(ξ + s)b(ξ, s, Y ) dξ.
Therefore, it is natural to study the operator
4hf(s, Y ) = f(s+ h, Y )− f(s, Y ).
We want to find analytic solutions of the equation
4hf(s, Y ) = g(s, Y ), s, s+ h ∈ D0, Y ∈W(4.13)
where g is analytic in D0 ×W and continuous in D0 ×W .
We define the auxiliary open sets
D−0 = {s ∈ C : Re s < τ+1 , | Im s| < τ2}
and
D+0 = {s ∈ C : τ−1 < Re s, | Im s| < τ2}.
It is clear that D0 = D+0 ∩ D−0 . For any open set Ω ⊂ C, we define the function
space
A(Ω,W ) = {H : Ω×W → C : H is analytic in Ω×W and continuous in Ω×W}.
The main idea of what was developed by Lazutkin in [La2] is the following. Con-
struct two analytic functions g+ ∈ A(D+0 ,W ) and g− ∈ A(D−0 ,W ) such that
g = g+ + g− in D0 ×W .(4.14)
Then, because of the linearity of equation (4.13), the problem of finding the function
f can be reduced to two simpler problems: to find two functions f+ and f− of
A(D+0 ,W ) and A(D−0 ,W ) respectively such that
4hf± = g±.
Therefore, since the operator 4h is linear, the function
f = f+ + f−,
which is defined in (D+0 ×W ) ∩ (D−0 ×W ) = D0 ×W , satisfies the equation:
4hf(s, Y ) = 4hf+(s, Y ) +4hf−(s, Y ) = g+(s, Y ) + g−(s, Y ) = g(s, Y )
if s, s+ h ∈ D0, Y ∈W .
To follow the previous program the first thing we must do is to construct
functions g±, defined in the corresponding extended domain and verifying (4.14).
This is done by using the next lemma which also provides useful bounds of the
norm of g± in terms of the norm of g.
Lemma 4.3. Let χ : C −→ C be a Lipschitz bounded function such that
suppχ = {ξ ∈ C : Re ξ ≤ σ}.
Let
Ω = {ξ ∈ C : s1 < Re ξ < s2, | Im ξ| < τ2},
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with s1 ∈ R, s1 < σ and s2 ∈ [σ,∞) ∪ {∞}. Let Ω∗ = Ω ∩
◦
suppχ (small circle
denotes topological interior) and let g ∈ A(Ω∗,W ). We define
h(ξ, η) =
1
2pii
∫
∂Ω∩suppχ
χ(ζ)
ζ − ξ g(ζ, η) dζ =
1
2pii
∫
∂Ω∗
χ(ζ)
ζ − ξ g(ζ, η) dζ.
Then
1) h is analytic on Ω×W ,
2) h extends continuously to Ω×W ,
3) if (ξ0, η0) ∈ (∂Ω ∩ suppχ)×W
lim
(ξ0,η0)
h(ξ, η) = χ(ξ0)g(ξ0, η0) +
1
2pii
∫
∂Ω∗
χ(ζ)− χ(ξ0)
ζ − ξ0 g(ζ, η0) dζ,
and if (ξ0, η0) ∈ (∂Ω ∩ (suppχ)c)×W
lim
(ξ0,η0)
h(ξ, η) =
1
2pii
∫
∂Ω∗
χ(ζ)− χ(ξ0)
ζ − ξ0 g(ζ, η) dζ,
4) if (ξ, η) ∈ Ω×K, where K is a compact subset of W we have
|h(ξ, η)| ≤
(
‖χ‖+ 1
2pi
Lipχ length(∂Ω∗)
)
‖g‖K
where ‖χ‖ = sup{|χ(ξ)| : ξ ∈ C} and ‖g‖K = sup{|g(ξ, η)| : (ξ, η) ∈
∂Ω∗ ×K}.
The same results hold in the case suppχ = {ξ ∈ C; Re ξ ≥ σ}, s1 ∈ {−∞} ∪
(−∞, σ], s2 ∈ R, s2 > σ.
Remark 4.4. We observe that, in order to apply this result, we only need that
the function g to be analytic in a bounded complex rectangle.
This Lemma is a parameter (with respect to η) version of a lemma by Lazutkin
in [La2]. The proof of the present version of the lemma can be found in [Fo3]. Using
the previous technical lemma, we will construct a right inverse of the operator 4h.
Lemma 4.4. Let D0 = D0(τ±1 , τ2, 0). Then there is a continuous operator
4−1h : A(D0,W )→ A(D0,W )
such that given g ∈ A(D0,W ), f = 4−1h g is a solution of the equation
f(s+ h, Y )− f(s, Y ) = g(s, Y ) for s, s+ h ∈ D0, Y ∈W(4.15)
and its operator norm verifies ‖4−1h ‖ ≤ CD0eh/τ2h−1, where the constant CD0 only
depends on the size of the domain D0.
Proof. Let χ : R→[0, 1], be the Lipschitz function defined by
χ(u) =

1 if u ≤ τ−1
1− u−τ−1
τ+1 −τ−1
if τ−1 < u < τ
+
1
0 if u ≥ τ+1 .
Let χ+(s) = χ(Re s) and χ−(s) = 1− χ+(s), defined in C. We observe that
suppχ+ = {s ∈ C : Re s ≤ τ+1 }
and
suppχ− = {s ∈ C : Re s ≥ τ−1 }.
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Moreover it is clear that D0 = D+0 ∩
◦
suppχ+ and D0 = D−0 ∩
◦
suppχ−. Let
ρ = τ−12 and g ∈ A(D0,W ). By Lemma 4.3, the functions
g±(s, Y ) =
1
2pii
1
cosh(ρs)
∫
∂D0
χ±(ξ) cosh(ρξ)
ξ − s g(ξ, Y ) dξ
belong to A(D±0 ,W ) respectively. Moreover, by 4) of Lemma 4.3, we have
|g±(s, Y )| ≤ [‖χ±‖+ 12pi Lipχ± length(∂D0)]
‖g‖
| cosh(ρs)| maxξ∈∂D0 | cosh(ρξ)|
≤ CD0‖g‖
1
| cosh(ρs)| for (s, Y ) ∈ D
±
0 ×W(4.16)
where ‖g‖ means supD0×W |g(s, Y )|.
Now we construct the inverse of 4h. Given (s, Y ) ∈ D+0 ×W , we define
f+(s, Y ) = −
∑
k≥0
g+(s+ kh, Y ).
A direct substitution shows that f+ satisfies (4.15) in D+0 ×W . In the same way,
if (s, Y ) ∈ D−0 ×W ,
f−(s, Y ) =
∑
k≥1
g−(s− kh, Y )
satisfies (4.15) in D−0 ×W .
Until the end of the proof, CD0 will be a generic constant which may take differ-
ent values in different formulas but only depends on D0 and τ1 = max{|τ+1 |, |τ−1 |}.
These series are convergent. Indeed, from (4.16) we have, for (s, Y ) ∈ D+0 ×W
|f+(s, Y )| ≤
∑
k≥0
|g+(s+ kh, Y )| ≤ CD0‖g‖
∑
k≥0
1
| cosh(ρ(s+ kh))|
≤ CD0‖g‖
∑
k≥0
1
cosh(ρ(Re s+ kh))| cos(ρ Im s)|
≤ CD0‖g‖
2
cos(1)
e−ρRe s
∑
k≥0
e−ρhk
≤ CD0‖g‖
1
1− e−ρh e
−ρRe s
≤ CD0‖g‖h−1eρhe−ρRe s.
In the same way we obtain, for (s, Y ) ∈ D−0 ×W
|f−(s, Y )| ≤ CD0‖g‖h−1eρheρRe s.
Now we consider the function f : D0×W → C, defined by f = f++ f−. It is clear
that
4hf(s, Y ) = 4hf+(s, Y ) +4hf−(s, Y ) = g+(s, Y ) + g−(s, Y ) = g(s, Y )
for s, s+ h ∈ D0, Y ∈W . Moreover, since ρ = τ−12 , on D0 ×W ,
|f(s, Y )| ≤ CD0‖g‖h−1e(τ1+h)/τ2 = CD0‖g‖h−1eh/τ2 .
Then the f so constructed solves (4.15). ¤
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4.5.3. A useful parameterization of the solutions of system (4.3). In
this subsection we give a good parameterization of a set of solutions passing through
x = δ, of the system associated to the vector field X. We introduce an additional
parameter, s ∈ C, to be able to reach {x = δ} and to obtain useful properties of
the parameterization.
We recall that we denote by z0(u, Y ) the solution of the unperturbed system
x˙ = v + f(x)
v˙ = −vf ′(x)
such that z0(0, Y ) = (δ, Y ). In a similar way as in Lemma 4.2 we can prove that the
image by z0 of ∆1 = D0(κ±1 −τ, κ2, 3κ3)×W (2r1) is contained in U0(κ±1 , κ2, 3κ3, r0)
(we recall that r1 < r0/2). Moreover, z0 is analytic on ∆1 and continuous on its
boundary. Therefore, since the vector field X0 is analytic on U0(κ±1 , κ2, 3κ3, r0), a
fundamental matrix M(u) of the system
d
du
z = DX0(z0(u, Y ))z
is analytic on D0(κ±1 − τ, κ2, 2κ3) and continuous on its boundary. Moreover as we
pointed out in (4.11), M(u) and M−1(u) are bounded in D0(κ±1 − τ, κ2, 2κ3).
Now we present the parameterization of the solutions of system (4.3).
Proposition 4.1. If ε and µ are small enough then a set of solutions of equa-
tion (4.3) can be expressed as parameterized curves
(z(t, s, Y ), t/ε) = (x(t, s, Y ), v(t, s, Y ), t/ε)
with (t, s, Y ) ∈ U˜ defined by
U˜ = D(κ±1 − τ, κ2, 2κ3)×W (2r1),
satisfying the following properties:
1) t 7→ z(t, s, Y ) is a solution of system (4.3).
2) z(t, s, Y ) is C1 and analytic in (s, Y ).
3) z(t+ 2piε, s, Y ) = z(t, s+ 2piε, Y ).
4) The solution of system (4.3) is of the form
z(t, s, Y ) = z0(t+ s, Y ) + µεqz1(t, s, Y )
with
sup
U˜
|z1(t, s, Y )| ≤ K.
5) For all Y ∈W (2r1), z(0, 0, Y ) = (δ, Y ).
Proof. If
(z(t, s, Y ), t/ε) = (z0(t+ s, Y ) + µεqz1(t, s, Y ), t/ε)
is a solution of equation (4.3), where z0 is a solution of the unperturbed equation,
it is clear that
z˙1 = DX0(z0(t+ s, Y ))z1 + b(z1)(t, s, Y )(4.17)
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with
b(z1)(t, s, Y ) =
1
µεq
[
X0(z(t, s, Y ))−X0(z0(t+ s, Y ))
−µεqDX0(z0(t+ s, Y ))z1(t, s, Y )
]
+X1(z(t, s, Y ), t/ε).(4.18)
Thus, z1 is a solution of (4.17) if and only if
z1(t, s, Y ) =M(t+ s)
[
M−1(s)c(s, Y ) +
∫ t
0
M−1(σ + s)b(z1)(σ, s, Y ) dσ
]
(4.19)
where M(u) is a fundamental matrix of the homogeneous system. At this point
c(s, Y ) is an arbitrary function. We choose the function c(s, Y ) as follows. We
consider
g(z1)(s, Y ) = −
∫ 2piε
0
M−1(σ + s)b(z1)(σ, s, Y ) dσ(4.20)
and we take
c(z1)(s, Y ) ≡ c(s, Y ) =M(s)4−12piεg(z1)(s, Y )(4.21)
where 4−12piε is the operator defined in Lemma 4.4. This choice of c(s, Y ) is the one
which will permit us to check that an operator to be defined below is well defined
in its domain.
We define Σ to be the space of functions z1 : U˜ → C2 such that z1 ∈ Σ if and
only if z1 satisfies
(a) z1(t, s, Y ) is C0 and analytic on (s, Y ).
(b) For all (t, s, Y ) ∈ U˜ such that (t + 2piε, s) ∈ D(κ±1 − τ, κ2, 2κ3), we have
that
z1(t+ 2piε, s, Y ) = z1(t, s+ 2piε, Y ).
(c) ‖z1‖ = supU˜ |z1(t, s, Y )| < +∞.
We endow Σ with the supremum norm and it becomes a Banach space. For
any ρ > 0, we define Σ(ρ) as the closed ball of radius ρ of Σ. We define the operator
G : Σ(ρ)→ Σ(ρ) to be the right hand side of (4.19):
G(z1)(t, s, Y ) =M(t+ s)
[
M−1(s)c(z1)(s, Y ) +
∫ t
0
M−1(σ + s)b(z1)(σ, s, Y ) dσ
]
with c(z1) chosen as (4.21). Our goal is to prove that if ρ is suitably chosen then G
has a fixed point in Σ(ρ). For that we will see that G is well defined and that it is
a contraction in Σ(ρ).
First, we prove that G is well defined. Let z1 ∈ Σ(ρ). If ρ is small,
z(t, s, Y ) ∈ U(κ±1 , κ2, 3κ3, r0)
and thus, the function b(z1) given in (4.18) is well defined. Moreover, it is clear
that, since M(t+ s), M−1(t+ s) and z1(t, s, Y ) are C0 and analytic in (s, Y ), the
function g defined in (4.20) is analytic on U˜ . Therefore, by Lemma 4.4, the function
c(z1)(s, Y ) is analytic in U˜ . Thus G(z1)(t, s, Y ) is also C0 and analytic in (s, Y ).
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Now we prove that the property (b) holds for G(z1). It is clear that, since
z1 ∈ Σ and X1(x, v, θ) is 2pi-periodic in θ,
b(z1)(t+ 2piε, s, Y ) = b(z1)(t, s+ 2piε, Y ).
Then
G(z1)(t+ 2piε, s, Y ) = M(t+ 2piε+ s)
[
M−1(s)c(s, Y )
+
∫ t+2piε
0
M−1(σ + s)b(z1)(σ, s, Y ) dσ
]
= M(t+ s+ 2piε)
[
M−1(s)c(s, Y )
+
∫ t
−2piε
M−1(σ + 2piε+ s)b(z1)(σ, s+ 2piε, Y ) dσ
]
and
G(z1)(t, s+ 2piε, Y ) = M(t+ s+ 2piε)
[
M−1(s+ 2piε)c(s+ 2piε, Y )
+
∫ t
0
M−1(σ + 2piε+ s)b(z1)(σ, s+ 2piε, Y ) dσ
]
.
Thus, G(z1)(t, s+ 2piε, Y ) = G(z1)(t+ 2piε, s, Y ) if and only if
M−1(s)c(s, Y )−M−1(s+ 2piε)c(s+ 2piε, Y )
= −
∫ 2piε
0
M−1(σ + s)b(z1)(σ, s, Y ) dσ.
This last equality holds by definition of c in (4.21).
Next we will see that if we choose ρ in a suitable way, G(Σ(ρ)) ⊂ Σ(ρ). Indeed,
let CM be a constant such that ‖M(u)‖, ‖M−1(u)‖ ≤ CM . We recall that,
f(s, Y ) =M−1(s)c(s, Y ).
By Lemmas 4.1 and 4.4 we obtain
‖f‖ ≤ CD0
e2piε/τ2
2piε
‖g(z1)‖ ≤ CMCD0‖b(z1)‖ ≤ CMCD0 [K|µ|εq‖z1‖2 +Kδk−10 ].
Thus
‖G(z1)‖ ≤ C2MCD0(K|µ|εqρ2 +Kδk−10 ) + C2M4piε(K|µ|εqρ2 +Kδk−10 )
≤ ρ
if ρ = 2C2MK(CD0 + 4piε)δ
k−1
0 and |µ|εq is small enough.
Therefore, G(σ) ∈ Σ(ρ), and the operator G is well defined.
Finally we prove that G is a contraction. Let z1 and z2 be two functions that
belong to Σ(ρ):
|(G(z1)− G(z2))(t, s, Y )| ≤
∣∣∣M(t+ s)[M−1(s)(c(z1)(s, Y )− c(z2)(s, Y ))(4.22)
+
∫ t
0
M−1(σ + s)
(
b(z1)(σ, s, Y )− b(z2)(σ, s, Y )
)
dσ
]∣∣∣∣ .
We observe that, since the operator 4−12piε is linear
M−1(s)c(z1)−M−1(s)c(z2) = 4−12piε(g(z1)− g(z2)).
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By Lemma 4.4 we have
‖M−1(s)c(z1)−M−1(s)c(z2)‖ ≤ CD0
e2piε/τ2
2piε
‖g(z1)− g(z2)‖.(4.23)
Now we bound ‖b(z1)− b(z2)‖. Until the end of the proof, z0, z1 and z2 will stand
for z0(t+ s, Y ), z1(t, s, Y ) and z2(t, s, Y ) respectively.
It is clear that we can write b(z1)− b(z2) as
b(z1)− b(z2) = 1
µεq
[X0(z0 + µεqz1)−X0(z0 + µεqz2)− µεqDX0(z0)(z1 − z2)]
+X1(z0 + µεqz1, t/ε)−X1(z0 + µεqz2, t/ε)
=
1
µεq
(X0(z0 + µεqz1)−X0(z0 + µεqz2))
−DX0(z0 + µεqz1)(z1 − z2)
+DX0(z0 + µεqz1)(z1 − z2)−DX0(z0)(z1 − z2)
+X1(z0 + µεqz1, t/ε)−X1(z0 + µεqz2, t/ε).
Using the bounds of Lemma 4.1 we get
‖b(z1)− b(z2)‖ ≤ |µ|εqK(‖z1 − z2‖2 + ‖z1‖ ‖z1 − z2‖)
+|µ|εqK(‖z1 − z2‖2 + ‖z1‖ ‖z1 − z2‖)(4.24)
= K|µ|εq‖z1 − z2‖.
Moreover, it is clear that
‖g(z1)− g(z2)‖ ≤ CM2piε‖b(z1)− b(z2)‖.
Then, using (4.23) and (4.24) in (4.22), we obtain
‖G(z1)− G(z2)‖ ≤ CMCD0
e2piε/τ2
2piε
‖g(z1)− g(z2)‖+ 4piεC2M‖b(z1)− b(z2)‖
≤ K(D0,M)‖b(z1)− b(z2)‖
≤ K(D0,M)|µ|εq‖z1 − z2‖
≤ 1
2
‖z1 − z2‖
if |µ|εq is small enough.
Therefore, since G is a contraction, by the fixed point theorem, there exists a
unique z1 ∈ Σ(ρ) such that z0(t+ s, Y ) + µεqz1(t, s, Y ) satisfies the conclusions of
the proposition, except that z is C0. Since z satisfies the equation
z(t, s, Y ) = z(0, s, Y ) +
∫ t
0
Xµ(z(σ, s, Y ), σ/ε) dσ,
it is C1, and the proposition holds. ¤
4.5.4. Proof of Theorem 4.1. The proof of Theorem 4.1 has two parts. The
first one consists on constructing flow box coordinates in D0×W using Proposition
4.1. The change of coordinates so obtained may be non-canonical. In the second
step we modify these flow box coordinates in such way that they become canonical.
We begin by defining
w(u, θ, Y ) = z(εθ, u− εθ, Y ).
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Note that w is C1 and analytic with respect to its first and third variables for
(u, Y ) ∈ D0(κ±1 − τ, κ2, κ3)×W (r1). Moreover, since the solutions of system (4.3)
satisfy that z(t+2piε, s, Y ) = z(t, s+2piε, Y ), we have that w is 2pi-periodic respect
to its second variable. This is a very important property because it allows us to
extend the domain of w with respect to the θ variable, that is, we can consider w
in the domain
D0(κ±1 − τ, κ2, 2κ3)× R×W (2r1).
We have that
(w(t+ s, t/ε, Y ), t/ε)(4.25)
is a new parameterization of the solutions of (4.3). Indeed,
∂t[w(t+ s, t/ε, Y )] = ∂uw(t+ s, t/ε, Y ) +
1
ε
∂θw(t+ s, t/ε, Y )
= ∂sz(t, s, Y ) + [∂tz(t, s, Y )ε+ ∂sz(t, s, Y )(−ε)](1/ε)
= ∂tz(t, s, Y ).
We observe that, if µ = 0, w(u, θ, Y ) ≡ w0(u, Y ) = z0(u, Y ). We denote z1(εθ, u−
εθ, Y ) by w1(u, θ, Y ) and hence
w(u, θ, Y ) = w0(u, Y ) + µεqw1(u, θ, Y ).
In the previous arguments we have not mentioned explicitly the dependence on
the parameters, but it is clear that the continuity on ε and the analyticity on µ is
maintained, and in particular w is C0 in ε and analytic in µ.
Lemma 4.5. Let κ−1 > 2κ0. Under the hypotheses H1,H2, for any κ
+
1 > κ
−
1 ,
κ2 > 0, κ3 > 0 such that κ−1 − 3κ3 > κ0 there exist r > 0 small enough and two
unique functions T and Y defined in U(κ±1 , κ2, 0, r) such that
w(T (x, v, θ), θ,Y(x, v, θ)) = (x, v).(4.26)
The functions T and Y are C1, analytic in the (x, v) variables and 2pi-periodic in
θ. Moreover
T (x, y, θ) = T0(x, y) +O(µεq), Y(x, y, θ) = Y0(x, y) +O(µεq)
where T0 and Y0 are defined in (4.6) and (4.7).
Proof. We define the function
G(S, Y, x, v, θ, µ, ε) = w(S, θ, Y, µ, ε)− (x, v).
on the set
D0(κ±1 − τ, κ2, 2κ3)×W (2r1)× U0(κ±1 , κ2, 0, r)× R× P
where
P = {(µ, ε) ∈ C× R : |µ| < µ0 and 0 < ε < ε0}
with µ0 and ε0 small enough. Here we put explicitly the dependence on µ and ε of
the solutions.
By the definitions of T0 and Y0 in (4.6) and (4.7) we have that, when µ = 0,
z0(T0(x, v),Y0(x, v)) = ψ0(T0(x, v), δ,Y0(x, v)) = (x, v)(4.27)
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where ψ0 is introduced in Section 4.4. Then
G(T0(x, v),Y0(x, v), x, v, θ, 0, ε) = w(T0(x, v), θ,Y0(x, v), 0, ε)− (x, v)
= z0(T0(x, v),Y0(x, v))− (x, v)
= 0.
We observe that, by Proposition 4.1, G is analytic on (S, Y ) ∈ D0(κ±1 −τ, κ2, 2κ3)×
W (2r1).
Next we study the matrixDS,YG. Since the unperturbed system is Hamiltonian
with Hamiltonian
F0(x, v) = v
2
2
+ vf(x),
the solution z0(u, Y ) = (z10(u, Y ), z
2
0(u, Y )) satisfies
Y 2
2
+ Y f(δ) =
(z20(u, Y ))
2
2
+ z20(u, Y )f(z
1
0(u, Y )).(4.28)
Differentiating with respect to Y in (4.28) we obtain
Y + f(δ)
= (z20(u, Y ) + f(z
1
0(u, Y )))∂Y z
2
0(u, Y ) + z
2
0(u, Y )f
′(z10(u, Y ))∂Y z
1
0(u, Y ).(4.29)
Evaluating (4.29) at (u, Y ) = (T0(x, v),Y0(x, v)), we get
Y0 + f(δ) = (v + f(x))∂Y z20(T0,Y0) + vf ′(x)∂Y z10(T0,Y0).
Now we prove that the derivative ∂SYG at µ = 0 is invertible. Using (4.27)
and (4.29), the determinant of DS,YG evaluated at (S, Y ) = (T0(x, v),Y0(x, v)) is
det(DSYG) = ∂Sz10(T0,Y0)∂Y z20(T0,Y0)− ∂Y z10(T0,Y0)∂Sz20(T0,Y0)
= X10 (x, v)∂Y z
2
0(T0,Y0)−X20 (x, v)∂Y z10(T0,Y0)
= Y0 + f(δ)
and by definition (4.7) of Y0, we obtain
det(DSYG) = −
√
f2(δ) + v2 + 2vf(x).
We recall that |v| < r < r0, and that C0δβ ≤ |f(δ)| ≤ C1δβ , hence, by Definition
4.1, taking δ′0 = δ
|det(DSYG)|2 ≥ f(δ)2 − |v|2 − 2|vf(x)|
≥ C20δ2β − r20 − 2r0C1δβ0
> 0.
At this point it would be natural to apply the implicit function theorem to the
equation
G(S, Y, x, v, θ, µ, ε) = 0.
However to have a good control on the domains in which we will find the solution
T , Y in terms of (x, v, θ, µ, ε) we follow the proof of the implicit function theorem
using the special structure of the equation we deal with. We will work in a space
of functions of the form
(S, Y ) = h(x, v, θ, µ, ε).
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In the rest of this proof we take the norm
‖(ξ, η)‖ = max{|ξ|, |η|}
for (ξ, η) ∈ C2. We define the space Γ of functions h : U0 × R × P → C2 which
satisfy (we call (x, v, θ, µ, ε) the variables of h)
(a) h is C0.
(b) h is analytic in (x, v, µ) ∈ U0(κ±1 , κ2, 0, r)× {µ ∈ C : |µ| ≤ µ0}.
(c) h is C1 and 2pi-periodic with respect to θ.
(d) The norm
‖h‖Γ = sup
U0×R×P
‖h(x, v, θ, µ, ε)‖+ sup
U0×R×P
‖∂θh(x, v, θ, µ, ε)‖
≡ ‖h‖∞ + ‖∂θh‖∞
is bounded.
We endow Γ with the norm ‖ · ‖Γ and it becomes a Banach space. We call Γ(ρ)
the closed ball of radius ρ of Γ, centered at (T0(x, v),Y0(x, v)) ∈ Γ. We observe
that, since (T0(x, v),Y0(x, v)) does not depend on θ, for any h ∈ Γ(ρ),
‖h− (T0,Y0)‖Γ = ‖h− (T0,Y0)‖∞ + ‖∂θh‖∞.
We define the operator G : Γ(ρ)→ Γ(ρ) by
G(h)(x, v, θ, µ, ε) = h− (DS,YG(T0,Y0, x, v, θ, 0, ε))−1G(h, x, v, θ, µ, ε),
where in the right hand side, h = h(x, v, θ, µ, ε), T0 = T0(x, v) and Y0 = Y0(x, v).
G is well defined. Indeed, let h ∈ Γ(ρ) with ρ small enough. By Section 4.5.1
(T0,Y0) ∈ D0(κ±1 − τ, κ2, κ3)×W (r1),
thus, if ρ is small enough, h ∈ D0(κ±1 − τ, κ2, 2κ3) ×W (2r1) and then G(h) ∈ Γ.
Next we will check that G(h) ∈ Γ(ρ).
To shorten the notation we will not write the dependence on the variables
(x, v, θ, ε), and we will denote (T0,Y0) by h0. By Taylor’s theorem,
G(h)(µ) = h− (DS,YG(h0, 0))−1G(h, µ)
= h− (DS,YG(h0, 0))−1
(
G(h0, 0) +DG(h0, 0)(h− h0, µ)T
+
∫ 1
0
(DG(Z(ζ))−DG(h0, 0))(h− h0, µ)T dζ
)
where DG ≡ (∂SG, ∂YG, ∂µG) and Z(ζ) = (h0 + ζ(h − h0), ζµ). We observe that
G is well defined in Z(ζ) for all ζ ∈ [0, 1]. Then, using that
G(h0, 0) = G(T0,Y0, 0) = 0,
we obtain
G(h)(µ) = h0 − (DS,YG(h0, 0))−1
(
µ∂µG(h0, 0)
−
∫ 1
0
(DG(Z(ζ))−DG(h0, 0))(h− h0, µ)T dζ
)
.
We observe that
∂µG(h0, µ) = εqw1(T0, θ,Y0, µ, ε) + µεq∂µw1(T0, θ,Y0, µ, ε).(4.30)
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Since G is analytic in h, G has its second derivative with respect to h bounded
in D0(κ±1 − τ, κ2, 2κ3)×W (2r1), restricting κ3 if necessary. Therefore
‖G(h)− h0‖∞ ≤ K(|µ|εq + ρ2 + ρ|µ|) ≤ ρ/2
if ρ and |µ|εq are small enough. Here we have used that ‖∂µG(h0, 0)‖∞ = O(εq) is
bounded and that, by the mean value theorem,
‖[DS,YG(Z(ζ))−DS,YG(h0, 0)](h− h0)‖∞ ≤ Kρ(ρ+ |µ|).
Using (4.30), we have that
∂θµG = O(εq).
Moreover, since h0 does not depend on θ, and that
∂θw(S, θ, Y ) = O(µεq)
and consequently ∂θDSYG = O(µεq), we have that
‖∂θG(h)(µ)‖ ≤ |µ|K
∫ 1
0
|∂θ(DG(Z(ζ))−DG(h0, 0))(h− h0, µ)T | dζ
≤ |µ|
(∫ 1
0
ζ|∂θDG(Z(ζ))(∂θh, 0)T (h− h0, µ)T | dζ
+
∫ 1
0
|(DG(Z(ζ))−DG(h0, 0))(∂θh, 0)T | dζ
)
≤ |µ|K(|µ|εqρ2 + |µ|εq + ρ3)
≤ ρ/2
if |µ|εq is small enough. In fact we can take ρ = O(µεq).
The operator G is a contraction, thus the fixed point theorem can be applied,
and we find functions T and Y such that for any (x, v, θ, µ, ε) ∈ U(κ±1 , κ2, 0, r)×P ,
w(T , θ,Y, µ, ε) = (x, v).
¤
Now we prove that the flow can be straightened in U(κ±1 , κ2, 0, r).
Proposition 4.2. Let κ−1 > 2κ0. If the hypotheses H1, H2 hold, for any
κ+1 > κ
−
1 , κ2 > 0, there exist r > 0 and a change of variables
(x, v, θ =
t
ε
) ∈ U(κ±1 , κ2, 0, r) 7→ (T, F, θ) = (T (x, v, θ),F(x, v, θ), θ) ∈ V˜
analytic in the x, v variables, C1 and 2pi-periodic in θ, such that it transforms
system (4.3) to
T˙ = 1
F˙ = 0
θ˙ = 1/ε
and satisfies T (x, v, θ) = T0(x, v) + O(µεq) , F(x, v, θ) = F0(x, v) + O(µεq) where
(x, v) 7→ (T0(x, v),F0(x, v)) is the corresponding change for the unperturbed system
and is given in (4.6) and (4.4).
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Proof. We fix (x, v) ∈ U0(κ±1 , κ2, 0, r) and we consider the solution ψ(t) of
system (4.3) such that ψ(0) = (x, v, 0). By Lemma 4.5, there exist T (x, v, 0) and
Y(x, v, 0) such that
w(T (x, v, 0), 0,Y(x, v, 0)) = (x, v).
Moreover since the solutions of (4.3) can be parameterized as (4.25), taking s = T
and Y = Y in (4.25) we obtain that
ψ˜(t) ≡ (w(T (x, v, 0) + t, t/ε,Y(x, v, 0)), t/ε),(4.31)
is also a solution of (4.3) such that ψ˜(0) = (x, v, 0) = ψ(0). By uniqueness, ψ˜ = ψ.
On the other hand, if t is such that ψ(t) ∈ U(κ±1 , κ2, 0, r), by Lemma 4.5, applying
(4.26) with (x, v, θ) = ψ(t), we obtain
ψ(t) = (w(T (ψ(t)), t/ε,Y(ψ(t))), t/ε).(4.32)
Therefore (4.31) and (4.32) give us two expressions for the same solution ψ(t). We
observe that
T0(x, v) + t = T0(ψ0(t))
therefore, by the uniqueness of the functions T and Y given in Lemma 4.5, we have
T (ψ(t)) = T (x, v, 0) + t(4.33)
Y(ψ(t)) = Y(x, v, 0)
and then
d
dt
T (ψ(t)) = 1
d
dt
Y(ψ(t)) = 0.
We define a new function
F(x, v, θ) = F0(δ,Y(x, v, θ))
where F0 is the Hamiltonian of the unperturbed system given in (4.4). We recall
that
‖Y − Y0‖∞ = O(µεq),
then, since F0 is constant along the trajectories of the unperturbed system,
F(x, v, θ) = F0(δ,Y0(x, v)) +O(µεq)
= F0(x, v) +O(µεq).
Therefore, from (4.33), it is easily seen that
(T, F, θ) = (T (x, v, θ),F(x, v, θ), θ)
transforms (4.3) in U(κ±1 , κ2, 0, r) to
T˙ = 1
F˙ = 0
θ˙ = 1/ε
and the statement holds. ¤
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Now we turn to modify the change of variables to get a canonical one. Before
starting the result we need some preliminary calculations.
We denote by ψ(t, x, v) the solution of system (4.3) such that (x, v, 0) = ψ(0).
In the proof of Proposition 4.2, concretely in (4.33), we have seen that
T (ψ(t)) = T (x, v, 0) + t(4.34)
F(ψ(t)) = F(x, v, 0).
We introduce the matrix
Φ(t) =
(
∂xT (ψ(t)) ∂vT (ψ(t))
∂xF(ψ(t)) ∂vF(ψ(t))
)
.
Differentiating with respect to (x, v) in both sides of (4.34), we obtain
Φ(t)
(
∂xψ1(t) ∂vψ1(t)
∂xψ2(t) ∂vψ2(t)
)
= Φ(0).
Since system (4.3) is Hamiltonian,
det
(
∂xψ1(t) ∂vψ1(t)
∂xψ2(t) ∂vψ2(t)
)
= 1
and therefore
detΦ(t) = detΦ(0)(4.35)
for all t for which the solution is defined. Moreover, we know that for µ = 0,
detΦ(t) = detΦ(0) = 1, thus
detΦ(t) = 1 + µεq g˜(ψ(t))
where g˜ = g˜(x, v, θ) is some C1 function, analytic in (x, v) and 2pi-periodic in θ.
Moreover from (4.35) it is clear that
d
dt
g˜(ψ(t)) = 0.(4.36)
We define the function g : Ug → C, by
g(T, F, θ) = g˜(w(T, θ, f(δ)−
√
f2(δ) + 2F ), θ).
The function g is C1, analytic in (T, F ) and 2pi-periodic in θ. If we differentiate
with respect to the time, t, in g evaluated on the solutions of T˙ = 1, F˙ = 0, θ˙ = 1/ε,
by (4.36), we get the following equality:
0 = ∂T g +
1
ε
∂θg.(4.37)
To deal with equation (4.37), we define the change (ξ, η) = (T + εθ, T − εθ) and
the function
h(ξ, η, F ) = g((ξ + η)/2, F, (ξ − η)/2ε)
defined in
{(ξ, η, F ) ∈ C3 : ((ξ + η)/2, F, (ξ − η)/2ε) ∈ Ug}.
Then, by (4.37)
∂ξh = 0
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therefore,
g(T, F, θ) = h(T + εθ, T − εθ, F ) = h(0, T − εθ, F )
is a function that only depends on first integrals of system (4.3). We define the
function ρ(F, S) by the condition
1 + ∂F ρ(F, S) =
1
1 + µεqh(0, S, F )
.
We remark that, since h is analytic in F and S, the function ρ is O(µεq).
Proposition 4.3. The change of variables defined by
(x, v, θ = t/ε) ∈ U(κ±1 , κ2, 0, r)→ (T, I, θ) = (T (x, v, θ), I(x, v, θ), θ) ∈ V
with I(x, v, θ) = F(x, v, θ) + ρ(F(x, v, θ), T (x, v, θ) − θε) is canonical and is such
that transforms system (4.3) to
T˙ = 1
I˙ = 0
θ˙ = 1/ε.
Moreover, T (x, v, θ) = T0(x, v) + O(µεq) and I(x, v, θ) = F0(x, v) + O(µεq) where
T0 and F0 is the corresponding change in the unperturbed case.
Proof. Let I = I(x, v, θ) be as in the statement. Along the solutions of (4.3),
I˙ = F˙ +DF ρ(F, S)F˙ +DSρ(F, S)(T˙ − εθ˙) = 0.
Thus, this change transforms system (4.3) to T˙ = 1, I˙ = 1, θ˙ = 1/ε.
To see that the change is canonical we only have to calculate the determinant
of
C(x, v, θ) =
(
∂xT ∂vT
∂xI ∂vI
)
.
We have
detC(x, v, θ) = ∂xT ∂vI−∂vT ∂xI
= [∂vF + ∂F ρ(F , T − θε)∂vF + ∂Sρ(F , T − θε)∂vT ] ∂xT
− [∂xF + ∂F ρ(F , T − θε)∂xF + ∂Sρ(F , T − θε)∂xT ] ∂vT
= (∂vF∂xT − ∂xF∂vT )(1 + ∂F ρ(F , T − θε))
= (1 + µεqh(0, T − θε,F))(1 + ∂F ρ(F , T − θε))
= 1.
¤
Now we turn to the system in the original variables (x, y, θ). We define
T 1(x, y, θ) = T (C(x, y, θ))
I1(x, y, θ) = I(C(x, y, θ))
where C defined in (4.2). It is clear that the change
(x, y, θ) ∈ V (κ±1 , κ2, 0, r) 7→ (T, I, θ) = (T 1(x, y, θ), I1(x, y, θ), θ) ∈ V
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is canonical, since it is the composition of two canonical changes. Moreover
T˙ = 1
I˙ = 0
and
T 1(x, y, θ) = T0(x, y − f(x)) +O(µεq)
I1(x, v, θ) = I0(x, y − f(x)) +O(µεq)
= F0(x, y − f(x)) +O(µεq)
where T0(x, y − f(x)) and F0(x, y − f(x)) = h0(x, y) is the change when µ = 0 in
the original variables. This ends the proof of Theorem 4.1.
4.6. Proof of Theorem 4.2
We consider the averaged system obtained in Proposition 3.1 (Chapter 3) whose
equation is:
x˙ = y + µεp+3∂yF2n−2(x, y, θ) + µ2εp+2∂yR2k−2(x, y)
y˙ = −V ′(x)− µεp+3∂xF2n−2(x, y, θ)− µ2εp+2∂xR2k−2(x, y)(4.38)
θ˙ = 1/ε.
We denote by
γ˜sµ,ε(t, s) = (α˜
s
µ,ε(t, s), β˜
s
µ,ε(t, s))
the stable curve of this system and by
γ0(t+ s) = (α0(t+ s), β0(t+ s))
the homoclinic orbit of the unperturbed system.
We fix T > 0 big enough, then for κ−1 = T − 1, κ+1 = 2T +1 and κ2 = 3a/2 we
have that
γ0(t+ s) ∈ V0(κ±1 ∓ 1, 2κ2/3, 0, 0)
for T ≤ t+Re s ≤ 2T and | Im s| ≤ a.
We observe that the averaged system (4.38) satisfies the hypotheses H1, H2,
of Theorem 4.1 with q = p + 2, therefore there exists r < r0 small enough and a
canonical change of variables, defined in the set V (κ±1 , κ2, 0, r), which we denote by
(T, I) = (T 1(x¯, y¯, θ), I1(x¯, y¯, θ)), such that transforms system (4.38) to
T˙ = 1
I˙ = 0.
Moreover, T 1(x¯, y¯, θ) = T0(x¯, y¯) +O(µεp+2) and I1(x¯, y¯, θ) = I0(x¯, y¯) +O(µεp+2).
We must see that the parametric representation of the stable manifold of system
(4.38) enters the domain of analyticity of (T 1(x, y, θ), I1(x, y, θ)).
Using the above definition, it is clear that, by continuity, for (t, s) such that
T ≤ t+Re s ≤ 2T and | Im s| ≤ a we have that
γ˜sµ,ε(t, s) ∈ V0(κ±1 , κ2, 0, r)
if |µ| is small enough.
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We call C the change from the initial to the averaged system, defined in Propo-
sition 3.1 (Chapter 3). We write (x, y, θ) = C(x¯, y¯, θ). Where (x¯, y¯) denote the
variables of the averaged systems. Moreover, we know that
(x, y) = (x¯, y¯) +O(µεp+1).
We define new flow box coordinates
(T 2(x, y, θ), I2(x, y, θ)) = (T 1(C−1(x, y, θ)), I1(C−1(x, y, θ))).
Since the change C is O(µεp+1) close to the identity and canonical, the new change
is also canonical and satisfies
(T 2(x, y, θ), I2(x, y, θ)) = (T 20 (x, y), I20 (x, y)) +O(µεp+1).
The change T 20 (x, y), I20 (x, y) = h0(x, y) is the corresponding change for µ = 0.
The domain of the new change is C(V (κ±1 , κ2, 0, r)). Moreover it is clear that the
change (T, I) = (T 2(x, y, θ), I2(x, y, θ)) transforms system (1.1) of Chapter 1 to
T˙ = 1
I˙ = 0.
Let γsµ,ε(t, s) be the parameterization of the stable manifold of system (1.1) of
Chapter 1 given in Theorem 3.1. Since γsµ,ε = C(γ˜sµ,ε) we have that γsµ,ε belongs to
the domain of the new flow box coordinates.
We define a new change of variables. Let s0 be such that | Im s0| ≤ a and
t0 ∈ R. We define
(x∗, y∗) = γsµ,ε(T − Re s0, s0)
and the parameter
τ = s0 − T 2(x∗, y∗, (T − Re s0)/ε)− t0.
We observe that, if µ = 0, the constant τ is
τ =
∫ C1(δ,f(δ),0)
x0
ds√
2h0(x∗, y∗)− 2V (s)
− t0
where C1 denotes the first component of the change and x0 is the initial condition
of γ0 as is defined in hypothesis HP1. τ does not depend on (x∗, y∗) while (x∗, y∗)
belongs to the stable manifold of the unperturbed system.
We define the functions
S(x, y, θ) = T 2(x, y, θ) + τ
E(x, y, θ) = I2(x, y, θ)− I2(x∗, y∗, θ).
Next we will see that, since T˙ 2 = 1 and I˙2 = 0, we have that for s = s0,
S(γsµ,ε(t, s0), t/ε) = t− t0 + s0.
Indeed, using the definition of τ
S(γsµ,ε(t, s0), t/ε) = T 2(γsµ,ε(t, s0), t/ε) + τ
= t+ T 2(γsµ,ε(T − Re s0, s0), (T − Re s0)/ε) + τ
= t+ T 2(x∗, y∗, (T − Re s0)/ε) + τ
= t− t0 + s0.
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Let s ∈ C, s 6= s0. Using that, for the unperturbed Hamiltonian system we have
that S0(γ0(t+ s)) = t− t0 + s and the estimates S(x, y, θ) = S0(x, v) +O(µεp+1),
γsµ,ε(t, s) = γ0(t+ s) +O(µεp+1), we obtain
S(γsµ,ε(t, s), t/ε) = t− t0 + s+ µεp+1X (s).
We note that we have X (s0) = 0, and that we have a lot of freedom to choose s0
and t0. Each choice gives a slightly different definition of S.
We also note that X (s) is 2piε-periodic in s. Indeed, we have that
S(γsµ,ε(t, s+ 2piε), t/ε) = t− t0 + s+ 2piε+ µεp+1X (s+ 2piε)
S(γsµ,ε(t+ 2piε, s), t/ε) = t− t0 + 2piε+ s+ µεp+1X (s)
and, since γsµ,ε(t, s+2piε) = γ
s
µ,ε(t+2piε, s), from the previous equations we obtain
X (s+ 2piε) = X (s).
Finally,
E(γsµ,ε(t, s), t/ε) = I2(γsµ,ε(t, s), t/ε)− I2(x∗, y∗, 0)
= 0.
This ends the proof of Theorem 4.2.

5. The Extension Theorem
This short Chapter is devoted to recall the statement of the extension theorem
which is given in [DS2]. This theorem is stated for systems of the form
x˙ = y + µεp∂yh1(x, y, t/ε)
y˙ = −V ′(x)− µεp∂xh1(x, y, t/ε)
such that the unperturbed system has a homoclinic orbit, γ0(u) = (α0(u), β0(u))
and β0 is an analytic function in | Imu| < a and has singularities at u = ±ia which
are poles.
Following the proof in [DS2] one can see that one can replace the condition
of u = ±ia being poles by u = ±ia being branching points in the sense we have
introduced in HP1 in Chapter 1. For this reason here we do not reproduce the
proof of the extension theorem.
The goal of this theorem is to extend the domain of the parameterization
γuµ,ε(t, s) of the unstable manifold (in our case produced in Chapter 3) until it
enters the domain of the flow box coordinates. To do this, the parameterizations
γuµ,ε(t, s) and γ0(t+ s) are compared in the complex domain D
ext
ε :
Dextε ≡ {(t, s) ∈ R× C : |t+Re s| ≤ 2T , | Im s| ≤ a− ε}.
The extension theorem gives a useful bound for the distance between the unstable
manifold γuµ,ε and the homoclinic orbit γ0 of the unperturbed system for (t, s) ∈
Dextε . That is,
γuµ,ε(t, s)− γ0(t+ s) = O(µεν),
where ν is a parameter which depends on the system.
Therefore, if ν ≥ 0 and µ and ε are small enough γuµ,ε(t, s), for some values of
(t, s), belongs to the domain of the flow box coordinates.
The extension theorem is
Theorem 5.1. Let z(t, s) = (x(t, s), y(t, s)) be a family of solutions of
x˙ = y + µεp∂yh1(x, y, t/ε, µ, ε)
y˙ = −V ′(x)− µεp∂xh1(x, y, t/ε, µ, ε)
defined for t0 +Re s = −2T , for some T > 0, such that
z(t0, s)− γ0(t0 + s)− µεp+1G(γ0(t0 + s), t0/ε, µ, ε) = O(µεp+2),
where G is the function such that
∂θG(x, y, θ, µ, ε) = (∂yh1(x, y, θ, µ, ε),−∂xh1(x, y, θ, µ, ε))
and has zero mean with respect to θ, and (t0, s) ∈ Dextε verifies t0 +Re s = −2T .
Let ` be defined by (1.2). We assume that
ν ≡ p− ` ≥ 0.
Then, there exist ε0, µ0 and K such that the solution z(t, s) can be extended to
values of t ∈ [t0, 2T − Re s], with the bound
|z(t, s)− γ0(t+ s)| ≤ Kµεp−`(5.1)
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for (t, s) ∈ Dextε , 0 < ε ≤ ε0 and |µ| ≤ µ0.
Remark 5.1. Theorem 5.1 is also valid if V is a trigonometric polynomial and
we assume that h1 is also a trigonometric polynomial in x and a polynomial in y.
We observe that in this case α0(u) ∼ iC log(u ∓ ia) near of singularity u = ±ia
with C a constant which depends on the degree of V . (See [DS2] for more details
about this case).
Remark 5.2. We note that, if s ∈ R, the estimate (5.1) can be improved.
Concretely, for (t, s) ∈ R2 such that −2T ≤ t+ s ≤ 2T we have that
z(t0, s)− γ0(t0 + s) = O(µεp+1).
6. Splitting of separatrices
6.1. Introduction
This chapter is devoted to prove Theorem 1.1 and Corollary 1.1. To prove these
results we will use the results established in the previous chapters. In particular the
parameterization of the stable manifold, in Chapter 3, and the flow box coordinates
developed in Chapter 4 will play an important role. Let
x˙ = y + µεp∂yh1(x, y, t/ε)(6.1)
y˙ = −V ′(x)− µεp∂xh1(x, y, t/ε).
We recall that, in Chapter 4, we have constructed flow box coordinates (S,E) =
(S(x, y, t/ε), E(x, y, t/ε)) defined in a complex neighborhood of a piece of the stable
manifold of system (6.1). In these coordinates the original system becomes the
simple equation:
S˙ = 1, E˙ = 0.
These variables evaluated on the parameterization of the stable manifold of system
(6.1), γsµ,ε(t, s) (with s depending on the initial condition) take the values
S(γsµ,ε(t, s), t/ε) = t− t0 + s+ µεp+1X (s), E(γsµ,ε(t, s), t/ε) = 0.
We can prove the existence of primary homoclinic points by using that the
Poincare´ map is area preserving and that system (6.1) is a perturbation of one
which has a homoclinic connection. Moreover, by the extension theorem, we get
that the parameterization of the unstable manifold γuµ,ε(t, s) enters, for some values
of (t, s), into the domain of the flow box coordinates.
In flow box coordinates the stable manifold corresponds to E = 0. We will see
that, in these variables, the unstable manifold can be written as E = φ(S), with φ
a suitable function, therefore we have the following situation:
Consequently the area of the lobe generated by two consecutive intersections
between the stable and the unstable manifold, expressed in flow box coordinates, is
A =
∣∣∣∣∣
∫ S0
S¯0
φ(S) dS
∣∣∣∣∣ .(6.2)
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The function φ is called the splitting function. Since the change from the
original variables to the flow box variables is canonical, the area given by (6.2) is
the same as the area of the corresponding lobe in the original variables (x, y).
The scheme of the proof is the same as the one given in [DS2]. For the conve-
nience of the reader we present the main points of it. In Section 6.2 we construct
the splitting function and we establish its properties. In Section 6.3 we prove the
main results. The flow box coordinates we use and the definition of the splitting
function permit to prove that the Melnikov function is a good approximation of the
splitting function.
Finally we will prove Corollary 1.1. We recall that we consider the case that
the singularities of the homoclinic orbit may be branching points in the sense we
have indicated in Chapter 1. This case is not considered in [DS2]. This fact forces
several technicalities in the computation of the Melnikov function.
The asymptotic computations of the Melnikov function are deferred to Sec-
tion 6.4.
6.2. The splitting function
To define the splitting function and to establish the properties we shall need
we begin by recalling some notation and some previous results.
We recall the definitions of the sets
Dextε = {(t, s) ∈ R× C : |t+Re s| ≤ 2T , | Im s| ≤ a− ε},
Ds = {(t, s) ∈ R× C : t+Re s ≥ T , | Im s| ≤ a},
Du = {(t, s) ∈ R× C : t+Re s ≤ −T , | Im s| ≤ a}.
The homoclinic orbit of the unperturbed system is
γ0(u) = (α0(u), β0(u))
which is defined in (at least in) {u ∈ C : | Imu| < a}.
We denote γs,uµ,ε(t, s) the parameterizations of the stable and unstable manifolds
of the perturbed system and we recall that, by Theorem 3.1, the invariant curves
are solutions with respect to t and satisfy
γs,uµ,ε(t+ 2piε, s) = γ
s,u
µ,ε(t, s+ 2piε).(6.3)
Moreover,
γsµ,ε(t, s) = γ0(t+ s) +O(µε
p+1) for (t, s) ∈ Ds
γuµ,ε(t, s) = γ0(t+ s) +O(µεp+1) for (t, s) ∈ Du.
We call U ≡ C(V (κ±1 , κ2, 0, r)) the domain of the flow box coordinates (S,E),
constructed in Chapter 4 (see in particular Theorem 4.2), which is a neighborhood
of
{γ0(t+ s) : T ≤ t+Re s ≤ 2T , | Im s| ≤ a}
and is independent of µ, ε. In fact, we have chosen κ±1 , and κ2 such that, γ0(t+s) ∈
V0(κ±1 ∓ 1, 2κ2/3, 0, 0).
By the extension theorem of Chapter 5, the domain of the parameterization of
the unstable manifold γuµ,ε(t, s) can be extended to values of (t, s) ∈ Dextε , and in
this extended set verifies
γuµ,ε(t, s) = γ0(t+ s) +O(µε
ν)
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Since ν ≥ 0 and γ0(t+ s) ∈ V0(κ±1 ∓ 1, 2κ2/3, 0, 0), there exist ε0 and µ0 such
that, for all 0 < ε < ε0, |µ| < µ0 and (t, s) such that T ≤ t + Re s ≤ 2T and
| Im s| ≤ a − ε, the manifolds γuµ,ε(t, s) and γsµ,ε(t, s) are so close to γ0(t + s) that
both belong to U for those values of (t, s).
The expressions S(γuµ,ε(t, s), t/ε)− (t− t0) and E(γuµ,ε(t, s), t/ε) are well defined
for s ∈ C such that T ≤ t + Re s ≤ 2T and | Im s| ≤ a − ε. Then, choosing t
arbitrarily we can define
Su(s) = S(γuµ,ε(t, s), t/ε)− (t− t0), Eu(s) = E(γuµ,ε(t, s), t/ε).(6.4)
Moreover, according to Theorem 4.2, they do not depend on time. We choose it in
such a way that T ≤ t+Re s ≤ 2T .
Lemma 6.1. The functions Su and Eu satisfy the following properties
a) The functions Su(s) − s and Eu(s) are 2piε-periodic with respect to s.
Hence Su and Eu can be analytically extended for all s ∈ C such that
| Im s| ≤ a− ε.
b) Moreover, for s ∈ R, S = Su(s) is real analytic and invertible, and its
inverse s = su(S) satisfies that su(S) − S is O(µεp+1) and 2piε-periodic
in S.
Proof. We prove it for Su(s)− s. By property (6.3) and since Su(s)− s does
not depend on t, we have that
Su(s+ 2piε)− (s+ 2piε) = S(γuµ,ε(t, s+ 2piε), t/ε)− (t− t0)− (s+ 2piε)
= S(γuµ,ε(t+ 2piε, s), (t+ 2piε)/ε)− [(t+ 2piε)− t0]− s
= Su(s)− s.
Analogously, Eu(s+ 2piε) = Eu(s).
Next we prove the second part of this lemma. We recall that, by Theorem 4.2:
S(γsµ,ε(t, s), t/ε) = t− t0 + s+ µεp+1X (s)
and that, for (x, y) ∈ U
S(x, y, θ) = S0(x, y) +O(µεp+1)
where S0 is a flow box coordinate when µ = 0. Also, by Theorem 5.1,
γuµ,ε(t, s)− γ0(t+ s) = O(µεν)
for any t ∈ R and s ∈ C such that T ≤ t+Re s ≤ 2T and | Im s| ≤ a− ε. Then we
obtain that
Su(s)− s = S(γuµ,ε(t, s), t/ε)− (t− t0)− s
= S0(γ0(t+ s))− (t− t0)− s+O(µεν , µεp+1)
= O(µεν).(6.5)
Since Su(s)− s is 2piε-periodic in s and analytic in the complex strip | Im s| ≤
a− ε, we expand it in Fourier series,
Su(s)− s =
∑
k∈Z
Suk (ε)eiks/ε
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with
Suk (ε) =
1
2piε
∫ 2piε
0
(Su(s)− s)e−iks/ε ds.
Moreover, for s ∈ R we can write
Suk (ε) =
1
2piε
∫ 2piε
0
[Su(s± i(a− ε))− (s± i(a− ε))] e−ik(s±i(a−ε))/ε ds.
Thus, using the estimate (6.5), for k 6= 0, we obtain
Suk (ε) =
e−|k|(a−ε)/ε
2piε
∫ 2piε
0
[Su(s± i(a− ε))− (s± i(a− ε))] e−iks/ε ds.
= O(µεν)e−|k|a/ε.
where we consider the sign + for k < 0 and the sign − for k > 0. Summing the
Fourier series and applying the above equality, we deduce
Su(s)− s = Su0 (ε) +O(µεν)e−a/ε
dSu
ds
(s)− 1 = O(µεν)e−a/ε,
(taking into account that dS
u
ds (s)− 1 has zero mean).
This implies that S = Su(s) is invertible. On the other hand, if s ∈ R, by
Remark 5.2 we have that
γuµ,ε(t, s)− γ0(t+ s) = O(µεp+1),
hence
Su(s)− s = O(µεp+1).
Therefore Su0 (ε) = O(µεp+1). We denote s = su(S) its inverse which is analytic.
Moreover su(S)−S = O(µεp+1). To see that su(S)−S is 2piε-periodic, we observe
that, by a), Su(s+ 2piε) = Su(s) + 2piε, thus
su(S + 2piε)− (S + 2piε) = su(Su(s) + 2piε)− (S + 2piε)
= su(Su(s+ 2piε))− (S + 2piε)
= s+ 2piε− (S + 2piε)
= su(S)− S
as we wanted. ¤
Now we define the splitting function. From Theorem 4.2 it follows that the local
stable manifold γsµ(t, s) (for (t, s) such that | Im s| ≤ a− ε and T ≤ t+Re s ≤ 2T )
can be written in the (S,E) coordinates:
(S,E) = (S(γsµ,ε(t, s), t/ε), E(γsµ,ε(t, s), t/ε)) = (t− t0 + s+ µεp+1X (s), 0)(6.6)
and the local unstable manifold γuµ,ε(t, s) (for (t, s) such that | Im s| ≤ a − ε and
T ≤ t+Re s ≤ 2T ) can be expressed as
(S,E) = (S(γuµ,ε(t, s), t/ε), E(γuµ,ε(t, s), t/ε)) = (t− t0 + Su(s), Eu(s)).
We consider the Poincare´ map
P t0µ,ε(x, y) = ϕµ,ε(2piε+ t0, t0, x, y),
where ϕµ,ε(t, t0, x, y) is the solution of system (6.1).
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The restriction to U of the unstable curve Cu of P t0µ,ε, is given by γ
u
µ,ε(t0, s)
parameterized by s ∈ C such that T ≤ Re s ≤ 2T and | Im s| ≤ a − ε. Indeed,
let W ∗,+(P t0µ,ε, 0) (∗ = s, u) be the right hand side of the stable and the unstable
invariant curves of the origin of the map P t0µ,ε. Since the parameterizations γ
s,u
µ,ε, as
functions of t are solutions of system (6.1), we have that
Cs ≡ {γsµ,ε(t0, s) : Re s+ t0 ≥ T , | Im s| ≤ a− ε} ⊂W s,+(P t0µ,ε, 0)
Cu ≡ {γuµ,ε(t0, s) : Re s+ t0 ≤ −T , | Im s| ≤ a− ε} ⊂W u,+(P t0µ,ε, 0).
Moreover, since
γ∗µ,ε(t+ 2piε, s) = γ
∗
µ,ε(t, s+ 2piε), ∗ = s,u ,
in their respective domains, we have that
P t0µ,ε(γ
∗
µ,ε(t0, s)) = γ
∗
µ,ε(2piε+ t0, s) = γ
∗
µ,ε(t0, s+ 2piε),
which means that if we consider s as the variable in Cs ⊂ W s,+(P t0µ,ε, 0) the dy-
namics of P t0µ,ε on C
s is just
s 7→ s+ 2piε.
Therefore in the (S,E) variables, Cu is represented by
(S,E) = (S(γuµ,ε(t0, s), t0/ε), E(γuµ,ε(t0, s), t0/ε)) = (Su(s), Eu(s)).
By property b) of Lemma 6.1, the equality S = Su(s) can be inverted for values of
s such that | Im s| < a− ε, s = su(S), thus the function φ which gives the variable
E as a function of S, is, in fact, defined explicitly by:
φ(S) = Eu(su(S)).(6.7)
We observe that the splitting function is 2piε-periodic and hence is defined on R.
The parameterization of the unstable manifold, γuµ,ε(t, s), introduced in The-
orem 3.1 is not uniquely determined. Indeed, if we take s = S + %(S) where % is
a 2piε-periodic function which is O(µεp+1), then γ¯uµ,ε(t, S) = γ
u
µ,ε(t, S + %(S)) is
another parameterization which also satisfies all properties we have proved until
now.
Since su(S) − S is O(µεp+1) and 2piε-periodic in S we can introduce the new
parameterization for the unstable manifold
γ˜uµ,ε(t, S) = γ
u
µ,ε(t, s
u(S)).
We do not change the parameterization for the stable manifold
γ˜sµ,ε(t, S) = γ
s
µ,ε(t, S).
Finally, after this change of parameter, the splitting function defined in (6.7) can
also be represented in the form
φ(S) = E(γ˜uµ,ε(t, S), t/ε).(6.8)
Now we state two technical lemmas from [DS2]. Given (t, s) ∈ Dextε and
ξ : Dextε → C2, we introduce τ = |t+ s− ia| and
|ξ(t, s)|τ = |ξ1(t, s)|+ τ |ξ2(t, s)|.
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Lemma 6.2. For t, t0, l real and s complex, such that 0 ≤ Im s < a and
−2T ≤ t0 +Re s ≤ t+Re s ≤ 2T , t0 +Re s < 0
we denote
ρ−l[t0,t](s) ≡
 sup
1
|σ + s− ia|l , if l 6= 0
sup | ln(|σ + s− ia|)|, if l = 0
where the supremum is taken for σ ∈ [t0, t].
Then there exists a constant K which only depends on l such that∫ t
t0
dσ
|σ + s− ia|l ≤ Kρ
−(l−1)
[t0,t]
(s).(6.9)
Lemma 6.3. Let δ0 ∈ (0, 1) and let δ : [0,+∞) → R be a function such that
δ(τ) ≤ δ0/τ r−1. Suppose that ξ(t, s) and ξ¯(t, s) are two functions defined in Dextε .
We will write ξ(t, s) = ξ = (ξ1, ξ2) and ξ¯(t, s) = ξ¯ = (ξ¯1, ξ¯2). Assume that
|ξ|τ , |ξ¯|τ ≤ δ(τ).
Then, we have that
|V ′(α0(t+ s) + ξ1)− V ′(α0(t+ s) + ξ¯1)| ≤ K |ξ1 − ξ¯1|
τ2
, (t, s) ∈ Dextε ,
|g(γ0(t+ s) + ξ, t/ε)− g(γ0(t+ s) + ξ¯, t/ε)|τ ≤ K |ξ − ξ¯|τ
τ `−2r+1
, (t, s) ∈ Dextε ,
where g(x, y, t/ε) = (∂yh1(x, y, t/ε),−∂xh1(x, y, t/ε)).
Remark 6.1. Since
−V ′(α0(u)) = β˙0(u) = α¨0(u)
has a singularity of order r + 1 at u = ia, we have that, for (t, s) ∈ Dextε such that
0 ≤ Im s < a:
|V (j+1)(α0(t+ s))| ≤ K 1
τ2−(j−1)(r−1)
, for j ≥ 0.(6.10)
By hypothesis HP3, h1(x, y, θ) is a polynomial in (x, y). When we evaluate h1 at
(x, y) = γ0(u), by the definition of ` in Chapter 1, the function has a singularity of
order at most ` at u = ia, hence for (t, s) as before
|∂k1x ∂k2y h1(γ0(t+ s), t/ε)| ≤ K
1
τ `−k1(r−1)−k2r
, for k1, k2 ≥ 0.(6.11)
Since h1(x, y, t/ε) is 2piε-periodic in t, the Melnikov function,
M(s, ε) =
∫ +∞
−∞
{h0, h1}(γ0(t+ s), t/ε) dt,
has the same periodicity with respect to s. We denote by Mk(ε) its Fourier’s
coefficients, i.e.,
M(s, ε) =
∑
k∈Z
Mk(ε)eiks/ε.
The next proposition asserts that the Melnikov function is a good approxima-
tion of Eu(s) for | Im s| ≤ a − ε and gives that, in particular when s ∈ R, the
approximation is exponentially small.
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Proposition 6.1. Under hypotheses HP1-HP5, Su and Eu satisfy the follow-
ing estimates:
a) For s ∈ C such that | Im s| ≤ a− ε,
Eu(s) = µεpM(s, ε) +O(µ2ε2ν+r−1, µεp+1).
b) Let Eu0 (ε) = 12piε
∫ 2piε
0
Eu(s) ds. For s ∈ R,
Eu(s)− Eu0 (ε) = µεpM(s, ε) +O(µ2ε2ν+r−1, µεp+1)e−a/ε.
Proof. In Theorem 4.2 we have proved that
E(γsµ,ε(t, s), t/ε) = 0(6.12)
and
E(x, y, θ) = h0(x, y) +O(µεp+1).(6.13)
Since Eu(s) does not depend on t, for any s we choose t = Ts with Ts = T − Re s
and therefore, for (t, s) = (Ts, s), γuµ,ε(t, s) and γ
s
µ,ε(t, s) belong to the domain of
the flow box coordinates U . Then, from the definition (6.4) of Eu and properties
(6.12) and (6.13):
Eu(s) = E(γuµ,ε(t, s), t/ε)− E(γsµ,ε(t, s), t/ε)
= h0(γuµ,ε(t, s))− h0(γsµ,ε(t, s)) +O(µεp+1),(6.14)
if | Im s| ≤ a− ε.
Since, for any s such that | Im s| ≤ a− ε, we have that
γsµ,ε(t, s) → 0 when t→ +∞
γuµ,ε(t, s) → 0 when t→ −∞
we deduce
lim
t→+∞h0(γ
s
µ,ε(t, s)) = lim
t→−∞h0(γ
u
µ,ε(t, s)) = 0.
Then
h0(γuµ,ε(Ts, s))− h0(γsµ,ε(Ts, s))
=
∫ Ts
−∞
∂t
[
h0(γuµ,ε(t, s))
]
dt−
∫ +∞
Ts
∂t
[
h0(γsµ,ε(t, s))
]
dt
= µεp
[∫ Ts
−∞
{h0, h1}(γuµ,ε(t, s), t/ε) dt+
∫ +∞
Ts
{h0, h1}(γsµ,ε(t, s), t/ε) dt
]
.
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Adding and subtracting the Melnikov function we can write
h0(γuµ,ε(Ts, s))− h0(γsµ,ε(Ts, s))
= µεp
∫ −Ts
−∞
{h0, h1}(γuµ,ε, t/ε)− {h0, h1}(γ0, t/ε) dt
+ µεp
∫ Ts
−Ts
{h0, h1}(γuµ,ε, t/ε)− {h0, h1}(γ0, t/ε) dt(6.15)
+ µεp
∫ +∞
Ts
{h0, h1}(γsµ,ε, t/ε)− {h0, h1}(γ0, t/ε) dt
+ µεp
∫ +∞
−∞
{h0, h1}(γ0, t/ε) dt
where γuµ,ε, γ
s
µ,ε and γ0 denote γ
u
µ,ε(t, s), γ
s
µ,ε(t, s) and γ0(t + s) respectively. By
conclusion 3) of Theorem 3.1, the first and the third lines of the right hand side of
(6.15) are O(µ2ε2p+1). It remains to bound the second line.
It is not difficult to see that, if we write γ∗µ,ε(t, s) = (α
∗
µ,ε(t, s), β
∗
µ,ε(t, s)) for
∗ = s,u,
{h0, h1}(γ∗µ,ε, t/ε)− {h0, h1}(γ0, t/ε)
= V ′(α∗µ,ε)[∂yh1(γ
∗
µ,ε, t/ε)− ∂yh1(γ0, t/ε)] + [V ′(α∗µ,ε)− V ′(α0)]∂yh1(γ0, t/ε)
− β∗µ,ε[∂xh1(γ∗µ,ε, t/ε)− ∂xh1(γ0, t/ε)]− (β∗µ,ε − β0)∂xh1(γ0, t/ε).
Using bounds (6.10), (6.11) and Lemma 6.3 and taking into account that, by the
extension theorem, γuµ,ε − γ0 = O(µεν), we get
|{h0, h1}(γuµ,ε, t/ε)− {h0, h1}(γ0, t/ε)| ≤ K
µεν
τ `−r+2
(we recall that τ = |t+s− ia|). Then, applying the estimate (6.9) with l = `−r+2
we obtain that the second line in (6.15) is O(µεp+ν−`+r−1). Thus
h0(γuµ,ε(Ts, s))− h0(γsµ,ε(Ts, s)) = µεpM(s, ε) +O(µ2ε2p+1, µ2ε2ν+r−1).
Now a) follows from (6.14) and from the previous expression. Note that, since
` ≥ r − 1, one has 2p+ 1 ≥ 2ν + r − 1.
To prove b), since Eu(s) is 2piε-periodic in s and analytic in the complex strip
| Im s| ≤ a− ε, we expand it in Fourier series
Eu(s) =
∑
k∈Z
Euk (ε)eiks/ε.
It is clear that, for s ∈ R we can write
Euk (ε) =
1
2piε
∫ 2piε
0
Eu(s± i(a− ε))e−ik(s±i(a−ε))/ε ds.
Thus, by the conclusion a) of this proposition about the estimate of Eu(s) in the
complex domain, for k 6= 0 we obtain
Euk (ε) =
e−|k|(a−ε)/ε
2piε
∫ 2piε
0
Eu(s± i(a− ε))e−iks/ε ds
= µεpMk(ε) +O(µ2ε2ν+r−1, µεp+1)e−|k|(a−ε)/ε,
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where we consider the sign + for k < 0 and the sign − for k > 0. Here Mk(ε)
are the Fourier coefficients of the Melnikov function. Now b) follows summing the
Fourier series and applying the above equality. ¤
6.3. Proof of Theorem 1.1 and its corollary
First we will show that the function φ given in (6.7) can be used to measure
some magnitudes related to the splitting. Then we will prove the formulas in
Theorem 1.1. In the next proposition we prove the existence of primary homoclinic
points and we relate the angle between the invariant manifolds and the area of the
lobes with the splitting function. Moreover, we relate it with the Melnikov function.
First we state a technical lemma which we will prove in Section 6.4.
Lemma 6.4. Under the standing conditions we have
µεpM(S, ε) = µεν
∑
k∈Z\{0}
e−|k|a/εMkeiks/ε
with Mk = O(1) uniformly in k. Therefore,
µεp
dM
dS
(S, ε) = O(µεν−1)e−a/ε.
Proposition 6.2. The function φ : R→ R is 2piε-periodic, real analytic and
satisfies the following properties:
a) There exists hu ∈ R such that γuµ,ε(t, hu) = γsµ,ε(t, hs), for all t (giving a
homoclinic orbit), with hs = Su(hu). For n ∈ N, we define
hsn = h
s + 2piεn
which give homoclinic points. Clearly, for all n, φ(hsn) = 0. Moreover,
φ′(hsn) is independent of n, and
φ′(hsn) = ∂S γ˜
s
µ,ε(t, h
s
n) ∧ ∂S γ˜uµ,ε(t, hsn)(1 +O(µεp+1))
= ‖∂S γ˜sµ,ε(t, hsn)‖ ‖∂S γ˜uµ,ε(t, hsn)‖ sinϑ(t, hsn)(1 +O(µεp+1)),
for all t, where ∧ denotes the exterior product on R2, and ϑ(t, hsn) is the
angle between ∂sγ˜uµ,ε(t, h
s
n) and ∂sγ˜
s
µ,ε(t, h
s
n).
b) The area of the lobe between the invariant curves is given by
A =
∣∣∣∣∣
∫ h¯
h
φ(S) dS
∣∣∣∣∣ ,
where h and h¯ are two consecutive zeros of φ(S).
c) φ0 =
∫ hn+2piε
hn
φ(S) dS = 0.
d) For S ∈ R, φ(S) satisfies the estimate
φ(S) ≡ Eu(su(S)) = µεpM(S, ε) +O(µ2ε2ν+r−1, µ2εν+p, µεp+1)e−a/ε.
Remark 6.2. In particular the splitting function φ is an instrument to study
the transversality of the intersections.
Proof. We begin by proving the existence of homoclinic orbits. Let P t0µ,ε be
the Poincare´ map
P t0µ,ε(x, y) = ϕµ,ε(2piε+ t0, t0, x, y).
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Since P t0µ,ε is area preserving and P
t0
0,ε has a homoclinic connection (which co-
incides with the homoclinic orbit of the unperturbed differential equation), a well
known geometric argument, applied to P t0µ,ε restricted to the reals, gives that P
t0
µ,ε
has (real) primary homoclinic points. Since the iterates of the homoclinic points
are also homoclinic points there will be such points in U .
Then there exist hu, hs ∈ R, T ≤ hu + t0, hs + t0 ≤ 2T , which depend on t0,
such that
zh = γuµ,ε(t0, h
u) = γsµ,ε(t0, h
s).
Hence
γuµ,ε(t, h
u) = γsµ,ε(t, h
s)
are defined for all t ∈ R and are a homoclinic solution of (6.1).
Given a homoclinic point zh of P t0µ,ε we can express it as γ
s
µ,ε(t0+2piε, h
s−2piε).
This implies that hs(t0) = hs(t0 +2piε) + 2piε and hence zh is the homoclinic point
of P t0+2piεµ,ε corresponding to h
s(t0)− 2piε.
By Theorem 4.2, we can choose s0 = hs. Therefore, taking t such that T ≤
t+ hu, t+ hs ≤ 2T , we can write
S(γsµ,ε(t, hs), t/ε) = t− t0 + hs,
and
hs = S(γsµ,ε(t, hs), t/ε)− (t− t0) = S(γuµ,ε(t, hu), t/ε)− (t− t0) = Su(hu).
Moreover, by the definition of φ in (6.7) and the definition of Eu in (6.4) we have
φ(hs) = φ(Su(hu)) = Eu(su(Su(hu)))
= Eu(hu) = E(γuµ,ε(t, hu), t/ε)
= E(γsµ,ε(t, hs), t/ε) = 0.
By the 2piε-periodicity of φ, φ(hsn) = φ(h
s + 2piεn) = φ(hs) = 0.
Obviously φ′ is also 2piε-periodic, thus φ′(hsn) does not depend on n. Now we
compute φ′(hs). We recall that
γuµ,ε(t, h
u) = γuµ,ε(t, s
u(hs)) = γ˜uµ,ε(t, h
s).
Differentiating in (6.8) we obtain
φ′(hs) = ∂xE(γ˜uµ,ε(t, hs), t/ε)∂Sα˜u(t, hs) + ∂yE(γ˜uµ,ε(t, hs), t/ε)∂S β˜u(t, hs)(6.16)
where γ˜uµ,ε(t, s) = (α˜
u(t, s), β˜u(t, s)). Moreover, differentiating with respect to s in
(6.6) we obtain
1 +O(µεp) = ∂xS(γsµ,ε(t, S), t/ε)∂Sαs(t, S) + ∂yS(γsµ,ε(t, S), t/ε)∂Sβs(t, S)
0 = ∂xE(γsµ,ε(t, S), t/ε)∂Sαs(t, S) + ∂yE(γsµ,ε(t, S), t/ε)∂Sβs(t, S)
and from this, taking into account that the change (x, y) 7→ (S,E) is canonical, we
get, when S = hs
∂Sα
s(t, hs)(1 +O(µεp)) = ∂yE(γsµ,ε(t, hs), t/ε) = ∂yE(γuµ,ε(t, hu), t/ε)
= ∂yE(γ˜uµ,ε(t, hs), t/ε)
∂Sβ
s(t, hs)(1 +O(µεp)) = −∂xE(γsµ,ε(t, hs), t/ε) = −∂xE(γ˜uµ,ε(t, hs), t/ε).
Substituting the derivatives of E in (6.16) we obtain the formula stated in a).
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In order to prove b) we recall that the change C˜, given in Theorem 4.2, which
transforms the initial coordinates (x, y) to the flow box coordinates (S,E), is canon-
ical. Therefore.
A =
∣∣∣∣∫ ∫
Lobe
dx dy
∣∣∣∣ =
∣∣∣∣∣
∫ ∫
C˜(Lobe)
dS dE
∣∣∣∣∣ .
Moreover, since the Poincare´ map P t0µ,ε is orientation preserving, there exists at least
one primary homoclinic point of P t0µ,ε between z
h = γsµ,ε(t0, h
s) and P t0µ,ε(z
h). We
denote this homoclinic point by γsµ,ε(t0, h¯
s). By definition of the splitting function,
the area of a lobe, in (S,E) coordinates, is the area of the splitting function between
two consecutive zeros of φ, hence
A =
∣∣∣∣∣
∫ h¯s
hs
φ(S) dS
∣∣∣∣∣
with hs and h¯s are two consecutive zeros of φ.
The conclusion c) asserts that the splitting function has zero mean. To prove it
we note that since P t0µ,ε is area preserving, a standard geometric argument gives that
the area of two consecutive lobes one inner and the other outer, coincide. Therefore
c) follows from b) and the fact that the change C˜ is canonical.
Now we prove estimate d). By estimate b) of Proposition 6.1 as well as by the
definition of φ(S) = Eu(su(S)), we have that for real values of S
φ(S) ≡ Eu(su(S)) = Eu0 (ε) + µεpM(su(S), ε) +O(µ2ε2ν+r−1, µεp+1)e−a/ε,
where Eu0 (ε) is the 0-Fourier coefficient of Eu. Thus, in order to prove Theorem 1.1
we need to estimate Eu0 (ε). By Taylor’s Theorem and Lemma 6.4 we have for S ∈ R,
M(su(S), ε) = M(S +O(µεp+1), ε)
= M(S, ε) +
∫ 1
0
dM
dS
(S + ζO(µεp+1), ε)O(µεp+1) dζ
= M(S, ε) +O(µεν)e−a/ε.
Therefore, we have that
φ(S) = Eu0 (ε) + µεpM(S, ε) +O(µ2ε2ν+r−1, µ2εν+p, µεp+1)e−a/ε.
Finally since by c), φ0 = 0, and the average of M is zero we get
Eu0 (ε) = O(µ2ε2ν+r−1, µ2εν+p, µεp+1)e−a/ε
and the estimate d) is proved. ¤
The proof of Theorem 1.1 is an immediate consequence of Proposition 6.2.
6.4. Proof of Lemma 6.4
The proof of this lemma has significative differences from the proof of the
corresponding lemma in [DS2]. As we pointed out before, we are considering the
case such that the parameterization of the homoclinic orbit has a singularity which
is a branching point. The proof of Lemma 6.4 is the place where this hypothesis
has to be taken into account. Since u = ±ia are branching points, the homoclinic
orbit is defined in a neighborhood of the singularities except a segment starting
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at them, and therefore we can not use the residue theory in order to estimate the
Melnikov integral.
The case that the singularity is a pole also follows from this proof taking q = 1
below.
We recall the definition of J given in Chapter 1:
J(x, y, t/ε) ≡ {h0, h1}(x, y, t/ε) ∼
∑
n 6=0
Jn(x, y)eint/ε
and that J(γ0(t+ s), t/ε) has a singularity of order at most `+ 1. We also observe
that the perturbation h1(x, y, θ) can be written as
h1(x, y, θ) =
∑
k≤|l|≤κ,l∈N2
al(θ)xl1yl2 .
We recall that, by its definition, ` can be expressed in the form
` = j1(r − 1) + j2r = j2 + (j1 + j2) c
q
,(6.17)
where j1 and j2 are such that
j1(r − 1) + j2r = max{l1(r − 1) + l2r : l1 + l2 ≥ k , l = (l1, l2) , al(θ) 6= 0}.
Now we write the Fourier’s coefficients of M(s, ε), Mn(ε), in terms of the
Fourier’s coefficients of J evaluated at γ0(u): Jn(γ0(u)). We note that, since J is
only continuous with respect to t/ε, the Fourier’s series may not converge, although
their Fourier’s coefficients are well defined. However, since M(., ε) is analytic and
2piε-periodic with respect to s, its Fourier series does converge.
We claim that
Mn(ε) =
1
2piε
∫ +∞
−∞
e−iun/εJ−n(γ0(u)) du.
Indeed, by definition of M(s, ε), we obtain
Mn(ε) =
1
2piε
∫ 2piε
0
(∫ +∞
−∞
J(γ0(t+ s), t/ε) dt
)
e−ins/ε ds
=
1
2piε
∫ 2piε
0
∫ +∞
−∞
e−ins/εJ
(
γ0(u),
u− s
ε
)
du ds
=
1
2piε
∫ +∞
−∞
e−iun/ε
∫ 2piε
0
ein(u−s)/εJ
(
γ0(u),
u− s
ε
)
ds du
=
∫ +∞
−∞
e−iun/εJ−n(γ0(u)) du.
Since h1 is a polynomial in x, y, near the singularities u = ±ia, from the
expression of γ0 given in HP1, Jn(γ0(u)) has the form:
Jn(γ0(u)) =
1
(u± ia)`+1
(
J±n,0 +
∑
m≥0
J±n,m(u± ia)
m
q
)
=
∑
−∞<m≤(j1+j2)c
J±n,(j1+j2)c−m
(u± ia)mq +j2+1(6.18)
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where j1 and j2 are defined in (6.17) and J±n,(j1+j2)c−m are coefficients which depend
on ε and µ.
Now we proceed to evaluate the integrals∫ +∞
−∞
e−iun/εJ−n(γ0(u)) du.(6.19)
We consider first the case n < 0. We choose the path of integration Γ = Γ1 ∨ Γ2 ∨
. . . ∨ Γ8 as indicated in the figure:
where b > a, ρ is small (obviously ρ < a) and R is big. Since we will play with the
dependence of Γ on ρ, we will denote the path by Γ(ρ).
Since the function J−n(γ0(u))e−inu/ε is analytic in the region enclosed by Γ(ρ),∫
Γ(ρ)
J−n(γ0(u))e−inu/ε du = 0, ∀ρ ∈ (0, ρ0)
with ρ0 small enough. The advantage of considering these curves is that the above
integral does not depend on ρ. Therefore, in order to compute the dominant term
of ∫
Γ1(ρ)
J−n(γ0(u))e−inu/ε du = −
8∑
j=2
∫
Γj(ρ)
J−n(γ0(u))e−inu/ε du
the strategy consists on expanding the right hand side in terms of powers of ρ and
then taking limit when ρ goes to zero. The terms with negative powers of ρ must
cancel and the terms with positive powers of ρ tend to zero. Therefore we only
have to take into account the coefficients of ρ0 in such expansion.
We begin to look for the asymptotic expression of (6.19). First we observe
that the integrals over Γ2 and Γ8 tend to zero when R tends to +∞ and that the
integrals over Γ3(ρ) and Γ7(ρ) are of order O(enb/ε), uniformly with respect to ρ.
Next we will compute the integrals over the paths Γ5(ρ), Γ4(ρ) and Γ6(ρ). For
these three integrals we stay near the singularity ia, thus we can use the expansion
of J−n(γ0(u)) given in (6.18). For j = 4, 5, 6, we have that∫
Γj(ρ)
J−n(γ0(u))e−inu/ε du
=
∑
m≤(j1+j2)c
J−n,(j1+j2)c−m
∫
Γj(ρ)
e−inu/ε
(u− ia)mq +j2+1 du.(6.20)
To evaluate the integrals in the right hand side of (6.20) we distinguish two cases:
m/q /∈ N and m/q ∈ N. First we deal with the case m/q /∈ N:
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1. Integral over Γ5(ρ). We parameterize this path by g5(θ) = ia + ρe−iθ with
θ ∈ [0, pi]. Using the series expansion of the exponential we have that∫
Γ5(ρ)
e−inu/ε
(u− ia)mq +j2+1 du = −ie
na/ερ
∫ pi
0
e−inρe
−iθ/εe−iθ
(ρe−iθ)
m
q +j2+1
dθ
= −iena/ερ−mq −j2
∑
l≥0
∫ pi
0
1
l!
(−inρ
ε
)l
eiθ(
m
q +j2−l) dθ.
Therefore, since m/q /∈ N, the integral over Γ5(ρ) has no constant term in ρ, then
this integral has no contribution to the ρ0 term of its expansion.
2. Integral over Γ4(ρ). We parameterize this path by g4(θ) = ρ − iθ with
θ ∈ [−b,−a]. Then∫
Γ4(ρ)
e−inu/ε
(u− ia)mq +j2+1 du = −i
∫ b
a
e−ρni/εenθ/ε
(ρ+ (θ − a)i)
m
q
+j2+1
dθ.
Given l ∈ Z+ and η ∈ (0, 1), we introduce the notation
Il(ρ) =
∫ b
a
enθ/ε
(ρ+ (θ − a)i)η+l dθ
and
fl(ρ) =
ena/ε
ρη+l
− e
nb/ε
(ρ+ i(b− a))η+l .
Integrating by parts in Il(ρ) we obtain a recurrence formula for Il(ρ):
Il(ρ) =
1
i(η + l − 1)
(
fl−1(ρ) +
n
ε
Il−1
)
and therefore
Il(ρ) =
l∑
j=1
(n
ε
)j−1 1
ij
1
(η + l − 1) · · · (η + l − j)fl−j(ρ)(6.21)
+
(n
ε
)l 1
il
1
(η + l − 1) · · · η I0(ρ).
The contribution of the j-term in the sum (6.21) to the ρ0 term is
−
(n
ε
)j−1 1
ij
1
(η + l − 1) · · · (η + l − j)
enb/ε
(i(b− a))η+l−1 .(6.22)
Now we analyze I0(ρ). Note that, since ρ > 0, we have that arg(ρ+ i(z−a))→ pi/2
when ρ→ 0 for z > a. Therefore, using the dominated convergence theorem
I0(ρ) =
∫ b
a
enθ/ε
(ρ+ i(θ − a))η dθ → e
−ηipi/2
∫ b
a
enθ/ε
(θ − a)η dθ when ρ→ 0.
With elementary changes of variables we get∫ b
a
enθ/ε
(θ − a)η dθ =
(
ε
|n|
)1−η
ena/ε
∫ |n|(b−a)/ε
0
s−ηe−s ds.(6.23)
Moreover we have that∫ |n|(b−a)/ε
0
s−ηe−s ds = Γ(1− η)− ψ(ε)(6.24)
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where Γ is the Gamma function and
ψ(ε) =
∫ +∞
|n|(b−a)/ε
s−ηe−s ds ≤
(
ε
|n|(b− a)
)η
e−|n|(b−a)/ε
which is exponentially small. Using (6.22), (6.23) and (6.24), we obtain that the
constant term in ρ of Il(ρ) is
I0l ≡
l∑
j=1
(n
ε
)j−1 1
ij
−enb/ε
(η + l − 1) · · · (η + l − j)(i(b− a))η+j−1
+
(n
ε
)l 1
il
1
(η + l − 1) · · · η
(
ε
|n|
)1−η
ena/εe−ηipi/2[Γ(1− η)− ψ(ε)]
and therefore
I0l =
(−1)l
il
( |n|
ε
)l−1+η
e−ηipi/2
pi
sin(piη)
1
Γ(l + η)
e−|n|a/ε(1 +O(ε))
where we have used the formula Γ(1−η)Γ(η) = pi/ sin(ηpi). Thus the constant term
in ρ of the integral over Γ4(ρ) can be calculated with the previous estimates taking
l = j2+1+[m/q] and η = m/q− [m/q], where [·] denotes the integer part function,
and it becomes
−i (−1)
l
il
( |n|
ε
)l−1+η
e−ηipi/2
pi
sin(piη)
1
Γ(l + η)
e−|n|a/ε(1 +O(ε)),(6.25)
where the O(ε) term is uniform with respect to n.
3. Integral over Γ6. We parameterize this path by g6(θ) = −ρ + iθ with
θ ∈ [a, b]. Therefore,∫
Γ6(ρ)
e−inu/ε
(u− ia)mq +j2+1 du = i
∫ b
a
eρni/εenθ/ε
(−ρ+ (θ − a)i)
m
q
+j2+1
dθ.
Thus, if we define
Kl(ρ) =
∫ b
a
eρni/ε
(−ρ+ (θ − a)i)l+η dθ
we have that Kl(ρ) = Il(−ρ), and, for η > 0, by using the previous computations
we obtain
Kl(ρ) =
l∑
j=1
(n
ε
)j−1 1
ij
1
(η + l − 1) · · · (η + l − j)fl−j(−ρ)
+
(n
ε
)l 1
il
1
(η + l − 1) · · · ηK0.
As before we calculate the constant term K0 of K0(ρ). In this case, the argument
of −ρ+ (z − a)i belongs to (−3pi/2,−pi) and therefore,
K0(ρ) =
∫ b
a
enθ/ε
(−ρ+ i(θ − a))η dθ → e
ηi3pi/2
∫ b
a
enθ/ε
(θ − a)η dθ, when ρ→ 0.
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Consequently, the constant term in ρ of the integral over Γ6(ρ) is
i
(−1)l
il
( |n|
ε
)l−1+η
eηi3pi/2
pi
sin(piη)
1
Γ(l + η)
e−|n|a/ε(1 +O(ε)),(6.26)
where the O(ε) term is uniform with respect to n.
Now we consider the case such that m/q ∈ N. Taking into account that,
m/q + j2 + 1 ∈ N, the functions
e−inu/ε
(u− ia)mq +j2+1
have a pole of order m/q + j2 + 1. Therefore we can apply the residue theory. In
this case the integral over Γ1 turns out to be
2pii
1
(m/q + j2)!
(−in
ε
)m/q+j2
e−|n|a/ε(1 +O(ε)).(6.27)
Now we compute the dominant term of Mn(ε) for n < 0. Let η` = `− [`]. If ` /∈ N
and n < 0, by (6.25) and (6.26) we obtain that
Mn(ε) =
∑
m≤(j1+j2)c
J−−n,(j1+j2)c−m
∫ ∞
−∞
e−inu/ε
(u− ia)m/q+j2+1 du
= i[`]+1
( |n|
ε
)` 2pi
Γ(`+ 1)
J−−n,0e
η`ipi/2e−|n|a/ε(1 +O(ε)).(6.28)
Note that i[`]eη`ipi/2 = i`. If ` ∈ N, using expression (6.27),
Mn(ε) = i`+1
( |n|
ε
)` 2pi
`!
J−−n,0e
−|n|a/ε(1 +O(ε)).(6.29)
Remark 6.3. The expressions of Mn(ε) in (6.28) and (6.29) are computed
independently. We note that (6.28) goes to (6.29) when η` goes to zero. Therefore
we can use (6.28) for all `.
For the case n > 0, it is sufficient to observe that
Mn(ε) =M−n(ε) and J−−n,0 = J
+
n,0.(6.30)
The result follows summing the Fourier series, taking into account that the terms
O(ε) are uniform in n.
6.5. Proof of Corollary 1.1
Assume the same hypotheses as Theorem 1.1 and the further hypothesis HP6.
Then, J+1,0 = J
−
−1,0 are different from zero. We write J
−
1,0 = |J−1,0|eiθ.
From (6.28) and (6.30) we have
M(s, ε)
=
∑
n>0
2pi
Γ(`+ 1)
(n
ε
)`
e−na/ε
[
(−i)`+1J+−n,0eins/ε + i`+1J−n,0e−ins/ε
]
(1 +O(ε))
= ε−`e−a/ε
2pi
Γ(`+ 1)
2Re(i`+1J−1,0e
−is/ε) +O(ε−`+1e−a/ε).
Since i`+1J−1,0e
−is/ε = |J−1,0|ei(θ+(`+1)pi/2)e−is/ε the formula for M(s, ε) follows.
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From Theorem 1.1, to compute the area we have to estimate∫ s¯0
s0
M(s, ε) ds
= ε−`e−a/ε
[
4pi
Γ(`+ 1)
|J−1,0|
∫ s¯0
s0
cos(θ + (`+ 1)pi/2− s/ε) ds+O(ε)
]
= ε−`+1e−a/ε
[
8pi
Γ(`+ 1)
|J−1,0|+O(ε)
]
.
Summing the Fourier series corresponding to M ′(s, ε), in the same way as for
M(s, ε) we have
|M ′(s, ε)| = ε−`−1 4pi
Γ(`+ 1)
|J−1,0|e−a/ε sin(θ + (`+ 1)pi/2− s/ε) +O(ε−`e−a/ε).
IfM(s0, ε) = 0, then s0 is such that s0/ε = θ+(`+1)pi/2+pi/2+kpi+O(ε), k ∈ Z,
and therefore, sin(θ + (` + 1)pi/2 − s/ε) = ±1 + O(ε). Using the formula for the
angle in Theorem 1.1 we get the result.
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