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1. Introduction
The importance of invariant subspaces is undeniable in the study of linear operators on vector
spaces. One of themost infamousunsolvedproblems inmathematics, knownas the Invariant Subspace
Problem, is the question of whether every separable Hilbert space V of dimension greater than 1 over
C has a closed, nontrivial T-invariant subspace W (i.e. T(W) ⊆ W) when T is a bounded linear
operator on V . For a very recent survey on this problem, see [2]. In this article, our main focus is
on finite dimensional vector spaces V  Rn over R. While these spaces are Hilbert spaces, we do
not require the added structure of an inner product and the associated topology. In our situation, it
is easy to see that there always exist T-invariant subspaces of V . For example, the kernel of T , the
image of T , the trivial subspace and the space V itself are T-invariant. Moreover, any eigenspaces of
T are also T-invariant. Aside from these obvious examples, there are other well-known techniques
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for generating T-invariant subspaces. For example, for any vector v ∈ V , the cyclic subspace of V
spanned by {v, T(v), T2(v), . . .} is T-invariant. Also, any generalized eigenspace for T is T-invariant.
But even armed with these additional tools, it is not clear in general how to determine if, for given
positive integersm and n, there exists a linear operator T onRn such thatRn has exactly m T-invariant
subspaces. For example, could it be that there exists a linear operator T on R4 such that R4 has
exactly 10 T-invariant subspaces? Indeed, no such linear operator exists. In this article, we develop an
algorithm to calculate the set of all integers m for which there exists a linear operator T on Rn such
that Rn has exactly m T-invariant subspaces. Moreover, the algorithm gives a method for the explicit
construction of such a linear operator T . We end with a brief discussion as to how these ideas can be
extended to vector spaces over arbitrary fields.
2. Notation and definitions
In this section we present some notation and definitions from linear algebra and combinatorics
that are associated to the techniques used in this paper.
2.1. Linear algebra
Throughout this article we let F be a field, n be a positive integer and V be an n-dimensional vector
space over F, so that V  Fn. We let T ∈ L(V), where L(V) is the space of all linear operators on V . If
B is an ordered basis for V , we use the notation [T]B to denote the matrix for T relative to the ordered
basis B, and simply write [T] for the matrix for T relative to the standard basis. We denote the image
of T and the kernel of T as im(T) and ker(T), respectively. For a subspaceW of V , we let T|W indicate
the restriction of T to W . We let cT := cT (x) and mT := mT (x) denote the characteristic polynomial
and minimal polynomial of T , respectively. For the majority of this article, we are concerned with the
case when F = R. Therefore, we let {ei | i = 1, 2, . . . , n} denote the standard basis for Rn, and we
assume that all eigenvalues of T , if any, are real numbers.
Definition 2.1 (Standard Jordan Block). Let λ ∈ R, and let k > 0 be an integer. A standard Jordan block
of size k corresponding to λ is the k × kmatrix
Jλ,k :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ 1 0 · · · 0 0
0 λ 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · λ 1
0 0 0 · · · 0 λ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For any integer r ≥ 0, we also define
E
(r)
λ := ker
((
Jλ,k − λIk)r) ,
where Ik is the (k × k)-identity matrix overR.
Definition 2.2 (Real Jordan Block). Let ζ = a + bi with b > 0, and let C =
⎡
⎣a −b
b a
⎤
⎦. For an integer
k > 0, a real Jordan block of size 2k corresponding to ζ is the 2k × 2kmatrix
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J∗ζ,k :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C I2 0 · · · 0 0
0 C I2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · C I2
0 0 0 · · · 0 C
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Let
Dk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C 0 · · · 0 0
0 C · · · 0 0
...
...
. . .
...
...
0 0 · · · C 0
0 0 · · · 0 C
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
be a 2k × 2kmatrix, and for any integer r ≥ 0, define
U
(r)
ζ := ker
((
J∗ζ,k − Dk
)r)
.
Remark 2.3. Note that v = (v1, v2, v3, . . . , vk) ∈ E(r)λ if and only if vr+1 = vr+2 = · · · = vk = 0.
Similarly, v = (v1, v2, v3, . . . , v2k) ∈ U(r)ζ if and only if v2r+1 = v2r+2 = · · · = v2k = 0.
2.2. Compositions, partitions and multipartitions
A composition μ of the integer n > 0, written μ  n, is a finite ordered set of positive integers
(μ1, μ2, . . . , μr) such that
∑r
i=1 μi = n. The integers μi are referred to as the parts of μ. We define
the length of a composition μ = (μ1, . . . , μr), denoted (μ), to be r. A partition of the integer n > 0
is a composition whose parts are weakly decreasing from left to right. If μ is a partition of nwe write
μ  n.We also define the empty partition, denoted ( ), to be the partition of n = 0. Aμ–multipartition
of n corresponding toμ = (μ1, . . . , μr)  n is an ordered set of partitions θ := θ(μ) = (θ1, . . . , θr)
with θi  μi for each i = 1, . . . , r.
For our purposes, it will be convenient to extend the previous definitions in the following way.
Define an extended composition μ of the integer n > 0, written μ |≡ n, to be a finite ordered set
of nonnegative integers (μ1, μ2, . . . , μr) such that
∑r
i=1 μi = n and μi = 0 for at most one i.
An extended μ–multipartition of n corresponding to μ = (μ1, . . . , μr) |≡ n is an ordered set of
partitions θ := θ(μ) = (θ1, . . . , θr) with θi  μi for each i = 1, . . . , r. Then from any extended
μ–multipartition θ of nwe can derive a unique composition of n by first removing the empty partition
fromθ , if it appears there, and thenremoving the internalparentheses.Wecall thisuniquecomposition,
which we denote d(μ, θ), the derived composition of the extended μ–multipartition θ . For example,
if μ = (5, 6, 0, 3) and θ = ((4, 1), (3, 2, 1), ( ), (2, 1)), then d(μ, θ) = (4, 1, 3, 2, 1, 2, 1) of
n = 14.
3. The results
Proposition 3.1. Let V be a finite dimensional vector space over a field F, and let S, T ∈ L(V). If S and T
are similar, then V has exactly the same number of S-invariant subspaces as T-invariant subspaces.
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Proof. Since S and T are similar, there exists an invertiblematrix P such that P−1SP = T . First suppose
W is an S-invariant subspace of V , and consider the subspace P−1(W) of V . Then
T(P−1(W)) = P−1SP(P−1(W)) = P−1(S(W)) ⊆ P−1(W).
On the other hand, if T(W) ⊆ W , then S(P(W)) ⊆ P(W). This establishes a one-to-one corre-
spondence between the S-invariant subspaces and the T-invariant subspaces, which completes the
proof. 
The existence of a standard Jordan canonical form for a linear operator T ∈ L(Fn), where F is
an algebraically closed field, is well-known. What we require here is a generalization of this fact for
linear operators onRn. In Section 4, we discuss a generalization over an arbitrary field. However, that
particular generalization,when viewedoverR, differs from the oneweuse here. Formore information,
the interested reader should consult [1].
Theorem 3.2 (Real Jordan Canonical Form). Let T ∈ L(Rn) and suppose that cT = f1 · · · fr , where either
fj(x) = (x − λj)lj or fj(x) =
((
x − aj)2 + b2j )mj with bj > 0. Then there is an ordered basis B ofRn such
that
[T]B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
J1 0 · · · 0 0
0 J2 · · · 0 0
...
...
. . .
...
...
0 0 · · · Jt−1 0
0 0 · · · 0 Jt
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
t⊕
j=1
Jj,
where either Jj is a standard Jordan block corresponding to the eigenvalue λj ∈ R, or Jj is a real Jordan
block corresponding to ζj = aj + bji. In either case, we refer to Jj as a Jordan block of T.
Remark 3.3. By Proposition 3.1 and Theorem 3.2, we may assume without loss of generality that [T]
is in real Jordan canonical form.
Theorem 3.4. Let T ∈ L(Rn), and let α ∈ C be such that cT (α) = 0, where either α = λ ∈ R or
α = a+ bi with b > 0. Suppose that [T] = ⊕tj=1 Jj is the real Jordan form for T. If there exist two or more
Jordan blocks for T corresponding to α, thenRn has infinitely many T-invariant subspaces.
Proof. Suppose first that α = λ ∈ R, so that λ is an eigenvalue of T . Let Eλ be the corresponding
eigenspace of T . If T has exactly s > 1 standard Jordan blocks corresponding to λ, then dim(Eλ) = s.
Then, since s > 1, there are infinitely many 1-dimensional subspaces of Eλ, and all such subspaces are
T-invariant. Thus, the theorem is proved in this case.
Now suppose that α = a + bi, with b > 0. Assume that T has exactly s > 1 real Jordan blocks
J1, J2, . . . , Js, of respective sizes 2k1, 2k2, . . . , 2ks, corresponding to α. Let U be the subspace of R
n
spanned by the ordered basis
{u1, u2, u3, u4} := {e1, e2, e2k1+1, e2k1+2}.
Choose c, d ∈ Rwith not both c and d equal to 0. Let
w1 = cu1 + du3 and w2 = cu2 + du4.
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Then w1 and w2 are linearly independent, and the space spanned by w1 and w2 is a 2-dimensional
subspaceW of U. We claim thatW is T-invariant. To see this, let w ∈ W and write
w = r1w1 + r2w2 = r1cu1 + r2cu2 + r1du3 + r2du4,
where r1, r2 ∈ R. It is then straightforward to show that
T(w) = (ar1 − br2)w1 + (br1 + ar2)w2 ∈ W .
Varying the choices of c and d yields infinitely many such distinct subspaces W of U and the proof is
complete. 
Since it is our goal to enumerate the T-invariant subspaces of Rn, we assume, for every zero α of
cT described in Theorem 3.4, that T has exactly one corresponding Jordan block. One ramification of
this assumption is that cT = mT . In addition, if cT = ∏ti=1 f kii and fi(α) = 0, then the size of the
Jordan block corresponding to α is ki or 2ki, depending on whether α is real or non-real, respectively.
Since the Jordan blocks of T are independent [4], we focus on the T-invariant subspaces of a single
block. Then we can piece together the various T-invariant subspaces from each block via direct sums
to determine all T-invariant subspaces.
Lemma 3.5. Let T ∈ L(Rn), and assume that [T] = J, where J is a Jordan block.
1. If n = k and J = Jλ,k, then for each integer r ≥ 0, E(r)λ is T-invariant. Also,
E
(0)
λ < E
(1)
λ < · · · < E(k−1)λ < E(k)λ = E(k+1)λ = · · ·
with dim(E
(r)
λ ) = r for all 0 ≤ r ≤ k.
2. If n = 2k and J = J∗ζ,k, then for each integer r ≥ 0, U(r)ζ is T-invariant. Also,
U
(0)
ζ < U
(1)
ζ < · · · < U(k−1)ζ < U(k)ζ = U(k+1)ζ = · · ·
with dim(U
(r)
ζ ) = 2r for all 0 ≤ r ≤ k.
Proof. To prove 1., let v ∈ E(r)λ . Since Jλ,k commutes with Jλ,k − λIk, we have(
Jλ,k − λIk)r T(v) = T (Jλ,k − λIk)r (v) = T(0) = 0,
so that E
(r)
λ is T-invariant. The other statements in part 1. follow from the fact that {e1, e2, . . . , er} is
a basis for E
(r)
λ .
For 2., as in the proof of part 1., U
(r)
ζ is T-invariant since J
∗
ζ,k commutes with J
∗
ζ,k − Dk . The other
statements in part 2. follow from the fact that {e1, e2, . . . , e2r} is a basis for U(r)ζ . 
Theorem 3.6. Let T ∈ L(Rn), and assume that [T] = J, where J is a Jordan block. If n = k and J = Jλ,k,
then the T-invariant subspaces of Rn are precisely E
(r)
λ , for 0 ≤ r ≤ k. If n = 2k and J = J∗ζ,k, then the
T-invariant subspaces ofRn are precisely U
(r)
ζ , for 0 ≤ r ≤ k.
Proof. Let W be a T-invariant subspace of Rn. First suppose that n = k and J = Jλ,k . Then, for any
w ∈ W , we have that
(T − λIk)w = T(w) − λw ∈ W .
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ThusW contains the set of vectors
Aw = {(T − λIk)iw | i = 0, 1, 2, . . .}.
Choosew = (a1, a2, . . . , ar, 0, . . . , 0) ∈ W such that ar 
= 0 and no other vector inW has a nonzero
component in any location to the right of r. Then dim(W) ≤ r and
Aw = {(a1, a2, . . . , ar, 0, . . . , 0), (a2, a3, . . . , ar, 0, . . . , 0), (a3, a4, . . . , ar, 0, . . . , 0),
. . . , (ar, 0, . . . , 0), (0, 0, . . . , 0)}.
Since ar 
= 0, it follows that W contains the set {e1, e2, . . . , er}. Hence, W = E(r)λ from part 1. of
Lemma 3.5.
Now suppose that n = 2k and J = J∗ζ,k, where ζ = a + bi with b > 0. Let W be a T-invariant
subspace ofR2k . Letw = (w1,w2, . . . ,ws, 0 . . . , 0) ∈ W such thatws 
= 0 and no other vector inW
has a nonzero component in any location to the right of s. Then s is even. For if ws 
= 0 and s is odd,
then the component of T(w) at location s + 1 is bws, which is nonzero since b 
= 0, contradicting our
choice of w. So let s = 2r. Note thatW ⊆ U(r)ζ . We proceed by induction on r to show thatW = U(r)ζ .
Observe that
w˜ :=
T(w)−aw
−b + w2r−1w
1 + w22r−1
= (∗, ∗, . . . , ∗, 1, 0, . . . , 0) ∈ W, and
ŵ :=w − w2r−1w˜ = (∗, ∗, . . . , ∗, 0, 1, 0, . . . , 0) ∈ W,
where the 1 is at location 2r−1 in w˜ and the 1 is at location 2r in ŵ. The case r = 1 is then immediate.
A key observation is that, for any r ≥ 2 and ŵ = (∗, ∗, . . . , ∗, x, y, 0, 1, 0, . . . , 0) where x is in
location 2r − 3, the determinant of the 4 × 4 matrix whose rows are the four components of ŵ,
T(ŵ), T2(ŵ) and T3(ŵ) in locations 2r − 3, 2r − 2, 2r − 1 and 2r, is 4b4 
= 0. Thus, when r = 2,
we have dim(W) = 4, and hence W = U(2)ζ . We proceed by induction on r, and so we assume
for all r ≤ m − 1, that W = U(r)ζ when the rightmost location of a nonzero component for any
vector in W is 2r. Now suppose r = m, so that the rightmost location of a nonzero component of
any vector in W is 2m. From our key observation, the four vectors ŵ, T(ŵ), T2(ŵ) and T3(ŵ), where
ŵ = (∗, ∗, . . . , ∗, x, y, 0, 1, 0, . . . , 0) with x in location 2m − 3, are linearly independent. Thus, W
contains an element of the form (∗, ∗, . . . , ∗, ∗, z, 0, . . . , 0), where z 
= 0 is in location 2m − 2. Let
W0 := {w ∈ W | w = (w1,w2, . . . ,w2m−2, 0, . . . , 0)}.
Clearly, W0 is a subspace of W , and since w2m−2 
= 0 for some w ∈ W0, we have by induction that
W0 = U(m−1)ζ . Then since
U
(m−1)
ζ ⊂ W ⊆ U(m)ζ ,
we see that {e1, e2, . . . , e2m−2} ⊆ W . Using this information and the fact that w˜, ŵ ∈ W , we get that
{e2m−1, e2m} ⊆ W to conclude thatW = U(m)ζ , which completes the proof of the theorem. 
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In light of the previous results, we let T ∈ L(Rn) with cT = mT = ∏tj=1 f kjj , where each fj is either
a quadratic factor with non-real zeros, or a linear factor. We also let
[T] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
J1 0 · · · 0 0
0 J2 · · · 0 0
...
...
. . .
...
...
0 0 · · · Jt−1 0
0 0 · · · 0 Jt
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
t⊕
j=1
Jj
be the real Jordan form of T , where each Jj corresponds to the factor f
kj
j in cT , and that the real Jordan
blocks appear first on the diagonal, reading from upper left to lower right, followed by the standard
Jordan blocks. Note that if Jj is a real Jordan block, then its size is 2kj , while if Jj is a standard Jordan
block, its size is kj . Thus, if the last row in the last real Jordan block is 2r, then 0 ≤ r ≤
⌊
n
2
⌋
, and the
last s = n − 2r rows of [T] are dedicated to the standard Jordan blocks. We are now in a position to
prove the main result.
Theorem 3.7. For an integer r, with 0 ≤ r ≤
⌊
n
2
⌋
, let s = n − 2r and let dr(μ, θ) be the derived
composition of the extended μ-multipartition θ , where μ = (r, s) |≡ n and θ = (θ1, θ2), with θ1  r
and θ2  s. Then the exact setMn of positive integers m for which there exists T ∈ L(Rn) such that Rn
has exactly m T-invariant subspaces is
Mn =
⎧⎨
⎩
(dr(μ,θ))∏
i=1
(dr(μ, θ)i + 1) | 0 ≤ r ≤
⌊
n
2
⌋⎫⎬
⎭ .
Proof. The real Jordan blocks occupy the first 2r rows of [T]. There could be a single block of size 2r;
or two blocks, consisting of one of size 2r − 2 and one of size 2, or one of size 2r − 4 and one of size
4, and so on. Since the order of the blocks is irrelevant, these possibilities can be described simply by
the partitions of r, where a block of size 2k corresponds to a part in the partition of r of size k. Each
such block contains exactly k + 1 nested T-invariant subspaces by Theorem 3.6. The analysis of the
standard Jordan blocks in [T] is similar, except there we use partitions of s = n − 2r. Since the blocks
are independent, any T-invariant subspace will be a direct sum of T-invariant subspaces originating
from the individual blocks. Hence, for any two particular partitions θ1  r and θ2  s, we can count
the total number of T-invariant subspaces by considering the derived composition dr(μ, θ), whereμ
is the extended composition (r, s) and θ = (θ1, θ2) is a multipartition. Then, each part of dr(μ, θ)
corresponds to a single Jordan block in [T] and the total number of T-invariant subspaces for a fixed
r is
∏(dr(μ,θ))
i=1 (dr(μ, θ)i + 1). Letting r range from 0 to
⌊
n
2
⌋
exhausts all possibilities and completes
the proof. 
We end this section with an example.
Example 3.8. We examine the case of n = 4. We list the possibilities for dr(μ, θ) and the corre-
sponding number Nr of T-invariant subspaces for each value of r with 0 ≤ r ≤
⌊
n
2
⌋
= 2. Recall that
s = n − 2r.
• r = 0 and s = 4.
Thus μ = (0, 4), and
θ1 ∈ {( )}, θ2 ∈ {(4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1)}.
1852 J. Ide, L. Jones / Linear Algebra and its Applications 437 (2012) 1845–1853
Table 1
Values of d0(μ, θ) and N0.
d0(μ, θ) N0
(4) 5
(3,1) 8
(2,2) 9
(2,1,1) 12
(1,1,1,1) 16
• r = 1 and s = 2.
Thus μ = (1, 2), and
θ1 ∈ {(1)}, θ2 ∈ {(2), (1, 1)}.
Table 2
Values of d1(μ, θ) and N1.
d1(μ, θ) N1
(1,2) 6
(1,1,1) 8
• r = 2 and s = 0.
Thus μ = (2, 0), and
θ1 ∈ {(2), (1, 1)}, θ2 ∈ {( )}.
Table 3
Values of d2(μ, θ) and N2.
d2(μ, θ) N2
(2) 3
(1,1) 4
Combining the information from Tables 1, 2 and 3 gives
M4 = {3, 4, 5, 6, 8, 9, 12, 16}.
4. Extending the results
Over R, an irreducible polynomial f (x) is such that deg(f ) ≤ 2. However, over an arbitrary field,
there will be, in general, irreducible polynomials of arbitrarily large degree. This additional compli-
cation increases the possibilities for the number of invariant subspaces, but nevertheless, since the
degree of an irreducible polynomial that needs to be considered in the process is bounded above by
dimF(V), the problem is still a finite problem, regardless of the field F. The following generalization
of Definition 2.2 is needed to produce a theorem analogous to Theorem 3.7 in this situation.
Definition 4.1 (Generalized Jordan Block). Let F be a field, and let f (x) ∈ F[x] be a monic polynomial
of degree d that is irreducible over F. The kd × kd generalized Jordan block corresponding to f (x) is the
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kd × kdmatrix
Jf (x),k :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C(f (x)) N 0 · · · 0 0
0 C(f (x)) N · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · C(f (x)) N
0 0 0 · · · 0 C(f (x))
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where C(f (x)) is the companion matrix of f (x), and N is the d × d matrix with a 1 in location (1, d)
and zeros everywhere else.
Remark 4.2. The idea of a generalized Jordan block can be extended further to allow for the possibility
that f (x) is not irreducible over F, but such a generalization is not needed here [1].
Theorem 4.3 (General Jordan Canonical Form). Let V be a finite-dimensional vector space over a field F
and let T ∈ L(V). Then there is an ordered basis B of V such that
[T]B =
t⊕
j=1
Jj,
where each Jj is a generalized Jordan block, and the matrix [T]B is unique up to the order of the blocks.
Since dimF(V) is finite, the possibilities for the sizes of the generalized Jordan blocks would be
limited as well. That is, the largest degree of an irreducible factor of cT would be bounded above by
dimF(V). One would still have to consider the possibility of blocks of various sizes corresponding to
irreducible polynomials whose degrees range from 1 to dimF(V). A careful analysis of the invariant
subspaces of the individual generalized Jordan blocks, combined with Theorem 4.3, can therefore be
used to yield a theorem analogous to Theorem 3.7 in the situation of a finite dimensional vector space
over an arbitrary fieldF. A solution to this problem has recently been given in the casewhenF is finite
[3].
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