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This paper presents a sequential stochastic convergence algorithm for 
teaching machines to recognize (classify) input situations. The result herein 
is a generalization of Theorem III in Aizerman, Braverman, Rozonoer [l], 
which was proved under very restrictive and unnatural distribution condi- 
tions. An algorithm is given which adaptively learns the a posteriori distribu- 
tion of the input random variables. Another theorem is proved which shows 
that the “approximate Bayes” rule based on the “learned” a posteriori 
probability is an asymptotically optimal rule in a certain stochastic sense 
as the sequence of training input variables becomes large. The results are 
essentially nonparametric. 
In the problem of teaching machines to recognize classes (or patterns 
belonging to classes), it is usual to assume that there exists a sequence 
{X1 , X2 ,...I of input variables to be classified. We shall assume that the 
Xn’s take values in Euclidean r-space, E, . A form of the dichotomous pattern 
recognition problem is then to classify the input variables into one of two 
classes A or B assuming that each X, comes from one and only one of these 
two classes. 
We assume that we may use the X,,‘s to sequentially “train” the machine 
in the following manner. After the nth input variable is given, the machine 
is required to guess whether X, came from class A or class B. After each 
choice is made, the machine is told whether it was right or wrong. In a sense, 
the problem is one of merely specifying the training algorithm at stage 12 
based on the training sequence up to stage n together with knowing the 
previous errors made. Furthermore, one must show that such an algorithm 
is “good” in some sense. Many such algorithms have been given in the liter- 
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ature for which desirable convergence properties have been shown. See for 
example [I-S]. Our algorithm is a generalization of [l, Theorem III] which 
has certain advantages over [l] and other algorithms. The exact content of 
these statements will be made more specific in Sections V and VI. 
To specify the problem further, assume that the Xn’s are a sequence of 
independent identically distributed E,-valued random variables. Let X 
denote a generic X, . Let PA(x) = PA(xl ,..., xr) and P,(x) = Ps(xl ,..., x,) 
be two cumulative distribution functions on E, having densities jA(x) and 
jB(x) with respect to r-dimensional Lebesgue measure, that is 
is an r-dimensional density of a multivariate random variable X. 
If the random variable or pattern X (more properly, a measurable observ- 
able attribute of the pattern) is from class A(B), then X has distribution 
PA(x) (Ps(x)) having density jA(x) ( jB(x)). A ssume further that membership 
in class A(B) occurs with a certain probability fA(&J and that 5;, + 5s = 1 
(X belongs to one and only one of the two classes A or B). Hence (5, , &) 
is an a priori probability distribution on the two point parameter space {A, B} 
representing the probability of membership in the respective classes A and B. 
Then, the a posteriori probability of membership in class A having observed 
X=xis 
Now, suppose DA(x) is known and one wishes to classify X as A or B. 
Then any classification (decision) rule will simply be a measurable function 
t(x) from E, into the unit interval where 
t(x) = Pr (classifying X as A 1 X = x} (2) 
1 - t(x) = Pr {classifying X as B 1 X = x}. 
It is well-known from decision theory (see Blackwell and Girschick [9, 
Chapt. 61) that a t = t(x) which minimizes the probability of misclassification 
(the risk in this paper) is given by 
tDA(x) = 1: 
if D/t(x) 2 4 
if DA(x) < 4, 
where DA(x) is as in (1). 
The rule (3) is merely a Bayes rule with respect to the a priori distribution 
(& , &J. However, to implement rule (3) one must know DA(x). In the case 
where this is unknown, if, based on {Xi ,..., X,} and their correct classifica- 
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tions, one could obtain at stage tl + 1 a “good” estimate D,(x) of DA(z), then 
a logically reasonable rule for classifying X,, would be 
tDJXn+l) = $I 
if Q&G+,) 3 * 
if D,(X,+,) < 4. (4) 
Hence, our first aim will be to obtain a “good” estimate of DA(x) which can 
be used in (4). This is the content of Theorem 1 stated below. The implication 
of Theorem 1 for the procedure (4) is given as Theorem 2. 
Before stating our recursive updating algorithm for obtaining a sequence of 
estimates {D%(x)} of D,( x we examine an earlier result by Aizerman et al. ) 
in [l, Theorem III] as motivation for our algorithm. 
In [l] under the assumption that 
(5) 
where m is finite and the tj(x) are m known orthonormal functions in an L, 
function space, i.e., there exists a measure p on the space of X-values (here 
this space can be more general than E,) such that s ti(x) tj(x) &(x) = 0 or 1 
asi#jori=j. 
The algorithm in [l] may then be stated as follows. Let m be an estimate 
of DA(x) based on the first n input X,‘s and their correct classifications, 
Specifically, they take 
YJx) = bn(x) - ! 
if y&4 > 1 
if 0 < y&4 < 1, (6) 
(0 if 
where the Y%(x) are defined recursively by 
1 Yn(4 with 
‘y,(x) < 0, 
probability YJX,,,,) if 
I is from class A 
I 
X n+1 
Y,(x) + yn+rK(x, X,,,) with probability 1 - YJX,,,) if 
ul,,l(X) = x;z4 is from class A 
Ynu,(x) - .yn+A% Xn+d with probability YJX,,,,) if 
X n+l is from class B 
ul,(x) with probability 1 - YJX,,,) if 
X n+l is from class B, 
and Y,,(x) = 0 for all x, 
362 VAN RYZIN 
and {m] is a sequence of numbers satisfying 
It is proved in [I, Theorem III] that under (5) with YJx) defined by (6)- 
(9), we have 
s- 
{YJx) - DA(x))*f(x) dp(x) ---f 0 in probability (10) 
as rz -+ co, wheref(r) = fAtA + &BfB(x) andf,(x) andf,(x) are densities 
of Pa and Ps with respect to cr. 
The result (10) is a very nice result except for the drawback in assumption 
(5) which is very limiting and unnatural. We shall give a theorem (Theorem 1 
below) similar to (10) for the case where the Xn’s are &valued. The con- 
ditions in our theorem will be a very general set of assumptions on the pair 
of densities { fA(x), fB(x)i which will include an extensive class of distributions. 
Our main theorem (Theorem 1) is stated below and proved in Section III 
after some preliminary lemmas are given in Section II. In Section IV we 
prove some corollaries to and examine the sufficient conditions of Theorem 1. 
In Section V we prove Theorem 2 which gives a decision theoretic conse- 
quence of Theorem 1. 
Returning now to the case of an &valued generic X, let 
K(x) = K(xl ,..., x,) 
be a real-valued Bore1 measurable function on E, such that 
K(x) > 0 for all XEJ%, I 
K(x) dx = 1.l (11) 
The algorithm for recursively updating the estimate of DA(x) can now be 
defined. Let (2, , 2, ,...} be a sequence of independent Bernoulli random 
variables with/$ = Pr (2, = l} = 1 - Pr {Z, = 0}, 0 < ,& < 1, n = 1,2 ,... . 
Furthermore, assume that the sequence (2, , 2, ,...> is independent of the 
sequence {Xi, X, ,... }. Now let #Jx) be an estimate of DA(x) obtained by 
truncating I,&(X), defined recursively below, to the closed unit interval, i.e., 
1 J or(x)& will indicate s *.- s cx(xl , . . . . x,)&c, - dx, throughout the paper for any 
function CZ(X) = Q(x~, . . . . x7) integrable with respect to r-dimensional Lebesgue 
measure, 
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Define &(x) recursively by $,,(x) = 0 for all x E E, and 
with probability &(Xn+r) if X,,, is from class A 
$w4 + -G+lYn+lKxK~l(x - Xn+d ___- 
&2+1(4 = \ 
with probability 1 - &(Xn+r) if X,,, is from class A 
hz(~> - Gz+lm+lh~~l~(h~:l(.1C - -G,lN 
(13) 
with probability #n(Xn+l) if X,,, is from class B 
*nw 
~ with probability 1 - z,&(X~+~) if X,,, is from class B, 
where K(x) satisfies (ll), {h,} is a sequence of positive constants, and {Z,} 
is the sequence of independent Bernoulli random variables defined above. 
Comparing (13) with (7), notice that the incremental changes in &n(x) when 
called for in (13) are randomly made according to Z,,, = 1 or 0 where 
E-G,, = A+1 . In (7) such a change is always made when called for. The 
advantage of using this randomization will be pointed out in Section VI. 
We now state the following theorem. Define for any r-dimensional 
Lebesgue integrable function g(x) = g(xr ,..., xr) the translation function 
of g by 
Also, let 
Tr(Y) =J I Ax + Y) - g(x) I dx* 
f(x) = &4fA(X) + ~Bfi?b). 
THEOREM 1. Let K(x) satisfy (11) alad 
K*= /IxIjK(x)dx<co, 
s II x II2 = g1 xi 
1 K 1 = j- F(x) dx < 00 
TK(md < cK \IY /I for sme positive finite cmtunt cK . 
Also, let the sequences {/?,), {m} and {h,} of positive constants satisfy 
0 <Aa < 1, 0 <h, < 1, Yn >o 
flPnYn = CfJ 
!l /%,%i’ < * 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
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Assume further that 
~~,&y) < C, /jy 1) forpositiveJinite constants C, , 0 = A and B. (23) 
s 
(f (x)}l-s dx < co for some 0 < 6 < 1. 
stpf(x) = M < 03. 
Then, the algorithm deJned by (12) and (13) satisfies 
(24) 
(25) 
I 
{m - DA(x))* f(x) d.y -+ 0 in probability as n -+ co. (26) 
The proof of the theorem is deferred until Section III. It is based on the 
preliminary lemmas of the next section. Our method of proof through these 
lemmas is similar to the method of [l]. Sections II and III, which constitute 
a detailed proof of Theorem 1, may be deferred until after reading Sections 
IV, V, and VI, which clarify the extent and meaning of the algorithm and its 
relationship with other work in the area. 
II. PRELIMINARY LEMMAS 
We proceed by defining certain quantities and symbols. Let 
x, = (Xl )...) Xn) and z, = (2, ,..., 2,). 
Define ~9~ = 1 or 0 as X, is from class A or class B and let en = (0, ,..., S,). 
Note that by independence of X,,, and {X, , Z,+r , 0,) we have 
Qln(y) = Pr {X,,, is from class A and #n+l(x> =S&) I X,, .G+l, %,; X,+l = y} 
= Pr GG+l is from class A 1 Xn+, = y} &(y) 
= DA(Y) h(Y)- (27) 
Similarly, 
Qzn(y) = Pr {X,,, is from class A and #n+l(~) = #n(x) 
+ -G+,~n+~KXK:& - &+d I X 5 %+I 3 en; -%+I = Y> 
= DR(Y) u - AI(Y)>* (28) 
Q3n(y) = Pr {X,,, is from class B and #n+r(~) = #n(~) 
- -G+~m+d~Xh~:& - -&+J) I Xn 9 %+I 2 eni &+I = Y> 
= (1 - D”(Y)3 A(Y)* (29) 
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Qan(y) = Pr {X,,, is from class B and #J~+~(x) = $J&) IX&+l, %; X,+1 =Y) 
= Cl - DA(Y)1 u - ICln(Y)l* (30) 
Observe that for all n and almost all y (with respect to Lebesgue measure), 
Q?(Y) + Qe’Yy> + QsYr) + QCYY) = 1. (31) 
Next, define the random variables depending on {X, , Z, ,0,} given by 
and 
In = [ bL(4 - ~‘4W2f(4 dx (32) 
Jn = j- G.U4 - ~.&)I U44 - gulf* dx. (33) 
LEMMA 1. If (II) and (25) hold, then 
EJn,, G EJn -I- 2M23,c1~n+1 - (34) 
PROOF. Define KJx, y) = h;;‘K(h;‘(x - y)). Using the usual notation for 
conditional expectations note that by (27)-(30), (33) and definition of the 
algorithm in (13), we have 
wn+1 Ix78 9L, r %I 
uln = fl GfL(4 - DA(X)) u4~) - ~A(41 
x f”(x) dx(QW + Q~“(Y) + Q?(Y) + Q8~)lfQ 4 
- - u2n = -%+&+I JJ Kl+1(% Y) Gf4d4 + zn+lYn+lr;cla+l@~ Y) - D&N 
x f”(4 ~Qa”(r)ft~) dr 
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U2’1 =z n+1Yn+1 IS Kz+1(4 Y> PAM - iLz(4 - zn+lYn+lKn+l(~~~ Y>> 
x fY-4 ~Q2n(Y)f(Y) dY
U*” = j j @&> - D&N N&9 + Zn+1Yn+1K1+1(% Y) - C&)1 
x f”(x) d~QiWf(r) dr 
lJ,n = 
IJ - GM4 - ~RW GM4 - zz+lYn+lKn+l(~~ Y) - ~&)I 
x f”(4 ~~Qa"(r)f(r) 4. 
Since sf(y) dy = 1, (31) and (33) imply 
C’y = J,, . (36) 
Also, from (1) and (12) implying 
I Jfw-) + Zn-tlYn+lKn+l(w3 - DA(X) I d 1 
we have 
u2n < z n+1Yn+1 jj K&i YLPW Q~YYMY) dr 
- = Z n+lyn+JGl SJ K(K:dx - ~)).f~(d Qz’Yr)f(r> dr 
= Z n+1Yn+1 IJ’ K(u) WY + hn+l4)* d~Q2’Yy)fW dys (37) 
from whence (11) and (25) yield 
u2n < Zn+,~n+lM~ J ’ Q2’Y~lf (~1 dr- 
Similarly, 
Gn < zn+,~n+,M~ - QAr>f(r> dr J 
and (31) yields 
U,” -t Us” < Z,,,,Y,,~M*. (38) 
To bound Udn observe that K,+l(x, y) > 0 (see (11)) and definition (12) 
imply that 
h4d4 - D.&N bL(4 + zn+,~n+~Kn+&, Y> - #nn(4> 
is positive only if DA(x) < Z,&(X) < 1 and when positive is bounded from 
above by Zn+l~,,+lKn+l(x, Y). Hence, 
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Comparing this bound with that in (37), we repeat the argument used to 
bound U2n to obtain 
UC B -G+IY~+,M~ s Qz”(r)f(r) dr. 
Similarly, 
Us” G -G+l~n+lM~ I Q?Cr>ftr) d. 
from which (31) yields 
van + usn d z,,+lYn+l~~2. (39) 
Taking expectations on both sides of (35) completes the proof via (36), (38), 
and (39), since EZ,,, = rB,+, .
LEMMA 2. If assumptions (II), (16)-(18), (23)-(25) hold, then 
where 
Cl =MIKI, c2 = 2MCAK*, c, = 2M2K*{C, + max (CA, C,)}. 
PROOF. 
El%+, I Xn > Zn,, , %I = IS bL(4-~a(4~2f(4 d-4Ql’Yr) +Q209>fW4~ 
+ Jj W&) + z n+l Y n+&+&, Y) - ~k412f(4 ~~Q~‘YYV(Y) dr 
+ s/ {h(x) - zn+,~n+,Kn+,(x,~) - D.&N2fW ~Q3'Yr>fb9dr- 
Hence, by (31) we have 
wn+1 Ix, 9 Zn+1 , %I = 43 + vIn + v2n, (41) 
where 
vln = 2-%+1Y9a+, II &+1(x, Y) +,4,(x) - ~.&)I 
x f (4 dxiQ2Yy) - Q3Yr>VW 4 
vsn = zn+1r:+1 
$1 Kit+&, YVW dx{Q2"(r) + Q&%f W dy. 
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d -%+1Y~+,K~,~ I K I I 
where the last inequality follows by (17), (25), and noting that 
(42) 
Also, (28) and (29) imply Qzn(~) -- Q3”~) = D,,(y) - $&), and we have 
by a change of variable, 
S;,l~ zzz 22 n+1Yn+1 1‘1 K(u) {9,(Y + hz+14 -- DAY + kl+14) 
x f(r + k+l4 WD&) - MYMY) dr 
= v3n + r/,n + Vbfi + L-en, (43) 
where 
v** = za+1Yn+1 IS q4 W‘dY)f(Y) - DAY + ~7%+1wY + Ll4> 
x d4~a.h) - h(r)lf(r) dr 
vt? = 2z3+1Yn+1 IJ‘ Jw MY + Izn+14 -f(Y)> 
x d4dy) PA(Y) - hW>fQ 4~. 
Observe that by (1 l), 
Van = - =‘n+~~ta+~Jn - (9 
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We proceed by bounding Va*, EVn5 and EI/‘,B. By (I), (14), (15), and (25) 
we have, 
< 2~&+lYn+l j m4 ~,,4(hn+14 du 
G Z,+ly,+,h,+,(2MCAK*)I (45) 
where the last inequality follows from (16) and (23). 
To bound EVn5, note that 1 D,(y) - #n(y) 1 < 1 and (25) imply 
EVn5 < 2W3n+1yn+1 j-1 W4 E I hz(u + hn++) - MY) I W(y) 4. (46) 
But, by the recursive definition of &, in (13) we have 
E I MY + hn+14 - A,(Y) I 
< i hi j- 4’ I W?(Y + hn+lu - 4) - WG’(y - 4) I.04 dw 
i=l 
= i ,%yi j- 1 K(w + h;‘h+,u) - W4 I.~(Y - hi4 dw 
i-1 
(47) 
where the last inequality follows from (14) and (25). Combining (16), (18), 
(46) and (47) now yields 
To bound EVn6 observe that the recursive definition of & in (13) and (25) 
imply 
= gl Bin j- W4f(~ - hi4 dw 
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This result together with / DA(y) - #$) 1 < 1, (25) and (14) yields 
Eve” d &~,+IY~+I j j Vu) If@ + hi+14 -f(r) I duE I MY) If(r) 4 
d 2I1’17%z+1~n+1 (i hi) j 44 ~Ahn+14 du, 
i=l 
from which (14), (15), (16), (23), and & + 5s = 1 implies 
Observing that hi < 1 implies c:Xn31/3~zyi ,< c.!S1 /$5,y# in (49), combine 
(48) and (49) to obtain 
EF;” + El /en G ~3(A+lY,+lhn+l) (jyl rBJ+rl) ’ (50) 
Taking expectations on both sides of (41) combined with (42), (43), (44), 
(45), and (50) now yields (40), and the proof is completed. 
LEMMA 3. Let {Mm} and {G} be two sequence of numbers. lf 
f ~l,,+~il& < co and &I,, 2 0 
n-4 
and 
and 
% > 0, g % = 03, z1 an2 < a, 
then the limit of rC& exists and equals zero as n -+ co. 
This lemma is a direct consequence of Lemma 2 of [l], a simple proof of 
which is given in [IO]. 
III. PROOF OF THEOREM 1 
PROOF. Define E = 26(1 + S)-l where 0 < 6 < 1 is that of condition (24). 
Then, by the Holder inequality 
J - {$>) - II&@ f (x) d.x 
< ( j 1 h(x) - DA(x) 14”f “(x) dxt’la 1s {f (x)}2(1--E)/(2--F) dxl (2-6)‘2 
d iJ’ 1 #n(X) - D,,(X) I2 f ‘(x) dx/“2 /j {f (x)1’-” d%f 
(2%<l/2 
, (51) 
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where the last inequality follows by noting that 1 &(x) - DA(x) j < 1 
and 4/e > 2. Next note that by the definition of I,&(X) in (12) we have 
GM4 - DAW12 <bu4 - ~A(41 &z(x) - ~A(4 (52) 
Hence, under condition (24), inequalities (51) and (52), and the definition of 
Jn in (33) it is sufficient to complete the proof of (26) to show that 
In-+0 in probability as ?z-+ 00. (53) 
Since Jn > 0, we demonstrate that EJ,, + 0 which implies (53). To do 
this sum both sides of inequality (40) of Lemma 2 from n = l,..., A;, to 
obtain 
N N N 
But under conditions (19)-(22) the three series 
and 
are convergent; and hence letting N--f co in (54) we have 
Observe that by (19) and (21), 
(54) 
(55) 
Hence, with c+, = /3,,yn and M, = EJn in Lemma 3, we see that (20), (55) 
and Lemma 1 imply E Jn + 0 as n ---f co from whence (53) follows completing 
the proof. 
372 VAN RYZIN 
IV. CONDITIONS .~ND COROLLARIES 
In this section we give certain corollaries and examples of our theorem 
yielding more insight into the conditions under which Theorem 1 was 
proved. 
The following lemma is proved in [7], Corollary to Theorem 4. 
LEMMA 4. Let g(x) = g(x, ,..., x,) be a density on Euclidean r-space satis- 
fying 
(i) The support set of g(x) is a r-dimensional interval. 
(ii) The marginal densities ofg(x) are bounded. 
(iii) g( ) b I f I x zs a so u e y continuous with respect to Lebesgue measure in each 
of its components. 
(iv) g(x) has (a-e.) jirst partial d erivatives which are integrable. 
Then, there exists a constant C, such that am < C’, 1) y 11 . 
This lemma immediately yields 
COROLLARY 1. Condition (23) of the theorem is implied by assuming that fA 
andf, satisfy condition (i)-(iv) of Lemma 4. 
COROLLARY 2. Condition (24) of the theorem is implied by assuming 
I 
Ixj]f(x)dx<co, j=l,..., r. 
PROOF. Let 6 = (r + 2)-l in condition (24). Then by the Holder inequal- 
ity and noting that (1 - 8) 6-l = r + 1, we have 
But, since 
(56) 
j (I + ‘& l x, lj’r”’ dx = 2’ 1: . . . j,” (1 + ; Xi)-(*+1) dx, ... dx, 
= 2’(r!)-l < co, 
we see that (56) and j I xi If(x) G!.X < CO, j = l,..., Y implies condition (24) 
with 6 = (r + 2)-l. 
From Corollaries 1 and 2 we see that Theorem 1 is extensively applicable, 
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since all pairs of densities ( fA(x),fB(x)) each of which satisfies conditions 
(i)-(iv) of Lemma 4 and has first marginal moments finite are allowable. 
Regarding the other conditions of Theorem 1, note that the choice of the 
function K(x) is arbitrary provided it satisfies (11) and (16)-(18). 
The functions K(r) are essentially the so-called “window” kernels used 
by Rosenblatt [ 141, Parzen [ 131, Cacoullos [ 1 I], and Murthy [12] for the 
problem of density estimation. The following functions are just a few of 
the possible choices of K(X), all of which can be easily shown to satisfy 
conditions (11) and (16)-( 18). 
w 
K(x) = p-r9 
K(x) = 2+ exp - i 
I 14 
IbI/ 
K(X) = (~TT)+‘~ exp - 
1 
-)2X? 
i=l 
x II2 (3-12r~C’+2)-1, 
I xi I Q c, 
otherwise. 
I xi I < c 
otherwise 
I xi I G c~ 
otherwise 
for all x 
for all x . 
I xi I d c9 
otherwise. 
i = l,..., Y, 
i=l Y, ,***, 
i=l ,a-., y, 
i = l,..., r 
C>O 
C>O 
c>o 
Thus, the choices of a function K(x) to satisfy (11) and (16)-(18) are many. 
Finally, an example of three sequences {a>, {‘yn} and {h,} satisfying (19)- 
(22) is given by 
) 1 zy (fl + l)F1, n>l 
hl = {ng ;og (n + l)}-l, 
n>l 
nd 1, O<q<Y-l. (57) 
Clearly, (20) is satisfied, To verify (22) observe that 
$/3znh;l = f icg--l) < 1 + S” ~(*-l) dx < (n + 1)’ q-l. 
t=1 1 
4og120/2-12 
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Therefore, 
from whence (22) follows. Condition (21) follows since 
and 
pnS,yn%, = {a log” (n + l)}-r [log (n + l)]‘+r nQ’-r 
Pg (ri + 1)l r+l ,p-1 + 0 
as n + CO. In view of (57) and (19)-(22), it appears that the choice of the 
sequences (&}, {m> and {n,] is quite limited. We were unable to devise a 
proof which considerably weakened conditions (19)-(22). 
In closing, we would like to again point out that the conditions under 
which Theorem 1 was proved have wide applicability. As shown above 
conditions (11) and (16)-(22) can always be met by suitable choice of the 
function K(x) and the sequences &}, {m] and {h,). Examination of condi- 
tions (23)-(25) and the collories given above clearly illustrate that the assump- 
tions on f.(m) and fs(s) required for our algorithm are very few and quite 
mild compared with the algorithm (Theorem III) of Aizerman et al. [l], 
whose proof required the restrictive and unnatural assumption (5). The main 
benefit of this paper lies in this generalization of the result of [I], thus widen- 
ing its applicability. 
V. A DECISION THEORETIC CONSEQUENCE OF THEOREM 1 
As pointed out in Section I, the classification (decision) rule to,(x) in (3) 
is an optimal Bayes rule for classifying X (a generic X,) having observed 
X = X. The Bayes risk of (3) is given by 
= 5, + j- {I - 2D,(r)) tDA(x)f(x) da-. (58) 
-- 
Now consider the procedure which at stage n + 1 uses &(x) in place of an -- 
unknown DA(x) in (3), where &(x) is the nth stage approximation to DA(x) 
given by (12) and (13). At stage n + 1, we are thus using the rule 
t,(x,l+l) = :, I 
if hdXn+1) B i if ___- 
(ClnGc.+1) < Q- 
(59) 
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The probability of misclassification (or risk) of this procedure conditional 
on GG ,..., X, , Zl ,..., Z,) and the previous known classifications (or 0,) 
is given by 
The difference between (58) and (60) satisfies 
where the left-hand inequality follows by optimality of tDA(Xn+r) in (3) for 
classifying X,,, . Observe now that by definition of (3) and (59) the term 
- s{l - 2+,(x)} [tn(x) - i,,(x)]f(r) dx is non-negative. Hence, adding 
this term to the right-hand side of (61) and noting that 1 tn(x) - tD,(x) 1 < 1, 
we obtain 
0 < WJ - NA) G j I &l(x) - DA(X) If(x) dx 
< [s {i&i@ - ~~(x))~f(x) dx]1’2. (62) 
Comparing the right-hand side of (62) with (26), we have as a consequence 
of Theorem 1. 
THEOREM 2. Under assumptions (11) and (16)-(2.5), the procedure t, 
in (66) is asymptotically optimal in the sense that its probability of misclassifica- 
tion (risk) conditional on the previous n training Xk’s, their known classifications 
and the auxiliary random variables {Z, ,..., Z,,} satisfies 
wtz) - 4&) in probability as n-+co, (63) 
where 4(.&R), defined by (58), is the minimum attainable probability of mis- 
classification. 
The comments and corollaries of Section IV concerning the conditions 
under which Theorem 1 apply equally to Theorem 2. 
A similar decision theoretic reinterpretation to Theorem III in [l] also 
follows from (63) by using YJx) in (7) in place of &(x) in defining t, as 
in (59). 
Theorem 2 has more intuitive meaning than Theorem 1 itself. It says 
simply that for a training period of sufficient length if one uses procedure (59), 
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then under the conditions of Theorem 2 one is guaranteed a probability 
error rate per classification close to the minimum attainable probability of 
misclassification. 
VI. IMPLEMENTATION AND COMPARISONS WITH OTHER ALGORITHMS 
The comparisons of our algorithm (Theorem 1) with that of [l, Theorem 
III] has already been made in Section IV in the discussion of the removal of 
condition (5) with the resulting replacement (essentially) by assumptions 
CW-(2% h g w ose enerality is examined in Corollaries 1 and 2. 
Theorem 2 is closely related to earlier results obtained by the author 
in [7]. Although in [7], Theorem 4 and its corollary, when specialized to two 
classes A and B, gives a more exact and better result concerning rate of 
convergence under assumptions similar to those of Theorem 2 above, we 
note that Theorem 2 is more efficient from a storage point of view. 
For example, to implement the algorithm of Theorems 1 or 2 at stage 11 + 1 
one must store in memory only three sets. Let s, be the subscript for the pairs 
{Xk , 2, , k < n} for which thejth change is made in the n estimates of DA(x), -- 
k&), h < 4. N o c an h g e is made if &+i(.r) = &(x) either from Z,,, being 
zero (attempted change but none made) or if no change is attempted (with _--- --- 
probability IcIk(xk+i) (1 - &(xk+J) if X,,, is in A(B)). (See definition (13).) 
Let y1 be the realization of X,, , j < n. When the jth change is in the positive 
direction in the algorithm (see (13)) let pL3 = + 1; when the jth change is in 
the negative direction let ~1~ = - 1. The only three sets one must then store 
in memory if Mm , M, < n, cha nges are made in the training up to 71 are: 
the r-vectors Yl ,.*.*YMn 
the numbers % ,.*., SM” (64) 
the numbers 111 >**.Y PM,, * 
With this information and iterative schemes for generating the {/$}, {r,J 
and {h,} sequences and the Bernoulli random variable {Z,J, one can implement 
the algorithm of (13) or the classification procedure (59). To do this the 
machine computes (see (13) of [I] also), 
From (64), observe that to compute (65) for stage n + 1 we must store 
M,(r + 2) numbers in memory, where M, < 12 is a random variable depend- 
ing on the algorithm itself. Clearly (r -t 2) EM,, represents the expected 
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number of storage cells required for implementation of (59) (or (13)) at 
stage tt + 1. 
Comparing this with Theorem 4 of [7], we see that in that algorithm we 
must store the two sets {x1 ,..., *v~} and (0, ,..., &), where x, is the realization 
of X, and Bi is 0 as X, is in A or B. Hence, the number of storage cells 
required for implementation of Theorem 4 of [7] is (T $ 1) n. Thus, the 
(roughly speaking) storage esciency or ratio of the classification procedure 
(59) to that of Theorem 4 of [7] is 
But clearly, EM, < c:=l fl, . Therefore when /3, = {log (j + I)}-l as in 
(57) we have by (73) G = 1 im, & = 0 and the asymptotic storage efficiency of 
(59) over Theorem 4 of [7] is the best possible. In fact for any sequence {&}, 
with limj & = 0, we would have the same result. Hence, the storage advantage 
gained in this algorithm over that of Theorem 4 of [7] is considerable if the 
j3j are chosen such that lim, & = 0. It is precisely for this reason that the 
additional randomization of the Zk’s was introduced in defining (13). Without 
this randomization pj = 1 for all j and then 
= f E j {DA(X) (1 - IclG@) + (1 - DA(X)) #j-l(x)lf(-y) dx. (67) 
i-1 
From (67) it is easy to show that 
EM 2 ---f 2 
71 s 
DA(x) (1 - DA(x))f(x) dx = d. 
Thus, from (66) when & = 1 we have C = lim,/, = (r + 2) (I + 1)-l d, 
which is always positive except in the trivial case when the set {x 1 fA(x) > 0 
and fB(x) > 0) has zero Lebesgue measure. Therefore, the randomization 
introduced through the Z,‘s is vital from a storage point of view. 
Although the procedure (59) is a storage-wise better algorithm than Theo- 
rem 4 of [7], we reiterate that Theorem 4 of [7] has the advantage of known 
convergence rates which we were unable to obtain for the algorithm of this 
paper. 
In comparing our results with certain other convergence algorithms of the 
“perceptron” type given in 12-61 and [8J, note that all these algorithms require, 
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roughly speaking, that the pattern classes are linearly separable in Euclidean 
v-space (with probability one is the stochastic cases). (See assumptions in 
each paper.) In our case a comparable assumption is that the pattern classes 
are disjoint or equivalently that fA(x) and fB(*v) have disjoint support sets. 
In this case $(tA) = 0 and Theorem 2 implies that the probability of mis- 
classification of Xn+, approaches zero as 71, the length of training, increases. 
A similar comment was made in [7] concerning the results therein. This 
observation is very important however, since the question of whether or not 
an X which one chooses in advance to measure zuill linearly separate two 
classes of patterns is extremely dif?icult. Hence, the algorithm of this paper 
(as well as that of [I] and [7]), yield convergence to the minimum error prob- 
ability whether or not the observable attribute X “separates” class 4 and B. 
There are still many unanswered questions concerning this algorithm. 
For instance, a few such questions are: Are all the assumptions necessary ? 
What can be said about convergence rates? What choice of K(x), {&}, {m} 
and {h,} give the “best” performance in a given application? How does it 
compare with other algorithms ? What can computer studies say about the 
performance? When should one stop the sequential updating? We raise 
these questions with the hope that further investigation of this (or other 
algorithms) will help answer such questions. 
Finally, in closing, we stress that the problem considered here of a training 
algorithm for the (n + 1)st classification in the case of independent, identically 
distributed X/,‘s suffices for classifying all .Y~, K .> 71 + 1. Precisely, the 
probability of misclassification of Xk , K > n + 1, conditional on {X, ,..., X, , 
z 1 ,**- 2,) and the correct classification of the first nX;,‘s for i.i.d. Xk’s is 
identical to that of misclassification of X,,, conditioned on the same. This 
however would not be the case for dependent states of nature where 
P{X,+, in A ) X, in B} # P(X,,+, in ,4}. 
Examination of this dependent situation is an area needing much investiga- 
tion. 
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