On finding common neighborhoods in massive graphs  by Buchsbaum, Adam L. et al.
Theoretical Computer Science 299 (2003) 707–718
www.elsevier.com/locate/tcs
On !nding common neighborhoods
in massive graphs
Adam L. Buchsbauma ;∗ , Ra*aele Giancarlob;1 , Je*ery R. Westbrookc;2
aAT&T Labs, Shannon Laboratory, 180 Park Avenue, Florham Park, NJ 07932, USA
bDipartimento di Matematica ed Applicazioni, Universit)a di Palermo, Via Archira+ 34,
90123 Palermo, Italy
c4031 South Hempstead Circle, San Diego, CA 92116, USA
Received 20 November 2000; received in revised form 14 May 2002; accepted 30 May 2002
Communicated by M. Crochemore
Abstract
We consider the problem of !nding pairs of vertices that share large common neighborhoods
in massive graphs. We prove lower bounds on the resources needed to solve this problem on
resource-bounded models of computation. In streaming models, in which algorithms can access
the input only a constant number of times and only sequentially, we show that, even with
randomization, any algorithm that determines if there exists any pair of vertices with a large
common neighborhood must essentially store and process the input graph o* line. In sampling
models, in which algorithms can only query an oracle for the common neighborhoods of speci!ed
vertex pairs, we show that any algorithm must sample almost every pair of vertices for their
respective common neighborhoods.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
We study the problem of !nding pairs of vertices with large common neighbor-
hoods in a directed graph. We consider both the space complexity of the problem
in data-stream models proposed by Henzinger et al. [13] and also the number of
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common-neighborhood oracle queries needed to solve the problem by any Monte Carlo
algorithm. In data-stream models of computation, the input arrives as a sequence of
elements (for a graph, e.g., a sequence of arcs). Complexity is measured in terms of
the number of times an algorithm can scan the input (in order) and the amount of
space it requires to store intermediate results.
These models have several motivations. Many large-scale systems generate massive
sequences of data: records of telephone calls in a voice network [6,14], transactions
in a credit card network [5,23], alarms signals from network monitors [17,24], etc.
From a practical standpoint, many applications require real-time decision making based
on current information: e.g., fraud and intrusion detection [5,6,23] and fault recovery
[17,24]. Data must be analyzed as they arrive, not o*-line after being stored in a central
database. From a theoretical (as well as practical) standpoint, processing and integrating
the massive amounts of data generated by a myriad of continuously operating sources
poses many problems. For example, external memory algorithms [26] are motivated
by the fact that many classical algorithms do not scale when data sets do not !t in
main memory. At some point, however, data sets become so large as to preclude most
computations that require more than one scan of the data, as they stream by, without
the ability to recall arbitrary pieces of input previously encountered.
Common neighborhoods represent a natural, basic relationship between pairs of ver-
tices in a graph. In transactional data like telephone calls and credit card purchases,
common neighborhoods indicate users with shared interests (like whom they call or
what they buy); inverted, they also represent market-basket information [7,12,25] (e.g.,
which products tend to be purchased together). In graphs representing relationships such
as hyperlinks in the World Wide Web or citations by articles in a scienti!c database,
common neighborhoods can yield clues about authoritative sources of information [16]
or seminal items of general interest [13].
1.1. Problem statement and results
Let G=(V; E) be a directed graph. In what follows, n= |V | and m= |E|. Let N (a)=
{b : (a; b)∈E}; we call each b∈N (a) a neighbor of a. Given two vertices a and b, let
N (a; b)=N (a)∩N (b); we call N (a; b) the common neighborhood of a and b.
The non-emptiness problem. Let B(G)={(u; v) : |N (u; v)|¿T (u; v)}, where T (u; v)
is a threshold function that may depend on u and v. Given the threshold function, we
wish to !nd B(G). Since we are primarily interested in lower bounds, we concentrate
on variations with uniform thresholds, in particular the following.
1. For all u; v∈V; T (u; v)=c, for some c∈[1; n− 1].
2. For all u; v∈V , T (u; v)=min(|N (u)|; |N (v)|), where 0¡61.
For each, the corresponding decision problem is to determine if |B(G)|¿, for some
parameter . When =1, solving the decision problem determines whether there ex-
ists any pair of vertices whose common neighborhood size is greater than the given
threshold function; we call this the non-emptiness query or the non-emptiness problem.
We !rst consider algorithms that answer the non-emptiness query in the k-pass
data-stream model. In this model, an algorithm accesses a one-way, read-only input
tape, a two-way, read–write work tape, and a one-way, write-only output tape. In
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addition to the usual tape operations (read or write the symbol under the head, and
move the head to the next position, giving a direction if allowed), the algorithm is
allowed k − 1 rewind operations on the input tape, each of which resets the head to
point to the !rst symbol on the tape. We refer to the one-pass data-stream model as
simply the data-stream model. These models are formalized by Henzinger et al. [13],
who consider some neighborhood and connectivity problems in directed graphs, and
variations have been used in many other recent works on estimation of order statistics
[1,8,10,18,19,21], clustering [4,15], and property testing [9].
In Section 2, we present lower bounds on the space—the size of the work tape—
needed to solve the non-emptiness problem in the O(1)-pass data-stream model. Like
Henzinger et al. [13], one of our main tools is a communication complexity game
introduced by Alon et al. [1]. We also link the space complexity in the general case to
an open combinatorial problem due to Zarankiewicz [27] on determining the maximum
number of arcs a graph can have without containing a speci!ed forbidden subgraph.
Speci!cally, we show that, in the one-pass data-stream model, when T (u; v)=c, any
deterministic algorithm that solves the non-emptiness problem must use at least m+ 1
bits of work space, and any randomized algorithm that correctly solves the problem
must use O(nf(c)) bits of work space, where f(c)=2 if c=P(n) and f(c)=1:5 if
c=o(n). When T (u; v)=min(|N (u)|; |N (v)|), any randomized algorithm that correctly
solves the problem must use O(n1:5) bits of work space. In the O(1)-pass data-stream
model, for various settings of T (u; v), we show an O(n)-bit space bound for two-sided-
error Monte Carlo algorithms.
Since data-stream models require algorithms to sample the data as they stream by,
storing some amount of information in working memory, we also consider how many
samples are required by algorithms that answer the non-emptiness query. In Section 3,
we show that any Monte Carlo algorithm that solves non-emptiness with one-sided
error must make O(n2) expected queries to a common-neighborhood oracle whether
T (u; v)=c or T (u; v)=min(|N (u)|; |N (v)|).
2. Space lower bounds
In this section, we present space lower bounds for randomized, O(1)-pass data-
stream algorithms for the non-emptiness query. We !rst consider the one-pass model,
in which we exhibit counting arguments that yield lower bounds implying that any
such algorithm must essentially store the entire graph o*-line to be correct. We also
show an interesting connection between the space needed by data-stream algorithms
and well-known problems in extremal graph theory [2,3]. We then consider whether
two-sided error Monte Carlo algorithms that make a constant number of passes over the
input can achieve substantial savings in space. For sparse graphs, we show that this is
not possible. For dense graphs, the problem remains open. We derive our result using
a reduction to the non-emptiness query from a generalization of the set-disjointness
communication complexity game introduced and analyzed by Alon et al. [1].
Techniques from communication complexity [22] have been central in establish-
ing lower bounds on the space usage of O(1)-pass data-stream algorithms [1,8,9,13].
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Henzinger et al. [13] de!ned several graph theoretic problems and established lower
bounds on the space needed to solve them via reductions from three well-known com-
munication complexity games, one of which is also set disjointness. Our reduction from
set disjointness to common-neighborhood queries adds another set of graph problems
to the list given by Henzinger et al. [13].
We use Ks; t to denote the undirected, complete bipartite graph with s and t vertices
in each partition, respectively. The input graph G can be represented as an edge list
or an adjacency list. As an adjacency list, G is given as a sequence of the form
{(a1; N (a1)); (a2; N (a2)); : : : ; (an; N (an))}, for some arbitrary ordering of the vertices
in V . Because any adjacency list corresponds to an edge list, it suQces to prove lower
bounds with respect to adjacency list inputs, and therefore we assume this representation
without loss of generality.
2.1. Data-stream algorithms
We begin by showing that given some m-edge graph that does not contain K2; c for
some speci!ed c, we can construct a family of 2m graphs such that on any graph in
the family, any deterministic, data-stream algorithm must use m+1 bits of work space
to solve the non-emptiness problem. To do so, we !rst construct two large families
of corresponding graphs such that in one family each graph has some identi!able
vertex x with c neighbors, whereas in the other, the corresponding vertex has only
c − 1 neighbors; moreover, in no graph in either family does any vertex pair have
a common neighborhood of size c. We then augment the families by adding a new
vertex v to each graph so that x and v have c neighbors in common in each graph
in the !rst family, but still no vertex pair has such a common neighborhood in any
graph in the other family. Finally, we show that unless m+ 1 bits of work space are
available, any deterministic, data-stream algorithm will yield the same answer for the
corresponding graphs from both families, which is inconsistent.
Lemma 2.1. Assume that for a given s; m, and c in [2; s], there exists an undirected
graph Gu with s vertices and m edges that does not contain K2; c as a subgraph. Then,
there exists a family of 2m graphs in which each member has s+ c+1 vertices, such
that any deterministic, data-stream algorithm that answers the non-emptiness query
with T (u; v)=c must use at least m+ 1 bits of work space.
Proof. Consider any graph G derived from Gu by arbitrarily directing the edges. Be-
cause Gu does not contain K2; c, it follows that B(G)=∅. There are 2m such graphs:
one for each choice of directing the m edges in Gu. Add c+1 vertices to G, and let x
denote any one of them and R the set of the rest of them. We obtain two new graphs,
G′ and G′′, as follows. G′ is G plus arcs from x to each vertex in R; G′′ is as G′
except that one of the new vertices in R, denoted y, is isolated. Let G′ be the family
of subgraphs of G′ that contain x and all of its neighbors. Let G′′ be the family of
subgraphs of G′′ that contain x and all of its neighbors. By construction, G′ and G′′
are disjoint; each contains 2m elements; and for each graph H ∈G′ ∪G′′, B(H)=∅.
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Let A be any deterministic, data-stream algorithm that answers the non-emptiness
query with T (u; v)=c. Assume that, when processing graphs from G′, A uses at most
g6m bits of work space. Therefore, A assumes at most 2g62m distinct memory con-
!gurations and can thus associate a distinct memory con!guration to at most 2g62m
of the distinct graphs in G′. We can assume without loss of generality that the associa-
tion from G′ to the set of 2g memory con!gurations is onto. Analogously, assume that
when processing graphs from G′′, A uses g′6m bits of work space. Again, there can
be a distinct memory con!guration for only 2g
′
62m of the graphs in G′′, and again
we assume without loss of generality that the association is onto.
Assume !rst that g6g′, and we derive a contradiction. Since g6g′, for each graph
G′1∈G′ there is a graph G′′2 ∈G′′ such that the memory con!guration of A will be
exactly the same after reading the respective adjacency lists of G′1 and G
′′
2 . This is
consistent, because the answer to the non-emptiness query is B(·)=∅ for graphs in
both families. Let 〈G′1〉 and 〈G′′2 〉 be the adjacency lists of these two graphs as input to
A, respectively. Consider a new graph G1 obtained from G′1 by adding one new vertex
v so that N (x)=N (v)=R. Thus, B(G1) = ∅, because |N (x; v)|=c. Consider a graph G2
obtained from G′′2 by adding a new vertex v so that N (v)=R. We still have B(G2)=∅,
because N (x) is strictly contained in N (v). Assume that the algorithm A is given the
adjacency list of G1 in the format (〈G′〉; (v; N (v))). After reading 〈G′〉, its memory
con!guration will be the same as after reading 〈G′′〉. Therefore, A will compute the
same answer to the non-emptiness query for (〈G′〉; (v; N (v))) and (〈G′′〉; (v; N (v))), yet
the true answer is di*erent for the two graphs. A similar contradiction can be derived
for the case g¿g′.
Since we have assumed that max(g; g′)6m and we have derived a contradiction, we
conclude that A must use at least m + 1 bits of work space when processing graphs
in at least one of the subfamilies.
For s¿0 and a graph C, let ex(s; C) denote the maximum number of edges in an
undirected graph with s vertices that does not contain a subgraph isomorphic to C.
Any s-vertex, ex(s; C)-edge graph not containing the forbidden subgraph is said to be
an extremal graph: the addition of any one edge creates the forbidden subgraph. We
establish lower bounds for the non-emptiness query !rst in terms of ex(s; K2; t) (Lemma
2.2) and then in terms of the number n of vertices in a graph (Theorem 2.4).
Lemma 2.2. Let G be a directed graph with n vertices, c∈[2; n=2], and s=n−c−1.
There exist in+nitely many values of n such that any randomized, data-stream algo-
rithm must use O(ex(s; K2; c)) bits of work space to answer the non-emptiness query
with T (u; v)=c.
Proof. Let G be the family of directed graphs with n vertices. Using Yao’s min-max
principle [20], it suQces to exhibit a probability distribution over G such that the
expected cost, i.e., work space, used by any deterministic algorithm on that probability
distribution is bounded as in the statement of the lemma. We proceed as follows. Given
c in [2; n=2], !x s in [n=2 − 1; n − 3] so that n=s + c + 1. Let Gu be an undirected
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extremal graph with s vertices and ex(s; K2; c) edges that does not contain a subgraph
isomorphic to K2; c. By Lemma 2.1, there exists a subfamily of G, each member of
which having n=s+c+1 vertices, such that any deterministic algorithm answering the
non-emptiness query on graphs in that subfamily must use O(ex(s; K2; c)) bits of work
space. Fix the probability distribution in such a way that graphs of n vertices that are
not in that particular subfamily are assigned probability zero. The lemma follows.
For a substantial range of values of c, Lemma 2.2 characterizes the space complex-
ity of randomized, data-stream algorithms for the non-emptiness query in terms of the
function ex(n; K2; c), which underlies a well known extremal graph problem [2,3]. In
particular, any n-vertex graph G with more than ex(n; K2; c) edges has B(G) = ∅. There-
fore, for any such input graph, a data-stream algorithm could simply count the number
of edges m to verify that m¿ex(n; K2; c). This would take O(logm) space, which is op-
timal since representing an edge requires O(logm) bits. This fact together with Lemma
2.2 indicates that as a function of the number of edges, the space usage of any optimal
data-stream algorithm must have an exponential gap before or at ex(n; K2; c). It would
be very interesting to prove that the discontinuity point is precisely ex(n; K2; c).
Determining the asymptotic growth of ex(n; K2; c) as a function of n and c, however,
is a diQcult open problem, related to another long-standing open problem, due to
Zarankiewicz [27]. Much prior work exists towards investigating these problems [2,3].
To establish space lower bounds for non-emptiness as a function of n only, we use the
following result by FUuredi [11].
Theorem 2.3 (FUuredi [11]). For any +xed t¿1; ex(n; K2; t+1)=(
√
tn3=2)=2 + O(n4=3).
More speci+cally, let q be any prime power such that (q − 1)=t is an integer.
One can construct an undirected graph Gu containing no subgraph isomorphic to
K2; t+1, such that Gu has n=(q2 − 1)=t vertices and every vertex has degree either q
or q− 1.
Theorem 2.4. Consider the non-emptiness query with T (u; v)=c on a directed graph
G with n vertices. In the data-stream model, there exist in+nitely many values of n
for which the following hold: (a) when c=o(n), any randomized algorithm must use
O(n1:5) bits; (b) when c=P(n), any randomized algorithm must use O(n2) bits.
Proof. For small values of c, i.e., c=o(n), the result follows from Lemma 2.2 and
Theorem 2.3: ex(s; K2;2)6ex(s; K2; c), and s∈[n=2− 1; n− 3].
For large values of c, i.e., c=P(n), we proceed as follows. Consider a bipartite
graph G, with c vertices in the !rst partition and n′ in the second, such that some
arbitrarily chosen c−1 vertices in the !rst partition have edges to all of the vertices in
the second partition, and that there are no other edges in G. This graph has n=c+ n′
vertices, m=n′(c− 1) edges, and contains no K2; c. When c=P(n), we can pick c and
n′ so that m=P(n2). By Lemma 2.1, we know there are graphs with n+ c+1 vertices
such that any deterministic, data-stream algorithm answering the non-emptiness query
must use m+1 bits of work space. The result now follows along the same lines as in
the proof of Lemma 2.2.
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Theorem 2.5. For any +xed 0¡"61 and any  in ["; 1], there exist in+nitely many
values of n such that any randomized, data-stream algorithm that correctly answers
the non-emptiness query with T (u; v)=min(|N (u)|; |N (v)|) must use O(√n(n − 1))
bits of work space.
Proof. Let Gu be the undirected graph in Theorem 2.3, with t=1 and q − 1¿2"−1.
Since Gu does not contain a K2;2, it contains no K2; c for any c¿2. From Gu we can
derive a directed graph G with s=(q2−1) vertices, each of degree at least q−1, such
that no pair of vertices has more than one neighbor in common. For any  in ["; 1],
B(G)=∅. As in Lemma 2.1, add q new vertices to G and, once again, let x be the
special vertex, and let R be the set of remaining ones. We can now obtain a new graph
G′ from G by connecting (q−1) of the vertices in R to x. Similarly, we obtain another
graph G′′ by connecting to x only (q−1)−1 of the vertices that were connected to x
in G′. Now, as in the proof of Lemma 2.1, one can show that any deterministic, data-
stream algorithm correctly answering the non-emptiness query for the chosen value of
 must use O(s3=2) bits of work space; otherwise, the algorithm must give the same
answer on the corresponding graphs from G′ and G′′, which would be a contradiction.
The family so constructed contains 2O(s
3=2) graphs. Fixing the probability distribution
as in the proof of Lemma 2.2, i.e., to exclude graphs not in the family, and using the
fact that n=s+ q completes the proof.
2.2. Two-sided error, O(1)-pass data-stream algorithms
We now consider two-sided-error Monte Carlo algorithms that answer the non-
emptiness query after a constant number of passes over the input. We assume that
the probability of being correct when either B(·) = ∅ or B(·)=∅ is at least 1 − #,
for some constant #6 13 . Our lower bounds will follow by a simple reduction (pro-
vided for completeness) to the following communication complexity game studied by
Alon et al. [1].
Pick two positive integers, t1 and t2, and de!ne ‘=(2t2−1)t1+1. Let I‘={1; 2; : : : ; ‘}.
Denote by DIS(t1; t2) the following communication complexity game played by t1 play-
ers: P1; : : : ; Pt1 . The input to player Pi is a subset Ai⊆ I‘ of cardinality t2. Each player
knows its own subset but has no information about the other subsets. An input sequence
A1; A2; : : : ; At1 is disjoint if and only if all sets are pairwise disjoint. It is uniquely inter-
secting if and only if all the sets share a common element x and the sets Ai −{x} are
pairwise disjoint. The object of the game is to distinguish between disjoint and uniquely
intersecting inputs. The players can exchange messages according to any agreed upon
probabilistic protocol, and at the end of the protocol the last player outputs a bit. The
protocol is said to be #-correct if and only if for any disjoint input sequence the prob-
ability that the output bit is 0 is at least 1− # and for any uniquely intersecting input
sequence the probability that the output bit is 1 is at least 1 − #. The value of the
output bit for any sequence that is neither disjoint nor uniquely intersecting may be
arbitrary. The length of the protocol is the maximum over all possible input sequences
of the expected number of bits in the communication. Alon et al. [1] showed the
following.
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Lemma 2.6 (Alon et al. [1]). For any +xed #¡ 12 and any t2¿t
4
1 , the length of any
randomized #-correct protocol for the DIS(t1; t2) game is at least O(t2=t31 ).
Theorem 2.7. Consider the non-emptiness query with T (u; v)=c. For in+nitely many
values of n, there exists a sparse, directed graph on n vertices, such that, for c equal to
1 or 2, any two-sided error Monte Carlo algorithm A that answers the non-emptiness
query using a constant number of passes over the input must use O(n) bits of work
space. The same result holds for the threshold function T (u; v)=min(N (u); N (v)),
for at least one value of .
Proof. We !rst assume the data-stream model. Fix any randomized algorithm A that
answers the non-emptiness query according to the statement of the lemma. Fix t1=2,
and let n′=2(2t2− 1)+ 1. Consider the DIS(2; t2) game for two sets A1 and A2. From
the de!nition of the DIS game, A1 and A2 are both subsets of [1; n′] of cardinality
t2. To each instance of DIS(2; t2), there naturally corresponds a graph G, as follows.
Let the vertices of G be 1; : : : ; n, where n=n′ + 2. Let xi=n′ + i, 16i62, and set
N (xi)=Ai, 16i62.
Assume that both players P1 and P2 know algorithm A. They can use it to decide
whether A1 and A2 are disjoint or uniquely intersecting as follows. Player P1 starts
A on its part of the input with c=1 and, once !nished, transmits the contents of its
memory to P2. P2 completes A on its part of the input and observes the result. If the
output bit is 0, i.e., if B(G)=∅, P2 declares A1 and A2 to be disjoint. (Because c=1,
that B(G)=∅ implies that A1 and A2 have no elements in common.) The probability
of being correct is at least 1− #, by de!nition of A.
If the output bit is 1, i.e., if B(G) = ∅, then with probability at least 1 − #, A1 and
A2 have at least one element in common. In this case, player P2 starts another round
to check whether B(G)=∅ for c=2. (If so, A1 and A2 have exactly one element in
common and P2 can declare the sets to be uniquely intersecting.) In order to start the
second round, player P2 sends a constant number of bits, say 1 followed by the value
of c, to P1. The second round is as the !rst one. Notice that the probability of correctly
declaring the two sets uniquely intersecting is at least (1− #)2: the probability of being
correct when A1 and A2 have at least one element in common is at least 1 − #, and,
at the end of the second round, the probability of being correct when A1 and A2 do
not have at least two elements in common is at least 1− #. Therefore, the protocol is
"-correct for "=2#− #2. Since # ¡ 13 , "¡ 12 and Lemma 2.6 applies.
During the !rst round, M1 bits were used, while in the second round, M2+O(1) bits
were used. By Lemma 2.6, at least one of M1 and M2 must be O(n), because t1=2
and t2=(n′ + 1)=4=(n− 1)=4.
The proof extends to algorithms that make a constant number of passes over the
input, because Lemma 2.6 also applies to protocols that perform a constant number
of rounds of communication. Therefore, if algorithm A scans the input f times, the
players will perform 2f rounds of communication, each as described above. Since f
is a constant, the total number of bits exchanged remains O(n).
Because |N (x1)|= |N (x2)|= t2, the DIS(2; t2) game above can also be solved by
a two-sided error Monte Carlo algorithm A that answers the non-emptiness query
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for T (u; v)=min(|N (u)|; |N (v)|), using =1=t2 and =2=t2 in the cases above where
c=1 and c=2, respectively. Any such algorithm thus requires O(n) bits of work space
for at least one of the values of ∈{1=t2; 2=t2}.
3. A model for sampling algorithms
We now consider the following class of algorithms. Initially, the algorithm knows
the vertices of G. It can sample the graph by repeatedly querying an oracle for the set
N (u; v), for any two vertices u and v. The algorithm can store the result of the sample;
we do not consider space. Except for the initial knowledge of the vertices of G and
the information it derives by sampling neighborhoods, the algorithm cannot access G.
In establishing the performance of the algorithm, we count only the number of samples
required to solve the problem. We refer to the type of sample taken by this class of
algorithms as macro-samples: in one sample, we get the entire set N (u; v).
We consider Monte Carlo algorithms and oblivious adversaries. Recall that an obliv-
ious adversary !xes the input to be given to A once and is not allowed to change it
thereafter. Let A be a one-sided-error Monte Carlo algorithm solving the non-emptiness
query. Assume that the probability that A is correct when it declares that B(·) = ∅
is one while the probability that A is correct when it declares that B(·)=∅ is at
least 2=3.
Theorem 3.1. For any integer n¿4 the following holds. For any #, 0¡#¡1, and c
in [2; #n], there exists a directed graph G with n vertices such that any one-sided-
error Monte Carlo algorithm A answering the non-emptiness query with T (u; v)=c,
against an oblivious adversary, must perform O(n2) expected macro-samples.
Proof. Given n¿4, !x #, 0¡#¡1, choose c in [2; #n], and let n′=n− c. Let RG be a
directed bipartite graph with all arcs directed from vertices in the !rst partition to those
in the second, having c vertices in the !rst partition and n′ vertices in the second, such
that each of c− 1 vertices in the !rst partition has arcs to all n′ vertices in the second
partition, leaving one vertex in the !rst partition isolated. Moreover, for each pair of
vertices u and v in the second partition of RG, we de!ne a new graph RG(u; v): it is
as RG, except that the isolated vertex in the !rst partition of RG now has arcs into
u and v. Thus, u and v have common neighborhoods of size c − 1 in RG and c in
RG(u; v).
Let A be a Monte Carlo algorithm as speci!ed above. The graph that the adversary
inputs to A is either RG or one of the RG(u; v)’s. We show that the expected number
of samples taken by A when given input RG is O(n′2), from which the bound follows.
De!ne A(,) to be the execution of A on RG using some sequence, ,, of oracle
queries. For any ,, A(,) must declare B(RG)=∅ after |,| queries. A cannot declare
B(RG) = ∅, because A is required to be correct with probability one if it makes such
a declaration.
Let p(u; v) denote the probability that (u; v)∈, during A(,), i.e., the probability that
A(,) samples the common neighborhood of u and v when input RG. We claim that
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p(u; v)¿2=3, for all u and v, u = v, in the second partition of RG. If not, then on more
than 13 of the possible sequences ,, A(,) never queried the pair u and v, for some u
and v. Since RG is indistinguishable from RG(u; v) unless u and v are sampled, the
behavior of A(,) on RG(u; v) will be identical to the behavior of A(,) on RG on more
than 13 of the random strings. In particular, A will erroneously declare B(RG(u; v))=∅
more than 13 of the time, which is forbidden by hypothesis.
Given that each distinct vertex pair in the second partition of RG is sampled with
probability at least 2=3, the expected number of samples per run on RG is O(n′2).
We now consider the non-emptiness query for the threshold function T (u; v)=min
(N (u); N (v)).
Theorem 3.2. For any +xed "; 0¡"61, there are in+nitely many values of n for
which there exists a directed graph G with n vertices such that any one-sided-error
Monte Carlo algorithm answering the non-emptiness query with T (u; v)=min(|N (u)|;
|N (v)|), for any  in ["; 1], against an oblivious adversary, must perform O(n2)
expected macro-samples.
Proof. The proof is analogous to that of Theorem 3.1. We exhibit a family of graphs
containing exactly one member G such that B(G)=∅. G and any other member G′
of the family will be indistinguishable by a sampling algorithm, unless a speci!c pair
of vertices is sampled. We then show that algorithm A must perform the required
number of samples when given input G. It suQces to de!ne the family of graphs. The
remainder of the proof follows that of Theorem 3.1.
Consider the undirected graph Gu of Theorem 2.3, with t=1 and q− 1¿2"−1. Let
p=q2 − 1 be the number of vertices. From Gu, we can derive a bipartite graph G
such that no two vertices have more than one neighbor in common and such that each
node in, say, the second partition has either q or q−1 neighbors, as follows. Let V be
the set of vertices in Gu. Let V1 and V2 be two copies of V . V1 (rsp., V2) forms the
set of vertices in the !rst (rsp., second) partition of G. For each vertex x in V , create
an incoming arc to the copy of x in V2 from each of the copies in V1 of x’s neigh-
bors in V . Moreover, add to V1 q new isolated vertices. Let G be the resulting graph.
G satis!es the stated constraints and has n=2p + q vertices. Notice that B(G)=∅.
Indeed, no two vertices u and v in the second partition of G have more than one com-
mon neighbor, and min(N (u); N (v))¿2 (since q − 1¿2"−1 and min(N (u); N (v))¿
q− 1).
Let G(u; v) be as G, except that the necessary number of isolated vertices in the !rst
partition of G are connected to each of u and v, so that B(G(u; v)) = ∅. Notice that
we may need to use only q − 1 of the isolated vertices, since u and v may have one
common neighbor in G. G and G(u; v) are indistinguishable to a sampling algorithm
unless u and v are sampled.
We note that the graph by FUuredi [11] used in the proof of Theorem 3.2 can also
be used in the proof of Theorem 3.1, but it would yield a smaller interval for c.
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4. Conclusion
We have given various lower bounds on the space and samples needed to !nd
large common neighborhoods on directed graphs in data-stream models of computation.
Determining the asymptotic growth rate of ex(n; K2; c) as a function of n and c remains
a hard open problem. For dense graphs, providing space lower bounds for two-sided-
error Monte Carlo algorithms in O(1)-pass data-stream models also remains open.
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