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1. INTRODUCTION 
Chemical kinetics most commonly deal with reaction networks which are 
lacking autocatalytic steps. Autocatalysis is a rather exceptional 
phenomenon. Under extreme conditions it may lead to unsual types of 
behaviour such as explosions in the gas-phase kinetics of combustion [ 1 ] or 
chemical oscillations and dissipative structures in solution chemistry [2]. In 
biochemistry and biology we encounter an entirely different situation. There 
is one class of molecules, which appeared one day during evolution, for 
which selfreplication became obligatory. These molecules, of course, are the 
polynucleotides, the nucleic acids or, later in evolution, the genes. They owe 
this unique property to their particular molecular structure: due to the 
complementary relations of their variable constituents, the purine and 
pyrimidine bases adenine, guanine (hypoxanthine), uracil or thymine and 
cytosine (Fig. I), direct or indirect selfreplication via a negative strand 
became the primary and almost exclusive synthetic pathway for a whole 
class of biopolymers. 
The kinetics of selfreplication in a way are complementary to the dynamic 
features usually observed in mass action kinetics without autocatalysis. 
Because of its basic importance in prebiotic evolution, biochemistry and 
biology, it seems worthwhile to study selfreplication in some detail by formal 
mathematical methods too. As in conventional chemical kinetics ordinary 
differential equations will serve perfectly well to describe the corresponding 
reactions in homogeneous solutions. A proper model system which is also 
accessible to experimental studies has been found in the evolution reactor [3] 
which is shown schematically in Fig. 2. The most important feature of this 
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FIG. 1. Structure and template induced mechanisms of selfreplication (schematically). 
The four common bases in RNA are adenine (A). guanine (G), uracil (U) and cytosine (C). 
In DNA, uracil (U) is replaced by thymine (T). Hypoxanthine (I), in principle, can form base 
pairs of proper geometry with cytosine (C). (+) Hydrogen bonds are indicated by straight 
lines. They lead to unique I : I assignments. Other combinations are lacking proper geometry 
and do not fit into the double helix. (*) Base pairs occurring in DNA. 
kind of flow reactor consists in a device which allows the concentrations of 
molecules to be controlled. Now, we are in a position to choose conditions 
under which all low molecular weight compounds are present at constant 
concentrations. These concentrations will enter as constants into the rate 
equations and hence, the concentrations (or population numbers) of 
macromolecules will remain as the only variables. Additionally, the sum of 
the concentrations of macromolecules may be controlled by a general 
dilution flux denoted by #. 
The differential equations for selfreplication in an evolution reactor can be 
written in the general form 
ii = xi(Gi - g/c); i = l,..., n. (1.1) 
Here c is a strictly positive constant. The growth rates Gi are functions of the 
variables x, ,..., x, and Q represents the dilution flux. Under the condition 
previously called constant organization [4] the flux is adjusted to 
compensate exactly for the sum of the net growth rates 
n 
?’ ii=O+#= i xiGi. 
,Y, (l-2) i-- I 
Then, c represents the stationary value of the sum of all total concentrations 
of macromolecules. 
According to mass action kinetics the functions Gi may be represented as 
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FIG. 2. The evolution reactor. This kind of flow reactor consists of a reaction vessel 
which allows for temperature and pressure control. Its walls are impermeable to the 
selfreplicative units (biological macromolecules like polynucleotides+.g.. phage RNA---bac- 
teria or. in principle. also higher organisms). Energy-rich material (“food”) is poured from the 
environment into the reactor. The degradation products (‘waste”) are removed steadily. 
Material transport is adjusted in such a way that food concentration is constant in the reactor. 
A dilution flux d is installed in order to remove the excess of selfreplicative units produced by 
multiplication. Thus the sum of population numbers or concentrations, II,] + [I,] + ..’ t 
II,] = xy.., si = c, may be controlled by the flux @. Under “constant organization” Q is 
adjusted to yield constant total concentration c. The selfreplicative units may multiply either 
directly (then I., is a linear function of x), or via catalytic help by another selfreplicative 
entity. The former case has been treated extensively in previous papers (4, 7 1. Catalytic action 
leads to quadratic terms in the growth function I‘i. The experimental verification of evolution 
reactors has been discussed extensively by Kippers 13 1. 
polynomials in the variables x, ..,., x,. Here we shall study growth rates 
which fall into the general class of functions 
Gi =qi + + kijx,i; 
,T, 
i = l...., n. (1.3) 
Equations (1.3) include the implicit assumption that selfreplication is free of 
errors. This contribution, thus. does not deal with effects caused by mutation. 
(As far as the first term (qi) in Eq. (1.3) is concerned the role of errors 
leading to a growth rate of the form Gixi = x,;=, wi,ixi has been discussed in 
great detail before 14-71.) 
A special case of Eq. (1.3) is of particular importance, since it leads to the 
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coexistence or cooperation of otherwise competitive selfreplicative elements’: 
Gi = kixi-, ; i = l,..., n. (1.4) 
Dynamic feedback loops of this type have been called “hypercycles” and 
their properties have been analysed before [ 7-10 1. 
In Section 2 we introduce and interpret Eqs. (1.1) in some detail, discuss 
the difference between homogeneous and nonhomogeneous growth terms Gi, 
obtain the hypercycle equation as a special case and describe the equilibria. 
In Section 3, we investigate the nature of the unique inner equilibrium of 
the homogeneous hypercycle and show that its stability depends on the 
dimension n and not on the values of the rate constants, provided ki > 0 V i. 
For n < 4 the equilibrium is globally stable and for n >, 5 unstable. 
Furthermore we show that if any number of hypercycles of length <4 
compete under the constraint of constant organization, then (with probability 
one) only one of them will survive. The selection of the winner depends on 
the initial conditions. 
Section 4 contains a brief excursion into topological dynamics in order to 
define fluctuation limit sets, which are generalizations of w-limits and will be 
helpful for the mathematical formulation of the ecological notions of 
cooperation and exclusion of species. 
In Section 5 we prove that for sufficiently large c, the nonhomogeneous 
hypercycle is cooperative. (The corresponding result for homogeneous hyper- 
cycles was proved in 1 lo].) Thus if all initial concentrations are strictly 
positive, none of the concentrations will vanish. This has important conse- 
quences for the “integration” of the information stored in individual 
macromolecules. 
In Section 6 we discuss time averages for the concentrations and show 
how their existence relates to cooperative behaviour. In particular, we show 
that the coordinates of the inner equilibrium for the hypercycle have physical 
relevance as time averages of the corresponding concentrations, even if the 
equilibrium is unstable. 
Section 7 deals with the relation, for homogeneous systems. between 
cooperativity of the species and the structure of the chemical network. In 
particular we show that if (1.1) describes a catalytic system which is 
cooperative, then the network must be irreducible. 
2. GENERAL RESULTS ON LINEAR GROWTH RATES 
We shall study the equation 
i = I...., n, (2.1) 
’ ‘Throughout this paper all indices are understood mod )I. 
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where c > 0, qi and kii E 11’ and 
(2.2) 
The xi represent the concentration of the chemical or biological species i. 
Hence we shall restrict our attention to xi > 0. The rate of increase ii/xi 
consists of two terms: 
(a) The “growth term,” Gi = qi + x.7. , k,,.u, (1.3), where qi corresponds 
to the rate of selfreproduction or decay of the species i and kijXj represents 
the effect of species j on the reproduction of species i, which is of mass 
action type, catalytic for k, > 0 and inhibiting for k, < 0. The fact that the 
growth term is linear means that we exclude mechanisms involving the 
encounters of more than two macromolecules or organisms. 
(b) The “selection pressure” 4/c resulting from the dilution flux Q which 
acts on all species i to the same extent and controls the total concentration 
x, + .. + x,,. Indeed we have 
(x, + +“y,)‘= 
( 
1 - xI + “’ +x, 
c 1 
9, (2.3) 
which shows that c is a stationary value for the total concentration. Actually 
we shall mostly be interested in cases where the qi and k, are positive and 
some of them nonzero, so that (j > 0 whenever x, ,..., x, > 0. In this case 
x, + .. + x, + c. In the following we shall therefore restrict our discussion 
of (2.1) to the invariant subset 
X=(Xl,...,x,)EIP”: 2 xi=candxi>Ofor 1 <i<n . 
i-1 !  
which is called the concentration simplex. 
Actually it may seem more realistic to consider, instead of the constraint 
2 xi = c, the constraint 2 lixi = c, where the Ii > 0 are factors measuring 
some “life parameters” like the consumption of energy or the molecular 
volume of the individuals of species i. In this case, instead of # given by (2.2) 
we should take 
for the selection pressure. But it is easy to see that if we use lixi instead of Xi 
as the new variable, we again obtain an equation of type (2.1) with 4 given 
by (2.2). 
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System (2.1) will be called homogeneous if all 4i or all k, are zero. In this 
case, replacing xi by xi/c, one obtains the corresponding differential equation 
for c = 1, up to a constant velocity change. So in the homogeneous case, we 
shall only study (2.1) for c = 1, on the concentration simplex SA which we 
denote by S,. 
In the nonhomogeneous case, however, different values of c may lead to 
different behaviours of the dynamical system, and it is interesting to study 
the evolution of the phase portrait as a function of c. 
In the biochemical context of [7b], Eq. (2.1) is considered an approx- 
imation of a time dependent equation, where the total concentration 
X, + .‘. + x, is not constant, but varies slowly. This is somewhat analogous 
to the “slaving” technique of Haken [ 111: the total concentration is in this 
case a “slow variable” which, for time intervals which are not too long, may 
be considered as a constant. The ratios between the xi are the “fast 
variables” whose evolution is approximately given by (2.1). They may, for 
example, quickly settle for an “internal equilibration” which then slowly 
changes with the total concentration. 
The boundary of the concentration simplex Si consists of subsimplices. To 
every proper subset I of (l,..., n } corresponds a simplex (x = (x, ,..., x,) E Si : 
xi = 0 for all i E I) with n -card I vertices, which lies on the boundary of 
Sz and is invariant under (2.1). The fixed points on this subsimplex are 
exactly the x E SC, with xi = 0 (t/ i E I) such that the expressions 
qi + ” kij-Y,i 
.i- I 
are equal for all i 6Z I. 
Similarly, the fixed points in the interior of SC, are the strictly positive 
solutions of the n linear equations 
4, + f’ k,.xj = 92 + i k,ixj = “’ = 9, + i k,jxi, 
.,=I j I j- I 
(2.4) 
The solutions of (2.4) and (2.5) are linear functions in c. Note that if we add 
constants to the columns of the rate matrix 
we do not change Eq. (2.1) on Si. We shall therefore always assume kii = 0 
for 1 < i < n, without restricting generality. Also, if all qi are equal, we shall 
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assume that they all vanish and that? therefore. we are reduced to the 
homogeneous case. 
Of special interest is the so-called hypercycle. where for each i one has 
ki,; 1 > 0 and k,,=O for alljfi- I. 
Thus species 1 acts catalytically on 2, 2 on 3, etc., up to species n, which 
acts on 1. Writing ki instead of k,,;.. , , we obtain as an equation for the 
hypercycle 
ii = Xi(qi t kixi 1 - 4/c), i = I,...: n, (2.6) 
with 
d= ~ kiXiXi 1. (2.7) 
i I 
The solution of (2.4) and (2.5) is given in this case by 
(2.8) 
If all qi are equal (or, what amounts to the same thing, if the hypercycle is 
homogeneous) the xi are always strictly positive, and hence there is a unique 
inner equilibrium. If the qi are unequal, however, then the xi from (2.8) for 
which qi+, > q, for all 1 will be negative for small c. Thus for 
nonhomogeneous hypercycles, there will be no inner equilibrium in Sk for 
small c. and a unique inner equilibrium for c large enough. 
3. THE INNER EQUILIBRIUM FOR THE HOMOGENEOUS HYPERCYCLE 
It is. in general, a tedious task to study the eigenvalues of fixed points of 
(2.1). In the case of the homogeneous hypercycle 
kiXi_ 1 - “ kiXjXj- 1 i = I,..., n, 
,,Tl 
one obtains a surprisingly simple result, however. Thus let R = (r, ,..., r,) be 
the unique fixed point of (3.1) in the interior of S,. By (2.8), we have 
ri = k; &I, N. i = I,.... n. (3.2) 
where 
-I 
. (3.3) 
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Note that because of our restriction to Cy_, xi = 1, the Jacobian of (3.1) at 
R has not n, but only n - 1 eigenvalues. 
THEOREM 1. The n - 1 eigenvalues of (3.1) at R are given by 
lj = N exp(2xij/n), j = l,..., n - 1. (3.4) 
For n >, 5, the equilibrium R is unstable, while for n Q 4, it is asymptotically 
stable and even globally stable in the sense that eveg’ orbit in the interior of 
S, has R as an o-limit. 
It follows that the stability of the equilibrium of a hypercycle depends not 
on its rate constants ki, but only on its “length” n. For convenience, we shall 
say that a homogeneous hypercycle with n < 4 is a “short” hypercycle. 
Theorem 1 will be proved together with Theorem 2 which we now set out to 
formulate. 
Let x be a permutation of (I,..., n), and let r, ,..., r,,, be its elementary 
cycles. The equation 
ii = xi(kix,(i) - 4)y i = l,..., n, (3.5) 
reflects the competition of the hypercycles corresponding to f, ,..., r,,, under 
the constraint of constant organization. In the particular case where z 
consists of a single cycle I-,, we obtain-up to a reordering of the 
indices-Eq. (3.1) for the homogeneous hypercycle. If the cycle ci consists 
of a single element (i), xi is the concentration of an autocatalytic 
selfreproducing molecular species. There exists a unique fixed point of (3.5) 
in the interior of S,, given by 
k,.~,, = .-- = k,,x,,,,, (3.6) 
L' xi= 1. - (3.7) 
This fixed point will again be denoted by R. 
THEOREM 2. R is stable for (3.5) @ 7~ consists of a single cycle and 
n Q 4. Let x(t) be an orbit of (3.5) in the interior of S, . I f  i, j E ( I,..., n } 
belong to the same elementary cycle of length 94, then 
_ : bti) . xi 
Xi kz ‘(i) 
(3.8) 
If 71 has two or more elementary cycles, all of them of length <4 then for 
almost all initial values x(O), x,(t) --* 0 except for those indices i belonging to 
a single elementary cycle. 
409:7t? ‘I 7 
Equation (3.8) means that if hypercycles compete, one has an “inner 
equilibration” for the short hypercycles. If all competing hypercycles are 
short, then with probability one there is a unique hypercycle which wins the 
competition, while the concentrations of all other hypercycles vanish. For 
hypercylces of length <3, this was proved-by different methods-in 1 IO]. It 
would be interesting to know whether the statement is also valid for 
competing hypercycles which are not short. (Numerical computations 
suggest a positive answer.) 
Proof of Theorems 1 and 2. We introduce a change in coordinates by 
setting 
l(ijxi 
Yi= x:;. ,u,x.i. i= l,...,n. 
Since CYi = 1 and Yi > 0 iff xi > 0, this transformation sends S, into itself, 
transforming R into the “center point” R of the simplex S,, 
R= A,..., A ( 1 n n’ (3.10) 
This barycentric change of coordinates is differentiable in a neighbourhood 
of S, and has a differentiable inverse given by 
xi = /c,:, y,M, (3.11) 
where 
M=M(y , ,..., y,) = ( 2 /I;(& - '. 
j=l 1 
From (3.5) one obtains, after a short computation, 
.9i =Yi Yn(i) - ‘- 
( 
,., YiYd.i) 
) Mv 
which, up to a change in velocity given by the strictly positive factor 
WY , ,..., Y,,), is just Eq. (3.5) with ki = 1 for all i. In particular, the case of 
the single hypercycle (3.1) is now 
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The Jacobian of (3.14) at F is a circulant matrix, i.e. a matrix of the form 
Ii, i x:j 
for which the eigenvalues are given by 
j = 0, 1 ,..., n - I. 
(See, for example, [ 12, p. 1891.) 
Indeed. since the Jacobian of (3.14) is evaluated at the point R, where 
yi- 
one obtains 
n 
- i = l,..., n, (3.16) 
R 
where ~5,,~ is the Kronecker symbol. Thus 
and the Jacobian is circulant. Its first row is given by 
2N 2N Nn-2n -- , --)..., 
n n n I 
and so, according to (3.15), the eigenvalues are I,, ,..., An.. , , where 
Aj=nexp(2rri(ni1)j), j=l,...,n-1, 
while A0 = -N. It is easy to check that A0 is just the eigenvalue 
corresponding to the relation Cy=i xi = 1. Thus (3.4) is proved. 
Note that according to (3.4), the “mass action rates” ki affect only the 
value of the positive constant N. Hence the signs of the real parts of the 
eigenvalues depend only on the dimension n of the system. For n = 2 and 3, 
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R is asymptotically stable, while for n > 5 it is unstable. For n = 4, because 
of the pair of conjugate eigenvalues on the imaginary axis, the linearized 
system is not sufficient to determine the stability behaviour around R. 
Suppose now that the permutation 72 contains at least two cycles, r, and 
r2. Let A be the subset of S, defined by 4’i < y.i for all i E r, and j E Tz. In 
the interior of S, we have 
(3.17) 
and since, in A, yXci) < ylrU), the ratio y,/yi is decreasing. This shows that A 
is positively invariant and that every orbit in A converges to the boundary of 
S, since yi(i) + 0 for t + co is valid for all i E r,. In particular, since every 
neighbourhood of the point R contains points in At it follows that R is 
unstable for (3.13) and hence also R for (3.5). 
Assume now that r is an elementary cycle of length m of the permutation 
7~. Without restricting generality, we may assume that r is the cycle 
(1 2 ‘. m). Clearly the set 
z= ((y I,..., yn)ES,:y,=yz=“‘=ym) (3.18) 
is globally invariant under (3.13). We define 
(3.19) 
and 
s=y, +4’2 + “. +y,. (3.20) 
By (3.13), we have 
P= P(S-m4)M 
and 
S=(Y14’m+Y2Y,+“.+YmL’m ,-dS)M. 
We restrict our attention to the subset of S,, where 0 (and hence S) are 
strictly positive. P/S” is the product of m positive terms whose sum is 1. 
Hence P/S” attains its maximum m -m on Z. The function 
V=P/Sm-rn-” (3.2 1) 
is therefore GO, with equality exactly on Z. Also 
V = p~ikf/S*+ 1, (3.22) 
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where 
T= (Y, ty, t ." +Y,)'-MY,Y, tyzy, + ... +y,y,-,I (3.23) 
We now recall Theorem VI in [ 13, p. 581: if p>, 0, then every orbit 
converges to the maximal invariant subset of the set where v= 0, i.e., (since 
P, M and S are strictly positive), where T = 0. 
(a) For m = 2, 
T= (Y, -yd* (3.24) 
and hence every orbit converges to Z; 
(b) for m= 3 
T= fl(~, ~2)~ •t- (YZ -Y# + (~3 -Y,)‘] (3.25) 
and again every orbit converges to Z; 
(c) for m=4 
T= [(Y, +Y& - (YZ +~dl*. (3.26) 
On the maximal invariant subset B of the set where T = 0, we must have 
(Y, +y,)‘= (4’2 +y4L 
i.e., 
l’ly, +Y,Y,  - (4’1 +Y3)b=L’ZYl +Y44’3 - 02 +Y4)& 
which implies 
(Y, -Y3)(Y4 -Y2) = 0 
and hence y, = y3 or y2 = y, . If, for instance, y1 = yj, then since on B we 
must also have j, =p3, this implies y2 =y4. Hence B coincides with Z, 
where y, =y2 = yj =y,. This shows that here, again, every orbit converges 
to z. 
Cases (a), (b), (c) imply that relation (3.8) holds and also that the inner 
equilibrium for short hypercycles is globally stable. For larger hypercycles 
this is not longer valid. 
Consider now the competition of short hypercylces: i.e., let the elementary 
cycles r, ,..., r, of x all have length <4. By (a), (b), (c), all orbits of (3.13) in 
the interior of S, converge to the set 
w= ((y , ,..., y,) E S” : 4’i =yi for i, j belonging to the same 
elementary cycle of n). 
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FIG. 3. Phase portrait of the equation ii = xi(xi - @). i = I, 2. 3. (Sources, saddles and 
sinks are indicated by the symbols 0. 0 and 0, respectively.) 
W is a k-simplex. invariant under (3.13). If we introduce the coordinates 
zj = y- yi. 
iE1.i 
j = l,..., k, (3.27) 
then the restriction of (3.13) to W becomes, up to a change in velocity, 
i,j = Zj(l,j- ’ Z,j - ~), j = l,..., k, (3.28) 
where li is the length of rj. It is easily seen that this equation has the k 
corners ej = (O,..., l,..., 0) as attractors. An orbit in the interior of W 
converges to ej if lixj(0) < lixi(0) for all i #j (see Fig. 3). This implies that 
for almost all initial conditions, an orbit in the interior of S, converges to 
one of the corners of W. This corner corresponds to the hypercycle which is 
selected in the competition. 
4. FLUCTUATION LIMIT SETS 
Before discussing exclusion and cooperation, we briefly digress to a more 
general setup in order to introduce the notion of fluctuation limit set, which 
seems to be quite convenient for the study of dynamical systems modelling 
physical situations where the occurrence of some slight and infrequent fluc- 
tuations can be expected. (In our biochemical context, for example, such 
perturbations may be induced by mutations.) In a situation of this kind, the 
set of asymptotic states will be described, not by the w-limit, but rather by 
the fluctuation limit of an orbit. 
Thus let (X, d) be a metric space and T, (t E R) a one-parameter group of 
DYNAMICS OF SELFREPLICATION 101 
homeomorphisms from X onto itself. For x E X, E > 0 and T > 0 we define 
J,(E, 7’) as the set of all y E X for which there exists a sequence x, in X with 
x, = x and x, + y, such that for every n, one has 
4T,“bJ~ x, t 1) < E for some t, > T. 
This set may be interpreted as “w-limit of an E - T-pseudo-orbit” starting at 
x=x,. After a time I,, the point x, has moved to T,,(x,), where a pertur- 
bation sends it into x2 ; the next perturbation, at time t, + t,, sends T,,(x,) 
into x3, etc. We assume that the perturbations are smaller than E, and the 
time intervals fi between successive perturbations larger than T. Thus 
J,(E, 7’) is the set of points which can be approached asymptotically by a 
pseudo-orbit consisting of pieces of orbits separated by small jumps. (For 
E = 0 one gets the w-limit.) 
It is obvious that if the w-limit is nonempty, it is contained in Jx(&, 7+). In 
this case, JJE, 7’) itself is nonempty, closed and invariant. The same is true, 
then, for the fluctuation limit set defined as 
fwtx) =n 4h 0. t ;.o 
It is easy to check that this set is independent of the choice of T > 0. 
Let us now consider some simple examples from autonomous differential 
equations: 
(a) If y is an asymptotically stable fixed point, then ( y} =&U(X) for all x 
in the basin of attraction of y. Indeed, consider a sufficiently small sphere S 
around y and a time t,, > 0 such that T,“(S) c int S. Suppose x is in the basin 
of attraction of y. There is a I with T,(x) E T,,,(S). By choosing E small 
enough, we obtain that every E - t,-pseudo-orbit starting at x will be in 
T,,,(S) at time t (there are at most [t/to] perturbations up to that time). 
Furthermore, if E is smaller than the difference between the radius of S and 
the maximum of (d(y, z): z E T,,,(S)}, one has JJE, t,,) c S and hence 
fi(x) c S. Since S was any arbitrary small sphere around y, this proves that 
&4x)= Iv)* 
A similar result is valid for stable limit cycles. 
(b) For the harmonic oscillator, the whole phase space is the fluctuation 
limit set of every point, since a succession of small perturbations can send 
the motion from any (periodic) orbit to any other orbit. 
(c) If F is a connected set of fixed points and We F # 0, then 
F cfw(x). Indeed, small perturbations can send any point of F into any 
other point. 
(d) If y is a saddle point and w(x) =y, then&(x) contains not only y, but 
also W(Z) for all z in the unstable manifold of y. 
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Let us mention finally that the fluctuation limit set is closely related to the 
“abstract w-limit” of Dowker and Friedlander [ 141 and Bowen [ I5 1. A 
compact dynamical system T,: X -+ X is called an abstract o-limit if it 
occurs as the w-limit of a (possibly larger) dynamical system, or more 
precisely if there exists a dynamical system S,: Y + Y and a J E Y such that 
the restriction of S, to the closed invariant w-limit of y is topologically 
conjugate to T,: X -+ X. One characterization of abstract w-limits is that 
there exists no nontrivial open subset U c X such that 7’,(o) c int U. 
Another characterization is that X is T,-connected: this means that for any 
two points x’, x” E X and any E > 0 there exist x, ,..., x, with x, = x’, x, = x” 
and d(T,(x,), xi+ 1) < E for 1 < i < n. In our terminology, one obtains 
THEOREM 3. The compact dynamical system T, : X + X is an abstract w- 
limit lfl the fluctuation limit set of every x E X is X itself. 
Proof. (a) Let T,: X -+ X be an abstract w-limit and let x, y be two 
arbitrary points in X. Then for any E > 0 there exist x, ,...,x, E X with 
x, = x, x, =y and d(T,(x,), xi+ ,) < E for 1 < i < n. Also, there exist y, ,..., ym 
withy,=y=y, andd(T,(yi),yi.,)<sfor l<i<m.Thesequence 
x1 ,..., x,- , , X” =Y, , j’z,..., Y, - , 3 Y, = Y 1 ,***9 Ym -. 1 3 YI ,*** 
describes in an obvious way an E - l-pseudo-orbit starting at x and 
accumulating at y. Thus y E JJE, 1) and so y EJo(x). 
(b) Conversely, if fo(x) =X for all x E X, then x” Efw(x’) for any two 
x’, x” E X. Thus for any 6 > 0 and any t,, > 0, one has x” E J,, (6, t,). In 
particular, there exist x, ,..., X, with X, = x', X, =x” and d(Tli(Xi), Xi+ ,) < 6 
for suitable ti > c,, i= l,..., n - 1. Since X is compact, this implies that for 
any E > 0, there exist z, ,..., Z, with z1 =x', Z, =x" and d(T,(Zi), ~1~~) < E, 
i.e., that X is T,-connected and hence an abstract o-limit. 
5. COOPERATIVE BEHAVIOUR OF THE NONHOMOGENEOUS HYPERCYCLE 
We return now to differential equations on the concentration simplex SC,. 
An orbit in the interior of Se, is called cooperative if its fluctuation limit set 
is disjoint from the boundary of SC,. A dynamical system on Si is called 
cooperative if every orbit in the interior of Se, is cooperative. The system is 
said to lead to exclusion if no orbit in the interior of SC, is cooperative. 
Thus an orbit is cooperative if the concentrations xi(t) are all bounded 
away from 0, and if perturbations which are small and rare do not “kill off’ 
some of the species. 
In Section 3 we have seen that the competition of two or more short 
homogeneous hypercylces leads to exclusion. 
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THEOREM 4. If system (2.1) has more than one inner equilibrium, it is 
not cooperative. 
Proof. Each inner equilibrium belongs to the set of fixed points 
(x , ,..., x,) which are solutions of the linear equations (2.4) and (2.5). If there 
are several equlibria, this set must contain an at least one-dimensional linear 
manifold and therefore intersect the boundary of SE. By example (c) in 
Section 4, the fluctuation limit set of every inner equilibrium must intersect 
the boundary of SC,. 
Intuitively, if an orbit has a nonisolated fixed point in its w-limit, small 
random perturbations will make it “drift” all over the fixed point set and 
ultimately result in the extinction of some of the species. 
THEOREM 5. If the total concentration c of the nonhomogeneous hyper- 
cycle (2.6) is suflciently large, it is cooperative. 
Proof. Replacing xi/c by xi, and qi/c by ci, we obtain from (2.6), up to a 
constant velocity change, the equation 
ii = Xi(Ei + kiXi_ 1 - #)y i = l,..., n, (5.1) 
where $ = C xj(sj + kjxj- ,) and C xi = 1. For large c, (5.1) can be viewed 
as a small perturbation of the homogeneous hypercycle 
ji =Yi(kiy.. 1 - #), i = l,..., n, (5.2) 
where 0 = C kjyiyj-, and x yj = 1. In [IO] we proved that the 
homogeneous hypercycle is cooperative. Since this equation is not struc- 
turally stable, however, we cannot immediately deduce that sufftciently small 
perturbations will preserve the cooperative behaviour. Instead, we shall have 
to modify some of the steps of the proof in [lo]. 
For xES,, open UcS, and T>O we define 
P(X, U, r) = (l/T) m(t E IO, T]: x(t) E U>, 
where m is Lebesgue measure and x(t) describes the orbit with x(0) = x 
given by a certain differential equation (+) on S,,. This is just the proportion 
of time the orbit spends in U, up to time T. For r E (0, l), x is called r-good 
for U, with respect to (+), if 
~6, U T) > r for some T> 1. 
For such x one may define 
T,.(x) = inf( T > I: p(x, U, T) > rt. 
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It is easy to see that T,. is upper semicontinuous: if T,. is defined for x. then 
for every u > 0 there is a 6 > 0 such that d(xl x’) < 6 (d is Euclidean metric) 
implies the existence of a T’ E (I, T,.(x) + a) with p(x’, li, T’) > r. 
Let F denote the subset of the boundary of S, defined by xixi.. , = 0 for 
all i = l,..., n. If we chose M < min ki. the inequality 
~ kixi.. I - n t k,xixi _, > M 
i I i- I 
is satisfied for all x = (x, ,..., x,) in a neighbourhood of F. Hence there exists 
a neighbourhood A of F where the function 
S(X)& i (Ei+kixi-,)-n 2 Xi(Ei+ki-1) 
i=l i-l 
(5.3) 
satisfies 
s(x) > M/2 (5.4) 
for all c > c,,, provided c0 is chosen large enough (and hence the Ei small 
enough). Now choose another neighbourhood B of F such that its p- 
neighbourhood is contained in A, for some p > 0, i.e., such that d(x, y) < p 
and x E B implies y E A. 
Choose M to be some negative number smaller than s(x), for all values of 
c > c0 and all x E S,, and choose k E (0, M/2) and J E (0, 1) sufftciently 
near 1 such that 
(M/2)i+@l -i)>k. (5.5 1 
In [ 10, Lemmas 1, 2 J it is shown that every orbit of the homogeneous hyper- 
cycle (5.2) which starts on the boundary converges to F. Since it ends up in 
B, we conclude that every point y on the boundary of S, is f-good for B, 
with respect to (5.2). Let T, be an upper bound for the upper semicontinuous 
function T, defined (with respect to (5.2)) on the compact boundary of S,. 
If c, > c,, is chosen large enough, if x(t) is an orbit of (5.1) for some c > c, , 
if y(t) is an orbit of (5.2) and if y(0) = x(0) lies on the boundary of S,, then 
d(x(r), y(t)) < p for all t E [0, T,], since the solutions of differential 
equations depend continuously on parameters F:, ,..., E, . Thus whenever 
~(1) E B, we have x(t) E A: since y(O) is f-good for B, it follows that x(0) is 
i-good for A. 
For the remainder of the proof we only consider orbits for the 
inhomogeneous system (5. l), with c > c, . 
Let us now define the function P on S, by 
P(x) = P(x, ,..., x,) & x,x2 x, . 
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P is strictly positive in the interior of S, and vanishes on the boundary. It 
measures the distance of x from the boundary. For p > 0 we write 
Z(p) 1 (x E s,: 0 <P(x) <p}. 
For small p, Z(p) consists of a thin “layer” over the boundary (see Fig. 4). 
It is easy to see that 
P(x) = P(x) s(x), (5.6) 
where S(X) is given by (5.3). 
We now choose p, > 0 so small that every x in Z(p,) is J-good for A. This 
is possible since T, is defined on the compact boundary of S, and upper 
semicontinuous. Let T denote an upper bound of T,(x) for 
xEZ(p,)UbdS,. 
We shall prove that if x(0) E Z(p,), there exists a T, < T such that 
P(xV, 1) > WO)) exp(kT,). (5.7) 
Indeed, since x(0) is f-good for A, then there is a T, E 11, T] such that the 
orbit x(t), for 0 < t < T,, spends a fraction of at least i of its time in the 
region A, where P > P(M/2) by (5.6) and (5.4), and at most 1 - i in the 
complement of A, where we still have P > Prii. Hence 
WV,)) 2 WO)) evI(WP)f + fi (1 - f))T, 1, 
which implies (5.7) by (5.5). 
In particular P(x(T,)) > P(x(O))e&. If x(T,) still belongs to Z(p,), then we 
can repeat the argument and obtain a T, < 27 with P(x(T,)) > P(x(0))ezk, 
etc. Hence at some time smaller than qT, where q is an integer with 
P(x(0)) eqk > p, , the orbit has to leave Z( p,). 
FIG. 4. The sets I(p,)~l(p~)xl(p,) for n-3. 
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On the other hand, posing 4 = liiF( 1 - i) (ti was negative) one gets 
and hence 
rnn P(x(t)) > P(x(0))emh. 
In particular, once the orbit x(t) has left Z(p,), it may return to I@,), but 
never to I(p,), where pz =p, edh. 
Finally, choose p3 ( p2 and 6 < min{d(x, y: P(x) =p2 and P(y) =p3}. If x 
does not belong to I(p,), a perturbation smaller than 6 cannot send it into 
Z(p,). If x(0) & Z(p,), there is a t < qT, where q is an integer with p3 eqk > p, , 
such that x(t) & Z(p,). Hence x(t) & I(p,) for all t > q7’. 
Let z be an arbitrary point in the interior of S,. Since z(t) has to leave 
Z(p,) at some finite time t,, we may choose E < 6 such that any E - qT- 
pseudo-orbit issued at z has also left I(p,) at time t,. Such a pseudo-orbit 
can never reach Z(p,) again. Hence JJE, qT) lies in the complement of I(p,), 
andfi(z) in the complement of I(p,), which is disjoint from the boundary of 
S II. 
6. TIME AVERAGES 
We have seen in Section 3 that for n > 5, the inner equilibrium R = 
(r , ,..., r,) of the homogeneous hypercycle is unstable. The argument leading 
to (5.1) shows that the same is true for the nonhomogeneous hypercycle, 
provided the total concentration c is large enough. This does not mean, 
however, that the point R is without physical relevance. We shall presently 
see that it corresponds to the time averages of the concentrations. 
THEOREM 6. If system (2.1) admits an orbit whose w-limit is disjoint 
from the boundary, then there exists at least one fixed point in the interior of 
S n’ 
ProoJ Let us denote by xi(t) the coordinates of a point describing an 
orbit whose w-limit is disjoint from the boundary. Clearly x,(O) > 0 and 
xi(t) > 6 for some 6 > 0 and all t sufficiently large, i = l,..., n. For T > 0 let 
(6.1) 
and 
Y(T) = f f’. ;‘- xi(t) ( qi + 5 ki,ix,i(t)) dt; 
-0 ,F, j-1 
DYNAMICS OF SELFREPLKATION 107 
~~(7’) and ul(7’) are bounded. By compactness there exists a sequence 
T,, + fco and numbers z’, ,..., z:, and Y’ such that 
lim zi( T,) = z: and lim Y(T,) = Y’. 
All these limits are strictly positive. Also, C x,(t) = c implies C z,(T) = c 
and hence x z; = c. Now by (2.1), 
(tog xi) ‘= 5 = qi + + kiixj - ; 
I ,p, 
(6.3) 
for all i. Integrating from 0 to T,, and dividing by T,, one obtains 
‘W-J 
k log Xi( T,) - IOg xi(O)) = qi + \L k,zi(T,) - -* (6.4) 
n c 
By assumption, xi(T,) is bounded away from 0 and hence log x,(T,,) is 
bounded. For n + co, the left-hand side of (6.4) converges to 0 and one 
obtains 
0 = qi + x kijzj - Y/c. 
Thus the z{ satisfy the n - 1, equations 
q, + i k,,& = q2 + <- kzjz; = = qn + t k& (6.6 
j=l ,?I j&I 
as well as 
n 
\’ 
,i 
z,; = c. 
(6.5 
(6.7) 
By (2.4) and (2.5), this shows that (z’, ,..., n z’) is an equilibrium point of (2.1) 
in the interior of S,. 
THEOREM 7. If system (2.1) has no inner equilibrium, it leads to 
exclusion. if (2.1) is cooperative, it has a unique inner equilibrium 
R = (r , ,..., r,) and ri is the time average of the ith coordinate of any orbit in 
the interior of S,. 
ProoJ If (2.1) does not lead to exclusion, there exists at least one orbit 
in the interior of the concentration simplex whose o-limit is disjoint from the 
boundary. Hence Theorem 6 applies. 
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If, furthermore, the system is cooperative, we may infer from Theorem 4 
that it has a unique inner equilibrium R = (r, ,..., T,,). This point is the unique 
strictly positive solution of equations (6.6) and (6.7) in the proof of 
Theorem 6. Hence zi = ri. which shows that z,(7’,,) + ri for every sequence 
r,, + +a~. This implies 
lim $.[I xi(f) df = ri 
0 
(6.8) 
for i = I ,..., n. 
As a corollary, one obtains that for the homogeneous hypercycle as well 
as for the nonhomogeneous hypercycle with suffkiently high concentration, 
the time averages of all the concentrations exist and are equal to the concen- 
trations of the inner equilibrium point. 
Furthermore, we see that the nonhomogeneous hypercycie can only be 
cooperative if it has an inner equilibrium, i.e., if the total concentration is 
above a certain threshold (see (2.8)). It would be interesting to see whether, 
conversely, the existence of an inner equilibrium for the nonhomogeneous 
hypercycle implies cooperative behaviour. For n = 2 and n = 3, this is trivial. 
For higher dimensions it seems less easy to prove. Note, incidentally, that for 
the general case of system (2.1), an inner equilibrium is certainly compatible 
with exclusion. 
We mention finally that some results of this section are closely related to 
theorems by Volterra 1161 on the time averages for the equation 
, i = l,..., n. 
7. COOPERATION AND IRREDUCIBILITY FOR HOMOGENEOUS SYSTEMS 
We say that species j is an inert species for the homogeneous system 
, i = l,..., n, (7.1) 
if k, = 0 for i = l,..., n. This means that species j does not act as catalyst or 
inhibitor on any other species. (Recall our convention that kii = 0 for 
all i.) 
THEOREM 8. If system (7.1) contains one or more inert species, it cannot 
be cooperative. 
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Proof. Suppose that (7.1) is cooperative. By Theorem 7, there exists a 
strictly positive solution of the equations 
L- k,,.u, = ‘. = x k,ixi, 
yx,i = 1. 
(7.2) 
(7.3) 
Assume that species n, say, is inert. System (7.2) then consists of n - 1 
equations in the n - 1 unknowns x, ,..., x,,-, . It must have an at least one- 
dimensional subspace of solutions. This implies that there is more than one 
strictly positive solution of the system given by (7.2) and (7.3). By 
Theorem 7, therefore, (7.1) is not cooperative, a contradiction. 
In 191 we studied (7.1) in the so-called nonhyperbolic case, for which 
k, > 0 for all i and j. This means that no species acts as inhibitors. We say 
that such a system is irreducible if for any two species i and j, there exist 
. . . spectes lo, l, ,..., i, with i, = i, i, =j and k,, , > 0 forj = l,..., k. Thus there is 
some, possibly indirect, catalytic action between any two species. In 
particular, such a system has to be weakly reversible in the sense of Feinberg 
1171, 
THEOREM 9. If the nonhyperbolic system (7.1) is cooperative, it has to be 
irreducible. 
Proof. Suppose the system is not irreducible. There exists then a proper 
subset D of ( l,..., n) with complement E such that D is closed, i.e., k, = 0 
for all j E D and i E E. This means that no species of D acts catalytically on 
a species not belonging to D. We may then distinguish two cases: 
(a) There exists a species j such that kj, = 0 for s= l,..., n. Then 
x kjsx, = 0, there is no inner equilibrium, and Theorem 7 implies exclusion. 
(b) For each j, C:=, kjS > 0. Let 
m=min 1 k. JS and 
jsn SET 
M= ,TFT~ 2 kit. 
f: I 
Let G be the region in the interior of S, defined by 
$>S foralliEDandjEE. (7.4) 
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This region is positively invariant. indeed, if x = (x , . . . . . x,,) E G. then 
k.i,x, 
> 0. 
Thus in G, , (Xi/Xi) increases without bound. Since xi is bounded we have 
xi + 0, a contradiction to the cooperative behaviour. We note that in [9] it is 
shown that for n < 4 a nonhyperbolic system (7.1) leads to exclusion if it is 
not irreducible. 
As a further example consider the nonhyperbolic system (7.1) with n = 4 
whose reaction network is shown in Fig. 5. Thus only klz, k,, , k2,, kJ2, k3, 
and kd3 are strictly positive. This system is irreducible. It is not cooperative, 
however. Indeed, cooperative behaviour would imply by Theorem 7 the 
existence of an inner equilibrium and hence of a strictly positive solution of 
k,,x, = k,,x, + k,,x, =&2x, + Lx, = Lx, 
(which is what (7.2) reduces to). This implies 
k,, - k,, k x, = 
k X3 
and 
21 x2 = k,, :k,, X4 
and hence k,, > k,, and k,, > k,,. 
Now consider the region H in the concentration simplex S,, where 
k,, - k,, k 
k 
and 
21 k,, k * 
k *-L?- kz, f-- ,kJ!- 
1 2 3 4 k . 4 
21 k32 '(4, 
FIG. 5. A reaction network for n = 4 which is irreducible but not cooperative (discussed 
at the end of Section 7). 
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In this region 
and 
x2 
( 1’ 
- 
x4 
= 4,x, - (k,, - k,,)x, > 0. 
Hence H is positively invariant and for every orbit in H, x3 and x4 must 
vanish. Hence our system is not cooperative. 
8. CONCLUSION 
The first part of this paper generalizes certain results derived previously in 
18, IO] for the homogeneous hypercycle. We refer to these papers for the 
relevance of these theorems in biochemical applications. 
The results on time averages allow us to show that no limit cycle can exist 
if there is no fixed point in the interior of the concentration simplex, a result 
which often facilitates qualitative analysis substantially. 
Recently, equations of type (2.1) with qi = 0 have been applied to 
investigations in the theory of animal behaviour in order to elucidate the 
concept of stable evolutionary strategies formulated by Maynard Smith [ 181. 
This introduction of dynamical aspects into a game theoretical context is 
exemplified in 119-2 11. In particular we refer to Zeeman [2 1 ] for a very 
interesting study of stability aspects and detailed investigation of the phase 
portraits for N = 3. 
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