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Variable selection is very important in many ﬁelds, and for its resolution many procedures have been proposed and investigated.
Among them are Bayesian methods that use Markov chain Monte-Carlo (MCMC) sampling algorithms. A problem with MCMC
sampling, however, is that it cannot guarantee that the samples are exactly from the target distributions. This drawback is overcome
by related methods known as perfect sampling algorithms. In this paper, we propose the use of two perfect sampling algorithms
to perform variable selection within the Bayesian framework. They are the sandwiched coupling from the past (CFTP) algorithm
and the Gibbs coupler. We focus our attention to scenarios where the model coefﬁcients and noise variance are known. We
indicate the condition under which the sandwiched CFTP can be applied. Most importantly, we design a detailed scheme to
adapt the Gibbs coupler algorithm to variable selection. In addition, we discuss the possibilities of applying perfect sampling
when the model coefﬁcients and noise variance are unknown. Test results that show the performance of the algorithms are
provided.
Keywords and phrases: variable selection, Markov chain Monte-Carlo, the Gibbs sampler, perfect sampling, coupling from the
past, the Gibbs coupler.
1. INTRODUCTION
The problem of variable selection is of great importance in
many science and engineering areas. In time-varying system
identiﬁcation, variable selection is used to select a set of ba-
sis sequences for representing the time varying coefﬁcients
[1]. In radar or sonar, it is applied to detection of number
of reﬂections and for determination of relevant parameters
of signal models [2]. In visual recognition [3, 4], variable se-
lection plays an important role in determining the identity
of the desired object from the data. In neural networks [5],
variable selection is a necessary procedure in building neural
as well as other classiﬁers.
Generally speaking, the basic goal of variable selection is
to identify from a pool of available predictors the best subset
with satisfactory predictive performance. For its resolution,
many procedures have been proposed and investigated.Anat-
ural and direct approach is to exhaust all the possible subsets.
However, this exhaustive search method become computa-
tionally burdensome if the available number of predictors is
large. As a result, computationally efﬁcient suboptimal ap-
proaches like genetic algorithms are used in practice [6].
In recent years, Bayesian signal processing methods that
use Markov chain Monte-Carlo (MCMC) sampling algo-
rithms [7, 8, 9, 10, 11] have drawn much attention. These
methods usually provide better performance than determin-
istic approaches. MCMC sampling has been also applied to
variable selection [12, 13], where it is referred to as stochastic
search variable selection.
It is well known thatwithMCMCsampling, the generated
samples are distributed according to a desired distribution
only after the underlying Markov chain converges to equilib-
rium. However, in general, MCMC algorithms cannot detect
the instants of convergence of the Markov chains. Therefore,
MCMC algorithms may produce samples which follow de-
sired distributions poorly, and as a result, subsequent estima-
tions that use the generated samples may be quite inaccurate.
The drawback of MCMC is overcome by perfect sam-
pling algorithms [14, 15, 16, 17]. Perfect sampling algorithms
can attain i.i.d. samples exactly from desired distributions.
The ﬁrst perfect sampling algorithm is called coupling from
the past (CFTP) [14]. This algorithm is only practical in ap-
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plications that encounter distributions with small discrete
state spaces. Efﬁcient implementation of CFTP is only pos-
sible for large discrete state spaces if monotonic Markov
chains can be constructed [14]. To increase the computa-
tional efﬁciency of CFTP, other algorithms have been pro-
posed [15, 18]. Among them is an algorithm which we call
theGibbs coupler [19].An appealing feature of theGibbs cou-
pler is that it can be applied efﬁciently to high-dimensional
state spaces where monotonicity or anti-monotonicity do not
exist.
In this paper, we propose to perform variable selection by
two perfect sampling algorithms, the sandwiched CFTP and
theGibbs coupler. In particular,we focus our attention to sce-
narios where themodel coefﬁcients and the noise variance are
known. We ﬁnd the condition under which the sandwiched
CFTP can be applied. We also develop a detailed scheme to
accommodate the Gibbs coupler algorithm to variable selec-
tion and discuss the possibilities of applying perfect sampling
when the model coefﬁcients and the noise variance are also
unknown.
The paper is organized as follows: the problem of vari-
able selection is formulated in Section 2. A background
on perfect sampling is provided in Section 3, where the
sandwiched CFTP and the Gibbs coupler are reviewed. In
Section 4, the implementations of the sandwiched CFTP
and the Gibbs coupler are carefully studied. In Section 5,
the possibilities of applying perfect sampling to more gen-
eral settings of the problem are addressed. The perfor-
mance of the methods is investigated through simulations
in Section 6.
2. VARIABLE SELECTION
In many applications, observed data records can be repre-
sented by linear regression with Gaussian noise [13]
y = γ1θ1x1 + γ2θ2x2 + · · · + γqθqxq + , (1)
where xi, i = 1, . . . , q are q predictors, the θ’s are the cor-
responding coefﬁcients, the γ’s are indicators which can take
values of either 0 or 1, and  ∼N (0, σ2I) is a noise vector. All
the vectors are of dimension N × 1. Note that the indicators
are utilized for selecting the right subset of the predictors as
they indicate which predictors should be included in model
(1). The primary task of variable selection is to choose the best
subset of predictors from the available set, or equivalently, to
determine the values of the indicators γ.
We focus on perfect sampling of the indicators γ, and
so we concentrate our attention to the scenarios where the
θ’s and σ2 are known to us. In a later section, we discuss
ways of extending the proposed perfect sampling solution to
situations where the θ’s and σ2 are also unknown.
From a Bayesian perspective, an optimum subset of the
γ’s can be deﬁned as the one that maximizes the a posteriori
probability of the γ’s. When the Jeffreys’ prior is adopted, the



















where γ = [γ1, γ2, . . . , γq]T. Apparently, the maximization
of (2) is a combinatorial optimization problem. The combi-
natorial optimization can always be solved by an exhaustive
search method. The exhaustive search method computes the
corresponding posterior probabilities of all possible combi-
nations of γ’s and selects the combination that has the largest
posterior probability. However, when q is large, the compu-
tational requirement for the exhaustive search is prohibitive
because we need to compute the probabilities of 2q different
models. As alternative solutions, MCMC sampling methods
such as Gibbs sampling and reversible jump MCMC have
been proposed [12, 13]. With an MCMC approach, the key is
to draw random samples of γ from the posterior distribution
(2). Once we accumulate the desired number of samples, the








whereγ(t) represents the tth sample from the posterior distri-
bution andM is the number of drawn samples. This Monte-
Carlo optimization approach is also called stochastic explo-
ration [20] since it explores the variable space of the un-
knowns using a random mechanism.
To generate random samples from an arbitrary desired
distribution, MCMC sampling constructs a homogeneous
Markov chain on the support of the unknowns, where the
equilibrium distribution of the chain is the desired posterior
distribution. However, a common drawback of all MCMC
algorithms is that they lack theoretical diagnosis for detect-
ing with certainty the convergence of the underlying Markov
chain. This means that the samples obtained by them are very
likely to only approximate the true posterior distribution. In
addition, these samples are also correlated. Even though, the-
oretically, stochastic exploration does not require i.i.d. sam-
ples or even samples that follow the desired posterior distri-
bution, the approximate and correlated samples could dras-
tically reduce the efﬁciency of the approach. For instance,
when the Markov chain is trapped in some local high density
region, it tends to stay around there for a long time before it
gets out.
The drawbacks of MCMC are ultimately overcome by
perfect sampling algorithms. In the sequel, we present two
perfect sampling algorithms and show how they can be used
to draw perfect samples from the posterior distribution.
3. INTRODUCTION TO PERFECT SAMPLING
ALGORITHMS
3.1. Coupling from the past
Perfect sampling algorithms are algorithms that can draw
samples exactly from a desired distribution. Like MCMC,
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they generate samples by running Markov chains, but they
also possess the ability to determine the convergence time of
the Markov chain. The ﬁrst perfect sampling algorithm was
proposed by Propp and Wilson [14], and is called coupling
from the past. CFTP was initially designed for discrete vari-
able spaces. However, efforts have been made to extend it
to accommodate perfect sampling from continuous variable
spaces [18, 21].
We now explain the idea behind the CFTP algorithm.
Suppose that the desired discrete state space S is of size M =
|S| and that we initiate M Markov chains at every possible
state of the state space S from some time −T and run them
to time 0. It is noted that all the Markov chains should have
the desired distribution as their stationary distribution, and
at any instant of time t in the past, the same random seedR(t)
and updating function Φ(·, R(t)) are applied. The updating
function satisﬁes






) = x(t+1)) = P(x(t+1)|x(t)), (4)
whereP(x(t+1)|x(t)) is the probability of theMarkov chain of
going from statex(t) to statex(t+1). Suppose that there comes
a time when all the chains reach the same state. From this
time onward, due to the common random seed and updating
function, all the chains follow the same path, and at time 0
they arrive at state x¯. Now, if we restart a Markov chain from
the inﬁnite past but keep the same random seeds R(t) and
update functions Φ(·, R(t)) for the transitions in the interval
(−T ,0), this chain will also arrive at state x¯ at time 0. The
reason is the following: since the same random seeds R(t) and
update functionsΦ(·, R(t)) are used for the transitions during
−T to 0, in this period, the chain initiated from the inﬁnite
past will follow one of theM paths that are determined before
we restart the chain from the inﬁnite past. Furthermore, since
all the M chains have reached x¯ at time 0, the path followed
by the chain from the inﬁnite past will also reach x¯ at time
0. Apparently, since the chain has been propagated inﬁnitely
long from the past, the state x¯ at time 0 is a steady state which
follows the desired distribution exactly.
The above idea is implemented by an iterative scheme.
At the very beginning, M copies of the Markov chain are
started at every possible state from some time −T to time
0. Then the output of the chains at time 0 is observed to
check if they have coalesced into a singleton. If they have,
then the coalesced output is recorded and taken as a per-
fect sample from the desired distribution. If they have not,
the above procedure is repeated from another time further
back in the past with the old random seeds from the corre-
sponding Markov chain transitions being reused. Note that
the reuse of the random seeds assures that the size of the
state space at time t is not increasing from iteration to it-
eration which is critical for coalescence. The repeated pro-
cedure terminates until coalescence occurs at time 0. The





while t < 0
t ←− t + 1












T ′ > T
)
It has been proved that CFTP draws a perfect sample in
ﬁnite time on ﬁnite discrete state spaces with probability
one [14]. However, the use of CFTP often becomes pro-
hibitive due to the heavy computation in tracing all the
chains in large spaces. A practical and an efﬁcient simula-
tion can be accomplished when the designed Markov chain
is monotonic [14]. A monotonic Markov chain has an up-
dating function that preserves a partial order ≺ on its state
space, that is, Φ(x,R) ≺ Φ(y,R) for all R whenever x ≺ y .
According to the partial order, a maximal and a minimal
state can be determined on the state space. If we imple-
ment CFTP with monotonic Markov chains, at any instant
of time during the propagation of the chain towards 0, the
monotonicity will cause all the chains starting from differ-
ent states to be sandwiched between the paths started from
the two extreme states. Obviously, when these two extreme
paths coalesce at time 0, all the other paths, too, coalesce
into the same state. Thus, efﬁcient CFTP can be imple-
mented by a sandwiched algorithm where only chains from
the two extreme states are traced and examined for coales-
cence at time 0.
3.2. The Gibbs coupler
In Section 3.1, we have indicated that efﬁcient CFTP algo-
rithms are only possible for monotonic Markov chains. Un-
fortunately, in many cases, a monotonic Markov chain either
is difﬁcult to construct or even does not exist. In [22, 23],
a component-updated perfect sampling scheme is proposed.
A prominent feature of the algorithm is that neither mono-
tonicity nor anti-monotonicity property is required. In [19],
we independently proposed a similar scheme, which we re-
fer to as the Gibbs coupler because it accommodates Gibbs
sampling in the implementation of CFTP in order to achieve
perfect samples from high-dimensional sampling spaces. The
basic framework of the Gibbs coupler still follows that of
CFTP, which means that the coupling algorithm ﬁrst starts
from some time −T , and its coalescence is checked at time 0.
If coalescence happens, the algorithm terminates and a per-
fect sample is recorded. Otherwise, the coupling algorithm
is repeated again from some time −T ′ with T ′ > T . This
framework actually guarantees that unbiased samples from
the stationary distribution are obtained. However, there is
an important difference with the CFTP algorithm discussed
above in that instead of tracing all the possible paths gener-
ated by the Gibbs sampler, the main coupling algorithm of
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the Gibbs coupler only records the possible values that the
CFTP algorithm may generate.
In detail, at any time t, when updating the ith compo-
nent, a new support of a component is generated from the full
conditional distribution of the component, where the condi-
tioning is on the latest updated supports of the remaining
components. Similarly as in the Gibbs sampler, the updates
are carried out in a componentwise fashion. Therefore, the
advantage of the Gibbs sampler on high-dimensional spaces
is preserved by theGibbs coupler. The overall algorithm starts
from some time T in the past by setting the initial support of
each component to be the component’s space and terminates
when coalescence happens at time t = 0. Coalescence occurs
when the support of each component becomes a singleton.
Now, let S(t) = {S(t)1 ,S(t)2 , . . . ,S(t)N } denote the support
of x at time t where S(t)i represents the support of the com-
ponent xi at time t. In cases where the variable space is bi-
nary, as in our problem of variable selection, S(t)i ∈ {0,1},
i = 1,2, . . . , N, the basic layout of the Gibbs coupler can be
summarized as follows:
Gibbs coupler (T ):
t ←− −T
while t < 0
t ←− t + 1
i←− 0
while i ≤ N
updateS(t)i using p
(
xi|x1, . . . , x(t)i−1, x(t)i+1, . . . , x(t)N
)
for all xj ∈ S(t)j with j = 1,2, . . . , N and j ≠ i




Gibbs coupler (T ′ with T ′ > T )
It is proved in [22] that the algorithm terminates almost surely
and produces an unbiased sample from a desired distribu-
tion if there exists an n < ∞ such that the probability of
coalescence of the whole space in n steps is greater than 0.
Thus, the crucial point of the algorithm is the update pro-
cedure of locating the possible values in S(t)i . The detailed
scheme, which may vary and is problem dependent, deter-
mines not only the coalescence but also the efﬁciency of the
algorithm.
4. VARIABLE SELECTION BY PERFECT SAMPLING
ALGORITHMS
4.1. Variable selection by the sandwiched CFTP
The purpose of the perfect sampling algorithms is to take
samples from the posterior distribution (2). Once the desired
number of samples is drawn, the MAP estimator of γ is the
sample which produces the largest posterior probability. In
implementing the CFTP algorithm, the Gibbs sampler is a
natural choice for constructing the Markov chain. The con-


















for i = 1,2, . . . , q, where γ−i represents a vector of all the
γ’s except γi. In order to apply the sandwiched CFTP here,
we need to verify ﬁrst whether the update function of the
Gibbs sampler preserves the monotonic property. The update
function of the Gibbs sampler above can be shown as
γi =







whereRi is a randomnumber fromU(0,1). It follows that the
monotonic property only exists if θiθjxTi xj for all i and j are
all equal and nonpositive. One such instance of monotonicity
is that all the predictors are orthogonal, that is, xTi xj = 0 for
all i ≠ j. This case, however, is not of any interest because
variable selection then is trivial. Also, the condition provided
above is very stringent in that not many practical predictors
satisfy the monotonic condition. Therefore the use of the
sandwiched CFTP on variable selection seems really limited.
In fact, the sandwiched algorithm can always be used,
regardless of the existence of monotonicity on variable spaces.
This is so for as long as among all the CFTP chains there exist
two chains which sandwich all the other chains in between
at all times. By sandwiching, we mean that two chains always
have the largest and the smallest probability of generating a
1 by the Gibbs sampling transition. In the variable selection
problem, we notice that two chains initiated from all 1 state
and all 0 state indeed always have the largest and the smallest
probability to generating a 1 for as long as θiθjxTi xj for all
i and j are nonpositive. The observation indicates that the
sandwiched CFTP can be actually implemented in a larger
variety of situations.
4.2. Variable selection by the Gibbs coupler
It was pointed out in Section 4.1 that the sandwiched CFTP
algorithm can only be applied in special cases. A better per-
fect sampling solution to a general setting of the problem is
provided by the Gibbs coupler. Recall that when applying the
Gibbs coupler, the key issue is to determine the possible values
that the Gibbs sampler might produce in the corresponding
support. In [22, 23], detailed Gibbs coupler algorithms are
constructed for problems modeled by Markov random ﬁelds
where neighboring properties can be used to facilitate the
computation. However here, no such neighboring properties
exist. So the computation spent to determine the content of
the support would be overwhelmingly expensive. Apparently,
these algorithms are not suitable for solving the variable se-
lection problem. Instead, to apply the Gibbs coupler, a special
algorithm is needed for efﬁcient determination of the support
content.
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Efﬁcient determination of the support can be achieved by
introducing sandwich distributions at every update. In partic-






≤ p(γi = 1|γ−i,y) ≤ U(t)i (γi = 1), i = 1,2, . . . , q (7)
with γ−i ∈ S(t)−i where
S(t)−i =
{S(t)1 ,S(t)2 , . . . ,S(t)i−1,S(t)i+1, . . . ,S(t)q } (8)
denotes the collection of supports of γ−i at time t with the
individual component supports at time t being {0}, {1}, or
{0,1}. We notice that deﬁnition (7) indicates that the two
sandwich distributions bound all the probabilities of γi = 1
for every Markov chain in between. Therefore, if L(t)i (γi =
1) > R(t)i (or U
(t)
i (γi = 1) < R(t)i ), where R(t)i is a uniform
random seed for the ith update at time t, then samples from
all the Markov chains will take values 1 (0) with certainty.
Therefore, a sample of value 1 (0) is included as a unique
value in the support. On the other hand, if the random seed
is in between L(t)i (γi = 1) and U(t)i (γi = 1), that is, L(t)i (γi =
1) < R(t)i < U
(t)
i (γi = 1), then the values that all the Markov
chains can take will be uncertain to us. In this case, we leave
the support S(t)i as {0,1}. According to these observations,



















From (9), it can be seen directly that the probability for coa-








)+ (1−U(t)i (xi = 1))). (10)
Therefore, by recalling the condition of coalescence of the
Gibbs coupler, we see that as long as L(t)i (xi = 1) ≠ 0 and
U(t)i (xi = 1) ≠ 1, the proposed scheme can terminate almost
surely and produce an unbiased sample from the posterior
distribution. Furthermore, notice that the choice of sand-
wich distributions will affect the rate of coalescense. In order
to get faster coalescence, we prefer a larger pt , where pt de-
pends on the choice of L(t)i (xi) and U
(t)
i (xi), i = 1,2, . . . , N.
In particular, among all distributions that satisfy (7), we pre-
fer to choose the pair of distributions that entail the largest

























they achieve the largest probability of coalescense, and hence
their use leads to fastest coalescense.
In the implementation of the above scheme to variable
selection, we need to determine the sandwich distributions
from the full conditional distributions (5) for every instant
t. Surprisingly, we ﬁnd that the sandwich distributions (11)
can easily be obtained only by checking the sign of θiθjxTi xj .
To be speciﬁc, the sandwiched distributions deﬁned by (11)















































where I(t−1)i1 , I
(t−1)
i2 , and I
(t−1)
i3 are subsets of {1,2, . . . , i − 1,
i+1, . . . , q}. The union I(t−1)i1 ∪ I(t−1)i2 contains the indices of
the elements in {γ(t−1)k }qk=1,k≠i that have not coalesced at time
t − 1. However, the elements of I(t−1)i1 have associated terms
θiθjxTi xj > 0, whereas the elements of I
(t−1)
i2 have associated
terms θiθjxTi xj ≤ 0. Additionally, I(t−1)i3 contains the indices
of the remaining elements in {γ(t−1)i }qk=1,k≠i (the ones that
have coalesced at time t−1). Thus, at any time t, the algorithm
updates the support of the ith component according to the
function (9). The coalesced state at time 0 is then a perfect
sample from (2).
5. DISCUSSION
In the previous sections, we have shown how we address vari-
able selection with perfect sampling when the model coefﬁ-
cients and the noise variance are all known. In this section,
we discuss the possibilities of applying perfect samplingwhen
these parameters are not known.
When the θ’s and the σ2 are all unknown continuous
and unbounded variables, a major difﬁculty is the drawing of
perfect samples. Currently,most of the algorithms for perfect
sampling are designed for discrete variable spaces. A theoret-
ical realization of the perfect sampling, especially the Gibbs
coupler onunbounded continuous state spaces remains prob-
lematic. One approximate solution could be based on quan-
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Figure 1: A histogram of 1000 samples of γ obtained by the Gibbs
coupler in experiment 1. The true decimal value of γ is 6.
tizing the spaces with desired accuracy. The so-deﬁned dis-
crete spaces can further be expressed on binary spaces. Note
that when the θ’s and the σ2 are all binary, the Gibbs coupler
algorithm discussed in the paper can readily be applied where
the sandwich distributions can be calculated in the same way
as was discussed in Section 4. Consequently, if we perform
quantization as is commonly done in digital signal process-
ing and communications, perfect sampling is possible. The
complexity of the perfect sampling implementation would
depend on the number of quantization levels.
Often it is also desirable to obtain samples of the θ’s and
σ2 directly from their continuous spaces. In theory, the gen-
eration of perfect samples by a Gibbs coupler algorithm is
possible if both the θ’s and σ2 are bounded. One can use the
rejection coupler [18] for the component coupling require-
ment of the Gibbs coupler. Then we might argue that after
seeing the data, the state spaces can be bounded. Thus, perfect
sampling of the unbounded θ’s and σ2 can always be tackled
by bounding the variable spaces of the unknowns. In practice,
however, when the dimension of the predictors, q, is large or
the bounds are very loose, the coalescing time of the Gibbs
coupler could be very long.
6. SIMULATION RESULTS
We tested theGibbs coupler in several experiments. In the ﬁrst
experiment, q = 5. The predictor vectors xi were indepen-
dent and identically distributed according to a multivariate
Gaussian density, xi ∼ N (0, I), and their corresponding co-
efﬁcients were chosen as θ1 = θ2 = 0.8, θ3 = θ4 = 0.7, and
θ5 = 0.6. Fifty data records were generated by
y = x3θ3 + x4θ4 + , (14)
where  ∼N (0, I). Apparently, the true model included only
two variables with γT = [0 0 1 1 0]. A histogram of 1000
samples obtained by the Gibbs coupler is plotted in Figure 1,
















Figure 2: A histogram of 1000 samples of γ obtained by the Gibbs
coupler in experiment 2. The true decimal value of γ is 6.
Table 1: Number of trials with wrong solutions out of 100 trials
by the Gibbs coupler and the least squares methods in the third
experiment.
Exp. 1 Exp. 2
Gibbs coupler 2 13
LS 7 44
where for convenience, the value of γ is represented by its cor-
responding decimal integer. (For example, γT = [0 1 1 1 1]
is represented by 15 and γT = [1 1 1 1 1] by 31.) From the
histogram, it is clear that the highest probability occurs at 6,
or the MAP estimator is γT = [0 0 1 1 0], which is the true
setting of γ.
In the second experiment, the only change was made in
the deﬁnition of x3. Therex3 = x5+0.15wwithw ∼N (0, I),
which introduced correlation between the third and fourth
predictors (with a correlation coefﬁcient equal to 0.989). A
histogram of 1000 samples obtained by the Gibbs coupler is
plotted in Figure 2. The largest value of the histogram occurs
at γ (decimal) equal to 6, that is, γT = [0 0 1 1 0], which is
again the true value of γ.
Next, in the third experiment, we compared the perfor-
mance of the Gibbs coupler solution with the “least squares”
solution. If H = [x1θ1 x2θ2 · · · x5θ5], the ith component
of the least squares solution γ̂LS is deﬁned by
γˆi =
1, zi ≥ 0.5,0, otherwise, (15)
where zi is the ith component of z which is computed by
z = (HTH)−1HTy. (16)
We repeated the ﬁrst and second experiments 100 times,
respectively. In each trial, the Gibbs coupler and the least
44 EURASIP Journal on Applied Signal Processing



















Figure 3: A histogram of 1000 samples of γ obtained by the Gibbs
coupler in experiment 4. The true decimal value of γ is 32767.
squares solutions were calculated. The number of trials with
incorrect solutions by each algorithm was recorded. The re-
sults are displayed inTable 1.Notice that in both experiments,
the Gibbs coupler performed better than the least squares
method. The improved performance of the Gibbs coupler
is especially emphasized in the second experiment, where it
was more difﬁcult to choose the right predictors due to their
correlation.
In the fourth experiment, a scenario with q = 20 predic-
tors was tested. The predictors were deﬁned by xi = ui +w,
where the ui’s were independent and identically distributed
according to a multivariate Gaussian density N (0, I). The
vector w was independent from the ui’s and came from the
same distribution. As a result, the pairwise correlation be-
tween the predictors was 0.5. In addition, the model coefﬁ-
cients were chosen as follows: θ1 = θ2 = · · · = θ5 = 1.5,
θ6 = θ7 = · · · = θ10 = 1, θ11 = θ12 = · · · = θ15 = 2, and
θ16 = θ17 = · · · = θ20 = 3. A data vector of size 120 was
generated according to the model y = ∑20i=6 θixi + , where
 ∼N (0, σ2I) with σ = 2. Therefore,
γT = [0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1] (17)
in this experiment. 1000 samples were drawn by the Gibbs
coupler. A histogram of the samples is displayed in Figure 3,
and it shows that all the samples of γ took on the value
32767, which corresponds to the true binary value of γT,
[0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1].
Finally, in the last experiment, we performed a compar-
ison between the Gibbs coupler and the Gibbs sampler. The
objective of the experiment was to stress the advantages of
using perfect sampling over MCMC. We adopted the settings
of the second experiment. Note that in that experiment there
is a high correlation between the third and the ﬁfth predic-
tor. We ran the Gibbs coupler and collected 500 samples. The
histogram of the drawn samples is plotted in Figure 4a. We
clearly see two high peaks at 3 and 6. The binary represen-
































Figure 4: (a) A histogram of 500 samples of γ obtained by the
Gibbs coupler in experiment 5. (b) A histogram of 500 samples of
γ obtained by the Gibbs sampler in experiment 5. The true decimal
value of γ is 6.
tation of 3 and 6 is [0 0 0 1 1] and [0 0 1 1 0]. Note that
the decimal value 6 is the right value for γ. However, 3 is
the value when the ﬁfth predictor is mistaken by the third
predictor. In this experiment, the Gibbs coupler was able to
identify the true set of predictors. Next, we ran the Gibbs
sampler on the same data. We chose the initial value of the
Gibbs sampler to be 3. Again, 500 samples were gathered. The
corresponding histogram is depicted in Figure 4b. The ﬁgure
clearly shows that during the 500 runs, the Gibbs sampler is
trapped at 3. Therefore the Gibbs sampler method cannot
identify the right set of the predictors with 500 samples. To
improve the performance, more samples are required. Ap-
parently, the Gibbs coupler algorithm is more efﬁcient in the
sense that it requires less samples to achieve the same perfor-
mance.
7. CONCLUSION
We have proposed the use of two perfect sampling algo-
rithms for variable selection. They are the sandwiched CFTP
algorithm and the Gibbs coupler. An efﬁcient implementa-
tion of the CFTP algorithm requires construction of mono-
tonic Markov chains, whereas the Gibbs coupler is efﬁcient
without the requirement of monotonicity. To implement the
Gibbs coupler algorithm,we designed a detailed efﬁcient cou-
pling scheme. Simulation results showed good performance
of the perfect sampling algorithms. In addition, we also dis-
cussed the possibilities and difﬁculties to employ the perfect
sampling algorithms in more general settings of the prob-
lem.
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