An increasing number of field studies show that the phenotype of an individual plant depends 26 not only on its genotype but also on those of neighboring plants; however, this fact is not 27 taken into consideration in genome-wide association studies (GWAS). Based on the Ising 28 model of ferromagnetism, we incorporated neighbor genotypic identity into a regression 29 model in this study. The proposed method, named "neighbor GWAS", was applied to 30 simulated and real phenotypes using Arabidopsis thaliana accessions. Our simulations 31 showed that phenotypic variation explained by neighbor effects approached a plateau when 32 an effective spatial scale became narrow. Thus, the effective scale of neighbor effects could 33 be estimated by patterns of the phenotypic variation explained. The power to detect causal 34 variants of neighbor effects was moderate to strong when a trait was governed by tens of 35 variants. In contrast, there was a reasonable power down when hundreds of variants underlay 36 a single trait. We applied the neighbor GWAS to field herbivory data on 200 accessions of A. 37 thaliana, and found that the neighbor effects more largely contributed to the observed 38 damage variation than self-genotype effects. Interestingly, several defensin family genes were 39 associated with neighbor effects on the herbivory, while self-genotype effects were related to 40 flavin-monooxygenase glucosinolate S-oxygenase 2 (FMO GS-OX2). Overall, the neighbor 41 GWAS highlights the overlooked but significant role of plant neighborhood effects in shaping 42 phenotypic variation, thereby providing a novel and powerful tool to dissect complex traits in 43 spatially structured environments. 44 45 interaction 47 48 approaches to seek key genetic variants responsible for plant neighborhood effects. 73 Genome-wide association studies (GWAS) have been increasingly adopted to 74 resolve the genetic architecture of complex traits in the model plant, Arabidopsis thaliana 75 (Atwell et al. 2010; Togninalli 2018) and crop species (Hamblin et al. 2011). Plant 76 interactions with herbivores (Brachi et al. 2015; Nallu et al. 2018), microbes (Horton et al. 77 2014; Wang et al. 2018), and other plant species (Frachon et al. 2019), are one of such 78 complex traits dissected through the lens of GWAS. To distinguish causal variants from the 79 genome structure, GWAS often employs a linear mixed model with kinship considered in a 80 random effect (Kang et al. 2008; Korte and Farlow 2013). However, it is generally impossible 81 to test all the gene-by-gene interactions due to combinatorial explosion (Gondro et al. 2013); 82 thus, some feasible and reasonable approach should be invented for GWAS of neighbor 83 effects. 84 To incorporate neighbor effects into GWAS, we focused on a theoretical model of 85 neighbor effects in a magnetic field, known as the Ising model (Ising 1925; McCoy and 86 Maillard 2012), which has been applied to forest gap dynamics and community assembly in 87 plant ecology (Kizaki and Katori 1999; Schlicht and Iwasa 2004; Azaele et al. 2010).
Plants are immobile and thus cannot escape their neighbors. In natural and agricultural fields, 50 individual phenotypes depend not only on the plants' own genotype but also on those of other
[eq. 1], 115 where β1 and β2 denote self-genotype and neighbor effects, respectively and L is the number 116 of neighboring plants to refer. If two neighboring plants shared the same allele at a given 117 locus, the product xixj turned into (-1)×(-1)=+1 or (+1)×(+1)=+1. If two neighbors had 118 different alleles, the product xixj became (-1)×(+1)=-1 or (+1)×(-1)=-1. Accordingly, the 119 effects of neighbor genotypic identity on a phenotype depended on the coefficient β2 and the 120 p. 6 number of two alleles in a neighborhood. If the numbers of identical and different alleles 121 were the same near a focal plant, these neighbors offset the sum of the products ∑ x i x j L j=1 and 122 exerted no effects on a phenotype. When we summed up the phenotype values for the total 123 number of plants n and replaced it as Ε = -β2, Η = -β1 and ϵ I = ∑y i , eq. 1 can be 124 transformed as ϵ I = -Ε ∑
x i x j <i,j> -Η ∑ x i , which defines the interaction energy of a two-125 dimensional ferromagnetic Ising model (McCoy and Maillard 2012) . The neighbor effect β2 126 and self-genotype effect β1 were interpreted as the energy coefficient Ε and external magnetic 127 field Η, respectively. An individual plant represented a spin and the two allelic states of each 128 locus corresponded to a north or south dipole. The positive or negative value of ∑xixj 129 indicated a ferromagnetism or paramagnetism, respectively. In this study, we did not consider 130 the effects of allele dominance because this model was applied to inbred A. thaliana. 131 However, heterozygotes could be processed if the neighbor covariate xixj was weighted by an 132 estimated degree of dominance in the self-genotypic effects on a phenotype.
133
Mixed model. For association mapping, we needed to determine β1 and β2 from 134 observed phenotypes and consider a confounding sample structure as advocated by previous 135 GWAS (e.g., Kang et al. 2008; Korte and Farlow 2013) . Extending the basic model eq. 1, we where β0 indicates the intercept, and the term β1xi represents fixed self-genotype effects as 139 tested in conventional GWAS; β2 is the coefficient of fixed neighbor effects, and the neighbor
is scaled by the number of neighboring plants, L. Variance components 141 due to a sample structure in self and neighbor effects was modeled by a random effect 142 u i~ Norm(0, σ S 2 K S +σ N 2 K N ). The residual was expressed as e i~ Norm(0, σ e 2 ).
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The n × n variance-covariance matrices represented the similarity in self-genotypes 144 (i.e., kinship) and neighbor covariates among n individual plants as:
where q indicates the number of markers. As we defined x i(j) ∈{-1, +1}, the elements of the 148 kinship matrix K S are scaled to represent the proportion of marker loci shared among n × n 149 plants such that K S =(0.5k S,ij + 0.5) and kS,ij = [0, 1]; σ S 2 and σ N 2 indicates variance 150 component parameters for the self and neighbor effects.
151
The n plants × q markers matrix X S and X N are explanatory variables for the self 152 and neighbor effects as X S =(x i ) and X N = ( 
where β12 is the coefficient for asymmetry in neighbor effects. Total variance components due 202 to the three background effects i.e., the self, neighbor, and self-by-neighbor effects is defined 
), the similarity in asymmetric neighbor effects was calculated as
To control phenotypic variations, we further partitioned the proportion 208 of phenotypic variation into those explained by major-effect genes and variance components the causal SNPs were randomly sampled from a uniform distribution, Unif(|0.5|, |2.0|), and 220 assigned as some causal SNPs were responsible for both the self and neighbor effects. Of the 221 total number of causal SNPs, 15% had all self, neighbor, and asymmetric neighbor effects 222 (i.e., β1 ≠ 0 and β2 ≠ 0 and β12 ≠ 0); another 15% had both the self and neighbor effects, but no 223 asymmetry in the neighbor effects (β1 ≠ 0 and β2 ≠ 0 and β12 = 0); another 35% had self-224 genotypic effects only (β1 ≠ 0); and the remaining 35% had neighbor effects alone (β2 ≠ 0).
225
Given its biological significance, we assumed that some loci having neighbor signals 226 possessed asymmetric interactions between neighbors (β2 ≠ 0 and β12 ≠ 0) while the others 227 had symmetric ones (β2 ≠ 0 and β12 = 0). Therefore, the number of causal SNPs in β12 was 228 smaller than that in the main neighbor effects β2. According to this assumption, the variance 229 component σ SxN 2 was also assumed to be smaller than σ N 2 . cases. The AUCs were also calculated using standard linear models without any random 251 effects to examine whether the linear mixed models were superior to the linear models.
253
Arabidopsis herbivory data 254 We applied the neighbor GWAS to field data of Arabidopsis herbivory. This field experiment manner within a block (Fig. 2b) . Eight replicates of these blocks were set >2 m apart from 268 each other (Fig. 2c ). Potted plants were exposed to the field environment for 3 wk in June 269 2017. At the end of experiment, we scored leaves eaten as 0 for no visible damage, 1 for 270 ≤10%, 2 for >10% and ≤ 25%, 3 for > 25% and ≤ 50%, 4 for >50% and ≤ 75%, and 5 for 271 >75% of the leaf area eaten. All plants were scored by a single person to avoid observer bias.
272
The most predominant herbivore in this field trial was the diamond back moth Plutella 273 xylostella, followed by the small white butterfly Pieris rapae. We also recorded the initial 274 plant size and the presence of inflorescence to incorporate them as covariates. Initial plant 275 size was evaluated by the length of the largest rosette leaf (mm) at the beginning of the field 276 experiment and the presence of inflorescence was recorded 2 wk after transplanting.
277
We estimated the variance components and performed the association tests for the 278 leaf damage score with the neighbor covariate at s = 1 and 2. These two scales corresponded 279 to L = 4 (the nearest four neighbors) and L = 12 (up to the second nearest neighbors), (Table 1) .
312
Notably, there was a clear relationship between the distance decay α and the 313 proportion of phenotypic variation explained by neighbor effects PVEnei or AUCs at different 314 spatial scales (Fig. 3 ). If the distance decay was weak and the effective range of neighbor 315 effects was broad, PVEnei and AUCs increased linearly as the reference spatial scale was 316 broadened (Fig. 3a) . On the other hand, if the distance decay was strong and the effective 317 scale of neighbor effects was narrow, PVEnei saturated at the scale of the first nearest 318 neighbors (Fig. 3c) or AUCs did not increase (Fig. 3b, c) . These results remained the same 319 between the number of causal SNPs = 20 and 200 ( Fig. 3 and Fig. S1 ). The line of simulation 320 results indicated that the effective spatial scales could be estimated by calculating PVEnei 321 across different spatial scales.
322
In the case of the number of causal SNPs = 20, signals of major-effect genes were 323 well detected as AUC ranged from moderate (>0.7) to high (>0.9) (Fig. S2 ). For the case of 324 the number of causal SNPs = 200, it became relatively difficult to detect the major-effect 325 genes as AUCs were ≤ 0.75 (Fig. S2) The variation partitioning of leaf damage showed that the PVE by neighbor effects were 335 larger than PVE by self-genotypic effects (PVEself = 0.026, χ 1 2 = 0.151, p-value = 0.70; 336 PVEnei = 0.218, χ 1 2 = 7.17, p-value = 0.0074: Fig. 4a ). Heritability, namely PVEself without 337 neighbor effects, was 0.159 (χ 1 2 = 8.73, p-value = 0.003: Fig. S3 ). This range of heritability 338 was overlapped with PVE by neighbor effects alone (PVEnei without self-effects = 0.24 at 339 scale s = 1, χ 1 2 = 15.7, p-value < 0.0001: Fig. S3 ), indicating that there was an intersection 340 between PVE by self and neighbor effects on the leaf damage variation. Phenotypic variation 341 explained by neighbor effects on leaf damage did not increase when the neighbor scale was 342 referred up to the nearest and second nearest individuals (PVEself = 0.083, χ 1 2 = 1.03, p-value 343 = 0.311; PVEnei = 0.13, χ 1 2 = 1.29, p-value = 0.256: Fig. 4a) ; therefore, the variation 344 partitioning was stopped at s = 2. These results indicated a narrow effective scale and 345 significant contribution of neighbor effects to the leaf damage score.
346
Association mapping of the self-genotype effects on the leaf damage found a SNP 347 with the largest -log10(p-values) score at "chr1-23149476". This SNP was located within ~10 348 kb of the AT1G62540 locus that encoded flavin-monooxygenase glucosinolate S-oxygenase 2 349 (FMO GS-OX2), though this was not above a threshold of Bonferroni correction. Gene 350 ontology annotation of "cellular response to extracellular stimulus" was marginally enriched 351 among genes within ~10 kb around SNPs with the top 0.1% -log10(p-values) score which 352 corresponded to p-values at < 0.00096 (FDR<0.1: Table 2a ). A QQ-plot did not exhibit an 353 inflation of p-values for the self-genotype effects (Fig. S4) . 354 We found a marginally significant SNP for neighbor effects at the second and third 355 chromosome (Fig. 4c) , of which the second chromosomal region had higher association p. 16 scores than expected by the QQ-plot (Fig. S4) . A locus encoding FAD-binding Berberine (FDR<0.05: Table 2b ). Of the genes with these GO annotations, we found 22 low-molecular 366 weight cysteine-rich proteins or plant defensin family proteins (Table S2) .
367
Based on the estimated coefficients β 1 and β 2 , we ran a post hoc simulation to infer 368 a spatial arrangement that minimizes a population sum of the leaf damage ∑y i = β 1 ∑ x i + 369 β 2 ∑
x i x j <i,j> . The constant intercept β0, the variance component ui, and residual ei were not 370 considered because they were not involved in deterministic dynamics of the model. Figure 5   371 shows three representatives and a neutral expectation. For example, a mixture of a 372 dimorphism was expected to decrease the total leaf damage for a SNP at "chr2-14679190" 373 near the BBE16 locus (β 2 >0: Fig. 5a ). On the other hand, a clustered distribution of a 374 dimorphism was expected to decrease the total damage for a SNP at "chr2-9422409" near the 375 AT2G22170 locus encoding a lipase/lipooxygenase PLAT/LH2 family protein (β 1 ≈0, β 2 <0: 376 Fig. 5b ). Furthermore, near monomorphism was expected to decrease the leaf damage for a 377 SNP at "chr5-19121831" near the AT5G47075 and AT5G47077 loci encoding low-molecular 378 cysteine-rich proteins, LCR20 and LCR6 (β 1 >0, β 2 <0: Fig. 5c ). No self and neighbor effects 379 p. 17 led to a random distribution and no mitigation of damage i.e., ∑y i ≈ 0 (Fig. 5d ). These post 380 hoc simulations suggested a potential applicability of neighbor GWAS in optimizing spatial 381 arrangements in field cultivation. 
