Abstract This paper aims at rescheduling of observing spacecraft imaging plans under uncertainties. Firstly, uncertainties in spacecraft observation scheduling are analyzed. Then, considering the uncertainties with fuzzy features, this paper proposes a fuzzy neural network and a hybrid rescheduling policy to deal with them. It then establishes a mathematical model and manages to solve the rescheduling problem by proposing an ant colony algorithm, which introduces an adaptive control mechanism and takes advantage of the information in an existing schedule. Finally, the above method is applied to solve the rescheduling problem of a certain type of earth-observing satellite.
Introduction
A growing fleet of observing spacecraft uses a variety of sensing technologies for scientific, mapping, defense, and commercial activities. Hundreds of observing tasks are required to be taken every day. As the number of spacecraft and the number of observation requests grow larger and larger, scheduling these tasks is more and more difficult. Foremost is the fact that the observation scheduling is a NP-complete problem. Furthermore, there are various uncertainties in spacecraft management and operation.
Automatic planning and scheduling for spacecraft observation is the key to promoting the efficiency of spacecraft management and reducing its operation costs. Hence, it has aroused the interests of scholars in fields such as aeronautics, computer science, and operation research. Potter et al. 1 studied the scheduling problem of a linear finite deterministic model using a backtracking method, and introduced its application in the Landsat 7 mission. Lin et al. 2 and Liao et al. 3 designed the daily imaging scheduling system of ROCSAT-II using methods of tabu search, random integer programming, and Lagrange relaxation. Lemaitre et al. 4 ,5 studied the management of satellite resources and the observation scheduling of agile satellites. They made a further step to compare the performances of greedy algorithm, dynamic programming algorithm, and constraint programming algorithm. Wolfe et al. [6] [7] [8] [9] [10] [11] studied the application of genetic algorithm to the present problem. Globu et al. 12, 13 compared the performances of genetic algorithm, simulated annealing, and squeaky wheel optimization, and pointed out that stimulated annealing was the best technique in their study. In recent years, particle swarm optimization 14, 15 and heuristic search algorithm [16] [17] [18] [19] were applied into this domain. Besides, many other scholars also studied the problem of multi-satellite management from different perspectives. [19] [20] [21] [22] [23] [24] However, existing research on automatic planning and scheduling for spacecraft observation mainly focuses on how to establish an initial schedule in a deterministic environment while lacks considerations for the actual operation of a satellite which is in a dynamic environment full of uncertainties such as spacecraft fault and changes in observation demands. 23, 24 All of these uncertainties will affect the original schedule and cause rescheduling.
The purpose of this paper is to solve the rescheduling problem of spacecraft observation under uncertainties. What types of uncertainty are there in spacecraft observation? How do they affect the existing schedule? And how should we deal with these uncertainties? To answer these questions, the remainder of the paper is organized as follows. The next section makes a systematic analysis of uncertainties in spacecraft observation scheduling and points out that many of them have fuzzy features. Section 3 then proposes a fuzzy neural network to deal with these fuzzy uncertainties and a rescheduling policy to respond all kinds of uncertainties. Section 4 establishes a mathematical model and manages to solve this problem by using an ant colony algorithm. Finally, the above method is applied to solve the rescheduling problem of a certain type of earthobserving satellite in Section 5.
Uncertainties in spacecraft observation
When operating a spacecraft, there are a variety of uncertainties which demand modifications of the original schedule. In order to make efficient rescheduling policies, it is necessary to analyze the uncertainties thoroughly.
There are many ways to categorize the uncertainties. Based on the actual operating conditions, the present paper divides the uncertainties into four types according to their origins: inherent uncertainties, uncertainties aroused by changes in internal and external environments, and discrete uncertainties, as listed in Table 1 .
In order to deal with various uncertainties in proper ways, it is not enough to categorize them only according to their origins. There are 20 uncertainties listed in Table 1 . According to their disturbances to the system, the uncertainties are divided into three categories: abrupt disturbance, I-Type gradual disturbance, and II-Type gradual disturbance. Abrupt disturbance refers to the uncertainties with a great amplitude of changes. These uncertainties impose serious effects on the system and in most cases need a new schedule. I-Type gradual disturbance refers to the uncertainties that change frequently but mildly, which can be dealt with by periodic rescheduling. II-Type gradual disturbance bears a similarity with abrupt disturbance in their origins, but the disturbance degree of the former is not as serious. Due to its fuzzy feature, the degree of II-Type gradual disturbance needs to be evaluated according to specific conditions.
It is easier to process abrupt disturbance and I-Type gradual disturbance. They can be dealt with by using periodic and event-driven rescheduling policies. Whereas it is complicated to process II-Type gradual disturbance due to the following reasons:
(1) It is difficult to judge the responding time. If these uncertainties are not responded in time, the operating efficiency will be low and this will result in insufficient use of spacecraft resources. If these uncertainties are always responded in time, the computing load of the system will be large and the stability of the system will be affected. ( 2) It is difficult to judge its degree of disturbance to the system. Firstly, there are many parameters which affect the calculation of the degree of disturbance. Secondly, it is hard to precisely decide the values of many parameters because of their fuzzy features. Due to the preceding two reasons, it is difficult to process II-Type gradual disturbance using an existing rescheduling method. The key to the problem is how to judge its degree of disturbance to the system and how to respond properly.
Evaluation of disturbance degrees of uncertainties
Fuzzy neural network, due to its intelligence and learning capability, has been widely used in decision-making systems. This paper uses this method to evaluate the degree of II-Type gradual disturbance. The method consists of two parts: fuzzy processing of parameters and neural network. The degree of membership of parameters can be obtained by applying fuzzy processing to original data and function as the input of the fuzzy neural network. The output of the network is the result of decision, i.e., the degree of disturbance to the system. Evaluation rules can be learned by training of the neural network and reflected by the weights of the neural network. Quantization of the parameters that can influence decision-making can be realized by the computation of the degree of membership on the input layer.
Fuzzy processing of parameters
Let d be the degree of II-Type gradual disturbance to the system. Then parameters influencing the value of d fall into five categories: types of uncertainties, intensity of uncertainties, urgency of uncertainties, expected earning of responding to uncertainties, and the number of accumulated uncertainties. See Table 2 .
Domain I, U, W, and A all have a fuzzy feature except C. The fuzzy subsets can be defined as follows:
T(I) = {I s , I w , I m , I a , I c }, indicating that the intensity of uncertainties is slight, weak, moderate, acute, critical.
T(U) = {U s , U w , U m , U a , U c }, indicating that the urgency of uncertainties is slight, weak, moderate, acute, critical.
T(W) = {W w , W m , W a }, indicating that the expected earning is low, moderate, high.
T(A) = {A w , A m , A a }, indicating that the number of accumulated uncertainties is small, moderate, large.
The detail of e,r,c,tn,tr,te is given in Table 3 . Taking the intensity of uncertainties as an example, the evaluation of this parameter depends on the number and priority of affected tasks. Then it can be defined as:
where n affected is the number of affected tasks, N is the total number of tasks, pri affected is the sum of priority of affected tasks, and PRI is the sum of priority of all the tasks. The degree of membership of I s , I w , I m , I a , and I c can be obtained on a 0-100% scale of l I as shown in Fig. 1 . Let DT min be the minimum rescheduling interval, and according to the number of affected tasks during DT min , the system can evaluate the urgency of uncertainties T(U). Similarly, the degree of membership of elements in T(W) and T(A) can be obtained according to the expected earning and the number of accumulated tasks, respectively.
Neural network
As mentioned above, the neural network is the second part. Both BP neural network and radial basis function (RBF) neural network are commonly used in decision-making systems. However, RBF neural network uses Gauss function as the activation function and belongs to local approximation neural network. Therefore, the convergence rate of RBF neural network is faster than that of BP neural network. Thus, when evaluating the degree of II-Type gradual disturbance to the system, RBF neural network is selected. See Fig. 2 .
Firstly, the input and output of the RBF neural network must be determined. Let the 5 parameters mentioned in Table 2 be the input of the RBF neural network. In these 5 parameters, the parameter of uncertainty type does not have a fuzzy feature, but it has a concurrency feature. For the RBF neural network input, this parameter is defined as a finite set with 7 elements. See Table 3 .
Rescheduling demands caused by various uncertainties can be classified into 5 kinds according to their origins and responding policies, 3 of which (Pr, De, and Ng) are caused by II-Type gradual disturbance. See Table 4 . Let Pr, De, Ng, and d be the output of the RBF neural network. As shown in Fig. 2 , the RBF neural network consists of an input layer, a hidden layer, and an output layer. The activation function of node uses Gauss function. See Eq. (2).
where x is an m-dimensional input vector; t j is the mean vector of node j on the hidden layer; r j is the deviation of node j on the hidden layer; s is the number of hidden layer nodes. The input layer implements nonlinear mapping from x fi R j (x); the output layer implements linear mapping from R j (x) fi y k (x) and y k (x) is formulated as:
where l is the number of output layer nodes and x kj is the weights. The learning process of the RBF neural network is a process that minimizes the mean square error via adjusting weights and thresholds of the network. The mean square error is formulated as Eq. (4); the parameters are adjusted as Eqs. (5) and (6) where t(x) is the expected output of the network, y(x) is the actual output of the network, w ij is the weight, b i is the threshold, a is the learning rate.
Rescheduling policy
In order to make proper responses to various rescheduling demands, a hybrid rescheduling policy based on the minimum interval is proposed. Different responding ways are adopted according to different kinds of rescheduling demands.
When the trigger condition of periodic and abrupt rescheduling demand is met, the system will make an immediate response.
When the rescheduling demand is caused by II-Type gradual disturbance, the responding ways depend on the output of the neural network.
If the output is Pr, it needs to be responded immediately because of its serious disturbance to the system. If the output is De, the responding ways depend on Dt and DT min , where Dt is the interval between this rescheduling demand and the last rescheduling responding and DT min is the minimum rescheduling interval: if Dt < DT min , then the response is delayed until DT min is satisfied; otherwise, it will be responded immediately.
If the output is Ng, the rescheduling demand will be ignored because of its slight disturbance to the system.
Mathematical statement and ant colony algorithm
In its observations, a spacecraft often carries several kinds of payload to perform different observing tasks. These tasks must satisfy some constraints, such as power availability, limited imaging segments per orbit, and revisit limitations. During the implementation of the schedules, there is a possibility that the existing tasks may be modified or canceled, or that a new task may arrive. Besides, there may arise faults in some payloads. Since there are so many uncertainties in the actual operation of a spacecraft, it is necessary to study spacecraft observation rescheduling under uncertainties.
In this section, an ant colony algorithm is studied, and the purpose is to find a way to establish a proper mathematical model which could be resolved by any colony algorithm.
Mathematical statement of spacecraft observation rescheduling
Let SAT power be the amount of available power of the spacecraft and SAT ssr the total memory size on board. Under normal circumstances, they are constants that do not change with time. When faults occur, they might be influenced and thus change. Because the purpose of observing spacecraft is to maximize the amount of useful return data, the quality criterion is formulated as: 
where Eq. (8) indicates that the memory size needed for all selected requests must be smaller than the total memory size on board; Eq. (9) indicates that the available power must be able to support task implementation at any time; Eq. (10) indicates that if an observing request is selected, then the target must be observed during interval o i _w j which is the j th element of set o i _W. Eq. (11) indicates that all tasks selected must be finished during interval [t start , t end ]. Eq. (12) indicates that each payload implements an observing activity once a time, i.e., the next observing activity begins after its forgoing activity gets finished.
Rescheduling based on ant colony algorithm 4.2.1. Basic ant colony observation scheduling optimization
According to the mathematical model, spacecraft rescheduling is a 0-1 integer planning problem which is an NP complete problem. The polynomial time algorithm hasn't been found yet. Swarm Intelligence algorithms, particularly the ant colony algorithm, have been used to optimize a wide variety of tasks. 25 Therefore, this paper attempts to solve the rescheduling problem of observing spacecraft using this algorithm.
Firstly, to avoid solving the problem in an infinite domain, observing time must be discretized. As shown in Fig. 3 , o i _W is the set of all visible intervals of observing request o i . In actual operations, observation can be performed at any time during an interval, but this will result in searching in an infinite domain. To avoid this, defining the time required by one observation as a unit, o i _W could be discretized as shown in Fig. 3 . That is, the observation must be implemented in one or several units.
Let o i in set O be the node processed by the ant colony algorithm. Let b i (t) (i = 1,2, . . ., N) be the ant number in node i at time t. Let m ¼ P N i¼1 b i ðtÞ be the total number of ants, and each ant has features as follows:
(1) It expands the next node by the probability which is computed according to the pheromones. 
where allowed k = OÀtabu k , which is the nodes set of ant k that can be selected at the next step. A new node will be selected if all the constraints can be satisfied. Otherwise, check another node. When a loop is finished after N steps, the pheromones of each node are updated as follows:
where Ds k i is the pheromones that are left at node i by ant k in the current loop, Ds i is the increased pheromones in the current Fig. 3 Discretization of observing time.
loop, q is the pheromone evaporation rate,Q is the pheromone intensity, L k is the fitness of ant k.
The ant colony algorithm is executed as follows. Ant colony observation scheduling optimization (ACOSO):
Step 1. Let nc = 0. (nc is the number of iteration times.) Initialize s i and Ds i , and place m ants at N nodes.
Step 2. Each ant expands the next node according to the probability p k j ðtÞ, and loop this step until all nodes are visited.
Step 3. Calculate L k of ant k (k = 1,2, . . ., m), and record the best solution.
Step 4. Update the pheromones of each node.
Step 5. nc = nc + 1.
Step 6. If nc < NC (NC is the maximum iterations) and the solution is not degenerate, then go to step 2.
Step 7. Output the best solution.
Adaptive ant colony observation scheduling optimization
In ACOSO, the basic ant colony algorithm is adopted. In order to improve the performance of the algorithm, this paper introduces the adaptive mechanism into the basic ant colony. The new algorithm is called adaptive ant colony observation scheduling optimization (AACOSO). Base on the existing research, 25 there are two important parameters which are hard to set, the pheromone intensity Q and the evaporation rate q.
The pheromone intensity Q is a constant that expresses the pheromone amount left by an ant, and the evaporation rate q is a constant that expresses the pheromone volatilization speed. Both of them can affect the convergence and the solution accuracy. That is, a larger Q or q can make a faster convergence but a higher risk on a local optimal solution. On the contrary, a smaller Q or q can find a better solution beyond the local optimal but a poor convergence follows. In order to make use of this feature, this paper sets Q as follows:
where Q(t) 2 [Q min ,Q max ], and q(t) is adapted as in Eq. (18) .
where q(t) 2 [q min , q max ]. It can be drawn from Eqs. (17) and (18) that Q is Q max in the beginning. This is good for a quickly search and convergence. When the algorithm is stuck in a local optimal solution, AACOSO will decrease the value of Q so that the pheromone increasing rate and positive feedback are reduced. This is good for finding a better solution.
Similarly, the evaporation rate q is set as follows:
where q(t) e [q min , q max ], and p(t) is adapted as in Eq. (20) .
Additionally, when unexpected events occur, in most cases, there are many tasks that won't be affected by the disturbance. Taking Fig. 4 for example, assume that there is an uncertainty called disturbance A occurred at t 0 , and only tasks a, b, c and d are affected while others are not. It may be more effective if taking this information into account when rescheduling.
It can be calculated that which task is affected based on the temporal constrains and the resource constrains. In order to make use of this information, AACOSO only updates the pheromones of affected tasks with setting them to a constant and preserves those of unaffected ones. The detail of the rescheduling algorithm is as follows.
if find a better solution maxfQðt À 1Þ À ½Qðt À 1Þ À Q min ½0:1 Â qðtÞ; Q min g if stagnate N Q times Qðt À 1Þ Otherwise Adaptive ant colony observation scheduling optimization (AACOSO):
Step 1. Calculate and determine the tasks which are affected. Update the observing request set O.
Step 2. Initialize the pheromones of the new nodes, and preserve those of the old ones.
Step 3. Let nc = 0, and place m ants at N nodes.
Step 4. Each ant expands the next node according to the probability p k j ðtÞ, and loop this step until all nodes are visited.
Step 5. Compute Q k of ant k (k = 1,2, . . ., m) , and record the best solution.
Step 6. Update the pheromones of each node.
Step 7. nc = nc + 1.
Step 8. If nc < NC and the solution does not degenerate, then go to Step 4.
Step 9. Output the best solution.
Numerical example
In this section, to demonstrate the validity of the proposed rescheduling policy and the new ant colony algorithm, the rescheduling problem of a certain type of earth-observing satellite is studied. Assume that the satellite carries 5 kinds of payloads and a solid state recorder with a 378 Gbits capacity. The details of the orbit and satellite parameters are shown in Tables 5 and 6 . The goal is to schedule the observing requests that should be implemented in the next 6 h. The attributes of these requests such as longitude and latitude coordinates, payload, value, and observation duration are generated randomly. Some of them are listed in Table 7 .
These observing requests are scheduled by using the ant colony algorithm. The initial schedule is shown in Fig. 5 . When operating a spacecraft, there are a variety of uncertainties which demand modifications of the original schedule. Assume the rescheduling period is 2 h; let the minimum rescheduling interval DT min be 30 min. Assume there are 6 disturbances. Then, there will be 9 rescheduling requests as shown in Table 8 .
Using the proposed rescheduling policy, the system will reschedule 5 times. After that, the Gantt chart of the actual schedule is presented in Fig. 6 . The Gantt chart shows that due to the fault of payload 1 at 0 h 52 min, the prompt rescheduling is triggered, and the relevant tasks between 0 h 52 min and 3 h 14 min are canceled, hence releasing some memory and power. Consequently, some tasks which gain observing opportunities are distributed to payloads 2, 3, and 4.
Disturbance 2 occurs at 1 h 23 min, and the delayed rescheduling is triggered. However, Dt > DT min , so the rescheduling is implemented immediately. Hence the tasks performed by payloads 3 and 4 are canceled, but there is no appropriate task that could be added, so there is no other change. Periodic rescheduling requests 3, 6, and 9 at 2 h, 4 h, and 6 h are canceled because of the rescheduling caused by disturbances 2, 5, and 8.
The influence on the system caused by disturbance 4 is slight because of the employment of redundancy unit, so the rescheduling request is canceled.
Because of the abrupt rescheduling caused by disturbance 5, some new tasks are distributed to payload 1, and some of the tasks performed by other payloads are adjusted correspondingly.
The periodic rescheduling is triggered at 5 h 14 min whose serial number is 10.
The delayed rescheduling request caused by disturbance 7 at 5 h 27 min is delayed to 7 0 , i.e., 5 h 44 min, because Dt < DT min .
The prompt rescheduling request caused by disturbance 8 at 5 h 35 min is implemented immediately due to its serious disruption on the system, and the effect caused by disturbance 7 is processed at the same time. Hence the rescheduling request 7 0 is canceled.
For comparison, let the scheduling system respond every disturbance. This is called the precise rescheduling policy. Then the number of rescheduling times is 9. The result is the same as the above one. (See Fig. 6 .) A conclusion can be drawn that the hybrid rescheduling policy proposed in this paper could save about 44.4% running time with the same performance compared with the precise rescheduling policy. To validate the feasibility and validity of the ant colony algorithm, taking the rescheduling caused by disturbance 1 as an example, computation is performed using ACOSO and AACOSO separately and is run 10 times. The results are shown in Fig. 7 . Fig. 7 shows that the probability of finding the optimum solution of AACOSO is 30% higher than that of ACOSO, and the speed of convergence of the former is obviously faster. See Table 9 . Fig 8 shows the evolutions of parameters Q and q. It can be seen from it that Q and q are both the maximum in the beginning. This is good for a quickly search and convergence. When the algorithm is stuck in a local optimal solution, AACOSO decreases the values of Q and q to help find a better solution, and regains them after the better one is found. Because Q and q use similar rules to adjust their values, the evolution curves are similar as well.
In the above instance, the number of affected tasks at each rescheduling is different. In order to validate AACOSO more precisely, this paper uses different affected task numbers to test. Assume there are 1000 tasks need to be observed and there is one rescheduling. Set affected task numbers from 10 to 1000, and reschedule them by ACOSO and AACOSO separately. Run 20 times and take the average. The results are shown in Fig. 9 .
It can be seen from Fig. 9 that if the number of affected tasks is less than 25% of the total, AACOSO is better than ACOSO, with less CPU time and iteration, and both of these can find the best solution. With the increasing of the affected tasks, the iteration is almost the same as that of ACOSO but the CPU time is higher. The reason is that AACOSO must calculate which task is affected and this is time costly when there are too many tasks. However, AACOSO can give a better solution more frequently (see Fig. 7 ), even with the higher CPU time.
Conclusions
In this paper, a method based on an ant colony algorithm and a fuzzy neural network is proposed to solve the rescheduling of spacecraft observation under uncertainties. Firstly, this paper makes a systematic analysis about uncertainties in spacecraft observation scheduling, and points out that many of them have fuzzy features. Then this paper proposes a fuzzy neural network to deal with these fuzzy uncertainties and a rescheduling policy to respond all kinds of uncertainties. Furthermore, this paper establishes a mathematical model and manages to solve this problem by an ant colony algorithm. The rescheduling problem of a certain type of earth-observing satellite is 1  6348  6145  2  6265  6348  3  6093  6348  4  6112  6348  5  6348  6348  6  6348  6348  7  6348  6348  8  6112  6348  9  6348  6348  10 6348 6348
Frequency of finding the optimum solution 6 9 Speed of convergence Slow Fast Fig. 8 Evolutions of the parameters Q and q. solved to validate the feasibility and validity of the proposed approach. The fuzzy neural network can respond the fuzzy uncertainties appropriately. With the hybrid rescheduling policy, it can save about 44.4% running time and obtain the same solution as the precise rescheduling policy.
The ant colony algorithm is a new method to deal with the rescheduling problem of observing spacecraft. By introducing an adaptive control mechanism and taking advantage of the existing schedule, the probability of finding the optimum solution can be raised about 30%, and the speed of convergence is faster.
