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Abstract
We show that the GPE with cubic nonlinearity, as a model to describe the one dimensional Bose-Einstein
condensates loaded into a harmonically confined optical lattice, presents a set of ground states which is orbitally
stable for any value of the self-interaction (attractive and repulsive) parameter and laser intensity. We also
derive a new formalism which gives explicit expressions for the minimum energy Emin and the associated chemical
potential µ0. Based on these formulas, we generalize the variational method to obtain approximate solutions, at
any order of approximation, for Emin, µ0 and the ground state.
Key words: Bose-Einstein condensates, stability of ground states, analytical approximate formulae, repulsive or
attractive interatomic interactions.
1. Introduction
The Bose-Einstein condensation (BEC) is a fundamental phenomenon connected to superfluidity in liquid
helium [1]. Its achievement in practice leads to the first unambiguous manifestation of the existence of
a macroscopic quantum state in a many-particle system. Although the condensates of boson particles
was firstly predicted by Einstein [2,3] in 1924, BECs were experimentally realized only in 1995 [4,5].
For these reasons, this phenomenon has attracted the attention of many scientists, in particular, during
recent years. Nowadays, one of the most interesting problems in cold matter physics is the study of the
BEC in a potential trap loaded in a periodical optical lattice (for a detailed discussion see Ref. [6]). This
problem can be described by means of the Gross-Pitaevskii equation (GPE) [7,8,9], for which the BEC
are characterized by its ground state solutions.
The ground state solutions of the GPE in an external potential are not necessarily stable, i.e., small
initial perturbations around a ground state could give rise to solutions collapsing in finite time. In order
to understand the properties of the BEC, it is important to know how the small-amplitude excitations
of the ground state evolve in time. One step in this direction was given by Zhang [10], who proved the
stability of these solutions in the case of a harmonic potential for a nonlinear attractive interaction.
Assuming that the harmonic trapping potential has a strong anisotropy (of “cigar-shaped” type),
the 1D limit of the GPE with cubic nonlinearity can be considered as a model to describe the condensate,
more precisely, by the equation (see [11])
− h¯
2
2m
d2Ψ
dx2
+
1
2
mω2x2Ψ+ λ1D|Ψ|2Ψ− VL cos2
(
2π
d
x
)
Ψ = µ0Ψ, (1.1)
where ω > 0 is the oscilator trap frequency, m > 0 is the atomic mass, VL > 0 is the laser intensity,
d > 0 is the wavelenght of the laser, µ0 ∈ R is the chemical potential and λ1D ∈ R is the self-interaction
parameter (λ1D < 0 when interatomic forces are attractive and λ1D > 0 for repulsive interatomic forces).
In its dimensionless form the equation (1.1) can be written as
−d
2ψ
dξ2
+ ξ2ψ + λ|ψ|2ψ − V0 cos2(αξ)ψ = µψ, (1.2)
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where, for l :=
√
h¯/mω, we set ξ = x/l, ψ(ξ) :=
√
lΨ(x) and
µ :=
2µ0
h¯ω
, λ :=
2λ1D
lh¯ω
, V0 :=
2VL
h¯ω
, α :=
2πl
d
.
The solutions of (1.2) can be viewed as standing waves of the time dependent GPE, namely,
i
∂u
∂τ
= −∂
2u
∂ξ2
+ ξ2u+ λ|u|2u− V0 cos2(αξ)u, (1.3)
where τ := ωt/2 and t is the time. By standing waves we mean time periodic solutions of the form
u(τ, ξ) := e− iµτψ(ξ). (1.4)
In this paper we prove the ground state stability (beyond the Bogoliubov approximation) concerning
the solutions of (1.3), in both cases, attractive and repulsive, and for any value of V0. This result, together
with some qualitative properties of the ground states and the general behavior of the minimal energy
as function of λ, completes the essential of Section 2. Furthermore, taking into account the importance
from the physical standpoint to have explicit formulae for the minimal energy, the corresponding chemical
potential and the ground state, we develop in Section 3 a new formalism to obtain explicit approximate
expressions for the above mentioned magnitudes. The present formalism leads to a new and more general
variational approach. To verify the validity of the method, we compare our solutions with those numerical
results reported in [12, 13].
2. Existence and stability of ground states
Although the solutions of (1.3) are in general complex valued functions, we can restrict our analysis
of the existence of ground states only for real valued ones, as we can see by the following lemma, where
H1(R) denotes the usual Sobolev space.
Lemma 2.1: If ψ ∈ H1(R) is a complex solution of (1.2), then there exists a real function U(ξ) which
is a solution of (1.2) and a real number θ such that ψ(ξ) = e iθU(ξ).
Proof: Assume that ψ is a complex solution of (1.2) and consider its real and imaginary parts, i.e.,
ψ = u+ iv, u 6= 0. Then, it follows that
−d
2u
dξ2
+ ξ2u+ λ(u2 + v2)u− V0 cos2 (αξ) u = µu,
−d
2v
dξ2
+ ξ2v + λ(u2 + v2)v − V0 cos2 (αξ) v = µv.
(2.1)
Now, multiplying the first equation in the above system by v, the second by u and subtracting, we get
u
d2v
dξ2
− v d
2u
dξ2
= 0 ⇒ udv
dξ
− v du
dξ
= C,
for some C ∈ R. Since the solutions of (1.2) tends to zero as ξ → ±∞ (see the next Theorem), we
conclude that C = 0 and hence
u
dv
dξ
− v du
dξ
= 0 ⇒ d
dξ
(v
u
)
= 0.
Therefore, v = γu, γ 6= 0 and each one of the equations of (2.1) reduces to
−d
2u
dξ2
+ ξ2u+ λ(1 + γ2)u3 − V0 cos2 (αξ) u = µu.
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Now, considering U(ξ) := (1 + γ2)1/2u(ξ), it follows that U(ξ) is a real valued solution of (1.2) and
ψ = u+ iv =
(
1√
1 + γ2
+
iγ√
1 + γ2
)
U = e iθU,
where θ := arctan γ.
An important property of the solutions of (1.2) is their asymptotic decay at infinity, as asserted in
the following result.
Theorem 2.2: Let µ, λ, V0 ∈ R be given. If ϕ ∈ H1(R) is a solution of (1.2), then ϕ ∈ C2(R) and for
δ ∈ (0, 1) there exists C(δ) > 0 such that
∀ξ ∈ R, |ϕ(ξ)| ≤ C(δ) exp[−(1− δ)ξ2/2]. (2.2)
Moreover, if λ > 0 and µ < 1− |V0|, the above inequality holds for δ = 0.
Proof: We proceed as in [14]. Since ϕ ∈ H1(R), we have that ϕ(ξ) is a continuous function satisfying
lim
|ξ|→+∞
ϕ(ξ) = 0 (2.3)
and it follows directly from the equation that ψ′′ ∈ C(R). In order to prove the exponential decay of ϕ,
let
a(ξ) := ξ2 − µ+ λ|ϕ(ξ)|2 − V0 cos2(αξ).
By Kato’s inequality, if z(ξ) := |ϕ(ξ)|, we have z′′ ≥ sign(ϕ)ϕ′′ in the sense of distributions. Therefore,
−z′′ + a(ξ)z ≤ 0 in the same sense. On the other hand, if we set ψ0(ξ) := C exp[−(1 − δ)ξ2/2] for
0 ≤ δ < 1 and C > 0, a simple calculation gives
−ψ′′0 + a(ξ)ψ0 =
[
δ(2 − δ)ξ2 − µ+ 1− δ + λ|ϕ(ξ)|2 − V0 cos2(αξ)
]
ψ0.
If λ > 0 and µ < 1 − |V0| set δ = 0, otherwise assume that 0 < δ < 1. Then, for R > 0 large enough, it
follows from (2.3) that a(ξ) ≥ 1 and
δ(2 − δ)ξ2 − µ+ 1− δ + λ|ϕ(ξ)|2 − V0 cos2(αξ) > 0, ∀|ξ| > R,
so that −z′′ + az ≤ −ψ′′0 + aψ0 for |ξ| > R. Moreover, if we choose C > 0 such that z(±R) ≤ ψ0(±R),
then from the maximum principle we infer that
|ϕ(ξ)| = z(ξ) ≤ ψ0(ξ), ∀|ξ| ≥ R,
which implies the exponential decay of ϕ, as asserted in (2.2).
• Existence of ground states
We introduce the variational problem which allows to prove the existence and stability of ground
states for Eq. (1.2). Let
X :=
{
ψ ∈ H1(R) ;
∫
R
(
|ψ′(ξ)|2 + ξ2|ψ(ξ)|2
)
dx < +∞
}
. (2.4)
X is a real Hilbert space if endowed with the following usual inner product
(φ|ψ)X :=
∫
R
(
ψ′(ξ)φ′(ξ) + ξ2ψ(ξ)φ(ξ)
)
dξ.
Then, the associated norm is given by
‖ψ‖2X :=
∫
R
(
|ψ′(ξ)|2 + ξ2|ψ(ξ)|2
)
dξ.
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Now we define the “energy” E : X → R and the “charge” Q : X → R respectively by
E(ψ) :=
∫
R
|ψ′(ξ)|2dξ +
∫
R
ξ2|ψ(ξ)|2dξ + λ
2
∫
R
|ψ(ξ)|4dξ − V0
∫
R
cos2 (αξ) |ψ(ξ)|2dξ,
Q(ψ) :=
∫
R
|ψ(ξ)|2dξ,
(2.5)
and the manifold
Σ1 :=
{
ψ ∈ X ; Q(ψ) = 1
}
.
With these ingredients we look for solutions ψ of Eq. (1.2) that minimizes the energy E among all
functions in Σ1. More precisely, we look for ψmin ∈ Σ1 such that
E(ψmin) = min
{
E(ψ) ; ψ ∈ Σ1
}
. (2.6)
Remark 2.3: Before proceeding to prove that there exist solutions of the variational problem (2.6), we
shall remember the following well known facts. Let ϕ0 : R→ R be the function
ϕ0(ξ) :=
1
4
√
π
exp(−ξ2/2). (2.7)
It is easy to see that ϕ0 ∈ Σ1 and that −ϕ′′0 (ξ)+ξ2ϕ0(ξ) = ϕ0(ξ). This means that ϕ0 is an eigenfunction
of the operator L = − d2dξ2 + ξ2 corresponding to the eigenvalue λ0 = 1. In fact, L has an infinite sequence
of eigenvalues λ0 < λ1 < · · ·, where λn = (2n + 1), (n = 0, 1, . . .), and the Hermite functions are the
corresponding eigenfunctions. It is also known that λ0 has the following variational characterization,
λ0 = inf
{∫
R
(
|ψ′(ξ)|2 + ξ2|ψ(ξ)|2
)
dξ ; ψ ∈ Σ1
}
and we can easily verify that λ0 = 1 and that the above infimum is actually a minimum attained at ϕ0,
i.e., λ0 = ‖ϕ0‖2X = 1.
We are now in position to prove the existence of ground states of (1.2).
Theorem 2.4: Let λ, V0 ∈ R be given. Then, there exists ψmin ∈ Σ1 such that
E(ψmin) = min
{
E(ψ) ; ψ ∈ Σ1
}
. (2.8)
Proof: We divide the proof in three steps.
Step 1: The energy E is bounded from bellow on Σ1:
From Remark 2.3 we know that ‖ψ‖2X ≥ 1 for all ψ ∈ Σ1. Hence, if λ ≥ 0, we have
E(ψ) ≥ ‖ψ‖2X − |V0| ≥ 1− |V0|, ∀ψ ∈ Σ1. (2.9)
On the other hand, from Gagliardo-Nirenberg inequality, there exists a constant Cgn > 0 such that
‖ψ‖44 ≤ Cgn‖ψ‖32‖ψ′‖2, ∀ψ ∈ H1(R), (2.10)
where ‖ · ‖4 and ‖ · ‖2 are the standard norms of the spaces L4(R) and L2(R), respectively. Hence, in the
attractive case (λ < 0), we have for any ψ ∈ Σ1,
E(ψ) ≥ ‖ψ‖2X +
λCgn
2
‖ψ′‖2 − |V0| ≥ ‖ψ‖2X +
λCgn
2
‖ψ‖X − |V0|, (2.11)
from which we get
E(ψ) ≥ −λ
2C2gn
16
− |V0|, ∀ψ ∈ Σ1. (2.12)
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Step 2: The variational problem (2.8) has a solution:
Let Emin := inf
{
E(ψ) ; ψ ∈ Σ1
}
. From Step 1, it follows that Emin ∈ R and from the definition of
infimum, we conclude that there exists a sequence of minimizing functions {ψn}n∈N in the manifold Σ1,
i.e.,
∀n ∈ N, ∃ψn ∈ Σ1 such that lim
n→+∞
E(ψn) = Emin.
Assuming that λ ≥ 0, we obtain easily from (2.9) that {ψn} is a bounded sequence in X . On the other
hand, if λ < 0, from (2.11) and the Young’s inequality, we have
‖ψn‖2X ≤ E(ψn)−
λCgn
2
‖ψn‖X + |V0| ≤ E(ψn) + 1
2
‖ψn‖2X +
λ2C2gn
8
+ |V0|.
So, we obtain
1
2
‖ψn‖2X ≤ E(ψn) +
λ2C2gn
8
+ |V0|,
from which we conclude that {ψn} is a bounded sequence in X . Therefore, in both cases, it follows from
the Banach-Alaoglu Theorem, that there exists a subsequence of ψn that converges to some ψmin in the
weak topology of X , i.e., ψnk ⇀ ψmin. To simplify the notation, we still write ψn for this subsequence.
Since the embedding X ⊂ Lp(R) (see [14,15]) is compact for all 2 ≤ p < +∞, we have
lim
n→+∞
∫
R
|ψn(ξ)|4dξ =
∫
R
|ψmin(ξ)|4dξ,
lim
n→+∞
∫
R
|ψn(ξ)|2dξ =
∫
R
|ψmin(ξ)|2dξ,
lim
n→+∞
∫
R
cos2 (αξ) |ψn(ξ)|2dξ =
∫
R
cos2 (αξ) |ψmin(ξ)|2dξ.
(2.13)
By hypothesis, ψn ∈ Σ1 for all n ∈ N, and the second limit above implies that ψmin ∈ Σ1. Moreover, as
the norm ‖ ‖X is semi-continuous for the weak topology of X , we have
‖ψ‖2X ≤ lim infn→+∞ ‖ψn‖
2
X . (2.14)
From (2.13) and (2.14), we conclude that E(ψmin) = Emin and hence ψmin is a solution of (2.8).
Step 3: The function ψmin is a solution of (1.2).
This follows directly from the fact that E(ψ) and Q(ψ) are differentiable functionals in X . Indeed,
from the Lagrange Theorem, there exists µ ∈ R (a Lagrange multiplier) such that
E′(ψmin) = µQ′(ψmin),
where E′(ψ) and Q′(ψ) are the Fre´chet derivatives of E and Q at ψ, respectively. Note that this last
equation is the same as (1.2). This completes the proof.
If we denote by G the set of ground states of (1.2), i.e.,
G :=
{
ψ ∈ Σ1 ; E(ψ) = Emin
}
,
it follows easily from (2.9) and (2.11) that G is a bounded set of X and we have the following properties:
Theorem 2.5: Let λ, V0 ∈ R.
a) If λ ≥ 0, there exists a unique positive symmetric function ψmin ∈ Σ1 such that
G = {e iθψmin ; θ ∈ R}.
b) If V0 = 0, then there exists a positive symmetric function ψmin ∈ G such that ξ 7→ ψmin(ξ) is decreasing
in the interval ξ ≥ 0. In particular, ψmin(0) = max{ψmin(ξ) ; ξ ∈ R}.
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Proof: To prove (a) we proceed as in [16]. Suppose that there are two real functions ψ0, ψ1 ∈ G, ψ0 6= ψ1.
If |ψ0| 6= |ψ1|, define ψν : = [νψ21 + (1− ν)ψ20 ]1/2, where 0 < ν < 1. It follows that ψν ∈ Σ1 and∫
R
ξ2|ψν(ξ)|2 dξ = ν
∫
R
ξ2|ψ1(ξ)|2 dξ + (1− ν)
∫
R
ξ2|ψ0(ξ)|2 dξ,∫
R
cos2(αξ)|ψν(ξ)|2 dξ = ν
∫
R
cos2(αξ)|ψ0(ξ)|2 dξ + (1− ν)
∫
R
cos2(αξ)|ψ1(ξ)|2 dξ.
(2.15)
Since x 7→ |x|4 is strictly convex, we have∫
R
|ψν(ξ)|4 dξ < ν
∫
R
|ψ0(ξ)|4 dξ + (1− ν)
∫
R
|ψ1(ξ)|4 dξ. (2.16)
Moreover, by differentiating both sides of ψ2ν = νψ
2
0+(1−ν)ψ21 and using the Cauchy-Schwarz inequality
in R2 (ab+ cd ≤ √a2 + c2√b2 + d2), we get
ψνψ
′
ν = νψ0ψ
′
0 + (1 − ν)ψ1ψ′1 ≤ ψν
√
ν(ψ′0)2 + (1− ν)(ψ′1)2,
from which it follows that
|ψ′ν(ξ)|2 ≤ ν|ψ′0(ξ)|2 + (1 − ν)|ψ′1(ξ)|2. (2.17)
As we are assuming that λ ≥ 0, it follows from (2.15)–(2.17) that E(ψν) < νEmin + (1 − ν)Emin = Emin,
which is impossible by the definition of Emin.
Since |ψi| ∈ Σ1 for i = 0, 1, it follows from Kato’s inequality that E(|ψi|) ≤ E(ψi) = Emin. So,
|ψ0|, |ψ1| ∈ G and we conclude by the previous arguments that |ψ0| = |ψ1|. By assuming that ψ0(ξ0) =
ψ1(ξ0) = 0 for some ξ0 ∈ R and taking into account that |ψi| ∈ C2 (see Theorem 2.2), it follows that
ψ′0(ξ0) = ψ
′
1(ξ0) = 0, which implies from the uniqueness of solutions of ODEs that ψi ≡ 0. This is in
contradiction from the fact that ψi ∈ Σ1. Therefore, we can assume that ψ1 = −ψ0, with ψ0(ξ) > 0 for
all ξ ∈ R. Moreover, since ψ˜(ξ): = ψ(−ξ) belongs to G for all ψ ∈ G, the unique positive ground state ψ0
is necessarily symmetric.
To prove (b), let ψ ∈ G be a real function and consider ψ∗(ξ) the symmetric-decreasing rearrangement
of |ψ(ξ)|. It is well known (see [9,17]) that ψ∗ is positive, symmetric, decreasing in [0,+∞) and∫
R
|ψ∗(ξ)|p dξ =
∫
R
|ψ(ξ)|p dξ, 1 ≤ p ≤ ∞,∫
R
|ψ′∗(ξ)|2 dξ ≤
∫
R
|ψ′(ξ)|2 dξ.
(2.18)
Hence, from the first equality of (2.18) with p = 2 we get ψ∗ ∈ Σ1. On the other hand, we have for any
c > 0 (see [9,17]), ∫
R
(c− ξ2)+|ψ(ξ)|2 dξ ≤
∫
R
(c− ξ2)+|ψ∗(ξ)2| dξ,
which gives
c
∫ √c
−√c
(|ψ(ξ)|2 − |ψ∗(ξ)|2) dξ ≤ ∫ √c
−√c
ξ2
(|ψ(ξ)|2 − |ψ∗(ξ)|2) dξ. (2.19)
Since the symmetric-decreasing rearrangement is order-preserving, it follows that ψ∗ also satisfies (2.2).
Therefore, using the L’Hospital rule we get, for f(ξ): = |ψ(ξ)|2 − |ψ∗(ξ)|2,
lim
c→+∞
c
∫ √c
−√c
f(ξ) dξ = lim
c→+∞
c2
[
f(−√c)− f(√c)] = 0
and consequently ∫
R
ξ2|ψ∗(ξ)|2 dξ ≤
∫
R
ξ2|ψ(ξ)|2 dξ. (2.20)
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The first equality of (2.18) with p = 4, together with the second inequality in (2.18) and (2.20) imply that
E(ψ∗) = Emin, which means that ψ∗ ∈ G. Moreover, for p = +∞, it follows that ψ∗(0) = max{|ψ(ξ)| ; ξ ∈
R}, and the proof is complete.
Remark 2.6: Theorem 2.4 asserts that G is not empty. In fact, G has infinitely many elements, because
if ψ ∈ G, then e iθψ ∈ G, for all θ ∈ R. Nevertheless, we do not know if G has only one real positive
valued function in the case λ < 0. However, if there are multiple real valued ground states ψ in G, one
should be aware that the Lagrange multiplier µ might depend also on ψ. Indeed, multiplying both sides
of Eq. (1.2) by ψ, we get
µ(ψ) = Emin +
λ
2
∫
R
|ψ(ξ)|4dξ. (2.21)
As we are going to see in the study of stability, it is important to notice that the set of Lagrange
multipliers is bounded. This is immediate because
|µ(ψ)| ≤ |Emin|+ |λ|
2
‖ψ‖44 ≤ |Emin|+
|λ|Cgn
2
‖ψ‖X
and because G is bounded in X .
Remark 2.7: Theorem 2.4 states that Eq. (1.2) admits ground state solutions in both cases: attractive
(λ < 0) and repulsive (λ > 0). In the repulsive case, Eq. (1.2) presents a different behavior when
compared with the classical NLS. In fact, assume that ϕ ∈ H1(R) is a nontrivial solution of
−ϕ′′ + λ|ϕ|2ϕ = µϕ. (2.22)
If we multiply both sides of (2.22) by ϕ(ξ) (respectively −ξϕ′(ξ)) and integrate on R, we get
µ =
∫
R
|ϕ′(ξ)|2dξ + λ
∫
R
|ϕ(ξ)|4dξ,
µ = −
∫
R
|ϕ′(ξ)|2dξ + λ
2
∫
R
|ϕ(ξ)|4dξ.
Hence,
2
∫
R
|ϕ′(ξ)|2dξ + λ
2
∫
R
|ϕ(ξ)|4dξ = 0,
which is impossible if λ ≥ 0 and ϕ 6≡ 0. Therefore, (2.22) has no nontrivial solution in H1(R) if λ ≥ 0.
• Stability of ground states
In order to prove the stability of ground states of (1.2), let us consider the Cauchy problem
i
∂v
∂τ
=
1
2
E′(v), v(0, ξ) = v0(ξ), (2.23)
where E′ is the Fre´chet derivative of E in X , i.e.,
1
2
E′(v) := −∂
2v
∂ξ2
+ ξ2v + λ|v|2v − V0 cos2 (αξ) v.
It is well known [18, 19] that (2.23) has a unique solution that is global in time, i.e., for any v0 ∈ X ,
there exists a unique v ∈ C([0,+∞), X) satisfying (2.23). In particular, if ψ ∈ G, the unique solution u
of (2.23) such that u(0, ξ) = ψ(ξ) is the standing wave given by
u(τ, ξ) = e− iµτψ(ξ).
Saying that ψ is stable means that if the initial datum v0 of Eq. (2.23) is close enough to ψ, then the
trajectories v(τ, ·) remain close to the set G, as τ varies in R. More precisely,
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Definition 2.8: We will say that G is stable if, for each ε > 0, there exists δ > 0 such that if v0 ∈ X
satisfies infψ∈G ‖v0 − ψ‖X < δ, then the solution of (2.23) satisfies
sup
τ∈R
inf
ψ∈G
‖v(τ, ·)− e− iµτψ‖X < ε.
Before proving the stability of G, we state and prove the following lemma about the compactness of
the set G, which will be needed in the proof of the stability result.
Lemma 2.9: The set G is compact and weakly sequentially closed in X . More precisely, if {ψn}n∈N is
a sequence of G, then there exists ψ ∈ G and a subsequence {ψnk}k∈N such that ψnk → ψ in X . Also, if
{ψn}n∈N is a sequence of G and ψn ⇀ ψ in X-weakly, then ψn → ψ strongly in X .
Proof: Let {ψn}n∈N be a sequence of G. Since G is bounded in X , there exists a subsequence {ψnk}k∈N
and ψ ∈ X such that ψnk ⇀ ψ in X-weak. By the compactness of the embedding X ⊂ Lp(R) for
2 ≤ p < ∞, we conclude that ψ ∈ Σ1. Now, arguing as in the step 2 of the proof of Theorem 2.4, we
obtain that ψ ∈ G. To conclude the proof, it remains to show that ψnk → ψ in X strongly. To see this,
it is enough to remark that ‖ψnk‖X → ‖ψ‖X , but this follows from (2.13) and the fact that
‖ψnk‖2X = Emin −
λ
2
∫
R
|ψnk(ξ)|4dξ + V0
∫
R
cos2 (αξ) |ψnk(ξ)|2dξ. (2.24)
This proves that G is compact and the remaining claims follow easily.
In order to prove the stability of G, we need the following well known conservation laws that hold
for all solutions of (2.23): Assume that v(τ, ξ) is a solution of (2.23) such that v(0, ξ) = v0(ξ). Then, for
each τ ∈ R, we have
Q
(
v(τ, ·)) = Q(v0) and E(v(τ, ·)) = E(v0).
Concerning the above identities, the first one is known as the “conservation of charge” and the second
one is the “conservation of energy”. The first one can be obtained multiplying Eq. (2.23) by − iv(τ, ξ)
(i.e., the complex conjugate of iv(τ, ξ)). By the same way, one obtains the conservation of energy, but in
that case we should multiply the equation by ∂v∂τ .
We are now in position to prove the stability of G.
Theorem 2.10: The set G is stable in the sense of the Definition 2.8 .
Proof: Arguing by contradiction, we proceed as in Cazenave-Lions [20]. If G is not stable, there exists
ε0 > 0 such that for all integer n ∈ N, we can find v0n ∈ X satisfying
rn := inf
ψ∈G
‖v0n − ψ‖X < 1
n
(2.25)
and
sup
τ
inf
ψ∈G
‖vn(τ, ·)− e− iµ(ψ)τψ‖X ≥ ε0, (2.26)
where vn ∈ C(R;X) is the unique solution of (2.23) with initial datum v0n.
Let ψn ∈ G such that rn ≤ ‖v0n − ψn‖X < rn + 1/n. Since G is bounded in X and the sequence
µ(ψn) is bounded in R (see Remark 2.6), there exists (ψ∞, µ∞) ∈ X ×R and a subsequence still denoted
by (ψn, µ(ψn)) such that ψn converges to ψ∞ weakly in X and strongly in L4(R) ∩ L2(R), while µ(ψn)
converges to µ∞ in R. By Lemma 2.9 we know that ψn → ψ∞ in X and ψ∞ ∈ G. Also, from the fact
that ‖v0n − ψn‖X → 0, we may infer that v0n converges to ψ∞ in X and in L4(R) ∩ L2(R) as well.
On the other hand, one may observe from (2.26) that there exists τn ∈ R such that
inf
ψ∈G
‖vn(τn, ·)− e− iµ(ψ)τnψ‖X ≥ 1
2
ε0. (2.27)
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Setting ψ˜n := e
iµ(ψn)τnvn(τn, ·), it follows from the conservation of charge and energy that
Q(ψ˜n) = Q(v0n)→ Q(ψ∞) = 1, E(ψ˜n) = E(v0n)→ E(ψ∞) = Emin as n→∞.
All this means that {ψ˜n}n∈N is a bounded sequence in X and there exists ψ˜∞ ∈ X and a subsequence
(still denoted by {ψ˜n}n∈N) converging to ψ˜∞ weakly in X and strongly in L4(R) ∩ L2(R). Therefore,
ψ˜∞ ∈ G and E(ψ˜n)→ E(ψ˜∞). Again, invoking relation (2.24) we observe that ψ˜n → ψ˜∞ strongly in X
and this is a contradiction with (2.27). This finishes the proof.
• The minimal energy as function of λ
In order to explicit the dependence of the minimal energy relatively to the parameter λ, let us denote
Emin(λ) := min
{
Eλ(ψ) ; ψ ∈ Σ1
}
, (2.28)
where Eλ is the energy functional introduced in (2.5), and Gλ :=
{
ψ ∈ Σ1 ; Eλ(ψ) = Emin(λ)
}
the set of
corresponding ground-states. Theorem 2.4 assures that Emin is well-defined as function of λ ∈ R and it
is easy to see that it is strictly increasing. Indeed, for h > 0 and ψ ∈ Gλ+h we have
Emin(λ) ≤ Eλ(ψ) = Emin(λ+ h)− h
2
‖ψ‖44 < Emin(λ+ h). (2.29)
Proposition 2.11: Emin(λ) is a strictly increasing and concave function such that
lim
λ→±∞
Emin(λ) = ±∞. (2.30)
The proof of the Proposition relies on the following:
Lemma 2.12: For each a, b ∈ R, a < b, the set ⋃a≤λ≤b Gλ is bounded in X . More precisely, there exists
a constant Ca,b > 0 such that
‖ψ‖X ≤ Ca,b ∀ψ ∈
⋃
a≤λ≤b
Gλ.
Proof: It suffices to prove for a < 0 < b. Let λ ∈ [a, b] and ψ ∈ Gλ. Then
Emin(b) ≥ Emin(λ) = Eλ(ψ) ≥ ‖ψ‖2X +
λ
2
‖ψ‖44 − |V0|.
If λ ≥ 0, then ‖ψ‖2X ≤ Emin(b)+ |V0|. If λ < 0, it follows from Gagliardo-Nirenberg inequality (2.10) that
Emin(b) ≥ ‖ψ‖2X +
λCgn
2
‖ψ‖X − |V0| ≥ ‖ψ‖2X +
aCgn
2
‖ψ‖X − |V0|
and we have
‖ψ‖2X ≤ 2
(
Emin(b) +
a2C2gn
8
+ |V0|
)
.
Proof of Proposition 2.11: It follows from (2.29) that
Emin(λ) ≤ lim inf
h→0+
Emin(λ+ h). (2.31)
Let ψ ∈ Gλ. Then,
Emin(λ+ h) ≤ Eλ+h(ψ) = Emin(λ) + h
2
‖ψ‖44 ∀h ∈ R, (2.32)
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from which we obtain
lim sup
h→0
Emin(λ+ h) ≤ Emin(λ). (2.33)
From (2.31) and (2.33) we conclude that
lim
h→0+
Emin(λ+ h) = Emin(λ). (2.34)
On the other hand, if h < 0 and ψ ∈ Gλ+h, we have
Emin(λ) ≤ Eλ(ψ) = Emin(λ+ h)− h
2
‖ψ‖44, (2.35)
from which, using the Gagliardo-Nirenberg inequality we obtain,
Emin(λ) ≤ Emin(λ+ h)−
hCgn
2
‖ψ‖X . (2.36)
By choosing and fixing a ∈ R such that a < λ + h < λ, it follows from Lemma 2.12 that there exists a
constant Ca,λ such that
Emin(λ) ≤ Emin(λ+ h)−
hCgn
2
Ca,λ,
from which we get
lim inf
h→0−
Emin(λ+ h) ≥ Emin(λ). (2.37)
So, (2.33) and (2.37) give
lim
h→0−
Emin(λ+ h) = Emin(λ)
and we conclude from (2.34) that Emin is a continuous function. Moreover, from (2.32) we have
Emin(λ+ h) + Emin(λ− h)− 2Emin(λ) ≤ 0 ∀λ, h ∈ R,
which, under continuity, is sufficient to assure the concavity of Emin.
In order to prove (2.30), consider ψk ∈ Gk, k ∈ N. Then, using (2.29) and (2.32) with h = 1 we have
1
2
‖ψk+1‖44 ≤ Emin(k + 1)− Emin(k) ≤
1
2
‖ψk‖44, ∀k ∈ N
from which we obtain for all n ∈ N
1
2
n+1∑
k=1
‖ψk‖44 ≤ Emin(n+ 1)− Emin(0) ≤
1
2
n∑
k=0
‖ψk‖44.
Now, arguing by contradiction, assume that there exists a positive constant C such that Emin(λ) ≤ C
for all λ ∈ R. Then, it follows from the first inequality in the above expression that the sequence
{ψn}n converges to zero in L4(R). But, repeating the arguments used in the first step of the proof of
Theorem 2.4, we conclude that the sequence {ψk}k is bounded in X , so that, passing to a subsequence
if necessary, we have that ψk converges to ψ weakly in X . Since the embedding X ⊂ Lp(R) is compact
for 2 ≤ p <∞, we conclude, by choosing p = 4 that ψ = 0, and by choosing p = 2 that ψ ∈ Σ1, which is
absurd. Since the same arguments apply for ψ−k ∈ G−k, k ∈ N, we finish the proof.
Remark 2.13: Concerning the dependence of the chemical potential relatively to λ, it follows from the
formula (2.21) and the characterization of Gλ given by Theorem 2.5 that we can also define, for λ ≥ 0, the
function µmin(λ). However, as reported in Remark 2.6, it is unclear that µmin(λ) be uniquely determined
10
if λ < 0. No matter whether or not it be uniquely determined, the fact that λ
(
µλ(ψ)− Emin(λ)
) ≥ 0 for
all λ ∈ R and for all ψ ∈ Gλ, allows to state that
lim
λ→±∞
µλ(ψλ) = ±∞, ∀ψλ ∈ Gλ.
Corollary 2.14: Let ψi ∈ Gλi , i = 1, 2. If λ1 < λ2, then ‖ψ2‖4 ≤ ‖ψ1‖4.
Proof: Let h = λ2 − λ1. Then, from (2.29) and (2.32), it follows that
1
2
‖ψ2‖44 ≤
Emin(λ2)− Emin(λ1)
h
≤ 1
2
‖ψ1‖44.
3. A new method to obtain approximations for the minimal energy
The results presented in the previous section, although mathematically rigorous, do not provide
sufficiently precise quantitative information for some relevant physical quantities. Since it seems to be
not possible to calculate exact explicit solutions of Eq. (1.2) (in particular, the ground state solution ψmin),
the exact values of such quantities cannot be expressed in terms of the known parameters. Therefore,
it would be useful to obtain some kind of explicit formulae through which one could approximate them.
Indeed, these are outcomes mainly interesting from the physical point of view. In this sense, there exist
some well known methods that were already applied to the problem we are dealing with (see [12,13,21]).
Nevertheless, as we shall see below, a new interesting and powerful approach can be developed.
Let {ϕλ}λ∈R a family of functions in Σ1 such that λ 7→ ϕλ defines a differentiable curve in X . Then,∫
R
ϕλ(ξ)
d
dλ
ϕλ(ξ) dξ = 0 ∀λ ∈ R. (3.1)
Since the energy functional Eλ is differentiable in X , it follows from the chain rule that λ 7→ Eλ(ϕλ) is
also a differentiable function and
d
dλ
Eλ(ϕλ) =
〈
E′λ(ϕλ) |
d
dλ
ϕλ
〉
+
1
2
∫
R
|ϕλ(ξ)|4dξ, (3.2)
where 〈·| ·〉 denotes the duality product between X and its dual X∗.
From now on we assume that, for any λ ∈ R, one can choose a real ground state ψλ ∈ Gλ such that
λ 7→ ψλ defines a differentiable curve in X . In this case,
Emin(λ): =
∫
R
|ψ′λ(ξ)|2dξ +
∫
R
ξ2|ψλ(ξ)|2dξ + λ
2
∫
R
|ψλ(ξ)|4dξ − V0
∫
R
cos2(αξ)|ψλ(ξ)|2dξ
is differentiable as a function of λ and, as E′λ(ψλ) = µψλ, we get from (3.1) and (3.2)
d
dλ
Emin(λ) =
1
2
∫
R
|ψλ(ξ)|4dξ = 1
2
‖ψλ‖44 (3.3)
and we have the formula
Emin(λ) = Emin(0) +
1
2
∫ λ
0
‖ψs‖44 ds. (3.4)
On the other hand, if we denote µmin(λ): = µ(ψλ), it follows from (2.21) that
d
dλ
µmin(λ) = ‖ψλ‖44 +
λ
2
d
dλ
‖ψλ‖44, (3.5)
and we get by integration on λ the formula
µmin(λ) = µmin(0) +
1
2
(
λ‖ψλ‖44 +
∫ λ
0
‖ψs‖44 ds
)
. (3.6)
Notice that Emin(0) = µmin(0) and, in the case V0 = 0, we have from Remark 2.3 that Emin(0) =
µmin(0) = 1.
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Remark 3.1: Formulæ (3.4) and (3.6) express the minimal energy Emin and the corresponding chemical
potential µmin as functions of λ, which also depend explicitly on the L
4-norm of unknown ground states.
However, by eliminating this explicit dependence, we can obtain an exact formula relating these two
quantities. More precisely, by using (3.3), we can rewrite (3.5) as
d
dλ
µmin(λ) = 2
d
dλ
Emin(λ) + λ
d2
dλ2
Emin(λ),
from which we get easily
d
dλ
(
Emin(λ) − 1
λ
∫ λ
0
µmin(s) ds
)
= 0.
Hence, there exists a constant C such that
Emin(λ)− 1
λ
∫ λ
0
µmin(s) ds = C, ∀λ ∈ R.
Since Emin(0) = µmin(0), it follows that C = 0 and we have the identity
Emin(λ) =
1
λ
∫ λ
0
µmin(s) ds, ∀λ ∈ R. (3.7)
The formulæ (3.4) and (3.6) can be used to obtain explicit approximate functions depending on λ
for the minimal energy Emin and the corresponding chemical potential µmin, by choosing appropriate trial
functions that generate differentiable curves in Σ1.
Motivated by inequality (2.2), we consider the trial functions φκ ∈ Σ1 defined as
φκ(ξ): =
4
√
2κ
π
exp(−κξ2).
A direct calculation shows that the function κ 7→ Eλ(φκ) is given by
Eλ(φκ) = κ+
1
4κ
+
λ
√
κ
2
√
π
− V0
2
(
1− exp
(
−α
2
2κ
))
.
We can show that, for all λ ∈ R, the value of κ that minimizes the function κ 7→ Eλ(φκ) is given by the
largest solution (in fact, unique solution if α2V0 < 1) κ(λ) of the following transcendental equation
κ3/2
(
κ1/2 +
λ
4
√
π
)
+
V0α
2
4
exp
(−α2
2κ
)
=
1
4
. (3.8)
In order to obtain explicit approximate formulæ for the minimal energy Emin(λ) and the correspond-
ing chemical potential µmin(λ), we introduce the functions
Eapp(λ): = Emin(0) +
1
2
∫ λ
0
‖ϕs‖44ds,
µapp(λ): = µmin(0) +
1
2
(
λ‖ϕλ‖44 +
∫ λ
0
‖ϕs‖44 ds
)
,
where, in this case,
ϕλ(ξ): = φκ(λ)(ξ) =
(
2κ(λ)
π
)1/4
exp(−κ(λ)ξ2).
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By a straightforward calculation we get
Eapp(λ) = Emin(0) +
1
2
√
π
∫ λ
0
√
κ(s) ds,
µapp(λ) = µmin(0) +
1
2
√
π
(
λ
√
κ(λ) +
∫ λ
0
√
κ(s) ds
)
.
(3.9)
Moreover, by arguing as in Remark 3.1, we can show that
Eapp(λ) =
1
λ
∫ λ
0
µapp(s) ds.
From the above identity we can easily relate the Taylor coefficients En of Eapp with the ones of µapp. In
fact, we have µn = (n+ 1)En for all n ∈ N.
A relatively simple situation is the one at which the optical lattice potential is not present (V0 = 0).
In this case, (3.8) has a unique solution and if we define σ(λ): =
√
κ(λ), the equation (3.8) with V0 = 0
can be written as
σ4 +
λ
4
√
π
σ3 =
1
4
, ∀λ ∈ R. (3.10)
By differentiating this equation implicitly with respect to λ, we get easily the following properties of the
function σ(λ):
Lemma 3.2: The function σ : R → R is C∞, positive, strictly decreasing, convex and satisfies the
following properties:
σ(0) =
√
2/2; lim
λ→−∞
σ(λ) = +∞ and lim
λ→+∞
σ(λ) = 0.
More precisely,
σ(λ) ∼ − λ
4
√
π
as λ→ −∞ and σ(λ) ∼
(√
π
λ
)1/3
as λ→ +∞.
As consequence of the previous lemma, we can show that Eapp(λ) satisfies the general properties of
Emin(λ) as reported in Proposition 2.11. More precisely,
Corollary 3.3: The functions Eapp(λ) and µapp(λ) defined in (3.9) are C
∞, strictly increasing and
concave. Moreover {
Eapp(λ) and µapp(λ) are O(−λ2) as λ→ −∞,
Eapp(λ) and µapp(λ) are O(λ
2/3) as λ→ +∞.
By implicit differentiation the Eq. (3.10) on λ, we get
σ(0) =
√
2
2
, σ′(0) = − 1
16
√
π
, σ′′(0) =
3
128π
√
2
, σ′′′(0) = − 3
512π
√
π
, σ(4)(0) =
45
16384π2
√
2
, · · ·
(3.11)
Then, for λ small enough, we can consider the approximation
σ(λ) ≈
√
2
2
− λ
16
√
π
+
3λ2
256π
√
2
− λ
3
1024π
√
π
+
45λ4
393216π2
√
2
.
By substituting the above approximation in (3.9) we have, for λ small enough,
Eapp(λ) ≈ 1 + λ
2
√
2π
− λ
2
64π
+
λ3
512π
√
2π
− λ
4
8192π2
+
9λ5
786432π2
√
2π
,
µapp(λ) ≈ 1 + λ√
2π
− 3λ
2
64π
+
4λ3
512π
√
2π
− 5λ
4
8192π2
+
54λ5
786432π2
√
2π
.
(3.12)
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Remark 3.4: The above results are valid for attractive (λ < 0) as well as for repulsive (λ > 0) interatomic
interaction strengths. By using (3.3), (3.5) and (2.7) we can show that E′
min
(0) = E′
app
(0) = 1/2
√
2π,
which implies that the formulæ given by (3.12) coincide with Emin(λ) and µmin(λ), respectively, up to
first order terms in λ. Notice that, up to second order terms in λ, the approximate chemical potential
µapp can be written as
µapp(λ) ≈ 1 + λ√
2π
− ελ2, (3.13)
where ε = 364pi ≈ 0.0149207.
It is noteworthy to compare Eq. (3.13) with the one obtained in [12] by a perturbative method.
Considering that our dimensionless parameters are in fact twice the ones used there, both formulæ (3.13)
and Eq. (31) in [12] coincide, except for the values of ε: ε = 0.0149207 and ε = 0.016553 respectively,
which are also very close to each other. Moreover, Fig. 1 displays a comparison between the values of
µapp from Eq. (3.12) (solid line) and those obtained by perturbation theory (dashed line) [12]. Also and
for sake of comparison, the numerical evaluation of Eq. (1.2) is shown by full stars. From the figure is
observed that Eq. (3.12) increases the accuracy of the solution with respect to the perturbative method.
In the scale of the figure no significant differences are observed between the numerical solutions and the
calculated values using Eq. (3.12) for the interval range |λ| < 8. Nevertheless the perturbation method
gives a large error for |λ| > 6.
-8 -6 -4 -2 0 2 4 6 8 10
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-3
-2
-1
0
1
2
3
4
λ
µ
µapp
Perturbation
theory
1
Fig.1: Dimensionless chemical potential µ = 2µ0/h¯ω as a function of λ = 2λ1D/(lh¯ω). Solid
line: calculation following Eq. (3.12). Dashed line: perturbation theory from Ref. [12]. Stars:
numerical evaluation of Eq. (1.2).
Furthermore, in [13] a closed expression for the order parameter is given by (in the case V0 = 0)
ψ(ξ) =
1
4
√
π
exp(−ξ
2
2
)
[
1 +
λ√
2π
∫ √2/2
1
[
exp
(−ξ2(1− z2)z−2)− z
1− z2
]
dz
]
.
In our approach, we propose the function of Σ1:
ϕλ(ξ) =
(
2κ(λ)
π
)1/4
exp(−κ(λ)ξ2), (3.14)
where κ(λ) is the unique root of the equation (3.8) with V0 = 0. Recalling that κ(λ) = σ(λ)
2, it follows
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from (3.11) that, for λ small enough,
κ(λ) ≈ 1
2
− 1
16
√
2
π
λ+
1
128π
λ2,
4
√
κ(λ) ≈ 1
4
√
2
−
4
√
2
32
√
π
λ+
4
√
2
1024π
√
2
λ2
and (3.14) can be approximated up to second order terms in λ by
ϕ˜app(ξ) =
1
4
√
π
exp
(
−ξ
2
2
)[
1−
√
2λ
32
√
π
+
λ2
1024π
]
exp
[(
λ
8
√
2π
− λ
2
128π
)
ξ2
]
. (3.15)
It is also interesting to notice that, for all λ ∈ R,
1
2
− λ
8
√
2π
+
λ2
128π
≥ 1
4
,
1−
√
2λ
32
√
π
+
λ2
1024π
≥ 1
2
,
which implies that ϕ˜app is a positive function of X for any λ ∈ R.
Remark 3.5: It follows from the properties stated in Lemma 3.2 and the Labesgue Theorem that
lim
λ→0
‖ϕλ − ϕ0‖X = lim
λ→0
‖ϕ˜λ − ϕ0‖X = 0,
where (always assuming that V0 = 0) ϕ0, ϕλ and ϕ˜λ are given by (2.7), (3.14) and (3.15), respectively.
Therefore, from Theorem 2.10, for λ small enough and up to a change of phase, the unique solutions of
Eq. (1.3) with initial data ϕλ and ϕ˜λ respectively, remain close (in the sense Definition 2.8) to u(τ, ξ) :=
e− iτϕ0(ξ) in X , for all time τ ∈ R.
4. Conclusions
Our main results in the first part of this work concern qualitative properties of the minimal energy
solutions of 1D GP equation with cubic nonlinearity in a harmonically confined periodical potential. We
prove the existence of ground states for any λ and V0 (Theorem 2.4). Regardless the value of the laser
intensity V0, such ground states have a Gaussian-like exponential asymptotic behavior, as was pointed
out in Theorem 2.2. For λ > 0 (repulsive interatomic forces), we prove that there exists a unique positive
and symmetric ground state ψmin, which is decreasing for ξ > 0 if V0 = 0, and that any other solution
of the problem differs from it in a phase factor (Theorem 2.5). We also prove that, independently of
the value of V0 and for any λ ∈ R, the set Gλ of ground states is orbitally stable (Theorem 2.10). An
important consequence of this fact is the stability of those physical magnitudes, which are described by
operators defined in the Hilbert space X (see (2.4)). This result is particularly related to the superfluidity
properties, among other physical phenomena, of the harmonically confined condensates loaded in optical
lattices [22].
In the second part (Section 3) we present a new and simple method to construct formulæ (see (3.4)
and (3.6)) that allows to approximate the minimal energy, the corresponding chemical potential as well
as the ground state. The functions described by these formulæ (see (3.9)) preserve some global properties
of Emin(λ) and µmin(λ), as pointed out by Proposition 2.11 and Corollary 3.3. In the case V0 = 0, we
obtain approximations for Emin(λ) and µmin(λ) as Taylor polynomials of Eapp(λ) and µapp(λ) respectively
(see (3.12)).
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