presented a range of temperature and methane profiles for Uranus that were consistent with 1986 Voyager radio occultation measurements of refractivity versus altitude. A localized refractivity slope variation near 1.2 bars was interpreted to be the result of a condensed methane cloud layer. However, models fit to near-IR spectra found particle concentrations much deeper in the atmosphere, in the 1.5-3 bar range , Icarus 182, 577-593, Sromovsky and Fry 2008, Icarus 193, 211-229, Irwin et al. 2010, and a recent analysis of STIS spectra argued for a model in which aerosol particles formed diffusely distributed hazes, with no compact condensation layer (Karkoschka and Tomasko 2009, Icarus 202, 287-309). To try to reconcile these results, we reanalyzed the occultation observations with the He volume mixing ratio reduced from 0.15 to 0.116, which is near the edge of the 0.033 uncertainty range given by Conrath et al. (1987, J. Geophys. Res., 15003-10). This allowed us to obtain saturated mixing ratios within the putative cloud layer and to reach above-cloud and deep methane mixing ratios compatible with STIS spectral constraints. Using a 5-layer vertical aerosol model with two compact cloud layers in the 1-3 bar region, we find that the best fit pressure for the upper layer is virtually identical to the pressure range inferred from the occultation analysis for a methane mixing ratio near 4% at 5
INTRODUCTION
The existence of a thin methane ice cloud in the atmosphere of Uranus was inferred by Lindal et al. (1987) , henceforth referred to as L87, from their analysis of Voyager 2 radio occultation measurements. They also derived a suite of temperature and methane profiles that were all consistent with their measurements, including Model F, which had the greatest deep methane mixing ratio (4%), and their preferred Model D, which had a deep mixing ratio of 2.3% and an above-cloud relative humidity of 30%. (Here we use the term relative humidity of methane to refer to the ratio of its partial pressure to its saturation pressure at the same temperature, and the mixing ratio referred to is the volume mixing ratio or VMR.) A methane cloud layer near the 1.2-bar level inferred by L87 has been used successfully in the analysis of observations in the visible spectral range. For example, Rages et al. (1991) incorporated a methane cloud layer into their models of Voyager 2 imaging observations, finding modest optical depths of 0.66±0.18 at 22
• S (assumed to be independent of wavelength), and about three times that level at 65
• S, while assuming a deep methane mixing ratio of 4% (consistent with L87 Model F). On the other hand, an analysis of hydrogen S(0) and S(1) quadrupole line features by Baines et al. (1995) , which also incorporated a methane cloud near 1.2 bars, found its opacity (weighted to high latitudes) to be about 0.4 at 0.6 µm, while inferring a deep methane mixing ratio of 1.6%. Neither of these authors tried to constrain the pressure of the cloud, however, so that consistency with occultation results was not fully established.
Recently, a serious challenge to the existence of the methane cloud layer was made by Karkoschka and Tomasko (2009) , henceforth referred to as KT2009, based on their analysis of spatially resolved 0.3-1 µm spectra obtained from 2002 observations by the Hubble Space Telescope Imaging Spectrograph (STIS). They concluded that the most significant cloud opacity concentration was in a layer from 1.2-2 bars, with particles uniformly mixed with the gas in this layer, which had wavelength-independent optical depths between 1.2 and 2.2. They argued for no localized CH 4 condensation layer at all, but instead for the existence of a global thick and diffuse tropospheric haze similar to that observed on Titan. This seemed to confirm the analysis of near-IR spectral observations, which had already questioned the existence of a methane ice cloud near 1.2 bars.
From an analysis of the Fink and Larson (1979) near-IR spectrum, which made use of improved methane ab-sorption coefficients , Sromovsky et al. (2006) obtained a cloud layer near 2 bars for the L87 Model D profiles and at 1.5-1.7 bars for their Model F profiles. A subsequent analysis of 2004 near-IR imaging observations by Sromovsky and Fry (2007) concluded that the methane relative humidity should be near 60%-100% above the nominal cloud region (Models D and F had 30% and 53% respectively), and at low latitudes found no need for a cloud layer in the 1.2-2 bar region. Further refinements of methane absorption models for the near-IR (Karkoschka and Tomasko 2010) did not entirely fix these discrepancies. Irwin et al. (2010) used these improved methane coefficients and the L87 Model D T(P) profile and above-cloud methane mixing ratio, but used 1.6% instead of 2.26% below the putative cloud layer. With these assumptions they obtained a lowlatitude cloud density peak near 2.5 bars. Even using the L87 Model F T(P) profile and a 4% deep methane VMR, Irwin et al. (2010) still obtained a cloud peak that was too deep to reach the methane condensation level, though the cloud pressure was then elevated to about the 1.7-bar level, which puts the peak in the middle of the main aerosol layer of KT2009.
More methane seems to be required to bring the cloud pressure inferred from spectral observations to the same level as inferred from the refractivity profile. However, according to L87, their Model F is an upper limit on methane amounts, and they argued that Model D is really preferable. That solution has a deep methane mixing ratio of 2.3% by volume, a cloud layer between 1.15 and 1.27 bars, and an above-cloud methane humidity of 30%. Other profiles that satisfy the occultation measurements have deep methane mixing ratios varying from zero to 4%, and above-cloud humidities varying from zero to 53%, while the in-cloud humidities vary from zero to 78%. Model D was preferred for three reasons: (1) it provides the best agreement with IRIS observations sampling the above-cloud region, (2) it has the highest in-cloud humidity levels, (3) it yields a deep mixing ratio (2.3%) that is in close agreement with that of Orton et al. (1986) . The first reason is weak because the IRIS observations in question (Conrath et al. 1987) are at a large zenith angle and rather uncertain. The second is weakened by the fact that only the nominal helium volume mixing ratio was considered, and that can strongly affect the methane humidity, as we will show here. The third reason is questionable because the Orton et al. temperature profile derived assuming 2% methane does not agree with the occultation profile using virtually the same mixing ratio. Much stronger external constraints are available from spectral observations in the CCD (∼0.3 -1 µm) wavelength region, as shown by KT2009 and by the analysis presented here. In prior use of these spectral constraints however, there has been an unjustified deviation from occultation constraints in both thermal and methane profiles, in which a thermal profile derived for one methane profile is used for a very different mixing ratio (Irwin et al. 2010; Baines et al. 1995; Sromovsky and Fry 2007) and above-cloud methane profiles have been used that exceed all of the occultation solutions, e.g. KT2009 and Baines et al. (1995) . KT2009 also inferred that the methane mixing ratio varies with latitude, which raises additional questions about the effects of corresponding density variations with latitude.
To summarize, where spectral observations have been used to test the location of cloud layers on Uranus, the inferred locations are considerably deeper than implied by the occultation observations. And the spectral constraints on the methane mixing ratio range from a low of 1.6 +0.7 −0.5 % by Baines et al. (1995) to 4% by Rages et al. (1991) , and include latitude dependent values between these values inferred by KT2009. Further, with the exception of Rages et al., prior modelers have not followed the occultation constraints on the the vertical distribution of methane. This motivates our efforts to redo the occultation analysis with consideration of a wider range of solutions, and to examine more carefully the plausibility of a compact methane cloud layer on Uranus.
In the following, we pursue the point of view that the occultation measurements of sudden slope changes in refractivity do indicate a region of sudden changes in methane mixing ratio, which are indicative of the condensation level of methane, and possibly of a thin region containing cloud particles. We describe a reanalysis of the occultation measurements that can actually achieve saturated vapor pressures in the same region as the sudden changes in refractivity slope. We also find solutions with high methane amounts at and above the cloud level that are consistent with the adopted profile of KT2009. After finding a range of solutions with the desired characteristics, we then constrain these solutions by calculating spectra for compact cloud layer models and comparing the pressures inferred from matching spectra to the pressures inferred from the occultation analysis. We conclude that a methane cloud layer at the occultation pressure is consistent with the spectral observations, but that most of the cloud opacity is concentrated in a deeper layer that was not detected by the occultation measurements. We also confirm the conclusions of KT2009 that the methane is strongly depleted at high latitudes, but to shallow depths.
APPROACH TO OCCULTATION ANALYSIS
We first describe the basic methods of analysis, how we reconstruct the refractivity profile, then use that profile to validate our methane retrieval methods by comparison with results of L87.
Physical Basis and Methods of Occultation Analysis
The occultation measurements, after accounting for observing geometry, can be reduced to refractivity as a function of altitude, where refractivity is defined to be N = (index of refraction -1)×10
6 . If the molecular composition is known, then refractivity can be converted to number density and mass density. The pressure can then be determined by integrating the product of mass density and gravity, assuming hydrostatic equilibrium. From pressure and density, the equation of state of the gas can then be used to infer temperature. The main complication is that the variable distribution of methane is not known and cannot be directly inferred from the observations. This allows a range of T(P) solutions that depend on what is assumed about the methane distribution.
The procedure followed by L87 was to first select a molecular weight that yielded a thermal profile near the tropopause that was consistent with IRIS thermal infrared observations. The only significant constituents at that level of the atmosphere are hydrogen and helium, so that the molecular weight was determined by their ratio, which was taken to be the Conrath et al. (1987) value of He/H 2 =15/85. L87 did not consider other He/H 2 ratios, even though the quoted uncertainty is large enough to permit substantially different profiles, as will be shown in Sec. 3. The next step in the procedure was to select altitudes bounding the cloud layer. These altitudes were not stated by L87, but are approximately between 5 and 7 km below the 1 bar level determined for the D model. These are the rough locations of the rapid changes in refractivity slope. While the altitude relative to the center of the planet is fixed for all the profile solutions, the pressure varies somewhat from one solution to the next, so that the altitude above the 1 bar level also varies slightly.
To constrain the methane profile L87 generally assumed a constant relative methane humidity above the cloud layer and used the tropopause mixing ratio to set the constant stratospheric mixing ratio. Within the cloud region, L87 state that the temperature lapse rate was set equal to the wet adiabatic lapse rate, and adjusted the number density and temperature to match the refractivity profile. However, the model D T (P ) profile of L87 does not match the wet adiabat within the assumed cloud layer. Instead, the profile matches a weighted average of the form
where RH is the relative humidity. This weighted average is consistent with the suggestion that the occultation sampled a broad horizontal region in which the average humidity was less than expected for a uniform cloud layer. That is also offered as an explanation for the sub-saturated humidity levels that were obtained in the cloud layer. The relatively smooth I/F profiles observed on Uranus (Sromovsky and Fry 2007; Sromovsky et al. 2009 ) are rarely disturbed by discernible discrete features, especially at low latitudes, and thus this explanation is not a compelling one.
L87 also introduced a condensed fraction of the methane within the putative cloud layer, but did not publish the inferred values, nor how these values were constrained. If the temperature profile is constrained to follow the wet adiabat (or the weighted average of wet and dry adiabats given above) then the only remaining variable that needs to be adjusted is the fraction of total methane. There is no need to partition a fraction of the total into condensed form unless leaving the total in gaseous form would lead to supersaturation. In the latter case, it is reasonable to treat the excess vapor as condensed material. However, it is not reasonable to allow more than a tiny fraction of the methane to be in condensed form. The condensed fractions reaching 10% or so that are noted by L87 are grossly inconsistent with near-IR and CCD spectral constraints because those constraints permit only a low opacity cloud layer.
Even a few percent of methane in condensed form would lead to extremely large optical depths at the cloud layer, which would provide very obvious spectral signatures that are not seen. Models of near-IR and visible spectra require only small optical depths, typically unity or less at visible wavelengths. When treated as Mie particles the inferred particle size of a compact cloud near 1.2 bars is of the order of r = 1 µm. The total mass per unit area for a given optical depth τ is given by m = 4 3 ρrτ /Q, where ρ is the density of solid methane and Q is the extinction efficiency. Assuming r = 1 µm, τ = 1, Q = 1, and ρ = 0.5 g/cm 3 (Costantino and Daniels 1975) , the mass density is 6.7×10
−5 g/cm 2 . This is a factor of 300,000 times smaller than the typical 20 g/cm 2 of total gaseous methane within the cloud layer. Spectral constraints thus require that the condensed fraction must be so small as to play an insignificant role in the refractivity profile.
While a T (P ) solution consistent with the refractivity measurements is possible with no methane at all in the atmosphere (Model A of L87), this was rejected because methane clearly plays a major role in shaping the spectrum of Uranus. As the mixing ratio above the cloud is increased, the inferred temperature must increase to maintain the observed refractivity, and so does the methane mixing ratio inferred for the deep atmosphere. The maximum cloud-top humidity inferred by L87 is 53%, which leads to a deep mixing ratio of 4%, although this solution did not yield the highest humidity level within the cloud layer. Trying to increase the above-cloud humidity any further results in rapidly increasing temperatures into the cloud layer and unacceptable superadiabatic lapse rates. None of these profiles yield anything close to saturation at the altitudes where cloud condensation is suspected.
Reconstructing the refractivity profile.
With the aim of conducting a reanalysis of the occultation profile with different assumptions, we first needed to create a detailed refractivity profile. We began with the tabulation of P, T, molecular weight, number density, and mixing ratio published by L87. We used refractivity values per molecule of K He = 0.5062, K H2 =0.1302, and K CH4 =1.629 (all in units of 10 −17 cm −3 ), which are the same as those used by L87 and referenced therein. We then used the relation
to compute the mean molecular refractivity, where subscripted f values denote numeric fractions for each molecule. We also used the same 15/85 ratio of He to H 2 as L87. The total refractivity for the mixture is then given by
where n(z) is the total number density at altitude z. Our computed refractivity profile versus altitude is shown in Fig. 1 . To validate that the refractivity profile we computed was consistent with the temperature profile, we inverted the profile as follows. We computed the pressure vs altitude under the assumption of hydrostatic equilibrium using
where M(z) is the molecular weight in grams per mole, N A is Avogadro's number, and g(z) is the gravitational acceleration as a function of altitude, which varies from 8.6843 m/s 2 at 1 bar (0 km) to 8.5157 m/s 2 at 240 km, assuming a retrograde wind of 100 m/s (Sromovsky et al. 2009 ), which reduces g by only 0.23% and could be ignored. We started the downward integration at 240 km above the 1-bar level, and took the starting pressure to be 2.5×10
−4 bar to match the stratospheric profile of L87. (The specific value of P 0 has an insignificant effect on the structure for pressures greater than a few hundred millibars.) Assuming an ideal gas equation of state we then computed T (P ) from pressure and number density. Our T (P ) profile thus constructed is compared with the L87 profile in Fig. 2 , where we see that differences below the tropopause are generally smaller than 0.1
• (the RMS deviation is 0.07 K). This provides a reasonable validation of our reconstructed refractivity profile, which we will reanalyze with different assumptions in a subsequent section, after first validating our methane retrieval procedure.
Validation of methane profile retrieval
We next tried to reproduce the methane profile retrievals obtained by L87. We started with the refractivity profile, the assumed He/H 2 ratio of 15/85, selected altitudes for the cloudy layer, and selected a constant relative humidity above the cloud layer up to the tropopause, and above the tropopause assumed a constant methane mixing ratio equal to the tropopause value, although later we used the 10 −5 upper limit of Orton et al. (1987) . Within the cloud layer we forced the lapse rate to agree with Eq. 2. We then started at the top of the atmosphere and integrated downward the number density and pressure and iteratively solving for f CH4 and n(z) under the constraints of the specified methane humidity above the cloud, the constraints of the temperature lapse rate within the cloud, and the fixed mixing ratio below the cloud, which was taken to be the mixing ratio at the bottom of the cloud layer.
Our attempt to reproduce the Model D solution is displayed in Fig. 3 . In most respects our results are barely distinguishable from those of L87. We obtain a deep CH 4 VMR of 2.22% compared to their value of 2.26%, and our maximum CH 4 RH at the cloud base is 79.2% compared to their 78%. These might be brought into better agreement with slightly different choices for the cloud boundaries. We did not assign any of the methane fraction to condensed material; we don't know whether L87 did or not for this model. We take these comparisons to be adequate validation of our inversion technique. Note that the T (P ) and CH 4 profiles of KT2009, which are also plotted in Fig. 3 , have significantly higher temperatures and much more methane above the cloud top.
If we increase the above cloud relative humidity as much as plausible, which we estimate to be about 57% (instead of the 53% of L87), we get results very close to the L87 Model F profile. We obtained a deep CH 4 VMR of 4.13% (instead of 4%) and a peak in-cloud humidity of 70% instead of 72%. The temperature profile is also close to the Model F profile of L87. Even at this upper limit, however, the above cloud methane is well below what was adopted by KT2009. Pushing the methane values above this level results in physically unacceptable results: the in-cloud humidity becomes lower than the humidity above the cloud and the sub-cloud lapse rate becomes more and more unstable. We would argue that even this upper limit leads to physically implausible profiles because of the relatively low humidity in the cloud layer. Yet good fits to the spectral observations seem to need even more methane at these levels. In the following and the profile adopted by KT2009 (+). B: relative humidity profile of the inverted T (P ) profile. C: Methane mixing ratio profile we inverted (solid) compared to the L87 Model D (dotted) and that adopted by KT2009 (+), with the saturation mixing ratio shown as the dot-dash curve, using our T (P ) profile. D: detailed views of the methane mixing ratio profiles. The extra dashed curve is the saturation methane mixing ratio computed from the KT2009 T (P ) profile. Note the very close agreement between our inversion and that of L87, in several cases too close to distinguish their difference. The horizontal dotted lines are at pressures of 1.179 bars and 1.278 bars, which correspond to altitudes of 5.25 km and 7.75 km below the 1-bar level.
section we show how these levels can be reached.
REVISED ANALYSIS OF THE REFRACTIVITY PROFILE.
Now that we have validated our analysis techniques, we apply these techniques to obtain new solutions for temperature and methane profiles. We first revised the methane mixing ratio at the tropopause and throughout the stratosphere to equal the Orton et al. (1987) upper limit of 1×10 −5 , and used a variable relative humidity between the tropopause and the cloud top, using the formulation
where a tropopause humidity RH trop of about 12% is needed to match the desired minimum methane VMR, and the tropopause height z ctop is taken to be 45 km.
An exponent x=1 provides linear interpolation, and a decrease of humidity above the cloud top that is similar to that adopted by KT2009. These changes made no significant difference in the plausible upper limit of methane mixing ratios in the vicinity of the cloud layer and in the deep atmosphere. We also tried adding neon to the atmosphere, using the mixing ratio of 0.0004 suggested by Conrath et al. (1987) . This has a very small but undesirable effect that reduces the upper limit on methane.
What is really needed is a lower background molecular weight, which then requires increased methane to match the refractivity profile. The only plausible way to obtain a lower molecular weight is to decrease the mixing ratio of He, which is what we proceeded to do in the following fashion. Within the cloud layer we used the same formulation as given by Eq. 2, but decreased the He VMR (at all altitudes) as needed to obtain methane condensation within most of the putative cloud layer. Below the cloud layer we used the same methane mixing ratio as found at the bottom of the cloud layer. Decreasing the He mixing ratio has two beneficial effects: it allows methane saturation mixing ratios to be attained within the layer where condensation is expected to occur, and it allows a higher maximum methane mixing ratio that is more likely to be consistent with near-IR and visible spectra of Uranus. Our first example solution (Model D1, Fig. 4 ) uses a He VMR of 0.126, and yields a saturated methane mixing ratio through the bottom half of the nominal cloud region, and a deep mixing ratio of 2.22% for an above-cloud humidity of 38%. This is similar to Model D of L87, but is more physically plausible.
A second example (Model F1), which attains the same deep mixing ratio of Model F (4%) is shown in Fig. 5 . This solution is notable in having much more methane above the cloud layer than Model F, and provides a close match to the CH 4 VMR profile adopted by KT2009, although our corresponding T (P ) profile is somewhat cooler than their adopted profile, as needed to match the refractivity profile. The He VMR for this solution is 0.1155, which is only 1.05σ below the nominal value of 0.15±0.033, given by Conrath et al. (1987) . Our maximum methane solution (our Model G in Table 1 ) is obtained for a He VMR of 0.1063, which is only 1.3σ below the nominal value. This solution has an above-cloud humidity of 100%. This provides a deep CH 4 VMR of 4.88% and even more methane above the cloud top than that adopted by KT2009.
A summary of the above model profiles and intermediate model EF is provided in Fig. 6 and detailed parameter information in Table 1 . The small difference in tropopause temperatures (at p = 0.1 bar) is due to the different helium mixing ratios used in each model. The maximum temperatures reached near p= 2.3 bars for our models D1-G are comparable to those obtained by L87 for their models C-F.
We now have a range of solutions that are consistent with occultation results, as well as being consistent with the expectation that methane humidity levels should reach saturation levels in the putative condensation region, which is presumably the physical reason for the sudden change in refractivity slope. The remaining question is whether it is possible to fit the spectra of Uranus with a cloud particle layer in the same pressure regime where occultation analysis implies a cloud layer.
We first describe our chosen spectral constraints and radiation transfer and fitting methods, and then proceed to describe the results of applying the spectral constraints.
USE OF URANUS SPECTRAL CONSTRAINTS

Spectral observations
We chose for our spectral comparisons the spatially resolved STIS observations made on 19 August 2002, as corrected and calibrated by KT2009. These spectra are undoubtedly the most accurately calibrated and characterized spectra available for the purpose. The data provide two spatial dimensions, with a pixel size of 0.05 arc seconds on a side, providing 37 samples from center to limb, and one spectral dimension, which is sampled at 0.4-nm intervals, providing 1-nm resolution from 300 nm to 1000 nm. A sample image from this cube is provided in Fig. 7A . These data provide a good view of the low latitude region sampled by the Voyager radio occultation experiment, although some 16 years later, which is a delay of 20% of a Uranus year. However, given the long radiative time constants in the Uranus atmosphere (Conrath et al. 1990) , it is plausible to expect only small changes in cloud structure in low latitude regions. Stability at low latitudes also seems to be compatible with the analysis of HST images from 1994 to 2000 Karkoschka (2001) , which indicate little change in albedo structure at these latitudes.
In addition to spectral constraints, the KT2009 data provide important center-to-limb (CTL) information ( Fig. 7B) . To reduce the effects of noise, we fit the centerto-limb scans to a smooth function of µ (the cosine of the zenith angle), as illustrated in Fig. 7B for a planetocentric latitude of 5
• S. We then sampled that function at µ = 0.3, 0.4, 0.6, and 0.8. The resulting substantial noise reduction is readily apparent in the figure, where uncertainties are shown by roughly parallel dot-dash lines at 1σ limits. We were able to ignore the difference between solar and observer zenith angles because the STIS observations were taken at a very small phase angle (0.04
• ). We also were able to ignore possible longitudinal variations in cloud structure because the discrete cloud features of Uranus are generally so small and of such low contrast that they do not obscure the CTL information of the zonal bands. We also know from prior experience with differences between Uranus images taken at substantially different central meridian longitudes that the only substantial longitudinal I/F variations are due to discrete features. At the few latitudes where discrete features were found in the STIS data the fits easily interpolated across them. The selected 5
• S STIS spectra interpolated to five cosine values are displayed in Fig. 7 . Note the strong limb darkening at short wavelengths and the strong limb brightening at centers of the methane absorption bands at longer wavelengths. The spectrum for µ = 0.2, which is noisier and not well corrected because it is too close to the limb, was not used in our analysis.
To further reduce noise in the observations, and to facilitate model comparisons, we also smoothed the observed spectra to a uniform wavenumber resolution using a 36 cm −1 boxcar. A uniform wavenumber resolution was chosen to fit the requirements of our Raman scattering code (Sromovsky 2005a) , and the specific resolution is chosen to be both commensurate with the wavenumber shifts of the three most important Raman transitions and to approximately match the resolution provided by the STIS observations at 550 nm. The spectral smoothing and sampling of the fits to the CTL variations made noise in the observations a fairly small contributor to the total uncertainty as demonstrated in Sec. 4.4.
The sensitivity of these spectra to different atmospheric levels on Uranus is indicated in Fig. 8 . This indicates the penetration depth of light into an aerosol-free atmosphere of Uranus by the plot of pressures at which one-way unit vertical optical depth is reached. Penetration depths for individual contributions by Rayleigh scattering, methane absorption and hydrogen collisioninduced absorption (H 2 CIA) are also shown. A key wavelength region is near 0.825 µm, where H 2 CIA opacity exceeds the opacity of methane. Poor fits in this region are an indication of incompatible vertical distributions of methane and hydrogen absorptions, and may be a result of assuming an incorrect methane mixing ratio.
Radiation transfer calculations
We used the radiation transfer code described by Sromovsky (2005a) , which include Raman scattering and polarization effects on outgoing intensity. To save computational time we employed the accurate polarization correction described by Sromovsky (2005b) . After trial calculations to determine the effect of different quadrature schemes on the computed spectra, we decided to use 14 zenith angle quadrature points per hemisphere and a 14-order azimuthal expansion for our compact model and 10 quadrature points for fitting models with the KT2009 structure. To characterize methane absorption we used the corrected coefficients of KT2009. To model collisioninduced absorption (CIA) of H 2 -H 2 and He-H 2 interactions we interpolated tables of absorption coefficients as a function of pressure and temperature that were computed with a program provided by Alexandra Borysow (Borysow et al. 2000) , and available at the Atmospheres Node of NASA'S Planetary Data System. We assumed equilibrium hydrogen for most calculations but did look into the effects of non-equilibrium distributions, which are discussed in Sec. 8.2 4.3. Cloud models We used two distinct models of cloud structure for comparison purposes. The first is nearly identical to the model of KT2009, which we will refer to as the KT2009 model, and the second is a modified version, which we will refer to as the compact cloud layer model. A plot of the vertical distribution of these layers can be found in Sec. 5.3 (Fig. 14) .
The KT2009 model
This model has four layers of aerosols, the uppermost being a Mie-scattering stratospheric haze layer characterized by an optical depth at 0.9 µm, a gamma size distribution (Hansen 1971) , with a mean radius of a =0.1 µm and a normalized variance of b =0.3. These particles are assumed to have a real index of 1.4, and an imaginary index following the KT2009 relation
for λ in nm. This haze was distributed vertically above the 100 mb level with a constant optical depth per bar. The remaining layers in the KT2009 model are characterized by a wavelength-independent optical depth per bar and a wavelength-dependent single-scattering albedo, given by
again for λ in nm. Their adopted double HenyeyGreenstein phase function for the tropospheric layers used g 1 =0.7, g 2 =-0.3, and a wavelength-dependent fraction for the first term, given by
which produces a backscatter that decreases with wavelength, as shown in Fig. 9 . The three tropospheric layers are uniformly mixed with gas molecules, with different optical depths per bar in three distinct layers: 0.1-1.2 bars (upper troposphere), 1.2-2 bars (middle troposphere), and P>2 bars (lower troposphere). These optical depths are the adjustable parameters we use to fit this model to the observations.
The compact cloud layer model
This model is a modification of the KT2009 model. The main change we made is to replace their middle tropospheric layer with two compact layers: an upper tropospheric compact cloud layer and a middle tropospheric compact cloud layer. This allows the possibility of a better match to the observations if the aerosols between 1 and 2 bars do not match the KT2009 assumption of being uniformly mixed with the gas. The upper tropospheric cloud (UTC) in our model is composed of Mie particles, which we characterized by a gamma size distribution with a mean particle radius of 1.2 µm and a fixed normalized variance of 0.1, a fixed refractive index of 1.4, and an imaginary index of zero. The particle radius was fixed at the given value because it did not vary much from that value in preliminary fits. For the middle tropospheric cloud (MTC) in our model we used particles with the same scattering properties as given by KT2009 for their tropospheric particles. Both of these compact layers have the bottom pressure as a free (adjustable) parameter and a top pressure that is a fixed fraction of 0.93 of the bottom pressure. This degree of confinement is approximately the same as obtained for the cloud layer inferred from the occultation analysis. We assumed similar confinement for the deeper layer in our model, but it could easily be more vertically diffuse than we assumed, as long as the effective pressure is similar.
The last change we made was to replace their lower tropospheric layer by a compact cloud layer at 5 bars (the LTC), with adjustable optical depth and with the KT2009 tropospheric scattering properties. We found that this layer was needed to provide accurate fits near 0.56 and 0.59 µm, but its pressure is not well constrained by the observations (the effect of varying the pressure can be compensated by varying the optical depth, to produce essentially the same fit quality). Whether this deep cloud is vertically diffuse or compact also cannot be well constrained, and thus our assumption of a compact cloud for this layer is a matter of convenience and is not compelled by observations. The wavelength dependence of the backscatter phase function, extinction efficiency, and single scattering albedo of the stratospheric haze are given in Fig. 9 for both the Mie particles we used for the putative methane layer (the UTC) and for the KT2009 tropospheric particles. The latter have wavelength independent optical depth, and thus the way its backscatter efficiency varies with wavelength is entirely determined by the phase function (defined by Eq. 8).
The best-fit Mie particle size results in a smaller variation in backscatter efficiency, although both decrease with wavelength.
In summary, we consider two models. The diffuse one has the KT2009 structure, which provides a fitting standard of comparison. The compact model, the main feature of which is the splitting of the middle tropospheric layer of KT2009 into two layers, allows us to see if a compact layer of methane particles can provide good fits to the observed spectra, and to see which occultationderived profile of temperature and methane mixing ratio provides (1) the best fit to the spectra and (2) the best agreement between the fit pressure for the middle tropospheric layer and the pressure inferred from the occultation analysis. Hopefully, the best spectral fit would occur for the same profile that provided the best pressure match. As shown in the following, that is roughly what happened.
Error model
To measure fit quality we use χ 2 , which requires an estimate of the expected difference between a model and the observations due to the uncertainties in both. We roughly characterized the uncertainty in measurements by the expected uncertainty in the samples of the smooth fits, as described previously. This uncertainty is shown by the purple curve in the upper panel of Fig. 10 . There is also an overall calibration uncertainty, estimated by KT2009 to be 5%. However, calibration errors for spectra are similar to nearly wavelength-independent scale factor errors, which tend to cause changes in inferred op- tical depths of aerosols, with very little effect on their inferred vertical distributions, and thus we did not include this as an error source. KT2009 estimated relative uncertainties of their corrected spectra to be within 1%, which were estimated by comparison of the corrected spectrally weighted STIS observations to band-pass filtered images. To this relative calibration uncertainty we added an overall modeling uncertainty of 1% for a combined relative fractional error of 1.4%, shown by the red curve in Fig.  10 . Another important source of uncertainty is due to uncertainty in the methane absorption coefficients, which is not easy to characterize. We assumed that the uncertainty in k had the form ǫ(k) = αk + ǫ 0 , where we adopted values of α = 0.02 and ǫ 0 = 5×10 −4 km-am. The 2% scale-factor component (α) is roughly in agreement with the verification provided by the Descent Imager/Spectral Radiometer (DISR) measurements within Titan's atmosphere (Tomasko et al. 2008 ) over the 0.5-0.75 µm wavelength range, though larger errors are indicated at longer wavelengths. The offset error is even less certain. KT2009 made changes as large as 0.01 kmam from previous coefficients (Karkoschka 1998) , and the new values, which we use here, are likely to be much smaller, but by exactly what factor is unclear.
We used a refinement of the approach of Sromovsky and Fry (2010) in approximating the effect of methane absorption uncertainty on the spectrum. We used a similar crude approximation, that the reflected intensity at any wavelength could be expressed as a maximum times an exponential in optical depth, i.e.
where the optical depth is ku, k is the absorption coefficient, and u is the absorber path amount. This directly leads to a fractional error in I/F given by
which differs from the model of Sromovsky and Fry (2010) by using the maximum I 0 (µ) instead of unity, and by including the ǫ 0 /k term in the exponent. That term becomes dominant for small k, and expresses the fact that small absorptions that cause large I/F depressions lead to large uncertainties because the offset uncertainty begins to be comparable to the total absorption coefficient. However, in this crude form the term becomes unstable when the absorption is very small and I/I 0 is near 1, but where (because of our crude model) it is not close enough to 1 to make the ǫ 0 /k term unimportant. To counteract this instability we replace ǫ 0 /k with ǫ 0 /(k + k min ), where we chose k min =0.01 to avoid excessively large errors for λ < 0.5 µm. The final form of this model is shown as the CH 4 uncertainty in Fig. 10 . This was treated as normally distributed with the standard deviation as shown, which is another crude assumption. However, it is likely that the overall dominance of this error source at wavelengths exceeding about 0.6 µm is correct. Our final combined error estimate was the square root of the sum of the squares of the three sources. Although these error sources are not accurately known or well characterized by our noise model, they can be roughly validated by comparing, for the best fit over all models and profiles, the minimum χ 2 value with the expected value for a perfect fit. Our very best fit over this spectral range (at this latitude) yielded approximately 339 for χ 2 instead of the value of 269 predicted by the error model. This would be the result of under-estimating the combined errors by 12%, or by a defect in the physical model we are using to fit to the observations (at other latitudes we obtained χ 2 values as low as 269).
4.5. Fitting procedures To avoid the need for fitting an imaginary index in the methane layer (the UTC layer) we fit only the wavelength range from 0.55 µm to 1.0 µm. To provide a reasonable computational speed while still sampling a wide range of penetration depths for each spectral band, we chose a wavenumber step of 118.86 cm −1 for sampling the observed and calculated spectrum. This yielded 69 spectral samples, each at four different zenith angle cosines (0.3, 0.4, 0.6, and 0.8), for a total of 276 points of comparison. Our compact layer model has seven adjustable parameters (pressures and optical depths of the UTC and MTC layers, the optical depth per bar of the stratospheric haze, the optical depth per bar of the upper tropospheric haze (KT2009 referred to this as the upper tropospheric layer), and the optical depth of the LTC layer, leaving 269 degrees of freedom. We fixed the LTC base pressure to 5 bars and the UTC mean particle radius at 1.2 µm because these values were consistently obtained for a variety of fits, and reducing the number of adjustable parameters improved fit algorithm performance. Furthermore, the LTC pressure is not well constrained by the observations because its change can be compensated by changing the LTC optical depth. To fit the KT2009 model over the same range, we followed their approach by adjusting only the four dτ /dP (optical depth per bar) values. We use a modified Levenberg-Marquardt non-linear fitting algorithm (Sromovsky and Fry 2010) to adjust the fitted parameters to minimize χ 2 and to estimate uncertainties in the fitted parameters. The uncertainty in χ 2 is expected to be ∼25, and thus fit differences within this range are not of significantly different quality.
APPLICATION OF SPECTRAL CONSTRAINTS TO THE OCCULTATION SOLUTIONS
Fit results for 5
• S
The fit results for the compact model for profiles D1, E1, EF, F1, and G are given in Table 2 and key results are plotted as a function of methane volume mixing ratio in Fig. 11 . The parameters of the aerosol model are very well constrained by the observations, with pressures constrained to a fraction of a percent and optical depths usually to within 5%. In Fig. 11 we show several results that can be used to constrain the methane mixing ratio at 5
• S: (A) the pressure of the upper tropospheric cloud (UTC) in comparison with the occultation cloud pressure, (B) the overall quality of the spectral fit, (C) the fit error at 0.825 µm, and (D), the He/H 2 ratio.
The results for cloud pressure (Fig. 11 A) show that the upper compact cloud (modeled as methane) is in best agreement with the occultation pressure range at a methane mixing ratio of 4.0%, but the match is still fairly close down to a mixing ratio near 3.5%. An even stronger constraint on the CH 4 mixing ratio is the fitting error in the region near 0.825 µm (Fig. 11B) , where hydrogen CIA exceeds methane absorption. If there is too much methane assumed in our model, then model cloud particles will need to move upward to compensate. That will place them relatively further above the absorption of hydrogen, and where the effects of hydrogen can be seen (as at 0.825 µm) the model will appear too bright relative to the observations. Where the assumed CH 4 mixing ratio is too low (as for Model D1 at 5
• S) the model I/F will appear be too low at 0.825 µm. This constraint clearly favors a mixing ratio of 4.5% with an uncertainty of roughly 0.7%. The overlap of the first two uncertainty ranges is 3.8-4.5%. The third constraint is overall fit quality (Fig. 11 C) . The best spectral fit (judged from the minimum χ 2 in the middle panel) is for a methane mixing ratio near 3.6%, but the fit is nearly as good over a wide range from 3-4.9%. This is a relatively weak constraint that is easily compatible with the previous stronger constraints, which favor a mixing ratio of 4%. This makes our Model F1 profile the preferred profile, even though it slightly exceeds the Conrath et al. (1987) uncertainty limits of the He VMR, as shown in Fig. 11D . We consider E1, EF, and F1 profiles plausible candidates for further analysis. Our preferred model (F1) leads to a compact methane condensation cloud very close to pressure level expected from occultation results and it is also a model that provides an excellent fit to the STIS spectral observations, especially in the key region where hydrogen CIA is significant.
The best compact cloud model fit to STIS spectra at 
5
• S using the F1 profile (shown in Fig. 12 ) yielded an uncorrected χ 2 of 342, which is significantly better than the best χ 2 values of 409, 426, and 458 obtained by our fit of the KT2009 model to E1, EF, and F1 profiles respectively. Thus, we don't have to give up anything in fit quality to obtain the compatibility between aerosol models and occultation models. In fact, the fit quality improves, as one would expect with two more adjustable parameters available.
Our presumed methane cloud has an effective particle radius near 1.2 µm and a rather small optical depth, only about 0.32 at λ = 0.5 µm, which about half the value reported by Rages et al. (1991) for their low latitude cloud, but close to the 0.4 value of Baines et al. (1995) for a disk average that weighted high latitudes most. The middle tropospheric cloud is considerably thicker, with an opti- Note: The uncertainty in χ 2 is ∼25 and thus fits differing by less than this are not of significantly different quality. The stratospheric haze base extends upward from 100 mb, the upper tropospheric haze (UTH) extends from 900 mb to 100 mb, The upper tropospheric cloud (UTC) and middle tropospheric cloud (MTC) extend from the bottom pressures, tabulated here, to 0.93 times those pressures. The lower tropospheric cloud is bounded by the tabulated base pressure and 0.98 times that pressure. For these fits, the particle radii of the Mie layers were held fixed, as was the pressure of the lower tropospheric cloud. The fit error at 0.825 µm is the ratio of (model-measured) to estimated uncertainty. cal depth of 1.23 for the optimum methane profile. The much deeper lower tropospheric cloud is generally even thicker, except for the model D1 profile for which this cloud is not even needed.
Layer contributions
The relative roles played by our five model layers in creating the observed spectral characteristics are illustrated in Fig. 13B-F , which displays the effect of removing each layer from the model spectrum. The distinctly different contributions of the various layers is what allows the model parameters to be so well constrained by the observations. We see in B that the stratospheric haze (layer 1) serves to reduce the I/F for λ < 0.6 µm and provide a slight (5-10%) boost to the I/F in the center of the deep absorption bands at longer wavelengths. As shown in C, the upper tropospheric haze layer (layer 2) makes a similar contribution but without as much shortwave absorption. The methane cloud (layer 3, panel D) contributes almost nothing at wavelengths less than 0.55 µm but provides a significant contribution to minima in the intermediate absorption bands and especially to the shoulders of the strong absorption bands. The effect of the middle tropospheric cloud (layer 4, panel E) is seen mainly in the strong contributions to the I/F peaks, and also in contributing a small absorption peaking near 0.4 µm. The lower tropospheric cloud (layer 5, panel F) con-tributes mainly to the longer wave window regions, and is unique in providing key contributions at 0.55 and 0.59 µm. Note that, although the model fit was only constrained by measurements from 0.55 to 1.0 µm, it provides a relatively good fit to the shorter wavelengths as well (panel A) . The discrepancies between model fit and measurements between 0.3 and 0.4 µm are only about 10% and could be largely removed by slight increases in the lower tropospheric cloud absorption and slight decreases in the stratospheric haze absorption in this region. It might also be possible to introduce some of the extra absorption needed at small zenith angles into the methane layer itself, as suggested by Rages et al. (1991) .
Comparison of vertical structures
The vertical structure of our compact cloud model and the diffuse vertical structure of the KT2009 model are compared directly in Fig. 14 , which displays optical depth per unit pressure versus pressure (A) and cumulative optical depth versus pressure (B). There is a very large difference in the vertical distribution of cloud particles, with our compact model providing high opacity concentrations in narrow pressure ranges. But when compared on the basis of cumulative opacity we see that the KT2009 model looks like a vertically averaged version of our results. The compact layer with the strongest effect on the CCD spectrum is our layer 4 (MTC), as shown in Fig. 13 . The dashed line in Fig. 14A is for optical depth per bar at 1.6 µm from Fig. 5 of Irwin et al. (2010) with pressures scaled by the factor 1.8/2.6 to account for the decrease indicated in their Fig. 8 , when they used a vertical methane profile similar to the L87 Model F. Their relative vertical distribution of opacity is crudely consistent with that of the other models, when vertical smoothing is taken into account. However, the quantitative values of their opacities per unit pressure are hard to compare with our (or KT2009) results because of very different assumptions made about particle scattering properties, including the extreme assumption that particle scattering properties were independent of latitude and altitude.
While the top compact layer in our model is consistent with condensation of methane, the composition of the deeper layers is highly uncertain. Possible parent gases are H 2 S and NH 3 , but condensation layers at 1.7-3 bars would imply strong depletions from their expected deep mixing ratios, which is plausibly an effect of the formation of a much deeper cloud of NH 4 SH particles, as discussed by de Pater et al. (1989) and Fegley et al. (1991) .
LATITUDE DEPENDENCE OF METHANE ON URANUS
We first show that the occultation solution that is most consistent with low latitude spectra is not consistent with high-latitude spectra and then discuss how that profile can be modified in physically reasonable ways and which modifications provide the best fits at high latitudes.
6.1. Fit results assuming latitude-independent methane EF and F1 model temperature and methane profiles yielded high quality spectral fits not only at the occultation latitude, but also for latitudes from 30
• S to 20
• N, as indicated in Fig. 15A for the F1 fits. Over this latitude range the fit quality was generally very high, reaching χ 2 values close to those expected from the error model, and about half were notably better than we obtained at 5
• S. However, between 30
• S and 45
• S fit quality began to deteriorate dramatically, with χ 2 growing to ∼1100 by 60
• S, which is four times the expected value. At the same time, at 0.825 µm, where hydrogen CIA is an important contributor, the χ 2 contribution (Fig. 15B ) and the signed fit error (Fig. 15C) remained relatively flat over the 30
• N region, but grew dramatically from 30
• S to 60
• S, with the signed error reaching 7 times the expected uncertainty and the χ 2 contribution reaching more than 40 times the expected value. Thus, there is little question that the methane mixing ratio at high latitudes is quite different from what it is at middle latitudes, a result already established by KT2009. To get a more realistic picture of the high latitudes, we need to estimate what the actual methane mixing ratio profile is at these latitudes. In the next section we discuss plausible ways to modify our baseline (F1) profile so that we can investigate this issue.
Construction of depleted methane profiles
The occultation places no direct constraints on the temperature or methane profiles at other latitudes. However, there are some reasonable physical constraints to consider. First, the lack of significant latitudinal gradients in the temperatures inferred from Voyager 2 IRIS observations for P>∼150 mb (Hanel et al. 1986 ) suggests that the occultation thermal profile is a good approximation at all latitudes on Uranus. A second constraint has to do with an extension of the relationship between the vertical wind shear and horizontal temperature gradients. The variation of mixing ratio with latitude, assuming the same pressure-temperature structure at all latitudes (as assumed by KT2009 as well), leads to a variation in density on constant pressure surfaces, which is similar in effect to horizontal temperature gradients. Both kinds of gradients lead to vertical wind shear (Sun et al. 1991) , a consequence of geostrophic and hydrostatic balance. If such latitudinal variations occurred through great atmospheric depths, this would lead to great differences in cloud level winds and conflict with the observed wind structure of Uranus. Thus we expect that where methane is depleted, it is not depleted over great depths. And, as indicated by KT2009, the spectral observations do not require that methane depletions extend to great depths. In fact, we will later show that the spectral constraints favor relatively shallow methane depletions.
For trial purposes we created several types of modifications of the F1 profile. We first defined an upper tropospheric mixing ratio and a set of transition pressures, P 1 and P 2 . for P > P 2 we kept the mixing ratio at the F1 deep value of 4%. For P < P 1 we set the mixing ratio to the upper level value, except where that value exceeded the F1 value above the methane condensation level, at which point we reverted to the F1 model profile. Between the two transition pressures we interpolated between the upper troposphere and deep values. Sample depleted profiles of this type are shown in Fig. 16A . These profiles are consistent with methane condensation at somewhat lower pressures than for the F1 profile. A depleted profile of this type might be created by descent of the low-mixing-ratio gas from slightly above the 1.2 bar level downward to higher pressures, but to limited depths.
We also considered "proportionally descended gas" profiles in which the model F1 mixing ratio profile α(P ) was dropped down to increased pressure levels P ′ (α) using the equation
where P d is the pressure depth at which the revised mixing ratio α ′ = α(P ′ ) equals the uniform deep mixing ratio α d , P cb is the cloud bottom pressure (which is where the unperturbed profile departs from the uniform deep value), P tr is the tropopause pressure (100 mb), and the exponent vx controls the shape of the profile between 100 mb and P d . A sampling of profiles of this type are shown in Fig. 16B . The profiles with vx = 1 are similar in form to those adopted by Karkoschka and Tomasko (2011) . A profile of this type is consistent with the descending gas beginning at lower pressures than for our initial set of models. In both cases we would expect methane condensation to be inhibited by the downward mixing of upper tropospheric gas of low methane mixing ratios. How these various types of profiles affected fits to the 45
• S and 60
• S spectra is discussed in the next section.
6.3. Constraining methane profiles at 60 • S and 45
We used our 5-layer model, allowed adjustment of all 9 parameters, and tried CH 4 mixing ratios as low as 0.3% in the depleted region, and transition depths ranging from 1.5-2 bars to as deep as 9-10 bars. The bottom of the transition region is where the F1 deep mixing ratio of 4% is reached. The results were evaluated by comparing their overall fit quality (how low their χ 2 values were) and how big their fitting errors were at the key wavelength of 0.825 µm, where H 2 CIA is an important contributor. The results are summarized in Fig. 17 for depletion depths of 1.5-2 bars (only for 45
• S), 2-3 bars, Fig. 14.-Optical depth per bar (A) and cumulative optical depth (B) for a vertically diffuse KT2009 model (dotted) and out compact layer model (solid) fit to 5 • S STIS spectra using the F1 vertical profile of temperature and methane mixing ratio. For the KT2009 model we fit the four optical depths per bar, and used the KT2009 values for pressures and particle scattering properties. For our model we fit two optical depths per bar for the upper two layers and the pressures and optical depths of the three compact layers, except for the fixed 5 bar pressure we used for the bottom layer. The dashed line in A is optical depth per bar at 1.6 µm from Fig. 5 of Irwin et al. (2010) with pressures scaled by the factor 1.8/2.6 to account for the decrease indicated in their Fig. 8 , when they used a vertical methane profile similar to the L87 Model F. 4-6 bars, and 9-10 bars. At neither latitude is it possible to obtain a good fit with deep depletions that extend to 9-10 bars. Although a low hydrogen fitting error can be obtained from deep depletions, the overall fit quality is much better for shallow and very strong depletions. At both latitudes lower mixing ratios lead to better fits, as long as the depletion depth is reduced as well. The minimum hydrogen error moves to lower methane mixing ratios as the depletion depth is decreased and the depletion factor is increased. It is apparent that the best combination of overall and CIA fits requires very low methane mixing ratios, of the order of 1% or even less, and shallow depletion depths, down to only 1.5-2 bars for 45
• S, and perhaps 2-3 bars at 60
• S, which are illustrated in Fig. 16A . These perturbations of the base profile are of such a small depth that the vertical wind shear caused by the resulting horizontal density gradients would not likely produce significant perturbations of the zonal wind field, though exact calculations would be needed to verify that. The depletion of methane at high latitude helps to explain the difference between prior estimates of 4% by Rages et al. (1991) and 1.1-2.3% by Baines et al. (1995) , the latter weighting high latitudes more than the former.
A limited fitting exploration using more physically appealing methane profiles of the type shown in Fig. 16B did not yield significantly better fits than those shown in Fig. 16A . We did find constraints on the parameters of such profiles, however, with vx = 1 yielding better fits than either vx = 0.5 or vx = 2, and P pd = 2 − 3 bars preferred at 45
• S and P pd = 4 − 6 bars preferred at 60
These results present a picture in which dry upper tropospheric gas descends at high latitudes after being dried out by condensation of methane in upwelling gas at low latitudes, with upwelling and descending regions connected by meridional cells as illustrated in Fig. 18 . The general nature of this circulation is similar to that described by KT2009 except that they don't provide for the existence of a methane condensation cloud, which seems to us a necessary mechanism to dry out the ascending gas. The high latitude descending gas appears to be very dry and to descend only a small distance below the original methane condensation level. However, this descent should inhibit the formation of methane clouds at these latitudes, and if any do form they would have to form at much lower pressures. When we use five layers, our layer 3, which used to be found at the methane condensation level, is now found much deeper in the atmosphere and thus must be composed of some other substance, perhaps part of a somewhat extended H 2 S cloud layer.
LATITUDE DEPENDENCE OF CLOUD STRUCTURE
Our cloud pressure and optical depth parameters as a function of latitude are given in in Table 3 and key results are plotted in Fig. 19 . The results for latitudes from 30
• N were all obtained using our F1 profile of methane and temperature. For 60
• S we used a methane profile depleted to 0.9% with a transition to 4% between 3 and 4 bars. At 45
• S, we used a depletion to 0.6% with a transition to 4% between 1.5 and 2 bars. All three of these methane profiles are shown in Fig. 16A . Looking at the low-latitude region (30
• N), we see that the upper compact layer (the putative methane layer, also known as the UTC or layer 3) changes pressure only slightly, remaining consistent with methane condensation at the position of that layer, while its optical depth increases slightly towards the equator before beginning a significant decline into the northern hemisphere. Somewhat more modulation is seen in the pressure of the dominant middle tropospheric cloud (MTC, layer 4) and there is a substantial declining trend in optical depth towards the north, though the rate of decline decreases near the equator. Though these declines may seem modest in the logarithmic plot, they are 7-10 times the typical 5% fitting uncertainty. The upper tropospheric haze reaches a peak opacity near the equator, as noted by KT2009.
The prominent bright band near 45
• S that is observed in Uranus images at wavelengths of intermediate absorption (0.1-0.4 /km-am, as shown in Fig. 23 of KT2009 ) is also prominent in near-IR H-and J-band images, as in Fig. 7 of Sromovsky and Fry (2007) . According to Fig. 19 , this band is in a region where cloud pressures have increased in both of the upper compact layers while the upper tropospheric methane mixing ratio has decreased. It is clear that the upper compact layer at 45
• S cannot be the putative methane ice layer, because the pressure levels are much too high to permit condensation. It is conceivable that in this region the upper tropospheric cloud is actually what we called the middle tropospheric cloud at low latitudes. And the much deeper second compact layer may be a new cloud layer formed by the upwelling produced by the lower circulation branch in Fig. 18 . This would suggest that the boundary between the upper and lower branches may be in the 1.5-1.7 bar region.
The bright band contrast relative to 60
• S is a result of the deeper cloud being much deeper at 60
• S and having a much lower optical depth. The contrast relative to lower latitudes results from a combination of reduced methane opacity as well as the extra cloud opacity in the 2-bar region, which apparently more than compensates for the absence of the 1.2-bar cloud layer and the significantly reduced opacity at 1.5 bars. At 60
• S the middle tropospheric cloud reaches about the same pressure as Baines et al. (1995) inferred for the semi-infinite cloud in their model, which is heavily weighted towards high latitudes. Note: Fixed parameters (except at 45 • S and 60 • S) included the lower cloud base pressure (5 bars), the particle radius of the upper tropospheric cloud (1.2 µm ). At 45 • S and 60 • S, we used r U T C = 1.1 and 1.34 µm , and P LT C = 8 and 11 bars, respectively.
8.1. Occultation failure to detect the middle tropospheric cloud Because the occultation probes to higher pressures than the pressures we infer for the dominant middle tropospheric cloud, one might wonder why the occultation did not detect this layer if it is indeed compact and created by condensation? That turns out not to be a contradiction. If the mixing ratio of the condensible is low enough, then the change in molecular weight might actually be very small, and the resulting refractivity change might be too small to be detected. For example, for H 2 S to form a cloud base near 1.7 bars its volume mixing ratio would need to be ∼10 −7 (∼0.003 times the solar mixing ratio). The maximum change in molecular weight induced by condensation of that much H 2 S would then be about 3×10 −6 , which would be completely undetectable in the occultation measurements, even if it occurred in a thin layer. But could such a cloud actually produce enough condensible material to produce the needed reflectivity of the cloud? The answer is yes. If half the -Schematic of methane depletion through condensation at low latitudes as a drying process, poleward transport, then descent of dry gas, finally mixing with moist gas on the return flow. How far beyond 60 • S the depletion extends towards the pole, or whether northern high latitudes are depleted is unknown. Also unknown is how deep the return flow extends and whether or not there is a deep meridional flow in the opposite sense. Baines et al. (1995) , plotted at the sub-earth latitude of the disk-integrated observations they analyzed.
H 2 S gas in a 2-km thick layer were to condense into 1-µm droplets, we estimate that the resulting cloud would have about 1 optical depth. Convective processing of additional gas could increase its opacity to much higher values. NH 3 is a much less suitable candidate because its corresponding mixing ratio would be three orders of magnitude smaller as would the mass available for cloud particle formation.
8.2. Effects of para-hydrogen variations All our calculations described so far have assumed equilibrium hydrogen, for which the para and ortho fractions are in local thermodynamic equilibrium. Since these two forms of hydrogen have different spectral features, this assumption deserves some consideration. The equilibrium para faction for our F1 profile is displayed in Fig.  20 , along with several non-equilibrium curves, which we discuss in the following. In the deep atmosphere high temperatures produce a para fraction of 0.25 (referred to as normal hydrogen), but above the methane condensation level the para fraction increases dramatically. By vertically mixing deep atmospheric gas up to the cloud level and higher, a dramatic change in the para fraction can be produced, if done on a time scale short compared to the relaxation time. Baines et al. (1995) considered mixtures of equilibrium and normal hydrogen, as might be produced by vertical mixing of the high temperature para distribution with the locally equilibrated distribution. Their results were consistent with mixtures that were no less than 85% equilibrium (and thus 15% normal). KT2009 found that the difference between 100% and 85% equilibrium had a smaller effect than their uncertainties. They also stated that 50% equilibrium hydrogen would shift their results toward lower aerosol opacities and lower mixing ratios, but not change their results about latitudinal variations unless the the equilibrium fraction itself varied with latitude, which they argued against on the basis of smooth latitudinal variations in the observed hydrogen absorption regions.
Mixtures of equilibrium and normal hydrogen cannot produce the very different para fraction profiles that can be produced by the descending or rising branches of our putative methane circulation. For convenience, we parameterize the rising or descending gas by Pfac, which is the factor by which pressure at the midpoint of the equilibrium profile is displaced. In Fig. 20A , we show para fractions that result when gas is vertically transported upward (Pfac=0.5) or downward (Pfac=1.5 and Pfac=3.0), assuming that the transport time is much less than the relaxation time to reach local equilibrium. Note that mixtures of equilibrium and normal hydrogen always decrease the para fraction, while vertical gas transport can dramatically increase or decrease the local para fraction. How changes in the para profile affect the Uranus spectrum can be seen in Fig. 21 for two profiles of the type shown in Fig. 20A : a descending gas case (Pfac=2.5) and an ascending gas case (Pfac=0.5). The effect is local, mainly between 0.77 and 0.86 µm, and is roughly the same percentage over a wide range of view angles, reaching a maximum difference of about 15%. For the case shown in Fig. 20B , where there is descending gas above 1.5 bars, and ascending gas below (deeper than) 1.5 bars, which is more consistent with high-latitude motions shown in Fig. 18 , the spectral difference from the equilibrium case is only a few percent, and not detectable within current uncertainties. The fact that we did not find evidence in the spectra for significantly altered para profiles is consistent with either such a combined upwelling/down-welling profile or no significant departure from equilibrium hydrogen. However, this issue may be worth further investigation, especially if methane absorption coefficients become better known. Part of the problem making use of this constraint is that we are working with a part of the spectrum where methane absorption is weak and thus currently is significantly uncertain.
Plausibility of a reduced He VMR on Uranus
The Voyager Infrared Radiometer Interferometer and Spectrometer (IRIS) and Radio Science Subsystem (RSS) together yielded a determination of Jupiter's He/H 2 ratio equal to 0.114±0.025, which is a weighted mean of results by Gautier et al. (1981) and Conrath and Gierasch (1984) . However, the in situ measurements of the Galileo Probe contradicted this value, instead obtaining 0.157±0.004 (von Zahn et al. 1998 ) and 0.156±0.006 (Niemann et al. 1998 ). Conrath and Gautier (2000) reviewed possible explanations for this discrepancy and ruled out IRIS calibration errors, but were unable to identify any plausible error in the occultation measurements or analysis, although a detailed error analysis of the occultation measurements was not conducted. This discrepancy also cast suspicions on the very low He/H 2 ratio obtained by IRIS-RSS analysis for Saturn, and led to an upward revision of the Saturn ratio from 0.034±0.024 to 0.11-0.16, based on a rather uncertain IRIS-only analysis (Conrath and Gautier 2000) . This also raises questions about the occultation results for Uranus, suggesting perhaps that the IRIS-RSS determined ratio is actually too low for Uranus, rather than our suggestion that the ratio is too high. But an even higher ratio, with the same refractivity profile would lead to very serious amplification of inconsistencies with near-IR and CCD spectra of Uranus that have already been noted. Furthermore, because the specific error that caused prior discrepancies is not known, it is not possible to predict with any confidence how it might affect the Uranus analysis, or even what direction it might take. The change in refractivity per molecule that results from changing the He VMR from 0.15 to 0.11, as computed from Eq. 2 is from 4.496×10 −18 /cm 3 to 4.647×10 −18 /cm 3 , which is a change of 3.3%. We do not know if an error of this magnitude is even remotely conceivable for the occultation measurements.
8.4. The reasons for higher cloud pressures obtained from Near-IR observations The optical depth of the methane cloud is relatively small and the influence of the middle tropospheric cloud is much more significant because of its greater opacity. That and the limited vertical resolution inherent in all the spectral observations, will lead inversion methods such as the NEMESIS routine used in by Irwin and colleagues (Irwin et al. 2010 (Irwin et al. , 2011 to find peak opacity contributions at pressures deeper than that of the methane cloud. In addition, these and most prior modelers of near-IR spectra assumed profiles of methane with much smaller column amounts of methane, often by a factor of two or more (Fig. 22) , which leads to much higher pressures for the level of significant aerosol scattering. The dependence of derived pressure on assumed methane was clearly demonstrated by Sromovsky and Fry (2007) and by Irwin et al. (2010) . As noted previously, when Irwin et al. switched from Model D to the Model F profile, the pressure of their peak opacity concentration moved from 2.5 to 1.7 bars. Since our Model F1 has more column abundance of methane down to the 1.2 bar level than even the L87 Model F, we expect similar pressures would be obtained using our recommended profile.
SUMMARY AND CONCLUSIONS
After reanalysis of the L87 radio occultation profiles of refractivity vs altitude, and fitting compact cloud layer models to STIS spectra as corrected and calibrated by KT2009, we reached the following main conclusions:
1. By decreasing the stratospheric He mixing ratio from its nominal value of 0.15 by 1-1.3 times its uncertainty it is possible to achieve methane saturation within the layers suspected to have condensation and to achieve increased methane humidities above the condensation level, even exceeding the high values adopted by KT2009 at low latitudes, which are inconsistent with the original L87 profiles. The maximum deep mixing ratio that we could obtain within reasonable physical constraints was 4.88% (for our model G).
2. A five-layer cloud model in which the bottom two diffuse layers of the KT2009 model are split into three compact layers, when constrained by STIS spectra at 5
• S, yield best-fit pressures for the top compact layer in excellent agreement with the location of the occultation cloud layer for profile models with deep CH 4 mixing ratios between 3.2 and 4.5%, with the best compromise fit being obtained at 4% (for our Model F1), although this fit is not significantly better than for the other models in this range.
3. As judged by fitting errors at 0.825 µm, where H 2 CIA exceeds methane absorption, the best compatibility between methane and H 2 CIA is obtained for a methane mixing ratio of 4.5% with an uncertainty range of about 0.7%.
4. When we consider constraints of upper cloud pressure, fit error at 0.825 µm , overall fit quality, and the uncertainty limits of the Conrath et al. (1987) helium abundance, our best compromise estimate for the deep methane mixing ratio at 5
• S is 4.0±0.5%, and the corresponding preferred vertical temperature and methane profiles are embodied in our F1 Model.
5. Our five-layer cloud model, using the EF and/or F1 profiles, can also provide excellent fits between latitudes of 30
• S and 20
• N, with relatively latitudeindependent cloud pressure boundaries, but generally decreasing optical depths from south to north. The main exception is the upper tropospheric haze, which shows a strong peak near the equator, as noted by KT2009. The lower tropospheric cloud is found to have the greatest opacity, but the 1-2 optical depth (at 0.5 µm) middle tropospheric cloud (in 1.5-1.7 bar range) has the most significant effect on the observed CCD spectrum. The pressure of the 0.15-0.3 optical depth methane cloud layer did not vary much with latitude, staying within 2% of its 1.2 bar mean.
6. Trying to fit our model at high southern latitudes made it clear that the methane mixing ratio profile could not remain the same as we used in the low latitude observations. Not only did overall fit quality deteriorate, but the fit quality at 0.825 µm wavelength of H 2 CIA got suddenly very bad, and the direction and size of the error at that wavelength indicated a significant lowering of the methane mixing ratio, as first pointed out by KT2009.
7. We created depleted methane profiles in which depletions reached a limited depth at which point the mixing ratio transitioned to the same deep value of 4% used at low latitudes. We did not expect a depletion at great depths because the horizontal density gradients that would be generated would induce problematic vertical wind shears. Overall and 0.825 µm fit quality was found to be minimized with mixing ratios less than 1% and depletion depths of 3-4 bars at 60
• S and only 1.5-2 bars at 45
• S.
8. Creating the observed methane depletion is plausibly the result of upwelling at low latitudes, where the Uranus atmosphere is dried out by condensation of cloud particles, and subsequent poleward transport to and descent of the dried-out atmosphere at high latitudes down to levels of a few bars, with greater descent nearer to the pole. This would inhibit methane condensation at high latitudes and perhaps help to explain the failure to detect any discrete cloud features from 45
• S to the south pole.
9. The failure of modelers of near-IR spectra to detect a methane cloud at the proper location (where the occultation found a sudden change is refractivity) is due to two effects: one is that most modelers used mixing ratio profiles providing too little methane absorption and the other is that the methane cloud layer has a significantly lower opacity than the main cloud layer that peaks in the 1.4-1.7 bar region, making it hard to resolve its separate contribution.
10. The failure of the occultation measurements to detect the deeper and more significant middle tropospheric cloud layer that so prominently affects both near-IR and CCD spectra is not at all surprising if it is created by condensibles at very low mixing ratios. In that case the condensation would not produce a detectable change in refractivity.
11. Although it is not possible for the STIS spectra alone to clearly distinguish between vertically extended models, such as that of KT2009, and compact layer models of the type we presented here, there is a strong distinction in physical processes involved. Our model is consistent with cloud formation by condensation, while the KT2009 model presents a picture in which a vertically extended haze of stratospheric origin provides all the particulate opacity, much like the vertically extended haze on Titan. We prefer the condensation model because it provides consistency with the occultation observations and provides a mechanism for depleting methane from the upper troposphere at high latitudes.
Many of these results are dependent on models of methane absorption in spectral regions where absorption is relatively weak and somewhat uncertain. Some of the absorption coefficients were adjusted by KT2009 to obtain better overall fits to the observations, which might tend to favor the particular models they were using in their analysis. As we obtain more accurate information about methane absorption that is independent of the spectral observations we are trying to interpret, these conclusions may need to be modified. The view of Uranus' north polar regions at the beginning of 2011 is now adequate to address an important issue with new observations. The issue is whether the depletion of methane observed at southern high latitudes is also present at northern high latitudes, and if not currently depleted, whether it will become depleted as Uranus seasons proceed. There is some evidence suggesting high northern latitudes might not be depleted: discrete cloud features have been observed in 2007 Keck images between 45
• N and 74
• N (Sromovsky et al. 2009 ), while no discrete cloud features have been seen at corresponding southern latitudes. The lack of southern discrete features is correlated with the inferred descent of dry gas at those latitudes, suggesting that the descending gas and resulting methane depletion may not be present at high northern latitudes. The question of whether methane is currently depleted at high northern latitudes on Uranus can be answered unequivocally by new STIS spectral measurements.
