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We study the Majorana modes, both equilibrium and Floquet, which can appear at the edges
of the Kitaev model on the honeycomb lattice. We first present the analytical solutions known for
the equilibrium Majorana edge modes for both zigzag and armchair edges of a semi-infinite Kitaev
model and chart the parameter regimes of the model in which they appear. We then examine how
edge modes can be generated if the Kitaev coupling on the bonds perpendicular to the edge is varied
periodically in time as periodic δ-function kicks. We derive a general condition for the appearance
and disappearance of the Floquet edge modes as a function of the drive frequency for a generic
d-dimensional integrable system. We confirm this general condition for the Kitaev model with a
finite width by mapping it to a one-dimensional model. Our numerical and analytical study of this
problem shows that Floquet Majorana modes can appear on some edges in the kicked system even
when the corresponding equilibrium Hamiltonian has no Majorana mode solutions on those edges.
We support our analytical studies by numerics for finite sized system which show that periodic kicks
can generate modes at the edges and the corners of the lattice.
PACS numbers: 75.10.Jm, 71.10.Pm, 03.65.Vf
I. INTRODUCTION
There have been extensive theoretical and experi-
mental studies of topological phases of matter in re-
cent years1–3. Systems in these phases exhibit a bulk-
boundary correspondence, namely, non-trivial topologi-
cal properties of the gapped states in the bulk are related
to gapless states at the boundary. The number of species
of gapless boundary modes is typically determined by
bulk topological invariant(s) whose nature depends on
the spatial dimensionality of the system and its symme-
tries. Examples of systems with topological phases in-
clude two- and three-dimensional (2D and 3D) topologi-
cal insulators, quantum Hall systems, 1D semiconducting
wires with strong spin-orbit coupling and induced super-
conductivity, and unconventional superconductors.
The Kitaev model on a honeycomb lattice and the Ki-
taev chain (which is one of the models used to describe a
wire with p-wave superconductivity) provide well-known
examples of systems with such a bulk-boundary corre-
spondence4–8. The physics of the bulk of these systems
has a natural description in terms of Majorana fermions.
In addition, the edge physics of the Kitaev chain and
its several variants have been studied in great detail. It
is well-known that a finite length chain has Majorana
modes at its two ends9–45. A number of experimen-
tal realizations of such models have found evidence for
such Majorana modes46–50. However, the edge states of
the Kitaev honeycomb model has not been studied in as
much detail. Some discussion appears in Refs. [4,8] in
the context of such states; however the analysis of Ref.
8 does not address the geometry of the edge and the full
parameter range of the model. There has also been some
discussion of localized Majorana modes in the bulk of
this model in the presence of dislocations51.
Recently, there have been several studies of systems
in which the Hamiltonian varies with time in a periodic
way which gives rise to edge or boundary states52–78.
Photonic systems with edge states have been demon-
strated experimentally79. Some of the theoretical papers
have studied the boundary modes (called Floquet modes)
in these systems and the associated topological invari-
ants52–54,59,66–69,71,77. In particular, Refs. [54,67,77] have
discussed Floquet modes of the Majorana type at the
ends of one-dimensional (1D) systems like the Kitaev
chain. Floquet edge modes of the Kitaev honeycomb
model have, however, not been studied so far to the best
of our knowledge.
In this paper, we study the edge modes of the Kitaev
honeycomb model for both a time-independent Hamil-
tonian and for a periodic driving of one of the param-
eters in the Hamiltonian. We consider a semi-infinite
Kitaev model and review the known analytical solutions
for the edge problem for both the zigzag and the arm-
chair edges of the model. The existence of edge states
are known to depend both on the type of edge (armchair
or zigzag) and on the values of the coupling parameters of
the model leading to an phase diagram showing the pres-
ence/absence of these states. For any set of values of the
coupling parameters of the model, there exists a range of
values of the transverse momentum k for which the edge
states exist. We show that the edge modes have zero
energy and the associated operators are of the Majorana
type, corresponding to equal superpositions of ±k states.
We also discuss the properties of these edge states which
distinguishes them from their bulk counterparts. Our
equilibrium analysis is followed by a discussion of the for-
malism for studying generation of non-equilibrium Flo-
quet edge states in the presence of a periodic δ-function
kick which changes the Kitaev coupling on the bonds per-
pendicular to the edge. We provide a concrete numerical
method for the detection of such Floquet edge modes
2via computation of the inverse participation ratio of the
eigenstates of the Floquet Hamiltonian. We also develop
an analytical understanding for the appearance and dis-
appearance of these Floquet edge modes as a function of
the drive frequency by providing a general formula for
the momentum-dependent drive frequency at which such
phenomenon occurs for an arbitrary d-dimensional inte-
grable model. We show that the δ-function kicks can
generate modes on certain edges even in the parameter
regime where the time-independent Kitaev Hamiltonian
has no edge solution. For a system with infinitely long
edges but finite width, the problem can be mapped to a
finite system in one dimension running in the direction
transverse to the edges; the parameters of this 1D sys-
tem depend on the couplings, the drive frequency and the
transverse momentum k. This reduction to one dimen-
sion enables us to use some results from Ref. 77 regarding
the Floquet Majoranamodes. For a system which is finite
in both directions, we study the problem numerically and
demonstrate the existence of a variety of Floquet modes;
some of these modes lie on the edges while the others lie
only at the corners of the system.
The plan of the rest of this paper is as follows. In Sec.
II, we review some of the properties of the Kitaev hon-
eycomb model, its energy-momentum dispersion in the
bulk, and the phase diagram. This is followed by Sec. III,
where we study the edge modes in equilibrium. In Sec.
IV, we provide a discussion of the formalism for detection
of the Floquet edge modes. This is followed by Sec. V
where we apply this formalism to the Kitaev model with
periodic δ-function kicks. We show how the problem can
be mapped to a one-dimensional system thus enabling
us to analytically find the driving frequencies where edge
modes appear or disappear. Finally, we conclude in Sec.
VI.
II. KITAEV HONEYCOMB MODEL
The Kitaev model consists of spin-1/2’s placed on the
sites of a honeycomb lattice with a Hamiltonian of the
form
H =
∑
j+l=even
(J1σ
x
j,lσ
x
j+1,l+J2σ
y
j−1,lσ
y
j,l+J3σ
z
j,lσ
z
j,l+1),
(1)
where j, l are the column and row indices respectively,
σam,n are Pauli matrices at the site labeled (m,n), and
J1, J2 and J3 are the coupling parameters. In this
section we will assume that all the couplings are time-
independent. Let us also assume that all the Ji ≥ 0.
A picture of the honeycomb lattice is shown in Fig. 1.
We take the unit cells of the lattice to be the vertical
bonds with sites labeled A and B; these have j + l equal
to odd and even integers respectively. If the number of
sites is denoted by N (assumed to be even), the number
of unit cells is N/2. It is convenient to set the nearest-
neighbor distance to be 1/
√
3. Each unit cell is then
A
B
J3
J1 J2
~M1
~M2
FIG. 1: (Color online) Kitaev model on the honeycomb lattice
with xx coupling J1, yy coupling J2 and zz coupling J3. ~M1
and ~M2 are the spanning vectors of the lattice, and A and B
denote the two sites of a unit cell.
labeled by a vector ~n = iˆn1+(
1
2 iˆ+
√
3
2 jˆ)n2, where n1, n2
are integers which are related to the coordinates of the
B site in that unit cell as n1 = (j − l)/2 and n2 = l.
Fig. 1 shows the spanning vectors ~M1 =
1
2 iˆ +
√
3
2 jˆ and
~M2 =
1
2 iˆ−
√
3
2 jˆ which join some neighboring unit cells.
We now introduce the Majorana operators4,5
aˆj,l =
(
j−1∏
i=−∞
σzi,l
)
σyj,l, for j + l = even
bˆj,l =
(
j−1∏
i=−∞
σzi,l
)
σxj,l, for j + l = odd. (2)
These are Hermitian operators satisfying the anti-
commutation relations {aˆm,n, aˆm′,n′} = 2δmm′δnn′ ,
{bˆm,n, bˆm′,n′} = 2δmm′δnn′ , and {aˆm,n, bˆm′,n′} = 0. In
terms of these operators the Hamiltonian takes the form
H = i
∑
~n
(J1bˆ~naˆ~n− ~M1 +J2bˆ~naˆ~n− ~M1 +J3Dˆ~nbˆ~naˆ~n). (3)
The Dˆ~n’s are operators which commute with each other
and with the Hamiltonian; their eigenvalues can take the
values±1 independently for each ~n, thereby decomposing
the 2N -dimensional Hilbert space into 2N/2 sectors. It is
known that the ground state of the model lies in the
sector in which Dˆ~n = 1 for all ~n; we will work in this
sector throughout this paper.
The Fourier transforms of the Majorana operators are
defined as
aˆ~n =
√
4
N
∑
~k∈ 1
2
BZ
(aˆ~ke
i~k·~n + aˆ†~ke
−i~k·~n),
bˆ~n =
√
4
N
∑
~k∈ 1
2
BZ
(bˆ~ke
i~k·~n + bˆ†~ke
−i~k·~n), (4)
3which satisfy the anticommutation relations {aˆ~k, aˆ†~k′} =
{bˆ~k, bˆ†~k′} = δ~k,~k′ . Note that the sums over ~k in Eq. (4)
only go over half the Brillouin zone (BZ); a convenient
choice of the BZ is given by a rhombus whose vertices lie
at (kx, ky) = (±2π, 0) and (0,±2π/
√
3). The Hamilto-
nian in Eq. (3) can then be written in momentum space
as
H =
∑
~k∈ 1
2
BZ
(
aˆ†~k bˆ
†
~k
)
Hk
(
aˆ~k
bˆ~k
)
,
H~k = 2[J1 sin(
~k. ~M1)− J2 sin(~k. ~M2)]τx
+2[J3 + J1 cos(~k. ~M1) + J2 cos(~k. ~M2)]τ
y , (5)
where τa are Pauli matrices denoting pseudospin. The
dispersion relation can be derived from Eq. (5); it consists
of two bands with energies
E±~k = ±2[{J1 sin(~k. ~M1)− J2 sin(~k. ~M2)}
2
+{J3 + J1 cos(~k. ~M1) + J2 cos(~k. ~M2)}2]1/2.(6)
The phase diagram of the model can be deduced from
Eq. (6). Given that Ji ≥ 0, it is convenient to normalize
them so that J1 + J2 + J3 = 1. This describes points
lying within (or on) an equilateral triangle. This triangle
can be divided into four smaller equilateral triangles as
shown in Fig. 3, namely, Ax where J1 > J2+J3, Ay where
J2 > J1 + J3, Az where J3 > J1 + J2, and B where each
of the Ji is less than the sum of the other two. It turns
out4 that the system is gapped in the three A phases,
with E~k being non-zero for all
~k, and is gapless in the
B phase, with E~k = 0 for some value of
~k whose value
depends on the location of the point in that phase. The
four phases are separated from each other by quantum
critical lines where one of the couplings is equal to the
sum of the other two.
III. PHASE DIAGRAM FOR EDGE STATES
In this section, we will consider two kinds of edges for
the honeycomb lattice, namely, zigzag and armchair80,81.
These are shown in Figs. 2 and 4 respectively. We will
assume that the edges are infinitely long; translational
invariance then implies that the edge states can be la-
beled by their momentum k. We will analytically study
the ranges of the couplings Ji for which edge states exist
for these two kinds of edges. (In principle there can be
more complicated kinds of edges, but analytical results
for the edge states are then no longer available).
To find the edge states, we first write the Hamiltonian
in Eq. (3) in the form
H = 2i
∑
αβ
bˆβ Lβα aˆα, (7)
where α, β label the sites, and Lαβ is a real ma-
trix. We now use the Heisenberg equations of motion
daˆα/dt = i [H, aˆα] and similarly for bˆβ . We then obtain
daˆα
dt
= −4
∑
β
bˆβ Lβα,
dbˆβ
dt
= 4
∑
α
Lβα aˆα. (8)
We note that the Hamiltonian in Eq. (7) and the time
evolution given in Eqs. (8) are invariant under an ef-
fective time-reversal transformation which complex con-
jugates all numbers, and takes t → −t, aˆα → aˆα and
bˆβ → −bˆβ77,85. Such a symmetry ensures that all the
zero energy modes (to be discussed below) involve only
the aˆ operators or only the bˆ operators, not combina-
tions of the two. Thus all the edge states, in contrast to
their bulk counterparts, have weights on either A or B
sublattices of the honeycomb, but not both.
We will now see that for appropriate ranges of cou-
plings, there are states which have zero energy and are lo-
calized near a particular edge. We note that our analysis
is similar to that used to find edge states in graphene80,81
and other systems82,83, except that we are considering
Majorana fermions rather than ordinary fermions84. We
will find the wave functions of these states by solving
Eqs. (8). We will henceforth denote wave functions by
alphabets without hats (such as a and b) to distinguish
them from operators which are denoted by aˆ and bˆ.
A. Zigzag Edge
We look for a state with momentum k at the zigzag
edge at the top of a system as shown in Fig. 2; k lies in the
range −π to π. In that figure, the wave functions for the
Majorana operators of type bˆ are given by bm,n, where n
goes from −∞ to∞ and increases towards the right along
the edge, andm = 1, 2, 3, ... increases as we go down away
from the edge and into the bulk of the system. Further,
we will take bm,n = bme
ikn or bme
ik(n+1/2) depending on
whether m is odd or even. Similarly, the wave functions
for Majorana operators of type aˆ are given by am,n =
ame
ikn or ame
ik(n+1/2); these factors are not shown in
Fig. 2.
We then discover that the Heisenberg equations of mo-
tion in Eqs. (8) have zero energy solutions (i.e., with
daˆα/dt = 0 and dbˆβ/dt = 0) in which am = 0 for all
m, and
J1bme
ikn + J2bme
ik(n+1) + J3bm+1e
ik(n+ 1
2
) = 0 (9)
for all m ≥ 1. This is solved by assuming that bm =
(λk)
m; we then get
λk = −J1e
−ik/2 + J2eik/2
J3
. (10)
4b1e
ik(n−1) b1e
ikn b1e
ik(n+1)
a1 a1 a1 a1
a2 a2 a2
J3
J1 J2
b2e
ik(n−1
2
) b2e
ik(n+1
2
) b2e
ik(n+3
2
)
FIG. 2: (Color online) Zigzag edge. Majorana fermions with
a momentum k along the edge are indicated.
For a normalizable edge state, we require |λk| < 1. Ac-
cording to Eq. (10) this occurs if
cos k <
J23 − J21 − J22
2J1J2
. (11)
We discover that Eq. (11) is valid for all values of k in
region Az and for a finite range of values of k in re-
gion B. Since Eq. (11) has a solution with −k if it
has a solution with +k, and λ−k = λ∗k according to
Eq. (10), we can superpose these two wave functions
(along with appropriate creation and annihilation op-
erators) to obtain a Hermitian solution for bˆm,n of the
form eikn(λk)
mbˆk + e
−ikn(λ−k)mbˆ
†
k. (For k = 0 we di-
rectly get a real wave function of the form λm0 , where
λ0 = −(J1 + J2)/J3, and therefore a Hermitian solution
of the form λm0 bˆ0; such a state exists everywhere in region
Az). In regions Ax and Ay, Eq. (11) is not satisfied for
any value of k; hence there are no zigzag edge states in
these two regions. Fig. 3 shows the phase diagram where
Majorana states of type bˆ exist at a zigzag edge at the top
edge of the system. The length scale over which an edge
state decays into the bulk is given by ξk = −1/ ln |λk|.
A similar analysis shows that the zigzag edge at the
bottom of the Kitaev system will have Majorana states
of type aˆ (i.e., with bm = 0 for all m) in the same regions
as shown in Fig. 3. These statements assume that the
top and bottom edge are separated by a distance which
is much larger than the decay length ξk. If the separation
between the edges is comparable to ξk for some value of
k, the two edge states will hybridize to give two states
with energies different from zero.
B. Armchair Edge
We now look for a state at an armchair edge with mo-
mentum k as shown in Fig. 4. The aˆ and bˆ Majorana op-
erators have wave functions given by ame
ikn and bme
ikn;
the figure shows these factors only for bm. Note that this
figure is obtained by rotating Fig. 2 by π/2 so that the
horizontal bonds have couplings J3 in Fig. 4.
We find that the Heisenberg equations of motion have
zero energy solutions with am = 0 for all m, provided
Az
Ay Ax
B
(0, 1, 0) (1, 0, 0)
(0, 0, 1)
FIG. 3: (Color online) Phase diagram for zigzag edge states
in the triangle with J1 + J2 + J3 = 1. Majorana modes exist
in the regions Az and B.
J3
J1
J2
eik(n−1) eik(n+1) eik(n+3)eikn eik(n+2)
b1 b1 b1a1 a1
b3 b3 b3a3 a3
b5 b5 b5a5 a5
b2 b2a2 a2 a2
b4 b4a4 a4 a4
FIG. 4: (Color online) Armchair edge. Majorana fermions
with a momentum k along the edge are indicated.
that
J1bm + J2bm+2 + J3bm+1e
−ik = 0 (12)
for all m ≥ 1, and
J2b2 + J3b1e
−ik = 0. (13)
Assuming bm = (λk)
m, we get from Eq. (12)
λ2k +
J3
J2
e−ikλk +
J1
J2
= 0. (14)
This has the solutions
λk± =
1
2J2
[
− J3e−ik ±
√
J23 e
−2ik − 4J1J2
]
. (15)
These two roots satisfy the equations
λk+ + λk− = − (J3/J2) e−ik, (16)
λk+λk− = J1/J2. (17)
Eqs. (12-13) imply that a normalizable edge state will ex-
ist if both |λk±| < 1. Eq. (17) then implies that we must
5have J1 < J2. This condition and |λk±| < 1 together im-
ply that |λk+ + λk−| ≤ 1 + (J1/J2). Substituting this in
Eq. (16), we obtain the condition J3 ≤ J1 + J2. Putting
these together with J1 < J2, we obtain the dark shaded
region on the left side of Fig. 5 where zero energy edge
modes of type bˆ exist for some values of k. Combining
states with ±k will again give us Majorana operators
which are Hermitian. A similar analysis shows that zero
energy edge modes of type aˆ (i.e., with bm = 0 for all m)
exist in the light shaded region on the right side of Fig. 5,
namely, in the region with J2 < J1 and J3 ≤ J1 + J2.
Before ending this subsection, we note that the solution
we have found for a zigzag edge state is an extension of
the one in standard graphene with isotropic hoppings80;
the complex version of our solution corresponding to a
single value of the momentum k (rather than a Hermitian
superposition of ±k) reproduces the graphene edge state
for the special case J1 = J2 = J3. For an armchair edge,
on the other hand, there is no solution for J1 = J2 = J3
and therefore no solution in standard graphene. However,
armchair edge states can be found for strained graphene
with anisotropic hoppings81.
Az
Ay Ax
B
(0, 1, 0) (1, 0, 0)
(0, 0, 1)
FIG. 5: (Color online) Phase diagram for armchair edge states
in the triangle with J1+J2+J3 = 1. Majorana modes of type
bˆ (aˆ) exist in the regions Ay (Ax) and the left (right) half of
B. These regions are indicated by dark (light) shades.
C. Finite Systems
In Secs. III A and III B, we considered systems whose
edges are infinitely long and are therefore translationally
invariant. This allowed us to effectively map the system
to a 1D problem which is characterized by the parameters
Ji and the edge momentum k.
In this section, we will numerically study finite systems
which are not translationally invariant. We consider a
system which has zigzag edges along the x direction and
armchair edges along the y direction. Specifically, we
consider a system with Nx × Ny = 27 × 14 sites, with
J1 = 0.7, J2 = 0.15 and J3 = 0.15; this lies in the region
Ax in the phase diagram in Fig. 5. For these parameter
values, the discussion in the previous subsection implies
that there should be edge modes on the armchair edges.
These will not be at exactly zero energy due to hybridiza-
tion between the two armchair edges on the opposite sides
of the system. However, we find that their energies are
quite close to zero since the distance between the two
edges is Nx = 27 is much larger than the lattice spacing;
we will therefore continue to call them Majorana modes.
Numerically we find a total of 14 Majorana edge modes.
This agrees with what we expect from Fig. 4; on each
of the armchair edges, the number of Majorana modes
should be equal to the number of either a or b sites, and
this number is equal to Ny/2 = 7. Interestingly, if we
look at the wave functions of all the edge modes, we find
that 12 of them are localized along the armchair edges as
expected (see Fig. 6 for an example), but the remaining
2 are localized at the corners as shown in Fig. 7.
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FIG. 6: (Color online) Armchair edge states for a system
with Nx ×Ny = 27 × 14 sites, with J1 = 0.7, J2 = 0.15 and
J3 = 0.15.
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FIG. 7: (Color online) Corner states for a system with Nx ×
Ny = 27× 14 sites, with J1 = 0.7, J2 = 0.15 and J3 = 0.15.
Let us now consider the same 27×14 system but change
the couplings to J1 = 1/6, J2 = 1/6 and J3 = 2/3.
According to Fig. 3, this lies in the Az phase and should
therefore only have states on the zigzag edges. Indeed we
find numerically that there are 26 edge states; of these
13 are at the top zigzag edge and 13 are at the bottom
6zigzag edge. This is expected since the top (bottom) row
with 27 sites has 13 sites of type bˆ (aˆ).
D. Properties of the edge states
From the numerical studies of the previous subsection
and from general analytical results obtained in earlier
subsections, we have confirmed that the number of edge
modes is exactly half the number of sites at the edge
for an armchair edge. This fact is reminiscent of the
edge states at the ends of unconventional superconduc-
tors for which one finds exactly half the number of states
as the number of transverse momentum modes88. In
this section, we explore this property a little further.
To this end, let us consider a zigzag edge and define
a two-component fermion for a semi-infinite 2D Kitaev
model ψˆ†m,k = [aˆ
†
m,k, bˆ
†
m,k], where k denotes the momen-
tum along the edge and m denotes the coordinate in the
direction perpendicular to the edge (see Fig. 2). (The
operators aˆ†m,k and bˆ
†
m,k are obtained by Fourier trans-
forming aˆm,n and bˆm,n as explained below). We then
define a correlation matrix C whose elements are given
by
C11 =
∑
m
〈aˆ†m,kaˆm,k + bˆ†m,kbˆm,k〉,
C12 = C21 =
∑
m
〈iaˆ†m,kbˆm,k − ibˆ†m,kaˆm,k〉,
C22 =
∑
m
〈aˆ†m,kaˆm,k − bˆ†m,kbˆm,k〉, (18)
where 〈· · · 〉 implies properly normalized sums overm and
is taken with respect to a state with a fixed energy and
momentum k.
Let us evaluate the matrix C for the bulk states in
the limit of large J3. In this limit the diagonal ele-
ments can be shown to be zero (to show this we have
to ignore a constant which comes from on-site terms like
aˆ2m,n = bˆ
2
m,n = 1, as explained after Eq. (25)), while
the off-diagonal elements give ±1 if the state is occu-
pied; hence the eigenvalues λi of C are ±1. In contrast,
for a Majorana mode localized at one of the edges (on,
say, the A sublattice), the off-diagonal components are
zero while the diagonal components yield 1 so that C
has doubly degenerate eigenvalue λ1 = λ2 = 1 for these
states. For a Majorana mode localized at the other edge
on the B sublattice, the diagonal components and hence
the eigenvalues are ±1. Thus, for all single Majorana oc-
cupied states, edge or bulk, the eigenvalues of C assume
integer values. These results can be easily extended for
all values of the couplings Ji.
Let us now consider a situation where a Kitaev sys-
tem is in a gapped phase with localized zero energy edge
states present at the zigzag edges, on one sublattice at the
top edge and the other sublattice on the bottom edge; the
two edges are assumed to be very far from each other. Let
us consider tunneling a bulk Majorana fermion from an-
other Kitaev system (which is gapless) with zero energy
and wave function (u, v) = (1, 1) exp[i(k1m + k2n)]/
√
2.
Since the zero energy states of the gapped Kitaev system
only reside at the edges, the Majorana fermion must, af-
ter tunneling, divide between the two zigzag edges. Thus
the state of the Majorana particle must have the form
|ψ〉 = α|A〉 + β|B〉 where |A〉 is a wave function lo-
calized along one edge with weight only on the A sub-
lattice and |B〉 is localized along the other edge with
weight only on the B sublattice. In the absence of any
perturbations which break sublattice symmetry, we will
have |α|2 = |β|2 = 1/2. For this state, we will have
C12 = C21 = 0 (since the edges are far from each other),
while C11 = 1 and C22 = 0; this again leads to integer
eigenvalues. Thus for any Majorana state, the eigenval-
ues of C will always be a positive or negative integer;
for an unoccupied Majorana state, C = 0 by definition.
Thus the behavior of the |λi| is analogous to the proper-
ties of the expectation value of the number operator for
fermions. The fluctuations to this expectation value can
also be calculated and shown to vanish.
Next we consider a local correlation where the sum over
m for the elements of C is taken over a finite number of
lattice sites starting from a given edge; we choose the
finite number to be much larger than the decay lengths
of all the Majorana modes localized at that edge. Let us
define the corresponding matrix as C′ Then for a split
Majorana one has C′11 = 1/2, C
′
22 = ±1/2 [where the
+(−) sign corresponds to the state localized at that edge
having weights on the A(B) sublattice respectively], and
C′12 = C
′
21 = 0. This leads to fractional eigenvalues
for C′. Thus the edge states of the Kitaev model pro-
vide us with a way of spatially separating the two sub-
lattice components of the Majorana wave function lead-
ing to fractional expectation values for local correlation
functions. One can easily show that the number oper-
ator for fermions constructed out of the Majorana will
also have half-integer expectation value. However, the
difference between the present situation and the well-
known example of electron fractionalization found in the
literature89 (in the context of polyacetylene and quan-
tum field theoretic models in one dimension) is that the
fluctuations from this expectation value are not small
here. We will show below that these states have either
〈(aˆ†m,kaˆm,k)2〉 = 1/2 or 〈(bˆ†m,k bˆm,k)2〉 = 1/2 depending
on whether the states have weight on the A or B sub-
lattice, and that there is a finite variance which signi-
fies large fluctuations from the expectation value. Thus
the fractionalization of the expectation value does not
amount to fractionalization of the eigenvalues of the cor-
relation matrix of the Majorana fermions.
The difference of the present situation from the stan-
dard electron fractionalization found in the literature89
can be understood in a number of ways. In the limit of
large J3, the Majorana modes near the top zigzag edge in
Fig. 2 are completely localized at the sites of the top row
labeled as b1,n, while the Majorana modes near the bot-
7tom zigzag edge are completely localized at the sites of
the bottom row labeled as aNy,n, where Ny is the width
of the system assumed to be much larger than 1. Let us
introduce the Fourier transform of the operators b1,n as
bˆ1,n =
∫ π
0
dk
2π
[ bˆ1,ke
ikn + bˆ†1,ke
−ikn ], (19)
The inverse of this is given by
bˆ1,k =
∞∑
n=−∞
bˆ1,ne
−ikn,
bˆ†1,k =
∞∑
n=−∞
bˆ1,ne
ikn. (20)
We can similarly define Fourier transforms of the opera-
tors aNy,n, called aNy,k. Next, we have to find the ground
state of the system. Since the modes labeled by b1,k and
aNy,k have zero energy for all values of k if J3 is infinitely
large, the ground state has an enormous degeneracy. To
break this degeneracy, let us assume that J1 and J2 are
slightly different from zero. This will introduce a small
tunneling between the top and bottom rows of the form
∆H =
∫ π
0
dk
2π
[γk bˆ
†
1,kaˆNy,k + h.c.], (21)
where γk is the tunneling amplitude which is exponen-
tially small: γk ∼ e−Ny/ξk , where ξk is the decay length
of the mode k. The Hamiltonian in Eq. (21) has a unique
ground state of the form
|gs〉 =
∏
k
(ukb
†
1,k + vka
†
Ny,k
) |vac〉, (22)
where |uk|2 = |vk|2 = 1/2. We now see that at the top
edge,
〈gs|bˆ†1,kbˆ1,k|gs〉 = 〈gs|(bˆ†1,kbˆ1,k)2|gs〉 = 1/2, (23)
implying that the variance, 〈gs|(bˆ†1,k bˆ1,k)2|gs〉 −
〈gs|bˆ†1,kbˆ1,k|gs〉2 = 1/4, is not small.
Another difference between Majorana fermions and
standard electrons is as follows. The operator appear-
ing in the diagonal component of Eq. (18), restricted to
the top row given by m = 1 in Fig. 2, is given by
bˆ†1,k bˆ1,k =
∞∑
n,n′=−∞
bˆ1,nbˆ1,n′e
ik(n−n′), (24)
which involves operators which are extremely non-local
in space. Even if Eq. (24) is integrated over k, we still
get a non-local expression
∫ π
0
dk
2π
bˆ†1,k bˆ1,k = −
2i
π
∞∑
n=−∞
∞∑
r=0
bˆ1,nbˆ1,n+2r+1
2r + 1
, (25)
plus an infinite constant coming from bˆ21m = 1. The non-
local form originates from the fact that k is integrated
over only half the Brillouin zone, i.e., 0 ≤ k ≤ π. This, in
turn, arises from the fact that the bˆ1,k are Fourier trans-
forms of bˆ1,n which are Hermitian operators, namely, the
Majorana fermions are indistinguishable from their an-
tiparticles. The expression in Eq. (25) is to be contrasted
with the total number operator for electrons which is al-
ways given by a sum over operators which are local in
space.
The above arguments for the fractionalization of ex-
pectation values and the non-locality of Majorana modes
at zigzag edges will hold at all points in the phase Az
in Fig. 3. We have shown in Sec. III A that there are
Majorana modes near both the zigzag edges but residing
entirely on opposite sublattices, for all values of k lying
in the range [0, π]. If we choose the finite number of lat-
tices in the definition of the local correlation C′ to be
much larger than the decay length ξk for all values of k,
the eigenvalues of C′ will be ±1/2.
IV. FLOQUET EVOLUTION
We will now consider what happens when the Hamilto-
nian varies periodically in time with a time period T 77.
Namely, we will assume that the matrix L in Eq. (7)
changes with time in such a way that L(t + T ) = L(t).
Eqs. (8) and their solution can be written as matrix equa-
tions as follows. Given a system withN = NxNy sites, let
us introduce a (2N)-dimensional column called cˆ whose
first N entries are given by (aˆ1, aˆ2, · · · , aˆN )T and last
N entries are given by (bˆ1, bˆ2, · · · , bˆN)T . Given the N -
dimensional matrix L, we define a (2N)-dimensional real
antisymmetric matrix M by the block form
M =
(
0 −LT
L 0
)
. (26)
Eqs. (8) can then be written as dcˆ(t)/dt = 4M(t)cˆ(t).
The periodicity of M(t) in time implies that the solution
of this equation is given by
cˆ(T ) = U(T, 0) cˆ(0),
where U(T, 0) = T e4
∫
T
0
dtM(t), (27)
and T denotes the time-ordering symbol. U(T, 0) is
called the Floquet operator. It is a unitary matrix (in
our case it is real and orthogonal), and it can be com-
puted numerically for a given form of M(t).
The eigenvalues of U(T, 0), called Floquet eigenvalues
(FE), are given by phases, eiθj , and they come in complex
conjugate pairs if eiθj 6= ±1. If U(T, 0) has eigenvalues
±1, the corresponding eigenvectors can be shown to be
real.
In the next section, we will present our results for
eigenvectors of U(T, 0) which are localized near the edges
of the honeycomb lattice and whose FE are equal to ±1.
8In order to find these edge modes, we will use the same
numerical methods as in Ref. 77. Namely, we will first
use the inverse participation ratio to identify eigenvec-
tors of the Floquet operator which are localized near
the edges. [Given an eigenvector ψj , normalized so that∑2N
m=1 |ψj(m)|2 = 1, we define its inverse participation
ratio as Ij =
∑2N
m=1 |ψj(m)|4. Eigenvectors with larger
values of Ij are more localized in space]. We will then
check if these eigenvectors are real and if their FE (±1)
are separated from all the other FE by a finite gap as
the dimensions of the system, Nx and Ny, are made very
large. If all these conditions are met, these eigenvectors
will be called Floquet Majorana modes.
V. PERIODIC δ-FUNCTION KICKS
In this section, we will study what happens when one
of the parameters in the Kitaev honeycomb model is
given δ-function kicks periodically in time. The reason
for studying this kind of a periodic variation is that it is
easy to study both numerically and analytically86.
Let us first consider what happens if J3 in Eq. (3) is
periodically kicked, so that
J3(t) = J0 + Jp
∞∑
n=−∞
δ(t− nT ), (28)
where the time period T is related to the drive frequency
as T = 2π/ω.
We numerically compute the operator U(T, 0) for var-
ious values of the parameters J1, J2, J0, Jp, ω and the
system size Nx × Ny. We then find all the eigenvalues
and eigenvectors of U(T, 0) and use the inverse partici-
pation ratio and the eigenvectors to identify the Floquet
Majorana modes as described above.
The Floquet operator is given by a product of two ex-
ponentials
U(T, 0) = e4M1 e4M0T , (29)
where e4M0T is the operator which time evolves from t =
0 to t = T , and e4M1 then evolves across the δ-function
at t = T .
To illustrate the Floquet Majorana modes, we now
consider a system with Nx × Ny = 27 × 14 sites with
J1 = 0.7, J2 = 0.15, J0 = 0.15, Jp = 0.2, and ω = 3.
We discover numerically that there are 50 Floquet edge
modes; of these, 14 have FE very close to +1 and 36 have
FE very close to −1. Further, we discover that there
are Floquet modes on both zigzag and armchair edges.
(An example of a Floquet zigzag edge mode is shown in
Fig. 8). This is in contrast to the time-independent ver-
sion of the model discussed in Sec. III C which has only
14 Majorana edge modes, all of which lie on the armchair
edges.
The appearance of Floquet modes on both kinds of
edges in this system can be understood as follows. As dis-
cussed in Sec. III, the system with the time-independent
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FIG. 8: (Color online) Zigzag edge states for a system with
Nx ×Ny = 27× 14, J1 = 0.7, J2 = 0.15, J0 = 0.15, Jp = 0.2
and ω = 3.
part of the Hamiltonian (i.e., with J3 = J0) lies in the Ax
phase and therefore has Majorana modes only on arm-
chair edges or at corners as shown in Figs. 6-7. At the
times t = nT , Eq. (28) shows that J3 is infinitely large; if
the couplings are normalized to satisfy J1 + J2 + J3 = 1,
the system at these times will lie at the top vertex (0, 0, 1)
in Fig. 3 and should therefore have Majorana modes on
zigzag edges. We therefore expect the kicked system to
have Majorana modes on both edges.
A. Relation between bulk and edge modes
We can understand the Floquet Majorana modes at
the edges from the properties of the bulk modes as fol-
lows. For the infinite system with translation symmetry,
the modes (aˆ~k, bˆ~k) with different values of
~k decouple
from each other; hence we can study the Floquet opera-
tor U~k(T, 0) for each
~k separately. We then see from Eq.
(5) that
U~k(T, 0) = e
−i2Jpτy e−iT (X~kτ
z + Y~kτ
y),
X~k = 2 [J1 sin(
~k · ~M1) − J2 sin(~k · ~M2)],
Y~k = 2 [J0 + J1 cos(
~k · ~M1 + J2 cos(~k · ~M2)].
(30)
We will assume that 2Jp/π is not equal to an integer. Ac-
cording to Ref. 77, a Majorana edge mode should appear
or disappear when U~k(T, 0) has FE equal to ±1. The
structure of Eq. (30) implies that this will happen if
J1 sin(~k · ~M1)− J2 sin(~k · ~M2) = 0, (31)
and
2Jp + 2T
[
J0 + J1 cos(~k · ~M1) + J2 cos(~k · ~M2)
]
= nπ,
(32)
where n is an integer. [U~k(T, 0) will have a FE equal to
+1 (−1) if n is even (odd)]. We can use Eqs. (31-32) to
9find the critical values of ω~k where Majorana edge modes
appear or disappear. Since
[(J1 sin(~k · ~M1) − J2 sin(~k · ~M2)]2
+ [J1 cos(~k · ~M1) + J2 cos(~k · ~M2)]2
= J21 + J
2
2 + 2J1J2 cos(kx), (33)
Eq. (31) implies that
J1 cos(~k · ~M1) + J2 cos(~k · ~M2)
= ±
√
J21 + J
2
2 + 2J1J2 cos(kx). (34)
Then Eq. (32) implies that the critical values of ω = 2π/T
are given by
ω~k =
4π [ J0 ±
√
J21 + J
2
2 + 2J1J2 cos(kx) ]
nπ − 2Jp (35)
which depends on a single momentum kx. For a sys-
tem with a finite width bounded by infinitely long zigzag
edges along the x direction, the momentum k shown in
Fig. 2 is equal to kx. We therefore have the prediction
that for such a finite system, Floquet Majorana modes
should appear or disappear at the edges with a given
value of k at frequencies which are given by Eq. (35).
Further, the Majorana mode should have a FE equal to
(−1)n.
This result can be generalized to systems in arbitrary
dimensions. Let us consider a d-dimensional system in
which there are pairs of modes with momenta ~k which
are governed by a Hamiltonian of the form
H ′~k = 2[ǫ~kτ
y +∆~kτ
z ], (36)
where a component of ǫ~k changes due to periodic kicks
with a frequency ω. Let ǫ1~k and ǫ0~k be the values of ǫ~k
during and between the kicks. The Floquet operator is
then given by
U~k(T, 0) = e
−i2ǫ
1~k
τy e−i2T (∆~kτ
z + ǫ
0~k
τy). (37)
If 2ǫ1~k/π is not equal to an integer, we can show that
U~k(T, 0) can have FE equal to ±1 only if ∆~k = 0. Next,
∆~k = 0 will generally define a (d−1)-dimensional hyper-
surface of the d-dimensional Brillouin zone. Hence the
frequency at which Majorana modes will appear or dis-
appear, ω~k, will depend on d − 1 momenta and will be
determined by the conditions
∆~k = 0,
ω~k = 4πǫ0~k/(nπ − 2ǫ1~k), (38)
where n is an integer. If we consider a system with a finite
width which is bounded by two infinitely large (d − 1)-
dimensional surfaces, there will generally be Floquet Ma-
jorana modes on these surfaces which are parameterized
by d− 1 momenta. Eq. (38) will then determine the fre-
quencies at which these modes (with FE equal to (−1)n)
appear or disappear. For instance, the 2D Kitaev model
has d = 2 so that the Floquet Majorana modes and the
critical frequencies ω~k depend on a single momentum,
while the 1D Ising model or Kitaev chain has d = 1 so
that the Majorana modes and the critical frequencies are
independent of any momentum77.
In the next subsection, we will use the above ideas to
arrive at a better understanding of the Floquet Majorana
modes by mapping the Kitaev honeycomb model to the
1D Kitaev chain where the Floquet problem has been
studied in detail earlier77.
B. Mapping from the honeycomb model to a
one-dimensional chain
Consider a system which has a finite width in the y-
direction (with zigzag edges along the top and bottom
as indicated in Fig. 2) and is infinitely long in the x-
direction. The momentum k along the x-axis is a good
quantum number. We now use the Heisenberg equations
of motion
daˆm
dt
= (J1e
−ik/2 + J2eik/2)bˆm + J3bˆm+1,
dbˆm
dt
= −(J1eik/2 + J2e−ik/2)aˆm − J3aˆm−1, (39)
for all m ≥ 1, with the understanding that aˆ0 = 0.
b1 b2 b3 b4
a1 a2 a3 a4
= J1 + J2 = J3
FIG. 9: (Color online) Mapping from the Kitaev honeycomb
model to a one-dimension chain for k = 0, with the J1 + J2
couplings shown as solid lines and J3 shown as dashed lines.
We first consider the case k = 0. Then this problem
converts in a straightforward way to a special case of the
1D Kitaev chain (a system of electrons with p-wave su-
perconductivity) with couplings as shown in Fig. 9. This
chain is described by the Hamiltonian77,85
H = i
∞∑
n=1
[−Jxbˆn+1aˆn − Jy bˆnaˆn+1 + µbˆnaˆn]. (40)
The Heisenberg equations of motion of the operators aˆn
and bˆn in Eq. (40) agree with Eqs. (39) with k = 0 if we
set
Jx = J3/2, Jy = 0, and µ = − (J1 + J2)/2. (41)
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Interestingly, this system is equivalent, by a Jordan-
Wigner transformation87, to an Ising model in a trans-
verse magnetic field described by the Hamiltonian
H = −
∞∑
n=1
[Jxσ
x
nσ
x
n+1 + µσ
z
n]. (42)
We now see that if J3 is given periodic δ-function kicks
in the honeycomb model, it corresponds, for k = 0, to a
1D model in which the parameter Jx is given periodic δ-
function kicks without changing the values of µ and Jy.
This problem has been studied in Ref. 77. It is known
numerically (and analytically for the special case J0 = 0)
that the δ-function kicks can produce Floquet Majorana
modes at the ends of the 1D system, which correspond
to the zigzag edges of the 2D model. In fact, we find
numerically that one Floquet Majorana mode appears at
each of the zigzag edges (at the top and at the bottom
of the 2D system) when the kicking frequency ω is taken
to be very large.
Next, we consider what happens if k 6= 0. In this
case, we can rewrite two of the parameters appearing in
Eqs. (39) as
J1e
±ik/2 + J2e∓ik/2 = Jke±iφk ,
where Jk =
√
J21 + J
2
2 + 2J1J2 cos k. (43)
We can then show that the phase φk can be removed
from Eqs. (39) by a unitary transformation; this unitary
transformation is independent of J3 and is therefore not
affected by the periodic kicks in J3. We can therefore
study the problem just as in the case with k = 0, except
that the parameter µ in Eq. (41) is now given by µk =
−Jk/2. We thus have a family of 1D problems which
are labeled by the parameter k. For each k, we look
for Floquet edge modes. If we find such a mode, we
can use the idea discussed in Secs. III A and III B for
the time-independent problem to superpose the modes
for the Floquet problems with +k and −k to obtain a
Majorana mode with Hermitian operators.
We have used the procedure described above to numer-
ically find the region in the space of ω (from 1 to 20) and
k (from 0 to π) where Floquet Majorana modes appear.
Fig. 10 shows this for a system with a width of 100 sites
(i.e., the index m for am and bm goes from 1 to 100), with
J1 = 0.70, J2 = 0.15, J0 = 0.15 and Jp = 0.3. If ω is
sufficiently large, there is a Floquet Majorana mode with
FE equal to +1. As ω is decreased, there is an empty re-
gion in which there are no Majorana modes for any k. As
ω is decreased further, Majorana modes appear with FE
equal to −1. As explained in more detail below, the fig-
ure also shows four red solid lines; two of these bound the
empty region from the right and left, while the other two
almost coincide and lie within the blue region. When ω
is decreased below the last two lines, the Majorana mode
with FE equal to −1 disappears and a mode with FE
equal to +1 appears.
2 4 6 8 10 12 14 16 18 20
0
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FIG. 10: (Color online) Blue regions in the (ω, k) space where
Majorana states appear on the zigzag edges when the param-
eter J3 is given periodic δ-function kicks. The system be-
ing considered has a width of 100 sites, and J1 = 0.7, J2 =
0.15, J0 = 0.15 and Jp = 0.3. The empty region in the middle
is bounded on the right and left by two solid red lines which
show the analytical results given in Eqs. (45) and (46) respec-
tively. Two more red solid lines corresponding to n = −1 and
2 are shown. They almost coincide with each other and ap-
pear within the blue regions on the left; they cross near ω = 2
and k ≃ 1.3.
We now check how well these numerical results agree
with the analysis given in the previous subsection. Ac-
cording to Eqs. (35) and (43), Floquet edge modes with a
given momentum k and FE equal to (−1)n should appear
or disappear when
ωk =
4π [J0 ± Jk]
nπ − 2Jp , (44)
where n is an integer. As the kicking frequency ω is
decreased, Eq. (44) gives the red solid line on the right
side of the empty region in Fig. 10 where a Floquet edge
mode disappears with n = 0, namely,
ωk =
4π [Jk − J0]
2Jp
, (45)
and the red solid line on the left side of the empty region
in Fig. 10 where a Floquet edge mode appears with n = 1,
namely,
ωk =
4π [J0 + Jk]
π − 2Jp . (46)
In general, for n ≤ 0, we have a line given by
ωk =
4π [Jk − J0]
2Jp − nπ , (47)
while for n ≥ 1, we have a line given by
ωk =
4π [J0 + Jk]
nπ − 2Jp , (48)
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where Majorana modes appear or disappear. Fig. 10 also
show the red solid lines for n = −1 and 2. These ap-
pear within the blue regions; they cross near ω = 2 and
k ≃ 1.3 where we see a small gap indicating that there
are no Majorana modes in that region. When ω is de-
creased below these two lines, the Majorana mode with
FE equal to −1 disappears and a mode with FE equal
to +1 appears. When ω is decreased even further, more
modes start appearing which correspond to n > 2 and
n < −1.
C. Periodic δ-function kicks in J1 and J2
We have also studied what happens if we consider a
finite system and apply periodic kicks to J1 or J2, rather
than to J3. The time-independent part of the Hamil-
tonian has J1 = 0.7, J2 = 0.15 and J3 = 0.15; such
a system lies in the Ax phase and therefore only has
edge states on armchair edges. A periodic kick in J1
means that at times t = nT , the value of J1 is infinitely
larger than J2 and J3; hence the system lies at the vertex
(1, 0, 0) in Fig. 3 which also lies in the Ax phase. Sim-
ilarly, a periodic kick in J2 means that at t = nT , the
value of J2 is infinitely larger than J1 and J3; the system
then lies at the vertex (0, 1, 0) in Fig. 3 which lies in the
Ay phase. In both cases, we only expect edge states on
armchair edges.
For a system with Nx × Ny = 27 × 14 with a kick in
J1 or J2 with amplitude Jp = 0.2 and frequency ω = 3,
we find numerically that there are 14 Floquet Majorana
modes, of which 12 are on the armchair edges and 2 are
at the corners. Thus the number and location of the
Majorana modes remain exactly the same as in the time-
independent case discussed in Sec. III C.
VI. CONCLUSIONS
In this work we have studied both equilibrium and Flo-
quet edge modes of the Kitaev model on a honeycomb
lattice. One reason for studying the Kitaev model is
that it is the minimal model in two dimensions where
one can study edge states and derive a number of ana-
lytical results. These results can be immediately applied
to graphene for the following reason. Graphene has ordi-
nary fermion operators c and c† which can be written in
terms of two Majorana fermion operatorsmi at each site,
as c = (1/2)(m1 + im2) and c
† = (1/2)(m1 − im2). The
Hamiltonian of graphene then turns out to be equivalent
to two decoupled copies of the Kitaev Hamiltonian (four
copies if we include the electron spin in graphene). This
implies that if edge states appear in the Kitaev model un-
der some conditions, they must also appear in graphene
under the same conditions.
We have discussed the known analytical solutions for
the equilibrium zero energy modes localized at both
zigzag and armchair edges. These solutions lead to a
phase diagram for the presence or absence of these modes
and the possible values of their momentum along the
edge. These states, in contrast to the bulk modes, have
wave function weight on only one of the sublattices. We
have pointed out that this property provides a way of
spatially separating the sublattice constituents of a Majo-
rana fermion and have discussed this phenomenon in the
context of standard electron fractionalization found, for
example, in polyacetylene and edges of unconventional
superconductors.
Next we have studied the Floquet edge modes which
appear in the Kitaev model when the coupling on the
bonds perpendicular to the edge is varied in time as peri-
odic δ-function kicks. Using a relation between the bulk
and edge modes we have found a generic condition on
the drive frequency of a d-dimensional integrable model
which needs to be satisfied for the appearance or dis-
appearance of these edge modes. We have verified this
generic condition in the Kitaev model with a finite width
by mapping it to a one-dimensional model of electrons
with p-wave superconductivity (or an Ising chain in a
transverse magnetic field). We have shown that the δ-
function kicks can lead to a large number of Floquet edge
modes, and that these modes can appear on certain edges
even when there are no equilibrium Majorana modes on
those edges. Finally, we have supplemented our analyt-
ical calculations with numerical analysis for finite-sized
systems which confirms the above prediction for the drive
frequencies. In the context of Floquet modes, our numer-
ics shows that edge modes can appear both at the edges
and the corners of a finite sample as the drive frequency
is varied.
We summarize our most important results as follows.
(i) Periodic driving of some of the couplings of the Kitaev
model can give rise to edge states in certain regimes of
couplings where the time-independent part of the Hamil-
tonian has no edge states.
(ii) The driving frequencies at which Majorana edge
modes appear or disappear in a two-dimensional system
can be completely understood by mapping it to a one-
dimensional system in which the edge momentum ap-
pears as one of the parameters of the model.
There are proposals for realizing the Kitaev model in
systems of cold atoms trapped in optical lattices90–93. It
may therefore be possible to look for states localized at
the edges of such systems, both at equilibrium and in the
presence of periodic driving. In the latter case, it would
be necessary to consider the effects of random noise and
various relaxation mechanisms which may be present in
the system53,56,77.
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