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1.1  Conceptos Básicos 
A continuación se presentaran algunos términos importantes a tener claros para el estudio de la 
propagación electromagnética. Esta breve descripción conceptual servirá de base para la 
presentación de los desarrollos conceptuales y teóricos que vienen en los capítulos siguientes.  
1.1.1 Principios básicos de la radiación 
Cuando sobre un conductor se aplica una tensión o una corriente variable en el tiempo, los 
portadores de carga libres son acelerados, éstos portadores de carga están disponibles para viajar 
a través del espacio entre átomos bajo la influencia del campo eléctrico o la corriente de 
excitación. Si la corriente o la tensión es una señal alterna los portadores de carga en una 
determinada posición sobre el conductor se mueven hacia “atrás” y hacia “adelante”, en sintonía 
con la excitación. La radiación es producida por la aceleración o desaceleración de los portadores 
de cargas [1]. 
1.1.1.1 Elemento de Corriente 
Un elemento de corriente está definido como  ( ), el cual se define como un filamento 
muy delgado de longitud , por el cual circula una corriente . Dicho concepto es esencial en la 
teoría de la radiación de ondas electromagnéticas, ya que un elemento de corriente variable en el 
tiempo es una fuente elemental de radiación. Éste concepto es análogo al concepto de carga 
puntual en electrostática. El campo radiado por una antena de configuración geométrica compleja 
dentro de un medio lineal puede ser analizado haciendo uso del principio de superposición 
después de descomponer la antena en fuentes elementales (es decir en elementos de corriente). 
Ahora, si sobre un conductor muy delgado circula una corriente  eléctrica a través de su sección 
transversal . Se puede define la corriente eléctrica como el valor de la carga pasando a través 
de la sección transversal  por unidad de tiempo. 
  (1) 
Donde 
 ( ) Densidad de carga eléctrica. 
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 ( ) Velocidad de carga eléctrica, normal a la sección transversal. 
 ( ) Distancia que viaja la carga en un segundo. 
 ( ) Sección transversal del conductor. 
Ya que la densidad de corriente eléctrica , se puede definir como:  
  (2) 
 
Entonces,  el producto , es la carga por unidad de longitud (densidad lineal de carga) 
sobre el conductor. De esta forma, la ecuación (1)  se puede escribir como: 
  (3) 
Si se  toma la variación de la corriente eléctrica con respecto al tiempo, se obtiene 
 
 (4) 
Donde  ( ) es la aceleración de la carga. La variación con respecto al tiempo de un elemento 
de corriente sería entonces proporcional al valor de la carga  encerrada dentro del volumen del 





Figura 1.1 Elemento de Corriente 
No es inmediatamente obvio de las ecuaciones de Maxwell que la corriente variable en el tiempo 
sea la fuente del campo electromagnético radiado. Sin embargo, el sistema de las dos ecuaciones 
de maxwell de primer orden en un medio isotrópico, pueden reducirse a una sola ecuación de 





Tomando el rotacional a ambos lados de la primera ecuación en (6) y reemplazando en ésta, la 
segunda ecuación, se obtiene 
 
 (7) 
La ecuación (7), se denomina como la ecuación vectorial de onda en el dominio del tiempo para 
el campo eléctrico, en la cual es evidente que la variación con respecto tiempo de las corrientes 
eléctricas son la fuente que dan origen al vector de campo ( ), el cual se propaga en un medio 
isotrópico y homogéneo. De una forma análoga, se puede obtener la ecuación de onda para el 
vector de campo magnético ( ) y sus fuentes 
 
 (8) 
Para acelerar o desacelerar los portadores de carga se necesitan fuentes de fuerza electromotriz 
y/o discontinuidades dentro del medio en el cual se mueven las cargas. Tales discontinuidades 
pueden ser desviaciones o los finales abiertos del conductor, el cambio en las propiedades de la 
región, etc. En resumen [2] : 
 Si una carga no está en movimiento, la corriente es cero, en cuyo caso no hay radiación.  
 Si la carga está en movimiento con una velocidad constante: 
o no hay radiación, si el conductor es recto y finito en extensión. 
o hay radiación, si el conductor es curvo, esta doblado, presenta discontinuidades, 
esta puesto a tierra a través de una carga o si el conductor esta truncado.  
 Si la carga oscila en un movimiento armónico, hay radiación aun cuando el conductor sea 
recto 
1.1.2  Potenciales Auxiliares 
Con algunas excepciones, se asume que las antenas radian en espacio libre, lo cual determina las 
especificaciones de los problemas electromagnéticos que se presentan. En el presente trabajo se 
analiza el problema directo, en el cual las fuentes del campo electromagnéticas (corrientes y 
carga) son conocidas con cierta precisión. Se supone entonces que estas fuentes radian en el 
espacio libre y se exige determinar el campo resultante. Para asegurar la unicidad de la solución 
en un problema abierto (sin condiciones de frontera), se deben imponer las condiciones de 
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frontera para la radiación sobre los vectores de campo electromagnético [3]. Es decir, para 
distancias lejanas a la fuente (  ) 
 
 (9) 
Las anteriores condiciones son conocidas como las condiciones de Sommerfeld para la radiación 
[4]. 
Una práctica común al momento resolver los problemas electromagnéticos con valores de 
frontera, es el uso de funciones auxiliares denominadas potenciales [5], las cuales permiten 
soluciones simples y compactas. Esto es habitual dentro del análisis electromagnético de los 
campos armónicos. Por lo tanto, de ahora en adelante, todas los cantidades (vectoriales y 
escalares) serán entendidas como una cantidad fasorial cuya magnitud corresponde a la amplitud 
de la respectiva onda sinusoidal. 
1.1.2.1 Potencial vectorial magnético  
El vector potencial  es útil para resolver los problemas de los campos electromagnéticos 
generados por una densidad corriente . La densidad de flujo magnético  es siempre solenoidal; 
esto es, . Por lo tanto, éste puede ser representado como el rotacional de otro vector 
gracias a la identidad vectorial 
  (10) 
Ahora, expresando las ecuaciones (6) en su forma fasorial, se tiene que 
 
 (11) 
 Ya que , se puede asumir que 
  (12) 
Reemplazando la expresión (12), en la primera ecuación de (11), y con ayuda de las relaciones 
constitutivas se obtiene: 
  (13) 
Utilizando la identidad vectorial  se puede decir que 
  (14) 
Donde,  se denomina potencial escalar eléctrico, el cual juega un papel esencial en el análisis 
del campo electrostático. 





De las ecuaciones (15) se observa que se puede escribir una sola ecuación para . Dentro de una 
región del espacio isotrópica y homogénea, esta ecuación es 
  (16) 
Para definir un único vector , se necesita no sólo especificar el rotacional de éste, sino también 
su divergencia la cual no presenta restricciones en su definición . Ya que 
, la ecuación (16) puede ser simplificada asumiendo que 
  (17) 
La ecuación (17) se conoce como la condición de Lorenz [6]. Esto reduce la ecuación (16) a 
  (18) 
Si la región no tiene pérdidas, entonces  y  son números reales, y se puede escribir la ecuación 
(18) como [4] 
  (19) 
Donde = , se conoce como la constante de fase del medio (constante de propagación o 
número de onda). 
De la expresión (19), se puede observar, que una de las ventajas de utilizar el potencial vectorial 
magnético, en lugar de las cantidades de campo, radica en el hecho de que sus componentes 
rectangulares tienen correspondencia con las componentes rectangulares del vector . 
Siguiendo un procedimiento similar se puede definir un vector potencial eléctrico , 
introduciendo unas cantidades ficticias análogas a la densidad de corriente eléctrica  y a la 
densidad de carga eléctrica , denominadas densidad de corriente magnética  y densidad de  
carga magnética  respectivamente. Adicionalmente, si se asume que no existen fuentes 
eléctricas esto es  y  se tiene que . Se puede llegar a escribir la ecuación de 
onda para el potencial vectorial eléctrico como [4] 
  (20) 
1.1.3 Potenciales retardados 
Potencial retardado, es un término comúnmente usado para denominar la solución de la ecuación 
no homogénea de Helmholtz (en el dominio de la frecuencia) o la ecuación de onda no 
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homogénea (en el dominio del tiempo) dentro de una región sin condiciones de frontera (región 
ilimitada). 
Ahora, si se asume una fuente puntual infinitesimal con densidad de corriente , ubicada en el 
origen del sistema de coordenadas, y con sólo componente en dirección , es decir 
  (21) 
Por lo tanto, de acuerdo a la ecuación (19), el vector de potencial magnético , también tiene 
sólo componente en el eje , y estará definido por la ecuación (22) para una región sin pérdidas 
  (22) 
El campo  presenta simetría esférica (sin dependencia de los ángulos de observación  y  ) tal 
como está implícito para un fuente puntual. Así, la ecuación (22) se reduce a una ecuación 
diferencial ordinaria con derivadas solo respecto a la distancia . Ahora, escribiendo el operador 
de Laplace  en coordenadas esféricas y exceptuando en la fuente, el campo  satisface la 
versión homogénea de (22) [7]: 
 
 (23) 





La solución (25) representa una onda entrante, la cual no puede ser una contribución de la fuente 
dada, por lo tanto se descarta. La solución (24) representa una onda saliente y es físicamente 
factible. Esta solución se denomina potencial retardado y hace referencia a la velocidad finita con 
la cual la perturbación del campo (ondas) viaja y el intervalo finito de tiempo que esta necesita 
para alcanzar el punto de observación [4]. 
Se debe determinar la constante , haciendo uso de la fuente y las condiciones de frontera. Ya 
que la región es no acotada, la única condición de frontera es la de radiación para el caso escalar1, 
la cual se cumple en (24). Reemplazando (24) en (22), e integrando sobre un volumen esférico 
que encierra la fuente, se obtiene 
                                                          




  (26) 
Por lo tanto, el campo elemental producido por una fuente de corriente infinitesimal, es descrito 
sólo por la componente z del vector de potencial magnético, de la forma 
 
 (27) 
Si la fuente puntual no se encuentra en el origen, pero se ubica en algún punto  con un radio 
vector , entonces la variable  en (27) debe ser sustituida por la distancia entre la fuente en Q( ) 





Figura 1.2 Distancia al punto de observación 
 
Si se asume la existencia de fuentes de corriente en direcciones arbitrarias, las cuales habrán de 
producir vectores parciales de potencial magnético en cualquier dirección. Ahora, tomado en 
cuenta que un elemento de corriente en la dirección  produce un vector de potencial  
en la misma dirección (a menos que el medio sea anisotrópico). Por ende, dentro de un medio 
lineal y aplicando el principio de superposición se cumple que  
 
 (29) 
La solución del potencial vectorial eléctrico debido a una fuente de densidad de corriente 





1.1.4 Radiación de campo lejano 
Ya que las antenas son fuentes de dimensiones físicas finitas en un punto de observación alejado 
de la antena, la onda se comporta como una onda esférica y la antena como una fuente puntual sin 
importar su forma, en este caso, se habla del campo lejano y región (o zona) lejana. El significado 
exacto de ambos términos será discutido más adelante. Por ahora, se asumirá simplemente que 
los vectores de potencial se comportan como ondas esféricas, cuando el punto de observación 
está alejado de la fuente [2]: 
 
 (31) 
Donde las componentes del potencial vectorial , son de la forma: 
 
 (32) 
Retomando la expresión (31), se puede observar que  son los vectores unitarios del 
sistema de coordenadas esféricas centradas sobre la antena. El término  representa la 
propagación del potencial vectorial , con respecto al vector unitario , viajando por fuera de la 
antena a la velocidad de la luz. El término , representa la propagación esférica de dicho 
potencial en el espacio, lo cual resulta en una disminución de la magnitud a medida que el radio 
de la esfera se incrementa. 
Una característica importante del potencial del campo lejano es el hecho de que, la dependencia 
sobre la distancia , es separable de la dependencia sobre el ángulo de observación , y es la 
misma para cualquier antena: . 
La ecuación (31) es una aproximación para el campo electromagnético en un punto de 
observación ubicado a una gran distancia de la fuente. Para el potencial vectorial magnético se 
puede llegar a esta expresión partiendo de ecuación (29). Cuando el punto de observación se 
encuentra a grandes distancias de la fuente, debido a que la distancia entre el punto de 
observación y de integración varía sólo ligeramente cuando se recorre el volumen que encierra la 
fuente, la distancia es casi la misma que la distancia desde el origen al punto de observación, ya 
que usualmente el centro del sistema de coordenadas está sobre la fuente (antena), o cerca de 
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esta. Por consiguiente, para el integrando se puede suponer que el vector  tendido desde el 
origen al punto de observación y el vector  desde la fuente al punto de observación son 




Donde,  es el vector posición al punto de observación , medido desde el origen del sistema de 
coordenadas y su longitud es , su dirección es dada por el vector unitario , de manera tal 
que ,  es el vector de posición al punto de integración medido también desde el origen 
del sistema de coordenadas. La ecuación (33), se conoce como la aproximación de campo lejano. 
La aproximación en términos de fase, se ilustra en la Figura 1.3 y la Figura 1.4. La primera figura 
muestra el problema real y la siguiente figura muestra el problema aproximado, donde se asume 
que el vector  y  son paralelos. 
 
Figura 1.3 Problema Original 
 
Figura 1.4 Aproximación de campo lejano 
Ahora, aplicando la aproximación para el campo lejano al vector de potencial en la ecuación (28) 
y debido a que , sólo depende de las coordenadas del punto  
 
 (34) 
Se puede apreciar que el integrando en ecuación (34), no depende de la distancia entre la fuente y 
el punto de observación, este sólo depende de la distribución de corriente sobre el volumen que 
encierra la fuente y el ángulo formado entre el vector de posición al punto de integración  y el 
vector unitario en dirección al punto de observación . 
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Si se asume que solo existen fuentes de corrientes eléctricas, el campo electromagnético es 
descrito en su totalidad por el potencial vectorial magnético , y tomado en cuenta que los 




Expresando los operadores diferenciales  y  en la ecuación (35) para posteriormente 
reemplazar en ella  la aproximación para el campo lejano dada en (31), y descartando todos los  
términos decrecientes con la distancia, cómo  y superiores se puede expresar el 





Donde,  representa la impedancia intrínseca del medio o simplemente impedancia de 






Las componentes radiales del campo sólo existen para los términos de orden superior de , por 
lo cual pueden omitirse.  
Mediante un procedimiento análogo, se pueden obtener las relaciones entre los vectores de 







Para el campo lejano de cualquier antena (cualquier fuente) se pueden observar las siguientes 
características importantes a partir de las expresiones (38) a la (41): 
 El campo lejano no tienen componente radial,  . Ya que la dirección radial es 
también la dirección de propagación, el campo lejano es una típica onda TEM (transversal 
electromagnético).  
 El vector  y el vector  son ortogonales entre sí, ambos vectores son ortogonales a la 
dirección de propagación.  
 La magnitud del campo eléctrico y del campo magnético, cumplen siempre la relación 
. 
 
1.1.5 Regiones de Campo 
El espacio alrededor de la antena se divide en tres regiones de acuerdo al comportamiento 
predominante del campo. Las condiciones de frontera entre las regiones no cambian y el 
comportamiento del campo cambia gradualmente cuando se cruzan dichas fronteras.  
1.1.5.1 Región de campo cercano (reactivo) 
Es la región inmediata que rodea la antena, donde el campo reactivo es predominante [8]. Para la 




Donde D es la dimensión más grande de la antena o el mínimo diámetro de una esfera que 
encierra toda la antena, y  es la longitud de onda del campo radiado. 
1.1.5.2 Región de campo cercano radiante (región de Fresnel) 
Esta es la región intermedia entre la región de campo cercano reactivo y la región de campo 
lejano, donde el campo radiado es más significativo pero la distribución angular del campo es aun 
dependiente de la distancia a la antena. En esta región, . Para la mayoría de las antenas, se 





Aquí, D es la dimensión más grande de la antena. Esta región es llamada la región de Fresnel 
porque en ella la expresión del campo se reduce a la integral de Fresnel. 
Dentro de esta región la componente radial del campo  no es despreciable, pero las 
componentes transversales del campo son dominantes (   y ). 
 
A partir , la parte real de la densidad del flujo de potencia comienza a ser dominante sobre 
su parte imaginaria, por tal motivo se denomina a dicho radio, como radio de radiación o en otras 
palabras, el punto a partir del cual la potencia radiada comienza a tener un mayor valor que la 
potencia reactiva. 
1.1.5.3 Región de campo lejano 
Cuando , sólo se consideran los términos . La distribución angular del campo no 
depende más de la distancia a la fuente, es decir, el modelo del campo lejano, ya está 
completamente establecido. El campo es una onda trasversal electromagnética (TEM). Para la 




Una antena es básicamente la parte de un sistema de transmisión o recepción que está diseñada 
para radiar o recibir ondas electromagnéticas [8]. 
A continuación se presentará una clasificación de los diferentes tipos de antenas según su forma, 
lo cual determina el grado de complejidad al momento de su diseño y construcción dando por tal 
motivo una perspectiva histórica en la evolución de estos dispositivos.  
1.2.1 Antenas de hilo 
Las antenas de hilo o antenas monofilares tienen aplicación en virtualmente casi todas los 
aspectos de la vida cotidiana, su aplicación se extiende a los automóviles, edificios, aviones, 
barcos, vehículos espaciales y demás. Presentan variedad de formas, tales como un conductor 
recto (dipolo),en forma de espira o helicoidal. Las antenas en forma de espira no necesariamente 
deben ser circulares, pueden tomar diferentes formas tales como rectángulos, cuadrados, elipses o 
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cualquier otra configuración. La espira es la más común por su simplicidad al momento de su 
construcción. 
 
Figura 1.5 Dipolo 
 
Figura 1.6 Espira circular 
 
Figura 1.7 Helicoidal 
 
1.2.2 Antenas de Apertura  
Las antenas de apertura presentan en la actualidad una gran variedad de uso práctico más que en 
el pasado, debido a la demanda creciente de formas más refinadas en las antenas y la utilización 
de frecuencias más altas. Algunas formas características de las antenas de apertura se pueden 
apreciar en la Figura 1.8. Las antenas de apertura tienen una gran aplicación en aeronaves y 
vehículos espaciales, debido a que pueden ser montadas sobre el fuselaje, además pueden ser 
recubiertas con materiales dieléctricos con el objetivo de protegerlas de las condiciones adversas 
del ambiente. 
 
a.) Bocina piramidal 
 
b.) Bocina cónica 
 
c.) Guia de onda rectangular 
Figura 1.8 Antenas de Apertura 
1.2.3 Antenas de parche  
Las antenas de parche, llegan a ser bastante populares en la década de los 70, aplicadas 
principalmente en a la exploración espacial. En la actualidad se utilizan tanto en aplicaciones 
militares como comerciales. Estas antenas consisten en un parche metálico montado sobre un 
sustrato aterrizado. El parche metálico puede tomar cualquier forma, sin embargo los parches 
circulares y rectangulares, como los mostrados en la Figura 1.9, son de mayor utilización por su 
facilidad de análisis, construcción, y sus características de radiación. Las antenas de este tipo son 
de bajo perfil, se pueden ajustar a superficies planas o no, son simples y baratas de construir, 
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utilizando las tecnologías actuales aplicadas a la construcción de circuitos impresos. Son bastante 
robustas cuando se montan sobre superficies rígidas y bastante versátiles en cuanto a su 
frecuencia de resonancia, polarización, patrón de radiación e impedancia. 
En la actualidad su aplicación está ampliamente extendida en aviones, vehículos espaciales, 
satélites, misiles, automóviles y teléfonos móviles.  
 
a.) Parche rectangular 
 
b.) Parche Circular 
Figura 1.9 Antenas de parche 
1.2.4 Arreglo de Antenas 
Muchas aplicaciones prácticas requieren de características particulares de radiación que no son 
posibles de obtener mediante un solo elemento. Sin embargo, es posible juntar varias antenas 
elementales en un arreglo eléctrico y geométrico que permita alcanzar las características de 
radiación deseadas. El arreglo puede ser tal, que la radiación de cada uno de los elementos se 
adicione para obtener un valor máximo en una dirección (o direcciones) dada, un valor mínimo 
en otra dirección, o como se desee. Arreglos (o arrays) típicos de antenas, se pueden observar en 
la Figura 1.10. Usualmente el término “arreglo” está reservado para una agrupación en la cual 
cada elemento está separado de los demás. Sin embargo, el mismo término se utiliza para un 
conjunto de radiadores montados sobre una estructura continua. Como ejemplos de arreglos de 
antenas se puede mencionar el laboratorio radiastronómico Very Large Array (VLA), el cual 
cuenta con 27 antenas cada uno de 25 metros de diámetro y el Radiotelescopio Astronómico de la 
Academia de Ciencias de Nauk (RATAN-600) el cual está formado por 895 reflectores 





a.) Arreglo Yagi-Uda 
 
b.) Arreglo de aperturas 
 
c.) Arreglo de parches 
 
d.) Arreglo guía de onda ranurada 
Figura 1.10 Arreglo de antenas. 
1.2.5 Antenas Reflectoras  
Uno de los aspectos que más ha ayudado al avance en la teoría de antenas es al exploración 
espacial, debido principalmente a la necesidad de comunicarse a grandes distancias, lo cual ha 
derivado en el desarrollo de variadas formas de antenas, con el objetivo de enviar y recibir 
información a millones de kilómetros. Una forma común para las antenas asociadas con dichas 
aplicaciones es el reflector parabólico, como el mostrado en la Figura 1.11. Antenas de este tipo 
han sido construidas con diámetros tan grandes como la antena del radiotelescopio de Arecibo, la 
cual tiene un diámetro de 305 m. Tales dimensiones son necesarias con el objetivo de alcanzar la 
ganancia necesaria para enviar y recibir señales que viajan millones de kilómetros. Otra forma 
menos común de las antenas reflectoras es el reflector angular. 
 
a.) Reflector parabólico 
 
b.) Reflector parabólico 
 
c.) Reflector Angular 
Figura 1.11 Antenas reflectoras. 
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1.2.6 Antenas de lente 
Los lentes son usados primordialmente para alinear la energía divergente incidente con el 
objetivo de evitar la dispersión del campo en direcciones no deseadas. Con una apropiada 
selección de la forma geométrica y del tipo de material del lente, se puede transformar múltiples 
formas de energía divergente en una única onda plana. Este tipo de antenas se utiliza 
mayoritariamente en las mismas aplicaciones que los reflectores parabólicos, especialmente a 
altas frecuencias. Para bajas frecuencias sus dimensiones y peso llegan a ser exageradamente 
grandes. las antenas de lente se clasifican según el material a partir del cual se construyen y de su 
forma geométrica. 
  
1.3 Parámetros Básicos de Antenas  
Los términos y las definiciones comúnmente encontradas en el estudio de antenas y los sistemas 
de radio comunicaciones se pueden encontrar en la correspondiente documentación del Instituto 
de Ingeniería Eléctrica y Electrónica (IEEE), el Instituto Europeo de Standards en 
Telecomunicaciones (ETSI), al igual que en las reglas de la FCC (Comisión Federal de 
Comunicaciones) y los reportes y recomendaciones de la ITU-R (Unión Internacional de 
Telecomunicaciones - Sector de las radiocomunicaciones). En el presente trabajo solo se 
presentaran algunos de los parámetros y definiciones de especial interés al desarrollar una 
aproximación al estudio y aplicación de las antenas.  
1.3.1 Patrón de Radiación  
El instituto IEEE define el patrón de radiación o patrón de antena, como la distribución espacial 
de una cantidad que caracteriza el campo electromagnético generado por una antena y que puede 
ser expresada como una función matemática o una representación gráfica [8]. Algunos patrones 
característicos en la teoría de antenas son el de campo, el de potencia y el de voltaje. 
En la sección 1.1.4 se estableció que para la región de campo lejano, el campo radiado por la 
antena varia con el inverso de la distancia . Sin embargo la variación con respecto a los 
ángulos de observación , depende de las características físicas y geométricas de la antena. 
El concepto de patrón de radiación se puede ilustrar con mayor claridad si se toma como ejemplo 
el campo radiado por un elemento infinitesimal de corriente (dipolo ideal), ya que el 
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procedimiento es similar para otro tipo de antenas si la distribución de corriente es conocida [9]. 
Ahora, la aproximación de campo lejano para el elemento infinitesimal de corriente está dado por 
las expresiones [2]  
 
 (45) 
Donde se puede apreciar que  la variación angular con respecto a  y , sobre una esfera de 
radio   extendida  sobre la región de campo lejano, está definida por el término . En cuyo 
caso, el campo eléctrico de una antena de prueba moviéndose sobre la superficie de dicha esfera  
y con una orientación paralela a , tendrá un valor proporcional a . Cualquier plano que 
contenga al eje , tiene el mismo patrón de radiación, ya que no se ha variado el angulo  dentro 
del campo. El patrón medido en uno de estos planos es denominado como patrón del plano- , 
debido a que la antena de prueba se desplaza en la misma dirección que la del vector de campo 
eléctrico. Ahora, cuando la antena se mueve en una dirección perpendicular al plano que la 
contiene, al patrón medido se le denominado patrón del plano- , debido a que ésta es la 
dirección del vector de campo magnético . En general los patrones de los planos  y , se 
denominan los patrones de radiación de los planos principales. Dichos patrones de radiación para 
los campos generados por el dipolo eléctrico ideal son mostrados en la  Figura 1.13, y la Figura 
1.14, graficados en coordenadas polares y en los cuales la distancia desde el origen a la curva es 
proporcional a la intensidad del campo en la zona lejana, estos diagramas son a menudo 
denominados patrones polares o diagramas polares. 
A partir de los patrones de los planos E y H, se puede obtener una vista isométrica del patrón de 
radiación, como el mostrado en la Figura 1.15, en el cual se ha removido un segmento del mismo, 




Figura 1.12 Planos principales 
 
Figura 1.13 Patrón de plano-  
 
Figura 1.14 Patrón de plano-  
 
Figura 1.15 Patrón de radiación 3D 
En síntesis, el  patrón de la antena es la variación de las características de radiación sobre una 
esfera de radio  centrada sobre el origen del sistema de coordenadas, lugar en el cual se 
encuentra ubicada la antena. El radio de la esfera es constante y las variaciones del campo 
obedecen a la variación de los ángulos de observación  y . Por tal motivo, el patrón de 
radiación se suele expresar como una función del campo radiado en la zona lejana, como 
  (46) 
Al cual se le denomina Patrón de campo y que suele ser normalizado a la unidad. Esto se puede 






1.3.2 Intensidad de Radiación  
El instituto IEEE, define la intensidad de radiación como la potencia radiada en una dirección 
dada por unidad de ángulo sólido [8]. Básicamente la intensidad de radiación describe cuanta 
energía concentra una antena en una determinada dirección de radiación. 
La potencia promedio radiada por la antena (o elemento radiante) corresponde al promedio del 




Ya que , es el elemento diferencial del ángulo sólido, el cual corresponde a un 
diferencial de área tal como se puede apreciar en la Figura 1.16, la ecuación (48) se puede 





Figura 1.16 Diferencial del ángulo solido 
De la expresión (49), se puede extraer la definición para la intensidad de radiación 
 
 (50) 
Donde  es la intensidad de radiación, cuyas unidades son vatios por radian cuadrado (o 
estereoradian,  ).  
1.3.3 Directividad 
La directividad se define como la relación entre la intensidad de radiación en una dirección dada 





Ahora bien, una fuente isotrópica que emita radiación uniformemente en todas las direcciones es 
solo hipotética, pero es un concepto bastante útil. La intensidad de radiación de dicha fuente sería 




Y tomando en cuenta el hecho de que la intensidad de radiación es constante para el radiador 
isotrópico, se tiene que   
 
 (53) 




Por lo tanto es posible reescribir la ecuación (51) como  
 
 (55) 
Si no se especifica una dirección, se sobre entiende que se hace referencia a la dirección de 
máxima intensidad de radiación (directividad máxima) expresada como [2] 
 
 (56) 
1.3.4 Ganancia y eficiencia de radiación 
El instituto IEEE define la ganancia de la antena como la relación entre la intensidad de radiación 
en una dirección dada y la intensidad de radiación que se obtendría si toda la potencia disponible 




De la expresión (54) y tomando en cuenta que toda la potencia disponible en terminales de 





Reemplazando la expresión (58) en (57) se tiene que  
 
 (59) 
La ganancia se puede expresar como una función de  y de , también se puede especificar como 
un valor dado para una dirección especifica. Si no se especifica ninguna dirección y el valor de la 
ganancia no está dado como una función de  y , se asume que se trata de la ganancia máxima 
de la antena. 
Ahora, comparando las expresiones (55) y (59) se puede observar que la única diferencia entre el 
valor de la ganancia y la directividad es el término de potencia utilizado. La directividad se puede 
entender entonces como la ganancia que una antena habría de tener si toda la potencia inyectada 
en sus terminales de entrada fuera radiada; esto es si , la ganancia por ende refleja el 
hecho de que una antena real no se comporta de esta manera y que una parte de la potencia de 
entrada se pierde sobre la antena. La parte de la potencia de entrada que no es radiada es 
absorbida por la antena y las estructuras cercanas, lo cual conlleva a introducir el concepto de 
eficiencia de radiación  de la antena como 
 
 (60) 
Reordenando la  expresión (60) y reemplazándola en (59) y con la ayuda de (55) se tiene que  
  (61) 
Por consiguiente la ganancia máxima se expresa como  
  (62) 
Así, la máxima ganancia de una antena es igual a su característica puramente directiva 
multiplicada por la eficiencia de radiación. 
Debido a que la ganancia es una relación de potencia se puede expresar en decibelios como 
  (63) 
1.3.5 Impedancia de la antena 
La impedancia de entrada de una antena, es la impedancia mostrada por la antena en sus 
terminales, tal impedancia se verá afectada por otras antenas o estructuras u objetos cercanos; sin 
embargo, por simplicidad se considerará que la antena se encuentra aislada de cualquier 
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influencia externa. La impedancia de entrada tendrá una componente real y una componente 
imaginaria [2]  
  (64) 
La resistencia de entrada , representa las perdidas, la cual ocurre en dos formas. La potencia 
que deja la antena y nunca regresa (es decir la potencia radiada) siendo esta una forma de 
disipación. Existen también perdidas óhmicas asociadas al calentamiento de la estructura de la 
antena, pero en muchas antenas las perdidas óhmicas son despreciables con respecto a las 
perdidas por radiación. Sin embargo normalmente las perdidas óhmicas son significativas en 
antenas eléctricamente pequeñas, las cuales tienen dimensiones mucho más pequeñas que una 
longitud de onda. La reactancia , representa la potencia almacenada en el campo cercano de la 
antena. 
De acuerdo con [8], la potencia promedio disipada en una antena está dada por 
 
 (65) 
Donde , es la corriente en terminales de entrada de la antena. Se observa que hay presente un 
factor de , debido a que la corriente  es el valor pico de la corriente de entrada. Separando la 
potencia disipada en la radiada y las perdidas óhmicas, se obtiene 
 
 (66) 
Ya que la potencia radiada  se ha definido en la expresión (49), se puede definir la resistencia 
de radiación  con respecto a los terminales de entrada como [10]  
 
 (67) 
Y la resistencia óhmica  está dada por  
 
 (68) 
1.3.6 Polarización de la antena 
La polarización de la antena es la polarización de la onda radiada por esta en una determinada 
dirección. Usualmente, la polarización característica de una antena permanece relativamente 
constante sobre su lóbulo principal y se utiliza para describir la polarización de la antena. Sin 
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embargo, la radiación sobre los lóbulos laterales puede diferir en polarización con respecto a 
lóbulo principal. 
Ahora, el teorema de reciprocidad establece que la respuesta de un sistema permanece invariable 
cuando la fuente y el punto de medición se intercambian [11], por lo tanto en un sistema formado 
por dos antenas idénticas, una en transmisión y otra en recepción, se puede intercambiar el punto 
de transmisión y de recepción siendo idénticos los parámetros de las antenas, por lo tanto se dice 
que las antenas son reciprocas cuando presentan el mismo patrón de radiación en transmisión y 
recepción. Esto es una consecuencia de la naturaleza vectorial de la radiación, lo cual incluye por 
supuesto a la polarización. En una antena en transmisión su polarización coincide con la de una 
antena en recepción si la relación axial de polarización elíptica y la dirección del eje principal son 
las mismas en ambas antenas. 
Por ejemplo, una antena receptora con una polarización circular hacia la derecho, coincide con 
una onda polarizada circularmente hacia la derecha. Como una analogía mecánica, se puede 
considerar una tornillo roscado hacia la derecha correspondiendo a una onda polarizada 
circularmente hacia la derecha (RHCP) y una tuerca roscada hacia la derecha representando una 
antena (RHCP). El tornillo y la tuerca se hacen coincidir cuando se atornilla hacia adentro o hacia 
afuera correspondiendo a la recepción o transmisión. 
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2 METODOLOGIA DE ANALISIS DE LA RADIACIÓN DE LAS ANTENAS EN 
PRESENCIA DE OBJETOS ELECTRICAMENTE GRANDES 
2.1 MÉTODO DE LOS ELEMENTOS FINITOS APLICADOS A LA TEORÍA DE 
ANTENNAS 
Una vez esbozados algunos conceptos de especial relevancia relacionados con la radiación de 
ondas electromagnéticas y la teoría de antenas, se procederá a la formulación general del 
problema bajo el método de los elementos finitos. 
2.1.1 Formulación del problema   
 
 
Figura 2.1 Problema de valor de frontera original 
Tomando en consideración una antena genérica como la mostrada en la Figura 2.1 la cual es 
excitada por una fuente, cuya densidad de corriente es representada por  , que genera un 
campo electromagnético que llega a ser modificado por la estructura misma de la antena. El 
objetivo principal es determinar los parámetros de esta, por ejemplo la impedancia de entrada o el 
patrón de radiación, a fin de predecir el comportamiento de la misma. 





Junto con las condición de frontera 
  (70) 
En las ecuaciones (69)  y  representan, en aras de la generalidad, los tensores de la 
permitividad y la permeabilidad de un medio anisotrópico dentro del cual se puede encontrar 
sumergida la antena;  es una densidad de corriente magnética impresa, la cual a pesar de ser 
una cantidad ficticia puede llegar a ser bastante útil para modelar algunos mecanismos de 
alimentación de la antena. Como se ha mencionado antes, ya que se supone que las antenas se 
diseñan para radiar en el espacio libre, los campos eléctrico y magnético propagándose hacia el 
infinito deben cumplir  con la condición de frontera de Sommerfeld (ecuación (9) del capítulo 1), 
las cuales se reescriben aquí por comodidad 
 
 (71) 
Donde  representa la contante de propagación del espacio libre. 
El problema definido por las expresiones (69), (70) y (71) se puede formular en términos del 
campo eléctrico o magnético, por ejemplo eliminando de las ecuaciones (69) el campo 
magnético, se obtiene la ecuación vectorial de onda 
  (72) 
Donde  y  son el tensores de permeabilidad y permitividad relativa; 
 y  corresponden al número de onda y la impedancia intrínseca del 
vació. 
Ahora, es claro que el problema formulado aquí es un problema sobre una región no acotada, por 
lo tanto para poder hacer uso de FEM se debe truncar el dominio computacional del mismo; por 
el momento se puede simplemente suponer que la antena se encuentra encerrada dentro de una 
superficie ficticia  tal como se muestra en la Figura 2.2 sobre la cual se deben imponer ciertas 




Figura 2.2 Dominio computacional truncado 
Aplicando el método de los residuos ponderados a la expresión (72) se obtiene  
 
 (73) 
Donde  es la correspondiente función de prueba.  
Aplicando la identidad vectorial 
  (74) 
Y el teorema de Gauss 
 
 (75) 
Se obtiene  
 
 (76) 
ya que la condición de frontera (70), define el comportamiento del campo eléctrico sobre la 
superficie , sólo falta determinar el comportamiento de este sobre la superficie . Es decir, 
sobre la superficie ficticia que trunca el dominio computacional. 
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2.1.2 Truncamiento del dominio computacional 
Los métodos para truncar el dominio computacional sobre una región abierta se pueden clasificar 
en condiciones artificiales de frontera locales y globales, las locales preservan la estructura 
dispersa de la matriz de rigidez (cuando se hace uso de FEM), pero introducen errores en la 
solución debido a la inexactitud de su forma asintótica truncada, por el contrario, las globales son 
exactas en su formulación pero conlleva a que la matriz de rigidez sea densa. 
Dentro de las condiciones artificiales de frontera locales, se encuentra el método de la condición 
de frontera absorbente (ABC) desarrollado por Engquist y Majda [12] en 1976 para la ecuación 
de onda, y aplicado en 1981 a las ecuaciones de Maxwell en el dominio del tiempo en dos y tres 
dimensiones por Mur [13]. Una de las desventajas de usar ABCs para el truncamiento del 
dominio computacional es que el coeficiente de reflexión es una función del ángulo de incidencia 
y por lo tanto puede llegar a ser bastante grande para ángulos rasantes [14]. Como alternativa, 
Berenger [15] presenta en 1994 un método denominado como Capa de Acoplamiento Perfecto 
(PML), el cual consiste básicamente en encerrar al dispersor o radiador dentro de un medio 
absorbente ficticio  y sobre el cual la onda incidente es atenuada y decae exponencialmente. Las 
PMLs sólo están libres de reflexión cuando se soluciona la ecuación de onda de forma exacta, sin 
embargo cuando se discretiza el problema (como en realidad sucede al aplicar FEM) la interfaz 
entre el medio PML y el medio regular ya no está libre de reflexión, pero se espera que esta sea 
pequeña ya que la discretización realizada se supone que es una buena aproximación a la solución 
exacta de la ecuación de onda. 
Las condiciones artificiales de frontera locales gozaron en las décadas pasadas de gran 
popularidad a pesar de sus deficiencias debido principalmente a que, como se ha mencionado 
anteriormente, estas preservan la estructura dispersa de la matriz de rigidez, lo cual conlleva un 
ahorro significativo de recursos computacionales (memoria y tiempo de cálculo), sin embargo el 
gran desarrollo de los computadores digitales ha motivado el empleo de métodos globales. 
Siguiendo dicha dirección surgen los métodos híbridos, en el cual se busca combinar la gran 
capacidad de FEM para modelar geometrías arbitrarias y medios no homogéneos con alguna otra 
técnica que sea eficiente para tratar regiones no acotadas. Dentro de esta categoría se distingue el 
método híbrido FEM-BI (elementos finitos- integral de frontera), FEM-BEM (elementos finitos - 
elementos de frontera) o FEM-MoM (elementos finitos – Método de los Momentos). El híbrido 
FEM-BI, fue inicialmente propuesto para la solución de algunos problemas de la teoría 
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electromagnética sobre dominios no acotados en 2 dimensiones por Silvester y Hsieh  [16], sin 
embargo este realmente se popularizó a finales de la década de los 90 gracias, como ya se ha 
mencionado, al desarrollo de los computadores digitales.   
2.1.2.1 Ecuación integral de frontera 
El uso de la integral de frontera para truncar el dominio computacional a pesar de no preservar la 
esparcidad de la matriz de rigidez de FEM, tiene la ventaja de que la frontera artificial puede ser 
colocada muy cerca del radiador, lo cual puede reducir significativamente el dominio FEM del 
problema; por lo tanto se puede ajustar más la superficie   , tal como  se muestra en la Figura 
2.3. El problema entonces se puede descomponer en dos; un problema interior a la superficie  y 
otro exterior a ella, y donde el campo puede ser formulado en la región interior haciendo uso de 
FEM y en la exterior con la ayuda de la ecuación integral de frontera BI. 
 
Figura 2.3 Dominio computacional truncado cerca a la superficie de la antena 
Ahora, sobre la superficie  el valor de los capos  y  es desconocido, sin embargo ya que los 
campos deben ser continuos sobre dicha superficie, se puede relacionar el campo exterior y el 
campo interior a  mediante la imposición de sobre esta una condición de frontera tipo 
Neumann [17] 
  (77) 
 
Donde  representa un vector normal saliendo de .  





La formulación anterior por sí sola no es útil para resolver el problema ya que en ella hay dos 
incógnitas . Sin embargo, si inicialmente se supone que la antena está radiando en el 
espacio libre y sin fuentes de campo electromagnético en la región exterior a la superficie , en 




Donde  representa todo el volumen exterior a  y que se extiende hasta el infinito donde se ha 
de cumplir la condición de radiación de Sommerfeld (71). 
El campo electromagnético en región exterior se puede considerar como el generado por una 
fuentes equivalentes de corriente eléctrica  y magnética  impresas sobre la superficie .  
Por lo tanto el campo dentro de esta región se puede modelar con la ayuda de la ecuación integral 
de campo eléctrico (EFIE) [17] 
 
 (80) 
o con la ayuda de la ecuación integral de campo magnético (MFIE) 
 
 (81) 
donde los operadores  y  se definen como 
 
 (82) 
Donde  es una función de Green para el espacio libre, definida como 
 
 (83) 
Y  represente el vector de posición del punto campo o de observación,  representa el vector de 
posición de un punto fuente ubicado sobre la superficie  ; la tilde sobre el operador , 
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represente que en (82), se debe remover el punto  ya que allí existe una singularidad. Por 
otro lado, las fuentes equivalentes están dadas por 
  (84) 
En la formulación se suele usar un campo magnético aumentado , y una densidad de 
corriente aumentada  ya que esto permite que todas las cantidades electromagnéticas 
estén en las mismas unidad de medida, en este caso Voltios. 
Se puede observar que la expresión (78), junto con (80) o (81) son suficientes para resolver el 
problema originalmente planteado. Sin embargo cuando se aplica EFIE o MFIE 
independientemente sobre una superficie cerrada como , pueden aparecer resonancias no 
físicas al interior de esta, lo cual conlleva a que la solución numérica del problema falle [18]. 
para sortear esta dificultada suele hacerse uso de una combinación lineal de (80) y (81) 
denominada como Ecuación Integral de Campo Combinado (CFIE) [19] 
 
 (85) 
2.1.3 Discretización del problema y ensamble del sistema de ecuaciones 
Para hallar la solución de (78) con ayuda de FEM se debe inicialmente subdividir el dominio 
computacional, el cual para el presente caso es el acotado por la superficie , en un numero 
finito de elementos sobre cada uno de los cuales se debe aproximar la cantidad buscada con la 
ayuda de un conjunto de funciones de forma apropiado. Por ejemplo, si se asume que el dominio 
ha sido subdividido en elementos tetraédricos y sobre cada uno de ellos se aproxima el campo 
eléctrico  con la ayuda de los elementos de Nedéléc de orden polinomial 0.5 [20], el campo 
dentro de un elemento se representará como 
 
 (86) 
donde  representa el valor de la componente tangencial sobre la -esima arista del -esimo 
elemento. 
Ahora, la aproximación al valor de  sobre todo el dominio computación se puede obtener 
sumando la contribución de todos los elementos en los que ha sido subdividido dicho dominio. 
Ya que sobre cada elemento, en este caso, la aproximación ha sido hecha con respecto al valor de 
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la componente tangencial del campo en cada una de las aristas del elementos, entonces  se 
puede aproximar como 
 
 (87) 
Donde  representa el número total de aristas dentro del dominio, excluyendo aquellas que se 
encuentren sobre la superficie ;  representa la componente tangencial del campo sobre la -
esima arista, y  representa la función base de tipo vectorial para la -esima arista, es bueno 
aclarar que en este caso  corresponde a la suma de las funciones base de tipo vectorial de cada 
uno de los elementos que comparten la -esima arista. Ahora, es bueno recordar que la razón para 
excluir las aristas sobre  es que con esto se cumple la condición de frontera dada en la 
expresión (70). 
Es bueno aclara que si en lugar de utilizar los funciones base de orden 0.5 se utilizan las 
funciones base de primer orden dadas en [20], entonces el campo  dentro del dominio 
computacional se aproxima sumando el valor de la componente tangencial del campo sobre cada 
una de las aristas, más el valor de la componente tangencial del campo sobre cada una de las 
caras contenidas dentro de dicho dominio, exceptuando aquellas aristas y caras que se encuentren 
sobre la superficie . 
Dentro del proceso de construcción del sistema de ecuaciones se debe observar que existen 
elementos que están en la región interior acotada por la superficie , en cuyo caso la integral de 
superficie en la expresión (78) es cero; mientras que otros elementos tendrán una de sus caras 
sobre ella, en cuyo caso se debe tomar en cuenta la contribución de estos en la integral de 
superficie en (78).  
Aproximando el campo magnético  sobre la superficie  de una forma análoga a la empleada 
para el campo eléctrico  , se aplica el método de Galerkin a la expresión (78) y se puede 
construir un sistema matricial de ecuaciones de la forma 
 
 (88) 
Asumiendo que  y  están estrictamente en el interior de la región encerrada por la 
superficie . En el sistema de ecuaciones (88), el vector columna   representa los valores del 
campo eléctrico asociados a las aristas y caras en la región interior a , mientras que   y 
 representan los valores de los campos eléctrico y magnético asociado a las aristas y caras 
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sobre la superficie . Por su parte la matriz de coeficientes del sistema se puede dividir en cinco 
submatrices, donde las submatrices  están asociadas a los valores del campo eléctrico dentro y 
sobre la superficie  y tienen como característica general ser matrices simétricas y dispersas, 
mientras que la submatriz  es una matriz dispersa asociada a los valores del campo magnético 
sobre la superficie . 
Las expresiones generales para los elementos de estas submatrices son 
 
 (89) 
Ahora es necesario discretizar la ecuación (85), con el objetivo de relacionar los valores de  y  
sobre la superficie . 
Es bueno observar que la ecuación integral de campo combinado (CFIE) está en función de las 
densidades de corriente eléctrica y magnética equivalentes sobre la superficie ficticia , por lo 
tanto al momento de su discretización se debe garantizar la continuidad de estas sobre la 
superficie, por lo cual en lugar de utilizar elementos rotacionales conformes se debe utilizar 
elementos divergentes conformes con el objetivo de garantizar la continuidad de la componente 
normal entre elementos. Sin embargo esto no representa una verdadera dificultad ya que sobre la 
superficie  es posible construir una base vectorial divergente conforme tomando el producto 
cruz de una base rotacional conforme con el vector unitario normal al elemento [21], por lo tanto 
 
 (90) 
donde , donde  representa la función base de tipo vectorial utilizada para 
aproximar  y  sobre la superficie . 





Para convertir la ecuación (91) en una ecuación en forma matricial, se necesita escoger un 
conjunto adecuado de funciones de prueba de tipo vectorial con las cuales tomar el producto 
punto. Ahora, mientras  es una adecuada función de prueba para el factor de  no lo es para el 
factor de , mientras que  es una adecuada función de prueba para el factor de   y no lo 
es para el factor de  [22].  Por lo anterior, se propone en [21] la utilización de  una función de 
prueba que es la combinación de   y  de la forma 
  (92) 
Con el fin de contar con una función de prueba adecuada para los factores asociados tanto con  
y . 
Al tomar el producto punto de la expresión (92) con (91) e integrando sobre la superficie , se 
obtiene una ecuación matricial de la forma 
  (93) 
donde las matrices  y  son dos matrices densas cuyos elementos están dados por 
 
 (94) 
Las ecuaciones (88) y (93) se pueden colocar en un sistema matricial de ecuaciones de la forma 
 
 (95) 
El problema así es parcialmente disperso y parcialmente denso. Esta característica hizo que 
inicialmente el método FEM-BI, no gozara de un amplia aceptación, ya que implica un mayor 
costo de almacenamiento y procesamiento que los sistemas de ecuaciones resultantes de utilizar 
FEM junto con condiciones de frontera aproximada (ABCs y PMLs). Sin embargo, se ha dado un 
vertiginoso desarrollo de los computadores digitales y el desarrollo de nuevas técnicas para 
acelerar el proceso de solución del sistema matricial resultante de la discretización de la ecuación 
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integral de frontera, tales como el método multipolar rápido FMM, o el algoritmo multipolar 
rápido de varios niveles MLFMA [23]. De ésta forma se ha logrado eficiencia computacional y la 
implementabilidad de muchas herramientas computacionales, lo que ha convertido al híbrido 
elementos finitos e integral de frontera en un estándar a la hora de analizar problemas de 
radiación/dispersión electromagnética en presencia de geometrías complejas y medios no 
homogéneos [24]. 
Algo que vale la pena recalcar es que el hibrido FEM-BI no sólo es un método adecuado para 
truncar el dominio computacional al momento de analizar el campo radiado por una antena 
dentro de un espacio no acotado, también es utilizado para analizar el comportamiento de la 
antena montado sobre una plataforma [17], lo cual permite predecir el comportamiento de la 
misma al ser instalada sobre una estructura que la soporta. 
Puede surgir la pregunta acerca de qué sucedería si en la vecindad de la antena bajo análisis 
existen otros objetos. En cuyo caso la respuesta evidente es que el problema puede ser abordado 
haciendo que los objetos alrededor de la antena estén en el interior del dominio FEM, lo cual 
conlleva el aumento del dominio a ser discretizado y por lo tanto el aumento en los 
requerimientos de almacenamiento y tiempo de cálculo. Sin embargo, para los problemas en los 
cuales las antenas radian en presencia de objetos eléctricamente grandes, es decir  objetos cuyas 
dimensiones son mucho mayores que la longitud de onda del campo radiado,  se han propuesto 
diferentes técnicas que combinan la formulación FEM-BI con técnicas de alta frecuencia como, 
la óptica física (PO) [25], la óptica física mejorada (IPO) [26], la teoría geométrica de la 
difracción (GTD) [27] o la teoría unificada de la difracción (UTD) [28] [29] [19], entre otros. 
 
2.2 Teoría Uniforme de la Difracción  
La teoría Uniforme de la difracción (UTD) es una técnica de modelado asintótica, donde el 
campo electromagnético y los mecanismos de dispersión son descritos de acuerdo al  concepto de 
rayo de la óptica geométrica (GO), el cual es  válido para longitudes de onda muy pequeñas [30]. 
La Teoría Uniforme de la difracción, es la versión  uniforme de la Óptica Geométrica de la 
Difracción (GTD) la cual soluciona el problema de esta última en lo concerniente a la 
discontinuidad del campo en la región de transición próxima a las fronteras de sombra. La UTD 
permite obtener la solución de los problemas asociados a los campos electromagnéticos para altas 
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frecuencias, esto es, donde las dimensiones de los objetos involucrados pueden suponerse muy 
grandes en comparación con la longitud de onda. 
2.2.1 Óptica geométrica 
La relación entre el concepto de rayo y la propagación de las ondas electromagnéticas es 
conocida desde el siglo XVII  a través de trabajo de Huygens y posteriormente ampliado en el 
siglo XIX por el trabajo de Fresnel. Dicha relación es la base fundamental de la óptica geométrica 
y fue establecida formalmente gracias al trabajo de Luneburg [31] y Kline [32] tomando como 
base el trabajo desarrollado por Sommerfeld y Runge [33]. De acuerdo con este postulado,  el 
transporte de energía de un punto a otro dentro de un medio isotrópico sin perdidas cumple con la 
conservación del flujo de potencia dentro de un tubo de rayos [34]. Basándose en este concepto, 
la GO proporciona una aproximación de alta frecuencia para la propagación de onda de los 
campos incidente y reflejado mediante el uso de rayos. 
2.2.2 Representación del campo mediante rayos 
Con el fin de proporcionar una representación de las ondas electromagnéticas en forma de rayos 
dentro de una región del espacio isotrópica, homogénea y libre de fuentes, se utiliza la expansión 
asintótica de Luneberg-Kline [35] 
 
 (96) 
Donde  es la constante de propagación dentro de la región considerada y  es la función de 
fase, la cual determina la dirección de propagación del campo. A altas frecuencias, cuando la 
frecuencia tiende a infinito   y por consiguiente   solo el primer término de las 
expresiones dadas en (96) se mantiene, los cuales se denominan como la aproximación de los  
campos dentro de la óptico geométrico, y  están dados por  
 
 (97) 
Las expansiones de Lunberg-Kline dadas en (96), cierran la brecha entre la óptica geométrica y la 
propagación de las ondas electromagnéticas. Ahora, sustituyendo la expansión para los campos 
38 
 
dentro de las ecuaciones de maxwell dadas en (98)  para un medio lineal, homogéneo y libre de 
fuentes   
 
 (98) 
Se puede llegar a observar que   y  son perpendiculares a . Además,  si se toma el 
promedio del vector de Poynting  para el campo de la óptica geométrica en un caso particular se 
puede observar que  tiene la dirección de . También puede ser observado que  satisface la 
ecuación eikonal [35] 
  (99) 
Por consiguiente el vector normal al frente de onda, que también es la dirección del flujo de 
potencia se puede expresar como   
  (100) 
Y donde  es, por consiguiente, la dirección del rayo. ,  y  son ortogonales entre sí para 
cualquier punto en la dirección de propagación  y donde es posible observar que no existe 
componentes del campo en la dirección de propagación. De tal forma que, el campo de la óptica 
geométrica se comporta localmente como una onda plana. Además, la familia de superficies que 
forman el frente de onda (superficie equifásica) que son normales a la dirección de propagación 




Figura 2.4 Superficie Eikonal 
El vector unitario   es normal a la superficie equifásica definida por  Lo cual significa 
que dentro de un medio isotrópico la dirección del rayo es siempre normal al frente de onda  
El análisis del campo asociado al rayo se realiza tomando un conjunto de rayos paraxiales 
adyacentes a un rayo axial, lo cual conforma el denominado tubo de rayos. El cual en general se 
define como un tubo de rayos astigmático (sin un punto focal común) con un frente de onda 
como el mostrado en la Figura 2.5 y la Figura 2.6. El frente de onda tiene un radio de curvatura 




Figura 2.5 Tubo de rayos astigmático 
 
Figura 2.6 Frente de onda sobre el tubo de rayos 
Las direcciones principales  y  son perpendiculares una a la otra y a la dirección de 
propagación del rayo axial . Estos tres vectores definen los planos de curvatura principales del 
tubo astigmático de rayos.    
La variación de la fase sobre el rayo se puede determinar a través de la ecuación eikonal, y está 
dada por [35] 
  (101) 
Donde  
  (102) 
Donde  es el vector de posición del punto de observación  y  es el vector de posición del 
punto tomado como referencia para la fase (frente de onda de referencia). 
La variación en la amplitud y la polarización del campo asociado al rayo se puede obtener 
reemplazando la expansión de Luneberg-kline (96)  en la ecuación vectorial de Helmholtz para el 
campo eléctrico  
  (103) 
De donde es posible obtener la expresión para la ecuación del transporte para el campo eléctrico 
asociado al rayo  
  (104) 
La cual es básicamente la ecuación de onda del campo asociado al rayo. La solución para la 






Reemplazando la expresión (101) en (105) y tomando como punto de referencia para la fase 
, se tiene que el campo eléctrico asociado al rayo en el punto  a una distancia  está dado 
por  
  
 La aproximación del campo eléctrico por medio de la Óptica geométrica se puede entender como 
el producto de tres factores  
 
De donde se supone que el campo en el punto de referencia  es conocido. De igual forma se 
observa que el factor de dispersión del campo está en función de  los radios de curvatura  
primarios   del frente de onda de referencia  y de los radios de curvatura primarios 
 para el frente de onda ubicado a una distancia . Ahora, se puede observar que 
cuando  o , el factor de divergencia se hace indeterminado, lo cual significa que 
existe una singularidad del campo asociado al rayo sobre las causticas del tubo de rayos 
astigmático. Esto es La óptica geométrica falla al momento de predecir el campo sobre las 
causticas.   
En resumen, para una onda cuya superficie eikonal (Frente de onda) forma un tubo de rayos 
astigmático, como el mostrado en la Figura 2.6, la intensidad del campo eléctrico está definida 
por la expresión (107), y de donde se pueden resaltar tres casos especiales: 
 Si el frente de onda es esférico, los radios de curvatura en los diferentes planos serán 
iguales , con lo cual la expresión (106), toma la forma. 
 
 (108) 
 Si el frente de onda es plano, se puede considerar como una onda esférica cuyo radio de 








  (109) 
 
 Si el frente de onda es cilíndrico, el radio de curvatura de la superficie perpendicular a la 
altura tiende a infinito , por lo tanto la expresión 
(105), se puede aproximar a . 
 
 (110) 
Para finalizar, el campo magnético asociado al rayo se puede calcular tomando en cuenta que los 




Y donde  es la impedancia de onda del medio.  
2.2.3 Reflexión sobre una superficie 
La propagación del campo asociado a la óptica geométrica dentro de un medio homogéneo e 
isotrópico se analiza sobre la trayectoria recta del rayo tomando en cuenta las variaciones de 
amplitud, las cuales deben obedecer la conservación del flujo de potencia,  siempre que no exista 
ningún tipo de obstáculo en la trayectoria de propagación del rayo. Sin embargo, cuando el rayo 
choca contra un objeto aparecen los mecanismos de dispersión, los cuales son análogos a los 
mecanismos de dispersión de la luz descritos por la física óptica, debido a que el campo asociado 
al rayo es una representación asintótica del campo electromagnético a alta frecuencia. Ahora, 
suponiendo que el rayo incide sobre una superficie regular, el mecanismo fundamental de 
dispersión es la reflexión, la cual puede ser estudiada desde la perspectiva de la óptica 
geométrica. Desde esta perspectiva, la reflexión es un fenómeno de naturaleza local, la cual 
depende de las características propias de la región próxima al punto de reflexión.          
Si se considera un rayo incidente sobre una superficie curva regular con un ángulo de incidencia 
, medido con respecto a un vector unitario normal  a la superficie, tal como se muestra en la 
Figura 2.7.   La forma en la cual el tubo de rayos incide y se refleja sobre la superficie se puede 




Figura 2.7 Reflexión desde una superficie curva regular 
 
 
Figura 2.8 Tubo astigmático de rayos reflejado 
 
Figura 2.9 Reflexión sobre una superficie plana 
La aproximación para el campo eléctrico reflejado en el punto de observación   está dada por  
  (112) 
Donde  es el vector de posición del punto de observación y  es el vector de posición del 
punto de reflexión ubicado sobre la superficie, sobre el cual se ubica el frente de onda que se 
tomará como referencia de fase para el tubo de rayos reflejado, de esta manera se tendrá que la 
distancia  se define como en la expresión (102) con . Adicionalmente,   es el 
campo eléctrico asociado al rayo incidente sobre el   que se supone conocido. Adicionalmente, 
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la dirección del campo reflejado para un punto cualquiera de observación , está gobernada por 
la ley de la reflexión de Snell, la cual cumple el principio de Fermant. Por lo tanto  
  (113) 
Esto es, el ángulo de incidencia del rayo asociado al campo es igual al ángulo de reflexión del 
mismo. 
El factor de dispersión para el campo reflejado está dado por la expresión    
 
 (114) 
Donde  y  corresponden a los radios de curvatura principales del frente de onda reflejado en 
el punto  tal como se ilustra en Figura 2.8. Cuando el rayo incide sobre una superficie plana, 
los radios de curvatura principales para el frente de onda  reflejado en  son iguales a aquellos 
del frente de onda incidente sobre el mismo punto. Por consiguiente  
  (115) 
Lo cual se puede ser gráficamente ilustrado con la ayuda del método de las imágenes, tal como se 
puede observar  en la Figura 2.9. 
Los factores de dispersión para la reflexión sobre una superficie plana de un frente de onda 
esférico, plano y cilíndrico se pueden extraer de las expresiones (108), (109) y (110) 
respectivamente y donde  el radio de curvatura principal , como se observa en la Figura 
2.9. 
En la expresión (112)  representa el coeficiente diádico de reflexión, el cual relaciona cada una 
de los componentes de la polarización del campo incidente con aquellos del campo reflejado, 
tomando como referencia un sistema de coordenadas  sobre el rayo como el mostrado en la 
Figura 2.7. En dicho sistema de coordenadas el rayo es descompuesto en una componente 
paralela, con un vector unitario , y una componente perpendicular, con un vector unitario , 
con respecto al plano de incidencia formado por los vectores  y   y el de reflexión formado por 
los vectores  y  respectivamente. El coeficiente diádico de difracción para la aproximación del 
campo eléctrico dentro de la óptica geométrica se define para el sistema de coordenadas fijado 
sobre el rayo como 
  (116) 
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Donde  es el coeficiente escalar de reflexión para el campo eléctrico con respecto a la 
componente paralela al plano de incidencia y refracción. De forma análoga   es el coeficiente 
escalar de reflexión para el campo eléctrico con respecto a la componente perpendicular al plano 
de incidencia y reflexión. Para el caso de una superficie  de reflexión formada por  un conductor 




Para el caso de una superficie dieléctrica con propiedades  y   los coeficientes escalar de 





Para el campo magnético el coeficiente diádico de difracción  está dado por 
  (120) 
Esta relación se debe a que el campo se comporta localmente como una onda plana según la 
óptica geométrica. Para finalizar, el campo magnético asociado al rayo reflejado en el punto  
está dado por  
 
 (121) 
     
2.2.4 Difracción sobre una cuña 
El campo reflejado de la óptica geométrica solo contribuye al campo total  en la dirección 
especular, esto significa que el rayo reflejado solo existe en la región iluminada por el campo 
incidente sobre un objeto. Sin embargo, para el caso de un objeto de dimensiones finitas, el 
campo también existirá detrás de este, es decir en la región de sombra, mas en dicha región el 
campo no puede ser analizado por medio de la óptica geométrica. 
Si se supone un rayo incidente sobre la arista de una superficie finita, el mecanismo de dispersión 
presente es la difracción,  la cual puede ser estudiada en el mismo sentido de la óptica geométrica 
mediante la Teoría Geométrica de la Difracción GTD desarrollada por Joseph Keller en 1962 
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[38]. De este modo  los conceptos de la GO, son extendidos a los rayos difractados, los cuales 
pueden existir dentro de la región de sombra. El campo es calculado como una expansión 
asintótica para altas frecuencias. 
 
Figura 2.10 Cuña curva 
 
Figura 2.11 Sección transversal de la cuña 
 
El campo difractado descrito por medio de la GTD es un fenómeno de naturaleza local, de mismo 
modo que lo es el campo reflejado descrito por la GO,  por lo cual dependerá en gran medida de 
las consideraciones geométricas  en las proximidades del punto de difracción. Sin embargo La 
Teoría Geométrica de la Difracción (GTD) falla al momento de predecir el campo sobre las 
regiones de transición alrededor de las fronteras de sombra. Para superar esta dificultad 
Kouyoumjian y Pathak [39], introducen la teoría Uniforme de la Difracción UTD, como una 
extensión de la GTD la cual garantiza la continuidad del campo a través de las regiones de 
transición alrededor de las fronteras de sombra.       
Si se asume que el campo asociado al rayo incide sobre una cuña curva formada por un conductor 
eléctrico perfecto PEC,   formando un ángulo de  con respecto a la tangente al borde de la cuña 
en el punto de difracción  como se ilustra en la Figura 2.10. El mecanismo de difracción   para 
el tubo de rayos incidente y difractado es ilustrado en la Figura 2.12. De acuerdo  a la UTD, el 
campo eléctrico difractado  en el punto de observación  está dado por [35] 
  (122) 
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Donde,  es el vector de posición al punto de observación y   es el vector de posición  al 
punto de difracción, el cual se toma como referencia de fase para el tubo de rayos difractado  y 
donde la distancia entre el punto de difracción y el de observación está definida como 
, la dirección de propagación del rayo difractado se determina según el principio de 
Fermat generalizado desarrollado por Keller, el cual establece que el rayo difractado está sobre 
un cono cuyo semiángulo es igual al ángulo de incidencia  [38]. Partiendo de dicho principio 
se puede obtener  la ley de Keller para la difracción, la cual se puede escribir como 
  (123) 
 La cual establece que el ángulo del rayo incidente , definido por el vector unitario  tangente al 
borde de la cuña en el punto de difracción y la dirección de propagación  del rayo incidente es 
igual al ángulo de difracción  definido por el vector unitario  y la dirección de propagación  
del rayo difractado.  Por consiguiente existirá un número infinito de rayos difractados sobre el 
cono de Keller y cada uno de ellos cumplirá con  ley para la difracción. 
El factor de dispersión  para el rayo difractado está dado por  [35] 
 
 (124) 
Donde  es la distancia medida entre la primera y la segunda caustica del rayo difractado como 
se muestra en la Figura 2.12 y donde se puede apreciar que, según la UTD, la primera caustica 




Figura 2.12 Difracción sobre el borde de la cuña. 
Para el caso de una cuña recta,  es igual al radio de curvatura del frente de onda incidente  
sobre el punto de difracción  para el plano de incidencia definido por  y , esto es  
  (125) 
Para el caso de una cuña recta, los factores de dispersión del rayo difractado están dados por:  








 Onda esférica 
 
 (128) 
Donde  es la distancia entre el punto fuente  y el punto de difracción  y  . La 
dependencia uno sobre la raíz cuadrada para el factor de divergencia en (126) y (127) indica que 
el frente de onda para el campo difractado corresponde al de una onda cilíndrica originándose 
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sobre el borde de la cuña. Por consiguiente la caustica sobre el borde puede ser visto como un 
filamento de corriente el cual es la fuente del campo difractado.    
Ahora,  representa el coeficiente diádico de difracción, el cual relaciona cada una de los 
componentes de la polarización del campo incidente con aquellos del campo reflejado, tomando 
como referencia un sistema de coordenadas  sobre el rayo como el mostrado en la Figura 2.10. 
Dentro de dicho sistema de coordenadas el campo es descompuesto en unas componentes que son 
paralelas, con vectores unitarios  ,  y otras que son perpendiculares, con vectores unitarios 
 , , con respecto al plano de incidencia definido por  ,   y al plano de difracción definido 
por  ,  respectivamente. Los sistemas de coordenadas sobre el rayo incidente y el rayo 
difractado están conectados a través de las siguientes relaciones [35]  
 
 (129) 
El coeficiente diádico de difracción para el campo eléctrico aproximado por la UTD se define con 
referencia a los sistemas de coordenadas locales sobre cada uno de rayos como  
  (130) 
Donde  es el coeficiente escalar de difracción asociado con los componentes de la polarización 
del campo paralelos a los planos de incidencia y difracción. De forma análoga,  es el 
coeficiente escalar de difracción asociado con los componentes de la polarización del campo 
perpendiculares a los planos de incidencia y difracción. Para una cuña formada por un conductor 
eléctrico perfecto PEC, los coeficientes escalares de difracción  están dados por la solución 
asintótica  para una cuña PEC de extensión infinita dados en [35], Los cuales se escriben como la 
suma de cuatro términos en la forma 
 
 (131) 
Donde  y  los ángulos medidos desde la cara de referencia de la cuña al rayo incidente y 
difractado respectivamente. Adicionalmente las funciones  son las funciones de Fresnel, las 
cuales imponen la continuidad del campo UTD a través de la región de transición dentro de la 
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frontera de sombra  definida por el rayo incidente al igual que por el rayo reflejado con respecto 
al borde de difracción para un punto fuente dado. Estas fronteras se denominan como Frontera de 
sombra para el campo incidente (ISB) y Frontera de sombra para el campo reflejado (RSB), las 
cuales se ilustran en la Figura 2.11. La función de Fresnel en (131) se denomina como función de 
transición UTD la cual se aproxima a cero sobre las fronteras de sombra  mientras los términos 
asociados al coeficiente de difracción se aproximan a infinito. Esta característica hace que el 
campo obtenido a través de la UTD permanezca acotado dentro de la región de transición y hace 
que el campo sea continuo a través de las fronteras de sombra.  Los términos  en la expresión 
(131) están asociados con el campo difractado que es compensado con la discontinuidad del 
campo incidente cuando la cara o y la cara  n de la cuña están en la región de sombra 
respectivamente. Los términos   están asociados con el campo difractado que compensa la 
discontinuidad del campo incidente cuando existe reflexión sobre la cara o y la cara n 
respectivamente. 
De forma análoga a la reflexión de la óptica geométrica, el coeficiente diádico de difracción para 
el campo magnético está dado por   
  (132) 
Lo cual es de esperarse debido a que el campo asociado al rayo se comporta localmente como una 
onda plana. Adicionalmente, gracias a esta característica, el campo magnético aproximado por la 
UTD en el punto de observación  está dado por  
 
 (133) 
2.3 Hibrido FEM-BI-UTD 
Considerando un problema como el descrito en la Figura 2.13, donde un objeto dieléctrico no 
homogéneo, denominado como objeto FEM-BI, y un objeto eléctricamente grande, denominado 
como objeto UTD, existen dentro de una región del espacio. Los objetos FEM-BI son analizados 
siguiendo el método descrito en  la sección ¡Error! No se encuentra el origen de la referencia. 
y donde se debe esperar que las corrientes equivalentes sobre la superficie  radiando en 
presencia de los objetos UTD provoquen  la modificación de estas. El acoplamiento entre los 
objetos puede ser estudiado con la ayuda de la teoría uniforme de la difracción presentada en la 




Figura 2.13 Configuración hibrido FEM-BI-UTD 
2.3.1 Formulación del hibrido  
La hibridación de los métodos FEM-BI y UTD se realiza puntualmente en la parte 
correspondiente al método de la integral de frontera (BI) mediante la modificación de las 
funciones de Green y el campo incidente  a través de la superposición de todas las contribuciones 
recibidas en un punto de observación dado debidas a un punto fuente particular. Es bueno aclarar 
que el hibrido FEM-BI no se ve afectado por este proceso ya que este se realiza a través de las 
funciones base definidas en (92), las cuales no están relacionadas con las funciones de Green. 
 
Figura 2.14 Concepto básico del hibrido BI-UTD 
Para iniciar la formulación del hibrido se puede tomar como referencia la Figura 2.14,  en la cual 
se ilustra unas fuentes equivalentes definidas por las expresiones dadas en (84) ubicadas sobre la 
superficie  de los objetos FEM-BI según el principio de equivalencia, las cuales radian en 
presencia de los objetos UTD. Como ya ha sido mencionado, la modificación de las funciones de 
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Green para cada una de las corrientes de acople dentro del procedimiento para la solución de la 
integral de frontera permite tomar en cuenta la influencia de los objetos UTD sobre las fuentes 
equivalentes o, en un término más preciso, sobre la distribución de corriente en la superficie de 
los objetos FEM-BI.   
La funciones de Green modificadas están dadas para un punto de observación  y un punto 
fuente  con vectores de posición   y  respectivamente, como la superposición de los términos 
directos de las funciones de Green en ausencia de los objetos UTD y todos aquellos asociados a 
las funciones de Green de los campos asociados a los rayos generados por la presencia de dichos 
objetos y que arriban al punto de observación . Esto es     
  (134) 
Donde  y  corresponden a las funciones de Green modificadas o totales 
dentro del dominio de solución para el método de la integral de frontera para el campo eléctrico o 
magnético debido a la densidad de corriente superficial eléctrica y magnética respectivamente. 
Además,  representan las funciones de Green en ausencia de los objetos UTD, las 





Donde  es la función escalar de Green para el espacio libre. 
 representa las funciones de Green para los campos asociados a los rayos ópticos, 
los cuales están dados por 
 
 (137) 
 Donde  
 
Es la distancia desde un punto de reflexión/difracción  ubicado sobre el objeto UTD al punto 
de observación.  De forma análoga se puede definir la distancia desde un punto fuente dado a un 




Adicionalmente el factor de divergencia se ha escrito de la forma 
 
A fin de incluir el factor de fase. 
El término  hace referencia al coeficiente diádico de reflexión definido en la expresión (116) 
y el término  hace referencia al coeficiente diádico de difracción definido en la expresión 
(130). 
Los términos   corresponden a los campos respuesta sobre los objetos UTD en los 
puntos   debido al punto fuente ubicado en , los cuales son de naturaleza óptica en lo 
referente a su dirección de propagación, polarización, amplitud y cambio de fase. En esencia 
estos corresponden a los campos incidentes sobre los objetos UTD. 
Es bueno observar que si el punto de observación se encuentra dentro de la región de sombra de 
los objetos UTD, no existirá contribución de los términos  . 
Dado que los campos en la región externa a los objetos FEM-BI se representan mediante las 






A pesar de que en los problemas de radiación no se suele considerar la existencia de campos 
incidentes, la existencia de los objetos UTD hace que estos existan y estén dados como  
 
 (140) 
Gracias a que el campo asociado a la óptica geométrica se comporta localmente como una onda 





Donde  es la impedancia de onda en el espacio libre y  y  corresponden a las direcciones de 
propagación de los campos reflejado y difractado tal como se ilustra en la Figura 2.14 
A partir de las expresiones (138) y  (139) se pueden obtener la ecuación integral para el campo 
eléctrico EFIE y la ecuación integral para el campo magnético MFIE, las cuale incluyen las 
funciones de Green modificadas a fin de incorporar el efecto de los objetos UTD dentro del 
análisis. Para la ecuación integral del campo eléctrico EFIE se obtiene la expresión (142), la cual 
está en  función de las densidades de corrientes  y  . De la expresión anterior se 
puede observar que los primeros tres términos dentro de las llaves corresponden a la formulación 
de la integral de frontera para el problema planteado en ausencia de los objetos UTD, mientras 
que los términos restantes representan la contribución del campo asociado a la óptica geométrica 






   







En función de las densidades de corriente   y . Para obtener la expresión para la 
ecuación integral de campo combinado CFIE, bastará con reemplazar las expresiones (142) y 
(143) en (85). 
El procedimiento de solución es esencialmente el mostrado en la sección 2.1.3, esto es la 
superficie es discretizada  utilizando elementos triangulares y las densidades de corriente son 
expandidas en términos de las funciones base dadas en la expresión  (92).  
De esta forma se le logra la construcción de un método hibrido que combina el método de los 
elementos finitos FEM, el método de la integral de frontera BI o el método de los momentos 
MoM y una técnica asintótica de alta frecuencia como lo es la teoría uniforme de la difracción 
UTD. Lo cual permite estudia el efecto que tiene los objetos eléctricamente grandes sobre el 




3 DESARROLLO Y ANALISIS DE RESULTADOS 
El presente proyecto busca presentar un método hibrido que permite analizar un elemento 
radiante en presencia de objetos eléctricamente grandes, sin necesidad de expandir el dominio 
computacional del problema a fin de incluir dichos objetos, ya que el efecto de estos es tomado 
en cuanta mediante la utilización de una técnica de alta frecuencia. 
El hibrido está formado por tres técnicas. La primera de ellas es el método de los elementos 
finitos FEM, el cual permite analizar objetos de geométrica compleja y/o distribución de 
materiales ya sea  no homogéneos o anisotrópicos.  Debido a que el método FEM, debe ser 
aplicado sobre un dominio computacional acotado es necesario recurrir a una técnica para truncar 
el dominio del problema, para esto se puede hacer uso del método de la integral de frontera BI o 
método de los momentos MoM, el cual es altamente eficiente al momento de tratar con 
problemas sobre dominios no acotados. Para finalizar, el hibrido hace uso de una técnica 
asintótica de alta frecuencia, para tomar en cuenta el efecto de los objetos eléctricamente grandes 
próximos al elemento radiante, para el presente caso dicho método es una extensión de la óptica 
geométrica GO denominada teoría geométrica de la difracción GTD y puntualmente su versión 
uniforme conocida como teoría uniforme de la difracción UTD. 
El hibrido presentado en el presente trabajo corresponde a la versión desarrollada por Andreas 
Tzoulis [19], en cual presente un hibrido que hace uso del método multipolar rápido multinivel 
MLFMM con el fin de acelerar el proceso de convergencia de este. En dicho trabajo Tzoulis 
retoma parte del trabajo desarrollado por  Alaydrus y Hansen [28], en el cual hacen uso del 
hibrido FEM–BI desarrollado por  Eibert y Hansen [40]. 
Dentro de las consideraciones a tener en cuenta para la implementación del hibrido, es que se 
debe contar con una técnica adecuada para el modelado de rayos [41] y de una herramienta 
eficiente para el pre y post procesado de los datos, tal como puede ser el caso de GID [42] o 
Gmsh [43] 
El método esbozado aquí, puede ser eficientemente ajustado para ser implementado junto a un 
método de descomposición de dominio DDM [44] [45], permitiendo que el hibrido sea adaptado 
para su procesamiento en paralelo y así superara las limitaciones en cuanto a velocidad y 
capacidad de almacenamiento propia de los computadores personales, que a menudo limitan la 
simulación de problemas electromagnéticos con un gran número de grados de libertad mediante 
el método de los elementos finitos [46]. Es bueno recalcar que la formulación presentada en [44] 
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y [45] puede ser hibridada con una técnica de alta frecuencia ya que el acople entre los métodos  
FEM y BI se realiza a través de los funciones base utilizada para la expansión de las densidades 
superficiales de corriente existentes sobre la superficie de separación , la cual es independiente de 
la formulación de las funciones de Green, mientras que el análisis asintótico de alta frecuencia es 
incorporado al hibrido mediante las modificación de estas últimas [19], tal como se ilustro en la 
sección 2.3. Con lo cual es posible mejorar  el desempeño del hibrido.  
Es bueno mencionar que el aquí mencionado no es el único hibrido FEM-BI, con una técnica 
asintótica de alta frecuencia. Dentro de las muchas propuestas existen, vale la pena resaltar el 
trabajo desarrollado por Magdalena Salazar Palma y otros investigadores en los cuales han 
propuesto técnicas hibridas entre el método de los elementos finitos y técnicas asintóticas de alta 
frecuencia como, la física óptica PO [47], la teoría física de la difracción PDT [48] y la teoría 
uniforme de la difracción UTD [49]. En esta última referencia se presenta un método hibrido que 
dentro de sus características tiene la posibilidad de reutilizar implementaciones FEM utilizadas 
para analizar problemas sobre dominios acotados, así como la posibilidad de modelar los objetos 
UTD no solo usando caras planas sino B-splines racionales no uniformes o NURBS, lo cual 
contribuye a generar un modelo más exactos de dichos objetos. 
Por otro lado, en 2013 Pathak y otros investigadores presentan un método hibrido FEM-BI-UTD 
aplicado a el análisis de arreglos de antenas montados sobre plataformas de geometrías complejas 
como puede ser el fuselaje de un avión, sobre un barco, o sobre un satélite [50].               
En la actualidad existen paquetes comerciales que implementan el hibrido FEM-BI, como es el 
caso de HFSS de Ansys  el cual combina el método FEM-BI y la física óptica PO, o Feko 
implementa híbridos FEM/MoM, MoM/UTD, MoM/PO entre otros.   
El presente trabajo condensa el trabajo realizado durante el estudio del método de los elementos 
finitos, la teoría geométrica de la difracción y la teoría uniforme de la difracción aplicada al 







4 CONCLUSIONES, APORTES Y RECOMENDACIONES. 
Una vez realizado la presentación de algunos conceptos básicos de la teoría electromagnética y 
de antenas, se ha procedido a esbozar  el método hibrido FEM-BI-UTD, se pueden extraer las 
siguientes conclusiones. 
Un método hibrido permite combinar diferentes técnicas, de tal forma que una subsane las 
dificultades de la otra. Tal es el caso del complemento dado entre el método de los elementos 
finitos FEM y el método de la integral de frontera, el primero permite modelar de forma éxitos 
objetos de geometría compleja y/o materia no homogéneos o  anisotrópicos pero no puede ser 
directamente aplicado a dominios no acotados, mientras el segundo es altamente eficiente al 
momento de analizar problemas sobre dichos dominios. 
La teoría uniforme de la difracción es una técnica asintótica de alta frecuencia donde el campo 
electromagnético y los mecanismos de dispersión  son descritos a partir del concepto de rayo de 
la óptica geométrica, y que permite incluir el efecto objetos eléctricamente grandes próximos al 
radiador, sin necesidad de incrementar el dominio computacional del problema bajo estudio. 
La teoría uniforme de la difracción es una extensión de la teoría geométrica de la difracción la 
cual busca subsanar las fallas que esta última al momento de predecir el campo en las regiones de 
transición sobre las fronteras de sombra, sin embargo dicha corrección no es de naturaleza óptica 
debido a las características propias de la función de transición. De igual forma la UTD falla al 
momento de analizar el campo sobre las causticas del tubo de rayos, lo cual significa que el 
campo no puede ser predicho para ningún punto de observación  ubicado sobre el borde de 
difracción.   
El método hibrido estudiado puede ser mejorado mediante la utilización del algoritmo rápido 
multipolar de varios niveles MLFMM, el cual permite acelerar las operaciones matriz vector que 
se encuentran dentro del proceso iterativo de solución de un sistema de ecuaciones. 
El hibrido presentado puede ser implementado junto a un método de descomposición de dominio 
a fin de permitir su implementación en paralelo, debido a que el efecto de los objetos de alta 
frecuencia se hace mediante la adecuada modificación de las funciones de Green, las cuales no 
son afectadas durante el problema de discretización del problema.  
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