Abstract-Since 1991, tries were made to enhance the stochastic local search techniques (SLS) in many different ways. Some researchers turned their focus on studying the structure of the satisfiability problems to better understand their complexity in order to come up with better algorithms that could solve the problems in an optimal way. Other researchers, and regardless of the problem complexity, focused in investigating new ways to develop heuristics that alter the search space based on some information gathered prior to or during the search process. Thus, many heuristics, enhancements and developments were introduced to improve SLS techniques performance during the last three decades. As a result a group of heuristics were introduced namely Dynamic Local Search (DLS) that could outperform the systematic search techniques. Recent DLS algorithms depend on the use of weights or penalties to alter the search space.
I. INTRODUCTION
The propositional satisfiability (SAT) problem is at the core of many computer science and artificial intelligence problems. Hence, finding efficient solutions for SAT has far reaching implications. In this study, we consider propositional formulae in conjunctive normal form (CNF): F = m n l mn in which each l mn is a literal (propositional variable or its negation), and each disjunct n l mn is a clause. The problem is to find an assignment that satisfies F. Given that SAT is NP complete, systematic search methods can only solve problems of limited size. On the other hand, relatively simple stochastic local search (SLS) methods have proved successful on a wide range of larger and more challenging problems [8] .
stochastic local search (SLS) techniques are proven to be effective in solving hard satisfiability boolean problems. However, their performance is still arguably poor when compared to systematic search techniques. Therefore, and since the development of the first clause weighting dynamic local search (DLS) algorithms for SAT, the Breakout heuristic [14] , tries were made to enhance the local search techniques in many different ways. Some researchers turned their focus on studying the structure of the satisfiability problems (as in I-A) to better understand the complexity of it and to come up with algorithms that could solve the problems in an optimal way. Other researchers focused on investigating new heuristics that alter the search space based on some information gathered during searching for a solution (as in I-B). Thus, many heuristics, enhancements and developments were introduced to improve SLS techniques performance in the last two decades. As a result a group of heuristics were introduced that could outperformed the systematic search techniques, namely Dynamic Local Search (DLS). Recent DLS algorithms depend on the use of weights to alter the search space. In other words, weights are used when there are no moves that could decrease the search cost, to make it possible for the technique to take unattractive moves which could increase the search cost temporally.
A. Propositional satisfiability (SAT) complexity and hardness
It is proven that hard combinatorial SAT problems are the benchmarks that are used to test the efficiency, accuracy and optimality of a given algorithm [10] , as easy problems could be solved by any algorithm in a reasonable manner [18] , which in turn does not reflect the real performance of a solving techniques. Therefore, studies since almost 3 decades focused on studying the hardness, complexity, and density of countless number of SAT problems [4] , [6] , [13] , [7] . Thus, a large distribution of hard problems was produced. These hard problems are categorized into two main divisions: 1) satisfiable and 2) unsatisfiable instance. Furthermore, in The International SAT solver competition (http"//www.satcompetition.org/) there are 3 sub divisions of the two main divisions: a) industrial, b) crafted, c) random instances .
B. Propositional satisfiability (SAT) dynamic solving techniques
Since the development of the Breakout heuristic [14] , clause weighting dynamic local search (DLS) algorithms for SAT have been intensively investigated, and continually improved [3] , [5] . However, the performance of these algorithms remained inferior to their non-weighting counterparts (e.g. [11] ), until the more recent development of weight smoothing heuristics [21] , [16] , [9] , [20] ). Such algorithms now represent the state-of-the-art for stochastic local search (SLS) methods on SAT problems. Interestingly, the most successful DLS algorithms (i.e. DLM [21] , SAPS [9] , PAWS [20] ), EWS [2] , COVER [15] and more recently CScoreSAT [1] ) have converged on the same underlying weighting strategy: increasing weights on false clauses in a local minimum, then periodically reducing weights according to a problem specific parameter setting. Except for COVER which updates the edge weights in every step of the search.
However, a key issue with DLS weights algorithms is that their performance depend mainly on the efficiency of modifying the weights during the search, regardless of some other factors which may play a crucial role in the performance of DLS algorithms such as the size of backbones [19] 1 when applied for solving large combinatorial binary SAT problems such as Blocks World and Graph Coloring problems.
The question addressed in the current paper is that what happens to the weights when a clause and its neighboring clauses are satisfied?, for instance if clause c i is connected to n number of clauses (neighboring area of clause c i , as discussed in sub-section II-B) and it became satisfied by flipping one of its literals l im AND all its neighboring clauses are satisfied too.
In the remainder of the paper we generally discuss the clause weighting most known algorithms such as SAPS, PAWS and DLM.Then we focus on DDFW technique as it is used for the purpose of our current studies. Then we show empirically the weights behaviors and movements during the search taken to consideration a broad range of SAT problems.
II. CLAUSE WEIGHTING FOR SAT
Clause weighting local search algorithms for SAT follow the basic procedure of repeatedly flipping single literals that produce the greatest reduction in the sum of false clause weights. Typically, all literals are randomly initialized, and all clauses are given a fixed initial weight. The search then continues until no further cost reduction is possible, at which point the weight on all unsatisfied clauses is increased, and the search is resumed, punctuated with periodic weight reductions.
Existing clause weighting algorithms differ primarily in the schemes used to control the clause weights, and in the definition of the points where weight should be adjusted. Multiplicative methods, such as SAPS, generally adjust weights when no further improving moves are available in the local neighborhood. This can be when all possible flips lead to a worse cost, or when no flip will improve cost, but some flips will lead to equal cost solutions. As multiplicative real-valued weights have much finer granularity, the presence of equal cost flips is much more unlikely than for an additive approach (such as DLM or PAWS), where weight is adjusted in integer units. This means that additive approaches frequently have the choice between adjusting weight when no improving move is available, or taking an equal cost (flat) move.
Despite these differences, the three most well-known clause weighting algorithms (DLM [21] , SAPS [9] and PAWS [20] ) share a similar structure in the way that weights are updated: 2 Firstly, a point is reached where no further improvement in cost appears likely. The precise definition of this point depends on the algorithm, with DLM expending the greatest effort in searching plateau areas of equal cost moves, and SAPS expending the least by only accepting cost improving moves. Then all three methods converge on increasing weights on the currently false clauses (DLM and PAWS by adding one to each clause and SAPS by multiplying the clause weight by a problem specific parameter α > 1). Each method continues this cycle of searching and increasing weight, until, after a certain number of weight increases, clause weights are reduced (DLM and PAWS by subtracting one from all clauses with weight > 1 and SAPS by multiplying all clause weights by a problem specific parameter ρ < 1). SAPS is further distinguished by reducing weights probabilistically (according to a parameter P smooth ), whereas DLM and PAWS reduce weights after a fixed number of increases (again controlled by parameter). PAWS is mainly distinguished from DLM in being less likely to take equal cost or flat moves. DLM will take up to θ 1 consecutive flat moves, unless all available flat moves have already been used in the last θ 2 moves. PAWS does away with these parameters, taking flat moves with a fixed probability of 15%, otherwise it will increase weight.
A. Divide and Distribute Fixed Weights
DDFW introduces two ideas into the area of clause weighting algorithms for SAT. Firstly, it evenly distributes a fixed quantity of weight across all clauses at the start of the search, and then escapes local minima by transferring weight from satisfied to unsatisfied clauses. The other existing state-of-the-art clause weighting algorithms have all divided the weighting process into two distinct steps: i) increasing weights on false clauses in local minima and ii) decreasing or normalizing weights on all clauses after a series of increases, so that weight growth does not spiral out of control. DDFW combines this process into a single step of weight transfer, thereby dispensing with the need to decide when to reduce Algorithm 1 DDFW(F, W init ) 1: randomly instantiate each literal in F ; 2: set the weight wi for each clause ci ∈ F to Winit; 3: while solution is not found and not timeout do 4:
find and return a list L of literals causing the greatest reduction in weighted cost ∆w when flipped;
5:
if (∆w < 0) or (∆w = 0 and probability ≤ 15%) then
6:
randomly flip a literal in L;
7:
or normalize weight. In this respect, DDFW is similar to the predecessors of SAPS (SDF [16] and ESG [17] ), which both adjust and normalise the weight distribution in each local minimum. Because these methods adjust weight across all clauses, they are considerably less efficient than SAPS, which normalizes weight after visiting a series of local minima.
3 DDFW escapes the inefficiencies of SDF and ESG by only transferring weights between pairs of clauses, rather than normalizing weight on all clauses. This transfer involves selecting a single satisfied clause for each currently unsatisfied clause in a local minimum, reducing the weight on the satisfied clause by an integer amount and adding that amount to the weight on the unsatisfied clause. Hence DDFW retains the additive (integer) weighting approach of DLM and PAWS, and combines this with an efficient method of weight redistribution, i.e. one that keeps all weight reasonably normalised without repeatedly adjusting weights on all clauses. DDFW's weight transfer approach also bears similarities to the operations research subgradient optimization techniques discussed in [17] . In these approaches, Lagrangian multipliers, analogous to the clause weights used in SAT, are associated with problem constraints, and are adjusted in local minima so that multipliers on unsatisfied constraints are increased and multipliers on satisfied constraints are reduced. This symmetrical treatment of satisfied and unsatisfied constraints is mirrored in DDFW, but not in the other SAT clause weighting approaches (which increase weights and then adjust). However, DDFW differs from subgradient optimisation in that weight is only transferred between pairs of clauses and not across the board, meaning less computation is required.
B. Exploiting Neighborhood Structure
second and more original idea developed in DDFW, is the exploitation of neighborhood relationships between clauses when deciding which pairs of clauses will exchange weight. We term clause c i to be a neighbor of clause c j , if there exists at least one literal l im ∈ c i and a second literal l jn ∈ c j such that l im = l jn . Furthermore, we term c i to be a same sign neighbor of c j if the sign of any l im ∈ c i is equal to the sign of any l jn ∈ c j where l im = l jn . From this it follows that each literal l im ∈ c i will have a set of same sign neighbouring clauses C lim . Now, if c i is false, this implies all literals l im ∈ c i evaluate to false. Hence flipping any l im will cause it to become true in c i , and also to become true in all the same sign neighboring clauses of l im , i.e. C lim . Therefore, flipping l im will help all the clauses in C lim , i.e. it will increase the number of true literals, thereby increasing the overall level of satisfaction for those clauses. Conversely, l im has a corresponding set of opposite sign clauses that would be damaged when l im is flipped.
The reasoning behind the DDFW neighbourhood weighting heuristic proceeds as follows: if a clause c i is false in a local minimum, it needs extra weight in order to encourage the search to satisfy it. If we are to pick a neighbouring clause c j that will donate weight to c i , we should pick the clause that is most able to pay. Hence, the clause should firstly already be satisfied. Secondly, it should be a same sign neighbour of c i , as when c i is eventually satisfied by flipping l im , this will also raise the level of satisfaction of l im 's same sign neighbours. However, taking weight from c j only increases the chance that c j will be helped when c i is satisfied, i.e. not all literals in c i are necessarily shared as same sign literals in c j , and a non-shared literal may be subsequently flipped to satisfy c i . The third criteria is that the donating clause should also have the largest store of weight within the set of satisfied same sign neighbours of c i .
The intuition behind the DDFW heuristic is that clauses that share same sign literals should form alliances, because a flip that benefits one of these clauses will always benefit some other member(s) of the group. Hence, clauses that are connected in this way will form groups that tend towards keeping each other satisfied. However, these groups are not closed, as each clause will have clauses within its own group that are connected by other literals to other groups. Weight is therefore able to move between groups as necessary, rather than being uniformly smoothed (as in existing methods). intuition behind the DDFW heuristic is that clauses that share same sign literals should form alliances, because a flip that benefits one of these clauses will always benefit some other member(s) of the group. Hence, clauses that are connected in this way will form groups that tend towards keeping each other satisfied. However, these groups are not closed, as each clause will have clauses within its own group that are connected by other literals to other groups. Weight is therefore able to move between groups as necessary, rather than being uniformly smoothed (as in existing methods).
III. EXPERIMENTAL EVALUATION AND
The intuition behind the DDFW heuristic is that clauses that share same sign literals should form alliances, because a flip that benefits one of these clauses will always benefit some other member(s) of the group. Hence, clauses that are connected in this way will form groups that tend towards keeping each other satisfied. However, these groups are not closed, as each clause will have clauses within its own group that are connected by other literals to other groups. Weight is therefore able to move between groups as necessary, rather than being uniformly smoothed (as in existing methods).
IV. CONCLUSION
As a conclusion DDFW overall perfomance could be divided into two categories : A) DDFW compared with PAWS and SAPS. in this category PAWS is the better general purpose solver. However, the work on DDFW provides insight into how structure can be exploited to produce dramatic performance gains for local search. The DDFW algorithm is a relatively simple application of neighbourhood weighting, and further experiments (not reported here) indicate more complex heuristics can be more effective on individual problems. In particular, we have looked at adjusting the amount of weight that is redistributed and allowing DDFW to randomly pick donor clauses according to a noise parameter. However, we have yet to discover a general neighbourhood heuristic as effective as DDFW over the range of problems considered. B) DDFW compared with AdaptNovelty+ and rsaps. In this category DDFW is significantly the better algorithm. However, an extension of this study is required to point out the impact of the weight distribution as DDFW not only satify the false clauses by adding weight to them but also reducing the weight of clauses which are no longer in need for it (satified clauses).
In future work we consider it will be promising to extend a DDFW-like approach to handle MAX-SAT problems with hard and soft constraints. Here the natural division between mandatory and optional clause satisfaction can be exploited by redistributing weight from hard to soft clauses, and vice versa, according to whether all hard clauses are currently satisfied.
