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ABSTRACT: A large number of organic reactions feature post transition state bifurcations. Selectivities in such reactions are difficult to analyze 
because they cannot be determined by comparing the energies of competing transition states. Molecular dynamics approaches can provide 
answers but are computationally very expensive. We present an algorithm which predicts the major products in bifurcating organic reactions 
with negligible computational cost. The method requires two transition states, two product geometries and no additional information. The 
algorithm correctly predicts the major product for about 90% of the organic reactions investigated. For the remaining 10% of the reactions, the 
algorithm returns a warning indication that the conclusion may be uncertain. The method also reproduces the experimental and the molecular 
dynamics product ratios within 15% for more than 80% of the reactions. We have successfully applied the method to a trifurcating organic 
reaction, a carbocation rearrangement and solvent dependent Pummerer-like reactions, demonstrating the power of the algorithm to simplify 
and to help to understand highly complex reactions.
INTRODUCTION 
Selectivity usually arises in a chemical reaction when the reactants 
can proceed via two or more competing reaction pathways to form 
two or more sets of products. Under kinetically controlled condi-
tions, the product with the lowest activation barrier will be formed 
fastest. However, in growing number of reactions, the selectivity can-
not be reduced to a simple choice between pathways with different 
barrier heights.1–3 Many recently discovered chemical reactions 
show ‘post transition state bifurcation’. The mechanism is character-
ized by two or more product pathways originating from a single tran-
sition state (TS). The potential energy surface (PES) that describes 
the two sequential TSs with no energy minimum between is charac-
terized by a ‘valley-ridge inflection’ (VRI) point. VRI is the point 
where the valley along the minimum energy pathway from the first 
TS turns to a ridge. The new reaction channel is accessible at the VRI 
before reaching the second TS and, therefore, the two products do 
not have distinct barriers to formations, Figure 1. 
Analyzing the IRC trajectory from the first transition state can 
provide some clues that VRI may be present. The IRC trajectory typ-
ically contains a flat region. For bifurcating reactions, optimization 
at regular intervals along the trajectory may converge to a different 
product to the IRC product. Other clues are discussed elsewhere in 
the literature.2,3 Numerous pericyclic reactions proceed on a bifur-
cating PES,4–12 like the example shown in Scheme 1 and Figure 2. 
The VRI points have been located for radical reactions including  
ene reactions,13,14 and the reaction between ketyl anion radicals and 
alkyl halides.15 In separate studies, Singleton et al. reported post tran-
sition state bifurcations for the singlet oxygen ene reaction with an 
alkene16,17 and for the enyne-allene cyclizations.18 The phenomenon 
is not limited to cyclizations; Yamataka et al. observed bifurcations 
in Beckmann and Schmidt rearrangements.19,20 Furthermore, theo-
retical investigations of nucleophilic substitution reactions have also 
identified bifurcating PES.21,22 The observations also include cata-
lyzed processes, such as Rh-carbenoid C-H insertions,23,24 gold-cata-
lyzed cyclizations,25–27 asynchronous nitrene insertions28, and natural 
product biosynthesis catalyzed by enzymes.24,29–33 Tantillo et al. have 
observed complex multiple sequential bifurcations in the carbo-
cation rearrangement mechanism of terpene synthase enzymes.34 
 
 
Figure 1.  a) The traditional selectivity description based on the relative 
heights of the activation barriers corresponding to the two product reac-
tion pathways. b) The PES of a bifurcating reaction.  
 
Scheme 1. Selected bifurcating reaction example by Houk et al.4 
    Despite their common occurrence, a reaction with selectivity con-
trolled by a valley-ridge inflection point is hard to analyze. On an 
asymmetrical bifurcating PES, the product selectivity will not usually 
 
be 50:50. Simple transition state theory35 cannot be used to deter-
mine the major product because the selectivity is governed by post-
transition state dynamic effects. This means that the motions of the 
nuclei, or how the reaction trajectory passes through the first TS im-
pacts the preferred product formation. Therefore, there are no com-
putationally inexpensive methods for determining the selectivities 
generalizable to all bifurcating reactions.  
Although the methods for locating the VRI point are available36, 
the selectivity problem is typically addressed using molecular dy-
namics (MD) simulations for reaction paths over the first TS and on 
towards the products.37 The number of trajectories continuing on 
one side of the ridge can be compared to the trajectories diverting to 
the adjacent valley. The average behavior of many trajectories from 
MD studies can reproduce the experimental findings quite well.1 
However, the significant drawback is that the accurate determina-
tion of the major product requires a large number of trajectories to 
be calculated, each of which has a significant computational cost. 
Such a procedure is computationally expensive and time-consum-
ing. Further inputs are usually needed, such as scanning the PES 
around the two TSs. The scans also require many single point calcu-
lations which significantly add to the overall computational time.16 
We were therefore interested in developing a simple and efficient 
methodology to determine the selectivities in bifurcating organic re-
actions which would get around the need for an expensive computa-
tional method and may provide insights into the reasons or the se-
lectivity. Herein, we present an algorithm that predicts the major 
product in reactions proceeding via a VRI point using only the two 
transition state data, the two product geometries and no additional 
information. The method can also estimate the experimental or the 
MD simulation product ratios for the majority of the reactions we 
have investigated. 
RESULTS AND DISCUSSION 
The Reactions Studied. The reactions were chosen to cover as 
wide variety of organic reactions discussed in the introduction as 
possible (see ESI Section 1). A few examples are outlined in Figure 
3. The set included pericyclic reactions, nucleophilic substitutions, 
rearrangements, fragmentations, ene reactions and selected catalysis 
examples. All the reactions have had their selectivity thoroughly in-
vestigated either by experimental validation or by MD trajectory 
studies. The bifurcating reactions available in the literature were in-
cluded only if TS geometries were provided, if either experimental 
or MD data was available and if the system sizes were not too expen-
sive computationally. 
Some of the reactions are variants of each other. For instance, Re-
action 1 and Reaction 3 differ only by the presence of a Lewis acid, 
SnCl4, Scheme 1.4 The variants are included because the original re-
port showed that the selectivity changes when the experimental con-
ditions are altered. The inclusion of a Lewis acid changes the exper-
imental major product from the Diels-Alder product (1a) to the 
Hetero-Diels-Alder product (1b).38 The algorithm verification 
would be more rigorous if the change in the major product selectivity 
could be detected, despite the similar TS geometries in the variant 
reactions. 
Major Product Prediction Algorithm. We reasoned that, alt-
hough there will be numerous reaction trajectories over the first TS 
(TS1), the average direction will be associated with the imaginary 
eigenvector of TS1, which will point backwards towards the starting 
materials and onwards in the direction of TS2. Analysis of this path-
way from TS1 to TS2 might let us work out the identity of the major 
product and, perhaps, the approximate ratio of the products. To in-
vestigate this idea, we wrote a Python program (ValleyRidge.py, see 
Figure 2. Qualitative representation of the PES for bifurcating reaction from a) – the vectors are drawn on the surfaces to clarify the definitions. 𝒂" is 
the imaginary eigenvector of TS1, 𝒈" is the vector defining the separation of the two transition states and 𝒑%"  is the vector defining the displacement of 
product 𝑖 from TS2. 
 
SI section 6) which takes the geometries and the imaginary eigen-
vectors of the two transition states (TS1 and TS2) and the two prod-
ucts (P1 and P2) as inputs. We label the separation of the second 
transition state (TS2) from TS1 as the vector 𝒈	" and the displace-
ment vectors from TS2 to product 1 and product 2 of the bifurcation 
as 𝒑𝟏))) and 𝒑𝟐))) respectively, Figure 4(iv). 
The high dimensionality of the system is addressed by identifying 
key bonds that change as the reaction progresses, using RDKit39. In 
many of the reactions we studied, there is one bond that exists in P1 
but not in P2 and one bond that exists in P2 but not in P1. These 
bonds are selected as the two key variables (see Figure 3 for exam-
ples). For some reactions, there are more than two bond differences 
between the two products. Reactions 31-33 and Reactions 38-41 
from Houk et al. 2018 and Tantillo et al. 2019 respectively, show 
such behavior. The two key bonds are then selected by computing 
all possible permutations of bond difference pairs between the two 
products and ranking. The ranking is performed by calculating the 
angle the vector −𝒈"  makes with the vectors 𝒑𝟏))) (𝜃-) and with 𝒑𝟐))) 
(𝜃.). If 𝜃-  and 𝜃.  (in degrees) are both obtuse, that bond 1 and 
bond 2 pair gets the priority. The algorithm then computes |𝜃- −
90°|  and |𝜃. − 90°|  and the bond pair that minimizes the sum 
(|𝜃- − 90| + |𝜃. − 90°|)  receives the highest priority (see ESI 
section 2.4 for the details). In few cases, such as the fragmentation 
reactions reported by Yamataka et al. 2010 and Tantillo et al. 2017, 
only one bond difference is observed between P1 and P2. We then 
search for bond differences between P1 and TS1. All possible pair 
permutations are computed for the P2/P1 and TS1/P1 bond differ-
ences. The highest ranked pair is selected as before. These two key 
Figure 3. Selected example reactions used to validate the algorithm. The major product and the selectivity ratios predicted by the algorithm is compared 
to the experimental or the MD major product and the ratios. The separation of the two transition states is given by |𝒈"| (in Angstroms). 𝜙 is the angle the 
vector 𝒂" makes with 𝒈" in degrees. 
 
bonds are used to define the coordinates for a two-dimensional de-
scription of the reaction 
The key feature of the algorithm is determining the side of the 
ridge the imaginary eigenvector at TS1 points towards, using the 2D 
basis of the two key bonds. Let the vector 𝒂" be the reaction vector: 
the imaginary eigenvector of TS1 making angle 𝜙  with vector 𝒈" , 
Figure 4(iv). The vectors 𝒂" and the two 𝒑" vectors in the bond differ-
ence space will meet at two positions. The reaction trajectories pass-
ing over the first barrier is more likely to fall down the side of the 
ridge the TS1 valley is facing.4  In bifurcating reactions, the product 
vectors 𝒑𝟏))) and 𝒑𝟐))) are expected to point in the opposite directions 
from TS2. Therefore, the one of the product vectors will intercept 
vector 𝒂" in the positive direction and the other product vector will 
intercept the vector 𝒂" in the negative direction. The product vector 
of the major product will intercept the vector 𝒂" in the positive direc-
tion because the imaginary eigenvector points in its direction (see 
ESI section 2.2). 
Occasionally, for a given bond pair, the two product vectors may 
not have one positive and one negative interception with the vector 
𝒂"  (see ESI section 2.5 and 2.6). Such a bond pair is unlikely to be a 
good coordinate choice to represent bifurcation because the product 
vectors are not in the opposite direction from TS2. The algorithm 
then uses the bond difference pair which is next highest in the rank 
until one positive and one negative interception is found. 
For the Reaction 3 example in Scheme 1, we found the Diels-Al-
der product 3a vector intercepts vector 𝒂" in the positive direction 
and the Hetero-Diels-Alder product 3b vector intercepts vector 𝒂" in 
the negative direction. Therefore, the major product is correctly pre-
dicted to be the Diels-Alder product 3a. In the Reaction 1 example, 
Figure 4. Summary of the selectivity prediction algorithm workflow using Reaction 1 as an example. . i) The user optimises the two transition states 
involved in the bifurcation. ii) The optimised geometries are read in. iii) The algorithm searches the bond differences between the products. iv) We 
compute the required vectors in the bond difference space. 𝒈" defines the separation of TS1 and TS2, 𝒑𝟏))) and 𝒑𝟐))) are vectors pointing from TS2 to one 
of the products, 𝒂" is the imaginary eigenvector of TS1. We then analyze which side of TS2 the imaginary eigenvector of TS1 points. v) The selectivity 
ratio is predicted by projecting the real vibrational eigenvectors of TS1 to the bond difference space and approximating the maximum valley width for 
each real normal mode. 
Figure 5. The vectors 𝒎𝟏)))) and 𝒎𝟐)))) = 	−𝒎𝟏)))) correspond to the maxi-
mum valley width orthogonal to the reaction vector, calculated from 
the real vibrational eigenvectors of TS1 projected into the bond dif-
ference space. The constant B is the scalar multiple of vector 𝒎𝟏)))) or 
𝒎𝟐)))) to move from TS1 to the point of closest approach of TS1 along 
the 𝒎𝟏)))) or 𝒎𝟐)))) direction. 𝒂"	is the reaction vector of TS1.  
 
the imaginary eigenvector points to the Hetero-Diels-Alder product 
unlike the uncatalyzed Reaction 3. Hence, the major product is pre-
dicted, correctly, to be the Hetero-Diels-Alder product 1b. The al-
gorithm is summarized in Figure 4. 
The Selectivity Ratio Prediction Algorithm. It is possible to 
predict the ratios for all the reactions by considering the likely distri-
bution of the trajectories from TS1. This distribution may be esti-
mated by using the information in the real normal modes of the TS1. 
Reaction trajectories that are close to TS1, but do not pass directly 
through it, may have accessible energies and will travel towards the 
products at different places along the directions 𝒑𝟏)))  and 𝒑𝟐))) . For 
some reactions, the shape of the energy surface around the transition 
state will constrain these trajectories in a narrow band, but for other 
reactions, a broader spread of trajectories is possible which will lead 
to lower selectivity. Working in the two-dimensional space defined 
by the two key changing bonds, the direction perpendicular to the 
reaction coordinate defines a valley which we treat with a harmonic 
approximation. The parameter maximum valley width describes the 
region of this valley which is within 9
.
𝑅𝑇 of the valley floor (see ESI 
section 4 for the details), Figure 5. Let the vectors 𝒎𝟏)))) and 𝒎𝟐)))) de-
fine the maximum valley width orthogonal to the reaction vector at 
TS1. We approximate that the trajectories passing through the P1 
side of the point of the closest approach of TS2 (given by 𝐵 ⋅ 𝒎𝟐))))) 
on the maximum valley width vector will arrive at P1 and vice versa 
for P2.  The curvature of PES is implicitly taken into account in the 
present model because the maximum valley width will be dependent 
on the curvature at TS1. By considering the width of trajectory 
stream and how much of it favors each product, the selectivity of the 
reaction can be estimated.  
The Algorithm at Work. The accuracy of the selectivity ratio pre-
diction was assessed by comparing the results generated by the algo-
rithm to the experimental and the MD trajectory ratios published in 
the literature. The major product ratio was found by dividing the 
number of trajectories that go to the major product by the total num-
ber of trajectories going to the major or the minor product, not in-
cluding the trajectories that have recrossed. The selectivity ratio pre-
diction algorithm was tested against all 41 reactions we modelled.  
The predicted selectivity data can be grouped depending whether 
|𝒈"| < 0.5, 0.5 < |𝒈"| < 1.0 or |𝒈"| > 1.0 (in units of Ångstrom in bond 
difference space)  and whether 𝜙 (the angle vector 𝒂" makes with 𝒈" 
in degrees) is 𝜙 < 20, 20 < 𝜙 < 50, or 𝜙 > 50. The group where |𝒈"| 
< 0.5 and 20 < 𝜙 < 50, the algorithm slightly overestimates the major 
product selectivity (see ESI, section 5). However, a strong correla-
tion is observed between the predicted and the experimental prod-
uct ratios and the predictions are corrected through linear scaling 
(see ESI section 5). 
The algorithm predicts the product ratios within 8% for 61.0% of 
the reactions investigated. When the acceptable error range is in-
creased to 15%, the algorithm predicts the ratio correctly for 82.9% 
of the reactions, Figure 6. For Singleton 2006 (Reactions 9-12) re-
actions the predictions agree better with the MD trajectory ratios 
than the experimental ratios. Singleton et al. stated that the observed 
experimental ratio was 100% for Reactions 9,10 and 12 because the 
products rapidly converted to the thermodynamic product via low 
barrier Cope-rearrangement transition state. Furthermore, despite 
predicting the incorrect major products for three Yamataka 2011 re-
actions (Reactions 17-22), the algorithm correctly predicts the ma-
jor product selectivity to be near 50:50. Thus, the results agree with 
the borderline selectivity predicted by the MD simulations.  
 
Figure 6. Predicted selectivity ratio from the algorithm plotted against 
the experimental or the MD trajectory selectivity ratio for all the reac-
tions modelled. The plot is divided in to three regions according to the 
prediction error less than 8% and less than 15%. The points are color-
coded according to the magnitude of |𝒈"|. The circular and the crossed 
points are the results from the training and the unseen examples respec-
tively. 
The algorithm predicts the major product correctly for 87.8% of 
all the reactions modelled (see ESI, section 2.1). The method also 
captures the change in the major product selectivity in the similar 
variant reactions with subtle changes in the reaction conditions. The 
simplified PES visualization of the Houk 2007 study (Reactions 1 
and 3) illustrated earlier shows that the imaginary eigenvector points 
to the Diels-Alder product side of TS2 for the uncatalyzed reaction 
and points to the Hetero-Diels-Alder product side for the catalyzed 
reaction, Figure 7a. Therefore, the experimental major products are 
correctly predicted by the algorithm. The simplified PES visualiza-
tion of the Houk 2003 study (Reactions 5 and 7) in Figure 7b also 
illustrates the power of the algorithm to pick out the subtle changes 
in the reaction variation. The major product selectivity in these reac-
tions depends on the chain lengths between the cyclobutadiene and 
the diene components, with the longer chains preferring the (4+2) 
cycloaddition (in Huisgen notation). The imaginary eigenvector for 
the shortest 2-oxatrimethylene tether points to the (2+2) cycloaddi-
tion side and the longer 2-oxatetramethylene tether points to the 
(4+2) side, correctly predicting the experimental major product.  
The only studies where the algorithm has struggled to predict the 
correct major product are some of the reactions from Yamataka 
2010 and Yamataka 2011. The IRC pathway in Yamataka 2010 is 
very curved and consequently the orientation of the imaginary ei-
genvector at TS1 cannot capture the preferred reaction trajectory 
(see ESI section 2.7). The length of vector 𝒈" corresponding to the 
TS1 and TS2 separation is larger (|𝒈"| > 1) in Yamataka 2010 com-
pared to other reactions. Therefore, when |𝒈" | > 1 the prediction 
from the algorithm should be treated with caution because the path-
way between TS1 and TS2 have space to be complex. Davis 2011 is 
the only other reaction with |𝒈"| > 1 and also shows a more compli-
cated reaction pathway despite the correct prediction (see ESI sec-
tion 2.7). Therefore, the algorithm returns a warning sign to the user 
when |𝒈"| > 1. 
 
 
Figure 7. Visualisation of the IRC pathway and the orientation of the 
imaginary eigenvector at TS1 with respect to the two key bonds selected 
by the algorithm shown in red. a) Reactions 1 and 3 from Houk 2007 
study, b) Reactions 5-8 from Houk 2003 study, c) Reactions 17-22 from 
Yamataka 2011 study. The IRC pathway is shown with a solid line; the 
dashed line represents the orientation of the imaginary eigenvector at 
TS1. 
For Yamataka 2011 study, the algorithm correctly predicts the 
major product when the MD trajectory selectivity is large (pNMe2 
and pNO2) but sometimes predicts the wrong product when the se-
lectivities are close to 50% (H, pCl, mCl and pCF3). The imaginary 
eigenvector for the low selectivity reactions occasionally point to the 
minor product side of TS2 because the angle it makes with the vector 
𝒈" is so small, Figure 7c. Yamataka et al. performed the MD simula-
tions with Gaussian 03 (G03) and with PEACH. The G03 and 
PEACH simulations predicted different major products for the low 
selectivity reactions pCl and mCl. The difference may be due to dif-
ferent initial sampling and different number of trajectories used in 
the two studies. The IRC calculation also converged to the minor 
product side for the mCl reaction. Therefore, experimentally prod-
uct ratio is likely to be very close to 50:50 for these reactions and the 
major product predictions are less meaningful. The algorithm re-
turns a warning sign if the major product selectivity is close to 50:50. 
An alternative approach to determine the major product for these 
reactions is to use IRC calculations. This has three significant draw-
backs: (i) IRC calculations cannot predict the selectivity ratios; (ii) 
despite a similar correct prediction percentage, the time required for 
an IRC calculation is significantly longer than our algorithm; (iii) for 
Reactions 28-30, predicting the major product via IRC analysis is 
challenging. The PES is very flat which means that the major product 
is not easily reached from the first transition state (see ESI section 
2.3). 
Although our approach offers a quick and computationally inex-
pensive method for predicting the selectivity for bifurcating reac-
tions, we would like to highlight some advantages of the computa-
tionally more expensive MD approach. Tantillo et al. found the car-
bocation rearrangement reaction of pimarenyl cation occurs on a 
complex network of ambimodal transition states.34 The MD ap-
proach is able to address all competing reactions together whereas 
our method addresses one bifurcation at a time. Furthermore, 
branching ratios for some organic reactions are dependent upon the 
conservation of momentum and reaction trajectories can pass over 
energetically unfavorable barriers on PES.40–42 MD simulations pre-
dicts the product distributions well for such reactions. Moreover, we 
have assumed in our model that MD simulations can accurately 
model the selectivity even though the MD simulations are per-
formed with varying degrees of precision in the literature with differ-
ent numbers of sampling trajectories and a variety of functionals and 
the basis sets.  
 
Scheme 2. Trifurcating reaction by Houk et al.44 
Table 1.  Percentage selectivity results for the trifurcating reaction from 
Houk et al. 44 
Study React. No. Maj. |?̅?| Pred. % Real % |err| 
36a/36b 36 36a 0.59 95.7 96.7 -1.0 
36a/36c 36 36a 0.59 98.0 96.7 1.3 
 
In 2018, Houk et al.43 proposed a method for predicting selectivity 
in bifurcating pericyclic reactions using the bond lengths of TS1. Alt-
hough the prediction method is a very useful approach for pericyclic 
reactions, we believe our method is more generalizable to wider fam-
ily of bifurcating reactions and less prone to human error. Houk et 
al.’s model assumes the product with shorter partial bond at TS1 is 
the major product and this is true for all the pericyclic reactions he 
















family, we have found the assumption is not always true (see ESI sec-
tion 7). Some of the reactions we modelled show more than two 
bond differences between the two products (e.g. reaction 31-33, re-
action 38-31). The ValleyRidge.py automatically selects the two 
bond differences to be used for selectivity prediction so we always 
get the consistent difference combination. The Manual bond selec-
tions in such reactions could lead to inconsistencies and is harder to 
apply to large datasets.  
Application to Trifurcating Reaction. The recent study by 
Houk et al.44 reported a tripericyclic transition state for a reaction 
between 8,8-disubstituted heptafulvenes and 6,6-dimthylfulvene. 
Three [4+6], [6+4] and [8+2]-cycloadducts all form initially from a 
single transition state at a 87:3:3 ratio, Scheme 2. We tested the 
potential application of the algorithm for the Houk et al. trifurcating 
reaction by allocating the three products in pairwise groups. 
Products 36a and 36b and the transition states 36-TS1 and 36-TS2 
was treated as one set of bifurcation and the products 36a and 36c 
and the transition states 26-TS1 and 36-TS3 as another set. In both 
groups, the product 36a is correctly identified as the major product. 
The percentage selectivity is 95.7% and 98.0% for 36a:36b and 
36a:36c respectively, showing a good agreement with the MD 
simulation results, Table 1. 
    Applications to Examples not Used for Model Development. 
To rigorously test the performance of our method, we have mod-
elled the reactions not included in our algorithm development. Ma-
jor and Weitman suggested the biosynthetic mechanism for the for-
mation of bornyl diphosphate may involve post transition state 
bifurcation.45 The carbocation rearrangement of pinyl cation pro-
ceeds via bornyl cation which is a transition state between the cam-
phyl cation and the bornyl diphosphate products, Scheme 3. In 
2010, Hong and Tantillo modelled the carbocation rearrangement 
using ammonia as lone pair donors.46 The IRC calculations showed 
evidence of bifurcating PES.46 Although  ammonia will have very dif-
ferent properties to enzyme bound phosphate, the carbocation reac-
tivity could still be examined with respect to a small nucleophile. We 
have optimized the transition states and the two products found by 
Hong and Tantillo. ValleyRidge.py predicted the major product to 
be the addition product with 89.6% selectivity. Despite the simplifi-
cation of the diphosphate addition with ammonia, the result agreed 
well with the MD simulation product distribution by Major and 
Weitman (1:0.1). 
      Recently, Tantillo et al. observed solvent dependent selectivities 
on family of Pummerer-like reactions, Scheme 3. The MD [3,3] 
product selectivity is low (61.1%) when the reaction is modelled in 
the gas phase. The selectivity initially increases as the dielectric con-
stant of the solvent is increases. The increase in the selectivity is 
eventually flattened out when the solvent is more polar than 1-buta-
nol. We have optimized the transition states and the [2,3] and [3,3] 
products for four selected solvents and for the gas phase. Passing the 
geometries through the ValleyRidge.py algorithm replicates the MD 
simulation results well, Figure 8. In contrast to the results from our 
algorithm, Tantillo et al. highlights the Newton program by Carpen-
ter et al.47, which was built on a single reaction, and which does not 
capture the solvent dependent selectivities for Pummerer-like reac-





















































































50: X = F
51: X = Cl
Scheme 3. Reactions not included in the model development but was used to test the ValleyRidge.py algorithm. a) carbocation rearrangement with an 
elec-tron pair donor. b) Pummerer-like reactions show solvent dependent selectivities. Solvents modelled in the present work include toluene, 1-buta-
nol, DMF and water. c) Semibullvalene formation in deazetization reaction taking place on bifurcating PES. d) Unseen nucleophilic substitu-tion re-
action. e) Unseen [3,3] sigmatropic rearrangement reaction. 
 
relative locations of the products to the imaginary eigenvector of 
TS1. The selectivity in our method has been tested on a much 
greater number of bifurcating reactions and depends on more as-
pects of the PES: the flexibility of the TS1 geometry (approximated 
by the force constants), directions the molecules can vibrate (ap-
proximated by imaginary and the real eigenvectors) and the location 
of the ridge (approximated by the location of TS2). The visualiza-
tion of the simplified PES shows the imaginary eigenvector points 
increasingly further away from the TS2 as the solvent polarity in-
creases (ESI, section 6). Therefore, the results illustrate the inclu-
sion of TS2 geometries and the real eigenvectors are important for 
the selectivity predictions on bifurcating PES.  
 
Figure 8. The product selectivity for Pummerer-like reactions for vary-
ing solvent polarities. 
    In 2018, Mandal and Datta48 investigated the semibullvalene for-
mation in deazetization reactions, Scheme 3. The MD investigation 
found the ratio of the products 48a and 48b to be 1:1 which the Val-
leyRidge.py successfully predicted. The nucleophilic substitution re-
action modelled by Singleton et al.22 has experimental preference for 
49a over 49b by 81:19. Our algorithm predicted the major product 
selectivity to be 80.2%, showing a good agreement. The [3,3] sigma-
tropic rearrangement modelled by López49 et al. shows contrasting 
selectivity depending on the halogen substituents. ValleyRidge.py 
predicts 96.5% selectivity for 50b and 97.0% selectivity for 51a, 
which are good agreements with the MD works. Overall, the mean 
absolute error (MAE) across the 10 unseen examples is 4.7% and the 
MAE for 46 reactions with |𝒈"| < 1 is 7.8%, supporting the wide ap-
plicability of our algorithm to many bifurcating reactions.  
CONCLUSIONS 
We present an algorithm which can predict the product ratios for 
bifurcating organic reactions in a fraction of a time required from the 
traditional molecular dynamics simulation methods. The algorithm 
has predicted the correct major product for 87.8% of all reactions 
studied in this work. The algorithm can further predict the product 
ratios within 8% in 61.0% of the reactions. The proportion of correct 
ratio prediction increases to 82.9% when the tolerance is increased 
to 15% error. Our method also captured the changes in the major 
product in the variant reactions when the reaction conditions are 
subtly changed. We have shown that the selectivity predictions 
becomes more challenging when the separation of the two transition 
states is large or the ratios are near 50:50. Finally, we demonstrate 
the application of the algorithm to a trifurcating organic reaction, a 
carbocation rearrangement and solvent dependent Pummerer-like 
reactions which were not used to develop the algorithm. The algo-
rithm is able to predict the major product and the ratios successfully, 
illustrating its ability to simplify more complicated reaction exam-
ples. 
COMPUTATIONAL METHODS 
All quantum mechanical calculations were performed using the 
Gaussian 16 package.50 The geometry optimizations were performed 
using the functionals and the basis sets reported by the originally 
published work. The initial cartesian coordinates for the optimiza-
tions were also taken from the reported work. A full list of reactions 
studied and the method used respectively are provided in the elec-
tronic supporting information (ESI), Table S8. The frequency cal-
culations were used to characterize the stationary points and to en-
sure the structures were optimized to the minimum or the transition 
state. 
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