Abstract. A tensor is a multi-indexed array. The low rank tensor approximation problem (LRTAP) is to find a tensor whose rank is small and that is close to a given one. This paper studies the LRTAP when the tensor to be approximated is close to a low rank one. Both symmetric and nonsymmetric tensors are discussed. We propose a new approach for solving the LRTAP. It consists of three major stages: i) Find a set of linear relations that are approximately satisfied by the tensor; such linear relations can be expressed by polynomials and can be found by solving linear least squares. ii) Compute a set of points that are approximately common zeros of the obtained polynomials; they can be found by computing Schur decompositions. iii) Construct a low rank approximating tensor from the obtained points; this can be done by solving linear least squares. Our main conclusion is that if the given tensor is sufficiently close to a low rank one, then the computed tensor is a good enough low rank approximation. This approach can also be applied to efficiently compute low rank tensor decompositions, especially for large scale tensors.
Introduction
Let m and n 1 , . . . , n m be positive integers. Denote by C n1,...,nm the space of all complex tensors of order m and dimension (n 1 , . . . , n m ). Each F ∈ C n1,...,nm is indexed by an integer tuple (i 1 , . . . , i m ) with 1 ≤ i j ≤ n j (j = 1, . . . , m), i.e., F = (F i1...im ) 1≤i1≤n1,...,1≤im≤nm .
Tensors of order m are called m-tensors. When m = 1 (resp., 2), they are vectors (resp., matrices). When m = 3 (resp., 4), they are called cubic (resp., quartic) tensors. The standard norm of F is defined and denoted as: For vectors u 1 ∈ C n1 , . . . , u m ∈ C nm , their outer product u 1 ⊗ · · · ⊗ u m is the tensor in C n1,...,nm such that for all i 1 , . . . , i m in the range,
An outer product like u 1 ⊗ · · · ⊗ u m is called a rank-1 tensor. For every F , there exist rank-1 tensors F 1 , . . . , F r such that (1.2) F = F 1 + · · · + F r .
The smallest such r is called the rank of F , denoted as rank(F ). If rank(F ) = r, F is called a rank-r tensor and (1.2) is called a rank decomposition. We refer to [19, 24] for the theory and applications of tensors.
1.1. Low rank approximations. Typically, it is hard to compute rank decompositions for tensors (cf. [14] ). In applications, we often need to approximate a tensor by a low rank one. The low rank tensor approximation problem (LR-TAP) is that, for given F ∈ C n1,...,nm and given r (typically small), find r tuples u (ℓ) := (u ℓ,1 , . . . , u ℓ,m ) ∈ C n1 × · · · × C nm (ℓ = 1, . . . , r) that give a minimizer to the nonlinear least squares problem In contrast to the matrix case, the best rank-r tensor approximation may not exist when the order m > 2 (cf. [10] ). This is because the set of tensors, whose ranks are less than or equal to r, may not be closed. For such case, an almost best rankr approximation is then often wanted. The LRTAP has important applications in computer vision [33, 34] , linear algebra [8, 20] , multiway data analysis [23] , numerical analysis [13, 17] , and signal processing [1, 7, 30] . A frequently used method for solving LRTAPs is the alternating least squares (ALS) (cf. [4, 19] ). ALS can be easily implemented in computations, while its convergence property is generally not very satisfying. When r = 1, the case of best rank-1 approximations, there exist other methods, e.g., higher order power iterations (cf. [9, 18, 21, 36] ), semidefinite relaxations (cf. [25] ). We refer to [3, 12] for recent work on low rank tensor approximations. In applications, a related problem is the multilinear low rank approximation (cf. [9, 11, 16, 28] ). In applications, people often need to approximate symmetric tensors with low rank symmetric ones. A tensor F ∈ C n1×···×nm is symmetric if n 1 = · · · = n m = n and each F i1...im is invariant under permutations of (i 1 , . . . , i m ). Let S m (C n ) be the space of all symmetric tensors of order m and dimension (n, . . . , n). For u ∈ C n , its m-th tensor power is defined as u ⊗m := u ⊗ · · · ⊗ u (u is repeated m times).
Clearly, each u ⊗m is a rank-1 symmetric tensor. The low rank symmetric tensor approximation problem (LRSTAP) is that, for given F ∈ S m (C n ) and given r (typically small), find vectors u 1 , . . . , u r ∈ C n that give a minimizer to the nonlinear least squares problem When r = 1, there exists much work on the approximations. We refer to [9, 18, 25, 35, 36] . When r > 1, there exists relatively few work. The ALS method for nonsymmetric tensors would also be used for approximating symmetric tensors, by forcing the symmetry in the computation (cf. [9, 18] ). But its performance is generally not very satisfying.
1.2. Contributions. In this paper, we propose a new approach for computing low rank approximations, for both symmetric and nonsymmetric tensors. It is based on finding linear relations satisfied by low rank tensors, which can be expressed by the so-called generating polynomials (cf. [26] ). In applications of low rank approximations, the tensor to be approximated is often close to a low rank one. This is typically the case in applications, because the occurring errors (usually caused by measuring inaccuracies or noises) are often small. This fact motivates us to compute approximations by finding the hidden linear relations that are satisfied by low rank tensors. We propose to use generating polynomials for computing low rank tensor approximations. First, we estimate generating polynomials by solving linear least squares. Second, we find their approximately common zeros; this can be done by computing Schur decompositions. Third, we construct a low rank approximation from those zeros, by solving linear least squares. Our main conclusion is that if the tensor to be approximated is close enough to a low rank one, then the constructed tensor is a good enough low rank approximation. The proof is build on perturbation analysis of linear least squares and Schur decompositions. The proposed methods can also be applied to compute low rank decompositions efficiently, especially for large scale tensors.
The paper is organized as follows. In §2, we present some basics that need to be used. In §3, we introduce generating polynomials for both symmetric and nonsymmetric tensors. In §4, we give an algorithm for computing low rank symmetric approximations for symmetric tensors, and then analyze its performance. In §5, we give an algorithm for computing low rank approximations for nonsymmetric tensors, and analyze its performance. In §6, we report numerical experiments for the proposed algorithms.
Preliminaries
Notation The symbol N (resp., R, C) denotes the set of nonnegative integers (resp., real, complex numbers). For any t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest integer not smaller (resp., the largest integer not bigger) than t. The cardinality of a finite set S is denoted as |S|. For a complex matrix A, A T denotes its transpose and A * denotes its conjugate transpose. For a complex vector u, u 2 = √ u * u denotes the standard Euclidean norm. For a matrix A, A 2 denotes its standard operator 2-norm, and A F denotes its standard Frobenius norm.
2.1. Catalecticant matrices and border ranks. We partition n 1 , . . . , n m into two disjoint sets S 1 and S 2 such that Π i∈S1 n i − Π i∈S2 n i is minimum. Up to a permutation of indices, we assume that
For convenience, let
For F ∈ C n1,...,nm , its Catalecticant matrix (here we consider the most square one, cf. [15] ) is defined as
.
Let σ r (n 1 , . . . , n m ) be the closure of the set of all possible sums F 1 + · · ·+ F r , where each F i is a rank-1 tensor, in the Zariski topology (cf. [5] ). It is an irreducible variety of C n1,...,nm . A property P is said to be generically or generally true on σ r (n 1 , . . . , n m ) if P is true in a nonempty Zariski open subset T of it. For such a property P, we say that u is a generic or general point for P if u ∈ T . For F ∈ σ r (n 1 , . . . , n m ), it is possible that rank(F ) > r. The border rank of F is defined and denoted as (2.2) rank B (F ) = min {r : F ∈ σ r (n 1 , . . . , n m )} .
For all F ∈ C n1,...,nm , it holds that
Interestingly, the above three ranks are equal if F is a general point of σ r (n 1 , . . . , n m ) and r is small.
Lemma 2.1. Let s be the smaller size of Cat(F ). For all r ≤ s, if F is a generic point of σ r (n 1 , . . . , n m ), then
Proof. Let φ 1 , . . . , φ k be the r × r minors of the matrix
They are homogeneous polynomials in x i,j (i = 1, . . . , r, j = 1, . . . , m). Let x denote the tuple x 1,1 , x 1,2 , . . . , x r,m . Define the projective variety in P r(n1+···+nm)−1
Then Y := P r(n1+···+nm)−1 \Z is a Zariski open subset of full dimension (cf. [5] .) Consider the polynomial mapping π : Y → σ r (n 1 , . . . , n m ),
The image π(Y ) is dense in the irreducible variety σ r (n 1 , . . . , n m ). So, π(Y ) contains a Zariski open subset, say, Y , of σ r (n 1 , . . . , n m ) (cf. [29, Theorem 6, §5,Chap.I]). For each F ∈ Y , there exists u ∈ Y such that F = π(u). Because u ∈ Z, at least one of φ 1 (u), . . . , φ k (u) is nonzero, and hence rank Cat(F ) ≥ r. By (2.3), we know that (2.4) is true for all F ∈ Y because rank (F ) ≤ r. Since Y is a Zariski open subset of σ r (n 1 , . . . , n m ), the lemma is proved.
By Lemma 2.1, if r ≤ s, then for general F ∈ σ r (n 1 , . . . , n m ) we have rank(F ) = rank Cat(F ) = r. So, we can use rank Cat(F ) to estimate rank(F ) in practice when rank(F ) ≤ s. However, for general F ∈ C n1×···×nm such that rank Cat(F ) = r, we cannot conclude that F ∈ σ r (n 1 , . . . , n m ).
Symmetric tensors and symmetric ranks.
Recall that an m-tensor F ∈ C n×···×n is symmetric if and only if each F i1...im is invariant under permutations of (i 1 , . . . , i m ). The space of all such symmetric tensors is denoted as S m (C n ). In applications, one would naturally write symmetric tensors as sums of rank-1 symmetric tensors. For F ∈ S m (C n ), its symmetric rank is defined as
Clearly, rank(F ) ≤ rank S (F ). Let σ m,n r be the closure of all possible sums (u 1 )
⊗m , in the Zariski topology. The set σ m,n r is an irreducible variety. Like for σ r (n 1 , . . . , n m ), we say that a property P is generically or generally true on σ m,n r if it is true in a nonempty Zariski open subset T of σ m,n r . For such a property P, we say that u is a generic or general point for P if u ∈ T .
For F ∈ S m (C n ), its symmetric border rank is defined as (2.6) rank SB (F ) = min {r : F ∈ σ m,n r } .
For symmetric tensors, the Catalecticant matrix defined as in (2.1) has repeating rows and columns. To avoid repeating, for a symmetric tensor F , we define its Catalecticant matrix as (cf. [15] )
where
, F is indexed by monomial powers in n−1 variables and of degrees ≤ m. We refer to §3.1 (also see [26] ) for such indexing. It always holds that (cf. [26] )
A similar version of Lemma 2.1 holds for symmetric tensors.
Proof. It can be proved in the same way as for Lemma 2.1. Let φ 1 , . . . , φ k be the r × r minors of the matrix
which has dimension s × s. Denote x := (x 1 , . . . , x r ), with each x i ∈ C n , then φ 1 , . . . , φ k are homogeneous polynomials in x. Define the mapping:
The rest of the proof is same as for Lemma 2.1.
Lemma 2.2 implies that if r ≤ s, then for general F ∈ σ m,n r we have rank S (F ) = rank Cat(F ) = r. So, in practice, rank S (F ) can be estimated by rank Cat(F ) when rank S (F ) ≤ s. However, for general F ∈ S m (C n ) such that rank Cat(F ) = r, we may not have F ∈ σ m,n r .
Generating polynomials for tensors
This section introduces generating polynomials for symmetric and nonsymmetric tensors, and studies their properties. For α = (α 1 , . . . , αn) ∈ Nn, denote |α| := α 1 + · · · + αn and
is indexed by the tuple (i 1 , . . . , i m ). As introduced in [26] , we can equivalently index F by monomials x α ∈ Nn m as (denote x 0 := 1)
For convenience, we also denote
The dual space of S m (C n ) is C[x] m , the space of complex polynomials with degrees
Generating polynomials are useful for computing symmetric tensor decompositions (cf. [26] ). To compute low rank symmetric tensor approximations, we need to use generating polynomials for rank-r tensors. Denote the monomial sets
For convenience, by β ∈ B 0 (resp., α ∈ B 1 ), we mean that x β ∈ B 0 (resp., x α ∈ B 1 ). Let C B0×B1 be the space of all complex matrices indexed by (β, α) ∈ B 0 × B 1 . For α ∈ B 1 and G ∈ C B0×B1 , denote the polynomial in x
) is a generating polynomial for F , then G is called a generating matrix for F . Generating matrices as above exist for generic tensors of rank r (cf. [26] ). For each i = 1, . . . ,n, define the matrix M xi (G) ∈ C B0×B0 as:
The polynomials ϕ[G, α] have r common zeros (counting multiplicities) if and only if the matrices M x1 (G), . . ., M xn (G) commute (cf. [26] ).
Nonsymmetric tensors.
To define generating polynomials for nonsymmetric tensors in C n1×···×nm , we need a different indexing by multi-linear monomials.
3.2.1. Definition. For each j = 1, . . . , m, denote (3.7)n j := n j − 1, x j := (x j,1 , . . . , x j,nj ).
Let x := (x 1 , . . . , x m ), the vector of indeterminants x 1,1 , . . . , x 1,n1 , x 2,1 , . . . , x 2,n2 , . . . , x m,1 , . . . , x m,nm .
For convenience, denote
Each monomial in M is linear in all x j . For J ⊆ {1, . . . , m}, denote
Each F ∈ C n1×···×nm is indexed by (i 1 + 1, . . . , i m + 1) with
Since (i 1 + 1, . . . , i m + 1) is uniquely determined by the multi-linear monomial x 1,i1 · · · x m,im ∈ M, we can equivalently index F as
The tensors in C n1×···×nm can be equivalently indexed by multi-linear monomials in M. For F ∈ C n1×···×nm , define the operation on polynomials in M as
In the above, each c µ is a complex scalar.
Definition 3.1. For J ⊆ {1, . . . , m} and F ∈ C n1×···×nm , we call p ∈ M J a generating polynomial for F if
For all i, j, k ≥ 1, the polynomials
are all generating polynomials for F . This is because
Example 3.3. Consider the rank-2 tensor
with λ, µ ∈ C, a, b, c as in Example 3.2, and
One can check that for all i, j, k ≥ 1, the products
The rows of G are indexed by ℓ = 0, 1, . . . , r 1 and the columns are indexed by τ ∈ J.
If ϕ[G, τ ] is a generating polynomial for F , then
The above gives linear equations (τ = (i, j, k)) (3.14)
is satisfied for all τ ∈ J, then G is called a generating matrix for F .
Generating matrices as above exist for general rank-r tensors. Suppose
For convenience, we index vectors in C nj by i = 0, 1, . . . ,n j . Up to a scaling, we generally assume that
In the above, [u (s) ] M denotes the vector that is the evaluation of the monomials in M at the tuple u (s) = (u s,1 , . . . , u s,r ). The rows of U are index by monomials in M. Note that U 1 is a r × r square matrix, consisting of the first r rows of U . Clearly, if rank U 1 = r, then each row of U is a linear combination of the rows of U 1 . So, for the (x 1,i x j,k )-th row, there exists a vector w i,j,k ∈ C r such that
For each s = 1, . . . , m, (3.18) and the above imply that
Then, one can verify that
is a generating polynomial for F . Hence, we get the following theorem.
Theorem 3.5. Let F be as in (3.15)-(3.16), U 1 be as in (3.18) . Suppose rank U 1 = r. If G is given as in (3.19) , then G is a generating matrix for F .
For a general rank-r tensor F , we typically have rank U 1 = r. Otherwise, it can be satisfied by applying a general linear transformation. For each pair (j, k), denote
Proposition 3.6. In Theorem 3.5, for G as in (3.19), we have
for all s = 1, . . . , r, j = 2, . . . , m and 0 ≤ k ≤n j .
Proof. This can be done by a direct verification.
a common eigenvector. Therefore, if the generating matrix G is known, we can get u s,j from the common eigenvalues and eigenvectors of M j,k (G).
Low rank approximations for symmetric tensors
Given a symmetric tensor F ∈ S m (C n ) and a rank r, we are looking for X ∈ S m (C n ), such that its symmetric rank rank S (X ) ≤ r and it is close to F as much as possible. We refer to §2.2 for symmetric ranks of symmetric tensors. Clearly, rank S (X ) ≤ r if and only if X = (u 1 ) ⊗m + · · · + (u r ) ⊗m for vectors u 1 , . . . , u r ∈ C n . Finding such X is equivalent to solving the nonlinear least squares problem
Throughout the paper, for symmetric tensors, by rank-r approximation we mean that the approximating tensor X is symmetric and rank S (X ) ≤ r. It is typically hard to solve (4.1) directly. For the basic case r = 1 (i.e., best rank-1 approximations), the problem is already NP-hard (cf. [14] ). We propose to compute rank-r approximations by using generating polynomials (cf. §3.1). For convenience, we index vectors in C n by i = 0, 1, . . . ,n, wherē
For u ∈ C n with (u) 0 = 0, we can write it equivalently as
Then, u ⊗m = λv ⊗m . So, (4.1) can be reformulated as
In this section, we propose to solve (4.2) in three major stages:
• Find an approximate generating matrix G for F .
• Construct v 1 , . . . , v r from the polynomials ϕ[G, α] (see (3.5) ).
• Determine λ 1 , . . . , λ r by solving the resulting least squares.
4.1. An algorithm for rank-r approximation. Let B 0 , B 1 be the monomial sets as in (3.3)-(3.4). By α ∈ B 1 we mean that x α ∈ B 1 . We index symmetric tensors by monomials, or equivalently by monomial powers (cf. §3.1). For a matrix G ∈ C
B0×B1
and α ∈ B 1 , the polynomial ϕ[G, α] as in (3.5) is a generating polynomial for F if
(See (3.1) for the operation ·, · .) A matrix G satisfying (4.3) may, or may not, exist. But we can always find an approximate one by solving the linear least squares (4.4) min 
The matrix G is indexed by (β, α) ∈ B 0 × B 1 . Denote by G(:, α) the α-th column of G. So, (4.4) can be reformulated as (4.6) min
Let G ls be an optimal solution to (4.6). When F is close to σ m,n r , the set of tensors in S m (C n ) whose symmetric border ranks ≤ r (cf. §2.2), the polynomial system
is expected to approximately have r solutions. In practice, we can find them by using the method in [6] (also see [26] ). Choose generic ξ 1 > 0, . . . , ξn > 0 and scale them as ξ 1 + · · · + ξn = 1. Let
where M xi (G) is defined as in (3.6). Then, compute the Schur Decomposition The low rank tensor X gp as in (4.12) is expected to be a good rank-r approximation, when F is close to a rank-r tensor. Its quality is analyzed in Theorem 4.3. Our main conclusion is that if F is close enough to a rank-r tensor, then X gp is a good enough rank-r approximation. The tensor X gp is not mathematically guaranteed to be a best rank-r approximation. However, we can always improve it by using classical nonlinear least squares methods. This often can be done efficiently, because X gp is typically a good approximation.
The above leads to the following algorithm.
Algorithm 4.1. Symmetric rank-r approximations for symmetric tensors. For given F ∈ S m (C n ) and given r, do the following:
Step 1 Solve (4.6) for a least square solution G ls . Step 2 Choose generic ξ i > 0 (scale as i ξ i = 1), and formulate M (ξ, G ls ) as in (4.8). Compute the Schur Decomposition (4.9).
Step 3 
Remark 4.2. In Algorithm 4.1, the approximating rank r need to be given. In practice, such r is often not known in advance. However, we can estimate it by using the Catalecticant matrix Cat(F ). Let s be the smaller size of Cat(F ). If F = X + E, then Cat(F ) = Cat(X ) + Cat(E). If X is a generic point of σ m,n r and r ≤ s, then rank S (X ) = rankCat(X ) = r, by Lemma 2.2. For such case, rank S (X ) can be estimated by rankCat(X ). When E is small, rank Cat(X ) can be estimated by rank Cat(F ). In practice, we can do as follows: compute the singular values of Cat(F ), say, η 1 ≥ η 2 ≥ · · · . If η r ≫ η r+1 , then such r is a good estimate for rank S (X ).
When r = 1, we can get an explicit formula for X gp in Algorithm 4.1. For such case, B 0 = {1}, B 1 = {x 1 , . . . , x n }, and each A[F , x i ] is the vector
For i = 1, . . . ,n, let (4.14)
. . , θn) and (let θ 0 = 1)
So, the rank-1 tensor X gp = λ ls (v ls ) ⊗m can be computed by a closed formula. ⊗m is a best, or an almost best, rank-r approximation for F . Let (4.17)
Recall that we index vectors in C n by j = 0, 1, . . . ,n. Suppose each (u bs i ) 0 = 0, so we can scale them as (i = 1, . . . , r)
For convenience of notation, denote
The tuple (u 
It is reasonable to assume that (u bs 1 , . . . , u bs r ) is scaling-optimal, because otherwise we can replace it by a scaling-optimal one in the choice of X bs which is assumed to be a best, or an almost best, rank-r approximation for F .
The quality of the low rank tensors X gp , X opt is estimated as follows. 
where the constants in the above O(·) only depend on F and ξ.
Proof. By the condition i) and Theorem 3.1 of [26] , there exists a generating matrix G bs ∈ C B0×B1 for X bs , i.e., for all α ∈ B 1 ,
By (4.17), for all α ∈ B 1 , we have
(The superscript † denotes the Moore-Penrose pseudoinverse.) By the condition ii), for ǫ small enough, we have
The constant in the above O(ǫ) only depends on F . Hence,
In the above, the last inequality follows from the definition of M xi (G) as in (3.6). 
This can be implied by [22] or [31, Theorem 4.1]. The constants in O(ǫ) of (4.21) depend on G ls , and then eventually only depend on F and ξ.
The matrices M (ξ, G bs ) and T 1 have common eigenvalues. Because T 1 is upper triangular and its diagonal entries are all distinct, there exists an upper triangular nonsingular matrix R 1 such that Λ 1 := R −1 1 T 1 R 1 is diagonal. This results in the eigenvalue decomposition ). There exist a nonsingular matrix P and diagonal matrices D 1 , . . . , D n such that
Since M (ξ, G bs ) does not have a repeated eigenvalue, each eigenvector is unique, up to a scaling. So, there exists a diagonal matrix D 0 such that Q 1 R 1 = P D 0 . For each j, the matrix
is upper triangular. The diagonals of D j and S j are same. So, for all i, j we have
(P −1 (i, :) denotes the i-th row of P −1 .) For each i, the vector
is one of v bs 1 , . . . , v bs r . Up to a permutation of indices, we have
By (4.10) and (4.21), the above implies that The assumptions in Theorem 4.3 are often satisfied. In contrast to the method in [26] , Algorithm 4.1 is more computationally tractable, because it only requires to solve some linear least squares and Schur decompositions. This is very efficient in applications, especially for computing low rank decompositions for large tensors. We refer to Example 6.8.
Low rank approximations for nonsymmetric tensors
Given a tensor F ∈ C n1,...,nm and an approximating rank r, we want to find X ∈ C n1,...,nm such that rank(X ) ≤ r and X is close to F as much as possible. Note that rank(X ) ≤ r if and only if
This problem is equivalent to solving the nonlinear least squares (5.1) min
It is typically hard to solve (5.1) directly. We propose to compute low rank approximations by using generating polynomials, which are defined in §3.2. It has three major stages:
• Construct the tuples u (s) from the computed G.
• Improve the computed tuples u (s) , if necessary.
5.
1. An algorithm for rank-r approximation. We consider nonsymmetric tensors in C n1,...,nm . Up to a permutation of indices, we can assume
Recall the notation as in (3.12):
We want to find
is a generating polynomial for F , or is close to such one as much as possible if it cannot. Such a matrix G is determined by the linear system
In the above, F is indexed by multi-linear monomials x 1,i1 · · · x m,im , as in §3.2. If (5.2) is satisfied, then G is a generating matrix for F (cf. Definition 3.4). It is possible that (5.2) is overdetermined and inconsistent. For such case, we want G to satisfy (5.2) as much as possible. This can be done by solving a linear least squares problem. For each τ = (i, j, k) ∈ J, denote
Then, (5.2) can be equivalently expressed as
where G(:, τ ) stands for the τ -th column of G. Let G ls be a minimizer of the linear least squares problem (5.4) min
For each (j, k), denote the matrix
Choose generic scalars ξ j,k > 0, and let
Then, compute the Schur Decomposition If F is close enough to σ r (n 1 , . . . , n m ), the set of m-tenors whose border ranks ≤ r (cf. §2.2), then X gp is a good enough rank-r approximation. This is justified by Theorem 5.3. The tensor X gp is not mathematically guaranteed to be a best rank-r approximation. However, we can always improve it by solving the optimization problem (5.1), with (v (1) , . . . ,v (r) ) a starting point, where eachv (s) := (v s,1 , . . . ,v s,m ).
Combining the above, we get the following algorithm.
Algorithm 5.1. Rank-r approximations for nonsymmetric tensors. For given F ∈ C n1×···nm and given r ≤ n 1 = max{n 1 , . . . , n m }, do as follows:
Step 1 Solve the linear least squares (5.4) for an optimizer G ls .
Step 2 Choose generic ξ j,k > 0 (scale them as (0,j,k)∈J ξ j,k = 1) and formulatê M (ξ) as in (5.6 In Algorithm 5.1, the assumption n 1 = max{n 1 , . . . , n m } can always be satisfied by permuting indices of tensors.
Remark 5.2. The approximating rank r in Algorithm 5.1 can be estimated from the Catalecticant matrix Cat(F ). If F = X + E, then Cat(F ) = Cat(X ) + Cat(E). If E is tiny, then rank Cat(X ) can be estimated by rank Cat(F ). By Lemma 2.1, rank (X ) = rank Cat(X ) if X is a generic point of σ r (n 1 , . . . , n m ) and r is not bigger than the lower size of Cat(X ). Hence, when F is close to σ r (n 1 , . . . , n m ), the value of r can be estimated by using the singular values of Cat(F ). We refer to Remark 4.2.
When r = 1, we can get a closed formula for X gp . In such case, the column G (:, (0, j, k) ) is given as
For j = 2, . . . , m, the vectorv 1,j can be computed as
The vectorv 1,1 is then given by the formula (k = 1, . . . , n 1 ):
Performance analysis.
We analyze the quality of low rank tensors produced by Algorithm 5.1. Suppose the tensor (5.15)
is a best, or an almost best, rank-r approximation for F . Let
For convenience, we index u s,j by k = 0, 1, . . . , n j − 1. Assume (u s,j ) 0 = 0 for j = 2, . . . , m. This is satisfiable by applying a general linear transformation on tensors. Up to a scaling, we can further assume that 
It is reasonable to assume that (u (1) , . . . , u (r) ) is scaling-optimal, because otherwise we can replace it by a scaling-optimal one in the choice of X bs . The quality of the low rank tensors X gp , X opt , produced by Algorithm 5.1, is analyzed as follows. Denote ξ := (ξ j,k ) (0,j,k)∈J . ii) each A[X bs , j] (2 ≤ j ≤ m) has full column rank; iii) the tuple (u (1) , . . . , u (r) ) is scaling-optimal for F ; iv) the following scalars are pairwisely distinct
If X gp , X opt are from Algorithm 5.1 and ǫ = E is small enough, then
Proof. The main idea of the proof is similar to the one for Theorem 4.3. By the condition i) and Theorem 3.5, there exists a generating matrix
Since G ls , G bs are the least squares solutions, we have
By (5.16), we have
Hence, by the condition ii), if ǫ > 0 is small enough, then,
The constant in the above O(·) only depends on F . Let M j,k bs be the matrix obtained fromM j,k in (5.5) by replacing G ls with G bs , then
bs .
The constant in the above O(·) only depends on F and ξ. By (5.15) and Proposition 3.6, for s = 1, . . . , r and k ≥ 1, we have
bs , with the eigenvector (u s,1 ) 0:r1 , for s = 1, . . . , r. The matrices M j,k bs are simultaneously diagonizable, by the condition i), and so is M bs (ξ). The eigenvalues of M bs (ξ) are the numbers listed in (5.20). They are distinct from each other, by the condition iv). For ǫ > 0 small enough,M (ξ) also has distinct eigenvalues. For such ǫ > 0, there exist unitary Q 1 and upper triangular T 1 such that
We refer to [22] or [31, Theorem 4 .1] for the above. The constants in the above O(·) eventually only depend on F and ξ. Because T 1 has distinct diagonal entries, there exists an upper triangular nonsingular matrix R 1 such that Λ 1 := R −1 1 T 1 R 1 is diagonal. This results in the eigenvalue decomposition
Since all M j,k bs are simultaneously diagonalizable, for each (j, k), there exist a nonsingular matrix P and a diagonal matrix D j,k such that
Since M bs (ξ) does not have repeated eigenvalues, each eigenvector is unique, up to a scaling. So, there exists a diagonal matrix D 0 so that
is upper triangular. The diagonals of D j and T j are same. So, for all s, j,
) denotes the s-th row of P −1 .) For each s, the vector
is one of (u 1,j ) 1:nj , . . . , (u r,j ) 1:nj , for j ≥ 2. Up to a permutation of indices, we have the equation
By ( In the above, X bs (i, :) (resp., F (i, :)) denotes the sub-tensor of X bs (resp., F ) whose first index is fixed to be i. By the condition i), (5.16), (5.23), if ǫ > 0 is small enough, then for s = 1, . . . , r u s,1 −v s,1 2 = O(ǫ). Hence, it implies that X gp − X bs = O(ǫ), and
The constants in the above O(·) only depend on F and ξ. Note that X opt is an improved approximation from the starting point X gp , by solving the optimization problem (5.1). So, F − X opt ≤ F − X gp , and (5.21) is true.
In Theorem 5.3, if ǫ = 0, then we can get F = X gp .
Corollary 5.4. Under the assumptions of Theorem 5.3, if rank F = r, then the tensor X gp produced by Algorithm 5.1 gives a rank decomposition for F .
The assumptions in Theorem 5.3 are often satisfied. Because X gp can be computed by only solving linear least squares and Schur decompositions, Algorithm 5.1 is very efficient for computing low rank tensor decompositions, especially for large scale tensors. We refer to Example 6.16.
Numerical experiments
In this section, we present numerical experiments for low rank tensor approximations. The computation is implemented in MATLAB R2012a, on a Lenovo Laptop with CPU@2.90GHz and RAM 16.0G. In Step 5 of Algorithm 4.1, the MATLAB function lsqnonlin is applied to solve the nonlinear least squares problem (4.1). In Step 5 of Algorithm 5.1, lsqnonlin is also applied to solve the nonlinear least squares problem (5.1). is displayed in a row, separated by parenthesises. For neatness, only four decimal digits are displayed.
Example 6.1. Consider the cubic tensor F ∈ S 3 (C n ) such that The approximation error F − X opt ≈ 1 × 10 −15 . The approximating tensor X opt gives a rank decomposition, up to a tiny round-off error. The computation is similar for other values of n.
Example 6.2. Consider the cubic tensor F ∈ S 3 (C n ) such that Example 6.3. Consider the quartic tensor F ∈ S 4 (R n ) such that Example 6.4. Consider the quartic tensor F ∈ S 4 (C n ) such that For r = 4, the approximating tensor X opt is given as: Example 6.5. Consider the tensor F ∈ S 5 (R n ) such that For r = 3, the approximating tensor X opt is given as: Example 6.7. We explore the practical performance of Algorithm 4.1. By Theorem 4.3, if F is sufficiently close to a rank-r symmetric tensor, then X opt is guaranteed to be a good enough approximation. We verify this conclusion for random nearly low rank tensors. First, generate a tensor
where each u i ∈ C n has random real and imaginary parts, obeying Gaussian distributions. Then, perturb R by a small tensor E ∈ S m (C n ), whose entries are also randomly generated. We scale E to have a desired norm ǫ > 0. Finally, set
The approximation quality of X opt can be measured by the relative error
For each (n, m, r) from Table 1 and each ǫ among 10 −1 , 10 −2 , 10 −3 , we generate 20 random instances. For each instance, apply Algorithm 4.1 to get a rank-r approximation. For each (n, m, r), we list the maximum value of the occurring relerr (denoted as mrlerr), and the average of consumed time (in seconds), in Table 1 . We verify this fact for random low rank tensors. We generate F in the same way as in Example 6.7, except letting E = 0. For each generated F , we apply Algorithm 4.1 with r = rank Cat(F ). This is justified by Remark 4.2. For each (n, m, r) in Table 2 , we generate 20 random instances of F . For all generated instances, the approximating tensors X gp gave correct rank decompositions (up to tiny round-off errors in the order around 10 −10 ). Since X gp = F , Step 5 of Algorithm 4.1 does not need to be performed. For each (n, m, r), the average time (in seconds) consumed by the computation is listed in Table 2 . As we can see, low rank decompositions can be computed very efficiently. Algorithm 4.1 only needs to solve some linear least squares and Schur's decompositions. So, it is suitable for computing low rank symmetric tensor decompositions, especially for large tensors. For r = 2, the rank-2 approximating tensor X opt is given as: The approximation error F − X opt ≈ 6 × 10 −16 . It gives a rank decomposition for the tensor, up to a tiny round-off error.
Example 6.11. Consider the tensor F ∈ C 8×7×6×5 such that For r = 2, the approximating tensor X opt is given as: Example 6.12. Consider the tensor F ∈ C 5×5×4×4 such that The approximation error F − X opt ≈ 0.0141. For r = 3, the approximating tensor X opt is given as:
Example 6.14. Consider the tensor F ∈ C 5×5×5×4×4×4 such that For r = 3, the approximating tensor X opt is given as Table 3 . Performance of Algorithm 5.1 for computing low rank tensor approximations.
(n 1 , n 2 , n 3 ) r mrlerr time (n 1 , n 2 , n 3 , n 4 ) r mrlerr time Example 6.15. We explore the practical performance of Algorithm 5.1. Theorem 5.3 shows that X opt is a good enough rank-r approximation if F is sufficiently close to a rank-r tensor. We verify this conclusion for random nearly low rank tensors. For given (n 1 , . . . , n m ) and r, we generate a tensor
where each u s,j ∈ C nj is a complex vector whose real and imaginary parts are generated randomly, obeying Gaussian distributions. Then, we perturb R by a small tensor E, whose are also randomly generated in the same way. Scale E to have a desired norm ǫ, and then let
We choose ǫ among 10 −1 , 10 −2 , 10 −3 , and use the relative error relerr = F − X opt / E to measure the approximation quality of X opt . For each (n 1 , . . . , n m ), r and such ǫ, we generate 20 instances of R, F , E as above, and then apply Algorithm 5.1 to compute X opt . The computational results are reported in Table 3 . For each case of (n 1 , . . . , n m ) and r, we list the maximum of the occuring relative errors (denoted as mrlerr), and the average time (in seconds) consumed by the computation. Example 6.16. (Low rank decompositions of nonsymmetric tensors.) By Corollary 5.4, if rankF = r, then the tensor X gp produced by Algorithm 5.1 gives a rank decompositions for F , under the conditions of Theorem 5.3. We verify this conclusion for random low rank tensors. We generate F in the same way as in Example 6.15, except E = 0. In the computation, we choose r = rank Cat(F ), as pointed out in Remark 5.2. For each case of (n 1 , . . . , n m ) and r, we generate 20 instances of F . (The symbol ⋆ means that only 10 instances are generated, because of the longer computational time). For all the instances, the approximating tensors X gp gave correct rank decompositions (up to round-off errors in the order around 10 −10 ). The Step 5 in Algorithm 5.1 does not need to be performed, because F = X gp . For each case of (n 1 , . . . , n m ) and r, we list the average of the computational time (in seconds), in Table 4 . It shows that Algorithm 5.1 is efficient for computing low rank tensor decompositions, especially for large tensors. This is because it only needs to solve some linear least squares and Schur's decompositions. 
