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Abstract
The generalized parton distributions, introduced nearly a decade ago, have emerged as a uni-
versal tool to describe hadrons in terms of quark and gluonic degrees of freedom. They combine
the features of form factors, parton densities and distribution amplitudes—the functions used for
a long time in studies of hadronic structure. Generalized parton distributions are analogous to
the phase-space Wigner quasi-probability function of non-relativistic quantum mechanics which
encodes full information on a quantum-mechanical system. We give an extensive review of main
achievements in the development of this formalism. We discuss physical interpretation and basic
properties of generalized parton distributions, their modeling and QCD evolution in the leading
and next-to-leading orders. We describe how these functions enter a wide class of exclusive re-
actions, such as electro- and photo-production of photons, lepton pairs, or mesons. The theory
of these processes requires and implies full control over diverse corrections and thus we outline
the progress in handling higher-order and higher-twist effects. We catalogue corresponding results
and present diverse techniques for their derivations. Subsequently, we address observables that
are sensitive to different characteristics of the nucleon structure in terms of generalized parton
distributions. The ultimate goal of the GPD approach is to provide a three-dimensional spatial
picture of the nucleon, direct measurement of the quark orbital angular momentum, and various
inter- and multi-parton correlations.
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1 Preface
The concept of generalized parton distributions (GPDs) was developed as a modern tool to deliver
a detailed description of the microscopic structure of hadrons in terms of their elementary con-
stituents [1, 2, 3, 4, 5, 6]. The need for GPDs is dictated by the present-day situation in hadronic
physics. The fundamental particles which form hadrons are long known to be quarks and glu-
ons, whose interactions are described by the Lagrangian of quantum chromodynamics (QCD).
However, this knowledge is not sufficient at the moment to perform reliable, fully quantitative
calculations starting from first principles, since the precise mechanism of hadron formation from
the underlying quark and gluonic degrees of freedom is not completely known and quantifiable
to our dissatisfaction. We have to resort to hints from experimental measurements in order to
understand how QCD works and ultimately resolve “the long-distance problem” of QCD. The
standard way out of these complications is to use certain phenomenological functions. The well-
known examples include form factors, parton densities, and distribution amplitudes. The new
functions—generalized parton distributions—are hybrids of these “old” functions which, in their
turn, are the limiting cases of the “new” ones. There are several existing reviews dedicated to
thorough discussion of diverse aspect of GPDs [7, 8, 9, 10]. Though the subject is common, these
reviews differ in the extent of the covered material, in the emphasis on particular techniques
and approaches to the GPD studies, and in the degree of detail in the presentation of computa-
tions. The aim of the present endeavor is to give a review of the theory of generalized parton
distributions, with discussion of calculation machinery sufficiently detailed to enable an interested
reader to derive many results without heavy use of original publications as well as to provide a
self-consistent compendium of analytical formulas.
The review is organized as follows. In Section 2, we discuss general quantum-mechanical
aspects of investigating the structure of matter emphasizing similarities of studies on atomic, nu-
clear and quark/gluon levels. In particular, we address the issue of interpreting the experimentally
observable quantities in terms of charge, magnetization, etc., distributions, and discuss Wigner
distributions, the closest quantum-mechanical analog of the generalized parton distributions. In
Section 3, we give the classification of GPDs according to the quantum numbers of the composite
operators which represent them, and by the type of the hadronic matrix elements involved. The
consideration in that section is limited to the leading-twist distributions. The twist-three functions
are addressed later in subsection 5.3. Section 4 is devoted to the evolution of generalized parton
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distributions. We discuss evolution kernels for the light-cone operators in the coordinate repre-
sentation, their transformation into the momentum space, diagonalization of the mixing matrix,
and interrelation between “inclusive” and “exclusive” kernels. The use of the conformal symmetry
allows to understand many features of the evolution equations on a deeper level. This is also a
topic of a detailed discussion in Section 4. The subject of Section 5 is the virtual Compton am-
plitude, the major building block of the electron-hadron Compton scattering process, potentially
the cleanest source of information about GPDs. We present a thorough study of the Compton
amplitude including its gauge-invariant tensor decomposition, one-loop corrections to the short-
distance coefficient function and power suppressed contributions, including twist-three and target
mass effects. In Section 6, we give a comprehensive discussion of a few exclusive reactions where
GPDs can be measured or accessed, including deeply virtual Compton scattering, doubly deeply
virtual Compton scattering and hard exclusive meson production. In the concluding Section 7, we
outline a few directions, where significant improvements in the theory of GPDs can be made. A
number of appendices serve as a technical supplement to the material presented in the main text.
2 Unraveling layers of matter: from atoms to partons
The wisdom goes back to the ancient Greeks who philosophized that matter consists of tiny
particles—atoms. However, the subatomic structure of matter remained an unsolved puzzle till
the beginning of the 20th century when radioactivity was discovered and used by Rutherford
in his seminal experiments on large-angle scattering of α-particles off atoms where the outcome
suggested that the atom bears a localized core—the nucleus. On the other hand, electron beams
were found to pass through atoms with no or very little deflection forcing Lenard to hypothesize
that atoms have “wide empty spaces inside”. The α-particles scattered more frequently than their
“cousins” β-particles, which produced very low, barely observable rates due to tiny cross sections
and, available at the time, luminosity of the beam. Similar experiments but rather with light
sources or room-temperature neutrons are exploited nowadays to study the crystal’s lattice. If
a crystal is placed in front of a source of visible light, the object will merely leave a shadow on
a screen behind it and one will not be able to detect elementary building blocks which form it.
Obviously, the visible light, having the wavelength λlight ∼ 0.4 − 0.7 µm, cannot do the job and
resolve the internal structure of a crystal. The size of an individual atom, say, hydrogen, is of
order Ratom ∼ (αemme)−1 ∼ (10 KeV)−1. Therefore, to “see” individual atoms in crystals one
has to use light sources with a comparable or smaller wavelength λγ ≤ Ratom, or equivalently, of
energy Eγ ≥ R−1atom. To do this kind of “nano-photography” a beam of X-rays is needed. To go
further into the structure of atoms one has to resort to even more energetic probes.
After the discovery of the nucleus’ building blocks—the nucleons (i.e., protons and neutrons)—
the attention has been shifted to the extensive study of these “elementary” particles. However,
their elementarity has been questioned since Stern’s experiments in 1932 [11] which measured
magnitude of the proton’s magnetic moment about three times larger than that of the expected.
Hofstadter’s experiments [12] with elastic electron scattering off nucleons, eN → e′N ′, which
accessed proton’s electromagnetic form factors revealed the deviation from those of a point-like
object and demonstrated for the first time that the nucleon has a spatial extent of order of one
femtometer. To probe femtometer scales, we rely on scattering experiments with high-energy
lepton beams, where the point-like nature of leptons does not represent an extra uncertainty in
the interpretation of the data contrary to beams of composite particles. Inelastic lepton-nucleon
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scattering experiments, ℓN → ℓ′X, conducted at Stanford Linear Accelerator Center [13] fulfilled
this goal which led to the ultimate discovery of a new layer of matter by observing events with the
transfer of a large momentum from the electron to the proton. If the proton would be a hard ball
or a diffuse distribution of matter, such kind of scattering would be improbable. An analogy to
the latter is from the early days of atomic physics when, according to the Thompson’s model, the
atom was thought to consist of negatively charged electrons embedded into a jelly-like medium of
positive charge. Thus the results of the experiment were explained by conjecturing the existence
of point-like constituents inside the proton which absorb a highly virtual γ∗-quantum emitted by
the electron in the course of the scattering process.
An earlier theoretical description of deeply inelastic events resulted into the scaling hypothesis
by Bjorken [14], stating that cross sections measured there must not depend on dimensionful
parameters, like particle virtualities. Further development resulted into the formulation of the
Feynman’s parton model [15, 16]. According to the parton model, the hadron at high energy
can be viewed as a composition of a number of constituents—the partons—which behave as
an incoherent bunch of quanta at small space-time separations, and the interaction of the probe
happens with one of them. Current algebra analysis of the deeply inelastic cross section had favored
the quarks to be fermions with spin one-half [17]. It was quite tempting to identify these partons
with Gell-Mann and Zweig’s quarks. This experimental discovery, which triggered theoretical
minds to reconsider the contemporary physical concepts, was analogous to, if not greater than,
the Rutherford’s experiments in atomic physics. The Feynman’s partons were naturally identified
with quark and gluon degrees of freedom described by a nonabelian gauge field theory of strong
interactions with unbroken SU(3) group—Quantum Chromodynamics (QCD).
The path which led to this fundamental finding was rather long. The analysis of divergences
of charge renormalization resulted in the discovery of the asymptotic freedom [18, 19, 20] in
nonabelian gauge theories. The vacuum in general is a polarizable medium of virtual particles.
In abelian gauge theories the former is dielectric, i.e., the medium screens the charge, and it
becomes weaker at finite distances—a lump of positive charge pulls negative charges from the
medium toward itself which partially neutralizes it causing its weakening at a distance. If the
charge is point-like, i.e., has zero radius, it would be screened completely at finite distances. This
is a well-known zero charge problem [21, 22]. For a finite-size charge the interaction becomes
stronger at smaller distances and inevitably it reaches the magnitude where the perturbation
theory becomes inapplicable. Of course, this inconsistency of the resummed theory is achieved
only at asymptotically high energy, so that this triviality of interaction is irrelevant as soon as one
discusses processes at Earth energies. Contrary, when nonabelian fields are present the response
of spin-one quanta is paramagnetic [23, 24] so that effective coupling decreases with rising energy.
The finding of the vanishing nonabelian charge at small distances has put into its spot the
concept of the gauged color group. Quantum Chromodynamics, baptized by Gell-Mann and
discussed earlier in the works by Fritzsch, Gell-Mann and Leutwyler [25], has emerged as the
theory of strong interactions. Its Lagrangian
LQCD(z) = i2 ψ¯(z)
(
→Dµ − ←Dµ
)
γµψ(z)− 1
4
F aµν(z)F
µν
a (z) (2.1)
describes the minimal interaction between the quarks and the glue, introduced through the co-
variant derivatives
→Dµ= →∂µ − ig taAaµ(z) ,
←Dµ= ←∂µ + ig taAaµ(z) . (2.2)
QCD predicts the desired Bjorken scaling at short distances which is, however, broken by logarith-
mic corrections computable from first principles [26, 27]. It took quite a while before experiments,
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having a sufficiently large window in the momentum transfer, had found a confirmation for the
scaling violation [28] intrinsic to renormalizable field theories.
The short-distance structure of the strong interaction dynamics was established, and another
even more fundamental issue arose: long distance behavior of the theory. No free quarks have been
observed. Instead, when emitted in a given process they conspire to form a color neutral object and
fragment into observable hadrons. When the process involves a hard momentum transfer they form
jets. This was yet another indirect evidence in favor of the quark-gluon substructure of hadrons.
The studies of jets explicitly demonstrated that they carry genuine properties, computable from
the first principles, of their predecessors—quarks and gluons [29]. This unusual property of the
color gauge theory is the infrared slavery of hadron’s constituents, or confinement, which has been
proven to be the most outstanding problem of strong interaction physics. No efficient analytical
tool has been developed so far to tackle the task. We have, however, a rough physical picture
according to which quarks inside a hadron are bound by a string of glue. Once the quarks
are separated far enough so that the stretching force overwhelms the string tension, the latter
breaks down only by means of a creation of a quark-antiquark pair from the vacuum at its ends.
The quarks never show up free. With the development of lattice techniques, there is a growing
compelling evidence toward this description.
The nucleon represents a relativistic multi-particle quantum system in a bound state whose
dynamics is driven by strong interactions. The exhaustive exploration of its structure and con-
fining dynamics of its constituents is a cherished goal of strong-interaction physics. This is the
subject of the present review within the framework of generalized parton distributions—a set of
hadron characteristics probing hadrons from a variety of different angles. This approach is phe-
nomenological and uses experimental data as an input in theoretical considerations in order to
draw solid conclusions about the internal structure of the proton and its siblings.
2.1 Quantum mechanical observables
Before we move on to a detailed analysis of tools and observables used to unravel the nucleon’s
content, let us draw a few close analogies from nonrelativistic quantum mechanics. We hope that
this will be extremely instructive and insightful for the main subject of our analysis.
A quantum mechanical system is determined by its wave function ψ. Acquiring the latter from
theoretical considerations, like solving the Schro¨dinger equation, or from experimental measure-
ments, allows one to predict any physical observable for a given system. The bulk of experimentally
accessible quantities is sensitive only to the absolute value of the wave function via measurements
of cross sections. The phase of the wave function is thus essentially unattainable there. To cir-
cumvent the difficulty, one has to measure correlations of wave functions or, more generally, the
density matrix ̺. For a pure state,
̺(r1, r2) = ψ
∗(r1)ψ(r2) , (2.3)
and thus the wave function is known once the density matrix is determined. If one is able to
measure the density matrix by means of the interference of a test system with a reference source,
possessing a priori known characteristics, this will then serve the purpose of reconstructing the
missing phase of the wave function. Succeeding in this endeavor, complete information on a
quantum mechanical system can be acquired.
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2.1.1 Atomic form factor and momentum density
Let us recall a few physical observables which are conventionally used to probe a quantum me-
chanical system and measure its wave function.
First, the spatial distribution of matter (or charge) in a system can be probed through elastic
scattering of electrons, photons, or neutrons, etc. The physical quantity that one measures is the
elastic form—also called structure—factor F (∆) which depends on the three-momentum transfer
to the system ∆. It is expressed (upon removing a point-like core due to scattering off the
atomic nucleus) as a Fourier transform of the absolute value squared of the atomic wave function
ρ(r) = |ψ(r)|2 with respect to the position three-vector r = (rx, ry, rz);
ρ(r) =
∫
d3∆ ei∆·r/~F (∆) . (2.4)
One can easily compute the tail of the form factor for the scattering on a bound state in a Coulomb
potential, V (r) ∼ 1/|r|, at large momentum transfers. In the momentum space the latter behaves
as V (p) ∼ 1/p2. Then the solution to the Schro¨dinger equation,
i
d
dt
ψ(r) = (H0 + V (r))ψ(r) , (2.5)
where H0 = p
2/(2m) and V (r) are the free-particle Hamiltonian and the interaction potential,
respectively, is given by
ψ(p) =
∫
d3p′ V (p− p′)ψ(p′)
E − p2/(2m)
|p|→∞≈ const.ψ(r = 0)
p4
.
Here all the quantities are Fourier transformed into the momentum space. In the evaluation of
the second equality we took into account that the kinetic energy obviously dominates and we also
neglected the dependence on p′ in the argument of the potential compared to the large momentum
p. The resulting integral is a Fourier transform of the wave function at the origin. Thus,
F (∆) =
∫
d3p ψ∗(p)ψ(p+∆)
|∆|→∞≈ ψ(∆)
∫
d3p ψ∗(p) ≈ const. |ψ(r = 0)|
2
∆4
.
The second approach to study the properties of a quantum mechanical system is designed to
measure the population of its constituents with a given momentum, or the momentum distribution,
through knock-out scattering. The momentum density is expressed in terms of the absolute value
of the momentum-space wave function n(p) = |ψ(p)|2. An example of a nonrelativistic quantum
system where this quantity is measured is superfluid helium (see, e.g., Ref. [30]). In the neutron-
scattering experiment, the distribution of angles and energies of a neutron beam passing through
a sample of helium is recorded, while the state of the liquid helium after the scattering is not
detected. At high momentum transfer, when a neutron scatters off single atoms, the impulse
approximation holds and the cross section σ(pz) as a function of momentum pz is expressed via
the relation
σ(pz) ∼
∫
dpx dpy n(p)
in terms of the Fourier transform of a single-particle density matrix
n(p) =
∫
d3r1
(2π~)3
d3r2
(2π~)3
eip·(r1−r2)/~̺(r1, r2) . (2.6)
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For a pure state, it reduces to the square of the coordinate space wave function, ̺(r1, r2) =
ψ∗(r1)ψ(r2). The momentum distribution of liquid helium n(p) at p = 0 determines the Bose-
Einstein condensate. Another well-known example of nonrelativistic momentum density is the
nucleon distributions in a nucleus measured through quasielastic electron scattering.
2.1.2 Wigner distribution
As we emphasized, the observables outlined above probe only the diagonal elements of the den-
sity matrix either in the coordinate or momentum space. Thus, one is unable to get complete
information on the quantum-mechanical state. The off-diagonal elements of the density matrix
remain unknown and one lacks phases of the wave function. The question arises whether there
exists an experimental observable which, on the one hand, is sensitive to the phase structure of
the wave function and, on the other hand, has an intuitive interpretation. The answer to this
question turns out to be positive.
An equivalent to the density matrix approach and a classically more comprehensive description
of a quantum mechanical system is achieved by means of a partially Fourier-transformed density
matrix known as the Wigner quasi-probability distribution [31, 32],
W (r,p) =
∫
d3R
(2π~)3
e−ip·R/~ψ∗
(
r − 1
2
R
)
ψ
(
r + 1
2
R
)
, (2.7)
where r and p are c-numbers, not operators. Because it involves wave functions at different spatial
separations, it obviously possesses complete knowledge on their imaginary phases, just like the
density matrix does. It has the following important features.
• The Wigner distribution is advantageous over the density matrix since it is real:
W ∗(r,p) = W (r,p) . (2.8)
• It has a certain classical limit and thus can be thought of as an extension of an intuitive
classical concept to quantum physics. Namely, in classical physics the state of a particle is
specified by its position r and momentum p. In a gas of classical identical particles, the
single-particle properties are described by a phase-space distribution f(r,p) representing
the density of particles at a phase-space point (r,p). Time dependence of the distribution
is governed by the Boltzmann equation (or Liouville equation, in case the particles are not
interacting). In quantum mechanics, the position and momentum operators do not commute;
hence, in principle one cannot talk about the joint momentum and position distribution of
particles. Indeed, a quantum-mechanical wave function depends either on spatial coordinates
or on the momenta, but never both, unless they are not reciprocal variables.
The Wigner distribution can, to some extent, be thought of as a distribution of a quantum
particle in the position and momentum spaces simultaneously. The nonclassical feature of the
Wigner function is that it cannot be fully treated as a bona fide joint density of probability
since it possesses patches of “negative probability” due to interference of quantum phases.
The quantum-mechanical uncertainty principle restricts the amount of localization that a
Wigner distribution can have. Therefore, the uncertainty principle leads to a “fuzzy” phase-
space description of the system compared to the “sharp” determination of its momentum
or coordinate observables separately. In the classical limit, W (r,p) reduces to the usual
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Figure 1: The Wigner function for lowest-lying quantum states of the harmonic oscillator, n = 0,
n = 2 and higher level n = 10. The peak for n = 0 state is the most probable phase-space point of
a particle at rest. The most probable orbit of the quantum oscillator is shown by the outermost
circular orbit in phase space from the solution of classical equations of motion for the classical
oscillator, see n = 10.
phase-space distribution and hence becomes positive definite. The Wigner quasi-probability
provides an appealing opportunity to describe a quantum state using the classical concept
of the phase space. The advantage of the Wigner function is that it is real and it contains
complete information about the interference.
• One can calculate any dynamical quantity Oˆ(rˆ, pˆ) by performing averages of the Wigner
distribution (as if it were a classical distribution) with the symbol of the operator O(r,p),
where the momentum and the coordinates are ordered according to the Weyl association
rule [32],
〈Oˆ〉 =
∫
d3p d3rW (r,p)OWeyl(r,p) . (2.9)
• The marginal projections of the Wigner function lead to the familiar space and momentum
probability densities, namely;∫
d3pW (r,p) = ρ(r) ,
∫
d3r
(2π~)3
W (r,p) = n(p) . (2.10)
2.1.3 Wigner distribution of a quantum oscillator
Let us illustrate the concept of the Wigner distribution using as an example the simplest system:
the one-dimensional harmonic oscillator. The Wigner distribution for the nth excited state of the
one-dimensional harmonic oscillator of energy En = ~ω
(
n+ 1
2
)
is [33]
Wn(r, p) =
(−1)n
π~
e−2H/(~ω)Ln
(
4H
~ω
)
, (2.11)
where H stands for the classical Hamiltonian
H(r, p) =
p2
2m
+
mω2r2
2
,
and Ln is the nth order Laguerre polynomial. Figure 1 gives a graphical demonstration of a few
lowest-order Wigner distributions.
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Figure 2: Mach-Zender interferometric scheme for the measurement of the quantum-mechanical
Wigner distribution of a light mode. BS1 and BS2 denote the low-reflection beam splitters.
The quantum state is prepared using the neutral density filter ND and a mirror mounted on a
piezoelectric translator PZT. The electro-optic modulators EOM1 and EOM2 control, respectively,
the amplitude and the phase of the point at which the Wigner function is measured. The signal
field is focused on a single photoncounting module SPCM.
In the classical limit, the Wigner distribution is expected to become a classical phase-space
distribution. For systems which are statistical ensembles, the limit ~ → 0 is often well behaved.
For example, for an ensemble of harmonic oscillators at finite temperature, the Wigner distribution
becomes the classical Boltzmann distribution as ~→ 0, see, e.g., [34]. For a single-particle state,
discussed here, the limit is more subtle. In the quasiclassical limit—vanishing Planck constant
and large quantum numbers—the Wigner distribution of the harmonic oscillator turns into a
mathematical distribution which resides on classical trajectories, E∞ = n~ω = fixed
lim
~→0, n→∞
Wn(r, p) ∼ δ
(
H(r, p)− E∞
)
, (2.12)
and implies that in the quasiclassical limit most of oscillations with H(r, p) < E∞ nearly average
to zero after integration with a smooth test function. This result can be easily understood from
the semiclassical form of the wave function,
ψ(r) = C(r)eiS(r)/~ , (2.13)
with the classical action S. Substituting this into Eq. (2.7), reduced to the one-dimensional case,
and expanding S to first order in r, one gets the quasiclassical Wigner distribution
W (r, p) = |C|2δ
(
p− ∂S(r)
∂r
)
, (2.14)
where the argument of the delta function describes a family of classical trajectories, cf. Eq. (2.12).
The Wigner function incorporates quantum mechanical effects and at the same time can be
viewed as an analogue of the classical phase-space distribution, encoding the distribution of ob-
servable quantities.
2.1.4 Experimental access to Wigner distributions
The usefulness of the Wigner distribution concept from the viewpoint of phenomenological ap-
plications is driven by the possibility of its experimental measurement. To this end, one has to
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be able to access the correlations of wave functions. The quantum-mechanical Wigner distri-
bution is indeed a measurable observable. The actual measurement has been performed for a
simplest physical quantum system—the quantum state of a light mode (a pulse of laser light of
a given frequency)—employing ideas of Vogel and Risken [35]. It was accessed via the method
of homodyne tomography [36], which is based on measuring marginal observables and subsequent
reconstruction by the inverse Radon transformation (see, [37] for a review and Section 3.8.2 be-
low). The same Wigner distribution was accessed also by a more direct measurement by means
of the photon counting techniques based on a Mach-Zender interferometric scheme [38]; see Fig.
2. As we will see later in this paper, the experimental setup to measure the nucleon’s content via
the concept of generalized parton distribution (GPDs) has very close resemblance of this setup.
2.2 Nucleon observables
Both marginal projections of the Wigner distribution in quantum mechanics—the charge dis-
tribution and the momentum density—have their analogues in QCD. Moreover, they share to
some extent the probabilistic interpretation of their non-relativistic “cousins”, though not liter-
ally, since they are plagued by complications due to the relativistic nature of the problem and the
settings where these observables are measured. In particular, exploring the internal structure of
the proton or neutron two methods are conventionally used: (i) elastic reactions which measure
form factors, and (ii) inelastic scattering experiments which accesses momentum distributions of
nucleon’s constituents.
Both approaches are complementary, but bear similar drawbacks. The form factors do not yield
direct information about the velocity of the constituents, whereas the momentum distribution
does not give information on their spatial location. Quantum-mechanically, the phase structure is
totally washed out as well. As we emphasized in the previous section, more complete description
of the microscopic state lies in the correlation between the momentum and coordinate space
distributions: information of where a particle is located and, at the same time, with what velocity
it travels. However, the quantum-mechanical interpretation will be obviously affected not only by
the relativistic effects we mentioned before but also by accommodation of the intrinsic interference
phenomena. Nonetheless, the notion of correlated position and momentum distributions of quarks
and gluons is very interesting, and it is clear that the physics of a phase-space distribution must
be very rich. Let us start by reviewing in what circumstances the relativistic form factors and
parton distributions survive the nonrelativistic statistical interpretation.
2.2.1 Nucleon electromagnetic form factors
In this subsection, we re-examine interpretation of electromagnetic form factors of the proton
regarding intrinsic ambiguities associated with this interpretation. The electromagnetic form
factors are defined by the matrix element between the nucleon states with different four-momenta
of the quark electromagnetic current,
jµ(x) =
∑
q=u,d,...
Qqψ¯q(x)γ
µψq(x) , (2.15)
where the quark charges take values
Qu = Qc =
2
3
, Qd = Qs = −1
3
.
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Because the nucleon is a spin one-half particle, the matrix element is parametrized by two form
factors,
〈p2|jµ(0)|p1〉 = u¯(p2)
{
γµF1(∆
2) +
iσνµ∆ν
2MN
F2(∆
2)
}
u(p1) , (2.16)
known as Dirac F1 and Pauli F2 form factors. They depend on the momentum transfer
2 ∆ =
p1 − p2. Our conventions for the Dirac matrices and the nucleon bispinor u(p) are summarized in
Appendix A.
At zero momentum transfer, the form factors are normalized to static properties of the nucleon.
They can be inferred by studying the zero-recoil limit of the matrix element, p = p1 → p2.
Introducing the operators of charge and the magnetic moment at a time slice t = 0 (they do not
change in time due to the current conservation)
Q ≡
∫
d3r j0(r) , µ ≡
∫
d3r [r × j(r)] , (2.17)
one finds the normalization
〈p|Q|p〉
〈p|p〉 = F1(0) ,
〈p|µ|p〉
〈p|p〉 =
s
MN
(F1(0) + F2(0)) , (2.18)
where the three-vector of spin s = 1
2
w∗σw is expressed in terms of Weyl spinors w (see Appendix
A.2). The above relation for the magnetic moment can be easily derived by introducing a Fourier
transform of the matrix element of spatial current, and expanding the exponential to the linear
term in the momentum transfer ∆;∫
d3r e−i∆·r〈p2|j(r)|p1〉 ≈
∫
d3r (1− i∆ · r)〈p2|j(r)|p1〉
Making use of the identity (r ·∆)j = [[r×j]×∆] and the condition of the steady electromagnetic
current ∇ · j = 0, one compares the matrix element to the expression in term of form factors to
find the equality (2.18).
It was realized long ago that the physical interpretation of the nucleon form factors in terms of
charge and magnetization distributions is obscured by relativistic effects [39]. Consider a system
of size R and mass M . In a relativistic quantum theory, the system cannot be localized to a
precision better than its Compton wavelength 1/M (starting from this section, we set ~ = 1). As
a consequence, the static size of the system cannot be defined to a precision better than 1/M . If
R ≫ 1/M , which is the case for all nonrelativistic systems, this is not a significant constraint.
One can probe the internal structure of such a system with a wavelength λ ∼ 1/|∆| comparable
to or even much smaller than R, but still large enough compared to 1/M so that the probe does
not induce an appreciable recoil in the test system. A familiar example is the hydrogen atom
for which RatomMatom ∼ Matom/(meαem) ∼ 105, and the form factor can be measured through
electron scattering with momentum transfer |∆| ≪ Matom.
2Usually, a convention with the opposite sign is used for the momentum transfer in form factor definitions, ∆ =
p2−p1. The motivation is clear: the initial hadron gets the momentum transfer p2−p1 from the electron. However,
the most important class of physical processes involving GPDs is deeply virtual photon or meson electroproduction,
in which a spacelike virtual photon converts into a real photon or a meson, requiring a positive energy transfer
E1−E2 from the initial hadron to the virtual photon. To avoid writing positive quantities as minus negative ones,
we will stick to the convention ∆ = p1 − p2 throughout the paper.
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When the probing wavelength is comparable to 1/M , the form factors are no longer determined
by the internal structure alone. They also contain the dynamical effects of Lorentz boosts because
the initial and final nucleons have different momenta due to non-negligible recoil. In a relativistic
quantum theory, the boost operators involve nontrivial dynamical effects which result in the
nucleon wave function being different in different frames (in the instant form of quantization).
Therefore in the region |∆| ∼M , the physical interpretation of form factors is complicated because
of the entanglement of the internal and the center-of-mass motion in relativistic dynamics. In the
limit |∆| ≫ M , form factors depend crucially on the physical mechanism producing the overall
change of the nucleon momentum. The structural effect involved is a very small part of the total
nucleon wave function since it corresponds to a few lowest Fock states only.
For the nucleon, MNRN ∼ 4. Although much less certain than in the case of the hydrogen
atom, it still seems sensible to have a rest-frame picture for the electromagnetic form factors, as
long as one keeps in mind that equally justified definitions of the nucleon sizes can differ by the
effects of order 1/MN(RNMN ). The form factors at |∆| ≥ MN ∼ 1GeV cannot be interpreted
solely as information gained about the internal structure of the nucleon.
To further clarify the uncertainty involved in the interpretation of the electromagnetic form
factors, let us review an explanation offered originally by Sachs [40] and recently re-examined in
Ref. [41].
2.2.2 Form factors in the Breit frame and charge distributions
To establish the notion of a (charge) distribution, one needs to create a wave packet representing
a static nucleon localized at R,
|R〉 =
∫
d3p
(2π)3
eip·RΨ (p)|p〉 , (2.19)
where Ψ (p) is the momentum space profile. The plane wave state |p〉 is normalized in a relativistic-
invariant manner, as defined in Appendix A, so that∫
d3p
(2π)3
(2Ep)|Ψ (p)|2 = 1
in order to have 〈R|R〉 = 1. The wave packet Ψ is not an eigenstate of the free Hamiltonian.
Therefore, as time progresses, the wave packet will spread. The characteristic dispersion time is
proportional to
tchar ∼
∫
d3p (MN/p
2)|Ψ (p)|2 .
It is long for a nonrelativistic system. But for a relativistic particle, the spread could happen
much faster compared to the characteristic time scale of a weakly-interacting probe. The actual
form of the wave packet profile, however, does not matter since we want to capture structural
information of the particle itself and not of the auxiliary wave packet.
Having localized the wave packet at R = 0, we can use Eq. (2.19) to calculate, for example,
the charge distribution in the wave packet,
ρ(r) = 〈R = 0|j0(r)|R = 0〉 , (2.20)
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Figure 3: Localization of the nucleon with a wave packet.
where r measures the relative distance to the center, R = 0, see Fig. 3. Taking its Fourier
transform, one gets
F (∆) ≡
∫
d3r e−i∆·rρ(r)
=
∫
d3p
(2π)3
Ψ ∗
(
p− 1
2
∆
)
Ψ
(
p+ 1
2
∆
) 〈
p− 1
2
∆
∣∣ j0(0) ∣∣p+ 1
2
∆
〉
, (2.21)
where we have changed the momentum integration variables, with p representing now the average
momentum of the initial and final nucleons. It is important to emphasize that the resolution
momentum ∆ is now linked to the difference in the initial and final state momenta. In non-
relativistic quantum systems, because of large masses involved, the momentum transfer causes
little disturbance in velocity, and hence the initial and final states have practically the same
internal wave functions. In relativistic systems, this is the origin of the difficulty in interpreting
the form factor: we do not have a matrix element involving the same nucleon state before and
after the interaction.
To have a situation free from ambiguities, several conditions have to be imposed on momenta
to avoid dangerous regions where the interpretation can be affected by relativity, wave nature of
the microscopic objects or the wave packet used for the localization. Namely (see Fig. 3):
• To remove the effects of the wave packet, the necessary condition on Ψ (p) is that the
coordinate-space size of the wave packet must be much smaller than the size of the test
system, the nucleon,
δ|r| ≪ RN .
• The probing wavelength, or the resolution scale, must be large compared with the size of
the wave packet, since one is not interested in details of the wave packet itself:
δ|r| ≪ 1/|∆| .
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• The size of the wave packet must be larger than the Compton wavelength of the proton so
as to be insensitive to the wave nature of the proton. This results in
δ|r| ≫ 1/MN .
The corresponding restriction on momenta allowed in the wave packet is |p| ≪ MN .
Therefore, the combined constraint on the wave packet profile is
1/RN ≪ |∆| ≪ |p| ≪ MN , (2.22)
where the size of the wave packet is δ|r| ∼ 1/|p|. It is easy to see that the available window in
the case of the proton is very narrow since RNMN ∼ 1/4.
The first two conditions allow us to ignore the ∆ dependence in Ψ so that Ψ
(
p± 1
2
∆
) ≈ Ψ (p)
and, therefore,
F (∆) =
∫
d3p
(2π)3
|Ψ (p)|2 〈p− 1
2
∆
∣∣ j0(0) ∣∣p+ 12∆〉 . (2.23)
The extreme limit of the last inequality in Eq. (2.22) yields a wave packet with a zero-momentum
nucleon
|Ψ (p)|2 = (2π)
3
2MN
δ(3)(p) . (2.24)
Thus, one gets,
2MNF (∆) =
〈−1
2
∆
∣∣ j0(0) ∣∣12∆〉 . (2.25)
This is the matrix element of the charge density in the Breit frame. The latter has a unique
property of the absence of the energy transfer from the incoming to the outgoing nucleons, so that
the hadronic four-momenta read
p1 =
(
E, 1
2
∆
)
, p2 =
(
E,−1
2
∆
)
. (2.26)
Thus the form factor (2.25) is related (up to a factor) to the Sachs electric form factor as
F (∆) = GE(−∆2)w∗2w1
which is a superposition of the Dirac and Pauli form factors
GE(−∆2) = F1(−∆2)− ∆
2
4M2N
F2(−∆2) . (2.27)
The Weyl spinors w∗2, w1 are the remnants of the Dirac bispinors. Hence, we arrive at a textbook
interpretation of GE as a Fourier transform of the nucleon charge distribution normalized to
the electric charge (2.18). Likewise, the magnetic form factor GM is a Fourier transform of the
magnetization distribution〈−1
2
∆
∣∣ j(0) ∣∣1
2
∆
〉
= 2i[∆× s]GM(−∆2) , (2.28)
where
GM(−∆2) = F1(−∆2) + F2(−∆2) . (2.29)
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Figure 4: Breit frame for the γ∗p→ p′ process.
Several times throughout our discussion we quoted the proton radius. What was meant by
this is the root-mean-square radius, defined as
R2N = 〈r2〉E ≡
∫
d3r r2ρ(r) = −6∂GE(−∆
2)
∂∆2
, (2.30)
and related to the slope of the electric form factor GE . In the literature, one can find other
definitions of the proton charge radius, for instance, 〈r2〉D, which is related to the slope of the
Dirac form factor F1, rather than GE.
The helicity of the proton is well defined in the Breit frame since the incoming and outgoing
particles’ momenta are collinear to the same direction. In this reference frame, the helicity non-
flip transition is determined by the electric form factor GE , while the helicity-flip transition is
determined by the magnetic one, GM . Of course, these assignments are frame dependent since by
a Lorentz boost one can reverse the direction of the proton motion and thus changes the sign of
proton’s helicity.
As we already emphasized before, the exceptional role of the Breit frame is the absence of the
energy exchange, distinguishing this unique frame by the possibility of an unambiguous definition
of the spatial Fourier transform of the transition matrix elements of the electromagnetic current.
Of course, charge and magnetization distributions defined in such a way are not equivalent to
the rest-frame densities. This is due to the presence of the Lorentz contraction effects along the
direction ∆ when ∆2 ≫ 4M2N , which makes the nucleon look like a pancake. If one attempts to
compute a form factor boosted to the rest frame of the nucleon, the Lorentz transformation tends
to cut off its the momentum dependence at high momentum transfer [42] so that one effectively
finds F (∆2)→ F
(
∆2/
√
1−∆2/4M2N
)
. However, the procedure is not unique and thus it merely
results in yet another definition of what one means by the charge distribution. Several types of
prescriptions for extracting the static charge distributions from available data on form factors
have been used in recent analyses (see [43]). Another physically-motivated approach is to find a
relation between the Fourier transform of a static charge density and the form factor of a model
obtained by boosting the wave function. For instance, one can obtain such relations in the context
of the Skyrme model [44]. Different models lead to relations which differ by corrections of order
1/MN .
As we will establish later in Sect. 3.10.1, relativistic corrections and Lorentz contraction ef-
fects are found to disappear in the infinite momentum frame. In this frame, the nucleon has an
infinitely large effective mass; hence, for physics in the transverse dimensions, we are back to the
nonrelativistic case. In particular, one can localize the nucleon in the transverse coordinate space
with no recoil corrections at all. The Dirac form factor F1 is found to be related to the charge
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Figure 5: Hadronic tensor of deep inelastic scattering cross section determining the imaginary
part of the forward Compton scattering amplitude γ∗(q)N(p)→ γ∗(q)N(p).
distribution in transverse plane, with information along the longitudinal z-direction integrated
out. The price one pays for eliminating the relativistic corrections is one spatial dimension.
2.2.3 Nucleon structure functions
Let us discuss now the observables probing the nucleon content through inelastic processes, namely,
the lepton-hadron deeply inelastic scattering. Right before the incoming lepton hits the target,
it fluctuates into a lepton and a photon, e(k) → e(k′)γ∗(q); the latter interacts with the target
|p〉 fragmenting into a number of hadrons in the final state |n〉 with the total momentum Pn =∑N
k=1 pk. Since the electromagnetism is very weak compared to strong interactions involved in the
reaction dynamics, one can restrict the analysis to a single-photon exchange.
The amplitude of this process is described by the current-to-current coupling,
An = Lµ(k, k′)〈n|jµ(0)|p〉 , (2.31)
of the hadronic transition amplitude 〈n|jµ|p〉 via the local quark electromagnetic current (2.15)
and the leptonic current
Lµ(k, k′) =
i
q2
u¯(k′)γµu(k) .
The measurement is totally inclusive with respect to the final states and only the scattered lepton
is detected. Neglecting the phase-space factor, the cross section reads:
σDIS =
α2em
4π
∑
n
|An|2 (2π)4δ(4)(p+ q − Pn) = α
2
em
q4
L†µLνW
µν , (2.32)
where, using the completeness condition (A.49) in summation over the final states, we introduce
the hadronic tensor
W µν =
1
4π
∫
d4z eiq·z〈p|jµ(z)jν(0)|p〉 , (2.33)
represented diagrammatically in Fig. 5 with the shown assignments of indices and particle’s mo-
menta.
The decomposition of the hadronic tensor in independent Lorentz tensors introduces the struc-
ture functions. For the spin one-half target the most general form of W µν reads
W µν = −
(
gµν − q
µqν
q2
)
F1(xB,Q2) + 1
p · q
(
pµ − p · q
q2
qµ
)(
pν − p · q
q2
qν
)
F2(xB,Q2)
− i
p · q ε
µνρσqρsσg1(xB,Q2)− i
p · q ε
µνρσqρ
(
sσ − s · q
p · qpσ
)
g2(xB,Q2) . (2.34)
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The un- and polarized structure functions Fi and gi, respectively, depend on two variables: space-
like momentum of the probe and the Bjorken variable,
q2 ≡ −Q2 , xB ≡ Q
2
2p · q . (2.35)
The hadronic tensor is related via the optical theorem—analogous to that discussed in the Ap-
pendix C for the case of the vacuum expectation value of two electromagnetic currents—to the
imaginary part
W µν =
1
2π
ℑmT µν , (2.36)
of the forward Compton scattering amplitude
T µν = i
∫
d4z eiq·z〈p|T {jµ(z)jν(0)} |p〉 , (2.37)
determined by the chronological product of quark electromagnetic currents (2.15).
In the deeply inelastic reaction, the photon interacting with the target acts as a probe. The
resolution is set by the inverse of the photon virtuality Q2. Thus, the nucleon is probed with
the resolution ≈ (0.2 fm)/(Q inGeV). Since the nucleon’s size is RN ∼ 1 fm, one concludes that
for Q2 of order of a few GeV2, the photon penetrates the nucleon interior and interacts with its
constituents. This is the regime which initiates a hard scattering: the electron has to pass close
to one of the partons, i.e., at the distance z2 ∼ 1/Q2, to exchange a photon of virtuality Q2.
The structure functions have a very important property of scaling, i.e., Q2-independence, in the
Bjorken limit;
Q2 →∞ , xB = fixed .
Analogous kinematical conditions will be imposed on other reactions discussed in the present
review which warrant the light-cone distance dominance in scattering amplitudes and, hence,
legitimate the application of powerful methods of perturbative QCD.
2.2.4 Infrared safety
Let us study the question whether the hadronic tensor is indeed sensitive to the structural in-
formation about the nucleon. The argument is generic and does not rely on the details of the
interaction [45]; we have only to keep in mind that the QCD coupling constant is growing at large
space-time scales. Thus we replace QCD perturbation theory with a quantum-mechanical one
applying it to the Schro¨dinger equation with a scattering potential V (Eq. (2.5)). The solution
of this equation will be expressed in terms of asymptotic states at the infinite past where the
interaction is switched off adiabatically. The free-particle equation, V = 0, gives
ψ0(t) = exp(−itEm)|ωm〉
with the stationary states which form a complete basis
∑
m |ωm〉〈ωm| = 1. The solution of the full
equation is expanded in free-particle states at the time t,
ψ(t) =
∑
m
|ωm〉Sm . (2.38)
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Sm is the evolution operator of the system from the unperturbed state ψ(−∞) = |ω0〉, where
V (−∞) = 0, to an observed state |ωm〉 at the time t via a successive sequence of interactions and
the free propagation through intermediate states.
Sm =
∞∫
−∞
dτme
−i(Em−1−Em)τmVm−1
τm∫
−∞
dτm−1e−i(Em−2−Em−1)τm−1Vm−2 . . . V1
τ2∫
−∞
dτ1 e
−i(E0−E1)τ2 .
(2.39)
The summation in repeated indices runs over states which are eigenfunctions of the free equations
of motion, Vm = 〈m|V |m〉 is a matrix element of a perturbation—the interaction potential—
between the states corresponding to free particle propagation. The combined phase of the expo-
nentials
phase =
m∑
n=1
En(τn − τn−1) .
is the free particle action: recall that S = − ∫ dτH . At this point, one immediately concludes:
• As long as the total phase—the free particle action—is time dependent, there is no sensitivity
to long-time scales where the coupling constant grows. In this case, cancellations of long-time
contributions occur due to the oscillatory nature of the integrand.
• However, if the phase is stationary, which corresponds to a stationary classical action, parti-
cles travel along their classical trajectories and the amplitude becomes sensitive to large-time
dynamics.
Since αs is large at large space-time scales, one cannot reliably evaluate the amplitude using
the perturbative expansion, and the effects of quark confinement are relevant. In the opposite
situation, called “the infrared safety” the quark confinement is not relevant, and the amplitude can
be computed from the perturbation theory alone to the leading power accuracy in the momentum
transfer qµ. This gives an intuitive illustration of the Coleman-Norton theorem [46], which is
an essential part in all the proofs of factorization theorems in QCD. Within the field-theoretical
framework, the above intuitive argument can be presented in a more rigorous fashion in the form
of the Landau equations for singularities of Feynman graphs.
However, there is only a very limited number of completely infrared safe quantities. They
include the hadronic width of the electroweak Z-boson, jet and total inclusive cross sections in
the electron-positron annihilation into hadrons e+e− → X [29]. In the latter case one has
σtot(q
2) =
1
2π
∑
n
〈0|jµ(0)|n〉〈n|jµ(0)|0〉 (2π)4δ(4)
(
n∑
i
pi − q
)
, (2.40)
where the summation is performed with respect to the n-particle final states having the total
momentum
∑n
i pi. The cross section (2.40) is expressed, according to the optical theorem (see
Appendix C), in terms of the absorptive part of the vacuum polarization by
σtot(q
2) =
1
π
ℑm i
∫
d4z eiq·z〈0|T {jµ(z)jµ(0)} |0〉 , (2.41)
The argument given above suggests that this quantity will be infrared safe. Indeed, once the
pair of quark and antiquark is created by the source jµ, they travel back-to-back with the speed
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of light in the opposite directions and cannot reassemble into a physical state absorbed by the
j†µ = j
µ. Since there are no classical trajectories which would allow this process, the observable is
not sensitive to the infrared physics.
The discussion of the vacuum polarization in Minkowski space is complicated by its non-
analytic behavior in the form of branch cuts in q2. They correspond to the production thresholds
of hadrons. On the other hand, the QCD description involves quarks and gluons which are
produced and propagate to infinite distances. Of course, there is an implicit assumption here that
the latter will inevitably fragment into hadrons. A reliable theoretical evaluation can be done only
for the q2 values away from the production of physical states. To achieve this one has to use the
dispersion relation which is the crucial element of the optical theorem. Making the Wick rotation
and going to Euclidean space −q2 = Q2 gives
i
∫
d4z eiq·z〈0|T {jµ(z)jµ(0)} |0〉 =
∫ ∞
0
dM2
σtot(M
2)
Q2 +M2 , (2.42)
where the left-hand side is now an analytic function of Q2. In the deep Euclidean region, Qµ →∞,
the distances probed in the current correlator are very small, zµ → 0, due to the Heisenberg
uncertainty principle, so one can safely use the QCD perturbation theory. When the virtualities
are not asymptotically large, one should include power corrections using the local operator product
expansion in short-distance singularities:
jµ(z)j
µ(0) = C0(z
2)1l +
∑
d
Cd(z
2)Od(0) , (2.43)
where the first term is a purely perturbative contribution and the sum runs over dimension-d
local operators. For example, in the massless case the lowest operator is O4(0) = F aµν(0)F µνa (0).
After the Fourier transformation, this series is translated into the power series expansion in 1/Q2.
Matching both sides in Eq. (2.42) one finds that the weighted integral of the physical cross section
σtot(q
2) is related to the quantities computed using the partonic language. Therefore, the integral
over the physical resonance spectrum corresponds to the integrals over the quark continuum. This
is the idea of the quark-hadron duality which states that the physical cross section coincides in
average with the partonic one.
The hadronic tensor, discussed in the previous section in relation to deeply inelastic scattering,
has a more complicated structure than the total e+e− to hadrons cross section. The question
is whether it can be expressed through the same chronological product of two electromagnetic
currents, albeit, in different matrix elements? This is considered in the next section.
2.2.5 Incoherence and scale separation
A hard scattering cross section having at least one hadron in the initial state (like the deeply
inelastic scattering cross section) cannot be infrared safe since in the preparation of the asymptotic
hadron state its constituents have strongly interacted among themselves for a long time in a bound
state. Obviously, the wave functions of quarks in a bound state differs from what it would be if
they were free, and this difference inevitably affects the cross section.
Since the number of partons that carry the bulk of the hadron momentum is small, the photon
usually will “see” only one parton per collision. The probability for coherent scattering on an
n-parton configuration is suppressed by nth power of the photon virtuality,
Pn ∼
( |δz⊥|2
πR2N
)n
∼ 1
(Q2πR2N)n
, (2.44)
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Figure 6: Pinch surface: space-time trajectory of the struck quark in the hadron.
where πR2N is the transverse area of the nucleon. These power-suppressed corrections go under the
name of higher twists. Thus, in leading approximation at highQ2 one can restrict all considerations
to the photon scattering on a single parton. This is known as handbag approximation. Compared
to the inclusive annihilation mentioned above, the underlying physical picture for the forward
Compton scattering on a quark admits a classical trajectory, see Fig. 6. A quark taken from the
hadron absorbs the virtual photon at t = 0 and, as a result, accelerates. Then it re-emits a photon
at later t > 0 and falls in the same momentum state. After the energy is freed into the final state
the parton merges back into the parent hadron. As we already discussed above, the process is not
infrared safe and depends on the quark binding inside the nucleon. The points of absorption and
emission are separated by a light-like distance. The character of relevant distances in the Compton
amplitude is a consequence of deep Euclidean kinematics, Q2 → ∞. Large virtualities, Q2, and
energies, ν ≡ p · q, at fixed Bjorken variable xB, probe short-distance and time structure of the
process, respectively. To derive the relevant distances in deeply inelastic scattering, let us switch
to a reference frame where the target proton is at rest and the virtual photon’s three-momentum
points in the direction opposite to the z-axis. Then
qµ =
( Q2
2MxB
, 0, 0,− Q
2
2MxB
√
1 + 4M2x2B/Q2
)
. (2.45)
When Q2 is large, the light-cone components of the momentum transfer (see Appendix B for
conventions) can be approximated by
q− ∼ Q2/ (MxB) , q+ ∼ MxB . (2.46)
The integrand in Eq. (2.32) is an oscillatory function and thus gives vanishing result unless the
distances involved are
z− ∼ 1/ (MxB) , z+ ∼ MxB/Q2 . (2.47)
Therefore, provided transverse separations z⊥ are small, the deeply inelastic scattering probes
strong interaction dynamics close to the light-cone z2 ≈ 0, and we can neglect the dependence
on all coordinate components except for z−. The latter is called the Ioffe time [47] and has the
meaning of the longitudinal distance probed in the process. Its Fourier conjugate variable is the
fraction x of the nucleon momentum carried by a parton interacting with the probe. In the lowest
order approximation, x = xB.
24
The hard subprocess occupies a very small space-time volume. On the other hand, the scales
involved in the formation of the hadron nonperturbative wave function are much larger, of order
of a typical hadronic scale, 1 GeV. Hence, it is quite likely that the two scales are uncorrelated
and will not interfere. Thus, although the process depends on the hadronic state from which a
given constituent has come, this is basically irrelevant for the hard interactions. Moreover, all final
state interactions cancel in the deeply inelastic process. This is exhibited by the relation (2.32)
following from the optical theorem. Thus, there is no sensitivity to the soft final-state interaction
and all information about long-distance physics is encoded into a function which reflects the
internal structure of the proton, the so-called quark (gluon) distribution. The quantum mechanical
incoherence property of physics at different scales results in the factorization property of the
structure functions (2.34)
Fi
(
xB,Q2
)
=
∫ 1
xB
dx
x
Ci
(
xB/x,Q2/µ2
)
q(x;µ2) . (2.48)
Here q is the quark distribution, which depends on the momentum fraction x of the parent proton,
and C is a perturbatively computable short-distance quark-photon cross section. This is the basis
for the predictive power of perturbative QCD.
The factorized expression for the structure functions has several fundamental properties. The
parton distributions are universal objects and connect otherwise unrelated processes, like deeply
inelastic scattering and Drell-Yan production of lepton pairs in proton-proton collisions pp →
ℓ+ℓ−X, etc. Second, the formula implies that the momentum scale dependence of leading term in
1/Q2 expansion can be computed from first principles. This will be the subject of Section 4.
2.2.6 QCD parton distributions
Let us establish now the operator content of QCD parton distributions. The starting point of the
analysis is the expression (2.33) for the hadronic tensor. Inserting the complete set of hadronic
states,
∑
n |n〉〈n| = 1, in the form (A.50), with a state |n〉 consisting of n particles with the total
momentum Pn =
∑n
k=1 pk and certain quantum numbers, one gets
W µν =
1
4π
∑
n
∫ n∏
k=1
d3pk
2Epk(2π)
3
(2π)4δ(4)
(
n∑
l=1
pl − p− q
)
〈p|jµ(0)|p1, · · · , pn〉〈p1, · · · , pn|jν(0)|p〉 ,
(2.49)
where the summation over n implies the summation over the multiplicity and quantum numbers of
particles populating the final state. For the photon scattering on a single parton with momentum
ℓ, we separate the final state into the current fragmentation and the target fragmentation regions.
The first one consists of an outgoing struck quark which forms a jet with momentum pJ and the
second one is formed by target spectators with momentum Pn¯, Pn = pJ +Pn¯. The tree scattering
amplitude corresponding to Fig. 7 (a) is given by
〈pJ , n¯|jν(0)|p〉(0) = u¯(pJ)γν〈n¯|ψ(0)|p〉 , (2.50)
where u¯ is the Dirac spinor of the scattered quark. Substituting Eq. (2.50) into (2.49) we get the
structure function F1(xB, Q
2);
F1(xB,Q2) = 1
2
∫ Q2
d2k⊥ f q(xB,k⊥) (2.51)
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Figure 7: Multi-gluon attachments to the struck quark in deeply inelastic scattering which fac-
torize to form the path-ordered exponential.
=
1
4
∫ Q2
d2k⊥
∫
dz−
2π
d2z⊥
(2π)2
eixBp
+z−−ik⊥·z⊥〈p|ψ¯(0, 0)γ+ψ(z−, z⊥)|p〉 .
Here, f q(xB,k⊥) is the transverse momentum-dependent parton distribution in the tree-level ap-
proximation, with xp+n∗µ and kµ⊥ being the light-cone and transverse components of the quark
momentum kµ,
kµ ≈ xp+n∗µ + kµ⊥ ,
as explained in Appendix B. Note, that the parton distribution (2.51) is not gauge invariant as it
stands, since the quark fields are not at the same space-time point.
The gauge invariance of the parton distributions is restored after one performs resummmation
over the multiple rescatterings of the observed final state jet with the target fragments [48, 49, 50],
see Fig. 7. It is sufficient to consider the contribution from a single-gluon exchange in Fig. 7 (b).
It involves all the subtleties, the all-order result being a straightforward generalization. The
one-gluon amplitude is given by
〈pJ , n¯|jν(0)|p〉(1) = gu¯(pJ)
∫
d4k1
(2π)4
〈n¯|6A(k1)S(pJ − k1)γνψ(0)|p〉 , (2.52)
with the free quark propagator S(k). It is convenient to use now a frame similar to the Drell-Yan
frame defined in Appendix B.3. By looking at the light-cone expansion of the quark propagator
S(pJ − k) ≈ − p
−
J γ
++ 6k⊥
2p−J k+ + k
2
⊥ − i0
, (2.53)
one immediately notices that the scaling contribution in the Bjorken limit pJ− →∞ arises actually
from two regions rather than one. They correspond to
• the extraction of the large p−J component both from the numerator and the denominator
(usually only this term is considered);
• scaling terms surviving the limit k+ → 0 before p−J is sent to infinity.
Obviously, the latter contribution is anomalous. Thus, we find for the amplitude of the one-gluon
exchange [50],
u¯(pJ)〈n¯|6A(k)S(pJ − k)γνψ(0)|p〉 ≈ − 1
k+ − i0 u¯(pJ)γν〈n¯|A
+(k1)ψ(0)|p〉
+ u¯(pJ)
γα⊥ 6k⊥γν
k2⊥ − i0
〈n¯|Aα⊥(k+ = 0,k⊥)ψ(0)|p〉 . (2.54)
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The first term comes from the expansion of the eikonal phase acquired by a fast-propagating
charge [51, 52, 53]. The second term is something else. Its Fourier transform sets the argument
of the gauge field at z− = ∞ [50]. To see the effect of this term we make use of the following
representation of the transverse field [54]
Aα⊥(∞, z⊥) = −∇α⊥
∫ ∞
z⊥
dz′⊥ ·A⊥(∞, z′⊥) , (2.55)
with ∇α⊥ = ∂/∂z
α
⊥. The Fourier transform acquires a factor of transverse momentum ∇
α
⊥ → ikα⊥,
and one sees that the transverse propagator cancels and only the contour integral of the gauge
field in the transverse direction is left. Resumming to all orders, one finds the complete result for
the amplitude [50]:
〈pJ , n¯|jν(z)|p〉 = u¯(pJ)γν〈n¯|Ψ∞(z−, z⊥)|p〉 , (2.56)
where we introduced a “gauge-invariant” quark field Ψ∞. Compared to the elementary quark field,
it is augmented by the gauge links attached to it,
Ψ∞(z−, z⊥) ≡ [∞,∞;∞, z⊥][∞, z⊥; z−, z⊥]ψ(z−, z⊥) . (2.57)
One gauge link runs along the light cone
[∞, z⊥; z−, z⊥] = P exp
(
ig
∫ ∞
z−
dz′−A+(z′−, z⊥)
)
, (2.58)
and then the integration path continues in the transverse direction producing another gauge link
[∞,∞;∞, z⊥] = P exp
(
−ig
∫ ∞
z⊥
dz′⊥ ·A⊥(∞, z′⊥)
)
. (2.59)
Multiplying (2.56) by its complex conjugate, we obtain the expression for the gauge invariant
transverse momentum-dependent parton distribution [50]
f q(x,k⊥) =
1
2
∫
dz−
2π
d2z
(2π)2
eixp
+z−−ik⊥·z⊥〈p|Ψ¯∞(0, 0)γ+ Ψ∞(z−, z⊥)|p〉 . (2.60)
If there is an initial rather than the final state interaction, the direction of the Wilson lines is
changed: they come from the past to the interaction point. Hence, in a generic situation, the
quark field entering the distribution
Ψ∞ sgn(z0)(z
−, z⊥) ≡ [∞ · sgn(z0),∞;∞ · sgn(z0), z⊥][∞ · sgn(z0), z⊥; z−, z⊥]ψ(z−, z⊥) (2.61)
acquires the phase in which the direction where the Wilson lines are pointing is determined by the
physical process in question. It is reflected by sgn(z0) in the integration limit. In deeply inelastic
and Drell-Yan type processes z0 > 0 and z0 < 0, respectively. The sign of z0 depends on whether
interactions generating the eikonal phase occur after or before the struck quark is hit by the probe.
In this formulation, the purely collinear parton distributions are the integrals of the more general
distributions depending also on the transverse momentum
f q(x, µ2) =
∫ µ2
d2k⊥f q(x,k⊥)
=
1
2
∫
dz−
2π
eixp
+z−〈p|ψ¯(0, 0)γ+[0, 0; z−, 0]ψ(z−, 0)|p〉 . (2.62)
27
We schematically exhibited the appearance of the cutoff scale dependence of the transverse mo-
mentum integrals.
For positive x, the function f q(x, µ2) can be interpreted as the quark density q(x, µ2), while
for negative momentum fractions x it is understood as the (minus) antiquark density:
f q(x, µ2) = q(x, µ2)θ(x)− q¯(−x, µ2)θ(−x) . (2.63)
In the Bjorken limit, the structure functions are expressed in terms of quark distributions. For
instance, the proton polarization-independent structure functions are
F1(xB,Q2) = 1
2xB
F2(xB,Q2) (2.64)
=
1
2
∑
q
Q2q
(
q(xB,Q2) + q¯(xB,Q2)
)
,
The proportionality of F1 and F2 structure functions is a consequence of the fact that the spin
of quarks is one-half [17]. It is instructive to introduce a specific combination of F1 and F2, the
longitudinal structure function
FL ≡ F2 − 2xBF1 . (2.65)
For an unpolarized target, the structure functions are related to the absorption cross sections of
transversely and longitudinally polarized photons
σγ
∗
T =
2π2α2em
KMN
∑
λ=↑↓
ελ∗µ W
µνελν
Q2→∞
=
4π2α2em
KMN
F1(xB) ,
σγ
∗
L =
4π2α2em
KMN
εLµW
µνεLν
Q2→∞
=
4π2α2em
KMN
1
2xB
FL(xB) ,
respectively, with K being the photon flux factor. There are two widely used conventions for it,
due to Gilman [55]
K = |q| = p · q
MN
√
1 + 4M2Nx
2
B/Q2 , (2.66)
and another one due to Hand [56]
K =
M2R −M2N
2MN
=
p · q
MN
(1− xB) , (2.67)
where MR is the mass of the intermediate state. In the Bjorken limit, F1 ≫ FL for spin-one-half
constituents, while for scalar partons the inequality is reversed, F1 ≪ FL. As is well known, the
experimental verification of the first inequality established the firm foundation for identification
of partons with Gell-Mann–Zweig quarks.
Analogous relations hold for the polarized structure function g1, the only difference is that
spin-weighted rather than spin averaged quark parton species enter the leading order prediction,
g1(xB,Q2) = 1
2
∑
q
Q2q
(
∆q(xB,Q2) + ∆q¯(xB,Q2)
)
. (2.68)
The definition of ∆q, ∆q¯ differs from Eq. (2.62) by the presence of the chiral matrix, i.e., γ+ →
γ+γ5. We will discuss these in more detail in subsequent sections.
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2.2.7 Parton distributions as momentum densities in the Bjorken frame
Let us turn to the physical picture of the deep-inelastic event. A very intuitive interpretation
of parton distributions arises in the so-called Bjorken frame, where the proton moves along the
z-axis and the photon moves in the x, y plane:
pµ =
(
P + M
2
N
4P , 0, 0,P −
M2N
4P
)
, qµ = (ω, qx, qy, 0) . (2.69)
Sending the proton’s momentum to infinity,
P →∞ , (2.70)
defines the infinite-momentum frame in which the energy of the virtual photon vanishes
ω =
p · q
P +M2N/(4P)
≃ Q
2
2xBP → 0 . (2.71)
Thus, there is no energy exchange between the lepton and the probed quark. The photon mo-
mentum becomes purely transverse: Q2 → q2⊥. Thus, in the Bjorken frame the virtual photon is
absorbed over a very short time in a very small spatial area:
• A typical interaction time of constituents is inversely proportional to the energy deficit of a
given fluctuation of a particle with the energy E0 and three-momentum k0 into two partons
with energies E1,2 and three-momenta k1,2, where ki = (k⊥i, xipz). Namely,
δt ∼ 1
δE
=
1
E0 −E1 − E2 ∼
x0x1x2pz
x1x2k
2
⊥0 − x0x2k2⊥1 − x0x1k2⊥2
→∞ (2.72)
as pz → ∞. Therefore, one can treat partons as almost free in the infinite momentum
frame due to the time dilation (2.72). During the time of transiting the target, the virtual
photon “sees” the nucleon’s constituents in a frozen state which is thus describable by an
instantaneous distribution of partons. Here it is instructive to make an analogy with the X-
ray crystallography. Recall that an X-ray scattered off atoms reveals the crystal’s structure
owing to the fact that the oscillations of atoms in the lattice sites can be neglected. Atoms
can be considered at rest during the time when X-rays pass through the crystal.
• The highly virtual photon probes the transverse distance
δ|z⊥| ∼ 1|q⊥|
=
1
Q (2.73)
in the longitudinally Lorentz-contracted hadron.
To acquire a physically sensible picture for the parton distributions in the Bjorken frame, one
should use the light-like gaugeA+ = 0. In this physical gauge, the gauge link in the definition of the
collinear parton distribution function disappears. In the formalism of the light-cone quantization
reviewed in Appendix D (see [57]), the leading-twist parton distributions are defined by the “good”
components of the field operators ψ¯γ+ψ = ψ¯+γ
+ψ+. Notice that the good components of quark
and gluon fields behave as free only at the light-cone time z+ = 0, which is where these operators
enter the definition of parton distributions. This reflects the physics of the parton model: partons
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are treated as free just during the short time when they are “seen” by a probe like that of a highly
virtual photon in a hard process. Notice also that the parton states obtained by creation operators
acting on the vacuum are defined with the reference to the time of this hard interaction, rather
than with that to the far past or far future. The reason is obvious: we do not treat partons as
observable particles, since they are not in light of the quark confinement. Substituting Eq. (D.8)
into (2.62) gives
f q(x)|x>0 = 1
2x
∑
λ=↑↓
∫
d2k⊥
(2π)3
〈p|b†λ(xp+,k⊥)bλ(xp+,k⊥)|p〉
〈p|p〉 ,
f q(x)|x<0 = −1
2x
∑
λ=↑↓
∫
d2k⊥
(2π)3
〈p|d†λ(xp+,k⊥)dλ(xp+,k⊥)|p〉
〈p|p〉 , (2.74)
where b† and d† are the creation operators of a quark and an anti-quark, respectively, with lon-
gitudinal momentum k+ ≡ xp+ and transverse momentum k⊥, and |p〉 is a hadronic state with
a definite light-cone energy p+ normalized by 〈p|p〉 = 2p+(2π)3δ(3)(0). For positive momentum
fractions, the parton distribution is identical to the number of quarks with a given momentum
xp+ in a fast-moving proton, while for negative x it measures the number of antiquarks. Thus,
interpretation of parton distribution functions as parton number densities [16] is obvious in the
infinite momentum frame. The positivity of parton distributions is also obvious, since in the
light-cone quantization one can cast them in the form,
f q(x) =
1√
2
∑
n
|〈n|ψ+(0)|p〉|2 δ((1− x)p+ − P+n ) ,
where Pn = p1 + p2 + . . .+ pn is the momentum of intermediate particle states.
2.2.8 Parton distributions in the rest frame
The definition of the parton distribution (2.62) is boost independent. One can check that the z-
boost independence translates into the reparametrization invariance of parton distributions with
respect to the rescaling of light-cone vectors. Namely, the transformation
nµ → ̺ nµ , n∗µ → ̺−1 n∗µ (2.75)
leaves the parton distributions intact. As a result, we can use parton distributions in any frame.
However, a clear separation of quarks from antiquarks for positive and negative momentum frac-
tions x, respectively, as well as the probabilistic parton picture will hold only in the infinite
momentum frame, since in any other frame the partons will be strongly interacting.
By transforming all momenta to the rest frame, we see that the parton distribution is de-
termined by a measurement on the space-time surface z+ = 0, i.e., the measurement is not an
instantaneous event. The variable x is intrinsic to the light-cone operator: it is a Fourier conju-
gate to the separation of quark fields on the light cone. It maps into the momentum fraction of
quarks only in the formalism of light-cone quantization which is equivalent to the Feynman parton
model in the infinite momentum frame. It is easy to see that in the rest frame of the nucleon, the
Feynman variable x is just a special combination of the off-shell energy k0 and momentum kz,
x =
k0 + kz
MN
.
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In other words, the parton distribution is the distribution of quarks projected along a special
direction in the four-dimensional energy-momentum space. The quarks with different k0 and kz
can have the same x, and furthermore, the quarks are naturally off-shell.
2.3 Quark phase-space distribution
To parallel the description of a quantum state in nonrelativistic quantum mechanics by means
of the Wigner distribution, we introduce a similar concept within the field-theoretical context of
QCD [58, 59, 41]. We generalize the concept of phase-space distributions to the case of relativistic
quarks and gluons in the proton by promoting the wave functions of quantum-mechanical states
to the field operators acting on the Hilbert space of quantum states. We introduce the (equal
light-cone time) Wigner operator defining it by [59, 41]
Wq(k+,k⊥; r) =
∫
dz−
2π
d2z⊥
(2π)2
e−ik
+z−+ik⊥·z⊥Ψ¯∞(r + z)γ+Ψ∞(r − z) . (2.76)
We restricted the definition by taking the correlation at equal light-cone time since only such
correlations are accessible in high-energy experiments. Here r is the quark position and kµ =
(k+, k− = 0,k⊥) is the momentum conjugate to the space-time separation zµ = (z+ = 0, z−, z⊥).
Physically kµ is the sum of incoming and outgoing partons’ momenta. The parton phase-space
distribution is determined by the matrix element of this operator sandwiched between the states
of a localized proton (2.19), namely
W q(x,k⊥; r) = 〈R = 0|Wq(k+,k⊥; r)|R = 0〉 . (2.77)
Its Fourier transform with respect to the three-dimensional coordinate r determines the generalized
momentum-space correlation function
2MN
∫
d3r
(2π)3
ei∆·rW q (x,k⊥; r) ≡ F q (x,k⊥; η,∆⊥) . (2.78)
In the Breit frame3, where the incoming and outgoing momenta are given by Eq. (2.26), we have4
F q (x,k⊥; η,∆2⊥) = ∫ dz−2π d2z⊥(2π)2 eixz−p+−ik⊥·z⊥〈−12∆|Ψ¯∞(−z)γ+Ψ∞(z)|12∆〉 . (2.79)
Since there is an axial symmetry of the high-energy scattering with the z-axis directed along
the momentum of the incoming proton, it is natural to separate the longitudinal and transverse
kinematical variables. The longitudinal variables include the “external” parameter of skewness η
and the “internal” Feynman momentum fraction x, defined as
η ≡ ∆
+
p+
=
∆z
2E
, x ≡ k
+
p+
=
k0 + kz
2E
, (2.80)
respectively. The rightmost expressions in each of the two definitions hold in the above “brick
wall” frame. Here the incoming (outgoing) proton energy is E =
√
M2N +∆
2/4. We use twice
the average proton momentum p and the momentum transfer ∆,
p = p1 + p2 , ∆ = p1 − p2 . (2.81)
3The limitation of this procedure will be discussed below in Section 3.15.
4An analogous k⊥ unintegrated function was introduced for gluons in Ref. [60], without any reference to the
Breit frame.
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Obviously, Eq. (2.79) is a generating function of all known high-energy observables of the
proton based on generalized parton distributions. The Wigner distributions are related to:
• the generalized parton distributions (GPDs) by a Fourier transformation and a marginal
projection over the transverse parton momentum:
F q
(
x, η,∆2⊥
)
=
∫
d2k⊥F q
(
x,k⊥; η,∆
2
⊥
)
. (2.82)
• the unintegrated forward parton distributions via a simple reduction
f q(x,k⊥) = 4F q
(
x, 2k⊥; η = 0,∆
2
⊥ = 0
)
. (2.83)
The factor of 2 accompanying k in the argument of F is a consequence of the reduction of
the vector kµ to the forward limit where it becomes twice the quark momentum.
The function W (x; r) is not a probability density. It is a three-dimensional quasi-probability
distribution of quarks with a selected Feynman variable x. We remind the reader again that the
light-cone momentum is understood here in its rest-frame sense as merely a special combination
of the off-shell energy and momentum along z: x ∼ k0 + kz. A few special limiting cases of the
parameter space endow the reduced Wigner functions with the density of probability property.
They are:
• The Mellin moments with respect to the Feynman variable x of the Wigner distribution
yield various form factors. The first moment gives the electromagnetic form factors discussed
above, the second moment corresponds to gravitational form factors (both discussed in detail
below), and higher moments generate form factors of higher-spin probes.
• The rz-integrated skewless GPD (set to η ∼ pz = 0) yields a reduced Wigner distribution
[58, 59] that coincides with the two-dimensional density q(x; r⊥) which is the Soper’s impact-
parameter parton distribution [61]. Integrating it over r⊥ gives the usual Feynman parton
distribution.
The Wigner function gives a classical realization of phase-space distributions in regions where
its magnitude is larger than typical quantum fluctuations. For the QCD case, the semiclassi-
cal picture arises most naturally for a large nucleus with radius much larger than its Compton
wavelength, RA ≫ λA ∼ 1/MA.
Unfortunately, the generic Wigner function (2.79) is not accessible experimentally, however,
its first marginal projection (2.82) is. The rest of our discussion will be dedicated solely to the
development of the theory and phenomenology of GPDs.
2.4 Exclusive versus inclusive processes
Deeply inelastic scattering experiments discussed in the preceding paragraphs, and other inclusive
reactions, have been used for over the last three decades as one of the major sources of information
on the complicated long distance dynamics of hadron constituents. However, information on the
nucleon’s parton structure obtained in this way can only be used to access inclusive properties of
hadrons, like parton distributions. It is insufficient to constrain the detailed picture of the hadron
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wave function, which is the probability amplitude describing the hadron as a superposition of
partonic states, e.g., for the proton,
|p〉 = ψuud|uud〉+ ψuudg|uudg〉+ ψuudgg|uudgg〉+ ψuudq¯q|uudq¯q〉+ · · · , (2.84)
with precise assignment of particular spin, flavor, longitudinal momentum fractions and transverse
momenta to each of the hadron constituents bound inside the hadron. For instance, the quark
distribution addressed above is given (schematically) by the absolute value squared of the proton
wave function,
f q(x) =
∫
dx′
∫
d2k d2k′ |ψ∗uud (x, 1− x− x′, x′;k,k′,−k − k′) |2 , (2.85)
(see Section 3.7 for a more precise formula) with longitudinal momentum fractions x of the struck
and spectator quarks as well as their transverse momenta kept explicit. In f q(x), all the transverse
momenta of the partons are integrated out. This obviously simplifies the theoretical description,
but the result lacks a plethora of important features of the strong interaction physics.
There is a large class of hadronic reactions where one gets a more direct access to the wave
functions. Exclusive processes are defined as scattering reactions where the kinematical parame-
ters of all initial and final state particles are specified. From the experimental point of view, this
implies that all outgoing particles are detected. The reactions include elastic lepton-hadron scat-
tering giving information about hadronic form factors, hadron decays, hadron-hadron scattering,
leptoproduction of photons and mesons off hadrons.
Exclusive rates drop much faster with momentum transfer than their inclusive counterparts.
Contrary to deeply inelastic scattering, exclusive reaction rates depend on the state of the hadronic
system prior as well as after the hard collision. It is a consequence of the coherent scattering of
hadron constituents by an external probe such that partons can form a single outgoing hadron
rather than a jet of particles. Because on the higher sensitivity to the long-distance effects these
processes on the one hand can shed more light on the quark confinement but on the other hand
they are more challenging for theoretical analyses.
3 Classification and properties of GPDs
The reduced phase-space distributions of partons (2.82) in the nucleon are Fourier transforms of
generalized parton distributions. GPDs may be treated as a formal generalization of the matrix
elements of non-local light-cone operators to the case of off-forward kinematics. They arise in a
number of exclusive and diffractive processes, to the detailed analysis of which we dedicate several
subsequent sections of this review.
In the present section, we give the classification of generalized parton distributions according to
the quantum numbers of the operators they are represented by as well as by the hadron states these
operators are sandwiched in. We consider first the leading-twist distributions. The twist-three
functions will be addressed in Section 5.3.
3.1 Twist-two operators
The leading terms in the asymptotic regime for hard processes are given by operators of the lowest
twist. In deeply inelastic scattering, such operators are associated with contributions exhibiting
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Bjorken scaling. Formally, the geometric twist is defined as dimension in mass units minus the
Lorentz spin of the operator
τ = d− s . (3.1)
A spin-s tensor transforms as an irreducible representation of the Lorentz group. The maximal spin
for a given number of Lorentz indices is achieved when they are all symmetrized. The irreducibility
implies that the reduction to lower-spin tensors is not possible: as a consequence, the contraction
of any pair of indices with the metric tensor gives zero. Thus, the Lorentz structure has to be
traceless, and its construction is straightforward. For instance, the twist-two spin-j operator built
from scalar fields in a non-gauge theory is given by
R2,φφµ1...µj (0) = Sµ1...µj φ
†(0)i
↔
∂µ1 . . . i
↔
∂µj φ(0) , (3.2)
where the left-right derivative is
↔
∂µ ≡ →∂µ − ←∂µ . (3.3)
In Rτ,aa, the superscript τ stands for the twist of the operator and a specifies the particle content:
QCD quarks a = q and gluons a = g or scalars a = φ (the latter are used for demonstration
purposes only). The operation S denotes the symmetrization of the corresponding Lorentz indices
and trace subtraction. For example, in the case of a two-index tensor it is
S
µ1µ2
tµ1µ2 =
1
2!
(
tµ1µ2 + tµ2µ1 −
1
2
gµ1µ2g
ν1ν2tν1ν2
)
.
A constructive all-order definition of this operation is given below in Section 5.6.1. In case of scalar
fields φ, the dimension of the operator with j derivatives is d = 2dφ+ j. Since the dimension of φ
is dφ = 1, we have τ = 2. The towers of twist-two spin-j operators can be conveniently summed
into a non-local form and one can also define the notion of twist for non-local light-ray operators
in terms of Taylor expansion,
Oφφ(−z−, z−) = φ†(−z−)φ(z−) =
∞∑
j=0
(−iz−)j
j!
nµ1 . . . nµjR2,φφµ1...µj (0) . (3.4)
When fermions and gauge bosons enter the game, one has to separate first the different spin
projections contained in a given field operator. This can be done in a most concise manner in the
light-cone formalism (see Appendix D). Below, we outline the construction separately for quark
and gluon bilocal operators.
3.1.1 Quark operators
The four-component fermion field ψ, by means of the projection operators [62]
ψ = ψ+ + ψ− , ψ± ≡ Π±ψ , Π± ≡ 12γ∓γ± , (3.5)
is decomposed in two terms ψ± that have the following light-cone spin:
Σ−+ψ± = ±12 ψ± . (3.6)
Here Σµν ≡ 1
4
[γµ, γν ] is the spin tensor. Since the canonical dimension of the fermion field is
dq = 3/2, one finds that the ψ+-component has the twist τq = 1 since its spin is sq = 1/2.
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Similarly, for the ψ−-component one finds sq = −1/2 and thus τq = 2. Therefore, only the ψ+
component enters a nonlocal operator of the minimal twist. Going from the four-component to
Weyl spinors, the chiral projection of the “good” components yields two independent fields
ψ+↑ = 12(1 + γ
5)ψ+ , ψ+↓ = 12(1− γ5)ψ+ . (3.7)
The right ψ+↑ and left ψ+↓ projections of the “good” light-cone spinors possess a single nonvan-
ishing component only, which describes a state with a definite helicity. The helicity operator is
conventionally defined as (see Appendix A.2)
h ≡ 1
2
e¯i⊥e
j
⊥Σ
ij = iΣ12 , ei⊥ = (e¯
i
⊥)
∗ = (1, i) , (3.8)
with eigenvalues designating their helicity
hψ+↑ = 12ψ+↑ , h ψ+↓ = −12ψ+↓ . (3.9)
The counting of independent bilocal quark operators is especially transparent within this for-
mulation, since left and right fields each contain a single non-vanishing component only. Namely,
the fields
ψ+↑ =
(
λ↑
0
)
, ψ+↓ =
(
0
χ¯↓
)
,
with one-component two-dimensional Weyl spinors
λ↑ ∼
(
1
0
)
, χ¯↓ ∼
(
0
1
)
,
realize the
(
0, 1
2
)
and
(
1
2
, 0
)
representations of the Lorentz group, respectively. Let us use them to
build all distinct helicity combinations for the two-particle leading twist operators, i.e.,
(
1
2
, 0
) ⊗(
1
2
, 0
)
= (0, 0)⊕ (1, 0) and (1
2
, 0
)⊗ (0, 1
2
)
=
(
1
2
, 1
2
)
. We can build four distinct combinations and
put them back into a covariant four-dimensional form
λ∗↑λ↑ ± χ¯∗↓χ¯↓ =
1√
2
ψ¯
{
γ+
γ+γ5
}
ψ , λ∗↑χ¯↓ ± χ¯∗↓λ↑ =
i√
2
ψ¯
{
iσ+2
σ+1
}
ψ .
The latter two operators are merely two components of a two-dimensional vector. Notice that
since σµν and σµνγ5 are not independent, the latter vertex will not appear as a possible Dirac
structure. As an outcome of this simple analysis we can introduce the following three leading-twist
bilocal quark operators:
Oqq(z−1 , z−2 ) = ψ¯(z−1 )[z−1 , z−2 ]γ+ψ(z−2 ) , (3.10)
O˜qq(z−1 , z−2 ) = ψ¯(z−1 )[z−1 , z−2 ]γ+γ5ψ(z−2 ) , (3.11)
T qqµ (z−1 , z−2 ) = ψ¯(z−1 )[z−1 , z−2 ]σ+⊥µ ψ(z−2 ) . (3.12)
The gauge link is added here to make the operator explicitly gauge invariant if other than the
light-cone gauge A+ = 0 is used. As discussed in the introduction, the path-ordered exponentials
appear in physical observables as a consequence of the final (DIS) or initial (DY) state interactions.
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3.1.2 Gluon operators
For a gauge field, in order to clearly identify its different spin components, one has to project
the Lorentz indices of the strength tensor F µν onto the longitudinal light-cone directions and
the transverse space with the two-dimensional metric g⊥µν . The light-cone spin assignments for
different projections of F µν are as follows
Σ−+F±µ⊥ = ±F±µ⊥ , Σ−+F+− = Σ−+F µν⊥⊥ = 0 , (3.13)
where
ΣµνF ρσ = gµρF νσ − gνρF µσ − gµσF νρ + gνσF µρ .
Since the canonical dimension of the strength tensor F µν is dg = 2, the F
+µ
⊥-component possesses
the twist τg = 1 since its spin is sg = 1. For F
+− and F µν⊥⊥-components one gets sg = 0 and
therefore τg = 2, while the F
−µ
⊥-component sg = −1 and τg = 3. Consequently, the minimal twist
is associated with the F+µ⊥-component only.
The product of two vectors, each transforming as
(
1
2
, 1
2
)
, can be decomposed into irreducible
representations of the Lorentz group as
(
1
2
, 1
2
)⊗ (1
2
, 1
2
)
= (0, 0)⊕ ((1, 0)⊕ (0, 1))⊕ (1, 1). In terms
of tensors this reads
gµα⊥ g
νβ
⊥ =
1
2
gµν⊥ g
αβ
⊥ +
1
2
εµν⊥ ε
αβ
⊥ + τ
µν;ρσ
⊥ τ
αβ;
⊥ ρσ ,
with the two-dimensional tensors being
g⊥µν ≡ gµν − nµn∗ν − nνn∗µ , (3.14)
ε⊥µν ≡ εαβρσg⊥αµg⊥βνn∗ρnσ , (3.15)
τ⊥µν;ρσ ≡ 12g⊥µρg⊥νσ + 12g⊥µσg⊥νρ − 12g⊥µνg⊥ρσ . (3.16)
The totally antisymmetric tensor is normalized as ε0123 = 1. The totally symmetric and traceless
in two pair of indices tensor τ⊥µν;ρσ possesses the properties
τ⊥µν;ρστ
⊥
µν;ρ′σ′ = τ
⊥
ρσ;ρ′σ′ , τ
⊥
µν;ρσ = τ
⊥
ρσ;µν , τ
⊥
µµ;ρσ = 0 , τ
⊥
µν;µν = 2 .
Hence, there are three independent Lorentz structures for twist-two two-particle gluonic operators.
This can be easily understood from counting two-gluon helicity states in the formalism of the
light-cone quantization. To this end, we build the holomorphic and anti-holomorphic combinations
of the gauge potential in the light-cone gauge
A⊥ ≡ Ax + iAy , A¯⊥ ≡ Ax − iAy . (3.17)
They describe left and right circular polarizations with helicity −1 and +1, respectively. Namely
hA⊥ = −A⊥ , h A¯⊥ = A¯⊥ . (3.18)
Both of them are scalars with respect to the light-cone spin operator Σ−+, i.e., Σ−+A = Σ−+A¯ =
0. Since the light-cone derivative carries one unit of spin, so will the derivatives of the (anti-)
holomorphic potentials. In the covariant form, they are related to the gluon field-strength tensors
∂+A⊥ = F+x − iF˜+x = i
(
F+y − iF˜+y
)
, ∂+A¯⊥ = F+x + iF˜+x = −i
(
F+y + iF˜+y
)
.
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For further convenience, we introduce the gluon negative- and positive-helicity covariant fields
F +µ[−]⊥ = F
+µ
⊥ − iF˜+µ⊥ , F +µ[+]⊥ = F+µ⊥ + iF˜+µ⊥ , (3.19)
respectively. Here the dual gluon field strength is defined as F˜ µν ≡ 1
2
εµνρσFρσ, so that F˜
+µ
⊥ =
εµν⊥ F
+⊥
ν for two-dimensional transverse indices. From the positive- and negative-helicity operators
we build the even- and odd-parity combinations(
F +µ[−]⊥F
+ν
[+]⊥ ± F +µ[+]⊥F +ν[−]⊥
)
g⊥µν = 4
{
g⊥µν
iε⊥µν
}
F+µ⊥F
ν+
⊥ ,
as well as the maximal-helicity operators(
F +µ[+]⊥F
+ν
[+]⊥ ± F +µ[−]⊥F +ν[−]⊥
)
= 4τµν;ρσ⊥
{
F+⊥ρ F
⊥+
σ
iF˜+⊥ρ F
⊥+
σ
}
.
According to this nomenclature we introduce three leading-twist gluonic operators:
Ogg(z−1 , z−2 ) = F+µa (z−1 )[z−1 , z−2 ]abgµνF ν+b (z−2 ) , (3.20)
O˜gg(z−1 , z−2 ) = F+µa (z−1 )[z−1 , z−2 ]abiε⊥µνF ν+b (z−2 ) , (3.21)
T ggµν (z−1 , z−2 ) = F+ρa (z−1 )[z−1 , z−2 ]abτ⊥µν;ρσF σ+b (z−2 ) , (3.22)
augmented by the Wison line in the adjoint representation
[z−1 , z
−
2 ]
ab = P exp
(
g
∫ z−1
z−2
dz′−fabcA+c (z
′−, 0⊥)
)
,
to respect gauge invariance. The links obey the following obvious properties
[z−1 , z
−
2 ]
ab = [z−2 , z
−
1 ]
ba , [z−1 , z
−
2 ]
ab = [z−1 , z
−
3 ]
ac[z−3 , z
−
2 ]
cb .
The construction we have just presented can be extended to higher twist multi-particle opera-
tors which have the largest number of constituent fields out of the set of all possible operators of
twist-N for a given Lorentz spin. Namely, these operators are constructed from N “good” fields,
ψ+ and F
+µ
⊥ living on the light cone. Let us reiterate that the twist of such nonlocal operators
equals the number of elementary fields involved, and they are known in QCD as quasipartonic
operators [63].
3.2 Operator matrix elements and GPDs
The leading-twist generalized parton distributions arise as coefficients in the decomposition of the
off-forward hadronic matrix elements of the bilocal operators introduced in the previous section.
For the scalar operator (3.4), one gets5
F φ(x, η,∆2) = p+
∫
dz−
2π
eixz
−p+〈p2|Oφφ(−z−, z−)|p1〉 . (3.23)
5The presence of the factor p+ is a consequence of the z-boost invariance of the generalized parton distributions,
as will be explained in Section 3.2.3.
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The variable x, just like for the usual parton distribution functions, is the Fourier conjugate to
the Ioffe time. In terms of the outgoing k1 and incoming k2 parton’s momenta one can write x as
x =
k+1 + k
+
2
p+
.
GPDs also depend on the invariant t-channel momentum transfer ∆2 = (p1 − p2)2 and skewness
η =
∆+
p+
.
We recall that we define the momentum transfer as ∆ = p1 − p2, with the sign opposite to the
usual convention used for form factors. This choice6 guarantees that η is positive for exclusive
deeply virtual lepton-hadron scattering processes. Thus, the plus components of the incoming and
outgoing parton’s momenta are
k+1 =
x+ η
2
p+ and k+2 =
x− η
2
p+ ,
respectively. This parametrization corresponds to the symmetric conventions of Refs. [1] and [2].
Another parametrization used in the literature, corresponds to nonforward parton distributions
[6]. In this case, the parton momenta are measured in units of the incoming hadron’s momentum
p1. Then
k+1 = Xp
+
1 and k
+
2 = (X − ζ) p+1 .
The parameters X, ζ are related to x, η by
η =
ζ
2− ζ , x =
X − ζ/2
1− ζ/2 , X =
x+ η
1 + η
, X − ζ = x− η
1 + η
.
We will not use these variables in our presentation (see Ref. [6] and Ref. [7] for more details).
3.2.1 Time-ordering and support
Let us discuss first the issue of whether the operators defining GPDs have to be chronologically
or normal ordered. Generally since they enter as a part of a Feynman diagram describing the
physical process, all fields are time-ordered including those present in the two-particle operators
Oφφ(−z−, z−) determining the hadronic function in question. Argumentation given below does
not depend on the spin of constituent or the target, so we can use the scalar-field operator (3.4)
to this end. We thus define
F φ(x, η,∆2) = p+
∫
dz−
2π
eixz
−p+〈p2|T{φ†(−z−)φ(z−)}|p1〉 . (3.24)
Our goal is to demonstrate that since the elementary fields enter the operator at equal light-cone
time z+ = 0, the usual chronological ordering can be omitted [64, 65, 6, 66]. Notice that it is not
even required that the fields have to be separated by a light-like distance: the argument holds
even for the transverse-momentum dependent functions. The function F φ(x, η,∆2) can be treated
as a projection
F φ(x, η,∆2) =
∫ ∞
−∞
dk+ d2k⊥ δ
(
x− k
+
p+
)∫ ∞
−∞
dk−A(k+,k) , (3.25)
6Notice that in a large number of papers η is defined with an opposite sign.
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Figure 8: Longitudinal momentum flow in GPDs (left). GPDs as an off-shell parton-hadron
scattering amplitude (right).
of a general Green function
A(k) =
∫
d4z
(2π)4
eik·z 〈p2|T{φ†(−z)φ(z)}|p1〉
for (off-shell) parton scattering on a hadron, φ(−k1)+h(p1)→ φ(−k2)+h(p2), with zµ being here
a four-dimensional vector with all components nonvanishing. The next step is to demonstrate
that the integral over the k− component of the Green function A is identical to the integral over
its discontinuity, ∫ ∞
−∞
dk−A(k+,k) =
∫ ∞
−∞
dk− disck−A(k+,k) .
Thus we have to incorporate the analytical properties of A as a function of Mandelstam
variables s = (p1 − k1)2 and u = (p2 + k1)2 and parton virtualities k21 = (k − ∆)2/4 and k22 =
(k + ∆)2/4. As usual, we will assume that the singularity structure of the non-perturbative
matrix element coincides with that of the matrix element given in terms of Feynman diagrams,
i.e., in perturbation theory. Then A has no poles when ℜe k2i < 0 (for “negative virtualities”)
and no production thresholds in the corresponding channels for negative Mandelstam invariants,
ℜe(s, u) < 0.
To make correspondence between the s−, u−, k21− and k22−singularities of the Green function
A and singularities in the k− plane, one should express k− in terms of these invariants:
k−a =
4k21 + (k⊥ +∆⊥)
2
2(k+ +∆+)
−∆− , k−b =
4s+ k2⊥
2(k+ − p+) + p
− , (3.26)
k−c =
4k22 + (k⊥ −∆⊥)2
2(k+ −∆+) + ∆
− , k−d =
4u+ k2⊥
2(k+ + p+)
− p− , (3.27)
where k+ = xp+ and ∆+ = ηp+ are related to the external variables x and η. The k− arises
in the denominators of propagators with the causal Feynman prescription k2 + i0 and, therefore,
produce singularities of Feynman integrals in the complex plane while the prescription determines
the position of the contour bypassing them,∫ ∞
−∞
dk−F(k− + i0 · k+p ) ,
with p = a, b, c, d and k+p being the denominators in above k
−
p . Considering different regions of
the momentum space, the singularities k−p migrate in the complex k
− plane and so will or will not
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contribute to the k− contour integral. As we can see from the denominators of k−, the sign change
occurs at x = −1,−η, η, 1 and thus four regions have to be discussed (i) |x| > 1, (ii) η < x < 1,
(iii) −1 < x < −η, and (iv) |x| < η. Let us discuss a couple of regions.
• In the region |x| > 1, all singularities are situated on the same side of ℑmk−, since the
denominators of k−a,b,c,d are either all positive for x > 1, or all negative for x < −1. Therefore,
we can close the integration contour in half-plane free of singularities and assuming that A
vanishes fast enough as |k−| → ∞ we can drop the integral over the contour at infinity and
get zero for the GPD. Thus [6, 67, 66],
F φ(x, η,∆2) = 0 , |x| > 1 . (3.28)
• In case η < x < 1, the s singularities are in the upper half plane, while the rest are in
the lower. So we wrap the integration contour about the s-channel production threshold
which results into the difference of integrals evaluated along the upper and lower sides of
the branches of the cut, and result into the discontinuity∫ ∞
−∞
dk−A(k+,k) =
∫ ∞
−∞
dk−discs
∫
d4z
(2π)4
eik·z〈p2|TOφφ(−z, z)|p1〉 .
This is just what we wanted. The derivation works for any η including the forward limit
η = 0. In this sense, GPDs in this region are analogous to the usual parton densities.
The other regions are considered in a similar way [66]. In particular, in the −1 < x <
−η region, one gets the u-discontinuity in the final formula instead of the s-discontinuity, and
GPDs there are analogous to the antiquark densities. The |x| < η region is specific to the
nonforward kinematics: it disappears in the forward limit. The GPDs in this region correspond to
discontinuities in k21 and u or k
2
2 and s. They can be interpreted as the (generalized) distribution
amplitude describing the sharing of the longitudinal momentum transfer ηp+ within the quark-
antiquark pair emitted by the initial (or absorbed by the final) hadron. The support properties
of GPDs can be also studied using their relation to double distributions, see Section 3.8.
3.2.2 Counting GPDs
For the operator matrix element of the transition of a spin-s1 hadron into a spin-s2 hadron, one
can have (2s1 + 1) × (2s2 + 1) hadron helicity combinations. Notice that GPDs can initiate
helicity-flip transitions. This is possible due to the nonvanishing momentum exchange between
the initial and final states, which can produce a non-zero orbital angular momentum compensating
the helicity deficit between the initial and final state polarizations. In case of parton helicity non-
flip transitions we have one (n = 1) operator of even and one of odd parity, i.e., λ∗↑λ↑ ± χ¯∗↓χ¯↓,
respectively. On the other hand, there are two operators (n = 2), λ∗↑χ¯↓ and χ¯
∗
↓λ↑ for the helicity-
flip transitions (recall the open Lorentz index in the maximal-helicity operators). To get the
total number of amplitudes, we have to multiply the number of hadron-helicity combinations by
the number of quark operators which initiate the transition n × (2s1 + 1) × (2s2 + 1). Not all
of the amplitudes are independent, however. It turns out that the subsequent reduction works
differently for generalized parton distributions compared to the ordinary parton densities. Only
the application of the spatial-parity inversion results in a reduction of their number, contrary
to the case of forward parton distributions, where the time reversal provides further relations
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between superficially independent functions. The number of independent parton densities equals
the number of independent helicity-conserving helicity amplitudes allowed by parity and time
reversal invariance, see Section 3.2.8 below. The number of generalized parton distributions is
obtained by counting helicity amplitudes under the constraints due to the spatial parity only. The
time-reversal invariance, on the contrary, determines the overall phases and important symmetry
properties of separate generalized parton distributions but does not relate them to each other.
In the following few sections, we will discuss only flavor-diagonal GPDs, i.e., the transitions
not changing the internal quantum numbers of the incoming hadron in the final state. We will
introduce the number of independent GPDs on a case-by-case basis. The general strategy can
be found in Refs. [5, 68, 69, 70, 71]. The flavor-nondiagonal functions will be addressed later in
Section 3.16.
3.2.3 Boost invariance of GPDs
As explained in Appendix B, and was mentioned in the introduction, Lorentz symmetry implies
that GPDs do not change under the reparametrization of the light-cone vectors
n∗µ → ̺n∗µ , nµ → ̺−1nµ ,
which implies in turn that they are also invariant under
k− → ̺k− , k+ → ̺−1k+ . (3.29)
One easily observes that indeed the definition of GPDs given above have this symmetry.
3.2.4 Spin-zero hadrons
For a spin-zero target there are two pairs of twist-two quark and gluon GPDs, which arise from the
operator matrix elements of the even-parity and maximal-helicity operators introduced in Section
3.1. Namely,
〈p2|Oqq(−z−, z−)|p1〉 = p+
∫ 1
−1
dx e−ixp
+z−Hq(x, η,∆2) , (3.30)
〈p2|T qqµ (−z−, z−)|p1〉 = p+
∫ 1
−1
dx e−ixp
+z−HqT (x, η,∆
2)
∆⊥µ
2M
, (3.31)
〈p2|Ogg(−z−, z−)|p1〉 = 1
4
(p+)2
∫ 1
−1
dx e−ixp
+z−Hg(x, η,∆2) , (3.32)
〈p2|T ggµν (−z−, z−)|p1〉 =
1
4
(p+)2
∫ 1
−1
dx e−ixp
+z−HgT (x, η,∆
2)τ⊥µν,ρσ
∆ρ∆σ
4M2
. (3.33)
The GPDs defined by the aligned parton-helicity operators are allowed due to nonzero orbital
angular momentum between the initial and final state hadrons. They die out with vanishing
momentum transfer ∆ = 0.
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3.2.5 Spin-one-half hadrons
In case of a spin-one-half target it is convenient to express the expectation values of local operators
in terms of spinor bilinears
b = u¯(p2)u(p1) , b˜ = u¯(p2)γ
5u(p1) ,
hµ = u¯(p2)γ
µu(p1) , h˜
µ = u¯(p2)γ
µγ5u(p1) ,
tµν = u¯(p2)iσ
µνu(p1) , t˜
µν = u¯(p2)iσ
µνγ5u(p1) .
(3.34)
Obviously, the dual tensor bilinear t˜µν is obtained from tµν by contraction with the totally an-
tisymmetric ε-tensor and can, therefore, be eliminated from the list of independent operators.
Furthermore, equations of motion show that in each parity sector there are relations between the
structures (3.34)
pµb = (MH2 +MH1)h
µ − tνµ∆ν , ∆µb = −(MH2 −MH1)hµ − tνµpν ,
∆µb˜ = −(MH2 +MH1)h˜µ − t˜νµpν , pµb˜ = (MH2 −MH1)h˜µ − t˜νµ∆ν ,
(3.35)
where MH1/2 is the mass of the incoming/outgoing hadron. The ultimate result of this consider-
ation suggests that matrix elements for spin-one-half target can be expressed in terms of a few
Dirac bilinears chosen to be
hµ , eµ =
tνµ∆ν
MH2 +MH1
, h˜µ , e˜µ = − ∆
µb˜
MH2 +MH1
. (3.36)
For further use, we give the light-cone projection of two of Eqs. (3.35), namely,
b = (MH2 +MH1)
h+ − e+
p+
, b˜ = −(MH2 +MH1)
e˜+
∆+
. (3.37)
Thus, for the vector and axial-vector operators there are two independent Dirac structures [2],
while for the maximal-helicity quark operator there are four structures [69]. The decomposition
of the matrix elements for particular operators yields
〈p2|Oqq(−z−, z−)|p1〉 =
∫ 1
−1
dx e−ixp
+z−
{
h+Hq(x, η,∆2) + e+Eq(x, η,∆2)
}
, (3.38)
〈p2|O˜qq(−z−, z−)|p1〉 =
∫ 1
−1
dx e−ixp
+z−
{
h˜+H˜q(x, η,∆2) + e˜+E˜q(x, η,∆2)
}
, (3.39)
〈p2|T qqµ (−z−, z−)|p1〉 =
∫ 1
−1
dx e−ixp
+z−
{
t+⊥µH
q
T (x, η,∆
2) +
p+e⊥µ
MN
H˜qT (x, η,∆
2) (3.40)
− 1
2MN
(
∆⊥µh
+ −∆+h⊥µ
)
EqT (x, η,∆
2)− p
+h⊥µ
2MN
E˜qT (x, η,∆
2)
}
.
The Dirac bilinears used here are those introduced in Eq. (3.34). Note, that compared to Ref.
[69], we have dropped the terms proportional to transverse components of pµ since we have in
mind a DIS-type frame where pµ⊥ = 0, see Appendix B.
For the gluonic GPDs, we have a basically identical parametrization
〈p2|Ogg(−z−, z−)|p1〉 = 1
4
p+
∫ 1
−1
dx e−ixp
+z−
{
h+Hg(x, η,∆2) + e+Eg(x, η,∆2)
}
, (3.41)
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〈p2|O˜gg(−z−, z−)|p1〉 = 1
4
p+
∫ 1
−1
dx e−ixp
+z−
{
h˜+H˜g(x, η,∆2) + e˜+E˜g(x, η,∆2)
}
, (3.42)
〈p2|T ggµν (−z−, z−)|p1〉 =
1
4
p+
∫ 1
−1
dx e−ixp
+z−
{
t+⊥σH
g
T (x, η,∆
2) +
p+e⊥σ
MN
H˜gT (x, η,∆
2) (3.43)
− 1
2MN
(
∆⊥σ h
+ −∆+h⊥σ
)
EgT (x, η,∆
2)− p
+h⊥σ
2MN
E˜gT (x, η,∆
2)
}
τ⊥µν;
σρ−∆ρ
2MN
.
The decomposition for even and odd parity operators given here has been introduced in Ref. [5],
while the maximal-helicity gluon sector was addressed in full in [69] (see also [73, 74] for an earlier
discussion).
For further reference, we introduce a target-independent, boost-invariant form of GPDs. They
formally have the same form as the parametrizations for the scalar target (3.30), for instance for
the parity-even sector,
〈p2|Oqq(−z−, z−)|p1〉 = p+
∫ 1
−1
dx e−ixp
+z−F q(x, η,∆2) , (3.44)
〈p2|Ogg(−z−, z−)|p1〉 = (p
+)2
4
∫ 1
−1
dx e−ixp
+z−F g(x, η,∆2) , (3.45)
however, the involved functions F a (a = q, g) admit subsequent expansion in Dirac bilinears,
F a(x, η,∆2) =
h+
p+
Ha(x, η,∆2) +
e+
p+
Ea(x, η,∆2) .
The odd parity and the maximal-helicity functions are deduced from the above by simple substi-
tutions of operators and corresponding GPD functions.
3.2.6 A comment on gluonic matrix elements
Calculating Feynman diagrams, corresponding to a given process, one needs to work with gauge
potentials rather than with the gauge covariant field strength tensors. The conversion formula is
given by [4, 6]∫
dz−
2π
eixz
−p+〈p2|Aµa
(−z−)Aνb (z−) |p1〉 = δabN2c − 1 1(η − x− i0)(x+ η − i0) (3.46)
×
{
1
2
gµν⊥ F
g(x, η,∆2)− i
2
εµν⊥ F˜
g(x, η,∆2) + τµν;ρσ⊥ F
g
Tρσ(x, η,∆
2)
}
,
in terms of the target-independent boost invariant gluonic GPDs, introduced in the preceding
section.
3.2.7 Spin-one hadrons
Finally, let us address GPDs for spin-one hadrons, deuteron being the most obvious suspect.
We take the polarization vectors for the incoming and outgoing deuteron as εµ1 ≡ εµ(p1) and
εµ2 ≡ εµ(p2), respectively. We need to parametrize the non-local vector and axial-vector operators.
Representing the tensor structures as ε∗2µ(V
µν , Aµν)ε1ν in these two cases, one should keep only
the tensors which do not vanish when contracted with ε1µ, ε2ν , given the orthogonality conditions
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ε1 · p1 = ε2 · p2 = 0 for the polarization vectors. With the constraints from parity invariance, one
finds that V µν contains five linear independent tensor structures [75]
gβα , pβnα , nβp
′
α , pβp
′
α , nβnα .
Similarly, the Aµν tensors are linear combinations of the seven tensor structures
εµνβα p
µp′ν , εµνβα nµpν , εµνβα nµp′ν , εµνρβ pµp′νnρnα , εµνρβ pµp′νnρp′α ,
εµνρα p
µp′νnρnβ , εµνρα pµp′νnρpβ .
Using the Schouten identity, see Appendix A, one can show that only four out of these seven are
linearly independent.
Thus, the generalized parton distributions for a deuteron target are defined as [75, 76]
〈p2|Oqq(−z−, z−)|p1〉 =
∫ 1
−1
dx e−ixp
+z−
{
− p+(ε∗2 · ε1)Hq1(x, η,∆2) (3.47)
+
(
ε+1 (ε
∗
2 · p) + ε+∗2 (ε1 · p)
)
Hq2(x, η,∆
2)− p
+
2M2D
(ε∗2 · p)(ε1 · p)Hq3(x, η,∆2)
+
(
ε+1 (ε
∗
2 · p)− ε+∗2 (ε1 · p)
)
Hq4(x, η,∆
2) +
1
p+
(
4M2Dε
+
1 ε
+∗
2 +
1
3
(p+)2(ε∗2 · ε1)
)
Hq5(x, η,∆
2)
}
,
〈p2|O˜qq(−z−, z−)|p1〉 =
∫ 1
−1
dx e−ixp
+z−
{
M2Dε
∗
2µε1νH˜
q
1(x, η,∆
2) (3.48)
− ∆µ
(
ε1ν(ε
∗
2 · p) + ε∗2ν(ε1 · p)
)
H˜q2(x, η,∆
2)
−∆µ
(
ε1ν(ε
∗
2 · p)− ε∗2ν(ε1 · p)
)
H˜q3(x, η,∆
2)−∆µ
(
ε1νε
+∗
2 + ε
∗
2νε
+
1
)
H˜q4(x, η,∆
2)
} i
M2D
ε+ρµνpρ .
Finally, the gluon distributions in the deuteron are parametrized analogously to quark GPDs.
They can be deduced from the above definitions by replacing the bilocal quark operators by the
gluon ones, i.e., Oqq → Ogg, changing the GPDs on the right-hand side, Hq to 1
4
p+Hg, as was done
in Eq. (3.41). The extra factor of p+ is needed to have a boost-independent definition of GPDs.
Note that Hgi ’s are even and H˜
g
i ’s are odd in momentum fraction x. Other symmetry properties
will be established below.
3.2.8 Implications of time reversal and hermiticity
Now we are in a position to discuss the implications of the time-reversal invariance on the symmetry
properties of GPDs. The time-reversal operation involves the complex conjugation of states. This
can be easily observed in a simple example of the non-relativistic Schro¨dinger equation where
the time derivative is accompanied by the imaginary unity. Thus the time-reversal operator T ,
defined on the Hilbert space of particle states, induces a complex conjugation on any c-function
standing to its right, T f = f ∗T . As a consequence, it is an antiunitary operation [77]
〈Ω2|T †T |Ω1〉 = 〈Ω2|Ω1〉∗ = 〈Ω1|Ω2〉 . (3.49)
This equality can be easily verified by expanding the state |Ω2〉 in a complete basis of states. This
is to be contrasted with the action of a unitary operator U which obeys 〈Ω1|U †U|Ω2〉 = 〈Ω1|Ω2〉,
for instance the operator of spatial parity U = P.
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Consider the matrix element of the z⊥-dependent bilocal operator
O(−z−,−z⊥; z−, z⊥) = Φ†∞(−z−,−z⊥)ΓΦ∞(z−, z⊥)
built by sandwiching the Dirac/Lorentz structure Γ between the elementary fields Φ with the
Wilson lines attached to them, in order to make the operator gauge invariant. Assuming covariant
gauges in which the gauge potential is local and vanishes at infinity, we can write
Φ∞(z−, z⊥) = [∞, z⊥; z−, z⊥]Φ(z−, z⊥) ,
similarly to the notation introduced in Eq. (2.57). For the operator matrix element, the complex-
conjugated version of Eq. (3.49) implies
〈Ω2|O(−z−,−z⊥; z−, z⊥)|Ω1〉 = 〈Ω2|T †T O(−z−,−z⊥; z−, z⊥)|Ω1〉∗ (3.50)
= 〈Ω2|T †T Φ†∞(−z−,−z⊥)T †Γ ∗T Φ∞(z−, z⊥)T †T |Ω1〉∗ .
In the second line, we “commuted” T through Γ and inserted two more antiunitary operations.
They induce two extra complex conjugations compensating each other in the total result. Note,
that the light-ray operator lives on the light-cone. Since the light-cone coordinate is a combination
of the usual time and coordinate, and the latter will not be transformed under the time-reversal,
thus (inconveniently) changing the minus coordinate into the plus one, it is instructive to augment
the above equation (3.50) by inserting (three times) the unitary operation of spatial parity inver-
sion P†P = 1. Thus, it is convenient to discuss the transformation of the light-cone correlation
functions with respect to the combined time and spatial parity reversal. These discrete operations
act in the following way on the quark
T ψ(z0, z)T † = ηTTψ(−z0, z) , Pψ(z0, z)P† = ηPγ0ψ(z0,−z) ,
T ψ¯(z0, z)T † = η∗T ψ¯(−z0, z)T , Pψ¯(z0, z)P† = η∗P ψ¯(z0,−z)γ0 ,
and gluon fields
T Aµa(z0, z)T † = Aaµ(−z0, z) , PAµa(z0, z)P† = Aaµ(z0,−z) .
Here T = −iγ5C where C is the charge-conjugation matrix from Appendix A and |ηi|2 = 1.
Finally, the combined reversal of the time and spatial parity of a single-particle state with the
four-momentum pµ and spin four-vector sµ is
T P|pµ, sµ〉 = eiχ(s)|pµ,−sµ〉 , (3.51)
where the phase factor χ(s) = χ0 + π(s − sz) depends on the intrinsic parity χ0 of the state, its
spin s and spin projection sz on the quantization axis. Hermiticity, on the other hand, leads to
〈Ω2|Φ†∞(−z−,−z⊥)ΓΦ∞(z−, z⊥)|Ω1〉∗ = 〈Ω1|Φ†−∞(z−, z⊥)Γ †Φ−∞(−z−, z⊥)|Ω2〉 . (3.52)
As a simple demonstration of the implications of the above transformations for corresponding
GPDs, let us see what is the result of their action on the bilocal light-cone quark vector operator
(in the light-cone gauge), with Φ = ψ and Γ = γ0γ+, sandwiched between the hadronic states.
The space-time reversal gives
〈p2, s2|ψ¯(−z−)γ+ψ(z−)|s1, p1〉 = ei[χ(s2)−χ(s1)]〈p2,−s2|ψ¯(−z−)T †γ0
(
γ+
)∗
Tγ0ψ(z−)| − s1, p1〉∗
= ei[χ(s2)−χ(s1)]〈p1,−s1|ψ¯(−z−)C
(
γ+
)T
Cψ(z−)| − s2, p2〉
= ei[χ(s2)−χ(s1)]〈p1,−s2|ψ¯(−z−)γ+ψ(z−)| − s2, p2〉 . (3.53)
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On the other hand, the hermiticity immediately implies that
〈p2, s2|ψ¯(−z−)γ+ψ(z−)|s1, p1〉∗ = 〈p1, s1|ψ¯(z−)γ+ψ(−z−)|s2, p2〉 . (3.54)
These transformations lead to the following conditions on GPDs [7, 69].
• Spin-zero target: The time-reversal and hermiticity result in
Hq(x, η,∆2) = Hq(x,−η,∆2) , (Hq)∗(x, η,∆2) = Hq(x,−η,∆2) , (3.55)
respectively. The time reversal changes the sign of η because the initial and final state are
interchanged. Thus, the GPDs are real functions and they are even under the sign change
of the skewness parameter. The last property has profound implications on the functional
dependence of GPDs on the skewness, which we will discuss below in Section 3.5.
• Spin-one-half target:
F q(x, η,∆2) = F q(x,−η,∆2) (3.56)
for F = H , H˜, E, E˜, HT , H˜T , ET , and
E˜qT (x, η,∆
2) = −E˜qT (x,−η,∆2) . (3.57)
Notice that the spin-dependent phases χ(si) in Eq. (3.53) cancel with analogous factors
arising from the transformation of hadronic wave functions in the parametrization of the
matrix elements when one converts the Dirac bispinors of negative spin u−s to the one with
positive spin us. Taking the complex conjugates of Eqs. (3.38) – (3.40) gives, on the other
hand,
(F q)∗(x, η,∆2) = F q(x,−η,∆2) , (3.58)
for all distributions except E˜qT . For the latter, one gets
(E˜qT )
∗(x, η,∆2) = −E˜qT (x,−η,∆2) . (3.59)
Taking these constraints together we see that all eight distributions are required to be real-
valued as a consequence of the time-reversal invariance. In other words, this symmetry fixes
the phases of the distributions, but does not require any linear combination of them to be
zero.
The result that EqT and E˜
q
T have opposite behavior under time reversal, (see Eqs. (3.56) and
(3.57)), could have been anticipated from the inspection of the tensors that multiply these
GPDs in their definition (3.40). Namely, ∆ changes sign under p1 ↔ p2 but p does not. As
we have seen, this does not constrain either of these distributions to be zero. It is interesting
to note that this situation changes if instead of the bilocal quark-antiquark operator in Eq.
(3.40) one considers the local one,
〈p2|ψ¯(0) iσµν ψ(0) |p1〉 . (3.60)
The time-reversal invariance does imply now that the form factor multiplying the fourth
bilinear, u¯(p2)(γ
µpν − pµγµ)u(p1), must vanish. Since the result must not depend on η, one
finds ∫ 1
−1
dx E˜qT (x, η,∆
2) = 0. (3.61)
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Thus, one finds that, by time reversal invariance, there are only three independent form fac-
tors for the local matrix element (3.60) but four independent generalized quark distributions
to describe the bilocal matrix element (3.40). In other words, the first moment of E˜qT is zero
by the time reversal symmetry, but its higher moments,
∫
dx xn E˜qT (x, η,∆
2) with n > 0
are nonzero. In fact, the higher moments correspond to local matrix elements as in (3.60)
but contain additional derivatives. The corresponding Lorentz tensors have rank larger than
two, and allow more than three independent form factors.
• Spin-one target: combining hermiticity and time-reversal conditions one finds that all nine
GPDs are real. However, their behavior under time reversal is not uniform and one gets
[75]:
Hqi (x, η,∆
2) = Hqi (x,−η,∆2) , i = 1, 2, 3, 5 ,
Hq4(x, η,∆
2) = −Hq4(x,−η,∆2) ,
H˜qi (x, η,∆
2) = H˜qi (x,−η,∆2) , i = 1, 2, 4 ,
H˜q3(x, η,∆
2) = −H˜q3(x,−η,∆2) . (3.62)
As a consequence of the antisymmetry of GPDsHq4 and H˜
q
3 under the reversal of the skewness
parameter, one finds the sum rules [75]∫ 1
−1
dxHq4(x, η,∆
2) =
∫ 1
−1
dx H˜q3(x, η,∆
2) = 0 . (3.63)
The behavior of gluon GPDs under the time reversal is the same as in (3.62) for the corre-
sponding quark distributions.
Let us reiterate the findings of this section. For non-forward kinematics the time-reversal
invariance fixes the overall phases of generalized parton distributions and determines their sym-
metry properties with respect to the skewness sign change, but it does not reduce the number of
GPDs deduced from the generic counting of allowed structures in the matrix elements based on
the number of non-vanishing parton-hadron helicity amplitudes.
3.3 Forward limit
Generalized parton distributions satisfy a number of remarkable constraints which make them
partially “known” in certain kinematical regions. Indeed, we observe a close analogy of the
operator definition of GPDs with that for the conventional parton densities discussed in the
introduction. Obviously, the former will reduce to the latter when we set the t-channel momentum
transfer to be zero, i.e., take ∆ = 0. Let us analyze this reduction for targets of different spins.
3.3.1 Spin-zero hadrons
The parton distributions in spin-zero targets are defined by a single function for each operator
matrix element. The leading twist densities are
〈p|Oqq(0, z−)|p〉 = 2p+
∫ 1
0
dx
{
q(x)e−ixp
+z− − q¯(x)eixp+z−
}
, (3.64)
〈p|Ogg(0, z−)|p〉 = (p+)2
∫ 1
0
dx
{
e−ixp
+z+ + eixp
+z−
}
xg(x) . (3.65)
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Notice that for practical purposes the quark q(x) and antiquark q¯(x) distributions, both defined for
positive momentum fractions x > 0, can be combined together into a single functions fq(x) which
“lives” in the interval −1 ≤ x ≤ 1 as demonstrated in Eq. (2.63). The quark distributions are
measurable in high-energy experiments like deeply inelastic scattering and Drell-Yan lepton pair
production. In case of the pion target, the fits of parton distributions to available experimental
data can be found in Refs. [78, 79]. Other (pseudo)scalar targets arise if nuclei are taken into
consideration as possible targets. The spin-zero GPDs (3.30) – (3.33) yield, via the forward
limiting procedure ∆→ 0 such that p1 = p2 ≡ p, the conventional parton distributions,
Hq(x, 0, 0) = f q(x) = q(x)θ(x)− q¯(−x)θ(−x) .
Analogous relations hold for gluons with obvious substitutions of q(x) by xg(x) and q¯(−x) by
xg(−x).
3.3.2 Spin-one-half hadrons
For non-zero spin targets—spin-one-half being the first nontrivial example—one is allowed for
polarized quark ∆q and antiquark ∆q¯ densities in addition to unpolarized distributions q(x)
and q¯(x) due to the existence of the spin pseudovector sµ. More than this, the set of parton
distributions for spin-one-half targets takes the advantage of the entire variety of the available
twist-two operators introduced in Section 3.1 and leads to the introduction of the chiral-odd
quark densities δq(x), which do not show up though in conventional deeply inelastic lepton-hadron
experiments. The complete set of the operator matrix elements is parametrized as follows,
〈p|Oqq(0, z−)|p〉 = 2p+
∫ 1
0
dx
{
q(x)e−ixp
+z− − q¯(x)eixp+z−
}
, (3.66)
〈p|O˜qq(0, z−)|p〉 = 2s+
∫ 1
0
dx
{
∆q(x)e−ixp
+z− +∆q¯(x)eixp
+z−
}
, (3.67)
〈p|T qqµ (0, z−)|p〉 = 2s˜⊥µ
∫ 1
0
dx
{
δq(x)e−ixp
+z− − δq¯(x)eixp+z−
}
, (3.68)
making use of the nucleon polarization vector sµ. Here we defined also the “dual” spin vector
s˜⊥µ = iε
⊥
µνs
ν
⊥ since the conventional definition of the transversity distribution involves the Dirac
matrix σ+⊥γ5 rather than σ+⊥ used in our Eq. (3.68). Thus, the forward limit provides a restriction
on the GPDs H and H˜ :
H(x, 0, 0) = f q(x) = q(x)θ(x)− q¯(−x)θ(−x) , (3.69)
H˜(x, 0, 0) = ∆f q(x) = ∆q(x)θ(x) + ∆q¯(−x)θ(−x) , (3.70)
where we introduced again the functions (fq,∆fq) having support for positive and negative mo-
mentum fractions. As it is clear from these conventions, the antiquark distributions are determined
by the obvious relations f q(−x) = −q¯(x) and ∆f q(−x) = ∆q¯(x) for the chiral-even parity-even
and odd cases, respectively. They have to be complemented by the equation
δq¯(x) = −δf q(−x)
for the chiral odd density. No constraints arise on GPDs E and E˜, since their Dirac structure
vanishes as ∆→ 0.
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Recalling the definitions of the gluonic distributions,
〈p|Ogg(0, z−)|p〉 = (p+)2
∫ 1
0
dx
{
e−ixp
+z+ + eixp
+z−
}
xg(x) , (3.71)
〈p|O˜gg(0, z−)|p〉 = s+p+
∫ 1
0
dx
{
e−ixp
+z− − eixp+z−
}
x∆g(x) , (3.72)
we get for gluon GPDs
Hg(x, 0, 0) = xg(x)θ(x)− xg(−x)θ(−x) , (3.73)
H˜g(x, 0, 0) = x∆g(x)θ(x) + x∆g(−x)θ(−x) , (3.74)
and no reduction formula for the maximal-helicity gluon sector since the forward operator matrix
elements of the operator T gµν between the spin-one-half hadronic states vanishes identically by
means to quark-hadron helicity conservation. In the off-forward case it is lifted due to the injection
of a non-zero orbital momentum of parton via the nonvanishing momentum transfer ∆.
The unpolarized quark distribution is customarily separated into valence and sea contributions.
Namely, for unpolarized functions one writes
f q(x) = f q,val(x) + f q,sea(x) , (3.75)
with
f q,val(x) = qval(x)θ(x) ≡ {q(x)− q¯(x)} θ(x) , f q,sea(x) = q¯(x)θ(x)− q¯(−x)θ(−x) .
Analogously, one defines valence and sea quark distributions in the polarized case
∆f q(x) = ∆f q,val(x) + ∆f q,sea(x) , (3.76)
with
∆f q,val(x) = ∆qval(x)θ(x) ≡ {∆q(x)−∆q¯(x)} θ(x) , ∆f q,sea(x) = ∆¯q(x)θ(x)+∆q¯(−x)θ(−x) .
Except for transversity distribution δq(x), the nucleon parton distributions are well constrained by
experimental data in a wide range of momentum fractions x. The fits to world data can be found
in Refs. [80, 81, 82] and [83, 84, 85, 86, 87] for the unpolarized and polarized parton densities,
respectively.
3.3.3 Spin-one hadrons
Finally, let us comment on the forward limit of the spin-one GPDs. Recall, that in the parton
model there are three independent structure functions in deep inelastic scattering off a deuteron,
i.e., F1, b1, g1, whose probabilistic interpretation in terms of quark densities reads [88]
F1(x) =
1
6
∑
q
Q2q
[
q1(x) + q−1(x) + q0(x) + q¯1(x) + q¯−1(x) + q¯0(x)
]
,
b1(x) =
1
4
∑
q
Q2q
[
2q0(x)− q1(x)− q−1(x) + 2q¯0(x)− q¯1(x)− q¯−1(x)] ,
g1(x) =
1
2
∑
q
Q2q
[
q1↑(x)− q−1↑ (x) + q¯1↑(x)− q¯−1↑ (x)
]
. (3.77)
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Here qλ↑(↓)(x) represents the probability to find a quark with momentum fraction x and positive
(negative) helicity in a deuteron target of helicity λ. The unpolarized quark densities qλ are
defined as qλ(x) = qλ↑ (x) + q
λ
↓ (x). From parity considerations, one has q
λ
↑ = q
−λ
↓ . The densities
for antiquarks are defined in a similar way. Note, that the probabilistic interpretation for F1
and g1 is similar to that in the spin-one-half case. However, the function b1 does not appear for
spin-one-half targets. In the forward limit, the only structures in Eq. (3.47) that survive are those
proportional to H1, H5 and H˜1, because in that limit we have ∆ = 0 and ε1 · p = ε2 · p = 0. This
yields
Hq1(x, 0, 0) =
1
3
[q1(x) + q−1(x) + q0(x)] θ(x) −1
3
[q¯1(−x) + q¯−1(−x) + q¯0(−x)] θ(−x) ,
Hq5(x, 0, 0) =
1
2
[2q0(x)− q1(x)− q−1(x)] θ(x) −1
2
[2q¯0(−x)− q¯1(−x)− q¯−1(−x)] θ(−x) ,
H˜q1(x, 0, 0) =
[
q1↑(x)− q−1↑ (x)
]
θ(x) +
[
q¯1↑(−x)− q¯−1↑ (−x)
]
θ(−x) .
(3.78)
Note that the sum rule [75]
0 =
∫ 1
−1
dxHq5(x, 0, 0) =
1
2
∫ 1
0
dx
[
2q0(x)− q1(x)− q−1(x)− 2q¯0(x) + q¯1(x) + q¯−1(x)] , (3.79)
corresponding to the parton model result
∫ 1
0
b1(x) = 0 of Refs. [89, 90, 91], obtained under the
assumption that the quark sea q− q¯ does not contribute to this integral, and the vanishing of the
integral ∫ 1
−1
dx H˜q4(x, 0, 0) = 0 , (3.80)
follow from the fact that the local limit of the matrix element of the light-cone operator cannot
involve the “auxiliary” light-like vector nν in its parametrization.
3.4 Form factors
Another interesting limit of GPDs reduces them to the hadronic form factors. We already discussed
form factors in the introductory section. Here we elaborate on this issue in greater detail, starting
from spin-zero hadrons and finishing with the spin-one deuteron. Form factors arise as coefficients
in the expansion of matrix elements of local currents in Dirac/Lorentz structures. It is useful to
define form factors for each particular quark flavor. The lowest Lorentz-spin local operators are
the electromagnetic current
jµq (z) = ψ¯q(z)γ
µψq(z) , (3.81)
and the axial-vector current available through weak interaction of leptons with hadrons
j5µq (z) = ψ¯q(z)γ
µγ5ψq(z) . (3.82)
The tensor chiral-odd current is not directly measurable with any known probe.
3.4.1 Spin-zero hadrons
A spin-zero hadron has only one form factor
〈p2|jµq (0)|p1〉 = pµF q(∆2) . (3.83)
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The reduction formula, obviously, is given by∫ 1
−1
dxHq(x, η,∆2) = F q(∆2) . (3.84)
The disappearance of the skewness dependence on the right-hand side of this sum rule, as well as
for other targets discussed below, will be explained in Section 3.5. The well-known example of a
spin-zero “target” is the charged pion, in which case
Fπ+ = QuF
u −QdF d . (3.85)
3.4.2 Spin-one-half hadrons
Starting with spin-one-half hadrons, the matrix elements of the axial-vector current are also non-
zero. Analogously to the proton matrix elements of the electromagetic current (2.15), we define
form factors for each specie of quarks separately
〈p2|jµq (0)|p1〉 = hµF q1 (∆2) + eµF q2 (∆2) , (3.86)
and analogously for the axial-vector current
〈p2|j5µq (0)|p1〉 = h˜µGqA(∆2) + e˜µGqP (∆2) , (3.87)
with axial GA and pseudoscalar GP form factors multiplied by the Dirac bilinears, introduced in
Section 3.2.5. Note, that in the case of axial current one can also write a term ∆ν u¯(p2)σ
νµγ5u(p1)
which is similar to the electric dipole moment of the nucleon. However, it is forbidden by the
time-reversal invariance.
Thus, the first moments of the twist-two GPDs are equal to the corresponding quark form
factors in the nucleon∫ 1
−1
dxHq(x, η,∆2) = F q1 (∆
2) ,
∫ 1
−1
dxEq(x, η,∆2) = F q2 (∆
2) , (3.88)∫ 1
−1
dx H˜q(x, η,∆2) = GqA(∆
2) ,
∫ 1
−1
dx E˜q(x, η,∆2) = GqP (∆
2) ,
i.e., Dirac, Pauli, axial, and pseudoscalar form factors, respectively. The conventional proton F pi
and neutron F pi electromagnetic form factors are given in terms of quark ones
F pi = QuF
u
i +QdF
d
i , F
n
i = QdF
u
i +QuF
d
i , (3.89)
where in the second relation we used the isospin symmetry to express quark operator matrix
elements in the neutron in terms of the ones in the proton, 〈n|d¯d|n〉 = 〈p|u¯u|p〉 and 〈n|u¯u|n〉 =
〈p|d¯d|p〉. Analogously we define decompositions for other form factors. The normalization of the
proton and neutron form factors at zero recoil are given in Table 1.
Thus, the valence u- and d-quark form factors 7 can be extracted from the proton and neutron
form factors via the formulas
F u,vali (∆
2) = 2F pi (∆
2) + F ni (∆
2) , F d,vali (∆
2) = F pi (∆
2) + 2F ni (∆
2) . (3.90)
7The name reflects the relation of these particular combination of hadronic form factors at zero recoil to the
valence-quark sum rules for forward parton densities.
51
i F i1(0) F
i
2(0) G
(3)i
A (0) G
(3)i
P (0)
(p)roton 1 κp = 1.79 g
(3)p
A = 1.267 4g
(3)p
A (0)M
2
N/m
2
π
(n)eutron 0 κn = −1.93 g(3)nA = −1.267 4g(3)nA (0)M2N/m2π
Table 1: Normalization of nucleon electromagnetic and isovector axial and pseudoscalar form
factors. An exact isospin symmetry (MN = Mp = Mn) is implied for the axial form factors such
that the isovector axial constants coincide up to an overall sign, g
(3)
A = g
(3)p
A = −g(3)nA .
The latter are known from experimental measurements accessing the Sachs electric and magnetic
form factors, introduced earlier in Section 2.2.2. The latter are related to the above Dirac and
Pauli form factors by a set of covariant equations
GiE(∆
2) = F i1(∆
2) +
∆2
4M2
F i2(∆
2) , GiM(∆
2) = F i1(∆
2) + F i2(∆
2) . (3.91)
and can be parametrized by dipole formulas in the small-∆2 region
GpE(∆
2) =
1
1 + κp
GpM(∆
2) =
1
κn
GnM(∆
2) ≡ GD(∆2) =
(
1− ∆
2
0.71GeV2
)−2
,
GnE(∆
2) = 0 . (3.92)
Here we introduced the nucleon dipole form factor GD, which is used as a first order approximation
for the ∆2 dependence. Available experimental data are rather well fitted by this simple form
with certain deviations at higher momentum transfers |∆2| > 2GeV2. Note that we have set the
neutron electric form factor equal to zero since at small |∆2| it vanishes as a first power of ∆2 with
−1/6 times the neutron charge radius r2n as a coefficient, which is quite small, r2n ≈ −0.113 fm2.
A modern summary of experimental results can be found in Ref. [92].
The parametrizations for the sea-quark form factors, dubbed for their connection to the first
moment of the sea quark parton distributions, are guided by the counting rules, discussed later in
Section 6.3.2. A plausible model ansatz then reads in terms of Sachs form factors
GseaE (∆
2) =
1
1 + κsea
GseaM (∆
2) =
(
1− ∆
2
m2sea
)−3
, (3.93)
with yet another mass cutoff msea. The slope of F
sea
1 is given by Bsea = ∂F
sea
1 /∂∆
2|∆2=0 =
3/m2sea − κsea/4M2.
The axial form factors are given analogously by
Gi,valA (∆
2) =
(
1− ∆
2
1.1GeV2
)−2
, GseaA (∆
2) =
(
1− BA
3
∆2
)−3
, (3.94)
where i runs over u- and d-quark species. The first of these relations is driven by experimental
data, while the latter is merely a rough model. The slope BA is considered as a free parameter,
which should be fixed from experimental data. Last but not least, the isovector pseudoscalar
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form factor, having the flavor structure for the proton G
(3)
P = 〈p|u¯u− d¯d|p〉, is dominated by the
pion-pole contribution,
G
(3)
P (∆
2) ≈ 4g
(3)
A M
2
N
m2π −∆2
, (3.95)
valid at |∆| ∼ mπ ≈ 0.14 GeV and the residue of the pole being proportional to the triplet axial
constant g
(3)
A .
3.4.3 Spin-one hadrons
The conventional form factor decomposition of the vector and axial currents for spin-1 hadrons
[93, 94] is given by
〈p2|jµq (0)|p1〉 = −Gq1(∆2)(ε∗2 · ε1)pµ (3.96)
+Gq2(∆
2)
(
εµ1(ε
∗
2 · p) + ε∗µ2 (ε1 · p)
)
−Gq3(∆2)(ε1 · p)(ε∗2 · p)
pµ
2M2D
,
〈p2|j5µq (0)|p1〉 = iG˜q1(∆2)εµνρσε∗2νε1ρpσ + iG˜q2(∆2)εµνρσ∆νpρ
ε1σ(ε
∗
2 · p) + ε∗2σ(ε1 · p)
M2D
, (3.97)
The matrix elements are defined here flavor by flavor; to get form factors for a particular hadron,
one must weight the flavor components with appropriate electromagnetic or weak charges and
sum over flavors.
Integrating the matrix elements defining the twist-two GPDs in the deuteron target we obtain
the sum rules ∫ 1
−1
dxHqi (x, η,∆
2) = Gqi (∆
2) , i = 1, 2, 3 ,∫ 1
−1
dx H˜qi (x, η,∆
2) = G˜qi (∆
2) , i = 1, 2 ,∫ 1
−1
dxHq4(x, η,∆
2) =
∫ 1
−1
dx H˜q3(x, η,∆
2) = 0 ,∫ 1
−1
dxHq5(x, η,∆
2) =
∫ 1
−1
dx H˜q4(x, η,∆
2) = 0 . (3.98)
For H4, H˜3 and H5, H˜4, the integrals do not correspond to form factors of the local vector or
axial currents and therefore vanish. In the case of H4 and H˜3 this is due to the time reversal
constraints, whereas the definitions of H5 and H˜4 involve the tensor n
µnν/(p+)2, whose analogue
cannot appear in the decomposition of local currents due to Lorentz invariance. Some of them we
already established in Section 3.3.3.
The set of form factors G1, G2, and G3 may be expressed in terms of the charge monopole,
magnetic dipole, and charge quadrupole form factors:
GC(∆
2) =
(
1 +
2τ
3
)
G1(∆
2)− 2τ
3
[
G2(∆
2)− (1 + τ)G3(∆2)
]
,
GM(∆
2) = G2(∆
2) , GQ(∆
2) = G1(∆
2)−G2(∆2) + (1 + τ)G3(∆2) ,
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with τ ≡ −∆2/(4M2). The normalization of these form factors is given by
GC(0) = 1 , GM(0) = µd = 1.714 , GQ(0) = Qd = 25.83 . (3.99)
A parameterization for the deuteron form factors inspired by the quark counting rules for large
|∆2| can be found in Ref. [95]:
GC(∆
2) =
G2D
(
1
4
∆2
)
1 + 2τ
[(
1− 2
3
τ
)
g+00 +
8
3
√
2τg++0 −
2
3
(1− 2τ)g++−
]
,
GM(∆
2) =
G2D
(
1
4
∆2
)
1 + 2τ
[
2g+00 −
2(1− 2τ)√
2τ
g++0 − 2g++−
]
, (3.100)
GQ(∆
2) =
G2D
(
1
4
∆2
)
1 + 2τ
[
−g+00 +
√
2
τ
g++0 −
1 + τ
τ
g++−
]
.
The function GD (∆
2) here is the standard dipole parameterization for the nucleon form factor
(3.92). The helicity amplitudes in the infinite momentum frame are given by [96]
g+00 =
4∑
i=1
ai
α2i −∆2
, g++0 =
√
−∆2
4∑
i=1
bi
β2i −∆2
, g++− = −∆2
4∑
i=1
ci
γ2i −∆2
. (3.101)
The counting rules for large |∆2| predict the following behavior
g+00 ∼ (−∆)−2, g++0 ∼ (−∆)−3, g++− ∼ (−∆)−4, (3.102)
which gives together with the static properties (3.99) six constraints for twenty four fitting pa-
rameters:
4∑
i=1
ai
α2i
= 1,
4∑
i=1
bi
β2i
=
2− µd
2
√
2Md
,
4∑
i=1
ci
γ2i
=
1− µd −Qd
4M2d
,
4∑
i=1
bi =
4∑
i=1
ci =
4∑
i=1
ciγ
2
i = 0. (3.103)
To reduce this set to twelve parameters, one may introduce for each group αi, βi, and γi the
algebraic relations:
α2i = α
2
1 +
(
α24 − α21
) i− 1
3
for i = 1, . . . , 4. (3.104)
We quote here the fitting parameters from Ref. [97]. They are given in Table 2.
3.5 Polynomiality and skewness dependence
Having discussed the simplest limiting cases of GPDs, we are going to address now their generic
properties, like the polynomiality in the skewness parameter η. To properly address the issue,
the formalism of Wilson operators is especially handy. The Taylor expansion of non-local light-
cone operators results in a tower of local operators of increasing Lorentz spin. Namely, for the
even-parity quark and gluon operators we have an infinite series decomposition
Oqq(−z−, z−) =
∞∑
j=0
1
j!
(−iz−)jnµ1nµ2 . . . nµj+1R2,qqµ1µ2...µj+1 , (3.105)
Ogg(−z−, z−) =
∞∑
j=0
1
j!
(−iz−)jnµ1nµ2 . . . nµj+2R2,ggµ1µ2...µj+2 , (3.106)
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i 1 2 3 4
ai [fm
−2] 1.57057 12.23792 −42.04576 Eq. (3.103)
bi [fm
−1] 0.07043 0.14443 Eq. (3.103) Eq. (3.103)
ci −0.16577 Eq. (3.103) Eq. (3.103) Eq. (3.103)
α2i [fm
−2] 1.52501 Eq. (3.104) Eq. (3.104) 23.20415
β2i [fm
−2] 43.67795 Eq. (3.104) Eq. (3.104) 2.80716
γ2i [fm
−2] 1.87055 Eq. (3.104) Eq. (3.104) 41.1294
Table 2: Sets of fitting parameters for the deuteron electromagnetic form factors.
in terms of the twist-two local operators
R2,qqµ1µ2...µj = Sµ1µ2...µj ψ¯γµ1i
↔Dµ2 i
↔Dµ3 . . . i
↔Dµj ψ , (3.107)
R2,ggµ1µ2...µj = Sµ1µ2...µj Fµ1νi
↔Dµ2 i
↔Dµ3 . . . i
↔Dµj−1 F νµj , (3.108)
constructed from the elementary fields and the covariant left-right derivative acting on them,
↔Dµ ≡ →Dµ − ←Dµ . (3.109)
As before, S is the operation of symmetrization and trace subtraction. Analogous Taylor expansion
hold for other twist-two quark and gluon operators. The matrix elements of the local operators
listed above are related to the Mellin moments of generalized parton distributions introduced in
the preceding section. For j = 2, the operators coincide with the quark and gluon parts of the
classical, symmetric energy-momentum tensor (see Appendix E), namely
Θqµ1µ2 =
1
2
R2,qqµ1µ2 ≡
i
4
ψ¯
{
γµ1
↔Dµ2 + γµ2
↔Dµ1 −
1
2
gµ1µ2
↔6D
}
ψ , (3.110)
Θgµ1µ2 = R2,ggµ1µ2 ≡
1
2
{
F aµ1νF
ν
aµ2 + F
a
µ2νF
ν
a µ1 −
1
2
gµ1µ2F
a
µνF
νµ
a
}
. (3.111)
When the index of the Dirac matrix in the quark bilocal operator (3.10) is not contracted
with the lightlike vector nµ, the operator ceases to have a definite geometric twist-two. In the
subsequent discussion, we will need a non-local form of the twist-two quark operator which results
from the extraction of the leading component of the bilocal quark operator with a free Lorentz
index of the Dirac matrix. This form can be found with the help of an identity [230], which can
be verified by Taylor expanding the light-ray operator,
R2,qqµ (−z−, z−) =
∫ 1
−1
du
∂
∂zµ
ψ¯(−uz) 6z[−uz, uz]ψ(uz) (3.112)
=
∞∑
j=0
1
j!
(−iz−)jnµ1 . . . nµjR2,qqµµ1...µj ,
with zµ = z−nµ on the right-hand side of the equality. Obviously,
Oqq(−z−, z−) = nµR2,qqµ (−z−, z−) .
The generalization to gluonic operators is straightforward. Having introduced the local Wilson
operators, we are in a position to discuss the polynomiality property of Mellin momentns of GPDs,
which are related to the hadronic matrix elements of these operators.
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3.5.1 Spin-zero hadrons
As usual, it is instructive to start with a spin-zero target. The parametrization for the matrix
elements of the completely symmetrized and traceless local Wilson operators, introduced in the
preceding section, sandwiched between the corresponding states reads
〈p2|R2,qqµ1...µj |p1〉 = Sµ1...µj
{
pµ1 . . . pµjH
q
j,0 +∆µ1pµ2 . . . pµjH
q
j,1 + . . .+∆µ1 . . .∆µjH
q
j,j
}
, (3.113)
〈p2|R˜2,qqµ1...µj |p1〉 = 0 , (3.114)
in terms of the form factors Hj,k(∆
2), whose dependence on the squared momentum transfer Q2
was not displayed for brevity. The vanishing of the matrix element of the odd parity operator is
a simple consequence of the fact that one cannot form a “twist-two” axial-vector, i.e., involving
only collinear momenta, for a spin-zero hadron. Thus, only the vector operators develop non-zero
expectation values. For the Lorentz spin j ≥ 1, there are exactly j + 1 form factors Hj,k as had
been established in Refs. [7, 68]. Further, it is convenient to introduce a generating function of
the coefficients Hjk. One can see that, after contraction of the open Lorentz indices in Eq. (3.113)
with the light-cone vectors nµ and summation over resulting Wilson operators as in Eqs. (3.105)
and (3.106), one immediately establishes a relation to the Mellin moments of GPDs
Hqj,k(∆
2) =
1
k!
dk
dηk
∣∣∣∣
η=0
∫ 1
−1
dx xj−1Hq(x, η,∆2) , (3.115)
where 0 ≤ k ≤ j, 1 ≤ j. This equation demonstrates that any given xj−1 moment of the GPD
Hq(x, η,∆2) is a polynomial in skewness η of order j. Since this GPD is an even function of
skewness, as a consequence of the time-reversal invariance, only the Lorentz structures even in ∆
survive in Eq. (3.113).
Later on in Section 5 of this review, we will analyze the operator product expansion for the
off-forward Compton amplitude, which gives access to GPDs. This will require the consideration
of hadronic matrix elements of non-local twist-two operators with an open Lorentz index, like Eq.
(3.112), and their parametrization in terms of twist-two GPDs. Having the decomposition (3.113)
and the relation (3.115) at hand, the problem of designing the corresponding operator matrix
elements can be easily solved. To this end, we have to project both sides of Eq. (3.113) with the
product of the light-cone vectors nµ2 . . . nµj , leaving the index µ1 intact. The obvious relation
nµ1 . . . nµj S
µµ1...µj
∆µ . . .∆µkpµk+1 . . . pµj =
(p+)j
j + 1
{
(j + 1− k)pµηk + k∆µηk−1} , (3.116)
is then translates into an equation for the off-forward matrix element of Wilson operators,
nµ1 . . . nµj〈p2|R2,qqµµ1...µj |p1〉 = pµ(p+)j
(
1− η
j + 1
d
dη
)
Hqj+1(η)+∆µ(p
+)j
1
j + 1
d
dη
Hqj+1(η) . (3.117)
Here the coefficients in front of the two terms on the right-hand side of Eq. (3.116) become
differential operators in skewness acting on Hj+1(η). The latter is related to the Mellin moments
of GPDs,
Hqj (η) =
∫ 1
−1
dx xj−1Hq(x, η) =
j∑
k=0
ηk Hqj,k , (3.118)
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The moments Hqj+1(η) can be found directly from the + component of the operator R2,qq+ . Obvi-
ously,
nµnµ1 . . . nµj〈p2|R2,qqµµ1...µj |p1〉 = (p+)j+1 Hqj+1(η) .
As a consequence of symmetrization, Eq. (3.117) contains a Wandzura-Wilczek term proportional
to ∆⊥µ = ∆µ − ηpµ, which effectively enters as a twist-three contribution to the scattering am-
plitude, as we will demonstrate later in Section 5.3. Finally, the matrix element of the twist-two
light-ray operator (3.112) can be obtained in a straightforward manner by resummation:
〈p2|R2,qqµ (−z−, z−)|p1〉 =
∫ 1
−1
dx e−iz
−p+x
(
pµH
q(x, η) + ∆⊥µ
∫ 1
−1
dyW2(x, y)
d
dη
Hq(x, η)
)
,(3.119)
where the kernel W2(x, y) is given by
W2(x, y) =
1
y
θ(x)θ(y − x)− 1
x
θ(−x)θ(x− y) . (3.120)
3.5.2 Spin-one-half hadrons
In parallel to the discussion in the previous section, the nucleon matrix element of twist-two quark
operators are parametrized via a set of “form factors” as follows8
〈p2|R2,qqµ1...µj |p1〉 = Sρµ1...µj hµ1
{
pµ2 . . . pµjA
q
j,0 + · · ·+∆µ2 . . .∆µjAqj,j−1
}
(3.121)
+ S
µ1...µj
b
2MN
{
pµ1 . . . pµjB
q
j,0 +∆µ1pµ2 . . . pµjB
q
j,1 + . . .+∆µ1 . . .∆µjB
q
j,j
}
,
where the structure in the second line is identical to Eq. (3.113). Analogous relations hold for the
parity odd and chiral odd operator matrix elements, though the form factor counting comes out
different [68, 69, 70, 71]. We used the Gordon identities (3.35) in the above equation to reduce
the tensor structure involving tµν to the other two Dirac bilinears. This is useful since one can use
many results derived for the scalar target. As we discussed above, there is an important constraint
on the matrix elements (3.121) imposed by the time-reversal invariance. Namely, the coefficients
accompanying Lorentz structures with odd powers of the momentum transfer ∆ should vanish [7],
so that
Aqj,2n+1 = B
q
j,2n+1 = 0 .
The nonvanishing form factors Aj,k and Bj,k are related to the moments of GPDs
Aqj(η) =
∫ 1
−1
dx xj−1Aq(x, η) =
j−1∑
k=0
ηkAqj,k , B
q
j (η) =
∫ 1
−1
dx xj−1Bq(x, η) =
j∑
k=0
ηkBqj,k .
(3.122)
Another equivalent representation for the matrix elements of twist-two operators widely used
in the literature is achieved by reduction of the scalar Dirac bilinear b accompanied by at least
one vector pµ using the Gordon identity back to the vector n
µ and tensor tµν Dirac bilinears. This
8Do not confuse these Aj,k and Bj,k form factors with the ones introduced in Ref. [2].
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gives
〈p2|R2,qqµ1...µj |p1〉 = Sµ1...µj hµ1
{
pµ2 . . . pµjH
q
j,0(∆
2) + . . .+∆µ2 . . .∆µjH
q
j,j−1(∆
2)
}
+ S
µ1...µj
eµ1
{
pµ2 . . . pµjE
q
j,0(∆
2) + . . .+∆µ2 . . .∆µjE
q
j,j−1(∆
2)
}
+ S
µ1...µj
b
2MN
∆µ1 . . .∆µjD
q
j (∆
2) , (3.123)
where
Hqj,k = A
q
j,k +B
q
j,k , E
q
j,k = −Bqj,k , Dqj = Bqj,j . (3.124)
The reduced matrix elements Hq, Eq and Dq are related to the moments of parity-even quark
generalized parton distributions [1, 2, 6] via∫ 1
−1
dx xj−1Hq(x, η,∆2) =
j−1∑
k=0
ηkHqj,k(∆
2) + ηjDqj (∆
2) ,
∫ 1
−1
dx xj−1Eq(x, η,∆2) =
j−1∑
k=0
ηkEqj,k(∆
2)− ηjDqj (∆2) . (3.125)
For gluon GPDs, the modification of the above formulas is very straightforward. The parametriza-
tion of the parity-even gluon matrix elements in terms of form factors Hg, Eg and Dg reads in
complete analogy to (3.123)
〈p2|R2,ggµ1...µj |p1〉 = 12 Sµ1...µj hµ1
{
pµ2 . . . pµj−1H
g
j,0(∆
2) + . . .+∆µ2 . . .∆µj−1H
g
j,j−2(∆
2)
}
pµj
+ 1
2
S
µ1...µj
eµ1
{
pµ2 . . . pµj−1E
g
j,0(∆
2) + . . .+∆µ2 . . .∆µj−1E
g
j,j−2(∆
2)
}
pµj
+ 1
2
S
µ1...µj
b
2MN
∆µ1 . . .∆µjD
g
j (∆
2) , (3.126)
with form factors related to moments of gluon GPDs (3.41) via
1
2
∫ 1
−1
dx xj−2Hg(x, η,∆2) =
j−2∑
k=0
ηkHgj,k(∆
2) + ηjDgj (∆
2) ,
1
2
∫ 1
−1
dx xj−2Eg(x, η,∆2) =
j−2∑
k=0
ηkEgj,k(∆
2)− ηjDgj (∆2) . (3.127)
The reduction of the value of the Lorentz spin in the exponential of the Mellin integrand on the
left-hand side of these equations by one unit j → j− 1 is an obvious consequence of the increased
spin of gluon operators compared to the quark ones. Notice that while quark GPDs do not possess
definite symmetry properties under the exchange x → −x, the gluon GPDs do. Namely, due to
the fact that gluon and antigluons are the same particles, one finds
Hg(−x, η,∆2) = Hg(x, η,∆2) , Eg(−x, η,∆2) = Eg(x, η,∆2) ,
H˜g(−x, η,∆2) = −H˜g(x, η,∆2) , E˜g(−x, η,∆2) = −E˜g(x, η,∆2) ,
(3.128)
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for parity-even and parity-odd GPDs, respectively. This charge conjugation property allows one
to reduce the integral in Eq. (3.127) to the domain 0 ≤ x ≤ 1.
In establishing the relation between the nucleon matrix elements of the twist-two operator
with the open Lorentz index (3.112) and the nucleon form factors, the only difference from the
case of spin-zero target arises in the implementation of the symmetrization procedure, namely,
nµ1 . . . nµj S
µµ1...µj
hµ∆µ1 . . .∆µkpµk+1 . . . pµj =
(p+)j−1
j + 1
{
hµηkp+ + (j − k)pµh+ηk + k∆µh+ηk−1} ,
and provides a new structure
nµ1 . . . nµj〈p2|R2,qqµµ1...µj |p1〉 =
(p+)j−1
j + 1
(
(j + 1)pµh
+ + hµ − pµh+ +∆⊥µh+
d
dη
)
Aj+1(η) (3.129)
+
b
2MN
{
pµ(p
+)j
(
1− η
j + 1
d
dη
)
+∆µ(p
+)j
1
j + 1
d
dη
}
Bqj+1(η) .
It is easy to perform the inverse Mellin transformation to establish the corresponding relations to
GPDs. To this end, one should match the integrand of the momentum fraction integrals to the
moment form xjf(x). The procedure yields the equation
〈p2|R2,qqµ (−z−, z−)|p1〉 =
∫ 1
−1
dx e−ixz
−p+
∫ 1
0
dy
{(
hµ − h
+
p+
pµ
)
W2(x, y) (H + E) (y, η)
+
(
pµδ(x− y) + ∆⊥µW2(x, y)
d
dη
)(
h+
p+
H +
e+
p+
E
)
(y, η)
}
, (3.130)
where we returned to the conventional basis of Dirac structures by means of the identity (3.37)
and conventional GPDs, related to the ones defined in Eq. (3.122) by
Aq = Hq + Eq, Bq = −Eq . (3.131)
It is also useful to note that the identity 2MN(p
+hµ − pµh+) = (p+tνµ − pµtν+)∆ν allows to
reduce the structure accompanying E in the first line of Eq. (3.130) to the expected tensor form
(3.38). Contracting the expression (3.130) with the vector nµ we obtain conventional definitions
of twist-two GPDs.
Since there are no further subtleties related to spin-one targets, we will not discuss polynomi-
ality properties of their GPDs here.
3.6 GPDs and the proton spin puzzle
One of the motivations to study GPDs is their profound relation to the distribution of angular
momentum of quarks and gluons in the proton. As is by now well known, the EMC measurement
of the fraction of the proton spin carried by quarks, 1
2
∆Σ,∑
q
〈p|j5µq (0)|p〉 = ∆Σsµ , (3.132)
in polarized deeply inelastic scattering demonstrated that, instead of the much anticipated result
∆ΣQM = 1, which is a prediction of the naive quark model of the nucleon, the experimental
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Q2(GeV2) Γ p1 Γ
n
1 Γ
p
1 − Γ n1 Ref.
5 0.118± 0.008 −0.058± 0.009 0.176± 0.007 [106]
10 0.120± 0.016 −0.078± 0.021 0.198± 0.023 [107, 108]
5 0.121± 0.018 −0.075± 0.021 0.174 + 0.024− 0.012 [108]
Table 3: Experimental data on Γ p1 , Γ
n
1 , and Bjorken sum rule Γ
p
1 − Γ n1 in the MS scheme.
finding was only about 20% of this. This “spin crisis” triggered an enormous flood of theoretical
and experimental activity. Theoretical resolution of the spin puzzle was sought via many comple-
mentary ways including the anomalous contributions due to gluons [98, 99, 100], large negative
polarization of strange quarks, significant role of the orbital angular momentum of constituents
[101, 2], etc. (see Refs. [102, 103, 104, 105] for reviews). The experimental verification of the EMC
finding is coming from several sources, including deeply inelastic scattering and leptonic decays of
hyperons.
3.6.1 Axial coupling from polarized deeply inelastic scattering
The measurement of the polarized spin-dependent structure function g1, see Eq. (2.34), gives
access to the helicity-dependent quark distribution functions, and thus to the fraction of hadron
spin carried by quarks deduced from their first Mellin moment,
Γ1 =
∫ 1
0
dx g1(x) =
1
2
∑
q
Q2q
∫ 1
0
dx (∆q(x) + ∆q¯(x)) ≡ 1
2
∑
q
Q2q (∆q +∆q¯) . (3.133)
We have omitted the QCD radiative corrections to this parton model formula and did not display
the dependence of all quantities on the virtuality of the resolving photon. The measurement of
the structure functions on the proton and neutron targets allows one to measure the following
combinations of the axial constants
Γ p1 =
1
9
(
3
4
g
(3)
A +
1
4
g
(8)
A + g
(0)
A
)
, Γ n1 =
1
9
(
−3
4
g
(3)
A +
1
4
g
(8)
A + g
(0)
A
)
, (3.134)
which are superpositions of the first moments of polarized quark densities,
g
(0)
A = (∆u+∆u¯) + (∆d+∆d¯) + (∆s +∆s¯) ≡ ∆Σ ,
g
(3)
A = (∆u+∆u¯)− (∆u+∆u¯) ,
g
(8)
A = (∆u+∆u¯) + (∆d+∆d¯)− 2(∆s+∆s¯) .
(3.135)
The difference between the first moments of the proton and neutron structure functions is fixed
by the Bjorken sum rule to the isovector axial coupling,
Γ p1 − Γ n1 =
1
6
g
(3)
A . (3.136)
This equation is a consequence of the current algebra and isospin symmetry. Recent experimental
data for the integrals Γ p1 and Γ
n
1 are summarized in Table 3. The deeply inelastic scattering data
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alone do not allow to extract all axial constants since the octet and singlet constants enter in the
same combination into the proton and neutron sum rules. Thus one has to resort to other sources
of information in order to separate different flavor contributions. Such knowledge is provided by
hyperon decays complemented by the use of the SU(3) flavor symmetry, as discussed next.
3.6.2 Axial coupling from semileptonic decays of hyperons
Semileptonic decays of hyperons B → B′e−ν¯e measure the transition matrix element of the charged
weak current,
〈B|ψ¯qγµ(1− γ5)ψq′|B′〉 , ψq ≡
 ud
s
 (3.137)
The approximate SU(3) flavor symmetry of strong interactions allows one to relate the above
matrix elements among each other so that one deduces the flavor-diagonal transitions, required
for the spin sum rule, in terms of experimentally measured flavor-changing decays. Let us give a
few details on the derivation of the SU(3)-flavor relations, since we will use the very same identities
for flavor-changing GPDs introduced in Section 3.16.
The SU(3) baryon octet is represented conventionally by a matrix labeled with a row index a
and a column index b,
Bab =

1√
6
Λ+ 1√
2
Σ0 Σ+ p
Σ− 1√
6
Λ− 1√
2
Σ0 n
Ξ− Ξ0 − 2√
6
Λ
 , (3.138)
so that, e.g., the proton is the element B13 = p. The Lagrangian describing the transition B → B′
within the baryon octet via the octet current has two SU(3) invariant couplings, since there are
two distinct 8’s in the product of two, 8⊗8 = 1⊕8⊕8⊕10⊕10⊕27. This yields the symmetric
(D) and antisymmetric (F ) invariants [109]
L8→8 = D tr{B¯, B}M − F tr[B¯, B]M
= (D − F ) B¯abM caBbc + (D + F ) B¯bcM caBab . (3.139)
Here B¯ ≡ B† is a hermitian conjugated matrix, e.g., B¯31 = p¯, and the matrix Mab describes the
octet of local vector Γ = γµ and axial Γ = γµγ5 currents,
M q
′
q = ψ¯qΓψq′ − 1
3
δqq′
∑
q′′
ψ¯q′′Γψq′′ (3.140)
with corresponding two inequivalent sets of D and F constants, FV , DV and FA, DA, respectively.
Actually, these are not constants at all but rather form factors due to the nonzero recoil ∆ = p1−p2
in the transition matrix element. There are as many of them as there are independent structures
in the decomposition of the matrix elements (3.137) in terms of Dirac bilinears, as, e.g., in Eqs.
(3.86) and (3.87), with possible extra terms. However, since the recoil momentum in these decays
is negligible compared to the hyperon masses, |∆| ≪ M , one can use the static approximation
and take all form factors as constants at ∆ = 0. This also implies that the limitation of the
consideration to the vector and axial charges is legitimate. Since the SU(3) vector current is a
generator of SU(3) transformations, its matrix elements are fixed uniquely by the SU(3) group
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structure constants fabc, such that FV = 1 and DV = 0. These are the matrix elements of the
axial currents that are measured in these decays, FA = F , DA = D.
For the transitions governed by the Mud = d¯u current, the Lagrangian gives
L8→8 =
√
2
3
D Λ¯(d¯u)Σ− +
√
2
3
D Σ¯+(d¯u)Λ (3.141)
+ (D + F ) p¯(d¯u)n+
√
2F Σ¯0(d¯u)Σ− −
√
2F Σ¯+(d¯u)Σ0 + (D − F ) Ξ¯0(d¯u)Ξ− + . . . ,
with ellipsis standing for other flavor transitions. One can immediately read off the strengths for
the corresponding transitions
〈Λ|u¯d|Σ−〉 = 〈Σ+|u¯d|Λ〉 =
√
2
3
D , 〈p|u¯d|n〉 = D + F , (3.142)
〈Σ0|u¯d|Σ−〉 = −〈Σ+|u¯d|Σ0〉 =
√
2F , 〈Ξ0|u¯d|Ξ−〉 = D − F .
Extracting the proton-to-proton transitions from the above Lagrangian, we get
L8→8 = p¯
{
1
6
(3F −D) (u¯u+ d¯d− 2s¯s)+ 1
2
(D + F )
(
u¯u− d¯d)} p+ . . . , (3.143)
and, as a result9,
〈p|u¯u− d¯d|p〉 = D + F , 〈p|u¯u+ d¯d− 2s¯s|p〉 = 3F −D . (3.144)
Solving these equations for the F and D couplings in terms of matrix elements, we obtain as a
result the SU(3) relations for the octet-to-octet transitions, for instance,
〈p|u¯u− d¯d|p〉 = 〈n|d¯u|p〉 . (3.145)
Thus, certain combinations of D and F decay constants are related to the triplet and octet axial
constants (3.135) via
g
(3)
A = F +D , g
(8)
A = 3F −D . (3.146)
The experimental data for a few decay modes are given in Table 4, wherefrom we conclude that
D = 0.79± 0.07 and F = 0.47± 0.10. Thus, the triplet axial constant parametrizing the strength
of the neutron decay [110]
g
(3)
A = 1.2670± 0.0035
is in a wonderful agreement with the Bjorken sum rule, see Eq. (3.136) and Table 3. The octet
coupling is extracted from other hyperon decays, summarized in Table 4, resulting in
g
(8)
A = 0.58± 0.03 .
9Since the numerical factors appearing in the above Lagrangian can be confusing, let us give a schematic
derivation of these relations. The hadronic state is created from the vacuum by a creation operator |H〉 = b†H |0〉,
and in the quark/hadron field ψ only the annihilation operator is needed ψ = b (we did not display the quark/hadron
wave function). Thus, we compute the matrix element of the (H)eisenberg operator in perturbation theory defined,
of course, in the (D)irac representation with the Lagrangian (3.143):
〈p|u¯u− d¯d|p〉H = 〈p| : (u¯u− d¯d) : L8→8|p〉D = 〈p| : (u¯u− d¯d) : 12 (D + F ) : p¯
(
u¯u− d¯d) p : |p〉D
= 1
2
(D + F )〈0|bpb†p : (u¯u− d¯d) :: (u¯u− d¯d) : bpb†p|0〉D = 12 (D + F )〈0| : u¯u :: u¯u : + : d¯d :: d¯d : |0〉D
= D + F ,
where the operator inside :: is subject to normal ordering. In the last but one term, we have kept only pairing of
quarks of the same flavor. We use normalization 〈0| : u¯u :: u¯u : |0〉D = 〈0| : d¯d :: d¯d : |0〉D = 1.
62
Axial transition Matrix element Strength Experimental value
n→ p 〈p|u¯d|n〉 D + F 1.2670± 0.0035
Ξ− → Λ0 〈Λ0|u¯s|Ξ−〉 1√
6
(3F −D) 0.25± 0.05
Σ− → n 〈n|u¯s|Σ−〉 D − F 0.340± 0.017
Λ→ p 〈p|u¯s|Λ0〉 − 1√
6
(3F +D) −0.718± 0.015
Table 4: Experimental data on hyperon decays [110] which measure the strength of axial transi-
tions.
Taking into account the QCD radiative corrections, which affect the coefficients with which
the axial constants enter the sum rule (3.133) by multiplicative factors [111] on the right-hand
side, one extracts the singlet axial constant and thus the fraction of the nucleon spin carried by
the quarks to be [85]
∆Σ = 0.29± 0.10
at Q2 = 4GeV2 in the MS scheme. At the same time the values extracted by experimental
collaborations vary from ∆Σ = 0.23 ± 0.04 ± 0.06 at Q2 = 5GeV2 for SLAC E155 [106] to
∆Σ = 0.19±0.05±0.04 at Q2 = 1GeV2 for SMC [107, 108]. As we emphasized before, this value
is in sharp contradiction with the expectations of the naive quark model of hadrons.
3.6.3 Angular momentum of proton’s constituents
Thus, the spin carried by quarks cannot account for the whole spin of the proton. The question
arises as to where the other sources of the hadron spin are resided. To resolve successfully the
issue, recall that the tensor of the angular momentum is expressed solely in terms of the improved
energy-momentum tensor (see Appendix E)
Mµν;ρ = xµΘρν − xνΘρµ .
The charge
M
µν =
∫
d3zMµν;0(z)
generates Lorentz transformations and obeys the standard SO(3, 1) algebra (see Eq. (I.9) in Ap-
pendix I). The three-vector of angular momentum determined from this charge as coordinate
moment of the three-vector of the momentum flow Θ = (Θ01, Θ02, Θ03),
J i =
1
2
εijkMjk =
∫
d3z [z ×Θ(z)]i (3.147)
can be rewritten in the form [101, 2]
J =
∫
d3z
{
1
2
ψ†(z)Σψ(z)− ψ†(z)[z × iD]ψ(z) + [E(z)×B(z)]
}
, (3.148)
which appears to have the meaning of the quark spin and orbital angular momentum with covariant
momentum iD for the first two terms, respectively, and the gluon angular momentum for the last
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one, expressed in terms of the Poynting vector [E ×B] of chromoelectric E and chromomagnetic
B fields. Let us note, that, for a gauge particle, a further decomposition of its angular momentum
into its spin and orbital components is not possible. A hand waving argument goes as follows [112]:
In quantum mechanics, the wave function of a spin-s particle is a symmetric rank-2s spinor having
(2s+1) components, which transform into each other under the rotation of the coordinate system.
The orbital wave function is related to the coordinate dependence of wave functions and is given
by the spherical harmonics of order L for the angular momentum L of the system. Therefore,
in order to distinguish clearly between the spin and orbital momentum, the spin and coordinate
properties must be independent. As it is obvious, this condition is not fulfilled for gauge particles
whose description in terms of field operators inevitably involves a gauge condition. For instance,
in the Coulomb gauge, the gluon wave function is given by the three-potential Aa(x) equivalent to
the second rank spinor which, however, is a subject to the gauge-fixing condition ∇ ·Aa(x) = 0.
As a result, the coordinate dependence of the vector cannot be independently defined for each
of its components and leads to the inability to separate in a gauge-invariant manner the spin
and orbital degrees of freedom. For suggestions of a break-up of the gluon angular momentum
into its spin and orbital parts within the context of the QCD parton model picture, we refer the
reader to Refs. [113, 114]. Within this framework, the gluon spin can be identified with the first
moment of the polarized gluon density ∆g(x) (see Eq. (3.72)) in the light-cone gauge and then
promoted to a gauge-invariant operator matrix element making use of relations such as Eq. (D.13).
Analogous consideration can applied to the gluon orbital part, however, the matrix element of the
corresponding operator does not show up in any physical processes and thus presumably lack any
phenomenological significance [114].
For a proton at rest, with its spin vector s pointing in the positive z-direction or for a proton
moving along z and in the helicity-up state, the matrix element of the third component of the
angular-momentum operator determines the total proton spin in terms of separate contributions
from spin and orbital angular momentum of its constituents [2, 115]
〈p, sz|Jz|p, sz〉 = 1
2
∆Σ(µ2) +
∑
q
Lq(µ2) + Jg(µ2) ≡
∑
q
Jq(µ2) + Jg(µ2) =
1
2
, (3.149)
where the meaning of different terms is self-explanatory. We introduced an explicit renormalization
scale dependence for separate terms which are not conserved in distinction to the total sum which
has zero anomalous dimension and, hence, is scale-invariant.
3.6.4 Gravitational form factors
There are no known processes where the forward matrix element of the angular momentum op-
erator (3.149) can be measured. The angular momentum three-vector is a coordinate moment
of the momentum three-vector. A similar situation occurred previously in case of electromag-
netic form factors where the nucleon magnetic moment, which corresponds to the coordinate
moment of the electric current, was given by zero-recoil limit of the non-forward matrix element
of the electomagnetic current. Similarly, the form factors in the off-forward matrix element of
the energy-momentum tensor will allow to access the coordinate moment of the three-momentum
operator. Since graviton couples to the symmetric energy-momentum tensor (see Appendix E)
these gravitational form factors would be “measurable” in elastic graviton-nucleon scattering. Ob-
viously, such an experiment is not feasible. As we will discuss later in this paper, one can access
them in light-cone dominated Compton scattering. This was the seminal observation in Ref. [2].
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Figure 9: Pressure and shear on the nucleon’s surface, considered as a continuous medium.
The quark (3.110) and gluon (3.111) components of the QCD energy-momentum tensor have the
following form factor decomposition [116, 2]
〈p2|Θa,µν|p1〉 = 12
(
Ha(∆2)p{µhν} + Ea(∆2)p{µeν} + Da(∆2)
∆µ∆ν − gµν∆2
2MN
b
)
± D˜(∆2)MNgµνb , (3.150)
where a = q, g and the symmetrization of indices is defined as {µν} = 1
2
(µν + νµ). The form
factors introduced here are related to the ones arising in the decomposition of the twist-two vector
operators (3.123) via
Ha = Ha2,0 , E
a = Ea2,0 , D
a = Da2 . (3.151)
Note that contrary to the electromagentic form factors, the form factors of the quark and gluon
parts of the energy-momentum tensor separately depend on the resolution µ (not displayed explic-
itly) of the hard probe they are measured with. This is a consequence of their non-conservation,
which is reflected in the presence of an extra form factor D˜. It disappears in the form factor
decomposition of the total energy-momentum tensor Θµν = Θq,µν + Θg,µν. In the following, we
discuss only matrix elements of the total energy-momentum tensor and thus eliminate the super-
script a = q, g from the form factors. Due to the conservation of the total energy-momentum
tensor, all of its form factors are scale independent. Finally, let us add for completeness the tensor
decomposition of the matrix element of a spin-zero target,
〈p2|Θµν |p1〉 = 12
(
pµpνθ2(∆
2) + (gµν∆2 −∆µ∆ν)θ1(∆2)
)
. (3.152)
In order to uncover the physical interpretation of the form factors in the parametrization
(3.150), one performs the same analysis with wave packets as was done for the matrix element
of the quark electromagnetic current in Section 2.2.2. As a result the Breit-frame gravitational
form factors naturally appear to be the Fourier transforms of spatial characteristics of the nucleon
[117, 118, 119, 120].
• The time component Θ00 is the energy density and thus its matrix element between the
proton states localized at R = 0 measures the mass distribution inside the nucleon. Its is
related to the gravito-electric form factor [117, 118, 119, 120],
∫
d3r e−i∆·r〈0|Θ00(r)|0〉 =MN
√
1 +
∆2
4M2N
w∗2w1
(
H − ∆
2
4M2N
(E −D)
)
(−∆2) . (3.153)
65
Note that the mass distribution of constituents is different from their charge distribution due
to the presence of electromagnetically neutral gluons inside hadrons which do not contribute
to the electromagnetic form factors. At zero recoil,∆ = 0, the matrix element of the energy-
momentum tensor gives the nucleon’s momentum fractions carried by its constituents10 which
is obviously
H(0) =
∑
a=q,g
Ha(0) =
∑
a=q,g
∫ 1
−1
dx x fa(x) = 1 . (3.154)
The separate components of this sum
P a =
∫ 1
−1
dx x fa(x) , (3.155)
define the fraction of hadron’s momentum carried by the a-parton and are measurable in
deeply inelastic scattering.
• The time-spatial component of the energy-momentum tensor Θ ≡ (Θ01, Θ02, Θ03) defines
the three-dimensional distribution of the orbital angular momentum and is related to the
nucleon gravito-magnetic form factor∫
d3r e−i∆·r〈0|Θ0k(r)|0〉 = i
4
√
1 +
∆2
4M2N
w∗2[∆× σ]kw1 (H + E) (−∆2) . (3.156)
To clearly see the physical content, we expand both sides of this equation up to terms linear
in the momentum transfer ∆ and finds
〈0|J |0〉 =
∫
d3r 〈0|[r ×Θ(r)]|0〉 = s
2
(H(0) + E(0)) , (3.157)
cf. (3.147). Thus, the gravito-magnetic form factor is normalized at zero recoil to the frac-
tions of total nucleon spin carried by the angular momentum of quarks and gluons [2],
Ja =
1
2
(Ha(0) + Ea(0)) , (3.158)
with total angular momentum being, of course, the nucleon spin∑
q
Jq + Jg = 1
2
.
This result, together with Eq. (3.154) immediately implies that the total gravitomagnetic
moment is zero [121, 122, 123] (cf. [124])∑
q
Eq(0) + Eg(0) = 0 . (3.159)
10Note however that the contributing time components of the energy momentum tensor in Eq. (3.153) do contain
interaction dependent terms in the light-cone gauge A+ = 0 and thus differ in interpretation from the momentum
sum rule (3.155) which involves the matrix element of the interaction-independent light-cone projection of energy-
momentum tensor 〈p|Θ++|p〉. See Ref. [114] for a thorough discussion on this issue.
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• Finally, the spatial components of the energy-momentum tensor in the Breit frame allow
one to separate the remaining form factor D(∆2),
∫
d3r e−i∆·r〈0|Θjk(r)|0〉 = ∆
j∆k −∆2δjk
4MN
√
1 +
∆2
4M2N
w∗2w1D(−∆2) . (3.160)
Considering the nucleon as a continuous medium of partons, the stress tensor Θij(r) is a
density of flow of the i-th component of the momentum in the direction of the j-th axis
through the unit area in a unit time interval. In other words, it characterizes the force
ΘijdSj experienced by quarks in an infinitesimal surface element dSj at a distance r from
the center of the nucleon. We can introduce the following parametrization of the total static
stress tensor
〈0|Θjk(r)|0〉 = s(r)
(
rirj
r2
− 1
3
δij
)
+ p(r)δij , (3.161)
in terms of the scalar functions which describe shear the s(r) and pressure p(r), see Fig.
9. They are related to each other by conservation of the total energy-momentum tensor.
The function p(r) can be interpreted as the radial distribution of the “pressure” inside the
nucleon. Thus a detailed distribution of forces can be extracted from the ∆2-dependence of
D(∆2). Namely, substituting Eq. (3.161) into Eq. (3.160) one finds that this form factor is
related to the Fourier transform of the shear√
1 +
∆2
4M2N
∆2D(−∆2)w∗2w1 = 6MN
∫
d3r e−i∆·rs(r)
(
rirj
r2
− 1
3
δij
)
∆j∆k
∆2
. (3.162)
By taking the light-cone projection of the energy-momentum tensor and comparing it to the
polynomial form of the moments of generalized parton distributions (3.125), one finds the following
relations∫ 1
−1
dx xHq(x, η,∆2) = Hq(∆2) + η2Dq(∆2) ,
∫ 1
−1
dx xEq(x, η,∆2) = Eq(∆2)− η2Dq(∆2) ,∫ 1
0
dxHg(x, η,∆2) = Hg(∆2) + η2Dg(∆2) ,
∫ 1
0
dxEg(x, η,∆2) = Eg(∆2)− η2Dg(∆2) .
(3.163)
As it is clear from our presentation, the ∆2-dependence of the GPDs provides us with a very
detailed spatial images of the nucleon. So far, we have addressed just their lowest two moments.
As we found, the first moment corresponds to electromagnetic and weak form factors, while the
second is expressed through the gravitational form factors. These two moments give charge,
magnetization, mass and angular momentum distributions inside the proton. Higher moments of
GPDs correspond to coupling of the higher-spin probes to the proton and shed light on its more
complicated characteristics.
3.7 Wave functions and distribution amplitudes
As should be anticipated from our previous discussion and graphical representation of GPDs in
Fig. 8, in case when the incoming or outgoing momentum is set to zero, a GPD reduces to a
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Figure 10: Two-particle distribution amplitude.
function of a single variable. This function formally resembles the meson distribution amplitude.
A meson distribution amplitude (DA) actually parametrizes a vacuum-to-hadron or hadron-to-
vacuum matrix element of a non-local light-cone operator11
〈p|ψ¯(z−1 )γ+ψ(z−2 )|0〉 = −ip+fM
∫ 1
0
du eip
+(uz−1 +u¯z
−
2 )φM(u) . (3.164)
Expressing DA in the light-cone formalism in terms of creation and annihilation operators, as
shown in Fig. 10,
ifMφM(u) =
1√
uu¯
∑
λ=↑↓
∫
d2k⊥
(2π)3
〈p|b†λ(up+,k⊥)d†−λ(u¯p+,−k⊥)|0〉
〈p|p〉 , (3.165)
one can see that the function is obviously not a density.
The discussion of distribution amplitudes and their k⊥-unintegrated generalization (wave func-
tions) has double purpose. First, distribution amplitudes enter as building blocks into numerous
exclusive processes via factorization theorems together with GPDs (see Section 6.3.4). Thus they
should be treated as another unknown factors in the description of these processes, and they
should be understood in order to use those particular reactions for extraction of GPDs. Sec-
ond, the light-cone wave functions are genuinely fundamental objects encoding information about
hadronic structure on the amplitude level. They can be used to represent a number of hadronic
observable in their terms. Formally, this reduces the problem of describing hadronic processes
to the computation of the wave functions from first principles. In the following few sections, we
provide first a short classification of meson distribution amplitudes, to be used later on in the
process of description of hard exclusive meson production. Next, we outline the theory of baryon
wave functions with non-zero orbital angular momentum, and use them in the study of the overlap
representation of GPDs.
3.7.1 Meson distribution amplitudes
Leading twist meson distribution amplitudes (3.164), which will appear in our discussion of phe-
nomenology of hard exclusive meson production, are classified below in few important cases by
the spin and parity of hadrons involved. Let us provide a compendium of results.
• Pseudoscalar distribution amplitudes:
〈π+(p)|u¯(z−1 )γ+γ5d(z−2 )|0〉 = −ip+f+π
∫ 1
0
du eip
+(uz−1 +u¯z
−
2 )φπ(u) , (3.166)
11Here we do not display the gauge links. Their presence is tacitly implied.
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param. \ M π+ K− ρ+ ρ0 ω
fM , MeV 132 159± 1.3 195± 7 216± 5 195
aM1 0 0.10± 0.12 0 0 0
aM2 0.19 - 0.18± 0.10 −0.1± 0.2 -
aM4 -0.13 - - - -
Table 5: Decay constants [110] and magnitude of the first nontrivial harmonics in the partial
wave expansion of mesonic distribution amplitudes at the scale µ2 ≈ 1GeV2 for π+ [126] (also
a2j ∼ 10−3 for i = 3, 4, 5 was given there), K− [127, 128] (however, cf. [129]), ρ+ [125], ρ0 [130].
〈K+(p)|u¯(z−1 )γ+γ5s(z−2 )|0〉 = −ip+f+K
∫ 1
0
du eip
+(uz−1 +u¯z
−
2 )φK(u) . (3.167)
Notice that as a consequence of the SU(2) and charge symmetry we have the relations between
matrix elements involving kaons
〈K+(p)|u¯(z−1 )γ+γ5s(z−2 )|0〉 = 〈K−(p)|s¯(z−1 )γ+γ5u(z−2 )|0〉 (3.168)
= 〈K0(p)|d¯(z−1 )γ+γ5s(z−2 )|0〉 = 〈K¯0(p)|s¯(z−1 )γ+γ5d(z−2 )|0〉 .
• Distribution amplitudes of longitudinally polarized vector mesons:
〈ρ+L(p)|u¯(z−1 )γ+d(z−2 )|0〉 = p+f+ρ
∫ 1
0
du eip
+(uz−1 +u¯z
−
2 )φρ(u) , (3.169)
〈ρ0L(p)|
1√
2
(
u¯(z−1 )γ
+u(z−2 )− d¯(z−1 )γ+d(z−2 )
) |0〉 = p+f 0ρ ∫ 1
0
du eip
+(uz−1 +u¯z
−
2 )φρ(u) ,
〈ω0L(p)|
1√
2
(
u¯(z−1 )γ
+u(z−2 ) + d¯(z
−
1 )γ
+d(z−2 )
) |0〉 = p+f 0ω ∫ 1
0
du eip
+(uz−1 +u¯z
−
2 )φω(u) .
A convenient partial-wave expansion of distribution amplitudes is accomplished in terms of Gegen-
bauer polynomials, the eigenfunctions of QCD evolution equations (this will be explained in the
next chapter),
φM(u) = 6uu¯
∞∑
n=0
aMn C
3/2
n (2u− 1) , aM0 = 1 . (3.170)
The decay constants and hadronic parameters aMn for different mesons are summarized in Table
5.
3.7.2 Nucleon wave function with orbital momentum
The Fock decomposition of a hadronic state is made in components with increasing number of
constituents populating the hadron. It starts with the minimally possible configuration, which is
a quark-antiquark pair for a meson or three quarks for a baryon. Below, we limit our discussion to
the lowest three-quark component of the nucleon wave functions and classify them with respect to
quark orbital angular momentum [131]. These wave functions are used both to unravel information
contained in matrix elements and to provide a nonperturbative description of nucleon observables
where the orbital momentum plays a significant role, like for instance the Pauli form factor [134,
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135, 123, 132], or the hadron helicity-flip GPD Eq [123, 131] encoding the magnitude of angular
momentum carried by the quarks, etc. We consider below the proton state with helicity-up and
introduce the parametrization of the vacuum-to-proton matrix elements at equal light-cone time
z+ = 0 in terms of coordinate-space wave function with quark orbital angular momentum Lz. The
following three-quark spin and orbital momentum configurations are possible in order to build up
the nucleon state with the projection szp = 1/2 of its spin:
szp = 1/2 : ↑↓↑ =
∑
q s
z
q = 1/2 , L
z = 0 ,
↓↓↑ = ∑q szq = −1/2 , Lz = 1 ,
↑↑↑ = ∑q szq = 3/2 , Lz = −1 ,
↓↓↓ = ∑q szq = −3/2 , Lz = 2 .
(3.171)
They correspond to the following set of coordinate-space wave functions parametrizing three-quark
operators with the quantum numbers of the proton [131].
• Lz = 0:
〈0|ε
abc
√
6
(
ua+↑(z1)Cγ
+ub+↓(z2)
)
dc+↑(z3)|p↑〉 = ψ1(z1, z2, z3)p+u+↑(p) , (3.172)
〈0|ε
abc
√
6
(
ua+↑(z1)Ciσ
+iub+↑(z2)
)
dc+↓(z3)|p↑〉 =
(
ψ1(z1, z3, z2) + ψ1(z2, z3, z1)
)
p+γiu+↑(p) .
• Lz = 1:
〈0|ε
abc
√
6
(
ua+↑(z1)Cγ
+ub+↓(z2)
)
dc+↓(z3)|p↑〉 = −i
(
6∇1⊥ψ3(z1, z2, z3)+ 6∇2⊥ψ4(z1, z2, z3)
)
p+u+↑(p) ,
〈0|ε
abc
√
6
(
ua+↓(z1)Ciσ
+iub+↓(z2)
)
dc+↑(z3)|p↑〉 (3.173)
= i
(
∇i+1
(
ψ4(z3, z1, z2)− ψ3(z3, z1, z2)− ψ3(z3, z2, z1)
)
+∇i+2
(
ψ4(z3, z2, z1)− ψ3(z3, z2, z1)− ψ3(z3, z1, z2)
))
p+u+↑(p) .
• Lz = −1:
〈0|ε
abc
√
6
(
ua+↑(z1)Ciσ
+iub+↑(z2)
)
dc+↑(z3)|p↑〉 (3.174)
= i
(
∇i−1
(
ψ5(z1, z3, z2)− ψ5(z1, z2, z3)
)
+∇i−2
(
ψ5(z2, z3, z1)− ψ5(z2, z1, z3)
))
p+u+↑(p) ,
• Lz = 2:
〈0|ε
abc
√
6
(
ua+↓(z1)Ciσ
+iub+↓(z2)
)
dc+↓(z3)|p↑〉 (3.175)
= 2i2 S
ij
(
∇i+1∇j⊥2
(
ψ6(z1, z2, z3) + ψ6(z2, z1, z3)− ψ6(z1, z3, z2)− ψ6(z2, z3, z1)
)
+∇i+1∇j⊥1ψ6(z1, z3, z2) +∇i+2∇j⊥2ψ6(z2, z1, z3)
)
p+u+↑(p) ,
where in the last equality we introduced the symmetrization and trace subtraction operation for
two-dimensional indices Sij tij ≡ 12(tij + tji− δijtkk). The charge conjugation matrix C used above
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is defined in Eq. (A.8) and ∇⊥ ≡ ∂/∂z⊥ is the transverse derivative. We also introduced the
holomorphic and antiholomorphic derivatives
∇i− ≡ ∇i − iεij∇j = ei⊥
∂
∂z⊥
, ∇i+ ≡ ∇i + iεij∇j = e¯i⊥
∂
∂z¯⊥
(3.176)
with respect to holomorphic z⊥ ≡ zx + izy and antiholomorphic z¯⊥ ≡ zx − izy coordinates. The
two-dimensional vectors involved here were previously introduced in Eq. (3.8).
The Fourier transform of the coordinate-space wave functions leads to the conventional light-
cone wave functions,
ψ(z1, z2, z3) =
∫
[dx][d2k⊥]ψ(κ1, κ2, κ3) exp
(
−ip+
3∑
i=1
xiz
−
i + i
3∑
i=1
ki⊥ · zi⊥
)
, (3.177)
where we used a short-hand notation for the argument of the momentum-space wave function
κi ≡ (xi,ki⊥) = (xi, kxi , kyi ) . (3.178)
We have taken into account that the wave functions depend on the momentum variables via the
light-cone momentum fractions xi = k
+
i /p
+ and transverse momenta ki⊥ with respect to the
momentum of the parent hadron. This is an immediate consequence of the Lorentz invariance on
the light cone. The integration measures are12
[dx] ≡ δ (x1 + x2 + x3 − 1)
3∏
i=1
dxi , [d
2k⊥] ≡ (2π)3δ(2) (k1⊥ + k2⊥ + k3⊥)
3∏
i=1
d2ki⊥
(2π)3
. (3.179)
Using the definitions of the coordinate-space wave functions, one can easily find the nucleon
state in terms of components possessing different angular momentum,
|p↑〉 = |p↑〉L=0 + |p↑〉L=1 + |p↑〉L=−1 + |p↑〉L=2 , (3.180)
by evaluating the matrix elements with the nucleon state (3.172) – (3.175) at zero light-cone time,
see Appendix D. A simple calculation yields the nucleon states expressed via the momentum
space wave functions defined in Eq. (3.177),
|p↑〉L=0 = 1
2
∫
[dx][d2k⊥]√
x1x2x3
ψ1(κ1, κ2, κ3)
× ε
abc
√
6
ba†u (κ1, ↑)
{
bb†u (κ2, ↓)bc†d (κ3, ↑)− bb†d (κ2, ↓)bc†u (κ3, ↑)
}
|0〉 , (3.181)
|p↑〉L=1 = 1
2
∫
[dx][d2k⊥]√
x1x2x3
{k1⊥ψ3(κ1, κ2, κ3) + k2⊥ψ4(κ1, κ2, κ3)}
× ε
abc
√
6
{
ba†u (κ1, ↑)bb†u (κ2, ↓)bc†d (κ3, ↓)− ba†d (κ1, ↑)bb†u (κ2, ↓)bc†u (κ3, ↓)
}
|0〉 , (3.182)
|p↑〉L=−1 = 1
2
∫
[dx][d2k⊥]√
x1x2x3
k¯1⊥ψ5(κ1, κ2, κ3)
12Our conventions for the integration measures as well as the relation between the coordinate and momentum
space wave functions differ from the ones accepted in Ref. [10] where the standard Brodsky-Lepage normalization
[240] was assumed.
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× ε
abc
√
6
ba†u (κ1, ↑)
{
bb†d (κ2, ↑)bc†u (κ3, ↑)− bb†u (κ2, ↑)bc†d (κ3, ↑)
}
|0〉 , (3.183)
|p↑〉L=2 = 1
2
∫
[dx][d2k⊥]√
x1x2x3
k1⊥k3⊥ψ6(κ1, κ2, κ3)
× ε
abc
√
6
ba†u (κ1, ↓)
{
bb†d (κ2, ↓)bc†u (κ3, ↓)− bb†u (κ2, ↓)bc†d (κ3, ↓)
}
|0〉 . (3.184)
Here we introduced the holomorphic and antiholomorphic momenta
ki⊥ ≡ kxi + i kyi , k¯i⊥ ≡ kxi − i kyi (3.185)
respectively. The state with zero orbital angular momentum is normalized as follows
L=0〈p2↑|p1↑〉L=0 = 4p+1 (2π)3δ(p+1 − p+2 )δ(2)(p1⊥ − p2⊥)
∫
[dx][d2k⊥]|ψ1(κ1, κ2, κ3)|2 . (3.186)
The proton state with helicity-down can be obtained from the above Eqs. (3.181) – (3.184) making
use of the Jacob-Wick transformation Y ,
Y|psz〉 ≡ e−iπJyP|psz〉 = (−1)s−sz |p−sz〉 (3.187)
which consists of a sequence of the spatial reflection P (see Section 3.2.8) and the spatial rotation
Jy (3.147) by 180◦ around the y-axis [133].
A few comments are in order concerning the properties of wave functions. As we know from
Section 3.2.8, under the reversal of spatial parity, the three-components of the proton momentum
change their sign, so that (p0,p) becomes (p0,−p). Under the time reversal, the momentum
changes in the same way. Therefore, under combined time-reversal and parity transformations,
the momentum of the proton is left intact (see Eq. (3.51)). The same is true for the quark momenta.
On the other hand, the helicity changes sign under the combined parity and time reversal, and
hence the proton state |p↑〉 is transformed into |p↓〉. Similar changes occur for the quark states.
As we mentioned before, the time reversal acting on c-numbers replaces them with their complex
conjugates. Thus, under the combined reflection of space and time, a positive-helicity proton
state becomes a negative-helicity state |p↓〉, with complex-conjugated wave function; flipped quark
helicities, and kx±iky becoming kx∓iky. The transformed state is also accompanied by the phase
factors (−1)s−sz (see Eq. (3.51)). Comparing the resulting expression with the ones calculated by
means of the Jacob-Wick transformation (3.187), which does not involve the complex conjugation,
we find that all of the wave function amplitudes must be real,
ψ∗i = ψi . (3.188)
This result, however, holds provided the gauge condition imposed on the gluon field is also invariant
under the discrete symmetries. In the light-cone gauge, the condition A+ = 0 does not fix the gauge
completely, one must specify additional boundary conditions for the gauge field (see Appendix D).
This additional gauge fixing might not be invariant under the combined parity and time reversal.
For example, the advanced and retarded boundary conditions transform into each other under the
time reversal transformation; however, the principal value prescription is self-conjugate. In the
former two cases, the wave function no longer obey the reality condition.
Finally, it is instructive to establish relations between the wave functions with non-zero orbital
angular momentum and higher-twist distribution amplitudes, which involve the “bad” component
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of the quark field. This can be done for the twist-four distribution amplitudes where a complete
classification is available [136]. The bridge is built by integrating the momentum-space wave
functions over the transverse momentum with appropriate weight factors. The definitions of the
twist-four distribution amplitudes may be found in Ref. [136]. For reference purposes, we present
here the expression for the leading twist-three proton’s distribution amplitude
〈0|ε
abc
√
6
(
ua+↑(z
−
1 )Cγ
+ub+↓(z
−
2 )
)
dc+↑(z
−
3 )|p↑〉 (3.189)
= p+u+↑(p)
∫
[dx] exp
(
−ip+
3∑
i=1
xiz
−
i
)
Φ3(x1, x2, x3) .
and the complete set of twist-four distribution amplitudes13
〈0|ε
abc
√
6
(
ua+↑(z
−
1 )Cγ
+ub+↓(z
−
2 )
)
γ−dc−↑(z
−
3 )|p↑〉 (3.190)
=MNu+↓(p)
∫
[dx] exp
(
−ip+
3∑
i=1
xiz
−
i
)
Φ4(x1, x2, x3) ,
〈0|ε
abc
√
6
(
ua+↑(z
−
1 )Cγ
i
⊥u
b
−↓(z
−
2 )
)
γi⊥d
c
+↓(z
−
3 )|p↑〉 (3.191)
= −MNu+↑(p)
∫
[dx] exp
(
−ip+
3∑
i=1
xiz
−
i
)
Ψ4(x1, x2, x3) ,
〈0|ε
abc
√
6
(
ua−↑(z
−
1 )Cu
b
+↑(z
−
2 )
)
dc+↑(z
−
3 )|p↑〉 (3.192)
= −MN
2
u+↑(p)
∫
[dx] exp
(
−ip+
3∑
i=1
xiz
−
i
)
Ξ4(x1, x2, x3) .
Neglecting the dynamical quark-gluon correlations, the desired connection between Eqs. (3.172)
– (3.175) and Eqs. (3.190) – (3.192) is found by solving the free Dirac equation 6∂ψ = 0 for the
“bad” components,
ψ−(z−, z⊥) =
i
2
∫
dz′−
2π
∫
dx
x
eix(z
−−z′−)γ+γ⊥ ·∇⊥ψ+(z′−, z⊥) , (3.193)
where the prescription on the pole in x has to be chosen according to the boundary condition on
the gauge field (see Appendix D). Using the expressions for nucleon state (3.180), we finally get
the representation for the distribution amplitudes in terms of the wave functions [132]
Φ3(x1, x2, x3) =
∫
[d2k⊥]ψ1(κ1, κ2, κ3) , (3.194)
Φ4(x2, x1, x3) =
1
MNx3
∫
[d2k⊥]k3⊥ ·
(
k1⊥ψ3(κ1, κ2, κ3) + k2⊥ψ4(κ1, κ2, κ3)
)
, (3.195)
Ψ4(x1, x2, x3) =
1
MNx2
∫
[d2k⊥]k2⊥ ·
(
k1⊥ψ3(κ1, κ2, κ3) + k2⊥ψ4(κ1, κ2, κ3)
)
, (3.196)
13Note that we have changed the overall normalization of these distribution amplitude as compared to the original
definition in Ref. [136], namely our Φ is Φ = −1
2
√
6
Φ[136].
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Figure 11: Partonic content of generalized parton distributions in different regions of the
momentum-fraction space.
Ξ4(x1, x2, x3) =
1
MNx1
∫
[d2k⊥]k1⊥ ·
(
k1⊥
(
ψ5(κ1, κ3, κ2)− ψ5(κ1, κ2, κ3)
)
(3.197)
+k2⊥
(
ψ5(κ2, κ3, κ1)− ψ5(κ2, κ1, κ3)
))
.
Note the interchange of the first and second arguments in Φ4!
3.7.3 Partonic content of GPDs
To get a clear physical understanding of the structure of GPDs with respect to the interplay of the
Feynman momentum fraction and the skewness dependence, it is instructive to use the light-cone
approaches, like we did for the parton distributions in Eq. (2.74) and distribution amplitudes in Eq.
(3.165). In the light-cone quantization formalism, the even-parity generalized parton distribution
of a quark can be written in terms of creation and annihilation operators. In the region x > η, it
has the representation [7, 137, 138]
F q(x, η,∆2)|x>η = 1√
x2 − η2
∑
λ=↑↓
∫
d2k⊥
(2π)3
(3.198)
× 〈p2|b
†
λ
(
1
2
(x− η)p+,k⊥ − 12∆⊥
)
bλ
(
1
2
(x+ η)p+,k⊥ + 12∆⊥
) |p1〉
〈p|p〉 ,
where the normalization condition 〈p|p〉 = 2p+(2π)3δ(3)(0) is implied. This representation has the
form resembling the expression for the quark distribution, cf. (2.74), and coincides with it when
p1 = p2. In the region x < −η, the GPD has the form analogous to the antiquark distribution,
F q(x, η,∆2)|x<−η = − 1√
x2 − η2
∑
λ=↑↓
∫
d2k⊥
(2π)3
(3.199)
× 〈p2|d
†
λ
(
1
2
(|x| − η)p+,k⊥ − 12∆⊥
)
dλ
(
1
2
(|x|+ η)p+,k⊥ + 12∆⊥
) |p1〉
〈p|p〉 .
Finally, in the central region |x| < η
F q(x, η,∆2)||x|<η = − 1√
η2 − x2
∑
λ=↑↓
∫
d2k⊥
(2π)3
(3.200)
× 〈p2|b
†
λ
(
1
2
(x− η)p+,k⊥ − 12∆⊥
)
d†−λ
(−1
2
(x+ η)p+,−k⊥ − 12∆⊥
) |p1〉
〈p|p〉 ,
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we recover the form analogous to that encountered in the distribution amplitude (3.165). These
representations are graphically illustrated in Fig. 11. Thus, in different regions of the momentum-
fraction space, GPDs share common properties with conventional inclusive parton densities for
|x| > η, and exclusive distribution amplitudes for |x| < η, which illustrates their hybrid nature
with respect to the longitudinal momentum.
3.7.4 Overlap representation of GPDs
In order to exhibit further their partonic content, the generalized parton distribution can be
represented in terms of the light-cone wave functions. Restricting ourselves only to the low-
est Fock component of the nucleon wave function—i.e., that containing the minimal number of
constituents—one can express a GPD in terms of wave functions only in the “inclusive” domain
|x| > η. The “exclusive” central region obviously requires the interference of hadron wave func-
tions which differ by two constituents, as can be seen from the middle graph in Fig. 11, and thus
involve three- and five-particle light-cone wave functions. In the absence of a complete classifica-
tion scheme for the latter, we will not discuss this sector at all. For a generic representation in all
regions of the momentum fraction space, we refer to Refs. [139, 138].
Let us give a sample formula for the d-quark14 helicity nonflip combination of GPDs via the
wave functions introduced in Section 3.7.2 for∆⊥ = 0. Using the Dirac bilinears in the light-cone
frame given in Eq. (A.34), we get the expression in terms of the wave function with zero orbital
angular momentum Lz = 0, thus neglecting contributions with |Lz| > 0,
Hd(x, η,∆2min)−
η2
1− η2E
d(x, η,∆2min) =
∫
[dx][d2k⊥] (3.201)
×
{
δ (x3 − x)ψ∗1
(
x1
1− η ,
x2
1− η ,
x3 − η
1− η ,k1⊥,k2⊥,k3⊥
)
ψ1
(
x1
1 + η
,
x2
1 + η
,
x3 + η
1 + η
,k1⊥,k2⊥,k3⊥
)
+δ (x2 − x)ψ∗1
(
x1
1− η ,
x2 − η
1− η ,
x3
1− η ,k1⊥,k3⊥,k3⊥
)
ψ1
(
x1
1 + η
,
x2 + η
1 + η
,
x3
1 + η
,k1⊥,k2⊥,k3⊥
)}
.
The additional terms with the overlap of ψ3,4 with ψ5 are quite analogous to the displayed ones,
however, they enter suppressed by a typical factor 〈k2⊥〉/M2N , where 〈k2⊥〉−1/2 ≈ 300MeV is the
average transverse momentum of quarks in the hadron wave function. Notice that for∆⊥ = 0, the
invariant momentum transfer squared ∆2 does not vanish but rather takes some minimal value
∆2min = −
4η2M2N
1− η2 . (3.202)
When η = 0, one gets the conventional overlap representation of Feynman’s parton distributions.
In case ∆⊥ 6= 0, the formula has to be modified as follows. Consider a reference frame where
the incoming hadron has no transverse momentum p⊥1 = 0, while the outgoing proton carries
a non-vanishing transverse momentum equal to the total momentum transferred p⊥2 = −∆⊥.
Then, the arguments of the final-state wave functions change to
ki → ki − 1− xi
1− η ∆⊥ (3.203)
14The only reason to chose the d-quark is that the expression is more concise in this case, since there is only one
d-quark in the lowest Fock component of the proton wave function.
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Figure 12: Momentum flow in a double distribution.
for the active parton, i.e., those with i = 3 and i = 2 for the first and second term of Eq. (3.201),
respectively, and
ki → ki + xi
1− η∆⊥ , (3.204)
for the remaining passive partons. This shift is well-known from the Drell-Yan formula for elastic
form factors [206]. The representation in the region x < −η is obtained by reversing the overall
sign and replacing x→ −x in the argument of the δ-function.
The hadron helicity flip amplitude expressed in terms of the GPD E can be represented in
terms of the interference of the spherically symmetric wave function ψ1 and those with non-zero
orbital angular momentum, i.e., E ∼ c1ψ∗1ψ3 + c2ψ∗1ψ4 + c3ψ∗5ψ6 + h.c. [131].
3.8 Double distributions
Another complimentary and instructive way to look at GPDs is to treat them as kinematic “hy-
brids” of the usual parton densities q(β) and distribution amplitudes φ(α). Indeed, q(β) corre-
sponds to the forward limit ∆ = 0 of the generalized parton distributions, when the momentum
p flows only in the s-channel and the outgoing parton carries the momentum βp+/2 of its parent
hadron with momentum p+/2 (see Fig. 12). On the other hand, if we take p = 0, the momentum
∆ flows in the t-channel only and is shared in fractions (1+α)∆+/2 and (1−α)∆+/2 between the
partons (both momenta treated as outgoing). In general case, we deal with superposition of two
momentum fluxes; then the plus components k+i of the parton momenta ki can be represented as
k+1 = β
p+
2
+
1 + α
2
∆+ , k+2 = β
p+
2
− 1− α
2
∆+ . (3.205)
This decomposition corresponds to the following parametrization for the matrix element of the
composite operator (3.4) constructed out of scalar field operators φ, [1, 3, 4, 6, 140].
〈p2|Oφφ(−z−, z−)|p1〉 =
∫
Ω
dβ dα e−iβz
−p+−iαz−∆+fφ(β, α,∆2)
=
∫ 1
−1
dx e−ixz
−p+F φ(x, η,∆2) . (3.206)
In the second line we have given for comparison the parametrization in terms of a GPD, see Eq.
(3.23).
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The support area for fφ(β, α,∆2) is shown in Fig. 13. For any Feynman diagram, the spectral
constraint |β| + |α| ≤ 1 can be proved in the α-representation [1, 6] using the approach of Ref.
[141]. Hence, ∫
Ω
dβ dα =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα . (3.207)
Comparing Eq. (2.62) with the ∆ = 0 limit of the DD definition (3.206) one can find the
“reduction formulas” relating the double distribution f(β, α,∆2 = 0) to the scalar parton distri-
bution ∫ 1−β
−1+β
dα fφ(β, α,∆2 = 0) = fφ(β) . (3.208)
Hence, the positive-β and negative-β components of the double distribution fφ(β, α,∆2 = 0) can
be treated as nonforward generalizations of quark and antiquark densities, respectively. The usual
“forward” densities q(β) and q¯(β) are thus given by integrating fφ(β, α,∆2 = 0) over vertical lines
β = const for β > 0 and β < 0, respectively.
Due to hermiticity and time-reversal invariance properties of nonforward matrix elements,
established in Section 3.2.8, the DDs are even functions [142] of the variable α, which is conjugate
to the skewness η
fφ(β, α,∆2) = fφ(β,−α,∆2) . (3.209)
Equation (3.206) allows one to establish a relation between the GPD F φ(x, η,∆2) and the DD
fφ(β, α,∆2). The former is given as an integral of the latter, namely,
F φ(x, η,∆2) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα δ(β + ηα− x)fφ(β, α,∆2) . (3.210)
The α-integration in the DD can be done by means of the delta-function with the result
F φ(x, η) =
∫ 1
−1
dβ
η
Ξ(β|x, η)fφ
(
β,
x− β
η
)
, (3.211)
where the step function defining the integration limits reads
Ξ(β|x, η) = θ(x > η)θ
(
x+η
1+η
> β > x−η
1−η
)
+ θ(−η > x)θ
(
x+η
1−η > β >
x−η
1+η
)
+ θ(η > x > −η)θ
(
x+η
1+η
> β > x−η
1+η
)
. (3.212)
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In this derivation, DDs are the starting point, while GPDs are obtained from them by an
integration. However, even if one starts directly with GPDs, the latter possess the polynomiality
property which can be naturally incorporated only within the formalism of double distributions.
Namely, the xj moment of F φ(x, η,∆2) must be a jth order polynomial of η. This restriction on
the interplay between x and η dependence of F φ(x, η,∆2) follows [7] from the simple fact that the
Lorentz indices µ1 . . . µj of the nonforward matrix element of a local twist-two operator R2,φφµ1...µj
can be carried either by pµ or by ∆µ, as we clarified in Section 3.5. As a result,
nµ1 . . . nµj 〈p2|R2,φφµ1...µj |p1〉 = nµ1 . . . nµj
{
pµ1 . . . pµjF
φ
j,0 +∆µ1 . . . pµjF
φ
j,1 + . . .+∆µ1 . . .∆µjF
φ
j,j
}
=
j∑
k=0
(p+)j−k(∆+)kF φj,k = (p
+)j
j∑
k=0
ηkF φj,k . (3.213)
The derivation of GPDs from DDs automatically satisfies the polynomiality condition (3.213),
since∫ 1
−1
dx xjF φ(x, η) =
∫
Ω
dβ dα (β + ηα)jfφ(β, α) =
j∑
k=0
ηk
(
j
k
)∫
Ω
dβ dα βj−kαkfφ(β, α) .(3.214)
Thus, the coefficients F φj,k are given by
F φj,k =
(
j
k
)∫
Ω
dβ dα βj−kαkfφ(β, α) ≡
(
j
k
)
fφj,k , (3.215)
i.e., they are proportional to the combined βj−kαk moments of the DD fφ(β, α). The symmetry
and support properties of DDs dictate a nontrivial interplay between j and k dependence of F φj,k’s
which should be respected in the process of modeling GPDs. After this observation, the use of
DDs is a natural step in building consistent parametrizations of GPDs.
3.8.1 Gauge transformation of double distributions
So far we have dealt with the matrix elements of a scalar operator of a spinless field (3.206).
However, in the case of a vector twist-two operator R2µ built either from spin-zero (φ†∂µφ) or spin-
one-half (ψ¯γµψ) fields, there is an open vector index µ. As a result, there appear extra Lorentz
structures in the decomposition of the matrix element which one should keep to avoid violation
of the polynomiality condition for GPDs. This complication was studied in Ref. [143], where it
was proposed to add an extra term, the so-called D-term [143] concentrated in the central region
|x| ≤ η only. Such contributions may arise from the t-channel exchange of mesonic-like states.
To illustrate the problem, let us consider the parametrization of the vector quark operator
R2,qqµ (−z, z) in terms of double distributions. Its matrix element has two components
〈p2|R2,qqµ (−z−, z−)|p1〉 = f q(z−) pµ + gq(z−)∆µ . (3.216)
Multiplying R2,qqµ with nµ one immediately finds
〈p2|Oqq(−z−, z−)|p1〉 =
∫
Ω
dβ dα e−iz
−(βp++α∆+)
{
p+f q(β, α) + ∆+ gq(β, α)
}
, (3.217)
78
where we introduced two double distributions corresponding to two structures in Eq. (3.216). The
function f q(β, α) is even in α, just as DD for the scalar operator, while gq(β, α) is odd in α because
∆ changes sign under the reversal of time. The corresponding GPD can be written as
Hq(x, η) =
∫
Ω
dβ dα δ(β + ηα− x) {f q(β, α) + η gq(β, α)} . (3.218)
Note, that the α-symmetry properties of f q(β, α) and gq(β, α) guarantee that Hq(x, η) is even in
η. The xj moments of Hq(x, η) are now given by∫ 1
−1
dx xjHq(x, η) ≡
j+1∑
k=0
ηkHqj+1,k (3.219)
= f qj,0 +
j∑
k=1
ηk
j!
k!(j − k + 1)!
[
(j − k + 1)f qj,k + kgqj,k−1
]
+ ηj+1gqj,j ,
where f qj,k and g
q
j,k, similarly to (3.215), are defined as β
j−kαk moments of the relevant DD. The
j+1 subscript in element Hqj+1,k indicates the total number of vector indices of the corresponding
local operator and also the highest possible power ηj+1 of η in the expansion of the xj moment
of Hq(x, η). The ηj+1 term can be obtained only from the DD gq(β, α). Alternatively, the zeroth
power of η can be obtained only from the DD f q(β, α). The ηk powers with 1 ≤ k ≤ j come both
from the f q(β, α) and gq(β, α) DDs in the combination (j − k + 1)f qj,k + kgqj,k−1. As a result, the
coefficients Hqj+1,k do not change under the transformation
f qj,k → f qj,k + kλqj,k , gqj,k−1 → gqj,k−1 + (j − k + 1)λqj,k . (3.220)
This means that separation ofHqj+1,k coefficients into f
q and gq parts is not unambiguous [143, 144].
However, in the double distribution representation (3.217), f q and gq contributions look like quite
distinct terms since they enter with different factors: p+ and ∆+, respectively. One can get rid
of the latter integrating (3.217) by parts. Assuming that DDs vanish at the boundaries of the
support region Ω, we obtain
z−〈p2|Oqq(−z−, z−)|p1〉 = −i
∫
Ω
dβ dα e−iz
−(βp++α∆+)
{
∂
∂β
f q(β, α) +
∂
∂α
gq(β, α)
}
. (3.221)
Thus, the functions f q and gq are defined modulo a “gauge transformation” [144]
f q(β, α)→ f q(β, α) + ∂
∂α
λq(β, α) , gq(β, α)→ gq(β, α)− ∂
∂β
λq(β, α) , (3.222)
with λq(β, α) being an odd function of α, vanishing at the boundaries of the DD support region15.
Since the f qj,0 term in (3.220) is unambiguously coming from an f
q-type DD, while the gqj,j term
only comes from a gq-type one, in general, the λq-transformation cannot completely eliminate
either one of the two DDs. But there are two possibilities of “almost complete” elimination.
• First, one can associate all the coefficients Hqj+1,k except the k = j + 1 one with an f q-type DD
treating them as
(
j
k
)
f qj,k, and consider only the last coefficient H
q
j+1,j+1 = g
g
j,j as coming from a
gq-type contribution. This decomposition corresponds to [143]
Hq(x, η) =
∫
Ω
dβ dα δ(β + ηα− x) f qD(β, α) + sgn(η)Dq(x/η) , (3.223)
15This restriction can be omitted, see Ref. [145] for the analysis of the situation when DD does not vanish on
the boundaries of the support region.
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where f qD(β, α) satisfies
∂f qD(β, α)
∂β
=
∂f q(β, α)
∂β
+
∂
∂α
[
gq(β, α)− δ(β)Dq(α)
]
, (3.224)
and the D-term [143] is given by∫ 1
−1
dααj Dq(α) = gqj,j or D
q(α) =
∫ 1−|α|
−1+|α|
dβ gq(β, α) . (3.225)
Since Dq(α) has the |α| ≤ 1 support, the D-term in GPD is entirely concentrated in the central
region |x| ≤ |η|. Obviously, Dq(α) is an antisymmetric function Dq(α) = −Dq(α) since gq(β, α)
is odd in α.
• Alternatively, we can decide that only the lowest coefficient Hqj,0 is related to an f q-type con-
tribution (given by f qj,0) and treat all other H
q
j,k coefficients as
(
j
k−1
)
gqj,k−1, thus associating them
with a gq-type DD. In this case [145]
Hq(x, η) = f q(x) + η
∫
Ω
dβ dα δ(β + ηα− x)gqF (β, α) , (3.226)
where now gqF (β, α) is a solution of
∂gqF (β, α)
∂α
=
∂gqF (β, α)
∂α
− ∂
∂β
[
f q(β, α)− δ(α)f q(β)
]
, (3.227)
and f q(β) is the forward parton distribution
f q(β) =
∫ 1−|β|
−1+|β|
dα f q(β, α) . (3.228)
• Another possibility [146] is the so-called one-component DD. To understand the idea behind
it, notice that, in case of scalar quarks, the local operators φ†∂µ∂µ1 . . . ∂µjφ that appear in the
expansion of the vector bilocal operator φ†(0)∂µφ(z−) are the same as in the expansion of the
scalar bilocal operator φ†(0)φ(z−). The only difference is that the index µ is treated as external in
the vector case. Thus, the matrix element of the local operator with j derivatives in the expansion
of the scalar operator coincides with the matrix element of the vector-type local operator which
has j − 1 “expansion” derivatives. Evidently, both operators can be parametrized by the same
DD fφ(β, α) of the scalar operator. One should just realize that in the vector case one should
take the xj−1 moment of F φ(x, η) (or xj moment of F φ(x, η)/x) to get matrix element of the local
operator with total j derivatives. This gives
F φ(x, η) = x
∫
Ω
dβ dα δ(β + ηα− x)fφ(β, α) . (3.229)
Due to the delta function, we have x = β + ηα.
Obviously, one can use this definition also for a vector bilocal operator built from spin-one-half
fields. The parametrization of the scalar matrix elements yields
〈p2|R2,qqµ (−z−, z−)|p1〉 =
∫
Ω
dβ dα (βpµ + α∆µ) h
q(β, α) e−iβz
−p+−iαz−∆+ , (3.230)
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1α
2α
φ:
X-ray source
Detector
Figure 14: The Radon transformation and the analogue of the setup of the X-ray computed
tomography. The X-ray source is at the center of coordinates and the detector measures the
intensity I of the beam after its passes through the object confined within the area Ω.
where the DD hq(β, α) can be defined through the coefficients Hqj,k of the η
k expansion (3.220) of
the vector operator
Hqj,k ≡
(
j
k
)∫
Ω
dβ dα βj−kαkhq(β, α) . (3.231)
The parametrization (3.231) corresponds to the choice in (3.218)
f qh(β, α) = βh
q(β, α) , gqh(β, α) = αh
q(β, α) .
The λq-transformation producing this result is a solution to the equation(
β
∂
∂β
+ α
∂
∂α
)
λq(β, α) = −αf q(β, α) + βgq(β, α) , (3.232)
which is
λq(β, α) =
∫ ∞
1
dt
[
αf q(tβ, tα)− βgq(tβ, tα)
]
. (3.233)
The D-term and the forward parton density are related to hq(β, α) by
Dq(α) = α
∫ 1−|α|
−1+|α|
dβ hq(β, α) , f q(β) = β
∫ 1−|β|
−1+|β|
dα hq(β, α) . (3.234)
• Finally, in Ref. [147] a DD was introduced, which embeds a prefactor (1− x)2s from a GPD of
spin-s parton in front of the DD integral. The relation of this DD to those we discussed above is
not straightforward.
3.8.2 Radon tomography of double distributions with GPDs
The relation (3.210) is known as the Radon transformation, since it is a one-dimensional slice of
a two-dimensional function [37],
R(I,n) =
∫
Ω
d2α δ(I − n ·α) τ(α) , (3.235)
along the direction specified by a two-dimensional unit vector n (see Fig. 14)
n = (cosφ, sinφ) .
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For a function τ(α) with the same support Ω as for the double distribution and the angle φ fixed
by the skewness η,
φ = arctan η .
we arrive at the above relation (3.210) between the GPD
F (x, η) = cos φ R(x cosφ,n) ,
and the double distribution
τ (α = (β, α)) = f(β, α) .
An explicit formula for the inverse Radon transform of the DD hq(β, α) in terms of Hq(x, η)
can be obtained by incorporating the single-DD representation for the twist-two operator R2,qqµ
(3.230) [146] and is achieved in a few easy steps. The first step consists in equating the right-hand
sides of Eqs. (3.119) and (3.230) and projecting the Lorentz index µ onto the transverse plane such
that it does not interfere with longitudinal integrations performed at subsequent stages. Next, one
Fourier transforms both sides of the resulting equality with respect to the skewness η = ∆+/p+.
Integrating out the arising delta-function accompanying the DD, one gets a factor of |z−p+|−1.
Since the last step will consist in the Fourier transformation with respect to z−, it is instructive
to use the following Fourier representation for |z−p+|:
|a| = −1
π
PV
∫ ∞
−∞
dτ
τ 2
eiτa , (3.236)
where the principal value prescription is understood as [149]
PV
∫ ∞
−∞
dτ
τ 2
F(τ) ≡ 1
2
∫ ∞
−∞
dτ F(τ)
{
1
(τ + i0)2
+
1
(τ − i0)2
}
(3.237)
=
∫ ∞
−∞
dτ
τ 2
{F(τ) + F(−τ)− 2F(0)} .
Carrying out the advertised Fourier transform with respect to the light-cone separation z−, we
find
αhq(β, α) = − 1
2π2
∫ ∞
−∞
dx
∫ ∞
−∞
dη PV
1
(β + ηα− x)2
∫ ∞
−∞
dx′W2(x, x′)
d
dη
Hq(x′, η) ,
whereW2 kernel was introduced in Eq. (3.120). Finally, we perform the x integration and integrate
by parts with respect to η. Dropping the surface term, we recover the result [146]
hq(β, α) =
1
2π2
∫ ∞
−∞
dη
∫ ∞
−∞
dx
x
PV
{
1
(β + ηα)2
− 1
(β + ηα− x)2
}
Hq(x, η) . (3.238)
This form of the inverse Radon transformation is similar to that given in Ref. [150]. Note that the
inversion kernel in Eq.(3.238) compensates the singularity of the 1/x factor, so that the integral
over x exists even if the functionHq(x, η)/x has a non-integrable singularity at x = 0. In case when
Hq(x, η)/x is integrable, the first term in the integrand of Eq. (3.238) can be safely neglected,
being proportional to δ(β)δ(α) (see Eq. (3.229)).
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According to Eq. (3.223), the Radon transform of the f qD(β, α) (3.223) is given by (H
q −Dq).
The inverse transformation gives
f qD(β, α) = −
1
2π2
∫ ∞
−∞
dη
∫ ∞
−∞
dx PV
1
(β + ηα− x)2
{
Hq(x, η)− sgn(η)Dq
(
x
η
)}
. (3.239)
Here the term 1/(β + ηα)2 was omitted as explained above. Since both Hq(x, η) and Dq(x/η)
can be expressed through hq(β, α), one can also write f qD(β, α) in terms of h
q(β, α). The explicit
expression was given in Ref. [146]:
f qD(β, α) = βh
q(β, α)− d
dα
α
∫
dβ ′W2(β, β ′)β ′hq(β ′, α) . (3.240)
In this sense, both f qD and D
q functions in (3.223) can be treated as different projections of the
same function hq. Also, it is easy to recognize
λqh(β, α) = −α
∫
dβ ′W2(β, β ′)β ′hq(β ′, α) (3.241)
as the λq-transformation from the one-component DD representation (3.230) to (3.223).
3.8.3 Nucleon double distributions
In the present section, for reference purposes, we give a single component representation of DDs
for the spin-one-half target. We introduce the parametrization using the decomposition in terms
of Dirac bilinears hµ and b for the unpolarized sector,
〈p2|Oqq(−z−, z−)|p1〉 (3.242)
=
∫
Ω
dβ dα e−iβz
−p+−iαz−∆+
{
h+hqA(β, α,∆
2) +
b
2MN
(βp+ + α∆+)hqB(β, α,∆
2)
}
,
and h˜µ and b˜ for the polarized one,
〈p2|O˜qq(−z−, z−)|p1〉 (3.243)
=
∫
Ω
dβ dα e−iβz
−p+−iαz−∆+
{
h˜+h˜qA(β, α,∆
2) +
b˜
2MN
(βp+ + α∆+)h˜qB(β, α,∆
2)
}
.
For gluons, the parametrization in terms of the same bilinears can be obtained from these by
simple substitutions: Oqq → Ogg on the left-hand side and hqA → 14p+hgA, hqB → 14(βp+ + α∆+)hgB
on the right-hand side of Eq. (3.242). Similar replacements are done for the gluon equivalent of
Eq. (3.243) with symbols dressed by tildes.
The moments of DDs hqA and h
q
B from Eq. (3.242) are related to the form factors and GPDs
introduced in Eqs. (3.121) and (3.122). Namely,
Bqj,k =
1
k!
∂k
∂ηk
∣∣∣∣
η=0
∫ 1
−1
dx xj−1Bq(x, η) =
(
j
k
)∫
Ω
dβ dα βj−kαkhqB(β, α) (3.244)
Aqj,k =
1
k!
∂k
∂ηk
∣∣∣∣
η=0
∫ 1
−1
dx xj−1Aq(x, η) =
(
j − 1
k
)∫
Ω
dβ dα βj−k−1αkhqA(β, α) , (3.245)
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where j ≥ 1 and the index k varies in the interval 0 ≤ k ≤ j for Bq and 0 ≤ k ≤ j − 1
for Aq structure. This is an immediate consequence of the polynomiality condition: the j-th
moment of the functions Aa(x, η) and Bq(x, η) are polynomials of order (j − 1) and j in η,
respectively. Matching the parametrization (3.242) into the one in terms of GPDs Aq(x, η) and
Bq(x, η) introduced in Section 3.5.2 one immediately finds
Aq(x, η) =
∫
Ω
dβ dα δ(β + ηα− x)hqA(β, α) , (3.246)
Bq(x, η) = x
∫
Ω
dβ dα δ(β + ηα− x)hqB(β, α) , (3.247)
and analogous relations for the odd parity DDs (3.243). The relation of GPDs Aq and Bq in terms
of the standard Hq and Eq can be found in Eq. (3.131). Finally, for the axial channel in the
analogous parametrization with Dirac bilinears h˜µ and b˜ as in Eq. (3.121), the GPDs A˜q and B˜q
are identical to the conventional H˜q and E˜q.
3.9 Analytic properties of DDs and GPDs
The formalism of DDs also allows one to easily establish some important properties of skewed
distributions. Notice that due to the cusp at the upper corner of the DD support rhombus, the
length of the integration line depends nonanalytically on x for x = ±η. Hence, unless the double
distribution identically vanishes in a finite region around the upper corner of the DD support
rhombus, the x-dependence of the relevant GPDsmust be nonanalytic at the border points x = ±η.
Still, the length of the integration line is a continuous function of x. As a result, if the double
distribution f(β, α,∆2) is not too singular for small β, the skewed distribution H(x, η,∆2) is
continuous at the nonanalyticity points x = ±η. Because of the 1/(ξ ± x) factors present in hard
amplitudes entering exclusive processes, as discussed later in Section 6, this property is crucial for
perturbative factorization of exclusive amplitudes involving GPDs, when the external kinematics
sets η = ξ. These features are manifested in model ansa¨tze that will be discussed in Section 3.13.1.
In principle, we cannot exclude the possibility that the functions f(β, α,∆2) have singular
terms at β = 0 proportional to δ(β) or its derivative(s). Such terms have no projection onto the
usual parton densities. We will denote them by fex(β, α; ∆
2). They may be interpreted as coming
from the t-channel meson-exchange type contributions. In this case, the partons just share the
plus-component of the momentum transfer ∆: information about the initial hadron momentum is
lost if the exchanged particle of mass mM can be described by a pole propagator 1/(∆
2 −m2M ).
Hence, the meson-exchange contributions to a double distribution may look like
f+ex(β, α,∆
2) ∼ δ(β) ϕ
+
M(α)
m2M −∆2
, f−ex(β, α,∆
2) ∼ δ′(β) ϕ
−
M(α)
m2M −∆2
, (3.248)
etc., where ϕ±M(α) are the functions
16 related to the distribution amplitudes of the relevant mesons.
The two examples given above above correspond to β-even (C-odd) and β-odd (C-even) parts of
the double distribution f(β, α,∆2). As an obvious consequence of the time-reversal symmetry
of DDs (3.209), the functions ϕ±M(α) for singular contributions f
±
M(β, α,∆
2) are even functions
ϕ±M(α) = ϕ
±
M(−α) of α both for β-even and β-odd components. If the amplitude ϕM(α) vanishes
16These distribution amplitudes are expressed via the one introduced in Section 3.7.1 by means of the change of
the argument ϕM (α) = φM
(
1+α
2
)
.
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at the end-points α = ±1, the Hex(x, η,∆2) part of GPD vanishes at x = ±η. The total function
H(x, η; ∆2) is then continuous at the nonanalyticity points x = ± η. In the C-even case, one can
get a continuous GPD in this case only if the derivative ϕ′(α) vanishes at the end points.
3.10 Impact-parameter parton distributions
In our presentation, GPDs were introduced as generalizations of the concept of the non-relativistic
Wigner function to the quantum phase-space quasi-probability distribution in the nucleon. Thus,
the partonic Wigner distributions are not endowed with the density of probability interpretation:
they intrinsically have patches of “negative probability” due to the fact that they represent the
interference of two amplitudes, one for the outgoing parton from the initial nucleon and another
for the incoming parton in the final-state nucleon.
In this section, we demonstrate that in a particular case of zero value of the skewness pa-
rameter, the generalized parton distributions acquire a well-defined probability interpretation in
the infinite-momentum frame similar to the conventional collinear parton distribution functions.
Moreover, the resulting picture does not suffer from the presence of large relativistic corrections
inevitably affecting the rest-frame description. The price for this advantage is the lack of one
spatial dimension: instead one has a picture in two (transverse) spatial dimensions and one (lon-
gitudinal) momentum direction. Note, that the orthogonality of momentum and spatial degrees of
freedom allows one to circumvent constraints from the quantum mechanical uncertainty principle.
The probability interpretation of the skewness-independent function H(x, η = 0,∆2⊥) was
available, though not widely known, for a long time [61], where an equivalent function was treated
as a two-dimensional Fourier transform of the impact-parameter dependent parton distribution
f(x, r⊥). Recently, this concept was revived in a series of papers in Refs. [151, 152, 153].
3.10.1 Electromagnetic form factors in the Bjorken frame
Let us use the Bjorken frame adopted for discussion of form factors. In this case, the average
momentum of initial and outgoing nucleon can be chosen to have only the time and z components,
while the momentum transfer can be made purely transverse. To get an explicit form, one can
take the general result from Appendix B where one sets η = 0 and use the reparametrization
invariance to choose ̺ =
√
2P, so that the incoming and outgoing momenta take the form
pµ1,2 =
(
P + M
2
N +
1
4
∆2⊥
4P ,±
1
2
∆⊥,P −
M2N +
1
4
∆2⊥
4P
)
, ∆µ = (0,∆⊥, 0) . (3.249)
Since our aim is to give a transverse-space interpretation of form factors, we have to localize
the nucleon in the coordinate space with an appropriately chosen two-dimensional wave packet,
which possesses a definite z-component of the three-momentum,
|pz,R⊥〉 =
∫
d2p⊥
(2π)2
eip⊥·R⊥√
2Ep
Ψ (p⊥)|pz,p⊥〉 . (3.250)
Here the two-dimensional profile is related to the three-dimensional one, discussed in the intro-
duction, by
Ψ (p) = 2πδ(pz − p′z)Ψ (p⊥)√
2Ep
.
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The mixed state (3.250) is normalized as
〈p′z,R⊥|pz,R⊥〉 = 2πδ(p′z − pz) ,
∫
d2p⊥
(2π)2
|Ψ (p⊥)|2 = 1 . (3.251)
Let us put this state in the center of two-dimensional plane and compute the Fourier transform
of its transverse charge density∫
d2r⊥ e−i∆⊥·r⊥ρ⊥(r⊥) ≡
∫
d2r⊥ e−i∆⊥·r⊥〈pz2,R⊥ = 0|j0(r⊥)|pz1,R⊥ = 0〉 (3.252)
=
∫
d2p⊥
(2π)2
Ψ ∗
(
p⊥ − 12∆⊥
)√
2Ep2
Ψ
(
p⊥ +
1
2
∆⊥
)√
2Ep1
〈pz2,p⊥ − 12∆⊥|j0(0)|pz1,p⊥ + 12∆⊥〉 .
To get rid of extraneous effects of the auxiliary wave packet and also to be insensitive to all
kinds of corrections, the following conditions should be fulfilled (some of them are analogous to
those discussed in the first section dedicated to three-dimensional interpretation of form factors):
• We require that the spatial size of the wave packet is not detectable, so it has to be smaller
than the resolution scale set by the inverse momentum transfer from the initial to the final
state. By uncertainty principle, this implies that typical momenta in the wave packet are
larger than the momentum of the probe
|p⊥| ≫ |∆⊥| .
Then one can neglect ∆⊥ in the wave packet profiles (but not in matrix elements, which are
sensitive to small changes in the momentum), Ψ
(
p⊥ ± 12∆⊥
) ≈ Ψ (p⊥).
• In order to suppress relativistic corrections, and also to give the proton a well-defined longi-
tudinal momentum, we need to avoid the energy exchange from the initial to the final state.
To this end, we have to require
pzi ≫ |p⊥| ,
which results in a condition on the resolution scale [151]
pzi ≫ |∆⊥| . (3.253)
In the infinite-momentum frame P → ∞, this will not be a restriction at all, and one can
achieve simulteneously a very precise localization, since the “effective” Compton wave length
∼ 1/√M2N + P2 contains the longitudinal momentum P [151]), and get rid of the relativistic
corrections (since p01,2 ≃ pz1,2 ≃ P).
For the helicity-non-flip transitions, the matrix element of the electromagnetic current can be
easily evaluated in the infinite-momentum frame
〈pz2,p⊥ − 12∆⊥|j0(0)|pz1,p⊥ + 12∆⊥〉 = 2PF1(−∆2⊥) .
This demonstrates that, in contrast to the three-dimensional picture, the two-dimensional charge
density in the infinite-momentum frame gives a well-defined, free from relativistic effects interpre-
tation of the Fourier transform of the electromagenitc form factors as a two-dimensional charge
density, ∫
d2r⊥ e−i∆⊥·r⊥ρ⊥(r⊥) = F1(−∆2⊥) . (3.254)
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Figure 15: Distances in the impact parameter space: the transverse center-of-momentum R⊥ is
a reference point from where the distance to all partons is measured dressed by their momentum
fractions. The distance from the active parton to the spectator system is rs⊥ = r⊥/(1− x).
Note also the combinations of form factors entering the helicity-flip (non-flip) transitions in the
Breit frame, discussed in Section 2.2.2, differ from those in the infinite-momentum frame as dis-
cussed at length below. This is a mere consequence of the distinction between the light-cone and
conventional helicities.
The two-dimensional character of the dynamics probed by form factors in the Bjorken frame
is reflected in the difference between the root-mean-square radii of the three-dimensional charge
densities, determined by form factors in the Breit frame, see Eq. (2.30). Namely, in the infinite
momentum frame
〈r2⊥〉D ≡
∫
d2r⊥ r2⊥ρ⊥(r⊥) = −4
∂F1(−∆2⊥)
∂∆2⊥
. (3.255)
Therefore, when one defines the charge radius in the Breit frame through the Dirac form factor,
rather than the electric form factor, one gets for the ratio of the three-dimensional versus the
two-dimensional radii
〈r2〉D
〈r2⊥〉D
=
3
2
. (3.256)
3.10.2 Skewless GPDs as impact-parameter distributions
For the purpose of discussing high-energy observables, like conventional and generalized parton
distributions, the light-cone coordinates are more appropriate than the energy-momentum vari-
ables. The former mix the transverse and longitudinal momenta unless one takes the infinite
momentum limit, as we have already demonstrated in the previous subsection. For high-energy
probes, these are the light-cone components of momenta which are measured. Therefore, they are
more suitable for designing a viable formalism. Rewriting the relativistically-invariant momentum
element in the light-cone coordinates d3p/(2Ep) = dp
+d2p⊥/(2p
+) with a definite p+ instead of a
definite pz, we change accordingly the wave-packet profile function and introduce the state
|p+,R⊥〉 =
∫
d2p⊥
(2π)2
eip⊥·R⊥Ψ (p⊥)|p+,p⊥〉 . (3.257)
Here we do not display the helicity of the state, it will be restored later when it will be needed for
the presentation. This mixed state is normalized relativistically,
〈p′+,R⊥|p+,R⊥〉 = 2p+(2π)δ
(
p+ − p′+) , ∫ d2p⊥
(2π)2
|Ψ (p⊥)|2 = 1 . (3.258)
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It is localized in the sense that its transverse center of momentum is at R⊥. For a state with total
momentum p+, the transverse center of momentum is defined as [151, 152, 153].
R⊥ ≡ 1
p+
∫
dz− d2z⊥ z⊥Θ++(z+ = 0, z−, z⊥) , (3.259)
where Θµν is the energy momentum tensor. The eigenvalues of the operatorR⊥ on the state (3.257)
have an intuitive partonic representation in the light-cone gauge. It is obtained by expressing Θ++
in terms of the light-cone creation and annihilation operators and noticing that, after integrating
over z−, only the terms that are diagonal in Fock space contribute, yielding
R⊥ =
∑
i k
+
i r⊥,i
p+
=
∑
i
xir⊥,i . (3.260)
The summation in Eq. (3.260) is over all partons in the hadron and xi ≡ k+i /p+ is the longitudinal
momentum fraction carried by the i-th parton in the infinite momentum frame. The quantity
R⊥ is invariant under the transverse boost M+⊥ (see Appendix I). This result should not be
surprising, since the momentum fractions xi play here the role very similar to that of the mass
fractionsmi/
∑
imi in the expression for the center of mass in non-relativistic quantum mechanics.
Working with the localized state |p+,R⊥〉 is quite analogous to using the center-of-mass frame
in nonrelativistic physics, the main difference being the change of the weight factors from the
mass ratios to the longitudinal momentum fractions in the expression for the transverse center of
momentum. This is related to the properties of the Galilean subgroup of transverse boosts. Note
finally that r⊥ measures the distance from the active quark to the hadron’s center of momentum
(see Fig. 15), while the distance from the active quark to the center of momentum of spectators
is given by rs⊥ = r⊥/(1− x).
The objects we are going to discuss in this section are the matrix elements between the state
(3.257) of the partially Fourier transformed bilocal quark operators
Oqq(x, r⊥) ≡
∫
dz−
2π
eixp
+z−Oqq(−z−, r⊥; z−, r⊥) , (3.261)
(with the change Oqq → O˜qq for the parity-odd operators). The first condition applied in the
preceding section to the profile function remains unchanged. However, since now we have a fixed
p+ rather than fixed pz = (p+− p−)/√2, the latter can become negative, pz < 0, if the transverse
momentum is too large so that p+ ≪ p− = (p2⊥+M2N )/(2p+). Then the desired interpretation of a
proton moving with a well-defined longitudinal momentum is spoiled. This imposes a restriction
on the momenta in the wave packet |p⊥| ≪ p+ and as a result on the attainable transverse
localization, |∆⊥| ≪ p+. This is analogous to the second condition of the preceding section, but
now applied to the plus momentum. Thus, taking the proton with p+ → ∞, brings us to the
situation discussed there. In the Bjorken frame, where the momenta are given by Eq. (3.249),
p+ = P/√2.
To investigate the spin structure of generalized parton distributions, it is useful to represent
them in a form similar to that of helicity amplitudes. Since we are dealing here with matrix
elements involving two independent proton momenta, some comments are in order regarding the
choice of helicity states for the protons. Note, that in the definitions of the distributions one
singles out a direction that defines the light-cone coordinates (in a physical process, where these
distributions appear, this direction is provided by the hard probe, such as the virtual photon in
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deeply virtual Compton scattering). It is also useful to utilize this light-cone direction for defining
the spin states for the protons with momenta p1 and p2. This leads to the concept of light-cone
helicity states [62]. Using the light-cone spinors from Appendix A.2 and results for Dirac bilinears
(A.34) derived there, one can easily find for helicity-non-flip and -flip transitions [152, 154]
Hq(x, η = 0,−∆2⊥) =
∫
d2r⊥ e−i∆⊥·r⊥〈12p+, 0⊥, ↑ |Oqq(x, r⊥)|12p+, 0⊥, ↑〉 ,
− ∆⊥
2MN
Eq(x, η = 0,−∆2⊥) =
∫
d2r⊥ e−i∆⊥·r⊥〈12p+, 0⊥, ↓ |Oqq(x, r⊥)|12p+, 0⊥, ↑〉 , (3.262)
H˜q(x, η = 0,−∆2⊥) =
∫
d2r⊥ e−i∆⊥·r⊥〈12p+, 0⊥, ↑ |O˜qq(x, r⊥)|12p+, 0⊥, ↑〉 ,
where, obviously, p+1 = p
+
2 = p
+/2 and the holomorphic transverse momentum is defined as usual,
∆⊥ = ∆x + i∆y. Note, that we have not given the expression for E˜, since it decouples in the
skewless limit.
The fact that the distribution of partons in the impact parameter space is measured with
respect to the transverse center of momentum (3.260) has very profound consequences on the
functional form of the impact-parameter dependent distributions and, as a result, that of GPDs.
When the active parton carries almost the entire momentum of the parent hadron, its momentum
fraction x approaches one, while for all spectator partons xi → 0, since the sum of all momentum
fractions cannot exceed unity,
∑
spect. xi = 1−x. Therefore, when x = 1, the center of momentum
R⊥ = xr +
∑
spect.
xiri
sits right on top of the active quark, i.e.,R⊥ = r (see Fig. 15). Thus, the transverse profile narrows
down and ultimately becomes concentrated at the position of the active quark ∼ δ(2)(r) [152, 155].
In other words, the transverse width of the impact-parameter dependent parton distribution
〈r2⊥(x)〉 ≡
(∫
d2r⊥ r2⊥f
q(x, r⊥)
)/(∫
d2r⊥ f q(x, r⊥)
)
, (3.263)
should vanish as x→ 1. As we can see, the distance between the active parton and spectators in
this asymptotic limit grows as rs⊥ = r⊥/(1−x). Of course, this growth is stopped by confinement
effects, so that the fast-moving active quark will not be separated from spectators by more than
|rs⊥| ∼ 1/mh, where mh is some typical hadronic scale. Going away from the asymptotic limit
x → 1, the transverse distribution broadens out. In momentum space, such a picture implies
that GPDs Fourier conjugated to the impact-parameter parton distributions must become ∆2-
independent when the momentum fraction x approaches unity, i.e., the slope of skewless GPDs
should approach zero when x→ 1 [152, 155, 156]. Thus, the transverse size is strongly correlated
with the longitudinal momentum. This behavior was confirmed by lattice calculations of Mellin
moments of GPDs. It was observed [157] that, the higher the moment, the slower is its fall-off
with increasing momentum transfer, see Fig. 16.
Thus, one gets a very intuitive interpretation of skewless GPDs as Fourier transforms of impact-
parameter dependent parton distributions, e.g.,
f qH(x, r⊥) =
∫
d2∆⊥
(2π)2
ei∆⊥·r⊥Hq(x, 0,−∆2) = 〈p+, 0⊥, ↑ |Oqq(x, r⊥)|p+, 0⊥, ↑〉 , (3.264)
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Figure 16: Lattice calculation [157] of the lowest three form factors Hjj with j = 1, 2, 3 in Mellin
moments of GPDs, see Eq. (3.123).
which are simultaneous probabilities that a parton is at a certain distance r⊥ from the hadron’s
center-of-mass and carries a fraction x of the parent hadron’s momentum p [61]. These functions
are positive definite, which can be seen by expressing them in terms of the creation/annihilation
operators in the formalism of the light-cone quantization
f qH(x, r⊥)|x>0 =
1
2xp+δ(0+)
∑
λ=↑↓
〈1
2
p+, 0⊥, ↑ |b†λ(x2p+, r⊥)bλ(x2p+, r⊥)|12p+, 0⊥, ↑〉 . (3.265)
The partially Fourier transformed annihilation operator used here is given by
bλ(k
+, r⊥) =
∫
d2k⊥
(2π)3
eik⊥·r⊥bλ(k+,k⊥) .
The helicity-flip distributions can be brought to the diagonal form—to endow them with a prob-
abilistic interpretation—by going to the transverse-spin basis
|±⊥〉 = 1√
2
(| ↑〉 ± | ↓〉) ,
where
〈↓ |O| ↑〉 = 〈+⊥ |O|+⊥〉 − 〈−⊥ |O|−⊥〉 .
Thus, GPDs regain a probabilistic interpretation once one sets skewness η = 0. The func-
tion f q(x, r⊥) is a three-dimensional hybrid distribution in one-dimensional momentum and two-
dimensional coordinate space. After integrating over r⊥, one recovers the Feynman parton dis-
tribution. On the other hand, after integration over x one gets the impact-parameter space
distribution which is the Fourier transform of the elastic form factor [158, 154, 118, 119, 159]. The
pictorial comparison of paron distributions, form factors and skewless GPDs and information one
accesses by studying these functions is demonstrated in Fig. 17. Notice that the right-most graph
demonstrates the phenomenon of shrinking of the width of the impact-parameter distribution with
increasing x and the vanishing of the height of the peak, just due to the fact that the probability
to observe a single quark carrying the whole momentum of the proton is negligible.
3.10.3 GPDs in impact-parameter space
So far we have discussed GPDs for zero skewness and observed that they regain the probabilistic
interpretation analogous to the Feynman parton distributions. Once one lifts the restriction of
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Figure 17: Probabilistic interpretation of form factors, parton densities and generalized parton
distributions at η = 0 in the infinite momentum frame pz →∞.
absence of the longitudinal momentum transfer in the t-channel, GPDs cease to be densities,
rather, they become interference functions or quasiprobabilities according to their identification
with Wigner distributions. There is a number of new features and interesting subtleties which
appear in the impact parameter representation for η 6= 0, and now we are going to discuss them
[154].
Since our goal is to evaluate the matrix element of the non-local operator (3.261) sandwiched
between the mixed states (3.257), we need to know the dependence on the transverse momenta
with arbitrary p1⊥ and p2⊥. As it was already indicated by the evaluation of the Dirac bilinears
in Appendix A.2, these momenta cease to enter in the combination ∆⊥ = p1⊥ − p2⊥, unless
one chooses the “transverse” Breit frame p1⊥ = −p2⊥ = 12∆⊥. Since pi⊥’s enter as integration
variables in (3.257), we cannot pick this reference frame from the start, and are allowed to impose
any conditions only after the integrations have been performed. The Lorentz-covariant combi-
nations of Dirac bilinears analyzed in Appendix A.2, are found to depend on the combination17
p1⊥/p
+
1 − p1⊥/p+1 (see, e.g., Eq. (A.34)). This is not an accident but a direct consequence of the
transverse Lorentz-boost invariance of GPDs. These transformations leave the plus-momentum
invariant and change the transverse momentum in proportion to a parameter v⊥,
p+ → p+ , p⊥ → p⊥ − p+v⊥ . (3.266)
As a consequence of this invariance, for generically defined unconstrained momenta p1⊥ and p2⊥,
a given GPD is a function
F q(x, η,D⊥) = 〈p2|Oqq(x, 0⊥)|p2〉 (3.267)
of the momentum fraction x, skewness η and the Lorentz invariant combination of transverse
momenta18
D⊥ ≡ 2
p+
(
p1⊥p
+
2 − p2⊥p+1
)
= (1− η)p1⊥ − (1 + η)p2⊥ . (3.268)
17Notice that for zero skewness, p+1 = p
+
2 , this combinations collapses to ∆⊥/p
+
1 and thus momentum-space
matrix elements do depend solely on ∆⊥ making the analysis of the previous section legitimate.
18Note that our vector D⊥ differs from the one introduced originally in Ref. [154] by a global factor.
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The four-dimensional momentum transfer squared is re-expressed in terms of D⊥ via
∆2 = ∆2min −
D2⊥
1− η2 , (3.269)
where the minimum momentum transfer squared is defined in Eq. (3.202) and formally coincides
with the transverse Breit-frame expression (B.15). Obviously D⊥
Breit
= ∆⊥.
Sandwiching the Fourier transformed light-cone operator (3.261) between the mixed states
(3.257) and changing the integration variables from p1⊥ and p2⊥ to D⊥ and p⊥, one immediately
finds
〈p+2 , r2⊥|Oqq(x, 0⊥)|p+1 , r1⊥〉 =
∫
d2D⊥
(2π)2
e−iD⊥·r1⊥/(1−η)F q(x, η,D⊥) (3.270)
×
∫
d2p⊥
(2π)2
eip⊥·[(1−η)r2⊥−(1+η)r1⊥]Ψ ∗
(
(1− η)p⊥
)
Ψ ∗
(
(1 + η)p⊥ +D⊥/(1− η)
)
,
where p+1 = (1+ η)p
+/2 and p+2 = (1− η)p+/2. Requiring that the second exponential reduces to
unity, one introduces
r⊥ = − r1⊥
1− η = −
r2⊥
1 + η
. (3.271)
We impose the normalization condition on the wave packet
NΨ =
∫
d2p⊥
(2π)2
Ψ ∗
(
(1− η)p⊥ − 12D⊥/(1 + η)
)
Ψ ∗
(
(1 + η)p⊥ +
1
2
D⊥/(1− η)
)
= 1 ,
implying that it is a slowly varying function of its argument. Notice that if one chooses a “nailed
down” proton state in the coordinate space, which corresponds to Ψ = 1, the normalization factor
becomes divergent NΨ=1 = δ(2)(r⊥ = 0). Then, making use of (3.271), one immediately finds from
Eq. (3.270)
〈p+2 ,−ηr⊥|Oqq(x, r⊥)|p+1 , ηr⊥〉 =
∫
d2D⊥
(2π)2
eiD⊥·r⊥F q(x, η,D⊥) , (3.272)
where we have used 〈r2⊥ − r⊥|O(0⊥)|r1⊥ − r⊥〉 = 〈r2⊥|O(r⊥)|r1⊥〉 resulting from translation
invariance in the impact parameter space. Now, one can safely impose the transverse Breit frame
condition: the functional dependence of GPDs on that condition will not change. A very important
lesson one learns [154] is that the presence of a non-zero longitudinal momentum exchange in the
t-channel affects the transverse separation of incoming and outgoing hadrons (see Fig. 18). As a
result, the overlap between these states decreases with increasing skewness. It is interesting to
notice that, for the partons, also, the transverse shift depends only on the skewness but not on
the momentum fraction x. Therefore, information on the transverse localization of partons is not
washed out in quantities integrated over x with an arbitrary weight depending on longitudinal
momenta. It is exactly the form in which GPDs arise in a number of high energy processes
discussed later in this review.
Incorporating Eq. (A.34) to evaluate the light-cone helicity matrix elements, one finds the
following set of equations [154]
√
1− η2
(
H(x, η,−∆2⊥)−
η2
1− η2 E(x, η,−∆
2
⊥)
)
(3.273)
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Figure 18: Interpretation of GPDs in the impact parameter space for non-zero skewness. The
distributions of partons in transverse plane is measured with respect to the two-hadron center
of momentum. Each of the hadrons is shifted away from it in the opposite directions linearly
proportional to the longitudinal deficit η.
=
∫
d2r⊥ e−i∆⊥·r⊥〈p+2 ,−ηr⊥, ↑ |Oqq(x, r⊥)|p+1 , ηr⊥, ↑〉 ,
− ∆⊥
2MN
√
1− η2E(x, η,−∆
2
⊥) =
∫
d2r⊥ e−i∆⊥·r⊥〈p+2 ,−ηr⊥, ↓ |Oqq(x, r⊥)|p+1 , ηr⊥, ↑〉 ,√
1− η2
(
H˜(x, η,−∆2⊥)−
η2
1− η2 E˜(x, η,−∆
2
⊥)
)
=
∫
d2r⊥ e−i∆⊥·r⊥〈p+2 ,−ηr⊥, ↑ |O˜qq(x, r⊥)|p+1 , ηr⊥, ↑〉 ,
− η∆⊥
2MN
√
1− η2 E˜(x, η,−∆
2
⊥) =
∫
d2r⊥ e−i∆⊥·r⊥〈p+2 ,−ηr⊥, ↓ |O˜qq(x, r⊥)|p+1 , ηr⊥, ↑〉 .
A more correct form for the third argument of GPDs in Eq. (3.267) is to write it as the four-
dimensional momentum transfer via Eq. (3.269). We hope that our shorter notation will not lead
to confusion. Note, finally, that the zero-skewness limit of Eqs. (3.262) reproduces the results of
the previous section.
3.11 Positivity constraints on GPDs
To carry out realistic modeling of generalized parton distributions, the latter have to obey several
first-principle constraints, like the reduction to the usual parton densities and form factors, and
have to fulfill the polynomiality condition in the skewness parameter, as we established in previous
sections. Another nontrivial property of GPDs is reflected by so-called positivity constraints.
The terminology is introduced by analogy with inequalities satisfied by forward parton densities.
As was demonstrated in Eq. (2.74), the latter are expressed as a diagonal matrix element of
the number-of-particles operator, 〈p|b†b|p〉, or as a norm |A|2 = |b|p〉|2, of the state A = b|p〉
created with the action of the quark annihilation operator b on the hadronic state | p〉. As a
result, the parton density is explicitly positive definite and can be treated as a probability. On
the other hand, generalized parton distributions correspond to non-diagonal matrix elements,
for instance, 〈p2|b†b|p1〉 in one of the inclusive regions (3.198), and therefore they describe the
overlap (A∗2A1) of the state A2 = b|p2〉 with A1 = b|p1〉, rather than the norm. The Cauchy
inequality |A∗2A1| ≤ |A2||A1| will be the basic tool for getting positivity constraints on GPDs.
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When non-diagonal matrix elements are parametrized by several GPDs, e.g., by H and E for spin-
one-half hadrons, the positivity constraints restrict possible values of particular combinations of
H(x, η,∆2) and E(x, η,∆2), with the bounds set in terms of the forward parton densities q(y)
taken at particular values of its argument y depending on both x and η. Moreover, one can build
the states A1,2 as arbitrary superpositions of b|p〉 type states and this implies that, in principle,
there is an infinite set of positivity constraints. This presents a serious challenge for building
consistent models of GPDs.
3.11.1 Inequalities relating GPDs and ordinary distributions
As a first demonstration, let us address inequalities which arise between GPDs in the inclusive
domain and standard forward parton densities. In case when x > η, the integration contour over
DDs producingHq(x, η,−∆2) (see Fig. 19) is inside the region between two vertical lines generating
the usual parton distributions q(x2) and q(x1) being functions of the momentum fractions
x1 =
x+ η
1 + η
, x2 =
x− η
1− η ,
cf. Eq. (3.212). Then
Hq(x, η,∆2)|x≥η =
∫ x1
x2
dβ
η
f q
(
β,
β − x
η
)
. (3.274)
The combinations x1, x2 have a very simple interpretation: they measure the momentum of the
initial or final parton in units of the momentum of the relevant hadron. Assuming a monotonic
decrease of the double distribution f q(β, α) in the β-direction and a universal normalized profile
in the α-direction, we conclude that Hq(x, η,∆2 = 0) is larger than q(x1) but smaller than q(x2),
q(x1) < H
q(x, η,∆2 = 0) < q(x1). Moreover, if the slope of parton densities q(x) gets steeper
when x → 0, which is the case for any x−a behavior with a > 0, then we may expect that
Hq(x, η,∆2 = 0) is smaller than the average of q(x1) and q(x2):
Hq(x, η,∆2 = 0) ≤ 1
2
[
q(x1) + q(x2)
]
.
An inequality of this kind was originally proposed in Refs. [160, 7]. The basic idea used in the
derivation is to treat GPDs as nondiagonal matrix elements of the form 〈Ψout|Ψin〉 and then to use
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the Schwartz inequality
〈Ψout|Ψin〉 ≤ 1
2
[
〈Ψin|Ψin〉+ 〈Ψout|Ψout〉
]
,
interpreting the diagonal matrix elements in terms of the forward parton densities. One step
further into strengthening the constraint [161] was to use the form involving the geometric average
〈Ψout|Ψin〉 ≤
√
|Ψin||Ψout| .
To this end, the GPDs are written as
H(x, η) =
∑
S
〈Ψout(x, η;S)|Ψin(x, η;S)〉 , (3.275)
where |Ψin(x, η;S)〉 describes the probability amplitude that the incoming nucleon with momentum
1
2
(1+ η)p converts into a parton with momentum 1
2
(x+ η)p and spectators S, while 〈Ψout(x, η;S)|
describes the recombination of the spectator system S and a parton with momentum 1
2
(x − η)p
into the outgoing hadron with momentum 1
2
(1−η)p. Then the Cauchy-Schwartz inequality states∣∣∣∣∣∑
S
〈Ψout(x, η;S)|Ψin(x, η;S)〉
∣∣∣∣∣
2
≤
∑
S
〈Ψin(x, η;S)|Ψin(x, η;S)〉
∑
S′
〈Ψout(x, η;S ′)|Ψout(x, η;S ′)〉 .
(3.276)
The forward matrix elements give the usual parton densities. For instance, for a spinless target,∑
S
〈Ψin(x, η;S)|Ψin(x, η;S)〉 = q(x1) ,
∑
S
〈Ψout(x, η;S)|Ψout(x, η;S)〉 = q(x2) . (3.277)
As a result, one obtains for the quark distributions [161, 140, 168]
Hq(x, η,∆2) ≤
√
q(x1)q(x2) . (3.278)
Similarly, for the gluon distributions, taking into account extra factors of x present in their defi-
nitions, gives the inequality
Hg(x, η,∆2) ≤
√
(1− η2)x1x2g(x1)g(x2) . (3.279)
For unpolarized quarks in the nucleon, inequalities involve both H and E GPDs. In particular,
(3.278) was modified in Ref. [162] into∣∣∣∣H − η21− η2E
∣∣∣∣ ≤
√
q(x1)q(x2)
1− η2 . (3.280)
The same inequality, with the change H → H˜ , E → E˜, holds for polarized quark GPDs [163].
The inequality (3.280) was enhanced in [164] to(
H(x, η,∆2)− η
2
1− η2E(x, η,∆
2)
)2
+
( |∆⊥|
2MN(1− η2)E(x, η,∆
2)
)2
≤ q(x1)q(x2)
1− η2 . (3.281)
This relation also gives a constraint on the helicity-flip GPD E itself [164, 162]:
|∆⊥|
2MN
√
1− η2
∣∣E(x, η,∆2)∣∣ <√q(x1)q(x2) . (3.282)
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3.11.2 Inequalities in impact parameter representation
All inequalities discussed in the previous subsection compare ∆2-dependent GPDs F q(x, η,∆2)
with forward parton densities q(x) which have no ∆2-dependence. Since GPDs are expected to
decrease with increasing |∆2|, the inequalities at lowest attainable ∆2 are the strongest. In fact,
it is possible to construct inequalities in which GPDs are compared to other GPDs which are also
decreasing with |∆2|. The simplest example is obtained by taking η = 0 and switching to the
impact parameter representation (3.264). Then an analogue of (3.282) is [165],
|∇⊥f qE(x, 0, r⊥)| < 2MNf qH(x, 0, r⊥) , (3.283)
where the subscript F = H,E indicates the origin of the impact parameter-dependent parton
distribution from the corresponding GPD (see Section 3.10.2). For discussion of other inequalities
in the η = 0 case see Refs. [166, 152, 167, 151]. There exist also inequalities [154] between skewed
(η 6= 0) and skewless (η = 0) r⊥-dependent impact parameter distributions:√
1− η2|f qH(x, η, r⊥)| ≤
√
f qH
(
x1, 0,
r⊥
1 + η
)
f qH
(
x2, 0,
r⊥
1− η
)
, (3.284)
where the third argument of the impact-parameter distributions correspond to the distance be-
tween the probed quark and the transverse center-of-momentum of the hadron [154], as we demon-
strated in Section 3.10.3.
3.11.3 General inequalities
The derivation of inequalities is usually based on the positivity of the norm of a Hilbert vector
given by a superposition of states like b(xi)|h(pi, λi)〉, where b(xi) is the annihilation operator of
the quark with the momentum xipi and |h(pi, λi)〉 is a hadronic state with momentum pi and
helicity λi. Choosing independent weights ci for each state gives [168]∣∣∣∣∣∑
i
cib(xi)|h(pi, λi)〉
∣∣∣∣∣
2
≥ 0 . (3.285)
In the original example (3.276) only two states Ψin and Ψout were incorporated into the superposi-
tion. Taking a general superposition, one may hope to derive the most generic inequalities [168].
To this end, one constructs a general quark-hadron superposition. It is given by a four-dimensional
integral involving integration over the hadron three-momentum and the quark longitudinal mo-
mentum. Hence, the squared norm is an eight-dimensional integral. One integration is removed
by the longitudinal momentum conservation. As explained in [168], by using the impact pa-
rameter representation for GPDs, the remaining seven-dimensional integral can be reduced to a
two-dimensional one with respect to variables x and η:
∑
λ1λ2
1∫
−1
dη
1∫
η
dx
(1− x)5 p
∗
λ2
(y2) pλ1(y1) fλ2λ1
(
x, η,
y1y2
1− xr⊥
)
≥ 0 , (3.286)
where fλ2λ1 is a generic notation for the impact parameter representation of quark GPDs in the
helicity basis. The arguments of the p-functions
y1 =
1− x
1 + η
, y2 =
1− x
1− η
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correspond to the light-cone momentum of the spectator system measured in units of the initial or
final hadron, respectively. Since the functions pλ are arbitrary, this relation generates an infinite
set of inequalities. In case of spin-zero hadrons, the r⊥-space functions fλ2λ1 are simply f
q = f qH ,
while for spin-one-half case, they were obtained in Eq. (3.273) so that their matrix takes the form
f qλ2λ1(x, η,−∆⊥) =
√
1− η2
 H
q − η
2
1− η2E
q ∆¯
2MN (1− η2)E
q
− ∆
2MN (1− η2)E
q Hq − η
2
1− η2E
q

λ2λ1
. (3.287)
By choosing appropriate functions pλ in (3.286) one can obtain various inequalities [168], including
those discussed earlier. In particular, taking p(z) = c1δ(z − y1) + c2δ(z − y2) and optimizing
the resulting inequality with respect to c1 and c2 gives Eq. (3.284). Furthermore, taking ci =
di exp(−pi⊥∆⊥) and optimizing with respect to d1 and d2 one obtains Eq. (3.278). It was checked
in Refs. [168, 161] that inequalities obtained in this way are not destroyed by one-loop evolution,
which will be discussed in Section 4.
In Ref. [147] it was demonstrated that the general positivity constraint (3.286) is equivalent
to the following representation for GPDs in the impact-parameter space
f q(x, η, r⊥) = (1− x)2
∑
n
Qn (y1, (1− η)r⊥)Qn (y2, (1 + η)r⊥) , (3.288)
valid in the inclusive domain |x| < η. Recalling that the momentum-fraction interpretation of
parameters y1, y2, we can interpret the functions Qn as the r⊥-space transforms of objects similar
to the light-cone wave functions (see the explanation in Ref. [10] after Eq. (198)). In other words,
Eq. (3.288) has the structure of the generalized overlap representation, cf. Section 3.7.4. The
prefactor (1−x)2 is specific for spin-one-half partons. For a generic spin-s parton, it is (1−x)2s+1
[147].
The positivity constraints are, of course, satisfied by perturbative diagrammatic representation.
In particular, for a toy scalar model—scalar quarks of mass mφ coupled to a scalar meson having
the mass mM—the contribution of the triangle diagram corresponding to the matrix element of
the bilocal operator (3.4) takes the form [169]
fφ(x, η, r⊥) =
1− x
4π
V0(y1, (1− η)r⊥)V0(y2, (1 + η)r⊥) , (3.289)
where the generalized impact-parameter light cone wave functions
V0(y, r⊥) =
1
4πy
∫ ∞
0
dσ
σ
exp
(
− r
2
⊥
4σy2
− σ (m2φ − y(1− y)m2M)) , (3.290)
can be concisely expressed through the McDonald function K0. Feynman diagrams also satisfy the
polynomiality conditions. Thus, a possible strategy for model building is to construct GPDs by
superposition of expressions corresponding to perturbative diagrams [170, 147] or having similar
structure [169].
The positivity constraints provide a very sensitive test for self-consistency of model expressions
for GPDs. For instance, the triangle diagram for the bilocal vector operator φ†(−z−)∂µφ(z−)
in the scalar toy model [170] has both the pµ term corresponding to F -type DD and the ∆µ
part contributing to G-type DD. As observed in [171], a GPD built from the F -type part alone
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violates even the simplest positivity condition of Eq. (3.278) type. At the moment, it seems that
the most promising way to satisfy both the polynomiality conditions and the infinite set of the
positivity constraints is to combine the generic representation (3.288) with the formalism of double
distributions. Only a first step [170, 147, 169] has been made in this direction so far.
3.12 Chiral properties of GPDs
Although the dependence of GPDs on the momentum fraction variables x and η cannot be han-
dled analytically from first principles, but only through elaborate phenomenological modeling,
the dependence on the transverse momentum transfer is quite a different story. The small-∆2
dependence can be revealed through an effective field theory description at scales of order of
the chiral symmetry breaking. The conventional approach uses Goldstone bosons of the spon-
taneously broken chiral symmetry as independent degrees of freedom within the framework of
chiral perturbation theory (χPT). The construction of effective operators is performed by means
of the standard power counting of χPT, which relies on the fact that the Goldstone bosons do not
interact at zero momentum.
In the present section, we review the application of χPT to the pion and nucleon GPDs.
We limit ourselves to the SU(2) χPT. We consider single-nucleon systems and, in order to have a
consistent power counting, we use the formalism of the heavy baryon χPT. It treats the nucleon as
a non-relativistic infinitely heavy particle [172]. We present the results at one loop level of χPT. In
this way, we compute the leading non-analytic corrections of the type |∆2| ln |∆2| to GPDs, where
M2N ≫ |∆2| ∼ m2π. Such corrections are universal and allow us to get an insight into the structure
of GPDs at small momentum transfer. Note, that ultraviolet divergences generated by one-loop
diagrams should be absorbed into the coefficients of next-to-leading order counterterms in the
chiral expansion, as this domain is not described correctly by low-momentum meson Lagrangian.
The calculational procedure is rather straightforward. First, one constructs composite opera-
tors from the nucleon and pion fields which match the quantum numbers of the operators built on
the quark-gluon level, e.g., local Wilson operators (3.107) – (3.108) or their light-cone generating
functions (3.10) – (3.20). The operators made of nucleon and pion fields are added to the effective
Lagrangian [173, 174]. Then one uses the heavy-baryon chiral perturbation theory [172] (for a
review, see [175]) for computation of the tree-level and one-loop contributions. In our case, one
needs the leading order pion-nucleon Lagrangian
LLO = N¯v {i v · D + 2gAS · A}Nv + f
2
π
8
tr
{
∂µΣ ∂µΣ
†}+ λ tr{Mq (Σ +Σ†)} . (3.291)
Here, Nv is the heavy-nucleon field operator, depending on the four-velocity v
µ and normalized
by Nv(0)|p〉 = uv(p)|0〉. The relation of the heavy-nucleon spinor uv to the usual one u is given
in Appendix A.2, along with other useful relations required to perform calculations. The nota-
tion Sµ ≡ i2σµνγ5vν is used for the Pauli-Lubanski spin vector. The nonlinear chiral Σ field is
constructed from the triplet of the pion fields
Σ ≡ ξ2 = exp
(
i
√
2
fπ
πaτa
)
, (3.292)
where fπ = 132 MeV is the pion decay constant and τ
a are the flavor Pauli matrices. The axial-
vector and vector (hidden in the covariant derivative Dµ ≡ ∂µ + Vµ) pion potentials are given by
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expressions
Vµ ≡ 1
2
(
ξ†∂µξ + ξ∂µξ†
)
, Aµ ≡ i
2
(
ξ†∂µξ − ξ∂µξ†
)
. (3.293)
The field Σ and the coupling λ, that occur in the effective Lagrangian, are subject to the chiral
counting rules:
Σ ∼ O(δ0) , ∂µΣ ∼ O(δ1) , λ ∼ O(δ2) , (3.294)
with δ being a small parameter of the chiral expansion. In our subsequent consideration it will
be the t-channel momentum transfer ∆µ. From (3.294), one finds that the leading order effective
Lagrangian is of the order of ∆2. For the purposes of the present discussion, we will need just the
first non-trivial term in the expansion of the potentials in the pion fields, namely,
Aµ = − 1√
2fπ
∂µ π
aτa + . . . , and Vµ = i
(
√
2fπ)2
εabcπ
a∂µπ
bτ c + . . . ,
respectively. In the mass term, the coefficient λ, accompanying the quark mass matrix Mq =
diag(mu, md), is related to the quark condensate via λ = −12〈ψ¯ψ〉.
3.12.1 Pion GPDs
We start with pion GPDs [176]. Since the isosinglet and isotriplet GPDs possess different chiral
properties, it is instructive to study them separately. These functions are related to the following
combinations of flavor-specific GPDs (3.30) as
H(0)π = H
u
π +H
d
π , H
(1)
π = H
u
π −Hdπ . (3.295)
The isospin symmetry relates GPDs of different pion species among each other,
Hu+dπ+ = H
u+d
π− = H
u+d
π0 , H
u−d
π+ = −Hu−dπ− , Hu−dπ0 = 0 . (3.296)
These combinations have definite transformation properties under the time-reversal and charge
conjugation symmetries
H(I)π (x, η) = H
(I)
π (x,−η) , H(I)π (x, η) = (−1)1−IH(I)π (−x, η) . (3.297)
Before we compute their chiral behavior in low momentum transfer as well as the pion mass,
let us present a few exact results based on their Goldstone nature. Namely, from the soft-pion
theorems it was established in Ref. [72] that
H(0)π (x, η = 1,∆
2 = 0) = 0 , H(1)π (x, η = 1,∆
2 = 0) = φπ
(
1 + x
2
)
. (3.298)
for isoscalar I = 0 and isovector I = 1 sectors. On the other hand, since the x-moment of GPDs
should be a polynomial in η with the highest power of η no larger than two (see Eq. (3.115)), one
finds [72] that ∫ 1
−1
dx xH (0)π (x, η,∆
2 = 0) = (1− η2)
∑
q
P q , (3.299)
where P q is the fraction of the pion’s momentum carried by the flavor-q quark. Notice that
due to the chiral nature of the pion, the second moment depends on a single rather than two
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independent non-perturbative parameters as it is the case in the generic case of a spinless target.
As we established in Eqs. (3.154) and (3.155), the value of P q is related to the inclusive parton
distributions through
P q =
∫ 1
−1
dx xf q(x) =
∫ 1
0
dx x (q(x) + q¯(x)) . (3.300)
This quantity depends on the resolution scale, which is not displayed. The sum rule for the pion
GPD (3.299) imposes a constraint on the pion D-term,
Dq(α) = −5
4
P q(1− α2)
{
C
3/2
1 (α) + . . .
}
,
thus fixing the magnitude of the leading term exactly.
Now we are in a position to figure out the dependence on the soft momentum transfer and mπ
using χPT. First notice, that different light-cone components of the t-channel momentum transfers
have different scaling in χPT. Namely, ∆+ is of order one since it forms the scaling variable η,
while the soft expansion parameter will be the transverse momentum transfer δ = ∆⊥. Making
use of this power counting procedure, we have to construct effective hadronic operators made from
the non-linear pion field Σ and its derivatives, which will substitute the partonic operator (3.10)
parametrizing GPDs at low energy scales. Depending on the type of the light-cone component of
the derivative acting on Σ, one finds the following scaling rules in the infinite momentum frame:
∂+Σ ∼ O(∆0⊥) , ∂−Σ ∼ O(∆2⊥) , ∇⊥Σ ∼ O(∆⊥) . (3.301)
Using the building blocks (3.301), one derives effective field theory operators in terms of the
Goldstone degrees of freedom by matching the quantum numbers of the twist-two operators (3.10).
The analysis, which exhibits the symmetry properties of the composite pion operators can be done
in terms of local Wilson operators. To the leading order in the chiral expansion, one finds that
the lowest spin-one operator in the isoscalar sector vanishes identically—as a consequence of the
charge conjugation property of the nonlinear pion field τ 2Σ†τ 2 = ΣT and unitarity—so that the
first nontrivial isoscalar operator has spin two,
O(0)πµ = tr
{
Σ ∂µΣ
†} = 0 , O(0)πµ1µ2 = f 2πaπ2 Sµ1µ2 tr{∂µ1Σ ∂µ2Σ† } , (3.302)
On the other hand, even the spin-two operator in the isovector sector is zero,
S
µ1µ2
tr
{
τa∂µ1Σ ∂µ2Σ
†} = 0 . (3.303)
Actually, the origin of this equation is more general than the chiral limit. On the parton level
is corresponds to the vanishing of the first Mellin moment of the isovector combination of GPDs
Hu−d(x, η,∆2) (see Eq. (3.30)) which is an even function in x as a consequence of the isospin
symmetry of the quark operator and its odd parity under the charge conjugation. One can further
classify all high-spin local pion operators according to this scheme [117]. It is much more convenient
however to deal with non-local pion operators, which effectively resum the entire series of Wilson
operators. Namely, relying on general symmetry considerations one can introduce the operator
[176]:
Oπ(z−) = f
2
π
8
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα f(β, α)
{
Σ
(
(α + β)z−
)
i
↔
∂
+Σ†
(
(α− β)z−)
+Σ†
(
(α + β)z−
)
i
↔
∂
+Σ
(
(α− β)z−)} , (3.304)
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Figure 20: Chiral loops generating non-analytic behavior of pion GPDs. The four-pion vertex in
the leftmost diagram originates from the expansion of effective Lagrangian LLO.
which is an SU(2) matrix. Its trace with τA, tr τAOπ, and expansion in local operators can be
shown to yield only the operators with required symmetry and structure, with (3.302) and (3.303)
being the first terms in Taylor series in powers of the Ioffe time z−. In the above definition f(β, α)
is a generating function of a tower of low-energy constants. It is a double distribution, discussed
in the preceding section, though to the lowest order in the chiral expansion. The low-energy
constants match the partonic degrees of freedom to the pionic: their values are not determined
within the effective field theory and rather considered as phenomenological parameters. There is
a number of pion operators with more than two Σ fields since their insertion does not alter the
twist of the composite operator, however, they do not contribute to the one-loop matrix elements
we are interested in here and will be totally omitted.
The pion GPDs are defined in terms of (3.304) as a matrix element of the hadronic operator∫
dz−
2π
e−ixp
+z−〈πb(p2)|tr τCOπ(z−)|πa(p1)〉 = 12tr(τCτaτ b) H(I)π (x, η,∆) , (3.305)
where τA = (1l, τa) and the index A runs over the values A = 0, 1, 2, 3. The above formula
introduces both the isovector (of isospin I[a] = 1) and isoscalar (of isospin I[0] = 0) GPDs.
Notice that the first moment of the double distribution f (I) is matched to known nonpertur-
bative parameters ∫
Ω
dαdβ f (0)(β, α)β =
∑
q
P q = aπ2 (3.306)∫
Ω
dαdβ f (1)(β, α) = 1 . (3.307)
As it is clear from the context, the low-energy constant aπ2 is related to the momentum fraction
of the pion carried by quarks and gluons forming it. For an on-shell pion at low normalization
point µ2 ≈ 0.3 GeV2 one has [78] aπ,q2 ≈ 0.7 and respectively aπ,g2 ≈ 0.3 due to the momentum
conservation. The interpretation of the generating functions f (I)(β, α) as DDs implies that these
functions depend on the factorization scale µ. The functional dependence on this parameter is
described by evolution equations to be discussed in the following sections. For the sake of brevity,
we do not write this argument explicitly.
Computation of the Feynman diagrams in Fig. 20 yields the following expressions for pion
GPDs with leading non-analytic corrections included [176, 177]
H(0)π (x, η,∆
2) = Φ(0)
(
x
η
,
1
η
)
+
θ (η − |x|)
2(4πfπ)2
(
m2π − 2∆2
) ∫ 1
−1
dσ lnm2π(σ) Φ
(0)
(
x
η
, σ
)
,
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H(1)π (x, η,∆
2) =
(
1− 2m
2
π lnm
2
π
(4πfπ)2
)
Φ(1)
(
x
η
,
1
η
)
+
θ (η − |x|)
(4πfπ)2η
∫ 1
−1
dσm2π(σ) lnm
2
π(σ)
∂
∂σ
Φ(1)
(
x
η
, σ
)
, (3.308)
where
m2π(σ) ≡ m2π − (1− σ2)
∆2
4
and
Φ(I)(u, v) =
∫
Ω
dαdβ f (I)(β, α) {vδ(u− α− vβ)− (1− I)δ(u− α− β)} ,
with the integration going over the same simplex Ω as for conventional DDs. Note that the
argument of the chiral logarithms can be made dimensionless by introducing a chiral cut-off Λ2χ,
the dependence on which cancels between these one-loop expressions and the next-to-leading order
counterterms in the derivative expansion of the effective chiral Lagrangian LNLO [178].
Let us discuss a few limiting cases of Eq. (3.308).
• Conventional form factors are found by forming the first two moments of pion GPDs,∫ 1
−1
dx H(1)π (x, η,∆
2) = 2Fπ+(∆
2) , (3.309)∫ 1
−1
dx x H (0)π (x, η,∆
2) = θ2(∆
2)− η2θ1(∆2) , (3.310)
with the pion electromagnetic and gravitational form factors defined in Eqs. (3.85) and
(3.152), respectively. Integrating the one-loop expression (3.308), we thus obtain the well-
known results for the leading non-analytic contribution to the pion electromagnetic [178]
and gravitational form factors [179]
Fπ(∆
2) = 1− 2m
2
π lnm
2
π
(4πfπ)2
+
1
(4πfπ)2
∫ 1
−1
dσm2π(σ) lnm
2
π(σ) , (3.311)
θ2(∆
2) = P q , (3.312)
θ1(∆
2) = P q
(
1 +
m2π − 2∆2
2(4πfπ)2
∫ 1
−1
dσ (1− σ2) lnm2π(σ)
)
, (3.313)
respectively.
• Parton densities are found by taking the skewless limit. Note, however, that the limit η → 0
and the chiral limit mπ → 0 do not commute in Eq. (3.308). To reproduce the results
obtained recently in Refs. [173, 174], we have to send η → 0 before mπ → 0. This yields
q(x) = q0(x)
(
1− 2m
2
π lnm
2
π
(4πfπ)2
)
+ 2δ(x)
m2π lnm
2
π
(4πfπ)2
, (3.314)
with q0(x) being the quark distribution in the chiral limit.
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3.12.2 Nucleon GPDs
Undoubtedly, the most profound manifestation of the chiral symmetry in the dynamics of nu-
cleon GPDs is the appearance of the pion pole in the isovector combination E˜u−d = E˜u − E˜d.
Analogously to the behavior of the psedoscalar nucleon form factor introduced in Eq. (3.95), the
quark-antiquark pair determining the operator content of GPD E˜ can fluctuate into an off-shell
pion and due to its Goldstone nature E˜u−d develops this transition develops a pole in ∆2. The
explicit chiral symmetry breaking proportional to mq gives a small mass to the pion so that the
pole is shifted from zero to the physical value ∆2 = m2π. At the pole, the single pion exchange
dominates over other resonances with the same quantum numbers, such that it is possible to have
a legitimate approximation for |∆2| ≤ m2π. Continuing to the physical region of space-like ∆2, one
writes for the proton [142, 183]
E˜u−d(x, η,∆2 → m2π) =
θ(η − |x|)
2η
φπ
(
x+ η
2η
)
4g
(3)
A M
2
N
m2π −∆2
, (3.315)
where the bound state of the quark-antiquark pair is determined by the pion leading twist dis-
tribution amplitude (3.166). By means of the Goldberger-Treiman, the pion-nucleon coupling
constant gπNN was reduced to the isovector axial constant g
(3)
A , fπgπNN =
√
2MNg
(3)
A . Using the
isospin symmetry one can finally write for specific flavor components
E˜u = −E˜d = 1
2
E˜u−d . (3.316)
Now we turn to the chiral expansion of other nucleon GPDs [117]. Under the chiral SU(2)L⊗
SU(2)R group, the quark operators determining their content transform under either isovector
(3, 1)⊕ (1, 3) or isoscalar (1, 1) representations. These correspond to the flavor non-singlet R2,qq,a
and singlet R2,qq,0 quark operators, respectively,
R2,qq,Aµ1µ2...µj = Sµ1µ2...µj ψ¯τ
Aγµ1i
↔Dµ1 i
↔Dµ2 . . . i
↔Dµj ψ . (3.317)
For the purpose of a unique translation of the Lorentz-covariant matrix elements in Eq. (3.123) into
non-relativistic ones, it is is convenient to use the Breit reference frame [180, 181], as we discussed
at length in Section 2.2.2. Exploiting the results from the Appendix A.2, the decomposition
(3.123) transforms in the Breit frame into the equation
〈p2|R2,qq,Aµ1...µj |p1〉 = Sµ1...µju¯v(p2)τ
Auv(p1)vµ1
{
(2MN)
j−1GEj,0vµ2 . . . vµj+ . . .+G
E
j,j−1∆µ2 . . .∆µj
}
+ S
µ1...µj
u¯v(p2)τ
A[Sµ1 , S ·∆]uv(p1)
MN
{
(2MN )
j−1GMj,0vµ2 . . . vµj + . . .+G
M
j,j−1∆µ2 . . .∆µj
}
+ S
µ1...µj
u¯v(p2)τ
Auv(p1)
2MN
∆µ1 . . .∆µjDj , (3.318)
where for brevity we did not display the dependence of the form factors GEjk, G
M
jk and Dj on the
momentum transfer ∆2 and dropped higher-order corrections in the ratio ∆2/M2N . Obviously due
to the constraint from the time-reversal invariance (see Section 3.2.8) the form factors accom-
panying the odd power of the momentum transfer ∆µ has to be set to zero. The electric- and
103
•1p 2p
• •
1p 2p
• •
1p 2p 1p 2p
)(a )(b )(c )(d
Figure 21: One loop diagrams contributing to the nucleon matrix elements of the twist-two
operators. One should also add diagrams with self-energy insertions into the external lines, which
are not displayed explicitly here.
magnetic-type form factors GEjk and G
M
jk are related to the previously introduced Hjk and Ejk in
Eq. (3.123) via
GEjk = Hjk +
∆2
4M2N
Ejk , G
M
jk = Hjk + Ejk . (3.319)
Note, that GE1,0 and G
M
1,0 correspond to the standard Sachs nucleon electromagnetic form factors
(3.91),
GE1,0 = GE , G
M
1,0 = GM . (3.320)
They have been extensively discussed in the literature [180, 181], and therefore we will not address
their chiral properties here.
To proceed with the analysis of chiral loops, let us complement the basis of pion operators,
discussed in the preceding section, by adding hadronic twist-two operators bilinear in the heavy
nucleon fields. The nucleon operators admit the form that mimics the tensor decomposition of the
off-forward matrix elements (3.318). The leading operators contributing to isoscalar and isovector
combinations of GEj,0 and G
M
j,0 are
ON,Aµ1µ2...µj = aNj (2MN)j−1 Sµ1...µj vµ1 . . . vµjN¯vτ
A
ξ+Nv
+ bNj (2MN)
j−1(−i∂ν) S
µ1...µj
vµ1 . . . vµj−1N¯vτ
A
ξ+
[Sµj , Sν ]
M
Nv + . . . , (3.321)
where
τAξ+ ≡
1
2
(
ξτAξ† + ξ†τAξ
)
. (3.322)
As in the pion case, the coefficients aN and bN , matching partonic and hadronic descriptions, are
unknown, and have to be determined from experimental data. Subleading operators are derived
from this expression by replacing the factors of the four-velocity vµ in the Lorentz structure by
derivatives. Note, that, due to the time-reversal symmetry restrictions, one should always replace
an even number of velocities. In order to mimic the D-term structure, one further introduces a
subleading operator,
. . .+ cN2
1
2M
S
µ1µ2
(−i∂µ1)(−i∂µ2)N¯vτAξ+Nv .
Having constructed the operator basis, the leading-order chiral behavior is then deduced from
the Feynman graphs displayed in Fig. 21. The isoscalar form factors receive contributions only
from the diagrams 21 (a) and (c), since (b) and (d) vanish identically. Their calculation is
straightforward making use of the leading order chiral lagrangian (3.291) and yields [117]
GE2,0(∆
2) = aN2 + 3a
π
2
g2Aπ
2MN(4πfπ)2
{(
2m2π −∆2
) ∫ 1
−1
dσ
√
m2π(σ) +
4
3
m3π
}
,
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GM2,0(∆
2) = bN2 + 3
g2A
(4πfπ)2
∫ 1
−1
dσ
{
aπ2m
2
π(σ)− 2bN2 m2πδ(σ − 1)
}
lnm2π(σ) ,
D2(∆
2) = cN2 + 3a
π
2
g2Aπ
4(4πfπ)2
MN
(
2m2π −∆2
) ∫ 1
−1
dσ
1− σ2√
m2π(σ)
. (3.323)
Notice the absence of the one-loop contributions to the form factors GE2,0 and D2 from the nucleon
operators. This is a consequence of a cancellation of the one-loop contribution (c) by the self-
energy insertions into the external lines. We completely absorb all analytic contributions present
in (3.323) into counterterms. Another comment concerns GE2,0. The pion operators generate
1/MN -suppressed contributions to this structure. Therefore, by power counting we must add
O(1/MN) bilinear nucleon operators constructed from one large and one small component of the
nucleon field, and also analogous terms stemming from the chiral Lagrangian. Lorentz invariance
unambiguously fixes their coefficients, and no new low energy constants arise. However, the effect
of these contributions in form factors is ∆2-independent and analytic in the pion mass. Thus,
we will not compute them, although they can be anticipated to generate an additional term
−5aN2 g2Am3π/ (32πf 2πMN ) to the right-hand side of GE2,0 in Eq. (3.323) required by the momentum
sum rules. Also, there arises a Foldy-like term (bNj − aNj )∆2/(4M2N) in GEj,0, just like in the
form factor case [181], from contributions of small nucleon field components in the heavy-mass
expansion of relativistic nucleon operators.
Sum rules for the total momentum and spin of the nucleon (pion) impose the following con-
straints on the coefficients aN2 and b
N
2 (a
π
2 ),
aN,q2 + a
N,g
2 = 1 , b
N,q
2 + b
N,g
2 = 1 , a
π,q
2 + a
π,g
2 = 1 . (3.324)
The latter two equations imply that the total gravitomagnetic moment of the nucleon vanishes
[123] (cf. Eq. (3.159)).
The leading (j, 0)-structures of the higher j-moments (j > 2) do not receive non-analytic
contributions in the momentum transfer ∆2 at the next-to-leading order in the chiral expansion
due to the absence of relevant pion operators. Thus, one gets [117]
GEj,0(∆
2) = aNj + . . . , G
M
j,0(∆
2) = bNj
(
1− 6 g
2
Am
2
π
(4πfπ)2
lnm2π + . . .
)
, (3.325)
where the ellipsis stand for analytic contributions from one-loop diagrams and counterterms, which
are suppressed by at least m2π/(4πfπ)
2.
Due to the absence of the pion cloud contributions in diagrams (a) and (b), no non-analytic
dependence on the momentum transfer arises at this order of χPT. However, the diagrams (c)
and (d) develop chiral logarithms in the pion mass of the form
GF2,0(∆
2) = fN2
{
1− 2m
2
π
(4πfπ)2
(χFg
2
A + 1) lnm
2
π
}
, (3.326)
where the overall coefficients fN2 = (a
N
2 , b
N
2 , c
N
2 ) depend on the form factor G
F
2,0 in question and
χF takes the values χF = 3, 2, 3 for G
F
2,0 = G
E
2,0, G
M
2,0, D2, respectively. It is implied that one adds
counterterms to the right-hand side of these equations linear in m2π whose (unknown) coefficients
absorb minimally the ultraviolet divergences resulting from loop integrals and also the Foldy-like
term, as discussed after Eq. (3.323). The leading structures of the higher moments GEj,0 and
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GMj,0, apart from the change of an overall normalization b
N
2 → bNj and aN2 → aNj , have the same
dependence on the chiral logarithms as in Eq. (3.326). Finally, let us note that one also can include
the delta-isobar as a dynamical degree of freedom in χPT. Such kind of analysis was performed
for the orbital angular momentum sum rule (3.158) in Ref. [174].
A pragmatic application of the results outlined in the present section can be either in evolution
of experimental measurements for the angular momentum sum rule (3.158) from nonzero to zero
recoil or in chiral extrapolations of lattice data normally taken at very high “mπ” all the way
down to the physical point.
3.13 Modeling GPDs
The studies in the previous sections of generic properties of GPDs and their asymptotic behavior
in different regions of the momentum-fraction space allow to develop some “semi-realistic” models
for them. Of course, the final word about their validity is reserved to experimental measurements.
There exists a number of estimates of the functional form of GPDs based on various models of the
hadronic structure, including the chiral soliton quark model [182, 143, 183, 9, 184, 185, 186, 187,
188], bag model [189, 190], constituent quark models [191, 192, 194], instanton techniques [193],
light-cone frameworks [195, 170], Bethe-Salpeter [196, 197, 198] and Schwinger-Dyson [171, 199]
approaches. The first-principle lattice simulations [157, 200, 201, 202] provided estimates for
several off-forward matrix elements of local operators and constrained their functional dependence
on the momentum transfer ∆2. First transverse lattice results were reported in Ref. [203]. In this
section, we will discuss how available information can be used for construction of ansa¨tze for
GPDs based on very general principles. This will be done in a few steps. Since GPDs depend
on two longitudinal variables, x and η, and one transverse ∆2, we address first the question of
modeling the longitudinal dynamics, setting ∆2 = 0. Then we consider interplay of longitudinal
Feynman momentum and transverse momentum ∆⊥ dependence. Finally, we combine the two
models together building a single three-variable function.
3.13.1 Longitudinal dynamics
We will rely here upon the approach that uses double distributions in order to constrain plausible
functional forms of the dependence on the s- and t-channel longitudinal momenta x and η. As
already announced, we consider first the limiting case ∆2 = 0. First, let us make two observations.
The β-variable of a double distribution f(β, α) can be interpreted as a fraction of the momentum
p carried by the parton. The reduction formula (3.208) states that the integral over α gives the
usual parton density f(β). When combined together they suggest that the profile of f(β, α) in
the β-direction follows the shape of parton density f(β). Thus, it makes sense to write
f(β, α) = π(β, α) f(β) , (3.327)
where the function π(β, α) is normalized by the condition∫ 1−|β|
−1+|β|
dα π(β, α) = 1 . (3.328)
It characterizes the profile of f(β, α) in the t-channel α-direction. The profile function should
be symmetric with respect to α → −α as a consequence of the time-reversal invariance (3.209),
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see Section 3.2.8. For a fixed β, the function π(β, α) describes how the longitudinal momentum
transfer ∆+ is shared between the two partons. Hence, the shape of π(β, α) should look like
a symmetric meson distribution amplitude ϕ(α). Recalling that the support region for DDs is
restricted by |α| ≤ 1− |β|, to get a more close analogy with DAs, we rescale α as α = (1− |β|)γ
introducing the variable γ with β-independent limits: −1 ≤ γ ≤ 1. The simplest model is to
assume that the γ-profile is a universal function g(γ) for all β’s. As we already emphasized, in
general this function does not have to vanish at the boundary of its support [145]. To proceed, we
disregard this complication and assume that the double distribution is zero on the boundary of
its support region. More elaborated models may require lifting this condition. As possible simple
choices for g(γ) one can take δ(γ), with no spread in γ-direction, (1−γ2)b which is a characteristic
shape for the asymptotic limit of the quark and gluon distribution amplitudes for b = 1 and b = 2,
respectively, as we will explain in the next chapter. In terms of (β, α) variables, all of these models
can be summarized by a single formula
π(β, α; b) =
Γ
(
b+ 3
2
)
√
πΓ (b+ 1)
[(1− β)2 − α2]b
(1− β)2b+1 , (3.329)
with a parameter b. In the limiting case b =∞, we have π(β, α;∞) = δ(α).
Let us analyze the structure of GPDs obtained from these simple models. In particular, taking
f(β, α;∞) = δ(α)f(β) gives the simplest model
H(x, η,∆2 = 0) = f(x)
in which the GPDs at ∆2 = 0 have no skewness dependence at all and coincide with the usual
parton distributions. For some values of b, one can find analytic expressions for GPDs also,
provided that the functional form of the forward density is not very involved. Taking, for instance,
f(β) =
Γ (5− n)
Γ (4)Γ (1− n)
(1− β)3
βn
θ(β) , π(β, α; 1) =
3
4
(1− β)2 − α2
(1− β)3 , (3.330)
gives a simple analytical representation for the corresponding GPD,
H(x, η,∆2 = 0) =
(
1− n
4
)
η3
{
θ(x > −η)
(
x+ η
1 + η
)2−n (
η2 − x+ (2− n)η(1− x))− (η → −η)}.
(3.331)
It is evident that no odd powers of η would appear in the xj-th moments of this function. Fur-
thermore, this expression is explicitly non-analytic for x = ±η. This is true even if n is integer.
Discontinuity at x = ±η, however, appears only in the second derivative of H(x, η,∆2 = 0), while
the function itself and its first derivatives are continuous so that the model curves for H(x, η) are
very smooth.
In the case of singlet quark distributions, the DDs fsingl(β, α) should be odd functions of β. Still,
we can use the model like (3.331) for the β > 0 part, but take fsingl(β, α)|β 6=0 = Af(|β|, α) sgn(β).
Note, that n ≥ 1 is the usual situation for standard parametrizations of singlet quark distributions.
Then the integral producing Hsingl(x, η) in the |x| ≤ η region diverges for α → x/η. However,
due to the antisymmetry of fsingl(β, α) with respect to β → −β and its symmetry with respect to
α→ −α, the singularity at α = x/η can be integrated using the principal value prescription.
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3.13.2 Longitudinal-transverse interplay
Above, we have discussed hypothetical GPDs with no transverse dynamics, setting ∆2 = 0 from the
start. Now we are going to discuss the dependence on ∆2 6= 0 in a simplified situation when η = 0.
Even in this case, a first principle, model independent way to do this is currently not available,
we have to rely on some assumptions. The simplest idea is to assume a complete factorization of
longitudinal and transverse dependence, like Hq(x, η = 0,∆2) = f q(x)F q(∆2), with f q(x) being a
forward parton density and F q(∆2) the relevant form factor. To be specific, for Hq and Eq GPDs
of the proton the factorized ansatz implies that the ∆2 dependence is accumulated in Dirac and
Pauli form factors F q1 (∆
2), F q2 (∆
2), respectively. Since the latter are defined through the matrix
element of the electromagnetic (or, in general, vector) current, only the valence parts of Hq and
Eq can be modeled in terms of F q1 and F
q
2 . Thus, for the flavor-q valence quark contribution we
would write
Hu,val(x, η = 0,∆2) = 1
2
F u1 (∆
2) fu,val(x) , Hd,val(x, η = 0,∆2) = F d1 (∆
2) fd,val(x) , (3.332)
and analogously for the valence part of the helicity-flip function Eq, with obvious replacements
everywhere of the Dirac F q1 by the Pauli F
q
2 form factor. Note however that the x-dependence of E
q
is not constrained by the forward parton density f q so this is an ad hoc assumption. The presence
of the factor 1/2 in the u-quark distribution in the proton is a consequence of corresponding
normalization of its form factor F u1 (0) = 2 and parton density
∫
dx f q,val(x) = 2. The expression
of the quark form factors in terms of the measured proton and nucleon electromagnetic form
factors was given earlier in Section 3.4.2.
This factorized form cannot, however, be even remotely correct since as we established in
the previous section, at large values of the Feynman momentum x → 1, the ∆2-dependence
must become weaker. In other words, the higher the Mellin moment of GPDs, the flatter is the
dependence on the momentum transfer. Due to a limited kinematical coverage in the t-channel
momentum transfer ∆2 in experiments, theoretical estimates confronted to data are currently
insensitive to this feature, however.
A hint for a nontrivial and phenomenologically viable interplay between the x and ∆2 de-
pendence arises from the Regge theory. Recall that the high-energy dependence of, say, elastic
p1+p2 → p′1+p′2 scattering amplitudes is governed by linear Regge trajectories αq(∆2) = αq+α′q∆2
with ∆ = p1 − p′1, so that the physical cross section goes like σ ∼ sαq(∆2) as a function of the
center-of-mass energy s = (p1+p2)
2. In our case the role of s is taken by the (inverse) momentum
fraction x which in the physical process is equal to the generalized Bjorken variable x = xB ∼ s−1.
Therefore, at small-x one can take as a working hypothesis for the non-forward parton distribution
[9, 118]
f q(x,∆2) ≡ Hq(x, η = 0,∆2) x→0∼ x−αq(∆2) = e−αq(∆2) lnx .
This behavior was recently refined in dedicated studies in Refs. [205, 415]. Note, that this form
satisfies the general requirement that the ∆2-dependence should disappear in the x → 1 limit.
Furthermore, the relevant form factor is determined by the x-integral of f q(x,∆2). The latter
admits the form
f q(x,∆2) ∼ x−αq−α′q(1−x)p∆2(1− x)N . (3.333)
The requirement of a controlled transverse size of the hadron and, therefore, finitness of the
spectator distance rs⊥ (see Fig. 15) at large-x where
f q(x→ 1,∆2) ∼ eαq(1−x)+α′q(1−x)p+1(1− x)N
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requires p ≥ 1 [155]. Notice, that phenomenologically, the form with p = 0 and α′ ∼ 1GeV −2
works fine up to at least x ∼ 0.5 [204]. The form factor asymptotics at large ∆2 is governed by
the large-x behavior of f q(x,∆) and is given by
F (∆2 →∞) ∼ |∆2|−(N+1)/(p+1) .
The Drell-Yan relation requires p = 1 [206] and is consistent with the above observations. Thus
Eq. (3.333) with p = 1 provides a function with a plausible interplay between longitudinal and
transverse dynamics.
3.13.3 D-term
We have discussed so far only the first component of the two-component form of GPDs which can
be reconstructed from a non-singular double distribution (3.223). The second component—the
D-term—is entirely concentrated inside the central region |x| ≤ η. Originally, it was inspired by
the chiral quark-soliton model analysis and was parametrized as [143]
D(α,∆2 = 0) = (1− α2)
∞∑
n=0
dnC
3/2
2n+1(α) , (3.334)
where the expansion goes in odd powers of Gegenbauer polynomials due to the antisymmetry of
the D-term, D(−α) = −D(α). The first few parameters were found within the model [182, 9]
as well as recently extracted from lattice simulations [157, 200]. For the lowest term, the results
deduced from them are
dχQSM0 = −4.0
1
Nf
, dlatt0 = d
u
0 ≈ dd0 ≈ −0.5 , (3.335)
where Nf is the number of active flavors. Both predictions are plagued by uncontrollable uncer-
tainties. In the lattice case, the effect of disconnected diagrams was not calculated. However they
are known to produce a sizable negative contribution [207]. Once the latter are properly taken into
account the lattice result might approach the model calculation. For our subsequent estimates we
choose an intermediate value d0 = −1.0.
To account for the ∆2-dependence one can assume the simplistic form
D(α,∆2) =
(
1− ∆
2
m2D
)−3
D(α,∆2 = 0) , (3.336)
with the mass scale m2D = 0.6GeV
2.
3.13.4 Nonfactorizable GPD ansa¨tze
Now, we are in a position to give semi-realistic models for GPDs. The q-flavor double distribution
will be decomposed into the valence and sea components, f q = f q,val + f q,sea. Both of them are
related to the non-forward quark distribution f q(β,∆2) with a profile function π, as was discussed
in Section 3.13.1,
f q,val(β, α,∆2) = f q,val(β,∆2)θ(β)π(|β|, α; bval) , (3.337)
f q,sea(β, α,∆2) =
(
f¯ q(β,∆2)θ(β)− f¯ q(−β,∆2)θ(−β)) π(|β|, α; bsea) , (3.338)
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Figure 22: The u-quark GPD at ∆2 = −0.4GeV2 as a function of the Feynman momentum x
and skewness η. Positive (negative) values of the distribution correspond to quark (antiquarks)
contributions to the GPD.
where at ∆2 = 0 the function f q(β,∆2 = 0) reduces to the conventional parton densities.
Below we give separately the parametrization for the unpolarized and polarized non-forward
parton distributions. They have to be plugged into Eq. (3.337) and then used to reconstruct GPDs
by means of Eq. (3.211).
• Unpolarized GPDs. In our model we use the GRV leading order quark distributions [82]
with discarded flavor asymmetry of the sea. Then the nonforward distributions read
fu,val(β,∆2) = 1.239β−αv−α
′
v(1−β)1/2∆2
(
1− 1.8
√
β + 9.5β
)
(1− β)2.72 , (3.339)
fd,val(β,∆2) = 0.761β−αv−α
′
v(1−β)1/2∆2
(
1− 1.8
√
β + 9.5β
)
(1− β)3.62 ,
f¯u(β,∆2) = f¯d(β,∆2) = 0.76β−αs−α
′
s(1−β)3/2∆2
(
1− 3.6
√
β + 7.8β
)
(1− β)9.1 .
They are assumed to be defined at the same renormalization scale as the forward quark dis-
tributions used for their construction, i.e., µ2
LO
= 0.26GeV2. These models closely reproduce
the quark form factors with the dipole parametrization of the proton and neutron Sachs form
factors in the low |∆2| < 3GeV2 region. The Regge intercepts and slope parameters are
taken to be
αv = 0.52 , α
′
v = 1.1GeV
−2 , (3.340)
αs = 0.85 , α
′
s = 0.3GeV
−2 .
The Regge parameters for the valence quarks are numerically close to those of the ρ-reggeons.
Since the sea quarks are generated by the gluon radiation, their Regge parameters are
analogous to that of the pomeron. We use p = 1/2 exponentials instead of p = 1 dictated
by the Drell-Yan relation, since this value fits better the form factor at small and moderate
∆2. For p = 1, one can get a reasonable fit at moderate ∆2 with α′u = 1.6GeV
2. For
the α-profile of the DDs we use in our estimates bval = bsea = 1, though for the sea-quark
distribution this value is not a consequence of asymptotic considerations, rather bsea = 2 is
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Figure 23: The u-quark Wigner distribution W u at different values of the Feynman parameter for
non-factorizable ansatz of generalized parton distributions (3.339). The vertical and horizontal
axis corresponds to rz and |r⊥|, respectively, measured in femtometers. The [dashed] contours
separate regions of positive [darker areas] and negative [lighter areas] densities. Below each contour
plot we presented the shape of three-dimensional isodensity contours [W u = const].
a legitimate choice [10] (see Eqs. (136) and (255) there). The model of the u-quark GPD at
∆2 = −0.4GeV2 is demonstrated in Fig. 22.
• Polarized GPDs. The model is quite analogous to the unpolarized case:
∆f q(β,∆2) = ηqAqx
aq−α′q∆2(1−β)(1− β)bq
(
1 + γqβ + ρq
√
β
)
. (3.341)
The parameters are fixed by the GSA forward densities [83] at µ2 = 4GeV2 in the ∆2 = 0
limit, and the slopes α′u = 1.15GeV
−2, α′d = 1.0GeV
−2 were chosen to fit the dipole form of
the axial form factor at low |∆2| < 3GeV2 with the effective mass m2A = 0.9GeV2 for the
valence GPD. For the sea-quark distribution, we take α′s = 0.3GeV
−2.
Let us emphasize that the models we have developed here serve solely an illustration purpose.
More realistic GPDs have to be developed by means of combined fits to available data in different
kinematical regions as was done in recent works [205, 415]. Presently, we address only quarks.
The spatial distribution of gluons was studied in Refs. [208, 209].
3.14 Visualizing proton via Wigner distributions
Making use of the above models we can plot the phase-space quasi-probability distribution of par-
tons inside the proton, following Ref. [41]. According to our earlier discussion, the Wigner func-
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tion of a quark W q(x, r) is obtained from GPDs in the Breit frame through the three-dimensional
Fourier transformation with respect to the three-momentum ∆ (see Section 2.3):
W q(x, r) =
∫
d3∆
(2π)3
ei∆·rHq
(
x,∆z/
√
∆2 + 4M2N ,−∆2
)
.
We consider the quark Wigner quasi-probabilities resulting from the parametrization for the GPDs
given above. In Fig. 23 we show the up-quark Wigner distributions calculated fromHu(x, η,∆2) for
a few values of the Feynman momentum x = {0.01, 0.4, 0.7}. The intensity of the plots indicates
the magnitude of the positive density distribution. The lighter areas indicate negative values,
which are divided by the level zero, shown by dashed contours. The plots exhibit significant
dependence of the quark distribution on the longitudinal momentum fraction x. The image is
rotationally symmetric in the transverse r⊥-plane. At small x, the distribution extends far beyond
the nominal nucleon size along the longitudinal z direction. The physical explanation for this is
that the position space uncertainty of the quarks is large when x is small, and therefore the
quarks are de-localized along the longitudinal direction. This de-localization reflects the part of
the nucleon wave function, and shows long-range correlations as verified in high-energy scattering.
On the other hand, at larger x, the momentum along the z direction is of order of nucleon mass,
and the quarks are localized to within 1/MN .
3.15 Limitations of GPDs as Wigner distributions
Let us analyze whether our interpretation of GPDs as Fourier transforms of Wigner distributions
receives any limitations from relativity and quantum effects. To this end, consider the nucleon
matrix element of the light-ray operator
〈p2|Oqq(−z−, z−)|p1〉 .
Since we are interested in the Breit-frame interpretation of GPDs, we should impose restrictions
on momenta involved, similar to the ones used in discussion of form factors, in order to avoid dan-
gerous regions where relativistic and quantum effects will spoil the interpretation. We construct
the same wave packet as in the analysis of the nucleon form factors in Section 2.2.2. This allows
one to find a sequence of inequalities between the longitudinal ∆z and transverse ∆⊥ resolution
scales of the probe and typical momenta pz, p⊥ of the wave packet as in Eq. (2.22). A straightfor-
ward consideration in one-to-one correspondence with the one performed in Section 2.2.2 yields
inequalities for the transverse momenta
1/RN ≪ |∆⊥| ≪ |p⊥| ≪MN . (3.342)
The consideration for longitudinal variables is nontrivial, since the probe is non-local in the light-
like direction. Thus, the following three longitudinal distance scales are involved (see Fig. 24). The
longitudinal position of partons rz is set in the Breit frame by the skewness rz ∼ 1/∆z ∼ 1/(ηE)
(see Eq. (2.80)). A typical longitudinal momentum in the wave packet sets its intrinsic fuzziness
δrz ∼ 1/pz. Finally, since the probe is non-local, we have an extra degree of freedom—the Ioffe time
z−. The latter is a variable Fourier conjugate to the the Feynman momentum x = k+/p+ (which
has the meaning of the parton momentum relative to that of the parent hadron in the infinite
momentum frame as was established in Section 2.2.7). The non-locality grows with decreasing
parton momentum fraction x, z− ∼ 1/(xE). This correlation length is set by the distance which
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Figure 24: Distance scales for the Wigner distribution in the Breit frame. The Compton wave-
length and the radius of the proton are 1/MN and RN , respectively. The partons are probed at
longitudinal distances rz in the proton localized by means of a wave packet of the size δrz with a
probe whose non-locality is z−.
the quark-antiquark pair, originating from the decay of the probe, propagates in the Breit frame
from the space-time point of its creation to recombination back into the off-shell gauge boson. So
z− can exceed the nucleon size.
First, we have to analyze consequences of the uncertainty on the longitudinal localization of
the proton state. Obviously, to be insensitive to the structure of the residual wave packet itself
one has to set the condition that its fuzziness δrz be much smaller that the resolving distances
rz within the hadron, δrz ≪ rz. This translates into the condition in the reciprocal (momentum)
space
|∆z| ≪ |pz| ≪MN , (3.343)
with the right-most inequality being the limitation due to the finite Compton wavelength of the
nucleon. Next, the non-locality of the probe in the longitudinal direction z− cannot be larger than
the distances rz it scans,
|z−| ≪ rz . (3.344)
When one makes the Fourier transformation of the above matrix element with respect to the Ioffe
time, one has to impose this restriction on the light-cone distances. This immediately implies
that the Feynman momentum x probed in the proton cannot be smaller than 1/rz, i.e., x ≫
1/(Erz) ∼ η. If this condition is omitted, there will be a quantum uncertainty arising from the
fuzziness of the picture for very large Ioffe times. This consideration results in a limitation on
the static picture of GPDs (in the Breit frame) as Fourier transforms of Wigner distributions.
GPDs admit this interpretation only in a limited region of the parameter space, as we have just
established.
The unpolarized nucleon GPD in the Breit frame is given by [117]
1
2MN
F q(x, η,∆2) =
(
Hq − ∆
2
4M2N
Eq
)
(x, η,∆2) +
i
MN
[∆× s]z (Hq + Eq) (x, η,∆2) , (3.345)
where, for brevity, we set w∗2w1 = 1 and s is defined as in Eq. (2.18). The physical content of
the functions involved is revealed by examining their spin structure. The matrix element in Eq.
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(3.345) demonstrates that the first term is independent of the proton spin, and is considered as
the charge density
ρ(x, r) =
∫
d3∆
(2π)3
ei∆·r
(
H − ∆
2
4M2N
E
)
(x, η,∆2) . (3.346)
The second term depends on the proton spin and can be regarded as the third component of the
vector current
jz(x, r) =
i
MN
∫
d3∆
(2π)3
ei∆·r [∆× s]z (H + E) (x, η,∆2) . (3.347)
The E-term generates a convection current due to the orbital angular momentum of massless
quarks and vanishes when all quarks are in the s-orbit. The physics in separating F q into ρ and jz
can be seen from the Dirac matrix γ+ selected by the high-energy probes, which is a combination
of time and space components. Because the current distribution has no spherical symmetry, the
quark density seen in the infinite momentum frame, ρ+ jz, is deformed in the impact parameter
space [151]. This is the kinematic effect of Lorentz transformations.
The Wigner distributions introduced above allow one to calculate the single-quark properties
using the classical concept of average in the phase space. If one integrates over the momentum
fraction x in ρ(x, r), one recovers the spherical charge distribution. On the other hand, integrating
over x in jz(x, r) one obtains the electric current distribution. In the latter case, if the integral is
weighted with x, one gets the mechanical momentum density.
3.16 Transition GPDs
So far we have discussed GPDs involving the same hadron in the initial and final state. There
is, however, a number of reactions which change the flavor of partons during the hard scattering.
This could be either due to weak interactions, or if the original quark goes into a flavored meson,
so that a quark with a different flavor joins the outgoing baryon in the final state. In the present
section, we address these quantities and also show how one can relate them to the diagonal ones
making use of some approximations. Obviously, since there is a flavor exchange between the
incoming and outgoing baryons, there are no gluonic GPDs associated with these transitions.
Contrary to the diagonal case, there are no positivity constraints on the transition GPDs,
since they do not become densities in any limit, like the forward limit for the diagonal GPDs. The
transition GPDs rather describe the correlations between the wave function of the resonance and
that of the nucleon. Throughout our discussion, we will assume that resonances are stable hadrons,
and thus the corresponding GPDs do not contain the final-state strong-interaction phases. An
alternative description would be in terms of the hadrons actually observed in the detector. The
relevant GPD
〈H1H2|Oqq′|p〉 ,
describes the transition from the initial state nucleon (say, the proton p) to the final state hadrons
H1, H2 with a given invariant mass close to that of the resonance H that decays into them. In
this case, the imaginary phases have to be introduced.
3.16.1 Baryon octet to octet transitions
Let us start with discussion of matrix elements describing transitions between hadrons within the
baryon octet. They are very interesting phenomenologically since they involve matrix elements of
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operators containing the strange quark. For instance, matrix elements of the even and odd parity
light-ray operators for the transition p→ Σ+ can be decomposed as
〈Σ+(p2)|Osd(−z−, z−)|p(p1)〉 =
∫ 1
−1
dx e−ixp
+z−
{
h+HpΣ+(x, η,∆
2) + e+EpΣ+(x, η,∆
2)
}
,
〈Σ+(p2)|O˜sd(−z−, z−)|p(p1)〉 =
∫ 1
−1
dx e−ixp
+z−
{
h˜+H˜pΣ+(x, η,∆
2) + e˜+E˜pΣ+(x, η,∆
2)
}
,
(3.348)
where the flavor structure of the operators should be understood as Osd = s¯γ+d, etc. The first
moments of these functions are related to the vector and axial transition form factors within the
baryon octet [9] ∫ 1
−1
dxHpΣ+(x, η,∆
2) = F pΣ
+
1 (∆
2)− ηF pΣ+3 (∆2) , (3.349)∫ 1
−1
dxEpΣ+(x, η,∆
2) = F pΣ
+
2 (∆
2) + ηF pΣ
+
3 (∆
2) , (3.350)∫ 1
−1
dx H˜pΣ+(x, η,∆
2) = GpΣ
+
A (∆
2) +
MΣ+ −MN
MΣ+ +MN
GpΣ
+
eff (∆
2) , (3.351)∫ 1
−1
dx E˜pΣ+(x, η,∆
2) = GpΣ
+
P (∆
2) +
1
η
GpΣ
+
eff (∆
2) . (3.352)
Compared to the parametrization of the matrix elements of the conserved vector (3.86) and axial
currents (3.87), there are two extra form factors, the weak electricity term F3 in the vector current
case
〈Σ+(p2)|s¯γµd(0)|p(p1)〉 = hµF pΣ+1 (∆2) + eµF pΣ
+
2 (∆
2)− b∆
µ
MΣ+ +MN
F pΣ
+
3 (∆
2) , (3.353)
and the effective pseudoscalar term Geff in the axial one,
〈Σ+(p2)|s¯γµγ5d(0)|p(p1)〉 = h˜µGpΣ+A (∆2) + e˜µGpΣ
+
P (∆
2) +
t˜νµ∆ν
MΣ+ +MN
GpΣ
+
eff (∆
2) . (3.354)
The parametrization is given in terms of the same bilinears as before, however, with the outgoing
wave function one corresponding to the hyperon. Both the F3 and Geff terms appear due to the
violation of the exact flavor symmetry by the non-zero strange quark mass. They can be safely
neglected otherwise, of course, with a very high confidence for the strageness-free transitions.
Now we are in a position to use the SU(3) symmetry in order to relate all transition GPDs
within the octet to those of the diagonal generalized quark distributions in the proton. The La-
grangian of the octet baryon coupling has been given before in Eq. (3.139). The only replacement
we have to make there is to treat Mab as an octet of non-local light-ray quark operators,
M q
′
q = Oqq′(−z−, z−)− 1
3
δqq
′
∑
q′′
Oq′′q′′(−z−, z−) , (3.355)
and similarly for the odd parity and maximal-helicity operators—the Dirac structure is irrelevant.
By the same token as in Section 3.6.1, we can read off the strength of interaction in terms of
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the “constants” D and F , see Eq. (3.142). Removing them from the resulting relations, we can
re-express all the transition GPDs in terms of the q-flavor quark distribution in the proton [9]
Hpn = H
u −Hd , (3.356)
HpΛ = − 1√
6
(
2Hu −Hd −Hs) , HnΛ = − 1√
6
(
2Hd −Hu −Hs) ,
HpΣ+ = −Hd +Hs , HnΣ+ = −Hu +Hs ,
HpΣ0 = − 1√
2
(
Hd −Hs) , HnΣ0 = − 1√
2
(Hu −Hs) .
The quark content of GPDs on the left-hand side of the equation are given by flavor-changing quark
operators Oq′q. Obviously, these are the same relations as those for the octet decay constants,
addressed in Section 3.6. These relations are expected to hold to reasonable accuracy, except for
the distributions E˜, where the presence of the psedoscalar-meson pole induces a strong violation
of the flavor SU(3) symmetry due to significant difference of the meson masses within the octet.
3.16.2 Baryon octet to decuplet transitions
The transition amplitudes between the nucleon and the ∆ isobar have been under an intensive
scrutiny for a long time because, among other things, they allowed to address the question of the
nucleon and its first resonance “deformation”. The selection rules, for instance, for the electro-
magnetic decay ∆ → Nγ∗ allow, apart from the magnetic, also for the electric and the Coulomb
quadrupole transitions. The latter two vanish in a naive models with spherical symmetry, hence
the term. In this sense, the electric and Coulomb quadrupole form factors quantify the amount
of the deformation and its dependence on the radial distance from the center-of-mass.
The “nucleon-to-delta” generalized parton distributions bring much more into quantifying the
precise partonic dynamics of these transitions, describing their dependence with respect to a num-
ber of kinematical variables they depend upon. According to our analysis in Section 3.2.2, there
are eight independent quark-helicity conserving transitions, hence, there will be eight independent
quark GPDs. Let us define the quark matrix elements for, say, the transition p → ∆++ and de-
termine the rest by making use of the SU(3) flavor symmetry, as was done in the previous section
for transitions within the baryon octet. There are four GPDs for the even parity operators19
〈∆++(p2)|Oud(−z−, z−)|p(p1)〉 =
∫ 1
−1
dx e−ixp
+z−u¯ν(p2)
{
∆µnν −∆νnµ
MN
(
γµG1(x, η,∆
2)
+
pµ
MN
G2(x, η,∆
2) − ∆µ
MN
G3(x, η,∆
2)
)
+
∆+∆ν
M2N
G4(x, η,∆
2)
}
γ5u(p1) , (3.357)
and four for the odd parity case
〈∆++(p2)|O˜ud(−z−, z−)|p(p1)〉 =
∫ 1
−1
dx e−ixp
+z−u¯ν(p2)
{
∆µnν −∆νnµ
MN
(
γµG˜1(x, η,∆
2)
+
pµ
MN
G˜2(x, η,∆
2)
)
+ nνG˜3(x, η,∆
2) +
∆+∆ν
M2N
G˜4(x, η,∆
2)
}
u(p1) . (3.358)
19Notice that our parametrization differs from the one in Ref. [9] in the number of independent GPDs—we have
more by one in the parity-even operator matrix element to match the number of helicity amplitudes involved in
the transition—as well the basis of tensor structures used in the decomposition.
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Here, uµ is the Rarita-Schwinger spinor, whose properties are summarized in Appendix A.4. The γ5
matrix was added to match the negative parity of the ∆++. In the local limit, this parametrization
reduces ∫ 1
−1
dxGi(x, η,∆
2) = Gi(∆
2) ,
∫ 1
−1
dx G˜i(x, η,∆
2) = G˜i(∆
2) , (3.359)
to the p→ ∆++ transition form factors [210, 211, 212],
〈∆++(p2)|u¯γµd(0)|p(p1)〉 = uν(p2)
{
∆ρgµν −∆νgµρ
MN
(
γρG1(∆
2) +
pρ
MN
G2(∆
2) (3.360)
− ∆ρ
MN
G3(∆
2)
)
+
∆µ∆ν
M2N
G4(∆
2)
}
γ5u(p1) ,
〈∆++(p2)|u¯γµγ5d(0)|p(p1)〉 = uν(p2)
{
∆ρgµν −∆νgµρ
MN
(
γρG˜1(∆
2) +
pρ
MN
G˜2(∆
2)
)
+gµνG˜3(∆
2) +
∆µ∆ν
M2N
G˜4(∆
2)
}
u(p1) .
The partial conservation of the vector and the axial currents implies that
G4
PCVC≈ 0 , G˜4 PCAC≈ M
2
N
m2π −∆2
G˜3 . (3.361)
However, for the transitions in which s-quark is involved, the symmetry is broken by its mass.
This breaking is fully responsible for nonvanishing G
(q→s)
4 ∼ ms.
In case of the electromagnetic current, the form factors Gi are related to the standard magnetic
M1, electric E2 and Coulomb C2 form factors by the following set of relations [212]
6MNM∆(M∆ +MN )
 GM1GE2
GC2
 (3.362)
=
 (M∆ +MN )(3M∆ +MN )−∆2 2(M2∆ −M2N) 2∆2M2∆ −M2N +∆2 2(M2∆ −M2N) 2∆2
4M2∆ 2(3M
2
∆ +M
2
N −∆2) 2(M2∆ −M2N +∆2)
 MNG1M∆G2
M∆G3
 .
Some of these transition form factors have been accessed by experimental measurements. A very
concise and convenient compendium of their parametrizations can be found in Refs. [214, 215].
Let us now derive SU(3) relations between transition GPDs. To this end, we have to write
down the most general SU(3) invariant couplings of the non-local light-ray operators (3.355) to
octet and decuplet baryons. A simple symmetry argument shows that such a Lagragian contains
one term since 8 appears only once in the product 8⊗ 10 = 8⊕ 10⊕ 27⊕ 35. It reads
L8→10 = E
(
T abcεcdeM
d
aB¯
e
b + h.c.
)
, (3.363)
where the components of the totally symmetric tensor T abc describing the decuplet are identified
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with the particles as follows (see [216, 217])
T ijk =
−∗Ξ
3
1
+∗Σ
3
1 0
6
1 ∗Σ
−∗Σ
3
10
6
1 ∗Σ
0
3
1 ∆ −∆
+∆
3
1 0
3
1 ∆
++∆
+∆
3
1 0
3
1 ∆
+∆
3
1
0
3
1 ∗Ξ
0
6
1 ∗Σ
0
6
1 ∗Σ+∗Σ
3
1
−∗Ξ
3
1
−∗Σ
3
1
−∗Σ
3
10
6
1 ∗Σ
−Ω−∗Ξ
3
10
3
1 ∗Ξ
0
6
1 ∗Σ
+∗Σ
3
1
0
3
1 ∗Ξ
i
j
k
. (3.364)
For instance, T 111 = ∆++, T 122 = 1√
3
∆0, etc. Expanding the invariant Lagrangian in the compo-
nent form, one finds for transitions involving the proton
L8→10 = E
(
∆++Oud + 1√
3
Σ∗+Osd − 1√
3
∆0Odu − 1√
6
Σ∗0Osu − 1√
3
∆+(Ouu −Odd)
)
p¯+ h.c. .
(3.365)
Analogously, one finds terms with the neutron. As usual, the coefficients in front of different
interaction terms encode the strength of the transitions. Following the same procedure as that
outlined in Section 3.6.2, we find the following SU(3) relations between matrix elements
〈∆++|Oud|p〉 = −
√
3〈∆0|Odu|p〉 = −
√
3
2
〈∆+|Ouu −Odd|p〉
= −
√
6〈Σ∗0|Osu|p〉 =
√
3〈Σ∗+|Osd|p〉 ,
= −〈∆−|Odu|n〉 =
√
3〈∆+|Oud|n〉 = −
√
3
2
〈∆0|Ouu −Odd|n〉
=
√
6〈Σ∗0|Osd|n〉 = −
√
3〈Σ∗−|Osu|n〉 . (3.366)
These relations hold irrespective to all other quantum numbers assigned to bilocal quark operators,
and they provide relations between GPDs. For instance, the p → ∆++,+,0 transition GPDs obey
the equations
Gudp∆++ = −
√
3
2
Guu−ddp∆+ = −
√
3Gdup∆0 . (3.367)
Here, we did not display the index i = 1, . . . , 4 distinguishing different species of GPDs for a
given transition. Instead, we exhibited their partonic flavor content and the hadronic transition
involved.
3.16.3 Implications of the large-Nc for decuplet-octet transitions
It turns out that one can further reduce the GPDs for the p → ∆+ transitions to the diagonal
p → p GPDs. This can be done by using the multicolor limit, which proved to be extremely
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fruitful phenomenologically over the last few decades since it captures many of the salient features
of the baryon physics. In this limit, the mesons and baryons are described by interpolating fields
M =
Nc∑
i=1
ψ¯iψ
i , B = εi1i2...iNcψ
i1ψi2 . . . ψiNc .
Thus, a baryon is viewed as built from Nc quarks, so its mass grows linearly in the number of
colors M ∼ Nc, while the meson mass is of order N0c . The meson decay constants M → ψ¯ψ scale
as N
1/2
c , while the triple-meson vertices vanish as N
−1/2
c . Therefore, the meson theory becomes
weakly coupled at largeNc, and ultimately becomes free asNc →∞, so that mesons become stable
in the multicolor world, and this approach cannot be used for the description of the physical meson
spectrum.
For baryons, the situation is quite the opposite. The meson-baryon-baryon coupling scales
like N
1/2
c , so that the baryon theory becomes strongly coupled as Nc grows. There are a few
ways for realization of the large-Nc limit for baryons. It is either the large-Nc quark model
(or the contracted SU(4), using the modern language) or the bosonic description in which the
baryon arises as a topologically stable soliton of a mesonic field theory. The simplest version of
the latter is the Skyrme model (see Appendix F). The nucleon and the delta isobar represent
different rotational modes of the same object—chiral soliton. In the large-Nc limit, the ∆ isobar
is degenerate in mass with the nucleon, i.e., M∆ −MN ∼ O(N−1c ). A leading order prediction in
1/Nc is a genuine property of QCD rather than a consequence of model considerations, because
the analysis of the leading large-Nc order contributions is purely kinematical. It relies on simple
group theoretical arguments only: no dynamical assumptions have to be made.
Before we explain the main steps in the derivation of the large-Nc relations, let us make it
clear under what circumstances such relations may be valid. GPDs depend on three independent
kinematical variables, so let us see what constraints and conditions are imposed on them by taking
the multicolor limit.
• Since the (incoming and outgoing) baryon is heavy, M ∼ O(Nc), its four-momentum pµi is
dominated by its time component, and is of the same order as the mass. Next observation
is that the sum of all parton momenta—the active and spectators—gives that of the parent
hadron, k +
∑
spectators k = p. Then, because p ∼ O(Nc), each of its Nc partons carries the
momentum k ∼ O(N0c ). Hence, x ≡ k+/p+ ≈
√
2k+/M ∼ O(N−1c ).
• Since the baryons are considered as non-relativistic particles in the infinite-mass limit, there
should be no significant recoil transferred to the outgoing particle. This suggests that the
t-channel momentum |∆2| ≪M2, thus at least ∆2 ∼ O(N0c ).
• In the Breit frame, which is very suitable for discussing the non-relativistic reduction of
relativistic expressions, there is no energy exchange between the incoming and outgoing
hadrons, and the momentum transfer is three-dimensional. Thus, as we established earlier,
the skewness in the heavy-baryon limit is η = ∆z/(2M) ∼ O(N−1c ), and it is parametrically
of the same order as the Feynman momentum fraction x.
The analysis shows [460], that the only unsuppressed matrix elements are mediated by scalar-
isoscalar O = ∑q ψ¯qψq and vector-isovector Oai ∼ ψ¯q′γiτaq′qψq operators in the spin-flavor basis,
with the spin of the state equal to its isospin,
〈S′ = I′, S′3, I′3|O|S = I, S3, I3〉 , 〈S′ = I′, S′3, I′3|Oai|S = I, S3, I3〉 . (3.368)
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Here the state of a particle is parametrized in terms of its spin, which equals to isospin, and their
projections. The rest, i.e., scalar-isovector and vector-isoscalar, transitions are subleading in the
large Nc counting.
Let us demonstrate how to relate GPDs for the proton-to-delta to the diagonal proton-to-
proton transitions. As an example, we consider matrix elements of the odd parity quark operators.
First, we need to understand what kind of nucleon-to-nucleon GPDs are matched into those for
the nucleon-to-delta transitions. In order to do this, we perform the non-relativistic reduction of
Dirac bilinears standing in front of the nucleon-nucleon GPDs. As we advocated before, this can
be consistently done by going to the Breit frame first (see Section 2.2.2) and then taking the limit
of the heavy baryon mass MN =M∆ ≡M ≫ ∆2. As one can see from Eqs. (A.29), the resulting
structures contain the spin Pauli matrix sandwiched between two Weyl spinors. Thus, all the
structures will be of leading order in the multi-color limit, provided that one takes the isovector
combination of quark operators
O˜(3) = O˜uu − O˜dd . (3.369)
We will take the spin up states for incoming and outgoing nucleons. In this case the q-flavor quark
operator matrix elements yields
〈p↑(p2)|O˜qq(−z−, z−)|p↑(p2)〉 =
√
2M
∫ 1
−1
dx e−ixp
+z− (3.370)
×
{
H˜q(x, η,∆2)− ∆
2
z
4M2
(
E˜q(x, η,∆2) + 1
2
H˜q(x, η,∆2)
)}
,
which has to be combined into the isovector combination (3.369). For the analogous proton-to-
delta transition, using the Rarita-Schwinger spin-vector (see Appendix A.4) we find
〈∆↑+(p2)|O˜(3)(−z−, z−)|p↑(p1)〉 = 2M√
3
∫ 1
−1
dx e−ixp
+z−
{
∆z
M
(
G˜1(x, η,∆
2) + G˜2(x, η,∆
2)
)
+ G˜3(x, η,∆
2)− ∆
2
z
M2
G˜4(x, η,∆
2)
}
, (3.371)
where we do not indicate the hadronic transition involved, as was done in the preceding section,
G˜i = G˜
uu−dd
i,p∆+ . Thus, we observe that the isovector combination of proton-to-proton functions
H˜u − H˜d is matched into G˜3, while the combination (E˜u − E˜d) + 12(H˜u − H˜d) into G˜4. Finally,
we see that in the large-Nc limit
G˜1 = −G˜2 . (3.372)
According to the large-Nc limit, the nucleon and the delta-isobar are eigenstates of the same
object, the chiral soliton. In terms of the matrix elements of the quark operators, we have the
relation √
2〈p↑|O˜(3)|p↑〉 = 〈∆↑+|O˜(3)|p↑〉 . (3.373)
Substituting Eqs. (3.370) and (3.371) into this relation and equating the coefficients in front of
different powers of the momentum transfer ∆z, we ultimately find
G˜3 =
√
3
(
H˜u − H˜d
)
, (3.374)
G˜4 =
√
3
4
{(
E˜u − E˜d
)
+ 1
2
(
H˜u − H˜d
)}
. (3.375)
120
Analogous considerations apply to the vector operators. For the proton-to-proton matrix
element, the non-relativistic reduction results in
〈p↓(p2)|Oqq(−z−, z−)|p↑(p1)〉 = − ∆√
2
∫ 1
−1
dx e−ixp
+z−
(
Hq(x, η,∆2) + Eq(x, η,∆2)
)
, (3.376)
while for the transition to the delta isobar we have
〈∆+↓(p2)|O(3)(−z−, z−)|p↑(p1)〉 = − ∆√
3
∫ 1
−1
dx e−ixp
+z−G1(x, η,∆
2) , (3.377)
where we kept only the leading contribution that matches into the leading contribution in the
diagonal transition. Thus, one gets
G1 =
√
3
(
Hu −Hd)+√3 (Eu − Ed) . (3.378)
The relations (3.374) – (3.378) relate the “unknown” p → ∆+ to “known” p → p GPDs. Using
SU(3) relations of the previous section, one relates all other 8→ 10 matrix elements to those of
the flavor-diagonal proton transitions.
The relation (3.378) correctly reproduces the known large-Nc prediction between the isovector
combination of the proton and neutron magnetic moments,∫ 1
−1
dx
(
Hu −Hd + Eu −Ed) (x, η,∆2 = 0) = µp − µn ,
and the p → ∆+ transition magnetic moment µ∆+p. The latter is determined by the zero-recoil
limit of the magnetic form factor associated with the matrix element of the electromagnetic current
GemM1. This electromagnetic form factor is related the first moment of the isovector GPD for the
same transition p→ ∆+ via the equation∫ 1
−1
dxG1(x, η,∆
2 = 0) = 2Gem1 (∆
2 = 0) = 3GemM1(∆
2 = 0) ≡
√
6µ∆+p ,
where in the first equality, we have used Eq. (F.8), while in the second, the large-mass approxi-
mation of Eq. (3.362) for the p→ ∆+ electromagnetic form factors.
One can establish more precise scaling rules for the GPDs making use of known results for
large-Nc scaling of nucleon form factors [218, 219, 220], and also the parametric dependence of
the kinematical variables on the number of colors, as discussed above. As a result, one arrives at
the following set of scaling rules for the isosinglet [9]
Hu +Hd ∼ O(N2c ) , Eu + Ed ∼ O(N2c ) ,
H˜u + H˜d ∼ O(Nc) , E˜u + E˜d ∼ O(N3c ) ,
(3.379)
and isovector combinations
Hu −Hd ∼ O(N2c ) , Eu − Ed ∼ O(N3c ) ,
H˜u − H˜d ∼ O(Nc) , E˜u − E˜d ∼ O(N4c ) .
(3.380)
These relation then allow to neglect the isovector combinations of H˜ and H GPDs compared to
those of E˜ and E in Eqs. (3.374) and (3.378), respectively.
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Figure 25: Multiple emission of partons (left) from the active quark diminishes its momentum via
redistribution between the particles it spawns. This shower decreases its momentum when mea-
sured at later and later “times” t = lnQ2 and results in scaling violation in parton distributions.
4 Evolution equations
Having discussed nonperturbative characteristics of GPDs, we turn to the exploration of their
perturbative properties. Recall, that during a deep-inelastic scattering event, the virtual photon
of high virtuality Q2 exchanged between the lepton and the proton acts as an almost local probe
which, due to the uncertainty principle, selects distances inversely proportional to its virtuality
|δz⊥| ∼ 1/Q. The variation in the resolution scale changes the granularity of the observed picture,
or put it into the current context, the density of the parton number q(x) for a given momentum
fraction x. Suppose that the hard probe of a certain wavelength can resolve a parton having
momentum xpµ. By refining the probe’s resolution, the same parton will be seen as a system
of several partons, each carrying a smaller momentum fraction xi < x due to the momentum
conservation x =
∑
i xi. Thus, the parton distribution q(x) depends on the virtuality of the
current q(x)→ q(x,Q2) and, as a result, the Bjorken scaling is violated.
The qualitative description outlined above can be put in a rigorous theoretical framework. In
QCD, like in any theory with a dimensionless coupling constant, the scaling violation is logarithmic
and, due to asymptotic freedom, can be computed to arbitrary accuracy within perturbation
theory, the limit being set only by the technical ability to actually perform the computation.
The general features of the QCD evolution can be understood in the following way. An active
quark can emit a gluon (or several gluons) before the actual interaction with the photon has
occurred, as illustrated on the left drawing in Fig. 25. When it radiates a gluon, the quark looses
a portion of its original momentum. Though the loss can be small for each particular event, the
quark, being a relativistically moving particle tends to emit more gluons. The bremsstrahlung of
many gluons drifts the quark momentum into the low-x region. Since the gluons, in their turn,
can dissociate into quark-antiquark pairs, there is a proliferation of quarks with small momentum
fractions and, correspondingly, a decrease of the parton density in the large-x domain. Thus, the
probability to find a quark with a small momentum fraction is higher at larger Q2, as shown on
the right part of Fig. 25. Therefore, one sees more and more quarks (or gluons) in the cloud
forming the parent “fat” quark.
The physical picture behind the evolution of generalized parton distributions is more involved.
As we established in previous sections, in different regions of the longitudinal momentum of the
annihilated and created partons, these functions resemble either parton densities or distribution
amplitudes. The scaling violation in parton distributions considered as an example above is espe-
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cially transparent and intuitive since one is dealing with probabilities. The distribution amplitudes
do not have a classical interpretation, and the evolution of DAs reflects their quantum nature. We
will discuss the qualitative features of the evolution of GPDs later in this chapter. Now we will
concentrate on the description of several calculational frameworks which allow one to quantify the
phenomenon.
4.1 Divergences of perturbation theory and scale dependence
Formally, the scaling violation arises due to the unrestricted growth of the parton’s transverse
momentum in perturbation theory. This can be explicitly demonstrated by computing the proba-
bility of the soft gluon emission20 from a quark. The amplitude in this kinematic region takes the
form (see, e.g., [112])
iAq→qg(p) =
p
• •
kp −
k
= i
6p− 6k
(p− k)2 ig 6ε(k)u(p) ≃ g
p · ε(k)
p · k u(p) , (4.1)
where we used the fact that the quark momentum is light-like pµ = p−nµ with p− ∼ Q, so that
p · k ≫ k2 ∼ p2. The emission probability is then∫
d3k
2Ek(2π)3
|Aq→qg(p)|2 = αs
π2
u¯(p)u(p)
∫
dk+
k+
∫
d2k⊥
k2⊥
, (4.2)
with pµ = n∗µ. Both the longitudinal and transverse integrals here are logarithmically divergent.
These divergences have different nature. The longitudinal k+ integral can be converted into the
integral over the fraction x, which cannot exceed one, so only the soft x→ 0 divergence remains.
It does not induce the Q-dependence, hence this is not the phenomenon we are interested in
now. It is rather an artifact of the soft-gluon approximation. The scaling violation is related
to the structure of the transverse momentum integral. Its divergence at the lower limit, when
k⊥ → 0, corresponds to situation when the final quark momentum (p − k) is collinear to the
initial momentum p. The collinear divergence converts into the ln p2 (mass singularity) if no
approximation is made [221]. The divergence on the upper limit is regulated by the kinematics of
deep inelastic scattering which restricts k⊥ at a value of order Q. Thus, for a one-loop diagram
one obtains a lnQ2/p2 contribution as a correction to the parton density, and the naive scaling is
violated. For a diagram with n gluons, one can obtain the (lnQ2/p2)n contribution. It comes from
integration over the region where the successive ki⊥’s are strongly ordered. This means that the
leading logarithm (lnQ2/p2)n for an n-rung ladder diagram (see Fig. 26) comes from the region
|kn⊥| ≪ . . . ≪ |k2⊥| ≪ |k1⊥| ≪ Q ,
k−n ≪ . . . ≪ k−2 ≪ k−1 ,
k+n ≥ . . . ≥ k+2 ≥ k+1 .
(4.3)
The last line here reflects the decrease of the longitudinal quark momentum due to the gluon
emission (cf. Fig. 25 left). The hierarchy in the second line is a consequence of the on-shellness
of intermediate states k2i = 2k
+
i k
−
i − k2⊥i = 0 and the inequalities in the other two lines. If one
is interested in contributions with non-leading powers of lnQ2 or higher-order non-logarithmic αs
20The gluon is soft when all four components of its momentum are much smaller than Q, i.e., kµ ∼ (λ, λ, λ, λ)
and λ≪ Q. However, we can still apply perturbation theory if λ≫ ΛQCD.
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Figure 26: Ladder diagrams producing the dominant contribution in the leading logarithmic to the
structure functions of deeply inelastic scattering and resulting into logarithmic scaling violation.
corrections, the strong ordering in k⊥ is lifted. It is worth mentioning here that the resulting
evolution equations in momentum space can be interpreted in terms of the kinetic equilibration
of partons in the effective “time” t ≡ lnQ2 [222].
4.2 Factorization and evolution
An important observation is that the parameter Q in this calculation serves as an ultraviolet (UV)
cut-off for the k⊥ integral. This allows one to treat the Q2-dependence of parton densities as a
particular case of the dependence on the UV regularization parameter µ2 and to apply the renor-
malization group to organize the summation of the lnQ2 contributions. Once the renormalization
group applicability is established, one can use the full power of this formalism and compute the
evolution effects to a given order of perturbation theory.
Within the QCD factorization approach, the DIS structure functions are represented as the
convolution
Fi(xB,Q2) =
∫ 1
xB
dx
x
Ci
(
xB/x,Q2/µ2
)
q(x;µ2) (4.4)
of the coefficient function C(xB/x,Q2/µ2) and the parton distributions q(x;µ2) given by the
matrix elements of composite operators. By construction, the factorization scale µ separates
large virtualities from the small ones. For the coefficient function C determined by the large
momentum integration, the scale µ serves as a cut-off at the lower limit of the k⊥ integration,
i.e., as the regularization parameter for the mass singularities. At the same time, it serves as
the upper limit for the k⊥ integration (i.e., as an UV cut-off) in matrix elements defining the
parton distributions. The crucial property is the multiplicative renormalizability of the relevant
composite operators expressed by the renormalization group equation
d
d lnµ2
q(x, µ2) =
∫ 1
x
dy
y
P
(
x/y;αs(µ
2)
)
q(y;µ2) . (4.5)
It is the well-known Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [222, 223, 224].
Since the structure functions Fi(xB,Q2), being physical observables, do not depend on the arbi-
trary momentum separation scale µ2
dFi(xB,Q2)
d lnµ2
= 0 , (4.6)
the same evolution kernels P (z;αs) appear in the evolution equations for the coefficient functions
d
d lnµ2
Ci
(
x;Q2/µ2, αs(µ2)
)
= −
∫ 1
x
dy
y
Ci
(
y;Q2/µ2, αs(µ2)
)
P
(
x/y;αs(µ
2)
)
.
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Since the coefficient functions are given by integration over large momenta, the evolution kernels
are computable in perturbation theory. To get rid of complications due to gluons, one can consider
a specific combination of the DIS cross sections where gluonic contributions drop out and which
picks up a specific flavor combination of quarks, the so-called non-singlet parton distributions qNS.
It is given, for instance, by the difference of the scattering cross sections on the proton and neutron
targets, the nonsinglet cross section σp − σn ≡ σNS. Then the evolution is governed by a single
kernel PNS(x;αs(µ
2)). It is given by an infinite series expansion in αs,
PNS(x;αs) =
∞∑
n=0
(αs
2π
)n+1
P
(n)
NS (x) . (4.7)
For the singlet quark distribution
qS =
∑
q
(q + q¯) , (4.8)
the evolution is more complicated since the quarks can mix with gluons and, therefore, the evolu-
tion equation takes the form
d
d lnµ2
(
qS
g
)
(x;µ2) =
∫ 1
x
dy
y
(
P qq P qg
P gq P gg
)(
x/y;αs(µ
2)
)( qS
g
)
(y;µ2) . (4.9)
The splitting functions are defined as decay probabilities,
P ab(x;αs(µ
2)) = |Aa→bc|2 , (4.10)
having the perturbative expansion like in Eq. (4.7). The leading order amplitudes A contributing
to one-loop DGLAP kernels are represented in Fig. 27 (left). The solution of the DGLAP evolu-
tion equations combined with higher order QCD radiative corrections allows to obtain a perfect
description of experimental data for the unpolarized deeply inelastic cross section, shown in Fig.
27 (right).
4.3 Coordinate-space evolution equations
As we know, the generalized parton distributions are determined by off-forward matrix elements
of bilocal operators living on the light cone. These are the same operators that define the forward
parton distribution. As long as the separation of the field operators is neither zero zµ = 0 nor
light-like z2 = 0, the renormalization of the product Φ∗(0)Φ(z) is trivially reduced to the familiar
renormalization constants ZΦ of the fundamental field operators Φ. However, if zµ = 0 or z2 = 0,
additional divergences enter the game, since the product of (at least) two field operators located
at the same space-time point (or on the light cone) produces an ill-defined quantity from the point
of view of the theory of distributions, and the corresponding infinities have to be regularized and
subtracted. This corresponds to the ultraviolet divergencies discussed above within the context
of the momentum-space evolution equations.
Evolution equations for all “momentum-fraction” functions, i.e., parton densities, distribution
amplitudes and generalized parton distributions, arise from the same set of renormalization group
equations for the light-ray operators (3.10) and (3.20). The formalism was developed by several
groups in early and mid eighties [226, 227, 228, 230].
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Figure 27: Elementary a → bc parton splitting amplitudes encountered at each step of the
evolution (left) and a fit to experimental data [225] (right) implementing them (dressed with
next-to-leading order perturbative corrections) in the evolution equation (4.9).
In the following we will discuss the flavor singlet case, where the quark and gluon operators
mix with each other. For brevity we introduce the two dimensional vector
O(z−1 , z
−
2 ) ≡
(
1
2
∑
q
(Oqq(z−1 , z−2 )∓Oqq(z−2 , z−1 ))
Ogg(z−1 , z−2 )
)
, (4.11)
where the plus and minus signs stand for the axial O˜ and vector channel O, respectively. Note
that due to the Bose symmetry, the gluon operator also has definite symmetry with respect to
the interchange of z−1 ↔ z−2 , i.e., it is (anti)symmetric in the case of (axial)vector operator. The
two-vector O obeys the renormalization group equation
d
d lnµ2
O
(
z−1 , z
−
2
)
=
∫ 1
0
du
∫ 1
0
dvK(u, v)O
(
u¯z−1 + uz
−
2 , vz
−
1 + v¯z
−
2
)
, (4.12)
(here and below u¯ ≡ 1−u and analogously for other variables) with the perturbative kernel having
an expansion in perturbation series
K(u, v) =
∞∑
n=1
(αs
2π
)n
K(n)(u, v) . (4.13)
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Figure 28: Support of the singlet anomalous dimensions K in the light-cone position (a) and
fraction (b) representation. In (b) we show the support of the momentum-space kernel which arises
from 1−u−v ≥ 0 of the light-cone position representation (blue) and from 1−u−v ≤ 0 (left-top
and right-bottom green corners). We use a short-hand notation in the graph f±± = f(±x,±y)
with f defined by Eq. (4.40).
The evolution kernel is a two-by-two matrix
K(u, v) =
(
Kqq z−2 −z−1
i
Kqg
i
z−2 −z−1
Kgq Kgg
)
. (4.14)
which explicitly depends on the light-cone position z−2 − z−1 in the mixed channels.
Finally let us add that nonsinglet (or valence) combinations of even and odd parity operators,
Oqq
NS
(z−1 , z
−
2 ) =
1
2
(Oqq(z−1 , z−2 ) +Oqq(z−2 , z−1 )) , O˜qqNS(z−1 , z−2 ) = 12 (O˜qq(z−1 , z−2 )− O˜qq(z−2 , z−1 )) ,
(4.15)
have an autonomous evolution, i.e., they do not mix with gluons.
4.3.1 Symmetry properties
The first important issue to understand is the anatomy of the evolution kernels for GPDs, which
arise from the support property of the kernels K. This problem can be solved by means of the
α or Feynman-parameter representation of Green functions with a non-local operator insertion.
It is sufficient to work in the light-cone gauge and to formally generalize the α-representation for
the gluon propagator [1]. From these studies one can deduce the support of the kernels shown in
Fig. 28 (a):
K(u, v) 6= 0 , for 0 ≤ u, v ≤ 1; 0, otherwise . (4.16)
Invariance under charge conjugation implies the following symmetry relation
K(u, v) = K(v, u) . (4.17)
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It is also worth noting that the symmetry properties of the flavor singlet operators with respect
to the interchange of their light cone arguments, i.e., z−1 ↔ z−2 , can be used to map the region
u+ v ≥ 1 into 1 ≥ u+ v by the substitution u→ 1− v and v → 1− u. Here the region 1 ≥ u+ v
corresponds in the forward case to quark-quark mixing which occurs already at leading order,
while u+ v ≥ 1 appears due to a quark-antiquark interaction.
4.3.2 One-loop results
The calculations of the one-loop kernels are rather straightforward. A detailed exposition of the
formalism on a simple example of the non-singlet quark operator OqqNS is given in Appendix G.5.
The one-loop kernels have the support only in the lower triangle of the diagram 28, i.e.,
Kab(0)(u, v) = θ(1− u− v) κab(u, v) . (4.18)
To avoid displaying the step-function in all formulas, we assume below that u+v ≤ 1, and merely
list all the kernels for twist-two operators which we classified in Section 3.1.
• Even parity sector [229, 230, 3, 4, 6, 231]:
Kqq,V(0) (u, v) = CF
{
1 + [u¯/u]+ δ(v) + [v¯/v]+ δ(u)− 12δ(u)δ(v)
}
, (4.19)
Kqg,V(0) (u, v) = 2TFNf {1− u− v + 4uv} , (4.20)
Kgq,V(0) (u, v) = CF {δ(v)δ(u) + 2} , (4.21)
Kgg,V(0) (u, v) = CA
{
4(1− u− v + 3uv) + [u¯2/u]
+
δ(v) +
[
v¯2/v
]
+
δ(u)
}
− 1
2
(β0 + 6CA) δ(u)δ(v) .
(4.22)
• Odd parity sector [232, 231]:
Kqq,A(0) (u, v) = CF
{
1 + [u¯/u]+ δ(v) + [v¯/v]+ δ(u)− 12δ(u)δ(v)
}
, (4.23)
Kqg,A(0) (u, v) = 2TFNf {1− u− v} , (4.24)
Kgq,A(0) (u, v) = CF {δ(v)δ(u)− 2} , (4.25)
Kgg,A(0) (u, v) = CA
{
4(1− u− v) + [u¯2/u]
+
δ(v) +
[
v¯2/v
]
+
δ(u)
}
− 1
2
(β0 + 6CA) δ(u)δ(v) .
(4.26)
• Maximal-helicity sector [233, 74]:
Kqq,T(0) (u, v) = CF
{
[v¯/v]+ δ(u) + [u¯/u]+ δ(v)− 12δ(u)δ(v)
}
, (4.27)
Kgg,T(0) (u, v) = CA
{[
u¯2/u
]
+
δ(v) +
[
v¯2/v
]
+
δ(u)
}
− 1
2
(β0 + 6CA) δ(u)δ(v) . (4.28)
The plus-prescription here is defined as[
f(u)
u
]
+
≡ f(u)
u
− δ(u)
∫ 1
0
dv
f(v)
v
. (4.29)
128
⊗1x 2x
⊗
1y 2y
Figure 29: Momentum flow in evolution kernels.
4.4 Momentum-space evolution equations
Let us discuss the evolution equation for the target independent GPDs. In the singlet sector the
quark and gluon GPDs can be organized into a two-dimensional vector in complete analogy to the
light-ray operators discussed in the preceding section. Namely,
F (x, η) ≡
(∑
q (F
q(x, η)∓ F q(−x, η))
1
2
F g(x, η)
)
, (4.30)
with − and + signs standing for parity-even and -odd sector. Here the target-independent GPDs,
entering this two-vector, are the Fourier transforms of the light-ray operators
〈p2|Oqq(z−1 , z−2 )|p1〉 = p+
∫ 1
−1
dx e
i
2
p+((η+x)z−1 +(η−x)z−2 )F q(x, η) , (4.31)
〈p2|Ogg(z−1 , z−2 )|p1〉 =
(p+)2
4
∫ 1
−1
dx e
i
2
p+((η+x)z−1 +(η−x)z−2 )F g(x, η) . (4.32)
Identical relations hold for the maximal helicity GPDs which carry open Lorentz indices. The
vector F satisfies a matrix evolution equation
d
d lnµ
F (x, η) = −
∫ 1
−1
dyK
(
η + x
2
,
η − x
2
∣∣∣∣ η + y2 , η − y2
)
F (y, η) , (4.33)
governed by the two-by-two matrix kernel
K(x1, x2 | y1, y2) =
(
Kqq Kqg
Kgq Kgg
)
, (4.34)
having an infinite expansion in perturbative series
K(x1, x2 | y1, y2) =
∞∑
n=0
(αs
2π
)n
K(n)(x1, x2 | y1, y2) . (4.35)
These kernels, via the Fourier transform incorporating Eqs. (4.31) – (4.32), are related to the
light-cone position space kernels discussed in the preceding section [1, 4, 6]
K(x1, x2 | y1, y2) =
∫ 1
0
du
∫ 1
0
dv
( −Kqq(u, v) Kqg(u, v)∂x1
Kgq(u, v)∂−1x1 −Kgg(u, v)
)
δ (x1 − y1(1− u)− y2v) ,
(4.36)
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where we have used the momentum conservation condition
∑2
i=1(xi − yi) = 0. The momentum
fractions of incoming yi and outgoing xi legs can be expressed in terms of the symmetric variables
as
x1 =
η + x
2
, x2 =
η − x
2
, y1 =
η + y
2
, y2 =
η − y
2
.
We denote ∂x1 ≡ d/dx1 and ∂−1x1 ≡
∫ x1 dx′1. The indefinite integration limits in the gq channel
induces an ambiguity which, however, affects only the unphysical moments21 and has to be fixed
“by hand”, e.g., by comparison of moments calculated in both representations. Note that this
ambiguity implicitly appears also in the diagrammatic calculation of Feynman diagrams in the
light-cone fraction representation and is responsible for different results available in the literature.
The representation (4.36) implies a simple scaling property of the K kernel, due to which its
components are in fact two-variable functions of the x/η and y/η ratios [1, 6],
K
(
η + x
2
,
η − x
2
∣∣∣∣ η + y2 , η − y2
)
=
1
η
 kqq (xη , yη) η−1kqg (xη , yη)
ηkgq
(
x
η
, y
η
)
kgg
(
x
η
, y
η
)  . (4.37)
The invariance under the charge conjugation implies now the symmetry for the diagonal kaa(x, y) =
kaa(−x,−y) and off-diagonal (a 6= b) kab(x, y) = −kab(−x,−y) elements. The connection between
the parton-parton and parton-antiparton regions can be established by the substitution y → −y.
As we already explained for the light-cone position kernels, it is sufficient to consider the u+v ≤ 1
part of the total support region 0 ≤ u, v ≤ 1. The contribution that comes from the region u+v ≥ 1
can be formally obtained from the first region by changing y → −y. Thus, the support of the
kernels extends into two additional regions in the upper-left and lower-right corners of the support
diagram, see Fig. 28 (b). Then the integral representation (4.36) implies the support shown in
Fig. 28 (b), or formally
kab(x, y) = ϑ(x, y)fab(x, y)± ϑ(−x,−y)fab(−x,−y) , (4.38)
where the (−) + stands for (off-) diagonal entries. Here the step-function is
ϑ(x, y) = θ
(
y − x
1 + y
)
θ
(
1 + x
1 + y
)
sign(1 + y) = θ(y − x)θ(1 + x)− θ(x− y)θ(−1− x) , (4.39)
and fab are analytic functions related to integrals of the coordinate-space evolution kernels as
faa(x, y) = −
∫ 1+x
1+y
0
dwKaa
(
1− x− (1− y)w
2
,
1 + x− (1 + y)w
2
)
, (4.40)
and analogously for off-diagonal elements with operators −∂x and −∂−1x acting on the right-hand
side of the equality for qg and gq kernels, respectively.
Looking at Fig. 28 one gets the impression that the whole kernel can be obtained from the
region |x|, |y| ≤ 1. Indeed, it was proved in [1] that the continuation is unique. For practical
purposes, it is sufficient to replace the θ structure:
θ(y − x)|x|,|y|≤1 → ϑ(x, y) . (4.41)
Thus, the evolution kernels for GPDs can be considered as generalized exclusive kernels, addressed
below, and their restoration from the given Efremov-Radyushkin-Brodsky-Lepage (ER-BL or ex-
clusive) kernels is simple and unique. We will elaborate more on these issues in Section 4.4.5.
21 Those moments which vanish by symmetry reasons, i.e., j even (odd) in the singlet sector of the vector (axial)
operators.
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4.4.1 One-loop results
A very simple computation method to calculate these kernels at one-loop order is presented in
Appendix G.6. It was originally suggested in Refs. [234, 63] and used there to compute all leading
order off-forward evolution kernels. Recently they were recalculated by different means in a number
of studies dedicated specifically to analyses of GPDs [5, 67, 235, 236]. The results for sectors with
different quantum numbers are summarized below.
• Even-parity sector:
Kqq;V(0) (x1, x2|y1, y2) = CF
[
x1
x1 − y1ϑ
0
11(x1, x1 − y1) +
x2
x2 − y2ϑ
0
11(x2, x2 − y2) (4.42)
+ϑ0111(x1,−x2, x1 − y1)
]
+
,
Kqg;V(0) (x1, x2|y1, y2) = 2TFNf
[
ϑ1112(x1,−x2, x1 − y1) + 2
x1 − y1
y1y2
ϑ0111(x1,−x2, x1 − y1)
]
,
Kgq;V(0) (x1, x2|y1, y2) = CF
[
(y1 − y2)ϑ0111(x1,−x2, x1 − y1) + x1x2ϑ1111(x1,−x2, x1 − y1)
]
,
Kgg;V(0) (x1, x2|y1, y2) = CA
[
x1
y1
[
x1
x1 − y1ϑ
0
11(x1, x1 − y1)
]
+
+
x2
y2
[
x2
x2 − y2ϑ
0
11(x2, x2 − y2)
]
+
+ 2
x1x2 + y1y2
y1y2
ϑ0111(x1,−x2, x1 − y1) + 2
x1x2
y1y2
x1y1 + x2y2
(x1 + x2)2
ϑ011(x1,−x2)
+
(
1
2
β0
CA
+ 2
)
δ(x1 − y1)
]
.
• Odd-parity sector:
Kqq;A(0) (x1, x2|y1, y2) = Kqq;V(0) (x1, x2|y1, y2) , (4.43)
Kqg;A(0) (x1, x2|y1, y2) = 2TFNfϑ1112(x1,−x2, x1 − y1) ,
Kgq;A(0) (x1, x2|y1, y2) = CF
[
(x1 − x2)ϑ0111(x1,−x2, x1 − y1) + x1x2ϑ1111(x1,−x2, x1 − y1)
]
,
Kgg;A(0) (x1, x2|y1, y2) = CA
[
x1
y1
[
x1
x1 − y1ϑ
0
11(x1, x1 − y1)
]
+
+
x2
y2
[
x2
x2 − y2ϑ
0
11(x2, x2 − y2)
]
+
+ 2
x1y2 + y1x2
y1y2
ϑ0111(x1,−x2, x1 − y1) + 2
x1x2
y1y2
ϑ011(x1,−x2)
+
(
1
2
β0
CA
+ 2
)
δ(x1 − y1)
]
.
• Maximal-spin (or transversity) sector:
Kqq;T(0) (x1, x2|y1, y2) = CF
[ [
x1
x1 − y1ϑ
0
11(x1, x1 − y1)
]
+
+
[
x2
x2 − y2ϑ
0
11(x2, x2 − y2)
]
+
(4.44)
+
1
2
δ(x1 − y1)
]
,
Kgg;T(0) (x1, x2|y1, y2) = CA
[
x1
y1
[
x1
x1 − y1ϑ
0
11(x1, x1 − y1)
]
+
+
x2
y2
[
x2
x2 − y2ϑ
0
11(x2, x2 − y2)
]
+
+
(
1
2
β0
CA
+ 2
)
δ(x1 − y1)
]
.
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The regularization of the end-point behavior yi → xi is achieved via the plus-prescription,[
x1
x1 − y1ϑ
0
11(x1, x1 − y1)
]
+
≡ x1
x1 − y1ϑ
0
11(x1, x1 − y1)− δ(x1 − y1)
∫
dx′1
x′1
x′1 − y1
ϑ011(x
′
1, x
′
1 − y1) .
(4.45)
Note that the ϑ-functions other than ϑ110 can be reduced to the latter making use of Eqs. (G.106)
– (G.113). Moreover, the step-function ϑ(x, y) from the previous section is related to ϑ110 via
ϑ(x, y) = (1 + y)ϑ110 (1 + x, x− y) , (4.46)
as can be seen by matching their definitions.
The even parity kernels (4.42) possess the off-diagonal pieces in the non-physical sector as
defined in the footnote 21. To cure this problem in appropriate way, so that the forward limit would
not be affected, we should add certain terms to the kernels computed from Feynman diagrams
Kab → Kab + δKab , (4.47)
where [235]
δKqg;V(0) (x1, x2|y1, y2) = 4TFNf
x1x2
y1y2
(y2 − y1)ϑ011(x1,−x2) , (4.48)
δKgq;V(0) (x1, x2|y1, y2) = 2CFx1x2(x2 − x1)ϑ011(x1,−x2) , (4.49)
In the forward limit ϑ011(x,−x) = 0, so that these extra terms die out.
4.4.2 From coordinate to momentum-space kernels
As we emphasized earlier, Eq. (4.40) connects the coordinate and momentum space kernels.
However, since the relation was given for the momentum kernels (4.38) rather than those in
Section 4.4.1, which depend on different variables, it is instructive to rewrite it. For the diagonal
kernels K written in terms of xi and yi variables, Eq. (4.40) gives
Kaa(x1, x2|y1, y2) = − y1
x1 + x2
ϑ011(x1 − y1, x1)
∫ x1/y1
0
dwKaa
(
x2 − y2w
x1 + x2
,
x1 − y1w
x1 + x2
)
(4.50)
− y2
x1 + x2
ϑ011(x2 − y2, x2)
∫ x2/y2
0
dwKaa
(
x2 − y2w
x1 + x2
,
x1 − y1w
x1 + x2
)
,
where we assumed the momentum conservation x1+x2 = y1+y2. For the off-diagonal elements, as
it is evident from Eq. (4.36), one should also apply the operators −∂x and −∂−1x on the right-hand
side. Having these results, one can verify that the momentum space evolution kernels (4.42) –
(4.44) arise from the coordinate space ones (4.19) – (4.28).
In the one-loop case, one can do the transformation in a more explicit way by making use of
Eq. (4.36). The first step of the resuction consists in rescaling of the Feynman integration variables∫ 1
0
du
∫ 1
0
dv θ(1− u− v)f(u, v) =
∫ 1
0
du
∫ 1
0
dv u¯f(u, u¯v) . (4.51)
The delta-function is eliminated then by using the general formula∫ 1
0
dvf(v)δ(x− vy) = f
(
x
y
)
ϑ011(x, x− y) , (4.52)
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which brings in the ϑ011-function of the momentum space formulation. Notice that Eq. (4.37) is
now an obvious consequence of the rescaling property of the argument of the delta-function, so
that
ϑ011(x, x− y) =
1
η
ϑ011
(
x
η
,
x− y
η
)
.
The second integration is accomplished making use of the result∫ 1
0
du u¯n ϑ011(x1 − y1u¯, x1 − ηu¯) =
1
n
{[
1−
(
x1
η
)n]
ϑ011(x1 − y1,−x2) (4.53)
− y1
y2
[(
x1
η
)n
−
(
x1
y1
)n]
ϑ011(x1 − y1, x1)
}
,
where η = x1 + x2 = y1 + y2. As a simple demonstration of these formulas, one finds
Kqqtest(u, v) = 1 ⇔ Kqqtest(x1, x2|y1, y2) = ϑ0111(x1,−x2, x1 − y1) ,
according to Eq. (4.36).
4.4.3 Reduction to inclusive kernels
The off-forward evolution kernels yield the usual DGLAP splitting functions when the skewness
parameter is set to zero, η = 0,
K(x,−x|1,−1) ≡ −P (x) , (4.54)
where 0 ≤ x ≤ 1 so that ϑ011(x − 1, x) = 1. Then the leading order kernels have the form, which
coincide with the well-known results, which present below for completeness.
• Even-parity sector:
P qq;V(0) (x) = CF
[
1 + x2
1− x
]
+
, (4.55)
P qg;V(0) (x) = 2TFNf
{
x2 + (1− x)2} , (4.56)
P gq;V(0) (x) = CF
1
x
{
1 + (1− x)2} , (4.57)
P gg;V(0) (x) = 2CA
{
1
x
+
[
1
1− x
]
+
− 2 + x(1− x)
}
− β0
2
δ(1− x) . (4.58)
• Odd-parity sector:
P qq;A(0) (x) = CF
[
1 + x2
1− x
]
+
, (4.59)
P qg;A(0) (x) = 2TFNf
{
x2 − (1− x)2} , (4.60)
P gq;A(0) (x) = CF
1
x
{
1− (1− x)2} , (4.61)
P gg;A(0) (x) = 2CA
{
1− 2x+
[
1
1− x
]
+
}
− β0
2
δ(1− x) . (4.62)
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• Maximal-helicity sector:
P qq;T(0) (x) = CF
{
2x
[
1
1− x
]
+
+
3
2
δ(1− z)
}
, (4.63)
P gg;T(0) (x) = 2CAx
2
[
1
1− x
]
+
− β0
2
δ(1− x) . (4.64)
(4.65)
We have used the standard form of the plus-regularization of the end-point singularity,[
1
1− x
]
+
≡ 1
1− x − δ(1− x)
∫ 1
0
dx′
1− x′ . (4.66)
The Mellin moments of the evolution kernels define the anomalous dimensions of the basic
Wilson operators (i.e., those without total derivatives)∫ 1
0
dx xjP (x;αs) = −1
2
γfwj (αs) . (4.67)
As usual, the splitting functions are given by the expansion in coupling constant
γfwj (αs) =
∞∑
n=0
(αs
2π
)n+1
γfw(n)j . (4.68)
In the lowest order, the Mellin moments of the nonsinglet parton distributions
qj(µ
2) =
∫ 1
0
dx xj q(x;µ2) (4.69)
have a simple evolution
qj(µ
2) =
(
αs(µ
2
0)
αs(µ2)
)γqq;fw
(0)
j/β0
qj(µ
2
0) , (4.70)
governed by the one-loop qq anomalous dimension γqq;fw(0)j and the one-loop QCD beta-functions β0
defined in Eq. (G.29). To get the evolved parton distribution q(x;µ2), one can use the formal
reconstruction of a function from its Mellin moments
q(x;µ2) =
∞∑
n=0
(−1)j
j!
δ(j)(x)qj(µ
2) , (4.71)
which gives
q(x;µ2) =
∞∑
j=0
(−1)j
j!
δ(j)(x)
(
αs(µ
2
0)
αs(µ2)
)γqq;fw
(0)j
/β0 ∫ 1
0
dy yj q(y;µ20) . (4.72)
Using the fact that all γqq;fwj > 0 for j > 0, while the lowest j = 0 moment of the parton distribution
corresponds to a local conserved axial/vector current with vanishing anomalous dimension, one
finds
q(x;µ2 →∞) = δ(x)
∫ 1
0
dy q(y;µ20) , (4.73)
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Thus, we observe the qualitative feature of the inclusive evolution pointed out at the beginning
of this chapter. Namely, when the proton is probed with infinitely fine resolution, one finds an
infinite number of partons with tiny (actually zero) momentum with respect to the momentum of
the parent hadron.
The expression (4.71), of course, has an obvious practical difficulty: all the derivatives of the
delta function are concentrated at a single point x = 0, and the restoration of the correct support
of the function q(x) is a result of the infinite summation of a slow convergent series. In other
words, Eq. (4.71) should only be understood in the sense of (mathematical) distributions, as a
statement about its integration with smooth functions. A similar problem will be encountered
later in this chapter when we will attempt to solve the evolution equation for GPDs using the
eigenfunctions of the corresponding evolution equation.
4.4.4 Reduction to exclusive kernels
The meson and baryon distribution amplitudes discussed in Section 3.7 also evolve with the change
of the resolution scale µ2. The meson distribution amplitudes φM(x;µ
2) obey the ER-BL evolution
equation [237, 238, 239, 240]
d
d lnµ2
φM(x;µ
2) =
∫ 1
0
dy V (x, y)φM(y;µ
2) . (4.74)
The functions V (x, y) correspond to the η = 1 limit of the general off-forward evolution kernels:
K(x, 1− x|y, 1− y) ≡ −V (x, y) , (4.75)
which holds for diagonal and off-diagonal elements of the mixing matrix. Since 0 ≤ x, y ≤ 1, we
have ϑ011(x− y, x) = 1yθ(y− x), and it is easy to derive that the leading order ER-BL kernels have
the following form22
V ab(0)(x, y) = θ(y − x)F ab(x, y)± θ(x− y)F ab(x, y); ± for
{
a = b
a 6= b , (4.76)
where F
ab
(x, y) ≡ F ab(x¯, y¯) with x¯ = 1 − x and y¯ = 1 − y. The − and + signs in Eq. (4.76)
correspond off-diagonal a 6= b and diagonal a = b elements, respectively, of the V ab(0) matrix.
The use of Eqs. (4.75) reproduces the kernels obtained earlier in many papers. The results are
summarized below.
• Even-parity sector [237, 240, 241]:
F qq;V (x, y) = CF
x
y
{
1
[y − x]+ + 1 +
3
2
δ(x− y)
}
, (4.77)
F qg;V (x, y) = 2NfTF
x
y2y¯
(2x− y − 1) , (4.78)
F gq;V (x, y) = CF
x
y
(2y − x) , (4.79)
F gg;V (x, y) = CA
x2
y2
{
1
[y − x]+ + 2x¯+ 2y(1 + 2x¯)−
1
2
β0
CA
δ(x− y)
}
. (4.80)
22Note that the terms with δ-function accompanied by step-functions are understood in the following way δ(x−
y) [θ(y − x) + θ(x − y)] = δ(x− y).
• Odd-parity sector [242, 243]:
F qq;A(x, y) = CF
x
y
{
1
[y − x]+ + 1 +
3
2
δ(x− y)
}
, (4.81)
F qg;A(x, y) = −2NfTF x
y2
, (4.82)
F gq;A(x, y) = CF
x2
y
, (4.83)
F gg;A(x, y) = CA
x2
y2
{
1
[y − x]+ + 2−
1
2
β0
CA
δ(x− y)
}
. (4.84)
• Maximal-helicity sector [233, 73]:
F qq;T (x, y) = CF
x
y
{
1
[y − x]+ +
3
2
δ(x− y)
}
, (4.85)
F gg;T (x, y) = CA
x2
y2
{
1
[y − x]+ −
1
2
β0
CA
δ(x− y)
}
. (4.86)
All of the singularities are regularized as follows
θ(y − x)
[y − x]+ ≡
θ(y − x)
y − x − δ(y − x)
∫ 1
0
dx′
θ(y − x′)
y − x′ ,
θ(x− y)
[x− y]+ ≡
θ(x− y)
x− y − δ(y − x)
∫ 1
0
dx′
θ(x′ − y)
x′ − y .
4.4.5 From exclusive to inclusive kernels
Both inclusive DGLAP splitting functions and exclusive ER-BL kernels for mesons are particular
projections (reductions) of the same general off-forward evolution kernels. In fact, there exist
formulas providing a direct reduction of the ER-BL kernels to the DGLAP ones. They can be
most conveniently derived if the ER-BL evolution is written in the matrix form, as an equation
for the moments of the distribution amplitude
aj(µ
2) =
∫ 1
0
dx xjφM(x;µ
2) . (4.87)
The coefficients aj are proportional to the matrix elements of local operators
〈p|ψ¯(0)(−i←∂ +)jγ+ψ(0)|0〉 = −i(p+)j+1fM
∫ 1
0
dx xjφM(x) . (4.88)
Under evolution, these operators Oj mix with the operators (∂+)j−kOk having the same total
number j of vector indices but containing j − k total derivatives acting on the operator Ok as a
whole. Since a total derivative ∂µ just produces the overall factor pµ in the matrix element (see
footnote 24), the evolution equation for aj’s has the form
d
d lnµ2
aj(µ
2) = −1
2
j∑
k=0
γjk(g)ak(µ
2) . (4.89)
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The matrix elements γjk are related to the kernel V (x, y) by∫ 1
0
dx xj V (x, y) = −1
2
j∑
k=0
γjk(g)y
k . (4.90)
The appearance of a polynomial in y on the right-hand side, rather than a single power yj, is a
simple consequence of fact that the evolution kernel V encodes the mixing of operators with total
derivatives. The local operator
xj ↔ ψ¯(0)(−i←∂ +)jγ+ψ(0)
is allowed to evolve with the “probability” γjk into the operators with less “left derivatives”
←
∂ +
and more “total derivatives” ∂+
yk ↔ (i∂+)kψ¯(0)(−i←∂ +)j−kγ+ψ(0) .
In the forward case, the operators with total derivatives have zero matrix elements, so only the
diagonal term γjj survives. The latter is given by the jth moment of the DGLAP splitting function
P (z), and this establishes its relationship to the ER-BL kernel. In the singlet case, the relations
are complicated by the quark-gluon mixing. So, we have∫ 1
0
dx
(
xj
xj−1
)(
V qq V qg
V gq V gg
)
(x, y) = −1
2
j∑
k=(0,1)
(
γqqjk γ
qg
jk
γgqjk γ
gg
jk
)(
yk
yk−1
)
, (4.91)
for the ER-BL kernels, and∫ 1
0
dx xj
(
P qq P qg
P gq P gg
)
(x) = −1
2
(
γqq;fwj γ
qg;fw
j
γgq;fwj γ
gg;fw
j
)
, (4.92)
for the splitting functions, such that γabjj = γ
ab;fw
j . To extract the diagonal elements from Eq. (4.91),
we substitute y by 1/η and multiply each entry on both sides with a sufficient power of η, found
by inspection. As suggested by Fig. 28, the ER-BL kernels, having the support 0 ≤ x, y ≤ 1, can
be extended to the entire (x, y)-plane according to the rules which we spell out later. Rescaling
the integration variable and taking the limit η → 0, we find
lim
η→0
∫ 1
0
dx
η
xj
(
kqq 1
η
kqg
η
x
kgq 1
x
kgg
)(
2
x
η
− 1, 2
η
− 1
)
=
1
2
(
γqqjj γ
qg
jj
γgqjj γ
gg
jj
)
, (4.93)
where we used the extended kernels in the whole region. This is done by a simple replacement of
the θ functions in the ER-BL kernels by
θ(y − x) → ϑ(2x− 1, 2y − 1) = θ
(
1− x
y
)
θ
(
x
y
)
sgn(y) , (4.94)
θ(x− y) → ϑ(1− 2x, 1− 2y) = θ
(
1− x¯
y¯
)
θ
(
x¯
y¯
)
sgn(y¯) , (4.95)
θ(y − x¯) → ϑ(1− 2x, 2y − 1) = θ
(
1− x¯
y
)
θ
(
x¯
y
)
sgn(y) , (4.96)
θ(y¯ − x) → ϑ(2x− 1, 1− 2y) = θ
(
1− x
y¯
)
θ
(
x
y¯
)
sgn(y¯) , (4.97)
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Figure 30: The typical contribution inducing the parton-antiparton mixing in evolution kernels.
where 0 ≤ x, y ≤ 1 on the left-hand side of the substitution rules, while on right-hand side they
are unrestricted. The last two relations are not required at leading order, since the corresponding
momentum flow structures start from two loops only. The latter originate from the region u+v ≥
1 of the coordinate space kernels and stem from the parton-antiparton mixing. Two typical
contributions inducing the quark-antiquark mixing are demonstrated in Fig. 30. Comparison with
Eq. (4.92) provides us with the desired formula:
P (x) = LIMV (x, y) ≡ − lim
η→0
1
η
(
kqq 1
η
kqg
η
x
kgq 1
x
kgg
)(
2
x
η
− 1, 21
η
− 1
)
. (4.98)
In particular, the step-function structures are reduced as follows
θ(y − x) → lim
η→0+
ϑ
(
2
x
η
− 1, 21
η
− 1
)
= θ(1− x)θ(x) , (4.99)
θ(x− y) → lim
η→0+
ϑ
(
1− 2x
η
, 1− 21
η
)
= −θ(1− x)θ(x) , (4.100)
θ(y − x¯) → lim
η→0+
ϑ
(
1− 2x
η
, 2
1
η
− 1
)
= θ(1 + x)θ(−x) , (4.101)
θ(y¯ − x) → lim
η→0+
ϑ
(
2
x
η
− 1, 1− 21
η
)
= −θ(1 + x)θ(−x) . (4.102)
For instance, the one-loop kernels V ab(0)(x, y) contain only the two usual θ-structures, i.e., θ(y − x)
and θ(x− y). Then the LIM operation yields
LIMV (0)(x, y) = θ(1− x)θ(x) lim
η→0
1
η
(
(F qq − F qq) 1
η
(F qg + F
qg
)
η
x
(F gq + F
gq
) 1
x
(F gg − F gg)
)(
x
η
,
1
η
)
.
The plus-prescription involved in the diagonal kernels is reduced as follows
LIM [f(x, y)]+ = LIMf(x, y)− δ(1− x)
∫ 1
0
dxLIM f(x, y) = [LIM f(x, y)]+ . (4.103)
4.5 Evolution of double distributions
Up to now we have addressed the scale dependence of GPDs and their “off-springs”—parton
densities and distribution amplitudes. Before we turn to developing analytical tools for solving
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them, let us briefly consider the evolution equations for double distributions [1, 3, 4, 6]. Let us
discuss the non-singlet evolution of DDs hqA, introduced in section 3.8.3, as an example.
The generic form of the evolution equation for the double distribution hqA reads
d
d lnµ2
hqA(β1, α1) =
∫
Ω
dβ1 dα2R
qq(β1, α1; β2, α2)h
q
A(β2, α2), , (4.104)
where the evolution kernel Rqq, having the standard perturbative expansion
Rqq(β1, α1; β2, α2) =
∞∑
n=0
(αs
2π
)n
Rqq(n)(β1, α1; β2, α2) , (4.105)
can be found in terms of the light-cone evolution kernel for non-local operators. To achieve this,
we form the matrix element of both sides of Eq. (4.12) and make use of the parametrization of
the resulting operator matrix elements in terms of DDs (3.242). Then by performing the inverse
Fourier transform in p+ and ∆+, one immediately finds
Rqq(β1, α1; β2, α2) =
∫ 1
0
du dvKqq(u, v) δ(β1−β2(1−u−v)) δ(α1−α2(1−u−v)−v+u) . (4.106)
Since the leading order coordinate kernel Kqq(0) exists only in the triangle 1−u− v > 0 there arises
a spectral constraint in the integrand. The calculation can be done by means of Eqs. (4.51) –
(4.52) and it yields
Rqq(0)(β1, α1; β2, α2) =
1
2|β2|K
qq
(0)
(
1
2
(1− α1)− β1
2β2
(1− α2) , β1
2β2
(1 + α1)− 1
2
(1 + α2)
)
(4.107)
×ϑ
(
β1
β2
(1 − α2)− (1− α1) , 0
)
ϑ
(
(1 + α1)− β1
β2
(1 + α2) ,
β1
β2
(1− α2)− (1− α1)
)
.
Here the spectral constraints are expressed in terms of the generalized step functions (4.39) via
Eq. (4.46). Other sectors are considered analogously. We refer the reader to Appendix H for a
compendium of explicit results for one-loop evolution kernel, albeit, for nonsymmetric DDs.
4.6 Diagonalization of the mixing matrix
Now we are in a position to construct a framework for the analytical solution of the evolution
equations for generalized parton distributions. To start with, let us recall that the diagonalization
of the leading order evolution equation (4.74) for the meson distribution amplitude (3.166)—
the first nontrivial encounter of the mixing pattern involving towers of operators containing total
derivatives—was found in Refs. [237, 239, 240]. It was demonstrated there that the local operators
O˜
qq
jj ≡ ij ψ¯γ+γ5
(
→
∂
++
←
∂
+
)j
C
3/2
j
(
→
∂ +− ←∂ +
→
∂ ++
←
∂ +
)
ψ ,
expressed through the conventional Gegenbauer polynomials C
3/2
j , do not mix with other operators
under renormalization for different j. In other words, operators O˜qqjj are multiplicatively renormal-
izable for each values of j or, equivalently, the matrix γjk is diagonal in the basis of Gegenbauer
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polynomials: γjk = δjkγj, where γj is the usual anomalous dimension of the forward matrix ele-
ments of the quark operators with j (left-right) derivatives. It was immediately recognized [237]
that the operators O˜qqjj coincide with conformal tensors of the free field theory [244]. In fact, it was
already anticipated in [245] that the conformal operators renormalize multiplicatively at one-loop
order. The relationship between conformal invariance and renormalization properties of composite
operators was further studied in Refs. [246, 247, 248, 249] and completely disentangled in higher
orders of the perturbation theory in the culminating studies of Refs. [250, 251, 233, 252, 235, 253].
These findings suggested that the anomalous dimensions of conformal operators are enumerated
by a single conserved quantum number j identified with the conformal spin of the composite
operator. Therefore, one expects that this property is reflected in QCD Lagrangian and it must
be manifested as its space-time symmetry. As is well-known the largest symmetry group of
a massless classical four-dimensional gauge theory is the fifteen-parameter group of conformal
transformations SO(4, 2), which contains dilatations D and special conformal transformations Kµ
in addition to the generators of the conventional Poincare´ group with Lorentz transformations
Mµν and translations Pµ. The algebra as well as its representations are reviewed in Appendix
I. Below we will elaborate on this issues in greater detail since these consideration allow one to
understand the structure of higher order corrections in a very efficient way.
4.6.1 Representations of the collinear conformal algebra
The discussion of twist two operators, to which we restrict our consideration, allows to consider a
subgroup of all confonformal transformations since the former are built solely from “good” field
components and “live” on the light cone. This so-called collinear conformal subgroup contains the
following generators
L
− ≡ i
2
K
− , L+ ≡ iP+ , L0 ≡ i
2
(
D+M−+
)
, (4.108)
projected on the light-cone with two tangent vectors nµ and n∗µ, as specified in Appendix B.
There is yet another combination of the dilatation and the light-cone projection of the Lorentz
generator
E = i
(
D−M−+) , (4.109)
which commutes with all operators of the collinear conformal subgroup. It counts the twist
τ = d− s , (4.110)
defined in terms of the dimension d and the spin s, of the operator it acts on. The generators
introduced above form a closed algebra and act non-trivially on the “good” components of the
quark and gluon operators living on the light-cone, i.e., the elementary fields which enter the
leading twist operators introduced in Section 3.1. They obey the su(1, 1) commutation relations
[L+,L−] = −2L0 , [L0,L±] = ±L± (4.111)
From this commutator algebra one concludes that L+ is a step-up operator and L− is a step-down
operator. The quadratic Casimir operators is defined as
L2 = L0
(
L
0 − 1)− L+L− . (4.112)
The conformal spin is determined as an eigenvalue of the L0
[L0, Φ(0)] = jΦ(0) , j ≡ 1
2
(d+ s) . (4.113)
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It is composed from the dimension d and the spin s of the corresponding field Φ(0). The values
that the latter takes on elementary field operators were given earlier in Eqs. (3.6) and (3.13).
Since the canonical dimension of the fermion field is dq = 3/2, one finds that the “good”
ψ+-component has the conformal spin jq = 1. Similarly, for the “bad” ψ−-component one finds
jq = 1/2. The canonical dimension of the field strength tensor is dg = 2, the F
+µ
⊥-component
has the conformal spin jg = 3/2. For F
+− and F µν⊥⊥-components one gets jg = 1, while for the
F−µ⊥-component one has jg = 1/2. Thus, the conformal spin of “good” QCD fields is
jq = 1 , jg =
3
2
. (4.114)
Now we are in a position to discuss the representation of the quantum operators L±,0 in the basis
of quark and gluon fields.
• The representation of quantum generators acting on the quantum-field operators in terms
of differential operators is derived in Appendix I using the method of induced representa-
tions. The action of quantum generators G on a function Φ living on the light-cone z− and
possessing the conformal spin j
[G, Φ(z−)] ≡ ĜΦ(z−) , (4.115)
results into the following differential representation for them
L̂− ≡ 2jz− + (z−)2 ∂
∂z−
, L̂+ ≡ ∂
∂z−
, L̂0 ≡ j + z− ∂
∂z−
. (4.116)
The quadratic Casimir operator in this representation is defined as
L̂
2
= L̂0(L̂0 − 1)− L̂+L̂− . (4.117)
Note that the commutation relations for the generators in this representation differ from the
generators acting on the Hilbert space by a minus sign,
[L̂+, L̂−] = 2L̂0 , [L̂0, L̂±] = ∓L̂± . (4.118)
For a multiparticle operator, one defines the generators as
L̂±,01...N =
N∑
ℓ=1
L̂±,0ℓ . (4.119)
• One can choose a different representation for quantum generators, which is very handy in
constructing the conformal operators [254, 255]. Namely, one can realize the generators in
the basis spanned by the elements [242]
Zk ≡ ∂
+k Φ(0)
Γ (k + 2j)
, (4.120)
with the field possessing the conformal spin j. We construct a representation by defining
[G, f(Z)] ≡ Gf(Z) , (4.121)
141
for any polynomial f(Z) in the variable Z. The generators G admit the following differential
representation23
L− =
∂
∂Z
, L+ = 2jZ + Z2
∂
∂Z
, L0 = j + Z
∂
∂Z
. (4.122)
These generators satisfy the same commutation relations as the original quantum generators
[L+, L−] = −2L0 , [L0, L±] = ±L± . (4.123)
It is interesting to note that this representation differs from (4.116) by a mere interchange
of the functional form of the raising and lowering operators. For multi-variable functions
χ(Z1, Z2, . . . , ZN) the generators are obviously generalized by taking the sum of single-
variable generators,
L±,01...N =
N∑
ℓ=1
L±,0ℓ . (4.124)
The quadratic Casimir operator has the same form as before
L2 = L0(L0 − 1)− L+L− .
And its action on a two-argument function is determined by the following differential oper-
ator
L212 = −(Z1−Z2)2
∂
∂Z1
∂
∂Z2
+2(Z1−Z2)
(
j2
∂
∂Z1
− j1 ∂
∂Z2
)
+(j1+j2) (j1 + j2 − 1) . (4.125)
4.6.2 Conformal operators
In general, the Wilson operators (3.2) do not transform covariantly under the action of the SO(4, 2)
conformal group and, as a consequence, they do not have an autonomous renormalization. To
identify operators which are eigenfunctions of the renormalization group operator, one uses the
fact that at leading order of perturbation theory the latter commutes with the generators of
the conformal group. Thus they possess the same eigenfunctions. Making use of the collinear
SL(2) subgroup of the conformal group one can organize operators containing total derivatives
into conformally-covariant towers, the so-called conformal operators. They are built as a linear
superposition of bilinears (
∂+ kΦ1(0)
) (
∂+n−kΦ2(0)
)
.
23The derivation of generators in this representation is very straightforward making use the available represen-
tation (4.116):
[G, Zk] =
∂+k[G, Φ]
Γ (2j + k)
=
∂+kĜΦ
Γ (2j + k)
≡ GZk .
For instance, for G = L+ one has according to these sequence of transformations
[L+, Zk] = (2j + k)Zk+1 =
(
2jZ + Z2
∂
∂Z
)
Zk ,
which gives L+ in Eq. (4.122).
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Similarly to the construction of the ground state of the rotational symmetry in quantum mechanics,
we construct the ground—also called the primary—state of the SL(2) symmetry by annihilating a
superposition of the aforementioned bilinear states with the step-down operator L−. The definite
value of the conformal spin is assigned to them by the eigenvalues of the quadratic Casimir
operator (4.125). Since we construct the state from derivatives acting on a field, to perform actual
calculations it is useful to use the representation (4.122) of the conformal generators. Thus, we
build the operator as a linear superposition24
O(0) =
n∑
k=0
cnk Z
k
1Z
n−k
2 , (4.126)
and impose two conditions.
• The lowest-weight vector condition
[L−,O(0)] = L−12O(0) = 0 , (4.127)
with multivariable generators (4.124) for N = 2.
• Assignment of the eigenvalue J of the conformal spin to the conformal primary
[L2,O(0)] = L212O(0) = J(J − 1)O(0) , (4.128)
where the two-particle Casmir operators is given in Eq. (4.125).
The solution to the first equation is any translation-invariant function O ∼ f(Z2 − Z1) or, since
we are interested in local operators, a polynomial of an arbitrary order O ∼ (Z2 − Z1)n, so that
the coefficients cjk are given by binomial coefficients. The second condition immediately relates
the order of the polynomial to the conformal spin
J = n+ j1 + j2 , (4.129)
with ja for a = 1, 2 being the conformal spin of the elementary field Φa. Thus, we come to the
definition of conformal operators
Oj(0) = i
j−j1−j2+2Γ (j + j1 − j2 + 2)Γ (j + j2 − j1 + 2)
Γ (j − j1 − j2 + 3) (Z2 − Z1)
j−j1−j2+2 , (4.130)
where we introduced j = J−2. Here, the overall factor is chosen such that in the basis spanned by
elementary fields with derivatives, the operator will be given in terms of the Jacobi polynomials,
P
(α,β)
j (x) =
1
2j
j∑
k=0
(
j + α
k
)(
j + β
j − k
)
(x− 1)j−k(x+ 1)k . (4.131)
As usual, (
j
k
)
=
Γ (j + 1)
Γ (k + 1)Γ (j − k + 1)
24Notice that since the operators are sandwiched between states with different momenta, one cannot “integrate
by parts” by moving derivatives from one field to another, like one does in the forward matrix elements, and reduce
the whole tower of operators for 0 ≤ k ≤ n to a single one. In other words operators with total derivatives do
matter since 〈p2|i∂+O|p1〉 = 〈p2|[O,P+]|p1〉 = ∆+〈p2|O|p1〉 = ηp+〈p2|O|p1〉 6= 0.
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is the binomial coefficient. In the explicit form, the conformal operator reads
Oj(0) = Φ1(0)(i∂
+)j−j1−j2+2P (2j1−1,2j2−1)j−j1−j2+2
(
↔D+/∂+
)
Φ2(0) , (4.132)
where we have used the notations
∂µ ≡ →∂µ + ←∂µ , ↔Dµ ≡ →Dµ − ←Dµ ,
for the total and left-right derivatives, respectively. Then, the non-local product Φ1(0)Φ2(z
−) can
be expanded over the conformal operators:
Φ1(0)Φ2(z
−) =
∞∑
n=0
(2n+ 2j1 + 2j2 − 1)Γ (n+ 2j1 + 2j2 − 1)
Γ (n + 2j1)Γ (n+ 2j2)
(4.133)
× (−iz−)n
∫ 1
0
du un+2j1−1u¯n+2j2−1Oj=n+j1+j2−2(uz
−) .
We implied the A+ = 0 gauge here to be able to neglect the path-ordered exponentials.
The conformal spin-(j + 2) representation space is spanned by the conformal operator Oj(0)
and its descendants generated by applying the step-up operator L+
Ojl(0) = i
l−j+j1+j2−2[L+, . . . , [L+, [L+︸ ︷︷ ︸
l−j+j1+j2−2
,Oj(0)]] . . .] = (i∂+)
l−j+j1+j2−2Oj(0) , (4.134)
to the vacuum state Ojj(0) ≡ Oj(0). As it is clear from the commutation relations, the momentum
generator P+ is a raising operator, while the special conformal generator K− is a lowering operator,
see Fig. 31. The dilatation D and the Lorentz M−+ generators are diagonal operators. Then the
infinitesimal variations of the conformal operators under the light-cone algebra are
δP Ojl = i[Ojl,P
+] = iOjl+1 ,
δM Ojl = i[Ojl,M
−+] = −(l + s1 + s2)Ojl ,
δDOjl = i[Ojl,D] = −(l + d1 + d2)Ojl ,
δK Ojl = i[Ojl,K
−] = i a(j, l)Ojl−1 ,
(4.135)
with
a(j, l) = 2(j − l)(j + l + 2j1 + 2j2 − 1) . (4.136)
Since the conformal spins of the elementary fields coincide j1 = j2 for all phenomenologically
interesting bilocal composite operators, the Jacobi polynomials can be reduced to the Gegenbauer
polynomials Cνk :
P
(ν−1/2,ν−1/2)
k (x) =
(ν + 1/2)k
(2ν)k
Cνk (x) , (4.137)
where (a)n ≡ Γ (a + n)/Γ (a) is the Pochhammer symbol. The operators built from the same
elementary fields and containing Gegenbauer polynomials in light-cone derivatives will be referred
to as conformal operators, just like the operators given by Eq. (4.132). This will not lead to a
confusion since we are not going to discuss the mixed-field operators in this review. Thus, we
introduce the quark and gluon conformal operators,
O
qq
jl = ψ¯(i∂
+)lγ+C
3/2
j
(
↔D+/∂+
)
ψ , Oggjl = F
+
µ(i∂
+)l−1C5/2j−1
(
↔D+/∂+
)
F µ+ , (4.138)
and analogously for other Dirac and Lorentz structures.
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Figure 31: The tower of conformal operators is generated by the step-up operator L+ from the
lowest weights Ojj for different eigenvalues of the conformal spin j. The generator of the conformal
boost L− serves as a step-down operator and decreases the Lorentz spin l of operators within a
tower with the same conformal spin j.
4.6.3 Autonomous renormalization of conformal operators
An operator which generates finite Green functions with products of elementary field operators at
different space-time positions is called the subtracted operator and it is defined as
O
R
jl =
j∑
k=0
ZjkOkl . (4.139)
From this definition, one immediately finds that it obeys the renormalization group equation
d
d lnµ
O
R
jl = −
j∑
k=0
γjk(g)O
R
kl . (4.140)
The matrix of anomalous dimensions25 γjk(g) possesses a triangular form as a consequence of
the Lorentz invariance, i.e., only operators with the same number of derivatives can mix, so that
γjk 6= 0 for j ≥ k, or explicitly
γjk =
 γjj · · · γj0. . . ...
0 γ00
 ≡ γjδjk + γNDjk θjk , (4.141)
with the diagonal elements γj ≡ γjj and non-diagonal elements separated from them by means
of the discrete step function θjk = {1, j > k; 0, j ≤ k}. The anomalous dimension matrix γjk(g)
receives an infinite series expansion in perturbation theory;
γjk(g) =
∞∑
n=0
(αs
2π
)n+1
γ(n)jk . (4.142)
These anomalous dimensions induce a shift in the scaling transformation of conformal operators
(4.135), i.e.,
δDOjl = −
j∑
k=0
{(l + d1 + d2)δjk + γjk}Okl . (4.143)
25Notice that this matrix of anomalous dimensions is different from the one introduced in Eq. (4.90). They
belong to different bases of states and only their diagonal elements j = k are related to each other via Eq. (K.1).
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At leading order of perturbation theory, there are no counterterms for the renormalization of the
coupling constant, so there are no sources of special conformal symmetry breaking in one-loop
anomalous dimensions. Therefore, in this approximation the tree form of the conformal boost is
preserved. The commutation relation between the dilatation and special conformal transforma-
tions then immediately leads to the following condition
0 = [δD, δK ]Ojl − δKOjl = −i
j∑
k=1
{a(j, l)− a(k, l)} γ(0)jkOjl−1 = −i
j∑
k=1
a(j, k)γ(0)jkOjl−1 .
This imposes a constraint on the one-loop anomalous dimension matrix
a(j, k)γ(0)jk = 0 . (4.144)
Since a(j, k) 6= 0 for j 6= k, the matrix γjk does not possess non-diagonal elements, but because
a(j, j) = 0 vanishes, it can have the diagonal ones: γ(0)jk = γ(0)jδjk. This means that conformal
operators with different conformal spins do not mix with each other at leading order of perturbation
theory supporting the observation made earlier. The constraint (4.144) implies that the anomalous
dimensions depend only on the conformal spin, but it gives no restrictions on the form of the
diagonal elements. As we already anticipate, the diagonal elements can be identified with the
anomalous dimensions of Wilson operators (without total derivatives) which appear in the QCD
description of the cross section of deeply inelastic scattering, which we addressed in Section 4.4.3.
A slight difference in their normalization will be addressed in the subsequent section. This result
also implies that the perturbative expansion of non-diagonal anomalous dimensions starts at two-
loop order only
γNDjk =
(αs
2π
)2
γND(1)jk +O(α3s) . (4.145)
So far we gave a generic discussion of the mixing pattern of conformal operators O in pertur-
bation theory. As we know in the singlet sector it is the two-vector
Ojl ≡
(
O
qq
jl
O
gg
jl
)
, (4.146)
of the quark and gluon operators (4.138), which participates in the renormalization group evolu-
tion. It obeys the matrix equation
d
d lnµ
Ojl = −
∑
k
γjk(g)Okl , (4.147)
with the two-by-two matrix of anomalous dimensions
γjk =
(
γqqjk γ
qg
jk
γgqjk γ
gg
jk
)
. (4.148)
Each of its γabjk four elements ab = qq, qg, gq, gg is of the triangular form (4.141).
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4.7 Diagonalization of generalized evolution kernels
Our preceding discussion indicates that the generalized evolution kernels are diagonalizable in the
basis of Gegenbauer polynomials, i.e., the two-by-two matrix of kernels can be cast in the form
Kab(0)(x1, x2|y1, y2) =
1
2
∞∑
j=(0,1)
P˜ aj (x1, x2)γ
ab
(0)j P
b
j (y1, y2) , (4.149)
where the two-vectors P a (a = q, g) of Gegenbauer polynomials and their conjugate are
P aj (x1, x2) =
 C
3/2
j
(
x1 − x2
x1 + x2
)
C
5/2
j−1
(
x1 − x2
x1 + x2
)
 , P˜ aj (x1, x2) =

x1x2
nj(
3
2
)
C
3/2
j
(
x1 − x2
x1 + x2
)
x21x
2
2
nj−1(52)
C
5/2
j−1
(
x1 − x2
x1 + x2
)
 , (4.150)
with the normalization factor being
nj(ν) = 2
1−4ν Γ
2(1/2)Γ (2ν + j)
Γ 2(ν)Γ (j + 1)(ν + j)
. (4.151)
The low j = 0 limit in the series (4.149) stands for the quark-quark sector and j = 1 for the rest.
The one-loop anomalous dimensions, deduced from the generalized evolution kernels from Section
4.4.1, are
• Even-parity sector [241, 242, 235, 253]:
γqq;V(0)j = −CF
(
−4ψ(j + 2) + 4ψ(1) + 2
(j + 1)(j + 2)
+ 3
)
, (4.152)
γqg;V(0)j = −24NfTF
j2 + 3j + 4
j(j + 1)(j + 2)(j + 3)
, (4.153)
γgq;V(0)j = −CF
j2 + 3j + 4
3(j + 1)(j + 2)
, (4.154)
γgg;V(0)j = −CA
(
−4ψ(j + 2) + 4ψ(1) + 8 j
2 + 3j + 3
j(j + 1)(j + 2)(j + 3)
− β0
CA
)
. (4.155)
• Odd-parity sector [256, 235, 253]:
γqq;A(0)j = −CF
(
−4ψ(j + 2) + 4ψ(1) + 2
(j + 1)(j + 2)
+ 3
)
, (4.156)
γqg;A(0)j = −24NfTF
1
(j + 1)(j + 2)
, (4.157)
γgq;A(0)j = −CF
j(j + 3)
3(j + 1)(j + 2)
, (4.158)
γgg;A(0)j = −CA
(
−4ψ(j + 2) + 4ψ(1) + 8
(j + 1)(j + 2)
− β0
CA
)
. (4.159)
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• Maximal-helicity sector [233, 73]:
γqq;T(0)j = −CF (−4ψ(j + 2) + 4ψ(1) + 3) , (4.160)
γgg;T(0)j = −CA (−4ψ(j + 2) + 4ψ(1)) + β0 . (4.161)
The anomalous dimensions depend on the Euler ψ-function which is expressed in terms of the
harmonic numbers
ψ(n) =
d
dn
lnΓ (n) = ψ(1) +
n−1∑
k=1
1
k
, (4.162)
with the Euler constant γE = −ψ(1) ≈ 0.577216.
4.7.1 Normalization of anomalous dimensions
The difference of the off-diagonal entries a 6= b, displayed in Eqs. (4.152) – (4.161), from the
forward anomalous dimensions (4.67) can be understood as follows. When one sandwiches the
conformal operators Ojj in forward matrix elements, only the term which has no total derivatives
∂+ is relevant. Thus, one needs the leading term of Gegenbauer polynomials at large arguments,
namely,
Cνj (x) = c
ν
jx
j +O(xj−1) , (4.163)
where the coefficient is
cνj =
21−2ν−j
√
πΓ (2ν + 2j)
Γ (j + 1)Γ (ν)Γ
(
1
2
+ ν + j
) . (4.164)
The ratio of these coefficients for quark and gluon sectors is therefore
c
3/2
j
c
5/2
j−1
=
3
j
. (4.165)
Keeping only the contributions surviving in the forward limit, we thus get for the quark and gluon
(vector) conformal operators,
O
qq
jj = 2
jc
3/2
j ψ¯γ
+
(
iD+)j ψ + · · · , Oggjj = 2j−1c5/2j−1F+µ (iD+)j−1 Fµ+ + · · · . (4.166)
Here the covariant derivative Dµ acts on the right and the ellipses denote terms containing total
derivatives. Therefore, substituting (4.166) into Eq. (4.147), keeping the leading term only and
matching it into the renormalization group equation for forward Wilson operators, we find that
the forward anomalous dimensions introduced in Eq. (4.67) are related to the diagonal eigenvalues
via
γqg;fwj =
j
6
γqgj , γ
gq;fw
j =
6
j
γqgj . (4.167)
This explains the difference in their normalization.
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Figure 32: The integration contour for the evaluation of the integral (4.173). There is a n-th
order pole in the point u = b and the cut on the real axis from −1 to 1.
4.7.2 Inclusive to exclusive reconstruction at leading order
In Section 4.4.4, we have already obtained the one-loop ER-BL evolution kernels analytically by
taking the appropriate limit of generalized evolution kernels. As the formula (4.149) suggests
the diagonal part (in the basis of the Gegenbauer polynomials) of the exclusive kernels can be
reconstructed directly from the corresponding DGLAP analogues. The result of this reconstruction
can be found analytically, at least at leading order.
The formal expression for the diagonal part of the leading order exclusive kernel admits the
form identical to (4.149),
V(0)(x, y) = −1
2
∞∑
j=0
w(x|ν)
nj(ν)
Cνj (2x− 1)γ(0)jCνj (2y − 1) , (4.168)
where γ(0)j ’s are the leading order anomalous dimensions of the conformal operators, w(x|ν) is the
weight factor
w(x|ν) = (xx¯)ν−1/2 ,
and nj(ν) is the normalization factor (4.151).
Therefore, the main problem is to perform the infinite summation and construct a generating
function for the exclusive evolution kernels. This goal can be achieved in two straightforward
steps.
• Use the Gegenbauer’s summation theorem [257],
1
nj(ν)
Cνj (2x− 1)Cνj (2y − 1) (4.169)
= 22ν(ν + j)
∫ π
0
dφ
π
(sinφ)2ν−1 Cνj
(
(2x− 1)(2y − 1) + 4√xx¯yy¯ cosφ) .
• Multiply both sides of Eq. (4.169) by w(x|ν)zj and sum over j. On the right-hand side
of the summation theorem, use the formula for the generating function of the Gegenbauer
polynomials
∞∑
j=0
zjCνj (a) = (1− 2az + z2)−ν . (4.170)
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To perform the summation, represent the “contaminating factor” (ν + j) by the differential
operator (ν + z∂z).
Finally, changing the integration variable to cosφ ≡ u, we get the generating function for recon-
struction of the exclusive kernels from the inclusive ones,
G(z, ν|x, y) ≡
∞∑
j=0
w(x|ν)
nj(ν)
Cνj (2x− 1)zjCνj (2y − 1) (4.171)
= 22ν
ν
π
(xx¯)ν−
1
2
∫ 1
−1
du(1− u2)ν−1 (1− z
2)
[1− 2a(u)z + z2]ν+1 ,
where
a(u) ≡ (2x− 1)(2y − 1) + 4u√xx¯yy¯ . (4.172)
In order to find an ER-BL evolution kernel, we have to convolute the equality (4.171) with the
corresponding DGLAP splitting function and evaluate the integral on the right-hand side of this
equation. Performing the external integration first leads to the integrand which is an elementary
function of u. The remaining integral over u can be evaluated by considering its analytical con-
tinuation to the whole complex plane and choosing the integration contour as displayed in Fig.
32. The calculation reduces to the evaluation of the residues of the n-th order pole at the point
u = b ≡ (1− (2x− 1)(2y − 1))/4√xx¯yy¯ and at the point u =∞. The final result is
Jn ≡
∫ 1
−1
du
√
1− u2
(u− b)n = π {resu=b+ resu=∞}
√
u2 − 1
(u− b)n . (4.173)
The first residue provides a contribution proportional to difference of θ-functions, while the second
one to their sum. Namely, for the n = 1, 2 which appear in the transformation of the one-loop
splitting functions we get
resu=b
√
u2 − 1
(u− b)n =
{
1
2
y−x√
xx¯yy¯
[θ(y − x)− θ(x− y)] , for n = 1
1
2
1−(2x−1)(2y−1)
y−x [θ(y − x)− θ(x− y)] , for n = 2
, (4.174)
and
resu=∞
√
u2 − 1
(u− b)n =
{
−1
4
1−(2x−1)(2y−1)√
xx¯yy¯
[θ(y − x) + θ(x− y)] , for n = 1
− [θ(y − x) + θ(x− y)] , for n = 2 . (4.175)
For instance, for the qq-kernel P qq;V(0) (z) = (1 + z
2)/(1− z) with z > 0, we have
π
∫ 1
0
dz P qq;V(0) (z)G
(
z, 3
2
∣∣x, y) = 1
2yy¯
J2 −
√
xx¯
yy¯
J1 , (4.176)
where
J1 = − π√
xx¯yy¯
{xy¯θ(y − x) + yx¯θ(x− y)} , (4.177)
J2 = 2π
{
xy¯
y − xθ(y − x) +
yx¯
x− y θ(x− y)
}
, (4.178)
which indeed coincides with the well-known result (4.77). Analogous calculations can be done for
other channels. No additional subtleties arise there.
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Figure 33: At very large renormalization scales a distribution amplitude is driven to its asymptotic
form (xx¯)2j−1.
4.8 Asymptotic distribution amplitudes
The solution to the evolution equation of a two-particle distribution amplitude can be written in
the form of the conformal partial wave expansion
φ(x;µ2) =
∞∑
j=(0,1)
w(x|ν)
nj(ν)
Cνj (2x− 1)
(
α(µ20)
α(µ2)
)γ(0)j/β0 ∫ 1
0
dy Cνj (2y − 1)φ(y;µ20) .
The index of the Gegenbauer polynomial is related to the conformal spin of the constituent fields
νa = 2ja− 1, it is either νq = 3/2 for quarks or νg = 5/2 for gluons. The first term in the series is
j = 0(1) for quarks (gluons). Since the anomalous dimensions are positive, γj > 0 for j > 0, and
growing with increasing j, only the lowest term of the infinite series can be kept in the asymptotic
limit µ2 →∞
φ(x;µ2 →∞) = a0(µ2) (x(1− x))ν−1/2 .
Actually, due to the conservation of the non-singlet quark current, γqq0 = 0 and this equality is
exact since the lowest term does not depend on the renormalization point, a0 = const. Thus, the
functional form of the distribution amplitude is unambiguously fixed by applying the consequences
of the conformal symmetry. The only unknown parameter left is the nonperturbative coefficient
c0. The general trend of the evolution of an input distribution amplitude with increasing “time”
t = lnµ2 is demonstrated in Fig. 33. Analogous considerations can be used for multiparticle
distribution amplitudes, with the result
φ(x1, x2, . . . , xN ;µ
2 →∞) = c(µ2)
N∏
k=1
x2jk−1k ,
where jk is the conformal spin of the kth constituent. However, in the present circumstances there
are no symmetry reasons prohibiting the lowest operator from developing a nonzero anomalous
dimension. Therefore, the coefficient c continues to evolve even in the asymptotic limit. The
accuracy of representing the large-µ2 behavior of distribution amplitudes by the lowest-order term
only is determined by the ratio of the lowest and the next-to-lowest anomalous dimensions.
4.9 Conformal symmetry breaking
The conformal symmetry is not a quantum symmetry of QCD. Out of the fifteen-parameter
group only its Poincare´ subgroup survives when quantum corrections are taken into account. The
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currents associated with dilatation and four conformal boosts are no longer conserved. This is
a direct consequence of the dimensional transmutation in QCD according to which the quantum
theory generates an intrinsic scale related to ultraviolet divergences. These divergences cause the
QCD coupling constant to depend on this scale and change when the ultraviolet cutoff is varied.
Therefore, since the conformal symmetry ensured the multiplicative renormalizability of conformal
operators at leading order, in full quantum theory they will start to mix with each other. Thus,
the mixing arises beyond leading order of perturbation theory as we pointed out in Eq. (4.145).
Moreover, there is yet another very subtle (scheme-dependent) source of the conformal symme-
try breaking due to the very necessity of a regularization which makes the very calculation possible.
The only regularization scheme implemented in QCD perturbation theory26 which preserves the
non-abelian gauge invariance to all orders in coupling constant is dimensional regularization and
its off-springs like dimensional reduction. In these approaches, the coupling constant becomes
dimensionful when one goes away from four-dimensional space-time d 6= 4, and one can expect
the conformal symmetry breaking effects in renormalization of operators. It should be empha-
sized that the conformal invariance of the theory is destroyed even when the four-dimensional
beta-function vanishes identically, since the d-dimensional function has a two-component form
βε(g) = −εg + β(g) .
The first source is nonvanishing for d 6= 4 even if β(g) = 0. This breaking will be encoded below
into the so-called special conformal anomaly matrix γc.
A very efficient formalism for computing higher order anomalous dimensions of conformal
operators consists of a few straightforward steps relying on the following observations, some of
which were established and spelled out earlier:
• The triangularity of the anomalous dimension matrix γjk implies that its eigenvalues are
given by the diagonal elements and coincide with the well-known forward anomalous dimen-
sions.
• Tree-level special conformal invariance implies that the leading order mixing matrix is diago-
nal. One-loop violation of the symmetry induces non-diagonal elements. Thus, the one-loop
special conformal anomaly will generate two-loop anomalous dimensions.
• Scale Ward identity for the Green function with conformal operator insertion is known to
be with the Callan-Symanzik equation for the latter, and thus the dilatation anomaly is the
anomalous dimension of the composite operator
O
R
j
∫
ddz Θµµ(z) ∼
j∑
k=0
γjkO
R
k . (4.179)
• The four-dimensional conformal algebra provides a relation between the anomalies of dilata-
tion and special conformal transformations via the commutator [D,K−] = iK−. Using the
latter, one can deduce the form of the two-loop non-diagonal elements γNDjk [253].
26We exclude lattice regularization because it is not very convenient to use in continuous perturbative computa-
tions.
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4.9.1 Anomaly in the trace of energy momentum tensor
In order to write down conformal Ward identities, one has to know the infinitesimal variation of
the action in the regularized theory under the conformal symmetry. Since the dilation and the
special conformal symmetry do not survive the regularization, the change of the action under
these transformations will be nonvanishing. To simplify the derivation it is instructive to use the
following generic variations of the Lagrangian under the D and Kµ transformations
δDL[Φ] = −∂µ(zµL[Φ]) + dL[Φ]− dΦ ∂L[Φ]
∂Φ
Φ− (dΦ + 1) ∂L[Φ]
∂(∂µΦ)
∂µΦ , (4.180)
δKν L[Φ] = −∂µ
(
(2zµzν − z2gµν)L[Φ]
)
+ 2xν
(
dL[Φ]− dΦ ∂L[Φ]
∂Φ
Φ− (dΦ + 1) ∂L[Φ]
∂(∂µΦ)
∂µΦ
)
− 2dΦ ∂L[Φ]
∂(∂νΦ)
Φ+ 2i
∂L[Φ]
∂(∂µΦ)
ΣνµΦ . (4.181)
Applying them to the dimensionally regularized d = 4−2ε QCD Lagrangian in the covariant gauge
(G.23), with the following assignment of scaling dimensions dg = 1, dq = 3/2, dω¯ = d − 2 and
dω = 0 to the gluon, quark and ghost fields, respectively, one finds that the conformal variation of
the action can be expressed by well classified operators: gauge invariant operatorsOA, BRST exact
operators OB, and equation of motion (EOM) operators Ω. A further advantage of the chosen set
of scale dimensions is that it allows one to use the Jackiw’s conformal covariant transformation
law for gauge fields [258]. The final result of the calculation can be written as
δDSQCD =
∫
ddz ∆(z) , δKµ SQCD =
∫
ddz 2zµ∆(z) , (4.182)
where the integrand ∆(x) is expressed in terms of the regularized but unrenormalized trace
anomaly of the energy-momentum tensor Θµν (E.6):
∆(z) = −Θµµ(z)− dgΩg(z)− dqΩq¯q(z)− dω¯Ωω¯(z)
= ε {OA(z) +OB(z) +Ωω¯(z)−Ωq¯q(z)} + (d− 2) ∂µOBµ(z) . (4.183)
Here we introduced the following set of gauge invariant and BRST-exact operators
OA = Z3
2
F aµνF
aµν , OB = δ
BRST
δλ
ω¯a∂µAaµ , OBµ =
δBRST
δλ
ω¯aAaµ , (4.184)
as well as EOM operators
Ωg = A
a
µ
δS
δAaµ
, Ωq¯q =
δS
δψ
ψ + ψ¯
δS
δψ¯
, Ωω¯ = ω¯
a δS
δω¯a
. (4.185)
It is desirable to express the variations of the action (4.182) in terms of renormalized (via the
modified minimal subtraction scheme) operators as this allows one to neglect contributions pro-
portional to the dimensional-regularization parameter ε. For this reason, one should solve the
renormalization problem of the above mentioned operators [259]. A straightforward analysis yields
[253]
ORA(z) =
(
1 + g
∂ lnZc
∂g
)
OA(z) +
(
g
∂ lnX
∂g
− 2ξ ∂ lnX
∂ξ
){
OB(z) +Ωω¯(x) +Ωg(z)
}
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+(
g
∂ ln Z˜3
∂g
− 2ξ ∂ ln Z˜3
∂ξ
)
Ωω¯(z) +
1
2
(
g
∂ ln Z˜2
∂g
− 2ξ ∂ ln Z˜2
∂ξ
)
Ωq¯q(z) , (4.186)
ORB(z) =
(
1 + 2ξ
∂ lnX
∂ξ
)
OB(z) + 2ξ ∂ lnX
∂ξ
{
Ωg(z) +Ωω¯(z)
}
+ ξ
∂ ln Z˜2
∂ξ
Ωq¯q(z)
+2ξ
∂ ln Z˜3
∂ξ
Ωω¯(z) , (4.187)
where the charge renormalization constant is Zc = XZ−1/23 (see Eq. (G.24)). Thus, inserting these
findings into Eq. (4.183) we obtain the renormalized anomaly in the trace of the energy-momentum
tensor in d = 4− 2ε dimensions
Θµµ(z) =
βε
g
ORA(z) +
(
βε
g
− γg
){
ORB(z) +Ωω¯(z)
}
−
(
dg + γg − β
g
)
Ωg(z)
−(dq + γq − ε)Ωq¯q(z)− (dω¯ + 2γω)Ωω¯(z)− (d− 2)∂µORBµ(z) . (4.188)
We cannot set ε = 0 yet since Θµµ will enter in a product with the conformal operator into dilata-
tion and special conformal Ward identities and this product contains short distance singularities
which once regularized by means of dimensional regularization produce poles in 1/ε. The latter
will compensate O(ε) terms in Θµµ and result into finite contributions. After subtraction of the
poles, the finite part generates the dilatation (see Eq. (4.179) and Eq. (4.190) below) and special
conformal anomalies (see Eq. (4.191) below).
4.9.2 Conformal Ward identities
Having found the form of the variations δSQCD, we can now derive the dilatation and special
conformal Ward identities. It is well known that the Ward identity for the dilatation operator is
the Callan-Symanzik equation,
L∑
k
(dcank + zk · ∂k) 〈ORjl Φ(z1) . . . Φ(zL)〉 ≡ −〈ORjl δD (Φ(z1) . . . Φ(zL))〉 (4.189)
= 〈(δDORjl)Φ(z1) . . . Φ(zL)〉+ 〈ORjl (iδDSQCD)Φ(z1) . . . Φ(zL)〉 .
Here in the first line, we used the definition of the infinitesimal form (I.10) of the scale transfor-
mation (I.25) and, in the second line, we integrated by parts in the functional integral such that
the variation is moved from the field monomial Φ(z1) . . . Φ(zL) on the conformal operator and the
weight of the functional measure exp(iSQCD). In quantum theory the Ward identity thus develops
an extra term in its right-hand side due to nonvanishing variation of the regularized QCD action
δDSQCD. This generates an anomaly which arises from the renormalization of the product of two
composite operators: the conformal operator and the trace anomaly in the energy-momentum
tensor (4.182) – (4.183),
O
R
jl
(
δDSQCD
)
= i
j∑
k=0
γjkO
R
kl + . . . . (4.190)
One can see that the canonical dimension dcanj = j+2dΦ of the conformal operatorOj gets modified
by the anomalous dimension,
dcanj → dcanj + γjj ,
154
however, it also induces the mixing of conformal operators starting at two-loop order. On the
other hand, in the Ward identity for the special conformal transformation, there is an anomaly
that appears from the renormalization of an analogous product,
O
R
k,l
(
δK−SQCD
)
=
j∑
k=0
γcjk(l)O
R
k,l−1 + . . . . (4.191)
Here γcjk(l) is the special conformal anomaly. It satisfies the following condition
γcjj(j) = 0 , (4.192)
(no summation over j) which is an obvious consequence of the absence of the counterterm in Eq.
(4.191) for l = j. Note, that γc 6= γ, so that the dilatation and special conformal symmetries are
broken differently. However, their anomalies satisfy a constraint which we are going to discuss
next.
4.9.3 Commutator constraints for conformal anomalies
In order to establish relations between anomalous dimensions and special conformal anomalies,
one has to resort to the commutators between corresponding generators from the conformal alge-
bra. The symbolic form of the action of the dilatation and conformal boost27, derived from the
conformal Ward identities, is given by28 [253]
[ORjl(0),D] = i [(l + 2d) δjk + γjk]O
R
kl(0)−
[
Ojl(0)
∫
d4z Θµµ(z)
]R
+ . . . , (4.193)
[ORjl(0),K
−] =
[
a(j, l)δjk + γ
c
jk(l)
]
O
R
kl−1 −
[
Ojl(0)
∫
d4z 2z−Θµµ(z)
]R
+ . . . , (4.194)
where the ellipses stand for the “unpysical” sector. Both of these transformations laws are valid to
all orders in perturbation theory and can be used for finding relations between γ and γc [235, 253].
• The first of these constraints stems from the commutator [D,Kµ] = iKµ. It readily yields a
matrix equation which reads at the conformal point β(g∗) = 0
[a(l) + γc(l), γ] = 0 . (4.195)
It is an extension of Eq. (4.144) to all orders of perturbation theory. Here the constant
matrix ajk(l) = δjka(j, l) is a remnant of the leading order conformal boost of the conformal
operators (4.135). This relation can be easily derived using Eqs. (4.193) and (4.194). From
this constraints, one can draw very important conclusions. One immediately realizes that
even at this conformal point, the modified minimal subtraction scheme, used for subtraction
of UV divergences, breaks explicitly the conformal covariance, i.e., it leads to mixing of
conformal operators with different conformal spins, so that γjk|j 6=k 6= 0.
In QCD, the coupling is running and this commutator constraint is promoted to [251, 253][
a(l) + γc(l) + 2
β
g
b(l), γ
]
= 0 , (4.196)
27They are understood as insertions into a Green function with field monomials, i.e., 〈[. . .]Φ(z1) . . . Φ(zL)〉.
28Here and below we assume the summation over repeated indices.
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with the four-dimensional β-function accompanied by a new matrix
bjk(l) = θjk
{
2(l + k + 3)δjk − [1 + (−1)j−k](2k + 3)
}
. (4.197)
• Another equation between anomalies arises from the translation invariance in the form of
the commutator [Kµ,Pν ] = −2i (gµνD+Mµν) and implies a linear relation between the same
anomalies [252, 253]
γcjk(l + 1)− γcjk(l) = −2γjk . (4.198)
It provides an identity between the diagonal elements of the special conformal anomaly
matrix and diagonal elements γjj = γj of the anomalous dimension matrix, namely,
γcjj(l) = −2(l − j)γj . (4.199)
Extension of Eq. (4.198) to the case of the running strong coupling is straightforward [252,
253]
γcjk(l + 1)− γcjk(l) = −2
(
γjk − 2β
g
δjk
)
. (4.200)
4.9.4 NLO constraint and non-diagonal anomalous dimensions
Equation (4.196) does not impose any constraints on the diagonal elements of the anomalous
dimension matrix γjj since they merely cancel in the commutator, however, it does immediately
imply a relation between the non-diagonal part of the elements of the two-loop anomalous dimen-
sion matrix γND(1)jk in terms of the one-loop special conformal anomaly, β-function and one-loop
anomalous dimensions [253],
a(j, k)γND(1)jk =
(
γ(0)j − γ(0)k
) (
γc(0)jk + β0bjk
)
. (4.201)
Here the one-loop special conformal anomaly was deduced to one-loop order from Eqs. (4.191) to
be of the form
γc(0)jk = −bjkγ(0)k + wjk = a(j, k)
(−djkγ(0)k + gjk) , (4.202)
where the explicit form of the matrix gjk will be given below.
The generic expression (4.201) can be used to find the NLO non-diagonal anomalous dimensions
for the singlet sector [253] and represented as
γqq,ND(1)jk =
(
γqq(0)j − γqq(0)k
){
djk
(
β0 − γqq(0)k
)
+ gqqjk
}
−
(
γqg(0)j − γqg(0)k
)
djk γ
gq
(0)k + γ
qg
(0)j g
gq
jk , (4.203)
γqg,ND(1)jk =
(
γqg(0)j − γqg(0)k
)
djk
(
β0 − γgg(0)k
)
−
(
γqq(0)j − γqq(0)k
)
djkγ
qg
(0)k + γ
qg
(0)jg
gg
jk − gqqjkγqg(0)k ,
γgq,ND(1)jk =
(
γgq(0)j − γgq(0)k
)
djk
(
β0 − γqq(0)k
)
−
(
γgg(0)j − γgg(0)k
)
djkγ
gq
(0)k + γ
gq
(0)jg
qq
jk − gggjkγgq(0)k
+
(
γgg(0)j − γqq(0)k
)
ggqjk ,
γgg,ND(1)jk =
(
γgg(0)j − γgg(0)k
){
djk
(
β0 − γgg(0)k
)
+ gggjk
}
−
(
γgq(0)j − γgq(0)k
)
djkγ
qg
(0)k − ggqjkγqg(0)k .
The leading order diagonal anomalous dimensions has been given in Section 4.7; the d-elements
are
djk = −1
2
[1 + (−1)j−k] (2k + 3)
(j − k)(j + k + 3) . (4.204)
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This matrix can be generated as a derivative of the Gegenbauer polynomial with respect to its
index,
d
dν
∣∣∣∣
ν=3/2
Cνj (x) = −2
j∑
k=0
djkC
3/2
k (x) ,
d
dν
∣∣∣∣
ν=5/2
Cνj−1(x) = −2
j∑
k=1
djkC
3/2
k−1(x) . (4.205)
Finally, the renormalized special conformal anomalies g are:
• Even and odd parity sectors:
gqq,Vjk = g
qq,A
jk = −CF
[
1 + (−1)j−k] θj−2,k (3 + 2k)
(j − k)(j + k + 3) (4.206)
×
{
2Ajk + (Ajk − ψ(j + 2) + ψ(1))(j − k)(j + k + 3)
(k + 1)(k + 2)
}
, (4.207)
ggq,Vjk = g
gq,A
jk = −CF
[
1 + (−1)j−k] θj−2,k 1
6
(3 + 2k)
(k + 1)(k + 2)
, (4.208)
ggg,Vjk = g
gg,A
jk = −CA[1 + (−1)j−k]θj−2,k
(3 + 2k)
(j − k)(j + k + 3) (4.209)
×
{
2Ajk + (Ajk − ψ(j + 2) + ψ(1))
[
Γ (j + 4)Γ (k)
Γ (j)Γ (k + 4)
− 1
]
+2(j − k)(j + k + 3) Γ (k)
Γ (k + 4)
}
.
• Maximal-helicity sector:
gqq,Tjk = g
qq,V
jk , (4.210)
ggg,Tjk = −2CAσj−kθj−2,k
(3 + 2k)
(j − k)(j + k + 3) (4.211)
×
{
2Ajk + (Ajk − ψ(j + 2) + ψ(1))
[
Γ (j + 4)Γ (k)
Γ (j)Γ (k + 4)
− 1
]}
.
In all expressions we have introduced the matrix A whose elements are defined by
Ajk = ψ
(
j + k + 4
2
)
− ψ
(
j − k
2
)
+ 2ψ(j − k)− ψ(j + 2)− ψ(1) . (4.212)
4.10 Solutions of renormalization group equation
We have now all the elements of the anomalous dimension matrix of conformal operators at NLO.
In order to solve the renormalization group equation, it remains find its eigenvectors (the eigenval-
ues are given by the diagonal elements and coincide with known forward anomalous dimensions).
This section is devoted to the solution of this problem. It will be shown that the eigefunctions are
determined by the special conformal anomaly matrix, determined above.
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4.10.1 Mixing of conformal operators
Beyond leading order, one has to perform an additional shuffling of operators in order to get
the eigenstates of the renormalization group equation. Let us perform a transformation to the
“conformal” renormalization scheme
O
R
jl = BjkÔRkl , (4.213)
where the B-matrix encodes the rotation to the diagonal basis, in which the operators do not mix.
This new set of operators satisfies the renormalization group equation
d
d lnµ
Ô
R
jl = −γjÔRjl , (4.214)
with diagonal anomalous dimension matrix γjj ≡ γj. By definition, they do not mix. The
renormalization group equation is identical to the dilatation operator, which is diagonal in this
basis
[ÔRjl,D] = i
(
dcan − µ d
dµ
)
Ô
R
jl = i (l + 2d+ γj) Ô
R
jl . (4.215)
The solution to this equation is
Ô
R
jl(µ
2) = T exp
{
−1
2
∫ µ2
µ20
dτ
τ
γj(αs(τ))
}
Ô
R
jl(µ
2
0) . (4.216)
Since γj , which are two-by-two matrices in the singlet sector, do not commute in general with each
other for different scales of the coupling constant, we have introduced the T -ordered exponential
along the “proper time” τ .
From the renormalization group equations (4.140) and (4.214), we find that the B-matrix
satisfies the following differential equation:
β(g)
∂
∂g
Bjk(g) + (γj − γk)Bjk(g) + γNDjl Blk(g) = 0 . (4.217)
As will be shown in the following two sections, the formalism described above allows to find
the corrections to the eigenfunctions analytically, since the B-matrix is defined in terms of the
conformal anomaly γc and the β-function. Below, we consider first the hypothetical conformal
limit and then address the realistic case with the running coupling constant.
4.10.2 Restoration of conformal covariance in conformal limit
Our goal is to find the explicit form of the rotation matrix B. It is obvious that this matrix
simultaneously diagonalizes both the dilatation and conformal boosts given in Eqs. (4.193) and
(4.194), respectively. Let us discuss the nonsinglet case only, since the consideration of the singlet
sector does not bring any complications of principle. At the conformal point β = 0, the rotation
matrix B satisfies a simplified version of Eq. (4.217), namely
B−1jk′γk′k′′Bk′′k = γjδjk , (4.218)
(no summation on the right-hand side is implied). The last equation can be easily solved recursively
using the expansion
Bjk =
∞∑
N=0
B(N)jk , B(0)jk = δjk . (4.219)
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Note, that the terms B(N)jk with N ≥ 1 are purely off-diagonal matrices, i.e., their diagonal elements
are identically zero. They are given in terms of the nth power of a matrix b(k)
B(N)jk =
{
bN(k)
}
jk
, (4.220)
which possesses the elements
bk′k′′(k) = − γ
ND
k′k′′
γk′ − γk . (4.221)
Let us demonstrate that the conformal boost is diagonal in this basis. The transformation (4.213)
gives
[ÔRjl,K
−] = B−1jk′ {a(k′, l)δk′k′′ + γck′k′′(l)}Bk′′kÔRkl−1 . (4.222)
First we transform the right-hand side to the form
B−1jk′ {a(k′, l)δk′k′′ + γck′k′′(l)}Bk′′k = a(j, l)δjk + B−1jk′γck′k′′(l)Bk′′k + B−1jk′a(k′, k)Bk′,k , (4.223)
where we commuted Bk′′k through the matrix ak′k′′(l), first, and then used the identity
a(k′, k)Bk′,k = −γck′k′′(k)Bk′′k , (4.224)
proved in Appendix J. This yields
B−1jk′ {a(k′, l)δk′k′′ + γck′k′′(l)}Bk′′k = a(j, l)δjk + B−1jk′ (γck′k′′(l)− γck′k′′(k))Bk′′k
= a(j, l)δjk + 2(k − l)B−1jk′γk′k′′Bk′′k
≡ 2(j − l)(j + l + 2ν + γj)δjk , (4.225)
where in the second step we used Eq. (4.198) in the form γckk′(l)−γckk′(k) = 2(k−l)γkk′. Therefore,
for operators transformed according to Eq. (4.213) one can restore the exact conformal covariance
broken in the minimal subtraction scheme,
[ÔRjl,K
−] = 2(j − l)(j + l + 2ν + γj)ÔRjl−1 , (4.226)
One observes that in the conformally covariant scheme the loop corrections to the dilatation and
conformal boost are determined solely by the anomalous dimensions of conformal operators.
4.10.3 Solution with running coupling
In case of the running coupling constant, the solution of the differential equation (4.217) is more
involved. First, we have to specify the boundary condition for B(g). Note, that in the previous
case of the fixed coupling we are naturally led to a scheme with constant B. In the current case, the
“minimization” of radiative corrections corresponds to the choice B(g0) = 1 with g0 = g(µ20) which
implies the absence of loop corrections at some initial scale µ0. The most important advantage of
this requirement is that, contrary to our previous discussion, the initial condition for the solution
of the renormalization group equation (4.216) can be easily determined by ordinary Gegenbauer
operators
O
R
jl(µ0) = Ô
R
jl(µ0) . (4.227)
To two-loop accuracy, we can write equation for the first nontrivial iteration of Bjk(g) = 1ljk +
B(1)jk (g),
β(g)
∂
∂g
B(1)jk (g) + (γj − γk)B(1)jk (g) + γNDjk = 0 , (4.228)
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the solution to which can be written in the form
B(1)jk (g) = −
∫ g
g0
dg′
β(g′)
exp
(
−
∫ g
g′
dg′′
β(g′′)
γj(g
′′)
)
γNDjk (g
′) exp
(
−
∫ g′
g
dg′′
β(g′′)
γk(g
′′)
)
. (4.229)
Having constructed compact analytical solution to renormalization group equations for conformal
operators, we are ready to apply them to the evolution of GPDs.
4.11 Solution of evolution equations for GPDs
In the present section, we present an outline of methods used to solve evolution equations for
generalized parton distributions. We mostly focus on the formalism of the orthogonal polynomial
reconstruction which allows for a fully analytical treatment of the problem. Analogous analyt-
ical methods for coordinate-space functions, i.e., directly for non-local light-ray operators, were
designed in Refs. [230, 260] for one-loop renormalization group equations. This formalism we will
briefly discuss next. We continue with a short discussion of the solution of evolution equations
for double distributions and the formalism of “effective” forward distributions. Then we turn to
the machinery of orthogonal polynomial reconstruction. Finally, we conclude this section with
a few remarks on the deficiency the truncation procedure of the expansion in polynomials and
advantages of a direct numerical integration of evolution equations for GPDs.
4.11.1 One-loop evolution in coordinate space
The basis of local conformal operators, introduced and elaborated in great detail in previous
sections, is not the only choice. It turns out that one can completely circumvent going through
the local Taylor series expansion and construction of conformal towers in order to solve analytically
the evolution equation for light-ray operators. In fact, such a procedure was developed a long time
ago and is based on the expansion in terms of non-local conformal operators [230]. It was recently
applied to the study of the evolution of the coordinate-space GPDs [260], which are the partial
Fourier transform of GPDs with respect to the Feynman momentum x,
Fa(z−, η,∆2) ≡
∫
dx e−ixz
−p+F a(x, η,∆2) .
These functions are analogous to the Ioffe-time forward parton distributions [47, 261].
In order to demonstrate the basic features of the formalism we discuss the quark operator
only and refer the interested reader to the original papers [230, 260, 262, 263] for an exhaustive
treatment of other aspects of the formalism and discussion of the singlet sector as well. A non-local
conformal operator is defined as a convolution of the light-ray operator with a coefficient function
[230]
S
qq
j (k) =
∫ ∞
−∞
dr−
∫ ∞
0
dz− Ψj(k; r−, z−)Oqq
(
r− + z−
2
,
r− − z−
2
)
. (4.230)
The function Ψj(k; r
−, z−) is found from the condition that this coherent state is an eigenfunction
of the conformal Casimir operator [262]
[L+, Sqqj (k)] = −ik Sqqj (k) , [L2, Sqqj (k)] = (j + 2)(j + 1) Sqqj (k) , (4.231)
where we adopted the second condition from Eq. (4.128) setting there the conformal spin to
J = j+2 (see Eq. (4.129)) with the numerical value of the quark conformal spin jq = 1. Taking into
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account that the operator L+ acts as a total derivative on a non-local operator, i.e., differentiation
with respect to r−, we can integrate by parts in Eq. (4.230) and get a simple equation for the
wave function
∂
∂r−
Ψj(k; r
−, z−) = ik Ψj(k; r−, z−) , (4.232)
which admits a plane-wave solution in r−
Ψj(k; r
−, z−) = eikr
−
ψj(kz
−) . (4.233)
Since r− is the center of mass of the light-ray operator Oqq, the solution describes the propagation
of the wave packet ψj(kz
−) with momentum k, while the z−-dependent profile ψj(kz−) responsible
for the internal relative motion of quarks attached to the ends of the Wilson string. From the
second condition in Eq. (4.231), one finds that the wave function ψj(kz
−) satisfies the Bessel
equation, (
̺2
∂2
∂̺2
+ ̺2 − (j + 2)(j + 1)
)
ψj(̺) = 0 , (4.234)
and admits the solution
ψj(̺) =
(̺
k
)1/2
Jj+3/2(̺) , (4.235)
where the overall factor of k−1/2 was chosen for normalization purposes.
By construction, the non-local conformal operator
S
qq
j (k) =
∫ ∞
−∞
dr− eikr
−
∫ ∞
0
dz− (z−)1/2 Jj+3/2(kz−)Oqq
(
r− + z−
2
,
r− − z−
2
)
(4.236)
possesses an autonomous scale dependence at one-loop order,
S
qq
j (k;µ
2) = Sqqj (k;µ
2
0)
(
αs(µ
2
0)
αs(µ2)
)γqq
(0)j
/β0
. (4.237)
This is equivalent to the multiplicative renormalization of local conformal operators discussed in
the preceding sections. Now, using the Neumann series representation of the delta-function in the
variable z− [260]
δ(z−1 − z−2 ) = (z−2 )1/2(z−1 )−3/2
∞∑
j=0
(3 + 2j)Jj+3/2(kz
−
1 )Jj+3/2(kz
−
2 ) , (4.238)
and conventional Fourier representation for the delta-function in r− we can expand the non-local
light-ray operator into the infinite series in coherent states
Oqq
(
r− + z−
2
,
r− − z−
2
)
=
∫
dr′− dz′− δ(r− − r′−) δ(z− − z′−)Oqq
(
r′− + z′−
2
,
r′− − z′−
2
)
= (z−)−3/2
∞∑
j=0
(3 + 2j)
∫
dk
2π
eikr
−
Jj+3/2(kz
−) Sqqj (k) . (4.239)
Let us point out that the conformal operators constructed in Eq. (4.236) are defined for positive
integer values of the conformal spin j only [260], such that non-local operators are expanded in
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infinite series (4.239). On the other hand, the decomposition found in the original work [230] uses
the Kantorovich-Lebedev transformation [264] and is based on an integral representation which
requires analytical continuation of the conformal spin j into the complex plane, which thus uses
a continuous series representation of the collinear conformal group, rather than the discrete series
adopted in the local operator expansion. The equivalence of the two solutions was demonstrated
in Ref. [260], which illustrates a relation between the Kantorovich-Lebedev transformation and
the Neumann series expansion.
4.11.2 “Difficulties” with eigenfunctions
Now we turn to a thorough discussion of constructing solutions to the evolution equations for
GPDs in the basis of local conformal operators. As we established in Section 4.7, the one-loop
evolution equation for GPDs is diagonalized in the basis of Gegenbauer polynomials. Namely,
taking the nonsinglet quark sector as an example, one has the leading order equation29
d
d lnµ
F q(x, η;µ2) = −αs(µ
2)
2π
∫ 1
−1
dy
η
kqq(0)
(
x
η
,
y
η
)
F q(y, η;µ2) +O(α2s) , (4.240)
with the Gegenbauer polynomials C
3/2
j (x)—defined on the interval −1 ≤ x ≤ 1—being its eigen-
functions, ∫ 1
−1
dx
η
C
3/2
j
(
x
η
)
kqq(0)
(
x
η
,
y
η
)
= γqq(0)jC
3/2
j
(
y
η
)
. (4.241)
One may try to write the solution to Eq. (4.240) as an expansion in terms of its eigenfunctions
F q(x, η;µ2) =
1
η
∞∑
j=0
w(x
η
|3
2
)
ηj Nj(
3
2
)
C
3/2
j
(
x
η
)
F
q
j(η;µ
2) , (4.242)
where the weight and normalization factors are
w(x|ν) = (1− x2)ν−1/2 , Nj(ν) = 21−2ν Γ
2(1/2)Γ (2ν + j)
Γ 2(ν)Γ (j + 1)(ν + j)
,
and the Gegenbauer moments of GPDs related to the conformal operators (4.138) via
F
q
j(η;µ
2) = ηj
∫ 1
−1
dx C
3/2
j
(
x
η
)
F q(x, η;µ2) = (p+)−j−1〈p2|Oqqjj(0)|p1〉 . (4.243)
However, one immediately faces a difficulty identical to the one we already encountered before,
when we studied the eigenfunctions of the inclusive DGLAP equations. Namely, the Gegenbauer
polynomials Cνj (x) are mutually orthogonal on the interval −1 ≤ x ≤ 1, which is their support
region. Therefore, each term on the right-hand side of Eq. (4.242), vanishes outside the interval
−η ≤ x ≤ η, while the left-hand side has the support in the entire region −1 ≤ x ≤ 1. Of course,
the correct support on the right-hand side is restored due to the infinite summation of the slowly
converging series in Gegenbauer polynomials, in the very same fashion as in Eq. (4.72). Thus, this
form of the solution is not useful in practical studies of the logarithmic scaling violation of GPDs.
29For brevity, we do not display the superscript NS on quantities involved.
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Still, there is a feature which becomes extremely transparent in the representation (4.242). Due
to fact that the Gegenbauer moments evolve autonomously
F
q
j(η;µ
2) = Fqj(η;µ
2
0)
(
αs(µ
2
0)
αs(µ2)
)γqq
(0)j
/β0
(4.244)
with vanishing anomalous dimension for the lowest moment of GPDs in the vector and axial-vector
channels γqq,A,V(0)j=0 = 0, at asymptotically large scales only the lowest term in the expansion survives.
As a result, the GPD is driven at asymptotically large scales to the shape
F q(x, η;µ2 →∞) ≡ F qasy(x, η) =
3
4
1
η
(
1− x
2
η2
)
θ(η − |x|)Fq0 , (4.245)
where the lowest conformal moment Fq0 is related to the quark electromagnetic form factors, i.e., it
is the Dirac Fq0 = F
q
1 (∆
2) and Pauli Fq0 = F
q
2 (∆
2) form factors for parton helicity non-flip F q = Hq
and flip F q = Eq GPDs. Note that the GPD washes out completely from the “inclusive” region,
i.e.,
F qasy(x, η) = 0 , for |x| > η . (4.246)
The explicit asymptotic solutions for the singlet sector can be found below in Eqs. (4.289) and
(4.291).
Of course, the formal expansion (4.242) should be understood in a sense of the mathematical
distribution in the same fashion as the expansion in δ-functions of the parton distribution (4.71).
To make the analogy with the inclusive case more explicit, it is easy to see that the Gegenbauer
polynomials can be represented in the form involving derivative of the δ-function making use of
the Rodrigues’ formula
(
1− x2)ν−1/2Cνj (x) = 21−2ν−j Γ (12)Γ (j + 2ν)Γ (ν)Γ (j + ν + 1
2
)Γ (j + 1)
∫ 1
−1
dv (1−v2)j+ν−12δ(j)(v−x) , (4.247)
where δ(j)(v − x) = ∂jvδ(v − x). Hence, to get a meaningful result, one should convolute both
sides with a smooth function first. This idea lies in the heart of the method which we will start
discussing in the next section using the same nonsinglet quark example.
4.11.3 Orthogonal polynomial reconstruction
The restoration of the support properties of GPDs can be easily achieved via their expansion in
a series with respect to a complete set of orthogonal, say, Gegenbauer, polynomials [267, 142],
having the same support as GPDs,
F q
(
x, η;µ2
)
=
∞∑
j=0
w(x|3
2
)
Nj(
3
2
)
C
3/2
j (x)F
q
j (η;µ
2) . (4.248)
It is straightforward to calculate the expansion coefficients F qj in terms of the conformal moments
which evolve autonomously at leading order (4.244),
F qj (η;µ
2) =
j∑
k=0
Ejk(η|32)Fqk(η;µ2) . (4.249)
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Figure 34: Evolution of a model distribution with the change of the renormalization scale. Figures
from left to right show the skewless input distribution H(x, η) = 60x2(1− x)3θ(x) and its evolved
shape at µ2 = 2GeV2, µ2 = 200GeV2 and µ2 = ∞, respectively. The qualitative features of
generalized evolution are clearly seen: Partons from the inclusive region |x| > η migrate into the
exclusive domain |x| < η and once they get there, they never come back. They are redistributed
in the exclusive region |x| < η according to the usual ERBL evolution pattern as examplified in
Fig. 33.
Using Eq. (4.247) and employing the definition of hypergeometric functions, we can write the
expansion coefficients Ejk(η|ν) in a very compact form
Ejk(η|ν) =
∫ 1
−1
dx
w(x|ν)
ηkNk(ν)
Cνk (x)C
ν
j (ηx)
=
1
2
θjk
[
1 + (−1)j−k] (−1) j−k2 Γ (ν + j+k2 )
Γ (ν + k)Γ
(
1 + j−k
2
) 2F1( k−j2 , ν + j+k2
ν + k + 1
∣∣∣∣ η2) . (4.250)
Since 2F1(−n, a + n; a + 1; 1) = δn0, we immediately obtain for η = 1 that F qj (1;µ2) = Fqj(1;µ2),
which matches to the solution to ER-BL equation for the quark component of meson distribution
amplitudes. The qualitative features of the evolution are demonstrated in Fig. 34 for a simple
GPD.
4.11.4 Next-to-leading order: nonsinglet sector
Let us now discuss the effects of mixing of conformal moments at next-to-leading order, and how
this modifies the solution to the evolution equations [269]. Again, we perform at first the expansion
of GPDs in terms of a set of orthogonal polynomials
F q
(
x, η;µ2
)
=
∞∑
j=0
(1− x)α(1 + x)β
nj(α, β)
P
(α,β)
j (x)F
q
j (η;µ
2) . (4.251)
Here we use the opportunity and illustrate the use of the Jacobi polynomials, “living” on the
interval −1 ≤ x ≤ 1. The normalization coefficients are
nj(α, β) =
Γ (j + α + 1)Γ (j + β + 1)
(2j + α + β + 1)Γ (j + 1)Γ (j + α + β + 1)
,
with parameters α, β which can be chosen from the condition of the fastest convergence of the
series, which is difficult to implement in practice. The coefficients in the re-expansion in terms of
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conformal moments of GPDs Fqj(η;µ
2)
F qj (η;µ
2) =
j∑
k=0
Ejk(η|α, β)Fqk(η;µ2) , (4.252)
are now determined by the overlap integral
Ejk(η|α, β) =
∫ 1
−1
dx
w(x|3
2
)
ηkNk(
3
2
)
C
3/2
k (x)P
(α,β)
j (ηx) . (4.253)
The results for all other classic orthogonal polynomials immediately follow from this expression.
For special values of the parameters α and β, the Jacobi polynomials coincide [268] either with
Gegenbauer,
P
(λ−1/2,λ−1/2)
j (x) =
Γ (2λ)Γ (j + λ+ 1
2
)
Γ (j + 2λ)Γ (λ+ 1
2
)
Cλj (x) ,
or Legendre,
P
(0,0)
j (x) = Pj(x) ,
or Chebyshev polynomials of the first,
P
(−1/2,−1/2)
j (x) =
Γ (j + 1
2
)√
πj!
Tj(x) ,
and the second kind,
P
(1/2,1/2)
j (x) =
2Γ (j + 3
2
)√
π(j + 1)!
Uj(x) . (4.254)
Starting from two-loop order, the conformal operators start to mix and so do the Gegenbauer
moments of GPDs. The latter have to be re-expanded in terms of multiplicatively renormalizable
moments F̂qj(η;µ
2) as
F
q
j(η;µ
2) =
j∑
k=0
ηj−kBjk(µ2, µ20)Ek(µ2, µ20)F̂qk(η;µ20) . (4.255)
We have chosen the normalization condition for the two evolution operators
Ej(µ20, µ20) = 1 , Bjk(µ20, µ20) = δjk , (4.256)
which implies
F̂
q
j(η;µ
2
0) = F
q
j(η;µ
2
0) , (4.257)
so that at certain normalization point µ0 the multiplicatively renormalizable operators coincide
with conformal operators, as discussed in Section 4.10.3. The two evolution operators satisfy the
following evolution equations with next-to-leading order solutions.
• The diagonal evolution operator E obeys the equation
d
d lnµ
Ej(µ2, µ20) + γqqj Ej(µ2, µ20) = 0 , (4.258)
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with the two-loop solution
Ej(µ2, µ20) =
(
αs(µ
2
0)
αs(µ2)
)γqq
(0)j
/β0
(
β0 + β1
αs(µ2)
4π
β0 + β1
αs(µ20)
4π
)(γqq
(0)j
/β0−2γqq(1)j/β1
)
≃
(
αs(µ
2
0)
αs(µ2)
)γqq
(0)j
/β0
{
1 +
(
β1 γ
qq
(0)j
2β20
−
γqq(1)j
β0
)
αs(µ
2)− αs(µ20)
2π
}
, (4.259)
where β0 and β1 are the first two coefficients of the perturbative expansion of the QCD
β-function, given in Appendix G.3.
• The non-diagonal evolution operator B fulfills the equation
d
d lnµ
Bjk(µ2, µ20) +
(
γqqj − γqqk
)Bjk(µ2, µ20) + γqq,NDjl Blk(µ2, µ20) = 0 . (4.260)
The solution to it in the two-loop approximation was given before in Eq. (4.229). Keeping
the first nontrivial terms in the perturbative expansion for all functions involved, it reads
Bjk(µ2, µ20) = δjk −
αs(µ
2)
2π
γqq,ND(1)jk
γqq(0)j − γqq(0)k + β0
(
1−
(
αs(µ
2
0)
αs(µ2)
)(γqq
(0)j
−γqq
(0)k
+β0)/β0
)
. (4.261)
We remind that, compared to all other renormalization-group functions, γqq,NDjk starts at
two-loop order according to Eq. (4.145).
Finally, the coupling constant at two-loop order is given by the following inverse-log expansion
αs(µ
2) = − 4π
β0 ln(µ2/Λ2MS)
(
1 +
β1
β20
ln ln(µ2/Λ2
MS
)
ln(µ2/Λ2
MS
)
)
. (4.262)
If the input scale µ0 at which the initial conditions for renormalization group evolution are defined
is chosen very low, it is more reliable and accurate to obtain αs in two-loop approximation by
solving the exact transcendental equation
− β0 ln µ
2
Λ2
MS
=
4π
αs(µ2)
− β1
β0
ln
(
− 4π
β0αs(µ2)
− β1
β20
)
. (4.263)
The two formulas, Eqs. (4.262) and (4.263), differ by ∼ 15% for µ2 = 0.6 GeV2, and the deviation
decreases to 3% for µ2 = 4 GeV2. However, this source of theoretical uncertainty is conceptually
irrelevant for our study.
4.11.5 Next-to-leading order: singlet sector
Finally, let us turn to the singlet sector [270]. The “two-component vector” of quark and gluon
GPDs (4.30) is expanded into a series
F (x, η;µ2) =
∞∑
j=0
P˜j(x)F j(η;µ
2) , (4.264)
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involving a matrix of orthogonal polynomials
P˜j(x) =
(
w(x|αp)
nj(αp)
P(αp)j (x) 0
0
w(x|α′p)
nj(α′p)
P(α′p)j (x)
)
, (4.265)
with w(x|αp) and nj(αp) being the weight and normalization factors, respectively. Re-expanding
the moments F j(η;µ
2) in terms of the conformal moments Fk(η;µ
2), one finds analogously to the
nonsinglet sector
F j(η;µ
2) =
∞∑
k=0
Ejk(η)Fk(η;µ
2) . (4.266)
The matrix of coefficients
Ejk(η) =
(
Ejk(η|32 ;αp) 0
0 Ej k−1(η|52 ;α′p)
)
, (4.267)
consists of elements
Ejk(η|ν;αp) =
∫ 1
−1
dx
w(x|ν)
ηkNk(ν)
Cνk (x)P(αp)j (ηx) , (4.268)
while the matrix of conformal moments Fk(η;µ
2) is defined by
Fj(η;µ
2) =
∫ 1
−1
dx
(
ηj C
3/2
j (x/η) 0
0 ηj−1C5/2j−1 (x/η)
)
F (x, η;µ2) , (4.269)
where the two vector of the singlet quark and gluon GPDs is given in Eq. (4.30). These conformal
moments are expressed in terms of the non-forward matrix element of the two-vector of the
conformal operators (4.146) as follows
Fj(η;µ
2) = 2(p+)−j−1〈p2|Ojj(0)|p1〉 (4.270)
The latter evolve according to the formula
Fk(η;µ
2) =
j∑
k=0
ηj−kBjk(µ2, µ20)Ek(µ
2, µ20)F̂k(η;µ
2
0) . (4.271)
involving two evolution operators as in the non-singlet case.
In NLO, the singlet diagonal evolution operator Ej satisfies the equation
d
d lnαs(µ2)
Ej
(
µ2, µ20
)
= − 1
β0
{
γ(0)j +
αs(µ
2)
2π
Rj
}
Ej
(
µ2, µ20
)
, (4.272)
with the boundary condition
Ej
(
µ20, µ
2
0
)
= 1l =
(
1 0
0 1
)
.
Here
Rj = γ(1)j −
β1
2β0
γ(0)j (4.273)
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is expressed in terms of the diagonal elements γjj = γj of the one- and two-loop expressions of the
two-by-two matrix of anomalous dimensions (4.148). The solution to Eq. (4.272) can be written
as [271, 272]
Ej
(
µ2, µ20
)
=
(
P+j −
αs(µ
2)− αs(µ20)
2π
1
β0
P+j RjP
+
j
)(
αs(µ
2
0)
αs(µ2)
)γ+j /β0
− αs(µ
2)
2π
P−j RjP
+
j
γ−j − γ+j + β0
(
1−
(
αs(µ
2
0)
αs(µ2)
)(γ−j −γ+j +β0)/β0)(αs(µ20)
αs(µ2)
)γ+j /β0
+(γ+j ↔ γ−j ,P+j ↔ P−j ) , (4.274)
in terms of the projection operators
P±j =
±1
γ+j − γ−j
(
γ(0)j − γ∓j 1l
)
, (4.275)
built from the eigenvalues of the LO anomalous dimension matrix γ(0)j ,
γ±j =
1
2
(
γqq(0)j + γ
gg
(0)j ±
√(
γqq(0)j − γgg(0)j
)2
+ 4γgq(0)jγ
qg
(0)j
)
. (4.276)
The projectors obey the properties
(P±j )
2 = P±j , P
+
j P
−
j = 0 , P
+
j + P
−
j = 1l , (4.277)
such that the expansion of the LO anomalous dimension matrix in its eigenfunctions and eigen-
values reads
γ(0)j = γ
+
j P
+
j + γ
−
j P
−
j . (4.278)
The other evolution operator B, which fixes the corrections to the eigenfunctions of the NLO
kernels, can be represented to the required order by
B = 1l +B(1) , (4.279)
where only the first iteration B(1) was kept. The latter is determined by the first order differential
equation
d
d lnαs(µ2)
B
(1)
jk
(
µ2, µ20
)
= − 1
β0
{
γ(0)jB
(1)
jk
(
µ2, µ20
)−B(1)jk (µ2, µ20)γ(0)k + αs(µ2)2π γND(1)jk
}
,
(4.280)
and reads [270]
B
(1)
jk = −
αs(µ
2)
2π
(
P+j γ
ND
(1)jkP
+
k
γ+j − γ+k + β0
(
1−
(
αs(Q
2
0)
αs(Q2)
)(γ+j −γ+k +β0)/β0)
+
P+j γ
ND
(1)jkP
−
k
γ+j − γ−k + β0
(
1−
(
αs(µ
2
0)
αs(µ2)
)(γ+j −γ−k +β0)/β0))
+(γ+j ↔ γ−j ,P+j ↔ P−j ) , (4.281)
where j > k.
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4.11.6 Asymptotic GPDs in singlet sector
An immediate consequence of these considerations is the functional form of the singlet GPDs at
asymptotically large scales. The evolution operator Ej (4.274), truncated to one-loop order in
coupling, possesses two eigenfunctions, which are found with the help of the projection operators
P±j acting on the two-vector of Gegenbauer moments of GPDs (4.269),
P±j F j =
±2
γ+j − γ−j
(
γqq(0)j − γ∓j
γgq(0)j
)
F±j . (4.282)
These multiplicatively combinations of conformal moments,
F±j =
∑
q
F
q
j +
1
4
γqg(0)j
γqq(0)j − γ∓j
F
g
j , (4.283)
evolve with the anomalous dimensions γ±j , respectively. The F
±
j are built as linear superpositions
of the conformal moments of the quark GPDs, defined earlier in Eq. (4.243), and the gluon GPDs,
F
g
j (η;µ
2
0) ≡ ηj−1
∫ 1
−1
dxC
5/2
j−1
(
x
η
)
F g(x, η;µ20) = 4(p
+)−j−1〈p2|Oggjj (0)|p1〉 . (4.284)
In particular, one finds for j = 1 that F−1 has a vanishing anomalous dimension, while F
+
1 has
a positive nonzero anomalous dimension,
γ−1 = 0 , F
−
1 =
∑
q F
q
1 +
3
2
F
g
1 ,
γ+1 =
8
3
CF +
2
3
Nf , F
+
1 =
∑
q F
q
1 − 3Nf8CF F
g
1 .
(4.285)
The former result is expected since F−1 corresponds to the matrix element of the conserved total
energy-momentum tensor, see Eqs. (3.110) and (3.111). Namely,∑
q
F
q
1 +
3
2
F
g
1 = 2c
3/2
1 (p
+)−2〈p2|Θq,++ +Θg,++|p1〉 . (4.286)
The presence of the factor 3/2 in front of Fg1 is an artifact of the normalization of the Gegenbauer
polynomials. It can be seen to be gone when transforming to Wilson operators via Eq. (4.166).
Thus at asymptotically large scales µ2 →∞, F+1 vanishes while F−1 remains constant. Introducing
Fa1,asy = F
a
1(µ
2 →∞) and, temporarily, a unit normalization for asymptotic F−1 , one can solve the
two asymptotic equations∑
q
F
q
1,asy +
3
2
F
g
1,asy = 1 ,
∑
q
F
q
1,asy −
3Nf
8CF
F
g
1,asy = 0 (4.287)
in order to find separate singlet quark and gluon components∑
q
F
q
1,asy =
Nf
4CF +Nf
,
3
2
F
g
1,asy =
4CF
4CF +Nf
(4.288)
169
This translates into the following asymptotic form F aasy = F
a(µ2 →∞) of the singlet quark [9, 10]
∑
q
Hqasy(x, η) =
15
4
Nf
4CF +Nf
x
η3
(
1− x
2
η2
)
θ(η − |x|)
∑
q
{
Hq2,0 + η
2Dq2
}
, (4.289)
∑
q
Eqasy(x, η) =
15
4
Nf
4CF +Nf
x
η3
(
1− x
2
η2
)
θ(η − |x|)
∑
q
{
Eq2,0 − η2Dq2
}
, (4.290)
and gluon GPDs
Hgasy(x, η) =
15
8
4CF
4CF +Nf
1
η
(
1− x
2
η2
)2
θ(η − |x|)
{
Hg2,0 + η
2Dg2
}
, (4.291)
Egasy(x, η) =
15
8
4CF
4CF +Nf
1
η
(
1− x
2
η2
)2
θ(η − |x|)
{
Eg2,0 − η2Dg2
}
. (4.292)
Here we restored the polynomials in form factors (3.124) (cf. Eq. (3.125)). Note that the boundary
values all F a(±η, η) vanish in the µ2 →∞ limit.
4.11.7 Two-loop evolution in momentum space
Though the method of orthogonal polynomial reconstruction discussed above is rather elegant as
it allows for an explicit analytic solution, its practical implementation for GPDs faces difficulties
due to poor convergence of the truncated series30 in certain regions of the momentum fractions
space, namely, around x = η and low x and η domain [267, 269, 270]. A robust method, free
from these complications, was developed by means of a direct numerical solution [67, 274] of the
integro-differential evolution equation for GPDs (4.33). Since the formalism allows straightforward
generalizations to high-loop orders, the two-loop generalized evolution kernels were reconstructed
in Ref. [275] bypassing direct evaluations of Feynman graphs, from the available two-loop anoma-
lous dimensions of conformal operators presented in Section 4.9.4, inclusive splitting functions,
known two-loop non-singlet evolution kernels in exclusive kinematics [276, 277, 278] and relying
on supersymmetric relations, discussed in Appendix K.4, and well-understood limiting procedure
outlined in Section 4.4.5. A thorough numerical analysis demonstrated a high efficiency of the
formalism and revealed that the two-loop effects are strongly enhanced around x = η, while they
do not exceed 25% within a very large range in other kinematical regions [279, 280].
4.11.8 Solution of evolution equations for double distributions
The multiplicative renormalization of conformal operators can be used for an efficient solution
of evolution equations for double distributions. From the autonomous leading order evolution of
conformal operators one can establish the eigenfunctions of the renormalization group equations
in the basis of double distributions and draw interesting consequences for the functional form of
the latter. For simplicity, we consider the the nucleon GPD A(x, η) and corresponding symmetric
DDs hA(β, α) introduced in Sections 3.5.2 and 3.8.3, respectively.
Let us discuss the nonsinglet case first. Switching from the quark GPD Aq in their multi-
plicatively renormalizable conformal moments to the DDs hqA, we can write making use of Eq.
30This is not the case in applications of the Jacobi polynomial reconstruction of forward parton distributions
[273].
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(3.246)
A
q
n(η) = η
n
∫ 1
−1
dxC3/2n
(
x
η
)
Aq(x, η) = ηn
∫
Ω
dβ dαC3/2n
(
β
η
+ α
)
hqA(β, α) . (4.293)
Using the identity
C3/2n
(
β
η
+ α
)
=
n∑
l=0
Γ (n− l + 3/2)
Γ (3/2)(n− l)!
(
2β
η
)n−l
C
3/2+n−l
l (α) , (4.294)
one finds
A
q
n(η) =
[n/2]∑
k=0
2n−2k
Γ (n− 2k + 3/2)
Γ (3/2)(n− 2k)! η
2k
∫
Ω
dβ dα βn−2kC3/2+n−2k2k (α) h
q
A(β, α) . (4.295)
Hence, each βmC
3/2+m
l (α) moment of the DD h
q
A(β, α) is multiplicatively renormalizable and its
evolution is governed by the anomalous dimension γqq;V(0)m+l [6, 140],∫
Ω
dβ dα βmC
3/2+m
l (α) h
q
A(β, α;µ
2) =
(
αs(µ
2
0)
αs(µ2)
)γqq;V
(0)m+l
/β0 ∫
Ω
dβ dα βmC
3/2+m
l (α) h
q
A(β, α;µ
2
0) .
(4.296)
In Eq. (4.295), we took into account that the DDs hqA(β, α) are always even in α, which gives an
expansion of the Gegenbauer moments in powers of η2. In the nonsinglet case, the Gegenbauer
moments Aqn(η) are nonzero for even n only.
Another simple case is the evolution of the gluon distributions in pure gluodynamics. Then
the multiplicatively renormalizable Gegenbauer moments of the GPD Ag(x, η)
A
g
n(η) = η
n−1
∫ 1
−1
dxC
5/2
n−1
(
x
η
)
Ag(x, η) , (4.297)
which are vanishing only for odd n, can be rewritten in terms of the DD hgA:
A
g
n(η) =
[(n−1)/2]∑
k=0
2n−2k−1
Γ (n− 2k + 3/2)
Γ (5/2)(n− 2k − 1)! η
2k
∫
Ω
dβ dα βn−2kC3/2+n−2k2k (α) h
g
A(β, α) . (4.298)
Note, that the two shifts, n→ n− 1, and 3/2→ 5/2 have compensated each other. Again, every
combined βmC
3/2+m
l (α) moment of h
g
A(β, α) is multiplicatively renormalizable and its evolution
is governed by the anomalous dimension γgg;V(0)m+l [6, 140].
Since the Gegenbauer polynomials C
3/2+m
l (α) are orthogonal with the weight (1−α2)m+1, the
evolution of the βm-moments of DDs in both cases is given by the formula [140]
hqA,m(α;µ
2) ≡
∫ 1
−1
dβ βm hqA(β, α;µ
2)
= (1− α2)m+1
∞∑
k=0
hqA,ml(µ
2
0)C
m+3/2
l (α)
(
αs(µ
2
0)
αs(µ2)
)γqq;V
(0)m+l
/β0
, (4.299)
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where the expansion coefficients hqA,ml are proportional to β
mC
3/2+m
l (α) moments of DDs h
q
A.
The anomalous dimensions γqq(0)j increase with j = m + l, and, hence, the m-th β-moment of
hqA(β, α;µ
2) is asymptotically, i.e., µ2 → ∞, dominated by the α-profile (1 − α2)m+1. Such a
correlation between β- and α-dependence of hqA(β, α;µ) is not something exotic. Take a DD which
is constant in its support region. Then its βm-moment behaves like (1 − |α|)m+1, i.e., the width
of the α profile decreases with increasing j. This result is easy to understand: due to the spectral
condition |α| ≤ 1 − |β|, the βm moments with larger m are dominated by regions which are
narrower in the α-direction.
These observations suggests to try a model in which the moments hA,m(α;µ
2) have the asymp-
totic (1 − α2)m+1 profile even at non-asymptotic µ2. This is equivalent to assuming that all the
combined moments βmC
3/2+m
l (α) with l > 0 vanish. Note that this assumption is stable with
respect to evolution. Since integrating hqA,m(α;µ
2) over α one should get the moments f qm(µ
2) of
the forward density f q(β;µ2), the DD moments hqA,m(α;µ
2) in this model are given by
hqA,m(α;µ
2) = ρm+1(α)f
q
m(µ
2) , (4.300)
where ρm+1(α) is the normalized profile function
ρm(α) ≡ Γ (m+ 3/2)
Γ (1/2)Γ (m+ 1)
(1− α2)m . (4.301)
In the explicit form:∫ 1
−1
dβ βmhqA(β, α;µ
2) =
Γ (m+ 5/2)
Γ (1/2) (m+ 1)!
(1− α2)m+1
∫ 1
−1
dx xm f q(x;µ2) . (4.302)
In this relation, all the dependence on α can be trivially shifted to the left-hand side of this
equation, and we immediately see that hqA(β, α;µ
2) in this model is a function of β/(1− α2),
hqA(β, α;µ
2) = F q
(
β
1− α2 ;µ
2
)
θ
(
0 <
β
1− α2 < 1
)
. (4.303)
A direct relation between f q(x;µ2) and F q(u;µ2) can be easily obtained using the basic fact that
integrating hqA(β, α;µ
2) over α one should get the forward density f q(x, µ2); e.g., for positive x we
have
f q(x) = x
∫ 1
x
du
F q(u)
u3/2
√
u− x . (4.304)
This relation has the structure of the Abel equation. Solving it for F (u) we get
F q(u) = −u
3/2
π
∫ 1
u
dx
[f q(x)/x]′√
x− u . (4.305)
Thus, in this model, knowing the forward density f q(x) one can calculate the double distribution
function hqA(β, α) = F
q(β/(1− α2)).
Note, however, that the model derived above violates the DD support condition |β|+ |α| ≤ 1:
the restriction |β| ≤ 1−α2 defines a larger area. Hence, the model is only applicable in a situation
when the difference between two spectral conditions can be neglected. A practically important
case is the shape of Aq(x, η) for small skewness η. Indeed, calculating Aq(x, η) for small η one
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integrates the relevant DDs hqA(β, α) over practically vertical lines. If x is also small, both the
correct |α| ≤ 1 − |x| and model α2 ≤ 1 − |x| conditions can be substituted by |α| ≤ 1. Now, if
x ≫ η, a slight deviation of the integration line from the vertical direction can be neglected and
Aq(x, η) can be approximated by the forward limit f q(x).
Specifying the ansatz for f q(x), one can get an explicit expression for the model DD by cal-
culating F q(u) from Eq. (4.305). However, in the simplest case when f q(x) = Ax−a for small x,
the result is evident without any calculation: the DD hqA(β, α) which is a function of the ratio
β/(1−α2) and reduces to Aβ−a after an integration over α must be given by hqA(β, α) = ρa(α)f q(β)
where ρa(α) is the normalized profile function of Eq. (4.301), i.e.,
hqA(β, α) = A
Γ (a+ 5/2)
Γ (1/2)Γ (a+ 2)
(1− α2)a β−a . (4.306)
This DD is a particular case of the general factorized ansatz hqA(β, α) = ρm(α)f
q(β) considered
in Section 3.13.1. The most nontrivial feature of this model is the correlation m = a between the
profile function parameter n and the power a characterizing the small-β behavior of the forward
parton distribution.
Knowing the DDs hqA(β, α), the relevant GPDs A
q(x, η) can be obtained in a standard way. In
particular, the GPD enhancement factor R(η) for small η in this model is given by
Rq ≡ A
q(η, η)
f q(η)
=
Γ (2a+ 2)
Γ (a+ 2)Γ (a+ 1)
. (4.307)
The use of the asymptotic profiles for DD moments hqA,n(α) is the basic assumption of the model
described above. However, if one is interested in GPDs for small η, the impact of deviations of
hqA,n(α) from the asymptotic profile is suppressed. Even if the higher harmonics are present in
hqA,n(α), i.e., if the β
n−2kC3/2+n−2k2k (α) moments of h
q
A(β, α) are nonzero for k ≥ 1 values, their
contribution into the Gegenbauer moments Aqn(η;µ
2) is strongly suppressed by η2k factors (see
Eq. (4.295)). Hence, for small η, the shape of Aq(η, η) for a wide variety of model α-profiles is
very close to that based on the asymptotic profile model.
Absence of higher harmonics in hqA,n(α) is equivalent to absence of the η-dependence in the
Gegenbauer moments Aqn(η;µ
2). The assumption that the moments Aqn(η;µ
2) do not depend on
η is the starting point for the model of GPDs Aq(x, η) constructed in Ref. [326]. Though the
formalism of DDs is not used there, both approaches lead to identical results: the final result of
Ref. [326] has the form of a DD representation for Aq(x, η). The approach of Ref. [326] is based
on the concept of effective forward distributions, which we discuss in the next subsection.
4.11.9 Effective forward distributions
Since the Gegenbauer moments Aan(η;µ
2) evolve like xn Mellin moments of the usual forward
parton densities f q(x;µ2), it was proposed [265] to introduce effective forward distributions (EFDs)
qη(x;µ
2) and gη(x;µ
2) as functions whose xn Mellin moments are proportional to the Gegenbauer
moments of GPDs, and which coincide with the usual parton densities in the η = 0 limit. Since
A
q
n(η = 0;µ
2) =
2nΓ (n+ 3/2)
Γ (3/2)n!
∫ 1
−1
dx xn f q(x;µ2) , (4.308)
A
g
n(η = 0, µ
2) =
2nΓ (n + 3/2)
3Γ (3/2) (n− 1)!
∫ 1
−1
dx xn f g(x;µ2) , (4.309)
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EFDs are defined [326] by∫ 1
−1
dz zn qη(z;µ
2) =
Γ (3/2)n!
2nΓ (n+ 3/2)
A
q
n(η;µ
2) , (4.310)∫ 1
−1
dz zn gη(z;µ) =
3Γ (3/2) (n− 1)!
2nΓ (n+ 3/2)
A
g
n(η, µ
2) . (4.311)
To proceed further, one can use the expansion (4.133) of bilocal light-cone operators Oaa(−z−, z−)
over the multiplicatively renormalizable local operators Oaan . For quarks, it reads
Oqq(0, z−) =
∞∑
n=0
2n+ 3
22n+2(n+ 1)!
(−iz−)n
∫ 1
−1
dα (1− α2)n+1Oqqn
(
1−α
2
z−
)
. (4.312)
Inserting it into the nonforward matrix element gives
Aq(x, η) =
∞∑
n=0
2n+ 3
2n+2(n+ 1)!
∫ 1
−1
dα (1− α2)n+1δ(n)(x− ηα)Aqn(η) , (4.313)
where δ(n)(x − ηα) = ∂nx δ(x − ηα). This formula has a typical structure of a formal inversion of
Mellin moments,
f(x) =
∞∑
n=0
(−1)n
n!
δ(n)(x)
∫ 1
−1
dx′ (x′)nf(x′) . (4.314)
In Ref. [265], it was proposed to use a form more convenient for summation over n
f(x) = −1
π
discx
∞∑
n=0
1
xn+1
∫ 1
−1
dx′ (x′)nf(x′) , (4.315)
based on treating δ(n)(x) as discontinuities
discx Φ(x) ≡ 1
2i
[
Φ(x+ iε)− Φ(x− iε)
]
. (4.316)
of 1/xn+1. Using Eq. (4.310), it gives
Aq(x, η) = − 1
π
discx
∫ 1
−1
dα
∞∑
n=0
Γ (n + 5/2)
Γ (3/2)(n+ 1)!
(
1− α2
x− ηα
)n+1 ∫ 1
−1
dz zn qη(z) . (4.317)
Now one can perform summation over n and take discontinuity. The formal result, however, would
contain a rather singular integrand [z(1−α2)/(x−ηα)−1]−3/2 producing an end-point divergence.
To get a correct result, one needs to soften the singularity by using the relation∫ 1
0
dz zn qη(z) = − 1
n+ 2
∫ 1
0
dz zn+2
d
dz
(
qη(z)
z
)
, (4.318)
obtained through integration by parts assuming that the surface terms vanish. This gives
Aq(x, η) = −1
π
∫ 1
−1
dα
∫ 1
−1
dz
x− η α
1− α2
[
z(1− α2)/(x− η α)− 1]−1/2 d
dz
(
qη(z)
z
)
. (4.319)
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If one takes a model in which the effective forward distribution does not depend on η, qη(z) = q(z),
then this expression corresponds to a double distribution representation for GPD, with the DD
hqA given by
hqA(β, α) = −
β
π(1− α2)
∫ 1
−1
dz
θ(z/β ≥ 1/(1− α2))√
z(1− α2)/β − 1
d
dz
(
q (z)
z
)
. (4.320)
Note, that the model with η-independent ansatz for EFDs corresponds to DDs which have a
nontrivial α-profile. As we already discussed, the βn moment of such a DD has the asymptotic
shape (1− α2)n+1 for all scales µ2. The resulting model GPD has a nontrivial η-dependence, the
fact also evident from Eq. (4.319). In other words, this model, though based solely on input from
forward distributions, is not a model in which GPD H(x, η) coincides with its forward limit q(x)
for all η. Such a purely forward model would require hqA(β, α) = δ(α) f
q(β).
Equation (4.320) coincides with Eq. (4.305), and, as pointed out at the end of the previous
subsection, the model for Hq(x, η;µ) based on η-independent EFD was originally developed in
Ref. [326]. The spectral condition β/z ≤ 1 − α2 relating the “original” fraction z of EFD and
the “produced” fraction β of DD resembles the momentum ordering x/z ≤ 1 in the DGLAP
equation: the produced fraction31 cannot be larger than the original one. In the present case, if
the parton also takes some nonzero fraction α of the momentum transfer, the allowed values of β
cannot exceed z(1 − α2). However, as we already remarked, the model based on η-independent
Gegenbauer moments gives DD with incorrect support |β| ≤ 1−α2. This means that EFDs must
have a nontrivial η-dependence needed to secure the correct support |β| ≤ 1− |α|.
For gluons, one can combine the expansion for the bilocal operator
Ogg(0, z−) =
∞∑
n=0
3(2n+ 5)
22n+3(n+ 2)!
(−iz−)n
∫ 1
−1
dα (1− α2)n+2Oggn+1
(
1−α
2
z−
)
(4.321)
and the EFD definition (4.311). The resulting expression for Ag(x, η) has the form close to Eq.
(4.313) derived in the quark case:
Ag(x, η) = −1
π
∫ 1
−1
dα
∫ 1
−1
dz
(x− η α)2
1− α2
[
z(1− α2)/(x− η α)− 1]−1/2 d
dz
(
gη(z)
z
)
. (4.322)
The extra factor (x− η α) reflects the convention that Ag(x, η) reduces to xf g(x) in the forward
limit.
To get the inverse transformation, i.e., to express EFD qη(z;µ
2) in terms of GPD Aq(x, η;µ2),
one can start again with EFD definition (4.310). Using expression for the Gegenbauer moments
and the beta-function representation for the proportionality coefficients, one obtains32
qη(z) = − 1
π
discz
∫ 1
0
ds
1
2z
√
1− s
∞∑
n=0
(sη
2z
)n ∫ 1
−1
dxC3/2n
(
x
η
)
Aq(x, η) , (4.323)
and
gη(z) = − 1
π
discz
∫ 1
0
ds
3
√
1− s
2z2
∞∑
n=0
(sη
2z
)n ∫ 1
−1
dxC5/2n
(
x
η
)
Ag(x, η) . (4.324)
31For positive fractions.
32In this construction, we follow the line of reasoning presented in Ref. [266], modifying without notice some
formulas and statements of that paper where we deem it necessary.
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Incorporating the generating function representation for the Gegenbauer polynomials (4.170),
these equations yield
qη(z) = −1
π
discz
∫ 1
0
ds
2z
√
1− s
∫ 1
−1
dx
Aq(x, η)
[1− sx/z + s2η2/(4z2)]3/2
(4.325)
and
gη(z) = −1
π
discz
∫ 1
0
ds
3
√
1− s
2z2
∫ 1
−1
dx
Ag(x, η)
[1− sx/z + s2η2/(4z2)]5/2
. (4.326)
There are evident discontinuities in the integrands of these representations in the region
1− s x
z
+
s2η2
4z2
≤ 0 , (4.327)
where the arguments of the z-dependent square roots are negative. In this region
|x| ≥ |z|
s
+
s η2
4|z| . (4.328)
The function on the right hand side has minimum at s = 2|z|/η and is equal there η. If |z| ≤ η/2,
the value of s at the minimum is within the range allowed for s, and integration over x goes over
the η ≤ |x| ≤ 1 limits. Note, that the restriction η ≤ |x| means that taking these discontinuities
we would include only the η ≤ |x| part of the Gegenbauer moments Aqn(η). The |x| ≤ η part
of these moments, call them Aq,<n (η), can be added using Eq. (4.314), i.e., in the form of a sum
of terms proportional to Aq,<n (η) δ
(n)(z). Whether this part can also be written in a more closed
form, is an open question. An alternative way to write EFDs in analytic form is based on using
DDs and is discussed at the end of this section.
Integrating by parts over x to reduce the singularity of the 3/2 and 5/2 roots to the integrable
power 1/2, and then taking the discontinuity of the inverse square root, one obtains
qη(z) = −1
π
∫ 1
0
ds
s
√
1− s
∫ 1
−1
dx
θ(root)√−1 + sx/z − s2η2/(4z2) ∂∂x Aq(x, η) + δqη(z) , (4.329)
where
δqη(z) ≡
∞∑
n=0
(−1)nΓ (3/2)
2nΓ (n + 3/2)
δ(n)(z) ηn
∫ η
−η
dxC3/2n
(
x
η
)
Aq(x, η) , (4.330)
and
gη(z) =
2
π
∫ 1
0
√
1− s
s2
ds
∫ 1
−1
dx
θ(root)√−1 + sx/z − s2η2/(4z2) ∂
2
∂x2
Ag(x, η) (4.331)
+
∞∑
n=0
3(−1)nΓ (3/2)
2n nΓ (n+ 3/2)
A
g,<
n+1(η) δ
(n)(z) .
We intentionally wrote the |x| ≤ |η| parts in two forms: in explicit form for quarks (it will be
used below) and in a shorter form for gluons. The notation θ(root) implies that integration over
s, x is in the region specified by Eq. (4.327), where the argument of the square root is positive.
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If |z| ≥ |η|/2, the minimum value for |x| in this region is achieved at the boundary s = 1, and is
given by a z-dependent expression |x|min = |z| + η2/4|z|. The support region for the first term of
EFDs is
0 ≤ |z| ≤ 1
2
(
1 +
√
1− η2
)
, 0 ≤ |η| ≤ 1 . (4.332)
It is smaller than the square 0 ≤ |z|, η ≤ 1. Concerning the term coming from the |x| ≤ η
integration, one may be worried that, in principle, an infinite sum of δ(n)(z) terms can produce a
function with any support. However, using the relation∫ 1
−1
dz
(
z
η
)n
δqη(z) =
Γ (3/2)n!
2nΓ (n+ 3/2)
∫ η
−η
dxC3/2n
(
x
η
)
Aq(x, η) , (4.333)
and taking into account that C
3/2
n (x/η) are polynomials in x/η, one can see that the support
region of δqη(z) is |z| ≤ η. The same is true for the |x| ≤ η gluonic term.
All these complications, related to different nature of GPDs A(x, η) in |x| ≥ η and |x| ≤ η
regions, can be avoided if one writes EFDs in terms of DDs. The main point is that “DDs do not
know about η”. In quark case, using (4.295), one has∫ 1
−1
dz zn qη(z) =
[n/2]∑
k=0
(η
2
)2k Γ (n− 2k + 3/2)n!
Γ (n + 3/2)(n− 2k)!
∫
Ω
dβdαβn−2k C3/2+n−2k2k (α) h
q
A(β, α) . (4.334)
The first terms of the η2 expansion can be easily written:∫ 1
−1
dz zn qη(z) =
∫
Ω
dβdα
{
βnhqA(β, α) (4.335)
+
η2
2
θ(n− 2)n(n− 1)
[
α2 − 1
2n+ 1
]
βn−2hqA(β, α)
}
+O(η4) .
Inverting the Mellin transform, we obtain for positive33 z
qη(z)|z≥0 = f q(z) + η
2
2
{
d2
dz2
[
hqA,2(z)−
z3/2
2
∫ 1
z
dβ
f q(β)
β5/2
]}
+ {0,1}
+O(η4) , (4.336)
where f q(z) is the forward distribution, i.e., the zeroth α-moment of the DD hqA(β, α), and h
q
A,2(β)
is the second α-moment of the DD:
hqA,2(β)|β≥0 =
∫ 1−β
−1+β
dαα2 hqA(β, α) . (4.337)
The {. . .}+ {0,1} prescription generalizes the standard “plus” distribution: it means that the func-
tion in the brackets should be accompanied by a subtraction procedure which guarantees that its
z0 and z1 moments vanish (even if taken in the z ≥ 0 region only), to comply with the structure
of the generating equation (4.335). For gluons, using Eq. (4.298), one obtains∫ 1
−1
dz zn gη(z) =
∫
Ω
dβdα
{
βnhgA(β, α) (4.338)
+
η2
2
θ(n− 3) (n− 1)(n− 2)
[
α2 − 1
2n+ 1
]
βn−2hgA(β, α)
}
+O(η4) ,
33To reconstruct the function qη(z) for negative z, one should use its z-symmetry.
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Figure 35: Hadronic structure functions of deeply inelastic scattering as a series in a number of
partons participating in a hard scattering, truncated here to the lowest two terms in the Fock
expansion. The first term on the right-hand side of the equality stands for the leading twist-
two contribution. As was demonstrated in Section 2.2.6, it is an absolute value squared of a
single-parton scattering amplitude. The second term is an interference of single- and two-particle
amplitudes and corresponds to twist-three effects. The latter are power suppressed in the hard
scale compared to the leading term.
and
gη(z)|z≥0 = f g(z) + η
2
2
{
z
d2
dz2
[
hgA,2(z)
z
− z
1/2
2
∫ 1
z
dβ
f g(β)
β5/2
]}
+ {0,1,2}
+O(η4) , (4.339)
with {. . .}+ {0,1,2} now meaning that z0, z1 and z2 moments of the function in the brackets should
vanish. It is straightforward to include higher terms of the η2 expansion.
At present, the only practical way to construct GPDs consistent with the polynomiality con-
dition is to use factorized models “forward density (β) ⊗ profile function(β, α)” for DDs. In these
models, EFDs qη(z), gη(z) can be expressed in terms of forward distributions through an expansion
in η2, and one can study evolution of GPDs by existing codes for numerical evolution of parton
densities.
5 Compton scattering beyond leading order and power
So far we have discussed the properties of the leading-twist GPDs irrespective of specific high-
energy processes where they emerge and can be ultimately measured. The present section is a
first step toward phenomenology of GPDs in various scattering experiments. The subject of our
analysis here is the virtual Compton amplitude, a building block of the electron-nucleon Compton
scattering process. We present a thorough study of the Compton amplitude including its gauge-
invariant tensor decomposition, one-loop corrections to the short-distance coefficient function and
power suppressed contributions including the consideration of twist-three and target mass effects.
5.1 Compton scattering in Bjorken limit
As argued in the introduction, the scattering of a virtual photon on a single parton scales at
asymptotically large virtualities of the probe. The simultaneous scattering on two partons is
suppressed by a power of the hard scale (see Eq. (2.44)). Since experimentally accessed processes
are probed at finite values of the momentum transfer, one has to know a priori the magnitude
of power-suppressed contributions, which also go under the name of power corrections or higher
twist effects. A typical lepton-hadron cross section at high momentum transfer Q is given by a
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Figure 36: Virtual Compton amplitude.
series in 1/Q
σ(xB,Q2) =
∞∑
τ=2
(
Λ
Q
)τ−2 ∫
{dxτ}C(xB, {xτ};αs) f
({xτ};Q2) , (5.1)
where τ stands for the twist of contributing operators, which parametrize physics at soft scales.
The first term in the expansion (5.1) corresponds to the Feynman parton model picture. Subse-
quent terms, standing for multi-parton correlations in hadron, reveal QCD dynamics not encoded
in conventional parton densities. They manifest genuine quantum mechanical effects, since they
involve interference of hadron wave functions with different numbers of constituents, see Fig. 35.
Twist-three correlations are unique among all other higher-twist effects because they appear as a
leading effect in certain hadronic spin asymmetries. The most familiar example is the transverse
spin structure function g2 (see Eq. (2.34)) measured in deeply inelastic scattering. Though this
function is formally defined as a Fourier transform of a two-quark bilocal operator—similarly to
the twist-two parton distributions, extensively discussed above—the presence of the transverse
Dirac matrix γ⊥ in its vertex results in the “good-bad” field structure, in terminology of the
formalism of light-cone quantization, as we explain in Appendix D. The elimination of the “bad”
fields in favor of the “good” ones (D.7) yields contributions with an additional parton in the QCD
light-cone operator compared to its original two-particle counterpart. This is exactly the mani-
festation of the interference nature of the transverse spin structure function, which makes it very
attractive for studies of genuine QCD interaction effects beyond the naive parton model. Since
deeply inelastic scattering is expressed in terms of the forward Compton amplitude, the effects we
have just outlined will arise in a more prominent and enhanced way in the off-forward Compton
amplitude, which we will address presently. As a consequence of QCD factorization theorems,
proved currently to leading twist accuracy, the latter will be expressed in terms of GPDs.
5.1.1 Structure of the Compton amplitude in generalized Bjorken limit
Several versions of the leading twist factorization theorems were discussed in the literature [6,
282, 283, 284] for the amplitude of the virtual Compton scattering on a hadron, which is defined
through the off-forward matrix element of the time-ordered product of two quark electromagnetic
currents (2.15),
Tµν = i
∫
d4z eiq·z〈p2|T {jµ(z/2)jν(−z/2)} |p1〉 . (5.2)
To determine regions responsible for contributions with a powerlike Q−N behavior, it is sufficient
to analyze the singularity structure due to denominators of particle propagators. The numerators,
present in the QCD case, only change particular powers N , which are not important for our
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Figure 37: Lowest order perturbative diagrams exhibiting possible short-distance regimes con-
tributing to the asymptotics of Compton scattering amplitude. Thick lines correspond to the
highly virtual propagators.
analysis at this stage. Furthermore, complications due to gauge invariance in the realistic case of
QCD can be treated in a rather straightforward manner. Hence, to understand basic points of the
factorization approach of Ref. [6], it is instructive to address the VCS amplitude using the example
of a cubic scalar model34. We will concentrate on the contribution due to the s-channel diagrams,
since the analysis of u-channel diagrams does not bring any new insights into the factorization
property of the hadronic tensor.
The tree-level Compton amplitude, see Fig. 37 (a), is given by
T(0) =
1
(p1 + q1)2 + i0
=
1
p21 + q
2
1 + 2(p1 · q1) + i0
. (5.3)
The scaling property is exhibited by considering, say, the kinematics when both Q2 ≡ −q21 and
(p1 · q1) are large and q22 = 0, while keeping the Bjorken variable xB (2.35) fixed. Neglecting the
target mass p21, one obtains
T(0) =
1
2(p1 · q1)
1
1− xB + i0 +O
(
p21
p1 · q1
)
. (5.4)
The analysis of loop amplitudes is conveniently performed making use of the α-representation
of particle’s propagators (G.42). The one-loop expression for the Compton amplitude displayed
in Fig. 37 (b) can then be rewritten performing the momentum integration with the help of Eq.
(G.16) as
T(1) = ig
2
∫
d4k
(2π)4
1
k2(k + p1)2(k + p2)2(k + p1 + q1)2
=
g2
(4π)2
∫ ∞
0
4∏
j=1
dαj
̺2
eiE1+i0̺ , (5.5)
(0̺ = 0 · ̺) with the integrand depending on the exponent
E1 = q
2
1
α1α2
̺
+ q22
α1α3
̺
+ s
α1α4
̺
+ t
α2α3
̺
+ p21
α2α4
̺
+ p22
α3α4
̺
. (5.6)
and ̺ ≡ ∑4j=1 αj . In general, a two-to-two scattering amplitude depends on seven kinematical
invariants: the usual Mandelstam variables
s = (p1 + q1)
2 , t = (p1 − p2)2 , u = (p2 − q1)2
34The absence of a stable vacuum state in this model is irrelevant for the demonstration of generic perturbative
properties of scattering amplitudes.
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and external virtualities q21, q
2
2, p
2
1, p
2
2 obeying the constraint s + t + u = q
2
1 + q
2
2 + p
2
1 + p
2
2. It
also depends on the masses mσ of the internal lines σ (which, for brevity, were omitted in Eqs.
(5.5) and (5.6) above). There exists a simple rule to derive the coefficients accompanying the
momentum invariants in the exponential of the α-representation. In particular, cutting the lines
1 and 2 in Fig. 37 (b) corresponding to α-parameters α1 and α2, one divides the diagram into two
components with q21 being the total momentum squared entering into each of them. Cutting the
lines 1 and 3 gives the components corresponding to q22, for lines 1 and 4 one gets s, and so on.
In general, any diagram contributing to the Compton amplitude can be written as
T (p1, p2, q1, q2) =
∫ ∞
0
L∏
σ=1
dασ
G(α, {pi}, mσ)
D2(α)
(5.7)
× exp
{
iq21
A1(α)
D(α)
+ iq22
A2(α)
D(α)
+ is
As(α)
D(α)
+ iu
Au(α)
D(α)
+ it
At(α)
D(α)
− i
∑
σ
ασ(m
2
σ − iǫ)
}
,
where L is the number of its internal lines. The pre-exponential factor G(α, {pi}, mσ) results from
the numerator structure of the QCD diagram, and D, As, Au, At, A1, A2 are functions of the
α-parameters {ασ} uniquely determined for each diagram. The D function (the “determinant” of
a diagram) is given by a sum of products of the α-parameters of each set of lines the elimination
of which from the diagram converts the diagram into a tree diagram (i.e., containing no loops).
The A functions are given by sums of products of the α-parameters corresponding to all possible
cuts of the diagram into two components each having a tree structure. A particular product of
the α-parameters is multiplied by the kinematical invariant corresponding to a specified cut.
Our objective is to consider the Compton amplitude in the asymptotic limit when some of the
invariants are large and some are small, and to identify the powerlike scaling contributions. The
hadron masses p21 = p
2
2 =M
2 will always be treated as small variables. The main point to realize
is that if, say, s is a large invariant, the result of integration over a region where As/D > ρ will be
exponentially ∼ exp[−sρ ] suppressed at large s. Only provided that As/D vanishes somewhere in
the integration region, one can get a power-behaved contribution. This may happen either when
As vanishes, or when D goes to infinity. In its turn, As can vanish only when some α-parameters
vanish, and D can tend to infinity only when some α-parameters tend to infinity. In particular,
for the one-loop diagram in Fig. 37 (b), there are two evident possibilities α1 = 0 and α4 = 0 that
make the coefficient in front of s equal to zero in Eq. (5.6). These two choices do not exclude
each other, so one can take α1 = 0 and/or α4 = 0. Less evident possibilities are α2 →∞ and/or
α3 → ∞. Note, that α1 → ∞ or α4 → ∞ do not automatically make the s-coefficient α1α4/̺
vanish, since these parameters are present in the denominator factor ̺. In other words, there is
a complication that when D → ∞, it is quite possible that then also As → ∞. Moreover, in
the opposite situation, when As → 0, it is also possible that D → 0, and to get zero for the
ratio As/D, the numerator As should vanish faster than the denominator D. The solution of the
problem of finding such sets of α-parameters for which the ratio As/D vanishes, is facilitated by
the fact that ασ → 0 is analogous to contraction of the corresponding line σ into a point, while
ασ →∞ corresponds to removal of the line σ from the diagram. Hence, we should find such sets
of lines, whose contraction into a point (“short-distance or SD regime”) or their removal from the
diagram (“infrared or IR regime”) makes the diagram independent of s, or, in general, of all large
variables. The combined SD-IR regimes are also possible. In this case, the dependence on large
variables is killed by contracting some lines into points and eliminating some other lines.
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Figure 38: Short-distance regimes in the generalized Compton amplitude: the contractions (i),
(ii), (iii) and (iv), discussed in the text, are represented in (a), (b), (c) and (e), respectively. A
multiperipheral chain is shown in (d).
The α-representation has the advantage that the dependence of the amplitudes on the momen-
tum invariants is displayed in the most direct way. This makes it very convenient for a general
analysis of the asymptotic behavior of Feynman diagrams. Proceeding by analogy with the one-
loop example, one can easily find three evident possibilities to eliminate the dependence of a
four-point function on the large invariant s: (i) to contract into a point a subgraph containing
the external lines with momenta q1 and q2, see Fig. 38 (a), (the α1 = 0 regime in the one-loop
case); (ii) to contract into a point a subgraph containing the external lines with momenta p1 and
p2, see Fig. 38 (b), (the α4 = 0 regime); and (iii) to contract into point a central subgraph so as
to separate the sets q1, q2 and p1, p2 from each other, see Fig. 38 (c). Since small ασ’s correspond
to large virtualities, the possibility (i) corresponds to large virtualities between the q1 and q2 ver-
tices, while the possibility (ii) implies that there is a large virtuality momentum flowing between
the p1 and p2 vertices. The latter are imitating hadrons, and since the hadronic wave functions
are expected to rapidly vanish at large virtualities, the contraction (ii) should be excluded from
possible contributing regions. Note, that the contraction corresponding to the possibility (i) gives
a “reduced” diagram that depends only on t and p21, p
2
2, but does not depend on q
2
1 and q
2
2 . If t
is small, all dependence on large variables is eliminated. On the other hand, after the contraction
of type (iii), the upper part still depends on q21 and q
2
2, and when one of them or both are large,
one would still need to apply the type (i) contraction. When both q21 and q
2
2 are small, we are not
required to contract a subgraph containing the q1, q2 vertices, and the large-s (or u) behavior may
be governed by central contractions (there may be several of them, forming a “multiperipheral”
chain, see Fig. 38 (d)), with the upper nonperturbative object similar to a photon-to-photon GPD.
In general, type (i) contraction eliminates the dependence on q21, q
2
1, s and u. If both of q
2
1 , q
2
2
are large, the type (i) contraction is the only possibility, since other contractions would involve
the hadronic vertices. If t is small, the lines outside the contracted subgraph do not need to
have large virtualities. One can parametrize the function describing the small-virtuality part by
a nonperturbative parton distribution, and calculate the large virtuality part using perturbative
QCD and asymptotic freedom. If only one of the photon virtualities, say q21 is large, there is also
a possibility (iv), see Fig. 38 (e). The reduced diagram in this case has an extra small-virtuality
part corresponding to the distribution amplitude of the q2-photon. At this stage, the analysis
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should be supplemented by power counting. In QCD, the possibility (iv) is suppressed by 1/q21
compared to possibility (i) [3, 5], thus if q21 is large, the type (i) contraction is the only possibility
to get the leading power contribution.
The kinematics when at least one of the invariants q21 , q
2
2 is large and s is also large, but the
ratios q21/s, q
2
2/s are fixed, can be called the generalized Bjorken limit.
5.1.2 Compton amplitude in symmetric variables
In many cases, it is convenient to use symmetric combinations of particle momenta
q =
1
2
(q1 + q2) , p = p1 + p2 , ∆ = p1 − p2 = q2 − q1 . (5.8)
The three Mandelstam kinematical invariants can be traded for the symmetric ones, which consist
of the averaged photon virtuality and two scaling variables,
q2 = −Q2 , ξ = Q
2
p · q , η =
∆ · q
p · q . (5.9)
The latter two are called the generalized Bjorken and skewness variables, respectively. They can be
re-expressed in terms of the “experimental” ones, i.e., masses of incoming and outgoing photons,
and the conventional Bjorken variable
Q2 = −q21 , M2ℓℓ¯ = q22 , xB =
Q2
2p1 · q1 , (5.10)
respectively, via the equations:
Q2 =
1
2
(
Q2 −M2ℓℓ¯ +
∆2
2
)
, (5.11)
for the averaged photon virtuality, and
ξ =
Q2 −M2
ℓℓ¯
+∆2/2
2Q2/xB −Q2 −M2ℓℓ¯ +∆2
, η =
Q2 +M2
ℓℓ¯
2Q2/xB −Q2 −M2ℓℓ¯ +∆2
, (5.12)
for the scaling variables. Note thatQ2 and ξ can take both positive (Q2 > M2
ℓℓ¯
) and negative (Q2 <
M2
ℓℓ¯
) values depending on the relative magnitude of spacelike and timelike photon virtualities, while
η > 0 and η ± ξ > 0. To complete the set of formulas, we give also the inverse transformations
M2ℓℓ¯ = −
(
1− η
ξ
)
Q2 +
∆2
4
, Q2 =
(
1 +
η
ξ
)
Q2 − ∆
2
4
, (5.13)
and
xB =
(ξ + η)Q2 − ξ∆2/4
(1 + η)Q2 − ξ∆2/2 . (5.14)
The generalized Bjorken limit, where the perturbative QCD approach to the general Compton
amplitude makes sense and proves to be very fruitful, is characterized by sending the Mandelstam
variable s and one or both photon virtualities to infinity, while keeping ξ and η finite. The most
important limiting cases follow.
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Figure 39: The diagram for the wide-angle Compton scattering and its reduced graph.
• Deeply inelastic scattering:
∆ = 0 , η = 0 , ξ = xB ,
with Bjorken kinematics
s ∼ −q21 = −q22 →∞ .
• Deeply virtual Compton scattering:
q22 = 0, η ≃ ξ ,
and
s ∼ −q21 →∞ , −∆2 ≪ s .
• Timelike Compton scattering:
q21 = 0 , η ≃ −ξ ,
such that
s ∼ q22 →∞ , −∆2 ≪ s .
• Doubly virtual Compton scattering:
q21 < 0 , q
2
2 > 0 , η > ξ .
with scaling limit
s ∼ −q21 ∼ q22 →∞ , −∆2 ≪ s .
The region η < ξ is accessible only when both of the photon virtualities are space-like (like in
DIS). However, the Compton amplitude in such a kinematics does not correspond to a leading
contribution of any known high-energy process. It arises, however, as a part of the two-photon
contribution in exclusive electron-proton scattering, which measures electromagnetic form factors
[281].
Another process that attracted recently a lot of attention [416, 204] is the wide-angle Compton
scattering, when both photons are real and s ∼ −t ∼ −u is large. The contraction of a subgraph
containing the real-photon vertices (α1 in the one-loop example) eliminates dependence on s and
u, but the resulting object still has dependence on large variable t. For the one-loop diagram,
this dependence can be eliminated by the infrared regime α4 →∞. In general case, the analog is
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the situation when the α-parameters of a “soft” subgraph, connecting the incoming and outgoing
nucleon vertices, tend to infinity. This corresponds to Feynman mechanism, i.e., these lines can be
treated as “wee” particles carrying decreasing fractions x < λ/
√−t of the hadron momentum. As
a result, large virtualities are not induced in the lower object, and one might talk about separation
of hard and soft contributions. The factorization properties of this process need further study. In
particular, they are also complicated by the possibility of combining a central type (iii) contraction
with Feynman mechanism for the upper and lower components of the reduced diagram.
5.1.3 One-loop factorization in symmetric variables
Let us continue the discussion of the cubic scalar model and illustrate the mechanism of fac-
torization of the Compton amplitude into GPDs. We will use symmetric variables which allow
simultaneous treatment of different kinematical situations. The tree-level Compton amplitude,
see Fig. 37 (a), is given now by
T(0) =
1
(p1 + q1)2 + i0
=
1
(p · q)
1
1− ξ + 1
2
ǫ+ i0
, (5.15)
where the small correction to the scaling contribution goes in powers of
ǫ ≡ 4M
2
N −∆2
2(p · q) .
Thus, the virtuality of the propagator of the tree diagram is proportional to (p · q) = Q2/ξ rather
than to Q2 = −q2 as one might expect from the definition of the Compton amplitude (5.2). In
this connection, we would like to note that the variable Q2 related to the symmetric combination
q1+q2 need not be mandatorily large in the generalized Bjorken limit. Actually, this scale becomes
small when the virtualities of incoming and outgoing photons cancel each other: q21 + q
2
2 = 0. As
we discussed above, to assure that the small-α regime (or short “distances” between the photon
vertices) is the only possibility to get a power-law contribution for large s, one or both external
photon virtualities q21 , q
2
2 need to be large. The momentum q1 + q2 cannot be arranged as a total
momentum entering into one of the components of a Compton diagram cut into two parts, so its
value is not directly relevant to the analysis of asymptotic behavior. In the generalized Bjorken
limit, it is convenient to treat (p · q) as the basic large variable, expressing photon virtualities,
Q2, etc. as (p · q) multiplied by an appropriate dimensionless coefficient. Since the variable Q2
contains Q2 −M2
ℓℓ¯
it is a large variable, except for a region where Q2 ≈ M2
ℓℓ¯
. However, as far as
Q2 and M2
ℓℓ¯
are large, this accidental cancellation has no significance.
When p · q → ∞ and ξ is fixed, one recovers the scaling coefficient function 1/(x − ξ + i0)
convoluted with the “perturbative” GPD which, to this order, is simply
F φ(0)(x, η,∆
2) = δ(1− x) . (5.16)
At one-loop order, the exponential factor of the α-representation in Eq. (5.6) written in symmetric
variables is
E1 = α1
{
(1− ξ + 1
2
ǫ)
(
1− α1
̺
)
− (1 + η + ǫ)α2
̺
− (1− η + ǫ)α3
̺
}
(p · q) + α2α3
̺
∆2
+(α2 + α3)
(
1− α2 + α3
̺
)
M2N . (5.17)
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As we already discussed, integration in the vicinity of α1 → 0 corresponds to large virtuality of
the corresponding line in the Feynman diagram, the propagator between the photon vertices. To
leading order in 1/(p · q), such an integration gives
T SD1(1) =
1
(p · q)
∫ 1
−1
dx
F φ(1)(x, η,∆
2)
x− ξ + i0 , (5.18)
where we introduced the one-loop GPD, which absorbs all contributions which diverge when MN
goes to zero, i.e., the so-called mass singularities,
F φ(1)(x, η,∆
2) =
ig2
(4π)2
∫ ∞
0
4∏
j=2
dαj δ
(
x− 1 + (1 + η)α2
˜̺
+ (1− η)α3
˜̺
)
ei(E˜1+i0 ˜̺)
˜̺2
. (5.19)
Here, ˜̺ = α2 + α3 + α4. Note, that E˜1 = E1[α1 = 0] does not depend on large scales. Summing
the tree and one-loop contributions, one gets a factorized expression of the form (5.18) with F φ(1)
being replaced by F φ = F φ(0) + F
φ
(1) + . . .. One can easily convince oneself that the perturbative
expansion of the GPD F φ(x, η,∆2) arises from the matrix element of the light-cone operator Oφφ
from Eq. (3.4):
F φ(x, η,∆2) = p+
∫
dz−
2π
eixz
−p+〈p2|Oφφ(−z−, z−)|p1〉 . (5.20)
Other short-distance and infrared regimes lead to contributions which are power-suppressed
compared to the leading one (5.18), see Ref. [6]. When a larger number of lines is connecting the
hadronic part with hard propagators, this usually leads to the suppression of amplitudes by powers
of 1/(p · q), merely because the number of hard propagators increases. An important exception is
provided by the longitudinally polarized εµ ∼ pµ vector particles in gauge field theories. Namely,
in QCD the quark propagator ∼ 6q/(p · q) combines with the adjacent gluon vertex factor 6ε ∼ 6p to
produce an unsuppressed O(1) factor. Hence, one should take this contributions into account and
sum over all possible insertions of gluon lines into the hard quark propagator. The summation is
identical to that performed in Section 2.2.6 for conventional parton densities and yields a path-
ordered exponential stretched between the elementary fields in the bilocal operator defining the
GPD. The analysis of the most general handbag diagram, i.e., with a single propagator between
the photon vertices and any possible configuration of lines forming the lower part, does not bring
in new complications compared to the already discussed one-loop example, and can be treated in
an analogous manner. In QCD case, the numerator ∼ 6q of the hard propagator combines with
the Dirac spinors of the incoming and outgoing quark lines uu¯ ∼6p and cancels the power of p · q
coming from the denominator, so that T SD1 ∼ O((p · q)0).
5.1.4 Hadronization corrections of the final-state photon
When the final-state photon is timelike, the quark-antiquark pair can form an on-shell intermediate
hadronic state before annihilating into the heavy photon. This corresponds to the hard momentum
being re-routed around the photon vertex as shown in the diagram (c) of Fig. 37. This configuration
can potentially generate an asymptotically leading contribution when the photon virtuality is low.
Let us demonstrate that it is actually suppressed. The two-loop diagram in Fig. 37 (c) has the
form
T(3) = −g4
∫
d4k1
(2π)4
1
k21(k1 + p1)
2(k1 + p2)2(k1 + p1 + p2)2
(5.21)
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Figure 40: Short-distance regimes corresponding to loop diagrams in Fig. 37.
×
∫
d4k2
(2π)4
1
k22(k2 − q2)2(k2 − k1 − q1 − p1)2
= i
g4
(4π)4
∫ ∞
0
4∏
i=1
dαi
3∏
j=1
dβj
ei(E2+i0α+β)
[αβ + β1(β − β1)]2
with α ≡∑4i=1 αi and β ≡∑3i=1 βi. The exponential here is given by
E2 = α
α1 + β1
(
1− β1+β3
β
)
α + β1
(
1− β1
β
)
×
{
(1− ξ + 1
2
ǫ)
(
1− α1
α
+
β1β3
αβ
)
− (1 + η + ǫ)α2
α
− (1− η + ǫ)
(
α3
α
+
β1β3
αβ
)}
(p · q)
+
α2
(
α3 +
β1β3
β
)
α + β1
(
1− β1
β
)∆2 + (α2 + α3 + β1β3
β
)1− α2 + α3 + β1β3β
α + β1
(
1− β1
β
)
M2N
+β3
(
1− β1 + β3
β
)
M2ℓℓ¯ . (5.22)
In the short-distance regime, i.e., α1 → 0, β1 → 0, defining α˜ = α2+ α3+ α4 and β˜ = β2 + β3, we
get, see Fig. 40 (b),
T SD2(3) = −
g2
(p · q)2
∫ 1
−1
dx
∫ 1
0
du
F φ(1)(x, η,∆
2)Π(1)(u,M
2
ℓℓ¯
)
(1− u)(x− ξ + i0)2 , (5.23)
where F φ(1) was given above, since E˜1 = E2[α1 = βi = 0], while
Π(1)(u,M
2
ℓℓ¯) =
1
(4π)2
∫ ∞
0
3∏
j=2
dβj δ
(
u− β3
β˜
)
exp
{
iβ3
(
1− β3
β˜
)
M2ℓℓ¯
}
(5.24)
is the first term in the perturbative expansion of the correlation function
Π(u,M2ℓℓ¯) = iq
−
2
∫
d4z eiq2·z
∫
dy+
2π
e−iuy
+q−2 〈0|T {Oφφ(0, y+), j(z)} |0〉 , (5.25)
where the “electromagnetic” current is j(z) = 1
2
φ2(z). Therefore, we observe that this short-
distance regime is suppressed compared to the leading one, Eq. (5.18).
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In the QCD case, the suppression of contributions due to the hadronic component of the photon
is milder than in the scalar example—it is only (p · q)−1/2 compared to the handbag diagram—but
still persists. The structure of the reduced amplitude is the same as in Eq. (5.23), but with only
one power of the hard-scattering coefficient 1/(x − ξ + i0) involved, and the vacuum correlator
taking the following form
Πµ(u, q2) ≡
(
qµ2 q
ν
2 −M2ℓℓ¯ gµν
)
n∗νΠ(u,M
2
ℓℓ¯) (5.26)
= i
∫
d4zeiz·q2
∫
dy+
2π
e−iuy
+q−2 〈0|T {ψ¯(0−, 0+, 0⊥)γ−ψ(0−, y+, 0⊥), jµ(z)} |0〉 .
This correlation function can be saturated, using the jargon of QCD sum rules, by the ρ-meson
[286] and reads
Π(u,M2ℓℓ¯) = −
m2ρ
g2ρ
ϕρ(u)
M2
ℓℓ¯
−m2ρ + imρΓρ
+
3
4π2
u(1− u)
∫ ∞
s0
ds
s−M2
ℓℓ¯
− i0 , (5.27)
where φρ(u) is the ρ-meson distribution amplitude (3.170), while g
2
ρ/(4π) = 2.36 ± 0.18, mρ =
770MeV and Γρ = 150MeV are the ρ-meson decay constant, mass and width, respectively. The
second term on the right-hand side comes from the perturbative contribution to the correlator,
known to two-loop order [286]. A part of it is dual to the ρ-meson in the interval s ∈ [0, s0] and
is absorbed in the ρ-pole contribution given by the first term. The parameter s0 ≈ 1.5GeV2 is
the effective continuum threshold35. Due to divergence in the correlation function, one has to
use a renormalized expression stemming from the subtracted dispersion relation, ΠR(u,M
2
ℓℓ¯
) =
Π(u,M2
ℓℓ¯
)−Π(u, 0) in the Compton amplitude (5.23).
From this result, it is apparent that, besides the usual s-channel discontinuity, the VCS am-
plitude has an extra imaginary part associated with the conversion of the quark-antiquark pair
into an on-shell intermediate hadronic state. Due to the current conservation, which implies
u¯(ℓ−) 6q2u(−ℓ+) = 0, only one Lorentz structure contributes to the leptoproduction amplitude,
and the result is
Πµ(u, q2)
gµν
M2
ℓℓ¯
u¯(ℓ−)γνu(−ℓ+) = −Π(u,M2ℓℓ¯)u¯(ℓ−)γ−u(−ℓ+) . (5.28)
It should be noted, that since the skewness and the generalized Bjorken variable are not equal
in general, η 6= ±ξ, possible complications due to the singular structure of the hard coefficient
function do not arise because its poles 1/(x ± ξ) are away from the “turning” points x = ±η
of GPDs corresponding to the situation when one of the partons has zero momentum fraction.
Moreover, as we demonstrated in Section 3.13.1, GPDs are continuous at this point, i.e., have no
jumps, so that this region does not present a problem even in the case η = ±ξ [6, 148, 283].
Summarizing, the leading region for the Compton amplitude in QCD has the structure depicted
in Fig. 41 (a). In addition to the simplest handbag of the scalar theory, one is allowed to attach to
the hard part an infinite number of zero-twist longitudinally polarized gluons A+. As we discussed
above, their insertion does not result in power suppressed contributions, and the net effect can
be factorized into the Wilson line along the trajectory of motion of the struck quark in the hard
subprocess, as was explained in Section 2.2.6. It restores the color gauge invariance of the light-
ray operator involved in the correlation function defining GPDs. Due to the unitary cancellation
of the eikonal lines going beyond the photon absorption and emission points, the path-ordered
exponential extends only between the quark fields, see Fig. 41 (b).
35The approximation of the continuum contribution by a step-function threshold in the spectral density causes
a divergence in the real part at M2
ℓℓ¯
= s0, which is spurious.
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Figure 41: The leading asymptotic region in the Compton scattering amplitude (a) and the
factorization of longitudinal gluons into the path-ordered exponential (b).
5.2 Restoration of electromagnetic gauge invariance
Let us illustrate the peculiarities of the off-forward kinematics on a simple example of a free Dirac
fermion theory. As we will see, even and odd parity structures start to “talk” to each other
in this case. The reason is that, in the off-forward kinematics, the operator product expansion
should be used in its full form, including operators with total derivatives because their matrix
elements are nonzero. Moreover, it is important to keep such operators in order to restore the
electromagnetic gauge invariance of the two-photon amplitude defined by the chronological product
T {jµ(z1)jν(z2)} of two currents jµ(z) = ψ¯(z)γµψ(z). The leading light-cone singularity (z1 −
z2)
2 → 0 arises from the handbag diagram, as we established in the preceding section, and reads
T {jµ(z1)jν(z2)} = iψ¯(z1)γµS(z1 − z2)γνψ(z2) + iψ¯(z2)γνS(z2 − z1)γµψ(z1) , (5.29)
where S(z) is the coordinate-space free quark propagator
S(z) =
Γ (d/2)
2πd/2
6z
[−z2]d/2 .
Taking into account the free equations of motion
6∂ψ = 0 , 6∂S(z) = −iδ(4)(z) ,
it is straightforward to show that the handbag diagram respects current conservation. After
performing the decomposition of the Dirac structure in Eq. (5.29) with the help of Eq. (A.13) we
obtain
T {jµ(z1)jν(z2)} = Sµν;ρσiSρ(z1 − z2)
{
ψ¯(z1)γσψ(z2)− ψ¯(z2)γσψ(z1)
}
(5.30)
− iεµνρσiSρ(z1 − z2)
{
ψ¯(z1)γσγ
5ψ(z2) + ψ¯(z2)γσγ
5ψ(z1)
}
,
where
Sµν;ρσ ≡ gµρgνσ + gµσgνρ − gµνgρσ . (5.31)
One easily finds that the current conservation does not hold separately in the parity even and odd
terms. Rather, it is fulfilled due to the cancellation between terms with different parity on the
right-hand side of Eq. (5.30). In other words, if one takes only the vector bilocal operator from
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Figure 42: Two- and three-leg coefficient functions for the virtual Compton process which build
up a gauge invariant amplitude to the twist-three accuracy. Addition of the u-channel diagrams
is implied.
the right-hand side of Eq. (5.30) and parametrizes it through GPDs H , E, the result will not be
gauge-invariant. Apparently, the gauge invariance should be restored if the contribution of the
axial vector bilocal operator is added. However, the latter is parametrized at the leading twist by
another set of GPDs, H˜, E˜, which, in general, are dynamically independent of H , E. From this
point of view, the possibility of cancellations looks miraculous. The resolution of the puzzle lies
in the fact that in the twist decomposition of ψ¯(z1)γµ(1, γ5)ψ(z2), one should take into account
operators with total derivatives which formally have twist-three, but are “kinematically” related
to twist-two operators. After such terms are included, one obtains gauge invariant expressions
for contributions associated both with H , E and H˜, E˜ GPDs [287, 288, 289, 290, 291, 292, 293,
294, 295, 296, 297, 298]. At twist-three, one should also include the interaction-dependent three-
particle contributions (see Fig. 42), but this does not represent any difficulty of principle, as will
be demonstrated in the next section.
5.2.1 Tree-level twist-three Compton amplitude
Let us use the ideas, we have just spelled out, and perform the calculation of the Compton
amplitudes in the Bjorken region in the light-cone gauge, in which only the physical degrees of
freedom propagate. Evaluating the handbag diagram in the Bjorken limit, in addition to the
leading contributions, we will keep also non-leading terms linear in partons’ transverse momenta.
For the s-channel diagram, we perform the reduction of the Dirac structure as follows
γµS(k1 + q1)γ
ν ≃ 1
(p · q)(x− ξ + i0)
{
Sµν;ρσ
(
1
2
(p · q)nσ + k⊥σ + 12(x− ξ)pσ
)
γρ
+iεµνρσ
(
1
2
xpσ + qσ + k
⊥
σ
)
γργ
5
}
.
Adding the u-channel diagram gives the amplitude in the twist-three approximation
T µν(2) =
1
2p · q
∫
dx
∑
q
C
q[−]
(0) (x, ξ)
{
(p · q)Sµν;ρσnσF qρ (x, η) + iεµνρσpσ
(
x F˜ qρ (x, η)− K˜qρ(x, η)
)}
+
1
2p · q
∫
dx
∑
q
C
q[+]
(0) (x, ξ)
{
2iεµνρσqσF˜
q
ρ (x, η) + S
µν;ρ− pσKqρ(x, η)
}
, (5.32)
where the subscript (2) on the amplitude means that it comes from the two-particle contributions
in the t-channel. The tree-level coefficient functions are
C
q[±]
(0) (x, ξ) =
Q2q
ξ − x− i0 ±
Q2q
ξ + x− i0 . (5.33)
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In Eq. (5.32) above we used the following boost-invariant parity-even
F qρ (x, η) = p
+
∫
dz−
2π
eixz
−p+〈p2|Oqqρ (−z−, z−)|p1〉 , (5.34)
Kqρ(x, η) =
∫
dz−
2π
eixz
−p+〈p2|Kqqρ (−z−, z−)|p1〉 , (5.35)
and parity-odd
F˜ qρ (x, η) = p
+
∫
dz−
2π
eixz
−p+〈p2|O˜qqρ (−z−, z−)|p1〉 , (5.36)
K˜qρ(x, η) =
∫
dz−
2π
eixz
−p+〈p2|K˜qqρ (−z−, z−)|p1〉 (5.37)
functions with an open Lorentz index of the Dirac matrix. They are Fourier transforms of the
two-quark operators
Oqqµ (−z−, z−) = ψ¯q(−z−)γµψq(z−) , Kqqµ (−z−, z−) = ψ¯q(−z−) i
↔
∂
⊥
µ γ
+ ψq(z
−) ,
O˜qqµ (−z−, z−) = ψ¯q(−z−)γµγ5ψq(z−) , K˜qqµ (−z−, z−) = ψ¯q(−z−) i
↔
∂
⊥
µ γ
+γ5 ψq(z
−) .
(5.38)
In this notation, we do not intend to perform the form factor decomposition for generalized parton
distributions, so that the expression for the amplitude is valid for a target of an arbitrary spin.
The first operator in Eq. (5.38) has an open Lorentz index and contains both the twist-two and
twist-three contributions. The twist-two part can be projected out by contracting the operators
with the light-like vector nµ. The operators K and K˜ reflect the transverse momentum of partons
in a hadron moving along the light-cone. Neglecting them, one gets the conventional leading twist
approximation to the VCS amplitude [1, 2, 3, 299, 300].
The functions introduced above are not independent, in fact, they are related to each other by
means of the quark Heisenberg equation of motion, 6Dψ = 0. Obviously, in the interacting theory
they are related to three-particle quark-gluon-quark operators. Namely, a simple decomposition
of Lorentz products and indices in terms of the light-cone Sudakov components gives the following
relations
∂
∂z−
Oqq,⊥µ (−z−, z−)− iε⊥µν∂+O˜qq,ν⊥(−z−, z−) + iKqqµ (−z−, z−) + iε⊥µν∂ν⊥O˜qq(−z−, z−)
+
∫
dz′−
{
w(z′− − z−)Sqgq[−]µ(−z−, z′−, z−) + w(z′− + z−)Sqgq[+]µ(−z−, z′−, z−)
}
= 0 ,
∂+Oqq,⊥µ (−z−, z−)− iε⊥µν
∂
∂z−
O˜qq,ν⊥(−z−, z−) + ε⊥µνK˜qq,ν(−z−, z−)− ∂⊥µOqq(−z−, z−)
+
∫
dz′−
{
w(z′− − z−)Sqgq[−]µ(−z−, z′−, z−)− w(z′− + z−)Sqgq[+]µ(−z−, z′−, z−)
}
= 0 ,
where the weight w(z−) depends on the boundary conditions assumed for the gauge field, see Eq.
(D.14) in Appendix D. Obviously, the total contribution will not depend on this prescription.
Notice that ∂+ is a total light-cone derivative, i.e.,
∂µOφφ(−z, z) ≡ ∂
∂aµ
∣∣∣∣
a=0
Oφφ(−z + a, z + a) . (5.39)
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The three-particle antiquark-gluon-quark operators Sqgq are given by
Sqgq[±]µ(z−1 , z−2 , z−3 ) = igψ¯q(z−1 )
{
γ+F+⊥µ (z
−
2 )± iγ+γ5F˜+⊥µ (z−2 )
}
ψq(z
−
1 ) ,
S˜qgq[±]µ(z−1 , z−2 , z−3 ) = igψ¯q(z−1 )
{
γ+γ5F+⊥µ (z
−
2 )± iγ+F˜+⊥µ (z−2 )
}
ψq(z
−
1 ) . (5.40)
Here we adopted a notation for the Nc×Nc matrix of the gauge field strength, Fµν ≡ taF aµν . This
notation and a similar notation for the gauge potential, Aµ ≡ taAaµ, will be implied from now
on whenever an adjoint SU(3) index is not shown explicitly. The two functions in Eq. (5.40) are
related to each other by a “duality” equation
iε⊥µν S˜qgq,ν[±] = ±Sqgq[±]µ . (5.41)
In terms of the functions introduced in Eqs. (5.35) – (5.38), these relations result in
xF q,⊥µ (x, η)− η iε⊥µνF˜ q,ν⊥(x, η) + iε⊥µν∆ν⊥ F˜ q(x, η)−Kqµ(x, η) (5.42)
−
∫
dτ
τ
{
Sqgq[−]µ(x− τ, x) + Sqgq[+]µ(x+ τ, x)
}
= 0 ,
x iε⊥µνF˜
q,ν
⊥(x, η)− η F q,⊥µ (x, η) + ∆⊥µ F q(x, η)− iε⊥µνK˜q,ν(x, η) (5.43)
+
∫
dτ
τ
{
Sqgq[−]µ(x− τ, x)− Sqgq[+]µ(x+ τ, x)
}
= 0 ,
where the apparent singularity in τ is regularized in accordance with the residual gauge fixing
procedure, see Eqs. (D.15) and (D.16). The boost-invariant twist-two functions are determined
by
F q ≡ (p+)−1nµF qµ , F˜ q ≡ (p+)−1nµF˜ qµ . (5.44)
The three-particle correlations Sqgq[±]ρ(x1, x2) are the functions of two independent momentum frac-
tions
Sqgq[±]ρ(x1, x2) =
∫
dz−1
2π
dz−2
2π
eix1z
−
1 p
++ix2z
−
2 p
+ 〈p2|Sqgq[±]ρ
(−z−1 , z−2 , z−1 ) |p1〉 . (5.45)
Since the two-particle contribution is related to the three-particle ones by QCD equations
of motion, to get the complete result we have to evaluate the contribution from the Compton
scattering on a quark-gluon-quark system. This situation is analogous to the treatment of the
transverse spin structure function g2 in deeply inelastic scattering [234]. This observation was
first made in Ref. [287] and applied there to off-forward Compton scattering on a scalar target.
The contribution corresponding to the diagram in Fig. 42 (b) is
T µν(3) =
1
2p · q
∫
dx
∫
dτ
τ
∑
q
C
q[+]
(0) (x, ξ)S
µν;ρσpσ
{
Sqgq[−]ρ(x− τ, x) + Sqgq[+]ρ(x+ τ, x)
}
+
1
2p · q
∫
dx
∫
dτ
τ
∑
q
C
q[−]
(0) (x, ξ)S
µσ;νρpσ
{
Sqgq[−]ρ(x− τ, x)− Sqgq[+]ρ(x+ τ, x)
}
. (5.46)
Summing the two-particle (5.32) and three-particle (5.46) Compton amplitudes and using Eq.
(5.42) and (5.43) to remove the GPDs Kqρ and K˜
q
ρ , we find that the quark-gluon-quark correlation
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cancels, and the result is simply
T µν = T µν(2) + T
µν
(3) =
∫ 1
−1
dx
∑
q
C
q[−]
(0) (x, ξ)
{
T µν(1) F q(x, η) + T µν;ρ(2) F q,⊥ρ (x, η)
}
+
∫ 1
−1
dx
∑
q
C
q[+]
(0) (x, ξ)
{
T˜ µν(1) F˜ q(x, η) + T˜ µν;ρ(2) F˜ q,⊥ρ (x, η)
}
. (5.47)
The range of integration over the momentum fraction variable x is dictated by the support prop-
erties of GPDs, established in Section 3.2.1. The Lorentz tensors accompanying GPDs are
T µν(1) = −gµν +
1
p · qp
µ (2qν + ξpν +∆ν⊥) +
1
p · qp
ν (2qµ + ξpµ −∆µ⊥) ,
T˜ µν(1) =
i
p · q
(
εµνρσpρqσ +
1
2
ε⊥ρσ∆
⊥
σ (p
µgρν⊥ + p
νgρµ⊥ )
)
,
T µν;ρ(2) =
1
p · q
(
qν +
(
ξ + 1
2
η
)
pν
)
gµρ⊥ +
1
p · q
(
qµ +
(
ξ − 1
2
η
)
pµ
)
gνρ⊥ ,
T˜ µν;ρ(2) =
i
p · q
(
εµνρσqσ +
1
2
ηε⊥ρσ (p
µ gσν⊥ + p
ν gσµ⊥ )
)
. (5.48)
These expressions are obviously target independent. They were found here by means of a rigor-
ous field theoretical analysis [287, 288, 289, 291], which confirms an earlier “rule of the thumb”
restoration procedure [301] suggested for the leading twist Lorentz tensor T µν(1) . Furthermore, it
is easy to check that, after the twist-three corrections have been taken into account, the result is
gauge invariant up to O(∆2⊥), i.e., up to twist-four effects:
q1νT µν(i) = O(∆2⊥) and q2µT µν(i) = O(∆2⊥) .
To prove this, we used the Sudakov decomposition of the photon momenta given in Appendix
B.1. It is interesting to note that the twist-three structures T (i)µν;ρ give exact zero when they are
simultaneously contracted both with incoming and outgoing photon momenta:
q1νq2µT (i)µν;ρ = 0 .
The approximately gauge-invariant Lorentz structures introduced above can be restored to
exact ones. To this end, we define two projectors
Pµν ≡ gµν − q
µ
1 q
ν
2
q1 · q2 , E
µνρσ ≡ εαβρσ
(
gµα − p
µ q2α
p · q2
)(
gνβ − p
ν q1β
p · q1
)
. (5.49)
They satisfy the gauge invariance conditions exactly
Pµνq2µ = Pµνq1ν = Eµνρσq2µ = Eµνρσq1ν = 0 .
One can easily see that the tensors given in Eq. (5.48) are the first terms in the ∆⊥ expansion of
the following Lorentz structures
T µν(1) = −PµρgρσPσν +
ξ
p · qP
µρpρpσPσν , T˜ µν(1) =
i
p · qE
µνρσpρqσ ,
T µν;ρ(2) =
ξ
p · q (P
µρpσPσν + PµσpσPρν) , T˜ µν;ρ(2) =
i
p · qE
µνρσqσ ,
(5.50)
which exactly satisfy the requirements of the gauge invariance.
193
5.2.2 Lorentz structure of the Compton amplitude
The analysis of twist-three contributions given above allows one to find the (electromagnetically)
gauge-invariant tensor decomposition of the off-forward Compton amplitude:
T µν = − PµρgρσPσνF1(ξ, η,∆2;Q2) + 1
p · qP
µρpρpσPσνF2(ξ, η,∆2;Q2) (5.51)
+
i
p · qE
µνρσpρ qσF˜1(ξ, η,∆2, Q2) + PµρPσνTρσ(ξ, η,∆2;Q2)
+
ξ
p · q (P
µρpσPσν + PµσpσPρν)F⊥3ρ(ξ, η,∆2;Q2) +
i
p · qE
µνρσ qσF˜⊥3ρ(ξ, η,∆2;Q2) .
By analogy with terminology used in studies of deeply inelastic scattering, the functions that
appear in the decomposition (5.51) will be called the Compton form factors (CFFs). Four of these
functions, F1, F2, F˜1, T , receive twist-two contributions as their leading term, while the other
two, F⊥3ρ and F˜⊥3ρ, start at twist three. Similarly to the case of the forward Compton amplitude,
one can introduce the longitudinal-longitudinal helicity36 amplitude
FL ≡ 1
ξ
F2 −F1 . (5.52)
In the preasymptotic Bjorken limit, the CFFs can be written as a power expansion in the hard
scale, with each term, in its turn, being a power series in the strong coupling constant. In
particular, the functions whose leading term is of twist two will be written as
Fi(ξ, η,∆2;Q2) =
∑
a=q,g
∫ 1
−1
dxC
a[−]
i
(
x, ξ, η;Q2/µ2
)
F a(x, η,∆2;µ2) +O(Q−2) , (5.53)
F˜1(ξ, η,∆2;Q2) =
∑
a=q,g
∫ 1
−1
dxC
a[+]
1
(
x, ξ, η;Q2/µ2
)
F˜ a(x, η,∆2;µ2) +O(Q−2) , (5.54)
where the index i runs over i = 1, L. We have explicitly introduced the factorization scale µ2 which
separates short and long distance physics. The perturbative expansion of coefficient functions in
the strong coupling constant reads to the lowest two orders
C
a[±]
i (x, ξ, η;Q
2/µ2) = C
a[±]
i(0) (x, ξ) +
αs
2π
C
a[±]
i(1) (x, ξ, η;Q
2/µ2) +O(α2s) . (5.55)
The leading order quark coefficient functions for CFFs F1 and F˜1 are given in Eq. (5.33), i.e.,
C
q[±]
1(0) = C
q[±]
(0) . The function FL vanishes at leading order of perturbation theory,
F2 LO= ξF1 . (5.56)
This a generalization of the Callan-Gross relation (2.64), just like in the forward Compton ampli-
tude case, it is a consequence of the spin-one-half nature of quarks. Thus, we have
C
q[±]
L(0) = 0 .
36Referring to incoming-outgoing virtual photons.
194
The photons can interact with gluons only through quarks, hence the contribution of gluons starts
from one-loop order,
C
g[±]
i(0) (x, ξ) = 0 .
The one-loop coefficient functions for all twist-two functions will be presented later in Section
5.4.3.
The appearance of the function T in the decomposition (5.51) is a consequence of the gluon
helicity-flip by two units. It arises due to nonzero orbital angular momentum in the off-forward
scattering. The twist-two photon helicity-flip amplitude is absent in the handbag diagram because
of the conservation of the angular momentum along the photon-parton collision axis. Since photons
are vector particles, to flip its helicity one needs to compensate two units of the angular momentum.
For the collinear twist-two partonic amplitude, this is only possible by a simultaneous flip of gluon
helicities. Since quarks have spin one-half, their helicity flip can provide at most one unit of the
angular momentum. As a consequence, twist-two photon helicity-flip amplitude is sensitive to the
helicity-flip gluon distribution in a nucleon. However, a similar angular momentum conservation
argument shows that such distribution is forbidden in the forward limit, i.e., in DIS on a spin-
one-half target. In the off-forward case, the transverse component of the momentum transfer ∆⊥
can provide one unit of the angular momentum, so the off-forward virtual Compton scattering
offers a unique opportunity to investigate the helicity-flip gluon distribution in the nucleon. The
factorized form of the corresponding CFF is
Tµν(ξ, η,∆2;Q2) =
∫ 1
−1
dxCgT (x, ξ, η;Q
2/µ2)F gTµν(x, η,∆
2;µ2) +O(Q−2) , (5.57)
where the boost-invariant maximal-helicity GPD F gTµν is defined as
〈p2|T ggµν (−z−, z−)|p1〉 =
1
4
(p+)2
∫ 1
−1
dx e−ixp
+z−F gTµν(x, η,∆
2) , (5.58)
with the operator T ggµν determined in Eq. (3.22). By the same token as before, the CCF (5.57) has
vanishing leading order coefficient function CgT (0)(x, ξ) = 0.
Finally, the functions which start from twist three are displayed in the last line of Eq. (5.51).
Of course, the collinear expansion of the corresponding Lorentz structures (not taking into account
the gluon helicity-flip contributions) reproduces Eq. (5.47) of the preceding section up to terms
linear in the transverse momentum transfer ∆⊥. The twist-three functions at leading order in
strong coupling yield
F⊥3µ(ξ, η,∆2;Q2) =
∑
q
∫ 1
−1
dxC
q[−]
(0) (x, ξ)F
q⊥
µ (x, η,∆
2;Q2) , (5.59)
F˜⊥3µ(ξ, η,∆2;Q2) =
∑
q
∫ 1
−1
dxC
q[+]
(0) (x, ξ)F˜
q⊥
µ (x, η,∆
2;Q2) . (5.60)
At one-loop order, different components of the twist-three functions receive different radiative
corrections, so that we have to decompose them first into different irreducible components. As
was demonstrated in Ref. [316], the coefficient functions related to separate components for the
leading twist even-parity Lorentz structure T µν(1) are no longer equal starting from one-loop order.
This is due to a nonvanishing contribution of the longitudinally polarized photon scattering. The
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coefficient functions of twist-three Compton form factors are also different for different components
[302].
In the forward limit the discontinuity of CFFs is related to the structure functions of deeply
inelastic scattering (2.34) via
1
2π
ℑmF1(xB, 0, 0,Q2) = F1(xB,Q2) , 1
2π
ℑmF˜1(xB, 0, 0,Q2) = g1(xB,Q2) . (5.61)
5.3 Twist-three GPDs
Having introduced twist-three GPDs, we are in a position to explore their properties. In this
section, we define twist-three skewed parton distributions and their relation to the twist-two ones.
5.3.1 Geometric twist decomposition of operators
Now we are going to present a decomposition of the two-quark operators into separate twist
components to the twist-three accuracy [230, 303, 289, 290, 291, 292]. An essential ingredient of
our presentation is the treatment of operators with total derivatives. Since the group-theoretical
notion of twist as dimension minus spin of an operator is well defined for local operators, we will
adhere to the following strategy: first, we do the Taylor expansion of a light cone operator into
an infinite series of local operators; second, we extract of definite twist components; and as a final
step, we resum the result back into a nonlocal form. An alternative approach—directly in terms
of the light-ray operators—is described in Appendix L. In the following we will not take care of
the trace terms proportional to nρ, since they only contribute at the twist-four level. They will
be considered in Section 5.6.
We start with the Taylor expansion of Eq. (5.38) in terms of local operators
Oqqρ (−z−, z−) =
∞∑
j=0
(−iz−)j
j!
nµ1 . . . nµjOqqρµ1...µj , (5.62)
with
Oqqρµ1...µj = Sµ1...µj ψ¯qγρ i
↔Dµ1 . . . i
↔Dµj ψq . (5.63)
To have a well-defined decomposition into twist-two and twist-three contributions, we separate
the tensors Rτ,qqρµ1...µj with (j + 1) indices into components transforming irreducibly with respect
to the Lorentz group. Since the indices µ1 . . . µj already form an irreducible Lorentz tensor
(
j
2
, j
2
)
of spin j, we have to decompose its product with the free Lorentz index ρ in the representation
(1
2
, 1
2
), which yields (
j
2
, j
2
)⊗ (1
2
, 1
2
) =
(
j+1
2
, j+1
2
)⊕ ( j
2
, j
2
)
,
or, using Young tableaux
µ1 µ2 µ3 . . . µj ⊗ ρ = ρ µ1 µ2 . . . µj ⊕
ρ
µ1 µ2 . . . µj .
In terms of operators, we perform the decomposition of the non-local operator Oqqρ into twist-two
and twist-three components. This can easily be done by merely symmetrizing and antisymmetriz-
ing the index ρ with the remaining indices,
Oqqρ (−z−, z−) = R2,qqρ (−z−, z−) +R3,qqρ (−z−, z−)
=
∞∑
j=0
(−iz−)j
j!
nµ1 . . . nµj
{
R2,qqρµ1...µj +
2j
j + 1
R3,qqρµ1...µj
}
, (5.64)
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where the operator with geometric twist τ = 2 was discussed before (see Eqs. (3.107) and (3.108)),
while the τ = 3 operator is given by
R3,qqρµ1...µj = Sµ1...µj Aρµ1 Sµ1...µj ψ¯qγρ i
↔Dµ1 . . . i
↔Dµj ψq . (5.65)
The antisymmetrization is defined as
A
µ1µ2
tµ1µ2 =
1
2
(tµ1µ2 − tµ2µ1) .
The twist-two light-cone operator was found in Eq. (3.112), while the twist-three light-ray
operator contains two distinct contributions, evaluated in Appendix L. The first contribution is
due to the twist-two operators with total derivatives [289, 290, 293, 304, 305, 306, 307], the second
one comes from genuine three-particle twist-three operators [289]. Combining them together, one
gets
R3,qqρ (−z−, z−) =
z−
2
∫ 1
0
du
{
− u iερ+µν∂µ
[
R˜2,qqν
(
(u¯− u)z−, z−)+ R˜2,qqν (−z−, (u− u¯)z−)]
−u (∂ρnσ − gρσ∂+)
[R2,qqσ ((u¯− u)z−, z−)−R2,qqσ (−z−, (u− u¯)z−)]
+z−
∫ u
−u
dτ
[
(u− τ)Sqgq[+]ρ
(
(u¯− u)z−, (τ + u¯)z−, z−)
−(u+ τ)Sqgq[−]ρ
(−z−, (τ − u¯)z−, (u− u¯)z−) ]} . (5.66)
An analogous equation holds for the parity-odd case, with obvious replacements R ↔ R˜ and
S ↔ S˜. Compared to the forward scattering case, the expression for R3,qq contains the opposite
parity terms R˜2,qq. Notice also that the “center-of-mass” of two- and three-particle operators gets
shifted by a total translation exp (±iu¯z−∂+). This equation gives a relation between generalized
parton distributions of different “twists” when sandwiched between hadronic states.
In terms of local operators, the Eq. (5.66) reads
R3,qqρ;j =
1
2j
j−1∑
l=0
(j − l) (i∂+)l
{
−σl+1 iερ+µν i∂µ R˜2,qqν;j−l−1 − σl
(
i∂ρn
σ − gρσi∂+
) R2,qqσ;j−l−1}
− 1
j
j−2∑
l=0
j−l−1∑
k=1
(i∂+)l
{
(j − k − l)Sqgq[+]ρ;j−l,k − (−1)lk Sqgq[−]ρ;j−l,k
}
, (5.67)
with
σl =
1
2
[1− (−1)l] .
Similar equation holds for odd parity. It is obtained by replacing γ+ → γ+γ5 and removing or
dressing functions with a tilde. In Eq. (5.67) we used the convention
Oρ;j = nµ1 . . . nµjOρµ1...µj ,
and also introduced three-particle local operators
Sqgq[±]ρ;j,k = igψ¯q (i
↔
∂
+)k−1
{
γ+F+⊥ρ ± iγ+γ5F˜+⊥ρ
}
(i
↔
∂
+)j−k−1ψq . (5.68)
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5.3.2 Twist-three GPDs for spin-zero target
Turning to the analysis of twist-three GPDs, it is instructive to consider first the case of a spinless
target [287, 289, 290, 293, 146, 296, 190, 308]. First, we construct the decomposition of GPDs
with an open Lorentz index up to the twist-three contributions [287]
F qµ = pµH
q +∆⊥µH
q
3 , F˜
q
µ = ∆˜
⊥
µ H˜
q
3 , (5.69)
where
∆˜ρ⊥ ≡ iερσ⊥ ∆⊥ρ . (5.70)
The time-reversal invariance implies that
Hq3(x,−η,∆2) = −Hq3(x, η,∆2) , H˜q3(x,−η,∆2) = H˜q3(x, η,∆2) . (5.71)
The matrix elements of the twist-two local operators have been defined in Section 3.5 in Eqs.
(3.113). Next we define the reduced matrix elements of the antiquark-gluon-quark operators.
Since these operators are partially antisymmetrized, we have obviously two vectors: ∆⊥ρ and its
“dual” ∆˜⊥ρ as possible tensor structures. Thus, the general decomposition of the reduced matrix
elements is
〈p2|Sqgq[±]ρ;j,k|p1〉 = ∆⊥ρ Sqgq[±]j,k(p+)j , 〈p2|S˜qgq[±]ρ;j,k|p1〉 = ∆˜⊥ρ S˜qgq[±]j,k(p+)j . (5.72)
The duality relation (5.41) gives S˜qgq[±]j,k = S
qgq
[±]j,k and reduces the number of independent con-
tributions to two instead of four. It proves convenient to introduce a mixed representation for
corresponding GPDs, such that the transformed functions that depend on the position of the
gluon field and a Fourier conjugate variable with respect to the distance between the two quark
fields:
〈p2|
{Sqgq[±]ρ(−z−, uz−, z−)
S˜qgq[±]ρ(−z−, uz−, z−)
}
|p1〉 = (p+)2
{
∆⊥ρ
∆˜⊥ρ
}∫
dx e−ixp
+z−Sqgq[±] (x, u, η) . (5.73)
Taking the moments with respect to the momentum fraction x yields the polynomials of order
j − 2 in the variable u:
Sqgq[±]j(u, η) ≡
∫ 1
−1
dx xj−2Sqgq[±] (x, u, η) =
j−1∑
k=1
(
j − 2
k − 1
)(
1 + u
2
)k−1(
1− u
2
)j−k−1
Sqgq[±]j,k(η) .(5.74)
The functions Sqgq[±]j,k(η) are defined in Eq. (5.72). They are polynomials in η of order j. Finally,
to obtain the matrix element of the operator Oqqρ;j , we insert our findings (3.117) into the solution
(5.67):
(p+)−j〈p2|Oqqρ;j|p1〉 =
(
pρ +
∆⊥ρ
η
)
Hqj+1(η) + ∆
⊥
ρ
{
j∑
k=0
σj+1−k
j + 1
ηj−k
(
d
dη
− k + 1
η
)
Hqk+1(η)
}
−∆⊥ρ
j∑
k=2
k!ηj−k
(j + 1)(k − 2)!
∫ 1
−1
du
{
1− u
2
Sqgq[+]k(u, η)− (−1)j−k
1 + u
2
Sqgq[−]k(u, η)
}
,
(5.75)
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where we have used the relations∫ 1
−1
du
1 + u
2
Sqgq[±]j(u, η) = 2
j−1∑
k=1
k
j(j − 1)S
qgq
[±]j,k(η),∫ 1
−1
du
1− u
2
Sqgq[±]j(u, η) = 2
j−1∑
k=1
j − k
j(j − 1)S
qgq
[±]j,k(η) .
The final step is a summation of local operators, see Eq. (5.64), that yields an expression in
terms of the usual twist-two GPDs Hq(x, η) and the mixed representation three-particle functions
Sqgq[±] (y, u, η),
F qµ(x, η) =
(
pµ +
∆⊥µ
η
)
Hq(x, η) +
∆⊥µ
η
∫ 1
−1
dy
η
W+
(
x
η
,
y
η
)(
η
∂
∂η
+ y
∂
∂y
)
Hq(y, η) (5.76)
− ∆⊥ρ
∫ 1
−1
dy
η
∫ 1
−1
du
{1− u
2
W ′′
(
x
η
,
y
η
)
Sqgq[+] (y, u, η) +
1 + u
2
W ′′
(
−x
η
,−y
η
)
Sqgq[−] (y, u, η)
}
.
Here we have introduced the kernel
W (x, y) ≡ ϑ011(1− x, y − x) (5.77)
=
θ(1− x)θ(x− y)− θ(x− 1)θ(y − x)
1− y ,
which enters in symmetric and antisymmetric combinations
W±(x, y) =
1
2
{W (x, y)±W (−x,−y)} . (5.78)
Notice that we encounter the same generalized step function as in the section devoted to the
evolution of GPDs (see Appendix G.7 for a summary of formulas involving these functions). We
also used the notation
W ′′
(
±x
η
,±y
η
)
≡ d
2
dy2
W
(
±x
η
,±y
η
)
and incorporated the following result for the Mellin moments of the W -kernels∫ 1
−1
dx
η
xjW
(
x
η
,
y
η
)
=
j∑
k=0
ηj−kyk
j + 1
(5.79)
performing the restoration of the non-local form.
The only difference in the axial-vector case is that the corresponding operator matrix element
does not possess the twist-two part for a spinless target. However, a non-vanishing twist-two
contribution of the vector operator induces a kinematical term due to the Levi-Civita tensor in
Eq. (5.67). Thus, the twist-three functions contain two parts, namely, the kinematical piece,
expressed in terms of the twist-two function, and the term given as a correlation function of
antiquark-gluon-quark operators [289]:
Hq3(x, η) =
1
η
∫ 1
−1
dy
η
W+
(
x
η
,
y
η
)(
η
∂
∂η
+ y
∂
∂y
)
Hq(y, η) +
1
η
Hq(x, η)− Sqgq[+] (x, η),
H˜q3(x, η) =
1
η
∫ 1
−1
dy
η
W−
(
x
η
,
y
η
)(
η
∂
∂η
+ y
∂
∂y
)
Hq(y, η)− Sqgq[−] (x, η) . (5.80)
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Note that the first moment of these functions with respect to x vanishes. The new dynamical
information is contained in the antiquark-gluon-quark GPDs [289]
Sqgq± (x, η) =
∫ 1
−1
dy
η
∫ 1
−1
du
{
1− u
2
W ′′
(
x
η
,
y
η
)
Sqgq[+] (y, u, η)±
1 + u
2
W ′′
(
−x
η
,−y
η
)
Sqgq[−] (y, u, η)
}
.
(5.81)
5.3.3 Twist-three GPDs for spin-one-half target
Let us address the case of realistic spin-one-half target. For the vector channel, the analysis
repeating the one we outlined in the previous section yields
F qµ(x, η) =
(
pµ +
∆⊥µ
η
)(
h+
p+
Hq(x, η) +
e+
p+
Eq(x, η)
)
(5.82)
+
∫ 1
−1
dy
η
{
W+
(
x
η
,
y
η
)
Gqµ(y, η) +W−
(
x
η
,
y
η
)
iε⊥µνG˜
q,ν(y, η)
}
−
∫ 1
−1
dy
η
∫ 1
−1
du
{1− u
2
W ′′
(
x
η
,
y
η
)
Sqgq[+]µ(y, u, η) +
1 + u
2
W ′′
(
−x
η
,−y
η
)
Sqgq[−]µ(y, u, η)
}
,
and similarly for the axial sector,
F˜ qµ(x, η) =
(
pµ +
∆⊥µ
η
)(
h˜+
p+
H˜q(x, η) +
e˜+
p+
E˜q(x, η)
)
(5.83)
+
∫ 1
−1
dy
η
{
W+
(
x
η
,
y
η
)
G˜qµ(y, η) +W−
(
x
η
,
y
η
)
iε⊥µνG
q,ν(y, η)
}
−
∫ 1
−1
dy
η
∫ 1
−1
du
{1− u
2
W ′′
(
x
η
,
y
η
)
S˜qgq[+]µ(y, u, η) +
1 + u
2
W ′′
(
−x
η
,−y
η
)
S˜qgq[−]µ(y, u, η)
}
.
Here we have introduced a shorthand notation for the combinations
Gq,µ(x, η) =
(
hµ − pµh
+
p+
)
(Hq(x, η) + Eq(x, η)) (5.84)
+
∆µ⊥
η
{
h+
p+
(
η
∂
∂η
+ x
∂
∂x
)
(Hq(x, η) + Eq(x, η))− b
2MN
(
η
∂
∂η
+ x
∂
∂x
)
Eq(x, η)
}
,
G˜q,µ(x, η) =
(
h˜µ − pµ h˜
+
p+
)
H˜(x, η) (5.85)
+
∆µ⊥
η
{
h˜+
p+
(
η
∂
∂η
+ x
∂
∂x
)
H˜(x, η)− b˜
2MN
(
η
∂
∂η
+ x
∂
∂x
)
ηE˜(x, η)
}
.
Next, for the time being we introduce three-particle GPDs without their explicit decomposition
in spinor bilinears,
〈p2|
{Sqgq[±]µ(−z−, uz−, z−)
S˜qgq[±]µ(−z−, uz−, z−)
}
|p1〉 = (p+)2
∫
dx e−ixp
+z−
{
Sqgq[±]µ(x, u, η)
S˜qgq[±]µ(x, u, η)
}
. (5.86)
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A general decomposition of the vector and axial-vector GPDs, in a complete basis of structures
to twist-three accuracy, reads
F qµ = pµ
h+
p+
Hq + pµ
e+
p+
Eq +∆⊥µ
h+
p+
Hq3+ +∆
⊥
µ
e+
p+
Eq3+ + ∆˜
⊥
µ
h˜+
p+
H˜q3− + ∆˜
⊥
µ
e˜+
p+
E˜q3− , (5.87)
F˜ qµ = pµ
h˜+
p+
H˜q + pµ
e˜+
p+
E˜q +∆⊥µ
h˜+
p+
H˜q3+ +∆
⊥
µ
e˜+
p+
E˜q3+ + ∆˜
⊥
µ
h+
p+
Hq3− + ∆˜
⊥
µ
e+
p+
Eq3− . (5.88)
The parametrization of the correlation functions S and S˜ then can be cast in an analogous form,
Sqgq[±]µ(x, u, η) = ∆
⊥
µ
b
2M
S±1 +∆
⊥
µ
h+
p+
S±2 + ∆˜
⊥
µ
b˜
2M
S±3 + ∆˜
⊥
µ
h˜+
p+
S±4 ,
S˜qgq[±]µ(x, u, η) = ∆
⊥
µ
b˜
2M
S˜±1 +∆
⊥
µ
h˜+
p+
S˜±2 + ∆˜
⊥
µ
b
2M
S˜±3 + ∆˜
⊥
µ
h+
p+
S˜±4 , (5.89)
where duality (5.41) requires S±i = S˜
±
i .
In order to reduce the above GPDs to the form of Eqs. (5.87) and (5.88), we decompose the
(axial-) vector Dirac bilinears hµ (h˜µ) in its twist-two and -three components making use of the
Dirac equation
hµ = pµ
h+
p+
− η∆
µ
⊥
∆2⊥
{
∆2
h+
p+
− 4M2N
e+
p+
}
− ∆˜
µ
⊥
∆2⊥
{
∆2
h˜+
p+
− 4M2N
e˜+
p+
}
,
h˜µ = pµ
h˜+
p+
− η∆
µ
⊥
∆2⊥
{
(∆2 − 4M2N )
h˜+
p+
− 4M2N
1
η2
e˜+
p+
}
− ∆˜
µ
⊥
∆2⊥
{
∆2
h+
p+
− 4M2N
e+
p+
}
.
Here twist-four terms, proportional to n∗µ, have been neglected. The transverse momentum squared
is re-expressed in terms of the momentum difference,
∆2⊥ ≃ (1− η2)
(
∆2 −∆2min
)
, ∆2min ≃ −4M2N
η2
1− η2 .
Note, that later on when computing physical amplitudes contributing to various exclusive pro-
cesses, one can safely replace the light-like vector nµ by qµ, such that to twist-four accuracy
v+
p+
→ (v · q)
(p · q) .
According to our discussion, all twist-three GPDs are decomposed into the so-called Wandzura-
Wilczek (WW) term FWW± and a function F
qgq
± that contains dynamical information arising from
antiquark-gluon-quark correlations:
F q3± = F
q
WW± + F
qgq
± , (5.90)
where F is a unified notation for GPDs of different species
F = {H,E, H˜, ηE˜} .
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Notice that the pion-pole function E˜ is accompanied by the skewness η. As we just discussed, the
WW parts are expressed solely in terms of the twist-two functions and have the following form
FWW+(x, η) =
1
η
∫ 1
−1
dy
η
W+
(
x
η
,
y
η
)(
y
∂
∂y
+ η
∂
∂η
)
F (y, η) +
1
η
F (x, η)− 4M
2
N
∆2⊥
F⊥+ (x, η) ,
FWW−(x, η) =
1
η
∫ 1
−1
dy
η
W−
(
x
η
,
y
η
)(
y
∂
∂y
+ η
∂
∂η
)
F (y, η)− 4M
2
N
∆2⊥
F⊥− (x, η) , (5.91)
for the ‘+’ and ‘−’ component of the twist-three GPDs in the WW-approximation, respectively.
The functions F⊥± specifically appear for the spin-one-half targets and read
H⊥± (x, η) =
∆2
4M2N
∫ 1
−1
dy
η
{
ηW±
(
x
η
,
y
η
)
(H + E) (y, η) +W∓
(
x
η
,
y
η
)
H˜(y, η)
}
,
E⊥±(x, η) = −
∫ 1
−1
dy
η
{
ηW±
(
x
η
,
y
η
)
(H + E) (y, η) +W∓
(
x
η
,
y
η
)
H˜(y, η)
}
,
H˜⊥± (x, η) =
∫ 1
−1
dy
η
{
η
(
∆2
4M2N
− 1
)
W±
(
x
η
,
y
η
)
H˜(y, η) +
∆2
4M2N
W∓
(
x
η
,
y
η
)
(H + E) (y, η)
}
,
ηE˜⊥±(x, η) = −
∫ 1
−1
dy
η
{
W±
(
x
η
,
y
η
)
H˜(y, η) + ηW∓
(
x
η
,
y
η
)
(H + E) (y, η)
}
. (5.92)
The antiquark-gluon-quark contributions can be read off from the parametrization of the corre-
sponding operators in Eq. (5.89).
It is important to realize that the scale dependence of the twist-three GPDs F qµ and F˜
q
µ is not
homogeneous, namely, their different components have their own autonomous evolution in hard
momentum transfer Q2. While in the WW-approximation the functions are expressed in terms
of standard twist-two GPDs, obeying the renormalization group equations discussed at length
in the previous chapter, the three-particle correlation function satisfy an independent equation.
The thorough analysis of the latter reveals hidden symmetries of the problem which leads to its
complete integrability [309, 310, 311, 312]. However, this is a subject of separate reviews [262, 313].
5.3.4 Properties of the kinematical kernels
In Section 5.3.2 we introduced the notion of the WW-kernels (5.78). Here, we consider their
general properties [292]. To make formulas appear concise, let us adopt the following notations
for the action of the WW-kernels on a test function τ(x, η)
[W± ⊗ τ ](x, η) ≡
∫ 1
−1
dy
η
W±
(
x
η
,
y
η
)
τ(y, η) , (5.93)
The functions [W± ⊗ τ ] resulting from the WW-transformation will be referred to as the WW-
transform.
It is instructive to analyze two limiting cases of the WW-transformation, namely, the forward
limit η → 0 and the exclusive limit η → 1, as well as address the issue of polynomiality and
singularity structure of the WW kernels.
• In the forward limit, we easily obtain
lim
η→0
[W+ ⊗ τ ](x, η) = θ(x)
∫ 1
x
dy
y
τ(y, η = 0)− θ(−x)
∫ x
−1
dy
y
τ(y, η = 0) ,
lim
η→0
[W− ⊗ τ ](x, η) = 0 . (5.94)
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We can see that the action of the W+ in the forward limit reproduces the Wandzura–Wilczek
relation for the spin structure function gT = g1 + g2 [314]. The term with θ(x) corresponds to
quark distributions
lim
∆→0
F˜ q⊥µ (x, η,∆
2)|x>0 = h⊥µ
{
∆q(x) +
∫ 1
x
dy
y
∆q(y)
}
,
while the term with θ(−x) to antiquark ones. The W− kernel disappears in the forward limit, so
that this kernel is specific to off-forward kinematics.
• In the η → 1 limit, the generalized parton distributions have the properties of meson distribution
amplitudes as we demonstrated in Section 3.7.3. In this limit, the WW-transforms have the form
lim
η→1
[W± ⊗ τ ](x, η) = 1
2
{∫ x
−1
dy
1− y ϕ(y)±
∫ 1
x
dy
1 + y
ϕ(y)
}
,
where we used the notation τ(x, η = 1) = ϕ(x). This equation corresponds to the WW-relations
for meson distribution amplitudes derived in Refs. [125, 303]. So, we can say that the WW-
transform of GPDs interpolates between the WW-relations for parton distributions and those for
meson distribution amplitudes. Furthermore, the general form of the WW-kernels (5.78) allows
one to derive WW relations for distribution amplitudes of mesons with arbitrary spin.
• One can easily compute the Mellin moments of the WW-transform. This was already used above
in Eq. (5.79). The result for WW-transform with the W± kernels is∫ 1
−1
dx xj [W± ⊗ τ ](x, η) = 1
j + 1
∫ 1
−1
dy
{
yj+1 − ηj+1
y − η ±
yj+1 − (−η)j+1
y + η
}
τ(u, η) . (5.95)
Wherefrom we can see an important property of the WW-transformation, namely, if the function
τ(x, η) satisfies the polynomiality condition∫ 1
−1
dx xj τ(x, η) =
j+1∑
k=0
ηkτk , (5.96)
i.e., it is a polynomial of order j + 1, so does its WW-transform.
Let us consider now two special cases of these Mellin moments, j = 0, 1. These particular
moments of twist-three GPDs do not receive contribution from the “genuine twist-three” quark-
gluon operators, therefore, for these particular cases the WW-approximation gives exact results.
In the forward limit this observation leads to Burkhard-Cottingham (j = 0) [317] and Efremov-
Teryaev-Leader (j = 1) [318] sum rules for polarized structure function gT . Generalizations of
these sum rules for generalized parton distributions have been discussed in Refs. [288, 290].
• In Ref. [290] it was demonstrated that the twist-three GPDs in the WW-approximation exhibit
discontinuities at the points x = ±η. This feature stems from the analogous properties of the
WW-kernels. Namely, the discontinuities of a WW-transform at the points x = ±η yields
lim
ε→0
[
[W± ⊗ τ ](η + ε, η)− [W± ⊗ τ ](η − ε, η)
]
=
1
2
PV
∫ 1
−1
dy
y − η τ(y, η) ,
lim
ε→0
[
[W± ⊗ τ ](−η + ε, η)− [W± ⊗ τ ](−η − ε, η)
]
= ±1
2
PV
∫ 1
−1
dy
y + η
τ(y, η) . (5.97)
We see that for a very wide class of functions τ(u, η) the discontinuity of the corresponding
WW-transforms is nonzero. This nonanalytic behavior of the WW-transformation may result in
violation of perturbative factorization for the twist-three DVCS amplitude, since the singularity
of the hard coefficient function x = ±ξ overlaps the jump of the twist-three GPDs x = ±η = ±ξ.
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5.3.5 Discontinuities of twist-three GPDs
Using the discontinuity structure of the WW-kernels one can find the behavior of twist-three
GPDs for spinless targets in the vicinity of the “turning” point |x| = η [292, 291, 293],
Hq3(η + 0, η)−Hq3(η − 0, η) (5.98)
=
1
2
PV
∫ 1
−1
dy
η
1
y − η
{(
η
∂
∂η
+ y
∂
∂y
)
H(y, η)− 2 ∂
2
∂y2
∫ 1
−1
du(1 + u)Sqgq[−] (y, u, η)
}
.
Here we have tacitly assumed that GPDs vanish at the boundary x = ±1 (see Eq. 3.28)). Ob-
viously, these discontinuities are not an artifact of the WW-approximation. Rather, they are
intrinsic to the procedure of separation of twist-two and -three contributions.
Notice however, that the combination
F qµ(x, η,∆
2)− iε⊥µνF˜ qν(x, η,∆2) , (5.99)
is free from discontinuities at x = η, while
F qµ(x, η,∆
2) + iε⊥µνF˜
qν(x, η,∆2) , (5.100)
is continuous at x = −η. Fortunately only these combinations contribute to the VCS amplitude
to twist-four accuracy as we will discuss below.
5.3.6 Factorization of the Compton amplitude at twist-three
An important observation is that the observed divergences of the twist-three DVCS amplitudes
cancel in certain combinations of helicity amplitudes [292, 291, 293]. This is possible because, in
the Wandzura-Wilczek approximation, the discontinuities of contributing twist-three GPDs are
related to each other. Since the divergences occur only at the points x = ±ξ, it is sufficient that
the jumps cancel at these specific values to save factorizability. As we will see, though divergent
terms are formally present in T µν , they do not contribute to the physical Compton amplitude with
a real, transverse photon in the final state.
In particular, there is no singularity problem for the amplitudes with longitudinal polariza-
tion of the virtual photon. Let us demonstrate this. We can choose a frame in which the four
momentum qµ1 of the incoming photon has no transverse components, i.e., q
µ
1⊥ = 0, and the final-
state photon carries the total transverse momentum transfer qµ2⊥ = ∆
µ
⊥. Then we construct the
explicit form of the longitudinal polarization vector of the incoming virtual photon. In this frame
the tensor structures (5.48) of the Compton amplitude in terms of the light-cone vectors loose
their symmetric form, for instance, T˜ µν(1) = i(εµνρσpρqσ + n∗µενρ⊥∆⊥ρ )/(p · q). Imposing the usual
normalization and orthogonality conditions, we find for the incoming polarization vector
εµL(q1) =
1
Q
(
1 +
η
ξ
+ δ2 (2ξ + η)2
)−1/2 (
qµ + 1
2
(2ξ + η)pµ
)
, (5.101)
with δ2 determined in Eq. (B.9). The projection of the Compton scattering amplitude (5.51), with
imposed on-shell q22 = 0 condition for the outgoing photon, gives
Tµνε
ν
L(q1) ≃
Q
ξ2
√
1 + ξ
nµ (F2 − ξF1) + 2ξ
Q
√
1 + ξ
(
F⊥3µ − iε⊥µνF˜ν3⊥
)
. (5.102)
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The first term does not represent any danger. Moreover, it vanishes at leading order of perturbation
theory due to the generalized Callan-Gross relation (5.56). It is the second term which is the
structure of interest. A closer inspection for a scalar target immediately suggests that, it reduces
to a combination of functions H3 and H˜3,
H3 − H˜3 =
∑
q
∫ 1
−1
dx
x
C
q[−]
(0) (x, ξ)
(
xHq3(x, ξ) + ξH˜
q
3(x, ξ)
)
, (5.103)
which is singularity-free according to Eq. (5.98) and similar equation for H˜3.
Analogous cancellations occur for the spin-one-half target. On the other hand, a further
analysis demonstrates that the DVCS amplitude on the nucleon with transversely polarized virtual
photon contains a different combination of twist-three GPDs, namely,
F⊥3µ + iε⊥µνF˜ν3⊥ ,
and it does possess uncancelled discontinuities. However, in cross sections for physical observables,
the contribution of this “problematic” part of the twist-three DVCS amplitude is accompanied by
a contracted polarization vector of the emitted real photon. Thus is turns out to be suppressed
by two powers of the hard scale, relative to the leading order result. Thus, it does not contribute
to observables at the level of O(1/Q) power corrections and is beyond the limits of approxima-
tions involved. In other words, the DVCS differential cross section to the twist-three accuracy
gets contributions only from the longitudinal part of twist-three amplitudes which is free from
divergences, which could threaten the validity of the factorization.
5.3.7 Sum rules for twist-three GPDs
As we demonstrated in our previous discussion, the leading-twist GPDs are related to hadronic
form factor via integral relations—sum rules. Let us analyze in the same fashion a few lowest
Mellin moments of twist-three GPDs. We established in the preceding section that the twist-three
GPDs are expressible in terms of “known” twist-two ones and multiparticle correlation functions.
Since the moments of GPDs are related to matrix elements of local Wilson operators, thus a
Mellin moment of a twist-three GPD will be a sum of two- and three-particle operators. In order
to compensate for the deficit in the mass dimension of a local two-particle compared to a quark-
gluon-quark operator, which has an extra gluon field, the former will be inevitably dressed with
derivatives. A simple dimensional analysis suggests then that the lowest moment of a twist-three
GPD, expressed in terms of a local ψ¯(0)Γψ(0) operator, will not have contributions from three-
particle correlation, since otherwise it should possesses inverse derivatives, which would lead to a
non-locality and violation of the local operator product expansion. Higher moments will contain
multiparticle correlations, unless it is prohibited by symmetry reasons. Let us discuss a few cases
starting with the spin-zero target and then addressing the nucleon.
• For spin-zero target, one immediately finds [290] the analogue of the Burkhardt-Cottingham
sum rule ∫ 1
−1
dxHq3(x, η) = −
1
2
∂
∂η
∫ 1
−1
dxHq(x, η) = 0 . (5.104)
There is also an analogue of the Efremov-Leader-Teryaev sum rule [318] for the same distribution,
which takes the form ∫ 1
−1
dx xHq3(x, η) = −
1
4
∂
∂η
∫ 1
−1
dx xHq(x, η) =
η
2
P q . (5.105)
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Here, as before, P q is the momentum fraction of the flavor-q parton in a spinless hadron, see Eq.
(3.299). As just pointed out, in both cases the quark-gluon-quark operators do not contribute.
• For spin-one-half target, the first moment of the functions F qµ and F˜ qµ , introduced in Eqs. (5.82)
and (5.83), respectively, yields the usual electromagnetic and weak quark form factors∫ 1
−1
dxF qµ(x, η,∆
2) = 〈p2|jqµ(0)|p1〉 ,
∫ 1
−1
dx F˜ qµ(x, η,∆
2) = 〈p2|j5qµ (0)|p1〉 .
This means that the twist-three functions F q3± in Eqs. (5.87) and (5.88) have vanishing first
moments, ∫ 1
−1
dxF q3±(x, η,∆
2) = 0 . (5.106)
The most interesting information from the viewpoint of the proton spin crisis comes from the first
moment of the transverse part of the parity-even function,∫ 1
−1
dx xF q⊥µ (x, η,∆
2) = 1
2
h⊥µ
{
GqA(∆
2) +
∫ 1
−1
dx x
(
Hq(x, η,∆2) + Eq(x, η,∆2)
)}
− ∆⊥µ
b
4MN
∂
∂η
∫ 1
−1
dx xEq(x, η,∆2) . (5.107)
It provides complimentary knowledge on the magnitude of the angular orbital motion of quarks
in building up the spin of the proton, since
lim
∆2→0
{
GqA(∆
2) +
∫ 1
−1
dx x
(
Hq(x, η,∆2) + Eq(x, η,∆2)
)}
= ∆q + 2Jq . (5.108)
The term in Eq. (5.107) proportional to ∆µ⊥b measures the distribution of shear in the nucleon (see
Eqs. (3.162) and (3.163)). Starting from the third moment, the sum rules receive contributions
from the quark-gluon-quark operators [298].
5.4 Compton form factors of the nucleon
Since factorization theorems have not been proven for the 1/Q suppressed contributions, in con-
trast to the leading twist situation [6, 282, 283], it may happen that, at this level of accuracy,
the results are plagued by singularities, and that the higher twist distributions are not univer-
sal. Though, the first next-to-leading order analysis in the Wandzura-Wilczek approximation
[302] demonstrated the absence of these divergences and thus favors factorization beyond leading
power in hard momentum. For survival of factorization in exclusive processes it is often vital
that non-perturbative functions do have specific analytic properties. For instance, in case of the
pion transition form factor measured in the process γ∗γ∗ → π0, the meson distribution amplitude
should vanish at the end-points, and there are some arguments [240] that this is really the case.
For DVCS an analogous requirement amounts to continuity of generalized parton distributions at
|x| = η. The tree level analysis has been given in the previous section, and as we have seen, for the
transverse polarization of the initial photon, one actually encounters a situation with divergent
expressions, however, they do not show up when the Compton amplitude is projected on the real
photon final state satisfying ε∗ · q2 = 0 [291].
206
We emphasize again that, in the absence of three-particle contributions, the twist-three func-
tions are completely known in terms of the twist-two ones, just like in the naive parton model.
It is an interesting non-perturbative problem to estimate the size of the antiquark-gluon-quark
matrix elements in comparison with the Wandzura-Wilczek term. For forward kinematics, recent
experimental data [319] and lattice results [320] suggest that the dynamical twist-three effects en-
coded in three-particle operators are small. Extrapolating these findings to off-forward scattering,
one can hope to use the Wandzura-Wilczek part of the relation (5.82) as a reliable model for the
“transverse” twist-three GPDs F qµ and F˜
q
µ .
5.4.1 Twist-three CFFs
The Compton form factors introduced in (5.59) and (5.60) are given as convolutions of perturba-
tively calculable coefficient functions C [±] with a set of twist-two and twist-three GPDs (5.87,5.88)
via {
Hq, Eq,Hq3+, Eq3+, H˜q3−, E˜q3−
}
(ξ, η) =
∫ 1
−1
dxC
q[−]
(0) (ξ, x)
{
Hq, Eq, Hq3+, E
q
3+, H˜
q
3−, E˜
q
3−
}
(x, η) ,
(5.109){
H˜q, E˜q, H˜q3+, E˜q3+,Hq3−, Eq3−
}
(ξ, η) =
∫ 1
−1
dxC
q[+]
(0) (ξ, x)
{
H˜q, E˜q, H˜q3+, E˜
q
3+, H
q
3−, E
q
3−
}
(x, η) .
As we already established in previous sections, only the singularity-free combination of CFFs
F3+ − F3− can show up in physical amplitudes [290, 293, 146, 321]. The absence of divergences
can be immediately seen by computing the difference of Compton form factors for a generic
situation η 6= ξ, evaluating the convolutions with the coefficient functions (5.33) and making use
of the identity ∫ 1
−1
dx
η
1
ξ − xW
(
x
η
,
y
η
)
=
1
y − η ln
(
ξ − η
ξ − y
)
.
For instance, for unpolarized CFFs we find in the WW-approximation
HqWW+(ξ, η)−HqWW−(ξ, η) =
1
η
Hq(ξ, η) +
∫ 1
−1
dy
η
C
q[−]
3(0) (ξ, η, x)
(
x
∂
∂x
+ η
∂
∂η
)
Hq(x, η) (5.110)
− ∆
2
∆2⊥
∫ 1
−1
dx
{
ηC
q[−]
3(0) (ξ, η, x)(H
q + Eq)(x, η)− Cq[+]3(0) (ξ, η, x)H˜q(x, η)
}
,
where the coefficient function
C
q[±]
3(0) (ξ, η, x) =
Q2q
ξ + x
ln
ξ + η
ξ − x ±
Q2q
ξ − x ln
ξ + η
ξ + x
, (5.111)
is finite for η = ξ. Analogous relations hold for other CFFs.
In the real-photon limit η = ξ, relevant for the deeply virtual Compton scattering, a specific
“effective” combination of Compton form factors contributes to all amplitudes, namely,
F qeff ≡ −
2ξ
1 + ξ
F q + 2ξ (F q3+ − F q3−) , (5.112)
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where F q3± are defined in Eqs. (5.109). Here, the CFF F in Eq. (5.112) stands for H, E , H˜, and E˜
functions. Therefore, only four new GPDs (corresponding to GPDs F = H , E, H˜, and E˜) remain
at twist-three level. The explicit form for the effective twist-three functions yields
F qeff(ξ) =
2
1 + ξ
F q(ξ) + 2ξ ∂
∂ξ
∫ 1
−1
dxC
q[∓]
3(0) (ξ, ξ, x)F
q(x, ξ) +
8M2ξ
∆2⊥
F q⊥(ξ) (5.113)
−2ξ
∫ 1
−1
du
∫ 1
−1
dxCqgq(0) (ξ, x, u)
(
Sqgq[+]F (−x,−u,−ξ)− Sqgq[−]F (x, u,−ξ)
)}
,
for F = H, E , H˜ with Cq[−]3(0) coefficient function for the first two and Cq[+]3(0) for the latter. In case
of the function E˜ , the formula takes a slightly different form due to the accompanying factor of
skewness η in the helicity-flip functions E˜q, namely,
E˜qeff(ξ) =
2
1 + ξ
E˜q(ξ) + 2 ∂
∂ξ
ξ
∫ 1
−1
dxC
q[+]
3(0) (ξ, ξ, x)E˜
q(x, ξ) +
8M2ξ
∆2⊥
E˜q⊥(ξ) (5.114)
−2ξ
∫ 1
−1
du
∫ 1
−1
dxCqgq(0) (ξ, x, u)
(
Sqgq
[+]E˜
(−x,−u,−ξ)− Sqgq
[−]E˜(x, u,−ξ)
)}
.
Here we have used a new notation for the three-particle coefficient functions
Cqgq(0) (ξ, x, u) = Q
2
q
∂2
∂x2
1 + u
ξ + x
ln
(
2ξ
ξ − x
)
. (5.115)
Finally, the functions F q⊥ contributing to the effective CFFs are given by
Hq⊥(ξ) = −
∆2
4M2
∫ 1
−1
dx
{
ξ C
q[−]
3(0) (x, ξ) (H
q + Eq) (x, ξ)− Cq[+]3(0) (x, ξ)H˜q(x, ξ)
}
, (5.116)
Eq⊥(ξ) =
∫ 1
−1
dx
{
ξ C
q[−]
3(0) (x, ξ) (H
q + Eq) (x, ξ)− Cq[+]3(0) (x, ξ)H˜q(x, ξ)
}
,
H˜q⊥(ξ) =
∫ 1
−1
dx
{
ξ
(
1− ∆
2
4M2
)
C
q[+]
3(0) (x, ξ)H˜
q(x, ξ) +
∆2
4M2
C
q[−]
3(0) (x, ξ) (H
q + Eq) (x, ξ)
}
,
E˜q⊥(ξ) =
1
ξ
∫ 1
−1
dx
{
C
q[+]
3(0) (x, ξ)H˜
q(x, ξ)− ξ Cq[−]3(0) (x, ξ) (Hq + Eq) (x, ξ)
}
.
We should note that the kinematical factor ∆−2⊥ in Eqs. (5.113) and (5.114) cancels out in final
results for angular harmonics of the cross section (6.23), calculated later in Sections 6.1.5 and
6.1.6, and therefore, it does not lead to spurious kinematical poles.
5.4.2 Small-xB behavior of Compton form factors
Let us now study the properties of the DVCS CFFs for small xB in the leading order approximation.
At intermediate momentum transfer ∆2, this kinematics was discussed within the BFKL approach
in Refs. [322, 323] and in Ref. [324] within the dipole model. The small-ξ behavior of the CFFs
is governed by the small momentum fraction asymptotics of parton densities. If the latter behave
like x−αq with αq > 0, then the real and imaginary parts of Hq go like ξ−αq , and the ratio of
the real to imaginary part is given by tan ((αq − 1)π/2) = − cot (αqπ/2). For polarized parton
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densities, the small-x behavior of the Regge type x−α˜q induces an equivalent growth of H˜q in ξ.
However, the ratio of the real to imaginary part is now tan (α˜qπ/2) instead.
This behavior can be understood in a model-independent way. The essential assumption is
that double distributions can be represented in the following form
f q(β, α) = β−αq {dq(0, α) + . . .} , (5.117)
in the vicinity of the point β = 0, where the parameter αq may depend on ∆
2 and Q2 [9, 325], as
we already addressed in Section 3.13.2. Double distributions can also have δ-like singularities at
β = 0. Such contributions generate GPDs entirely concentrated in the exclusive region |x| < η and
can be interpreted as isolated mesonic-like states and treated separately. Moreover, we assume
that f(β, α) and, consequently, also d(0, α) vanishes fast enough when it approaches the support
boundary |β| + |α| = 1. By “fast enough” we mean that, when α → ±1, we have |d(0, α)| <
|1 ∓ α|Max(0,αq−1)+ε with ε > 0. Due to the symmetry properties of corresponding DDs with
respect to β, it is sufficient to discuss the region β > 0 only. We also assume that αq < 2 in the
vector and α˜q < 1 in the axial-vector sector to ensure the existence of certain integrals. The latter
inequalities are fulfilled phenomenologically.
The usual parton densities q(β) result from DDs after integration over α (see Eq. (3.228)).
Thus, at small momentum fractions β, the parton densities are given by β−αq
∫ 1
−1 dα dq(0, α).
Then a straightforward calculation shows that the imaginary and real parts of the twist-two CFFs
at leading order behave like [326, 327, 146, 328]
ℑmHq(ξ,∆2;Q2) = Q2q π ξ−αq
∫ 1
−1
dα (1− α)−αqdq(0, α,∆2;Q2) , (5.118)
ℜeHq(ξ,∆2;Q2) = tan
(
(αq − 1)π
2
)
ℑmHq(ξ,∆2;Q2) .
An analogous formula holds for the spin-flip CFF E . Note, that the D-term is not important in
this limit. However, the small-ξ behavior of CFFs can, in principle, be altered by other terms
concentrated at β = 0, i.e., d
n
dβn
δ(β). Such dependence is not excluded so far by sum rules. These
δ(n)(β)-like singularities, convoluted with the hard scattering part yield contributions proportional
to ξ−n−1. Due to a definite cross symmetry of the hard scattering coefficient function, the expo-
nent n of this dependence takes odd (even) values for E (E˜), respectively. Implementing these
considerations, the complete set of asymptotic formulas for small-ξ reads{ ℜe
ℑm
}
Hq(ξ,∆2) =
{− cot (αq π/2)
1
}
N qH(∆
2) ξ−αq(∆
2) , (5.119){ ℜe
ℑm
}
Eq(ξ,∆2) =
{− cot (βq π/2)
1
}
N qE (∆
2) ξ−βq(∆
2) +
{
1
0
}
M qE(∆
2) ξ−2p ,{ ℜe
ℑm
}
H˜q(ξ,∆2) =
{
tan (α˜q π/2)
1
}
N qH˜(∆
2)ξ−α˜q(∆
2) ,{ ℜe
ℑm
}
E˜q(ξ,∆2) =
{
tan(β˜qπ/2)
1
}
N qE˜(∆
2)ξ−β˜q(∆
2) +
{
1
0
}
F qπ (∆
2)
2ξ
+
{
1
0
}
M qE˜ (∆
2) ξ−2p˜−1 ,
where at zero recoil αq(∆
2 = 0) = αq and α˜q(∆
2 = 0) = α˜q = aq coincide with the “Regge
intercepts” of the forward parton distributions (3.339) and (3.341), respectively. The constants
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Figure 43: One-loop coefficient functions for quark and and gluon GPDs in the Compton ampli-
tude.
p, p˜ ≥ 1 are positive integers that reflect the appearance of isolated meson-like states. They provide
the dominant contributions to the spin-flip CFFs and could overwhelm the small-xB behavior of
the spin non-flip CFFs. Note also, that because of the well-constrained dependence at small
and large ξ, and a simple shape of the (partonic) CFFs, one can extend the parametrization
(5.119) in the whole kinematical region of the generalized Bjorken variable by allowing for a
weak ξ-dependence of the normalization N -factors and phases, keeping however the M-factors ξ-
independent. Equations (5.119) for unpolarized H, E and polarized H˜, E˜ GPDs are in agreement
with relations stemming from derivative analyticity for corresponding scattering amplitudes A and
A˜,
ℜeA
s
= tan
(
π
2
d
d ln s
)
ℑmA
s
, ℜeA˜ = tan
(
π
2
d
d ln s
)
ℑmA˜ ,
—even and odd, respectively, under crossing symmetry s↔ u [329, 330]. These are obtained from
dispersion relations by approximating the amplitude with a simple Regge-pole form, A ∼ sαM ,
and resumming the Taylor expansion in logarithms of the energy s, see, e.g., [10].
5.4.3 One-loop corrections to twist-two CFFs
So far the analysis of the Compton amplitudes was carried out in Born approximation. For reliable
phenomenological analyses of experimental observables, one has to know the magnitude of higher
order effects in coupling constant. To match the two-loop evolution of GPDs, analyzed in full in
Section 4, one has to complement it with one-loop corrections to hard coefficient functions.
The next-to-leading coefficient functions C
a[±]
i(1) (5.55) have been found in a number of studies
by computing the one-loop Feynman diagrams shown in Fig. 43. To simplify the presentation, let
us extract the color factors and quark charges from them and split the coefficient functions into
two terms, one of which entirely absorbs the renormalization group logarithm of the hard scale
Q2,
C
q[±]
i(1) (x, ξ, η;Q
2/µ2) ≡ CFQ2q
[
c
q[±]
i(1) (x, ξ, η) + κ
q[±]
i(1) (x, ξ, η) ln
(
Q2/µ2
)]
, (5.120)
C
g[±]
i(1) (x, ξ, η;Q
2/µ2) ≡ 2TF
∑
q
Q2q
[
c
g[±]
i(1) (x, ξ, η) + κ
g[±]
i(1) (x, ξ, η) ln
(
Q2/µ2
)]
. (5.121)
The index i runs here over two values in the even-parity sector i = 1, L and it is i = 1 in the odd-
parity one. One more value is obviously possible: i = T corresponding to the gluon transversity,
i.e., the maximal-helicity sector. The parameter µ2 = µ2
MS
is the renormalization scale in the MS
scheme. Varying it—normally within the range Q2/2 ≤ µ2 ≤ 2Q2—one can achieve minimization
of the one-loop corrections by choosing the optimal value. The reduced coefficient functions are
summarized below for different sectors.
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• Parity-even sector [315, 233, 316, 282]
c
q[−]
1(1)(x, η, ξ) = −
9
2
1
ξ − x −
3 (2x ξ − x2 − η2)
2 (ξ − x) (x2 − η2) ln
(
1− x
ξ
)
+
ξ2 + x2 − 2η2
2 (ξ − x) (x2 − η2) ln
2
(
1− x
ξ
)
+
3x (ξ2 − η2)
(ξ2 − x2) (x2 − η2) ln
(
1− η
ξ
)
+
x (ξ − η) (x2 − 2ηξ − 2η2 − ξ2)
2 (ξ2 − x2) η (x2 − η2) ln
2
(
1− η
ξ
)
+(ξ ↔ −ξ) ,
c
g[−]
1(1)(x, η, ξ) =
4ξ2 − 4x ξ + x2 − η2
2 (x2 − η2)2 ln
(
1− x
ξ
)
− 2ξ
2 − 2x ξ + x2 − η2
4 (x2 − η2)2 ln
2
(
1− x
ξ
)
+
(ξ − η) (x2 − 4ηξ − η2)
2η (x2 − η2)2 ln
(
1− η
ξ
)
− (ξ − η) (x
2 − 2ηξ − η2)
4η (x2 − η2)2 ln
2
(
1− η
ξ
)
+(ξ ↔ −ξ) .
• Parity-odd sector [233, 316, 282]
c
q[+]
1(1)(x, η, ξ) = −
9
2
1
ξ − x +
x2 + 3η2 − 2x ξ − 2ξ2
(ξ − x) (x2 − η2) ln
(
1− x
ξ
)
+
ξ2 + x2 − 2η2
2 (ξ − x) (x2 − η2) ln
2
(
1− x
ξ
)
+
(ξ − η) (ξ2 + 2x2 + 3ηξ)
(ξ2 − x2) (x2 − η2) ln
(
1− η
ξ
)
− (ξ − η) (ξ
2 + x2 + 2ηξ)
2 (ξ2 − x2) (x2 − η2) ln
2
(
1− η
ξ
)
−(ξ ↔ −ξ) ,
c
[+]g
1(1)(x, η, ξ) = −
3x2 + η2 − 4x ξ
2 (x2 − η2)2 ln
(
1− x
ξ
)
− 2x ξ − x
2 − η2
4 (x2 − η2)2 ln
2
(
1− x
ξ
)
(5.122)
− 2x (ξ − η)
(x2 − η2)2 ln
(
1− η
ξ
)
+
x (ξ − η)
2 (x2 − η2)2 ln
2
(
1− η
ξ
)
− (ξ ↔ −ξ) .
• Longitudinal sector [316]
c
q[−]
L(1)(x, η, ξ) = −
2ξ
(x2 − η2) ln
(
1− x
ξ
)
+
2x ξ
η(x2 − η2) ln
(
1− η
ξ
)
+ (ξ ↔ −ξ) ,
c
g[−]
L(1)(x, η, ξ) =
2ξ (ξ − x)
(x2 − η2)2 ln
(
1− x
ξ
)
+
ξ (x2 − 2ηξ + η2)
η (x2 − η2)2 ln
(
1− η
ξ
)
+ (ξ ↔ −ξ) .
• Maximal-helicity sector [73, 74]
cgT (1)(x, η, ξ) = −
1
x2 − η2
{
1 +
ξ2 − η2
ω2(x2 − η2) ln
ξ2 − x2
ξ2 − η2
}
. (5.123)
The functions accompanying the logarithm of the ratio of the hard-to-renormalization scale are
given by the convolution37 of the leading order quark coefficient functions (5.33) with correspond-
ing one-loop evolution kernels (4.37) from Section 4.4.1,
κ
a[∓]
1(1)(x, ξ, η) ∼ Q−2q
∫ 1
−1
dz C
q[∓]
(0) (z, ξ) k
qa,V/A
(
z
η
,
x
η
)
, with a = q, g , (5.124)
37See the following Section 5.5 for details.
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if the mixing is allowed, and have the following explicit form
κ
q[±]
1(1)(x, ξ, η) =
3
2
1
ξ − x +
ξ2 + x2 − 2η2
(ξ − x) (x2 − η2) ln
(
1− x
ξ
)
(5.125)
+
x (ξ − η) (x2 − 2ηξ − 2η2 − ξ2)
(ξ2 − x2) η (x2 − η2) ln
(
1− η
ξ
)
± (ξ ↔ −ξ) ,
κ
g[−]
1(1)(x, ξ, η) = −
2ξ2 − 2x ξ + x2 − η2
2 (x2 − η2)2 ln
(
1− x
ξ
)
(5.126)
−(ξ − η) (x
2 − 2ηξ − η2)
2η (x2 − η2)2 ln
(
1− η
ξ
)
+ (ξ ↔ −ξ) ,
κ
g[+]
1(1)(x, ξ, η) = −
2x ξ − x2 − η2
2 (x2 − η2)2 ln
(
1− x
ξ
)
+
x (ξ − η)
(x2 − η2)2 ln
(
1− η
ξ
)
− (ξ ↔ −ξ) . (5.127)
Other functions are zero
κ
q[−]
L(1)(x, ξ, η) = κ
g[−]
L(1)(x, ξ, η) = κ
g
T (1)(x, ξ, η) = 0 . (5.128)
Notice that in the real-photon limit q22 = 0, relevant for DVCS, all singular logarithmic contri-
butions vanish at least linearly in (ξ − η), supporting the factorizability of the DVCS amplitude.
Therefore, the DVCS coefficient functions are easily obtainable from the above expressions by
setting η = ξ there. Let us point out that recently one-loop coefficient functions due to heavy
flavors propagating in loops were reported in Ref. [331].
In the following section, we will demonstrate a formalism to reconstruct the one-loop coefficient
functions by means of conformal operator product expansion. It avoids explicit loop calculations
and is based on known next-to-leading forward coefficient functions. The presentation will be
rather technical and a practitioner who is interested in final results rather than the use of the
QCD machinery to deduce them, can skip entirely the following Section 5.5.
5.5 Application of conformal operator product expansion
The next-to-leading order coefficient functions for off-forward Compton amplitudes were deduced
in the previous section by an explicit calculation of perturbative one-loop diagrams. However,
instead one could have used implications of the conformal symmetry and avoid any computations
of loop integrals completely. To this end, let us note that in Section 4, we found that the off-
forward evolution kernels at leading order of perturbation theory are defined entirely by the forward
splitting functions. Or in other words, the off-forward kernels are diagonalized by conformal
partial waves—conformal operators—and their eigenvalues are determined solely by the forward
anomalous dimensions of operators without total derivatives. Thus, as we demonstrated in Section
4.7.2 one can unambiguously restore the off-forward evolution kernels from the forward ones.
By the same token, as we will demonstrate in this section, one can reconstruct the off-forward
coefficient functions.
As we explained before, the redefinition of conformal representations by shifting the scale
dimensions of fields, given originally in terms of their canonical mass dimensions, by the anomalous
ones, makes the theory respect conformal covariance. However, the effect of the running of the
gauge coupling inevitably breaks the conformal symmetry. Therefore, supposing the existence of
a nontrivial zero g∗ of the β-function (β(g∗) = 0) a conformaly covariant OPE can be proven to
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exist even for interacting theory. Below we will shortly outline some of the points which are of
relevance for our further discussion.
Instead of constructing the operator product expansion in terms of local Wilson operators,
we can automatically take care of operators with total derivatives by expanding over the basis of
conformal operators. Keeping the Lorentz indices open, the latter read for quarks
O
qq
µ0µ1...µk
=
k∑
ℓ=0
ekℓ(jq) S
µ0...µk
ψ¯ γµ0 i
→
∂µ1 . . . i
→
∂µℓ i
←
∂µℓ+1 . . . i
←
∂µk−ℓ ψ , (5.129)
where the expansion coefficient for a generic conformal spin j field is
ekℓ(j) ≡ (−1)
k−ℓ(4j + k − 2)!(2j − 1)!(2j + k − 1)!
(4j − 2)!ℓ!(k − ℓ)!(k − ℓ+ 2j − 1)!(ℓ+ 2j − 1)! (5.130)
The descendants are obtained by acting with the step-up operators on the above operator
O
qq
k;µ0µ1...µl
≡ [. . . [[Oqqµ0µ1...µk ,Pµk+1],Pµk+2 ], . . .Pµℓ ] , (5.131)
with l Lorentz indices, (l − k) of which are are attached to total derivatives. Contracting the
open Lorentz indices with the light-like vectors nµ we get the conventional definition of the quark
conformal operator
O
qq
kl ≡ nµ0nµ1 . . . nµkOqqk;µ0µ1...µl . (5.132)
We will apply the expansion in terms of the conformal operators to the product of two electromag-
netic currents. As can be seen from our results in Section 5.2.1, for the leading twist contribution
only the transverse components of the Lorentz indices do contribute. The other tensor structures
are suppressed by at least one inverse power of the hard scale. Thus the expansion of a product
of two electromagnetic currents takes the form
j⊥(z)j⊥(0) =
∞∑
k=0
(
1
z2
)dj−tk/2 ∞∑
l=k
ckl (z
−)l+2sqOqqkl (0) , (5.133)
where dj = 3 is the mass dimensional of the electromagnetic current, tk = dk − k − 2sq = 2 is
the twist of the composite operator Oqqkk and sq = 1/2 is the spin of the quark. Actually, one
can resum the infinite series with respect to l. To this end one has to deduce a recursion relation
for the expansion coefficients ckl. Acting on the left-hand side of Eq. (5.133) with the step-down
conformal boost operator, we get
[j⊥(z)j⊥(0),K
−] = i
(
2djz
− − z2∂− + 2z−zµ∂µ
)
j⊥(z)j⊥(0)
≃ 2i
∞∑
k=0
(
1
z2
)dj−tk/2 ∞∑
l=k
(jk + l − k)ckl (z−)l+2sq+1Oqqkl . (5.134)
While applying K− on the right-hand side of the equality (5.133), we find
[j⊥(z)j⊥(0),K−] ≃ −2
∞∑
k=0
(
1
z2
)dj−tk/2 ∞∑
l=k
(l − k + 1)(2jk + l − k)ck l+1 (z−)l+2sq+1Oqqkl , (5.135)
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where we have used the covariant transformation law for conformal operators established in Eq.
(4.135). Here jk = 2jq + k is the conformal spin of the conformal operator O
qq
kl . By comparing
both sides of the equation, we can get the following recursion relation
ck l+1 = −i (jk + l − k)
(l − k + 1)(2jk + l − k)ckl ,
the solution to which is given by
ckl = (−i)l−k Γ (jk + l − k)Γ (2jk)
(l − k)!Γ (2jk + l − k)Γ (jk)ckk . (5.136)
Substituting these coefficients into (5.133) one can resum contributions of total derivatives, Oqqkl =
(i∂+)l−kOqqkk, with the result
j⊥(z)j⊥(0) =
∞∑
k=0
ckk
Γ (2jk)
Γ 2(jk)
(
1
z2
)dj−tk/2
(z−)k+2sq
∫ 1
0
du (uu¯)jk−1Oqqkk(uz
−) , (5.137)
which constitutes the conformal operator product expansion [332]. Note that the right-hand side
can be expressed in terms of the confluent hypergeometric function 1F1. Now sandwiching this
expression between off-forward hadronic states and transforming it into the momentum space, we
find the Compton amplitudes
T⊥⊥ = i
∫
d4z eiq·z+i∆·z/2〈p2|T {j⊥(z)j⊥(0)}|p1〉 (5.138)
=
∞∑
k=0
c′k
(
µ2
Q2
)2−dj+tk/2 ∫ 1
0
du (uu¯)jk−1
(
1− η
ξ
(1− 2u)
)dj−k−tk/2−3
ξ−k−1 Fqk(η) ,
as an expansion in terms of the Gegenbauer moments of the quark GPDs (4.243). Here µ2
is the normalization scale. So far the analysis was performed in noninteracting theory, i.e., in
tree approximation. By switching on strong interactions, the conformal spin and the canonical
dimensions get shifted by anomalous dimensions, since the canonical dimension of conformal
operators Oqqkk changes accordingly (cf. Sections 4.9.2 and 4.10.2)
dcank → dk = k + 2dq + γqqk (αs) .
The expansion coefficients c′k are promoted to functions of the coupling constant αs which are
related to the Wilson coefficients of deeply inelastic scattering. Apart from already present at tree
level quark operator matrix elements, the amplitude also acquires gluon operators starting from
one-loop order. From the above result for the Compton amplitude we can read off the expression
for the Compton form factors. For instance, for the quark contribution to the Compton form
factor F1(ξ, η) one immediately finds
F1(ξ, η) =
∑
k
σkc
DIS
k (αs)
2k+2B(k + 1, k + 2)
B(k + 2 + γqqk /2, k + 2 + γ
qq
k /2)
(
µ2
Q2
)γk/2
(5.139)
×
∫ 1
0
du (uu¯)k+1+γ
qq
k /2
(
1− η
ξ
(1− 2u)
)−k−1−γqqk /2
ξ−k−1 F̂qk(η) ,
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where σk ≡ 12 [1+(−1)k+1], B(a, b) = Γ (a)Γ (b)/Γ (a+b) is the Euler beta function and F̂qk define the
conformally covariant moments (4.213), which renormalize autonomously at the conformal point
β(g∗) = 0. Due to the normalization condition (4.227), these conformally covariant operators
coincide with ordinary conformal operators at low normalization point µ0, i.e., F̂
q
k(µ0) = F
q
k(µ0).
Therefore, below we will display all equations at µ0 so that to avoid the hat-symbol on top of
moments. Analogously in the parity-odd Compton form factor F˜1, one replaces σk by σk+1 and
F by F˜. Also one trades the DIS unpolarized Wilson coefficient cDISk by the one of polarized
scattering. Obviously, at leading order, γqqk = 0 and ck = 1. This reproduces the normalization
accepted before. Obviously, in the forward case it reduces to the conventional expansion of the
structure function in the unphysical region xB > 1,
F1(ξ = xB, η = 0) = F1(xB) =
∑
k
σk
xk+1B
〈p|ψ¯γ+(i∂+)kψ(0)|p〉 . (5.140)
where we limited the perturbative expansion to leading order only.
Let us demonstrate how to use the conformal operator product expansion in order to find one-
loop off-forward coefficient functions [252, 233], which were computed above making use of the
standard Feynman rule formalism. For demonstration purposes, let us use the odd-parity gluon
sector. By expanding the prediction of the conformal operator product expansion (5.139) to first
order in the strong coupling constant
F˜1(ξ, η) = F˜ (0)1 (ξ, η) +
αs
2π
F˜ (1)1 (ξ, η) +O(α2s) , (5.141)
we obtain for the next-to-leading correction in this sector
F˜ (1)1 (ξ, η) =
∑
q
Q2q
∑
k
σk+1
Nf
{
c˜qg(1)k − 12γqg;A(0)k ln
(
Q2
µ2
)
+ 1
2
γqg;A(0)k
d
d̺
}∣∣∣∣
̺=0
(5.142)
× 2
kB(k + 1, k + 2)
B(k + 2 + ̺, k + 2 + ̺)
∫ 1
0
du(uu¯)k+1+̺
(
1− η
ξ
(1− 2u)
)−k−1−̺
ξ−k−1 F˜gk(η) ,
with conformally covariant moments of the gluon GPD coinciding with conventional conformal
moments at low normalization point were defined in Eq. (4.284). Note that the factor 4 in F˜gk
(4.284) explains the relative normalization of Eqs. (5.139) and (5.142). The forward Wilson
coefficient function in Eq. (5.142) is [98, 333]
c˜qg(1)k =
6
k
∫ 1
0
dx xj 2TFNf
[
(2x− 1) ln 1− x
x
+ 3− 4x
]
= 1
2
γqg;A(0)k [ψ(k + 1)− ψ(1) + 1] . (5.143)
Here we have multiplied the forward coefficient function with the factor 6/k taking into account
the difference in the normalization of Wilson and conformal operators (see Eq. (4.166)). The
above prediction from the operator product expansion consists of two terms,
F˜ (1)1 (ξ, η) = F˜ (1),ev1 (ξ, η) + F˜ (1),cf1 (ξ, η) , (5.144)
—the correction due to renormalization group evolution of conformal operators F˜ (1),ev1 and the
next-to-leading order correction to the coefficient function F˜ (1),cf1 . While the second one is the
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quantity in question, the former was already found in our earlier discussion of the evolution of
GPDs. It reads
F˜ (1),ev1 (ξ, η) =
∑
q
C
q[+]
(0) (x, ξ)⊗
1
8Nf
{
Φqg;A(1) (x, y, η)−Kqg;A(0) (x, y, η) ln
(
Q2
µ2
)}
⊗F˜ g(y, η) . (5.145)
Here to simplify formulas, we used the convention for the convolution
τ1(x, y)⊗ τ2(y, z) ≡
∫
dy τ1(x, y)τ2(y, z) .
The correction to the eigenfunction of the next-to-leading evolution equation reads
Φqg;A(1) (x, y, η) = (1− diag)S(x, z)⊗Kqg;A(0) (z, y, η) . (5.146)
It reproduces the result for conformal operators when one form Gegenbauer moments with it (see
Eqs. (4.196) and (4.224)). The shift operator is defined as
S(x, y)⊗ w(y|ν)Cνk (x) ≡
d
d̺
∣∣∣∣
̺=0
w(y|ν + ̺)Cν+̺k (x) ,
while the subtraction of the diagonal contribution in the basis of conformal operators yields for a
test function τ(x, u)
Cνk (x)⊗ (1− diag)τ(x, y) =
k∑
l=0
(τkl − τkkδkl)Cνk (y) .
Expanding Eq. (5.145) in conformal partial waves, we find
F˜ (1),ev1 (ξ, η) =
∑
q
Q2q
∑
k
σk+1
2Nf
γqg;A(0)k
{
d
d̺
− ln
(
Q2
µ2
)}∣∣∣∣
̺=0
(5.147)
× 2
kB(k + 1, k + 2)
B(k + 2 + ̺, k + 2 + ̺)
∫ 1
0
du(uu¯)k+1+̺
(
1− η
ξ
(1− 2u)
)−k−1
ξ−k−1 F˜gk(η) .
Using Eq. (5.144) to solve for F (1),cf1 one finds from the difference of the conformal operator product
expansion (5.142) and next-to-leading evolution corrections F (1),ev1 the one-loop correction to the
coefficient function
F˜ (1),cf1 (ξ, η) = Cg[+]1(1) (x, ξ, η; 1)⊗ F˜ g(x, η) =
∑
q
Q2q
∑
k
σk+1
Nf
{
c˜qg(1)k +
1
2
γqg;A(0)k
d
d̺
}∣∣∣∣
̺=0
(5.148)
×2
kB(k + 1, k + 2)
B(k + 2, k + 2)
∫ 1
0
du(uu¯)k+1
(
1− η
ξ
(1− 2u)
)−k−1−̺
ξ−k−1 F˜gk .
The resummation of this series is straightforward and gives the next-to-leading coefficient function
in the form of a convolution38,
C
g[+]
1(1) (y, ξ, η; 1) =
∑
q
Q2q
1− ln
(
1− x
ξ
)
ξ − x− i0 +
1− ln
(
1 + x
ξ
)
ξ + x− i0
⊗ 18NfKqg;A(0) (x, y, η) . (5.149)
Evaluating the integrals we indeed reproduce the result for the off-forward coefficient function
(5.122), computed before by means of Feynman diagrams. Presently we deduced it without any
loop-integrals calculation but merely relying on the conformal symmetry.
38The presence of the logarithm in the coefficient function can be easily understood since lnx
x
= − d
d̺
|̺=0x−1−̺.
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5.6 Target mass corrections
The leading-twist approximation to hard processes in QCD is affected both by radiative correc-
tions in the strong coupling constant and higher twist power suppressed contributions. The former
were addressed in preceding sections. In case when the energy scale of the reaction turns out to
be rather low, Q2 ∼ 2− 4 GeV2, one has to take care of power suppressed effects since they mod-
ify significantly the scaling behavior of corresponding cross sections. Power corrections can be
divided into two classes according to their origin: dynamical and kinematical. The dynamical cor-
rections reflect multiparton correlations inside hadrons [334], i.e., new information not contained
in the leading-twist distributions. The kinematical corrections include the power-suppressed con-
tributions which can be expressed in terms of the twist-two functions. We already discussed the
Wandzura-Wilczek type contributions [314] arising from separation of composite operators into
components with definite symmetry properties with respect to the Lorentz group. Another promi-
nent class accommodates target mass corrections [335]. They stem from the subtraction of traces
in Wilson operators possessing a well defined geometrical twist.
In this section, we describe a formalism for resummation of the target mass corrections for the
virtual Compton scattering amplitude. Since the present day studies of DVCS involve momentum
transfers of the order of a few GeV, the ratio of the nucleon mass to the momentum transfer can
produce corrections as large as 30% to the leading twist massless results. Despite being suppressed
by an extra power of the hard momentum scale, the target mass corrections can still compete at
available energies with twist-three effects. There exists a standard formalism [335] for resumming
target mass corrections in deeply inelastic scattering (see also [336] for an earlier first discussion
of the topic). However, it is not readily applicable to off-forward processes since new towers of
Lorentz structures develop in matrix elements of local operators and they cannot be handled
in a fashion proposed in [335]. A discussion of mass effects in exclusive processes with simpler
kinematics of distribution amplitudes can be found in Ref. [337].
To resum infinite series of mass corrections, it is again more efficient to use double distributions
hq(β, α,∆2) from Section 3.8.3 rather than GPDs F q(x, η,∆2) [339]. This allows one to represent
all-order results in a compact fashion. Once this is accomplished, one can use the inverse Radon
transformation (3.238) to express DDs in terms of GPDs. Regretfully, this step can hardly be
used for successful phenomenological applications. However, each term in the expansion of the
resummed expressions in powers of (M2/Q2)
j
can be straightforwardly cast in the conventional
language of GPDs. The formalism is described in the following two sections, and as a demon-
stration, we resum target mass effects resulting from trace terms of twist-two operators. The
restriction to leading twist approximation in the Compton amplitude leads to the violation of
electromagnetic gauge invariance as we described at length in Section 5.2. The problem of resum-
ming mass effects stemming from higher twist operator matrix elements was not addressed in the
literature so far. Therefore, it might be premature to use presently derived results for numerical
evaluation of the magnitude of hadronic mass effects in physical cross sections.
5.6.1 Twist decomposition and harmonic polynomials
The goal of the present section is to construct the operator product expansion for the off-forward
Compton amplitude (5.2) taking the entire tower of target mass corrections into account. Since
the latter originate from the trace subtraction in the definition of the local Wilson operators
(3.107), the effects will be thus entirely kinematical in nature. Hence, we can neglect dynamical
higher twists stemming from multiparticle operators and restrict our attention to two-particle
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contributions only. In this approximation, the Fourier transformed two-photon amplitude is given
by
T µν =
1
π2
∑
q
Q2q
∫
d4z
zσ
[−z2 + i0]2 〈p2| cos (z · q)S
µν;ρσOqqρ (−z/2, z/2)
+ sin (z · q) εµνρσO˜qqρ (−z/2, z/2) |p1〉 , (5.150)
where Oqqρ and O˜qqρ are defined in Eqs. (3.10) and (3.11), respectively. Presently, we will keep the
separation zµ between the quark fields non-light-like.
To solve the problem, we have to extract the increasing-twist traceless components from the
contributing operators. Such a procedure was designed in Section 5.3.1 for light-like interquark
separations z2 = 0. Since the latter condition is lifted now, the twist separation has to be modified.
The general strategy is the following. Since a transparent formalism can be devised in terms of
local Wilson operators, we expand first the non-local operators Oqqρ and O˜qqρ in Taylor series, e.g.,
for the even parity sector,
Oqqρ (−z, z) =
∞∑
j=0
(−i)j
j!
zµ1 . . . zµjOqqρµ1...µj (0) ≡
∞∑
j=0
(−i)j
j!
Oqqρ;j(0) , (5.151)
with
Oqqρµ1...µj (0) = ψ¯qγρ i
↔Dµ1 . . . i
↔Dµj ψq . (5.152)
In terms of local operators, it is straightforward to symmetrize and antisymmetrize the open
Lorentz index ρ with the rest, as we already demonstrated in Section 5.3.1. Therefore, we can
decompose the original operator Oqqρ (−z, z) into its symmetric and antisymmetric components,
Oqqρ (−z, z) = Oqq,symρ (−z, z) +Oqq,asymρ (−z, z) . (5.153)
When expanded in Taylor series of the type (5.151), they generate a tower of Wilson operators
(cf. (3.107) and (5.65))
Oqq,symρ;j = zµ1 . . . zµj ψ¯qγ{ρi
↔Dµ1 . . . i
↔Dµj} ψq , (5.154)
Oqq,asymρ;j =
2j
j + 1
zµ1 . . . zµj ψ¯γ[ρi
↔D{µ1] . . . i
↔Dµj} ψq . (5.155)
The curly {· · ·} and square [· · ·] brackets denote the symmetrization and antisymmetrization of the
corresponding Lorentz indices (including the combinatoric factors), respectively. Notice that the
symmetrization is performed without the trace subtraction. Obviously, if one neglects dynamical
twist-four and higher effects, one has zρOqqρ (−z, z) = zρOqq,symρ (−z, z) and the same holds true for
local operators. The symmetric Wilson operators can be concisely represented as
Oqq,symρ;j =
1
j + 1
∂
∂zρ
zσOqqσ;j , Oqqρ;j ≡ zµ1 . . . zµjOqqρµ1...µj . (5.156)
The same formulas are valid in the axial sector O˜qqρ .
As a next step, we subtract traces from Oqq,symρ and Oqq,asymρ , thus rewriting the decomposition
(5.153) in the form
Oqqρ (−z, z) = R2,qqρ (−z, z) +R3,qqρ (−z, z) +Rr,qqρ (−z, z) , (5.157)
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which then gives definite twist-two R2,qqρ and twist-three R3,qqρ operators. Even higher twist op-
erators are encoded in Rr,qqρ . A systematic construction of traceless operators can be effectively
achieved making use of the concept of the so-called harmonic polynomials [340]. The construction
of harmonic polynomials goes as follows. A rank-j (not necessarily symmetric and definitely not
traceless) tensor Tµ1...µj is contracted first with j four-vectors z
µ,
Tj(z) ≡ zµ1 . . . zµjTµ1...µj . (5.158)
The traceless tensor T¯µ1...µj
T¯j(z) = z
µ1 . . . zµj T¯µ1...µj = z
µ1 . . . zµj S
µ1...µj
Tµ1...µj , (5.159)
is built from (5.158) by means of the operation S introduced in Section 3.1. However, so far we
did not have its algebraic definition. This is accomplished by noticing that T¯j(z) satisfies the
condition [340]
2T¯j(z) = 0 , 2 ≡ ∂
∂zµ
∂
∂zµ
. (5.160)
Then, the traceless and symmetric tensor T¯µ1...µj can be represented as a polynomial Hj of the
j-th order in the variable z22 acting on Tj(z)
T¯j(z) = H
j
(
z2,2
)
Tj(z) . (5.161)
Substituting (5.161) into (5.159) one finds the explicit expression for the polynomials [340, 230, 338]
Hj
(
z2,2
)
=
[j/2]∑
k=0
Γ (j − k + 1)
k!Γ (j + 1)
(
−z
2
2
4
)k
, (5.162)
which are dubbed harmonic polynomials.
For the case at hand, the tensor Tµ1...µj is given by the local Wilson operator (5.152). It is
important to realize that the derivatives ∂/∂zµ in Eq. (5.161) act on the coordinates zµ which are
contracted with the tensor indices of the operator in question and not on the quark fields39. Com-
pared to the example (5.158), the operators Oqqρµ1...µj possess an open Lorentz index ρ. Therefore,
the equation defining the harmonic polynomials has to be complemented by yet another one. The
tracelessness condition now reads
2Rτ,qqρ;j = 0 ,
∂
∂zρ
Rτ,qqρ;j = 0 , (5.163)
for each twist τ = 2, 3. Straightforward algebra yields the decomposition (cf. (5.64))
Oqqρ;j = R2,qqρ;j +
2j
j + 1
R3,qqρ;j +Rr,qqρ;j , (5.164)
with the traceless twist-two and -three operators [338, 339]
R2,qqρ;j =
1
j + 1
∂
∂zρ
Hj+1
(
z2,2
)
zσOqqσ;j , j ≥ 0 , (5.165)
R3,qqρ;j =
1
2j
[
gρσz
µ ∂
∂zµ
− zσ ∂
∂zρ
] [
gστ − 1
j + 1
zσ
∂
∂zτ
]
Hj
(
z2,2
)Oqqτ ;j , j ≥ 1 , (5.166)
39This is, by the way, the reason that we write the derivatives as ∂/∂zµ rather than ∂µ.
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and the remainder being
Rr,qqρ;j =
1
j + 1
{
∂
∂zρ
[
1−Hj+1 (z2,2)] zσ + [gρσzµ ∂
∂zµ
− zσ ∂
∂zρ
] [
1−Hj (z2,2)]
+
1
j + 1
[
zρz
µ ∂
∂zµ
− z2 ∂
∂zρ
]
∂
∂zσ
Hj
(
z2,2
)}Oqqσ;j .
It is an easy task to check that the operators Rτ,qqρ;j (τ = 2, 3) are indeed traceless. To this end,
one uses
2Hj
(
z2,2
)Oqqµ;j = 0
and the Euler theorem
zν
∂
∂zν
∂
∂zµ
Hj
(
z2,2
)Oqqµ;j = (j − 1) ∂∂zµHj (z2,2)Oqqµ;j .
When we set z2 = 0 in these equations, we reproduce the earlier results given in Eqs. (3.107) and
(5.65). The operator Rr,qq generates effects proportional to the total derivative squared ∂2 as well
as multiparticle operators
Rr,qqρ;j ∼ −∂2R2,qqρ;j + multiparticle operators .
The latter are not included into our consideration as we pointed out at the beginning of this
section. When Rr,qqρ;j is sandwiched between states with different momenta, the total derivative
term produces contributions proportional to the momentum transfer squared ∆2. Limiting our
present analysis to the situation M2 ≫ |∆2|, with M2 being the hadron mass, we will also neglect
the latter in what follows (see, however, Appendix L).
5.6.2 Spin-zero target
After these preliminary remarks, let us turn to the discussion of the general framework for the
resummation of kinematical mass corrections. Up to now, the problem was addressed at leading
twist only [289]. Unfortunately, as we described in detail in Section 5.2.1, this approximation
violates the electromagnetic gauge invariance. Since the target mass corrections stemming from
higher twist terms are not available, we restrict our present consideration to the leading twist
sectors only. The major steps in performing the resummation are: parametrization of off-forward
matrix elements of symmetric local operators in terms of moments of DDs, subtraction of traces
using the harmonic projectors Hj, subsequent Fourier transformation to the momentum space
and, finally, resummation of infinite series.
To illustrate the main features of the formalism, we consider a spinless target. As before, to
leading twist accuracy only matrix elements of the parity even operators are relevant in this case.
To evaluate them, we perform as a first step the form factor decomposition of the symmetric quark
operator as follows
〈p2|Oqq,symρµ1···µj |p1〉 = p{ρpµ1 · · · pµj}Hqj+1,0 + · · ·+∆{ρ∆µ1 · · ·∆µj}Hqj+1,j+1 + . . . , (5.167)
where {· · ·} denotes as usual the symmetrization. The ellipsis stands for terms containing the
metric tensor, which disappear when we subsequently apply the harmonic polynomial Hj to this
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expression. After the projection via Eq. (5.165), one gets
〈p2|R2,qqρ;j |p1〉 =
1
j + 1
∂ρH
j+1
(
z2,2
) j+1∑
k=0
(z · p)j+1−k (z ·∆)kHqj+1,k (5.168)
= zµ1 . . . zµj S
ρµ1...µj
{
pρpµ1 . . . pµjH
q
j+1,0 + · · ·+∆ρ∆µ1 . . .∆µjHqj+1,j+1
}
.
The first line gives a compact expression for the subtracted operator, which is extremely convenient
for further derivations, and is the basis of the formalism.
On the other hand, we can project out the twist-two operator from Eq. (5.167) by contracting
all Lorentz indices with the light-like vector nµ. After such a projection, the trace terms disappear.
This observation suggests that the coefficients Hqj+1,k in front of the Lorentz tensors are related
to the reduced matrix elements of the light-cone operators and can be represented in terms of the
moments of conventional leading twist GPDs or DDs via (cf. Eq. (3.231))
Hqj,k =
1
k!
∂k
∂ηk
∣∣∣∣
η=0
∫ 1
−1
dx xj−1Hq(x, η) =
(
j
k
)∫
Ω
dβ dα βj−kαkhq(β, α) (5.169)
where 0 ≤ k ≤ j, 1 ≤ j. Consequently, the parametrizations40 of the matrix element of the
non-local symmetric operator Oqq,symρ and the light-ray operator R2,qqρ coincides up to terms pro-
portional to zρ, ∆
⊥
ρ or z
2:
〈p2|Oqq,symρ (−z, z)|p1〉 =
∫
Ω
dβ dαhq(β, α)Pρ e−iz·P + . . . , (5.170)
where Pµ ≡ βpµ + α∆µ.
Now, it easy to perform the resummation of matrix elements of traceless local operators.
Substitution of Eq. (5.169) into Eq. (5.168) yields
〈p2|R2,qqρ;j |p1〉 =
∫
Ω
dβ dαhq(β, α)
1
j + 1
∂ρH
j+1
(
z2,2
)
(z · P)j+1 . (5.171)
The action of the harmonic polynomials on the scalar product standing to its right generates
conventional Chebyshev polynomials (4.254), which form an irreducible representation of the or-
thogonal group SO(4) [340], i.e., the Euclidean Lorentz group,
Hj
(
z2,2
)
(z · P)j =
(
z2P2
4
)j/2
Uj
(
z · P√
z2P2
)
. (5.172)
Since a typical contribution of twist-two Wilson operators to the Compton amplitude (5.150)
has the form ∫
d4z eiz·q
zσ
[−z2]k 〈p2|R
2,qq
ρ;j |p1〉 = 〈p2|R2,qqρµ1...µj |p1〉
∫
d4z eiz·q
zσzµ1 . . . zµj
[−z2]k ,
the Fourier transformation can be done using the following formula∫
d4zeiz·q
zµ1 . . . zµj
[−z2]k = (−i)
j+124−2k+jπ2
Γ (2− k + j)
Γ (k)
qµ1 . . . qµj
[−q2]2−k+j ,
40As discussed in Section 3.8.1, this is an example of the DD parametrization by a single function [146].
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which is a generalization of Eq. (G.21). Here on the right-hand side of the equality, we dropped
all terms involving the metric tensor gµiµk , since they vanish when contracted with the traceless
tensor R2,qqρµ1...µj . This yields∫
d4zeiz·q
zσ
[−z2]2
zµ1
2
. . .
zµj
2
〈p2|R2,qqρµ1...µj |p1〉
= ij+2π2Γ (j + 1)
1
q2
Πσµ1
qµ2
q2
. . .
qµj
q2
〈p2|R2,qqρµ1...µj |p1〉 , (5.173)
where we introduced a tensor
Πµν ≡ gµν − 2
q2
qµqν , ΠµρΠρν = gµν . (5.174)
Assembling all results together, we find the contribution of the twist-two operators to the Compton
amplitude (5.150)∫
d4xeiz·q
zσ
[−z2]2 〈p2|R
2,qq
ρ
(−z
2
, z
2
) |p1〉
= 2π2
{
qσ
q2
∞∑
j=0
〈p2|R2,qqρ[j] |p1〉 −
1
2
Πστ
∂
∂qτ
∞∑
j=1
1
j
〈p2|R2,qqρ[j] |p1〉
}
. (5.175)
Here we have used a new convention
R2,qqρ[j] =
qµ1
q2
. . .
qµj
q2
R2,qqρµ1...µj , (5.176)
for contraction of the twist-two local operatorsR2,qq with the four-vectors qµ/q2 and also exploited
the identity
∂
∂ qσ
q2
= q2Πστ
∂
∂qτ
.
To evaluate the sums in (5.175), we substitute (5.172) in (5.171) and replace zµ by qµ/q
2. This
gives the local traceless matrix elements 〈p2|R2,qqρ[j] |p1〉 in terms of the Chebyshev polynomials.
The summation in Eq. (5.175) can now be done with the help of the generating function for the
Chebyshev polynomials (4.254)
GU(a, b) ≡
∞∑
j=0
ajUj(b) = (1− 2ab+ a2)−1 . (5.177)
The required j-dependent coefficient in the series is obtained by integrating both sides of the
equation with appropriate weights. In this way one obtains the sums needed for calculation of
(5.175),
∞∑
j=0
aj+1
(j + 1)
Uj+1(b) =
∫ a
0
da′
a′
(GU(a
′, b)− 1) , (5.178)
∞∑
j=1
aj+1
j(j + 1)
Uj+1(b) =
∫ a
0
da′
∫ a′
0
da′′
(a′′)2
(GU(a
′′, b)− 1− 2a′′b) .
222
Here a = 1
2
√P2/q2 and b = q · P/√q2P2. This immediately leads to
∞∑
j=0
〈p2|R2,qqρ[j] |p1〉 = q2Πρτ
∂
∂qτ
∫
Ω
dβ dαhq(β, α) (5.179)
×
{
1−√1 +M2
2
√
1 +M2 ln
(
1 +
1−√1 +M2
2Ξ
)
− 1 +
√
1 +M2
2
√
1 +M2 ln
(
1 +
1 +
√
1 +M2
2Ξ
)}
,
∞∑
j=1
1
j
〈p2|R2,qqρ[j] |p1〉 = −q2Πρτ
∂
∂qτ
∫
Ω
dβ dαhq(β, α)
×
{
1
Ξ
+
1−√1 +M2
2
√
1 +M2
(
1 +
1−√1 +M2
2Ξ
)
ln
(
1 +
1−√1 +M2
2Ξ
)
−1 +
√
1 +M2
2
√
1 +M2
(
1 +
1 +
√
1 +M2
2Ξ
)
ln
(
1 +
1 +
√
1 +M2
2Ξ
)}
, (5.180)
where we introduced the variables
Ξ ≡ Q
2
q · P =
ξ
β + ηα
, M2 ≡ Q
2P2
(q · P)2 = Ξ
24M
2β2
Q2
{
1− ∆
2
4M2
(
1− α
2
β2
)}
. (5.181)
After inserting (5.179) and (5.180) into Eq. (5.175) one should perform differentiation with
respect to qµ, which is done by means of the formula for a test function τ
q2Πµν
∂
∂qν
τ
(M2, Ξ) = {2M2 (qµ + ΞPµ) ∂
∂M2 −Pµ
∂
∂Ξ−1
}
τ
(M2, Ξ) . (5.182)
Finally, one needs to contract the resulting equation with the tensor Sµν;ρσ to get the hadronic
tensor
T 2µν =
∑
q
Q2q
∫
Ω
dβ dαhq(β, α)
{
−
(
gµν − qµqν
q2
)
C1 + 1
q · P
(
Pµ + qµ
Ξ
)(
Pν + qν
Ξ
)
C2
}
, (5.183)
with mass-dependent coefficient functions
C1 = 4Ξ −M
2 (1− Ξ)
Ξ [4Ξ(1 + Ξ)−M2] +
M2 (2Ξ −M2)
4Ξ (1 +M2)3/2
ln
(
1−√1 +M2 + 2Ξ
1 +
√
1 +M2 + 2Ξ
)
+ (Ξ → −Ξ) ,
C2 = 4Ξ −M
2 (1− Ξ)
(1 +M2) [4Ξ(1 + Ξ)−M2] +
3M2 (2Ξ −M2)
4 (1 +M2)5/2
ln
(
1−√1 +M2 + 2Ξ
1 +
√
1 +M2 + 2Ξ
)
(5.184)
− (Ξ → −Ξ) .
To pick up the correct sheet of the Riemann surface for the logarithm, it is necessary to restore
the suppressed Feynman prescription Q2 → Q2 − i0 in (5.173). In the forward limit, Eq. (5.183)
coincides with the well-known result [335]. As expected the current conservation is fulfilled in
the forward case but violated for off-forward kinematics. The leading order massless (generalized)
Callan–Gross relation [345] C2 = ΞC1 is also broken by target mass corrections.
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5.6.3 Spin-one-half target
In case of a spin-one-half target, the matrix elements 〈p2|R2,qqρ;j |p1〉 are represented in terms of the
vectors p, ∆ and a set of (independent) Dirac bilinears, characterizing the spin content of the
target. It is convenient to use the same Dirac structures hρ, b and h˜ρ, b˜ as previously in Section
3.5.2 in order to exploit the scalar sector analyzed above. Thus, the matrix element of, e.g., vector
operator is parametrized according to
〈p2|Oqq,symρµ1...µj |p1〉 = h{ρpµ1 · · · pµj}Aqj+1,0 + · · ·+ h{ρ∆µ1 · · ·∆µj}Aqj+1,j (5.185)
+
b
2MN
{
p{ρpµ1 · · · pµj}Bqj+1,0 + · · ·+∆{ρ∆µ1 · · ·∆µj}Bqj+1,j+1
}
+ . . . ,
where again the ellipses denote terms proportional to the metric tensor, which do not contribute
to harmonic projections. The non-local twist-two vector operator is given by
〈p2|R2,qqρ (−z, z)|p1〉 =
∫
Ω
dβ dα
{
hqA(β, α) h · ∂P + hqB(β, α)
b
2MN
P · ∂P
}
(5.186)
×∂ρ
∞∑
j=0
(−i)j
j!(j + 1)2
(
z2P2
4
)(j+1)/2
Uj+1
(
z · P√
z2P2
)
,
in terms of DDs introduced in Section 3.8.3. Here we have generated the factor of z in h · z by the
differentiation with respect to P. The same trick was done with the b form factor for the purpose
of a uniform representation. The same equation holds for the axial operator.
The Fourier transform and the resummation are done in the same vein as for a spinless target,
and the result is
T 2µν =
∑
q
Q2q
∫
Ω
dβ dα
{(
h˜qA(β, α) h˜ · ∂P + h˜qB(β, α)
b˜
2MN
P · ∂P
)
i
q · P εµνρσqρPσ C˜1 (5.187)
+
(
hqA(β, α) h · ∂P + hqB(β, α)
b
2MN
P · ∂P
)
×
(
−
(
gµν − qµqν
q2
)
C1 + 1
q · P
(
Pµ + qµ
Ξ
)(
Pν + qν
Ξ
)
C2
)}
,
with massive coefficient functions
C1 = [2Ξ (1 + 2M
2)−M4]L−
4Ξ (1 +M2)3/2
− L+
2 (1 +M2) −
M2 L
2 (1 +M2)3/2
+ (Ξ → −Ξ) ,
C2 = [2Ξ (1 + 4M
2)− 3M4]L−
4 (1 +M2)5/2
− Ξ(1− 2M
2)L+
2 (1 +M2)2 −
3ΞM2L
2 (1 +M2)5/2
− (Ξ → −Ξ) ,
C˜1 = L−
2 (1 +M2)1/2
− L+
2 (1 +M2) −
M2L
2 (1 +M2)3/2
+ (Ξ → −Ξ) , (5.188)
expressed via
L± ≡ ln 1−
√
1 +M2 + 2Ξ
2Ξ
± ln 1 +
√
1 +M2 + 2Ξ
2Ξ
,
L ≡ Li2
(
−1−
√
1 +M2
2Ξ
)
− Li2
(
−1 +
√
1 +M2
2Ξ
)
logarithms and Euler dilogarithms Li2(x) = −
∫ x
0
dy
y
ln(1− y).
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5.6.4 Twist-four mass corrections
As we mentioned earlier, the resummed mass corrections can be expressed in terms of GPDs by
means of the inverse Radon transform (3.238), which however involves them in unphysical regions
of the momentum space. Hence, this step does not prove useful in phenomenological applications.
However, every term in the mass expansion, M2/Q2, can be easily converted into the conventional
representation with GPDs involved only in the region of their support. Let us demonstrate this for
the expanded Compton form factor F1 for a (pseudo) scalar target (5.184). To the first non-trivial
order, i.e., to O (M4/Q4) accuracy, the latter reads in the DD form
F1 ≈
∑
q
Q2q
∫
Ω
dβ dαhq(β, α)
{(
C
(0)
1
(
Ξ−1 − i0)+ C(0)1 (−Ξ−1 − i0))
+
M2
Q2
β2Ξ2
(
C
(1)
1
(
Ξ−1 − i0)+ C(1)1 (−Ξ−1 − i0))} .
Here in the approximation M2 ≫ ∆2, we set
M2 ≈ 4M
2
Q2
β2Ξ2
and introduced the mass-independent coefficient functions
C
(0)
1
(
Ξ−1
)
= − (1 + Ξ)−1 , C(1)1
(
Ξ−1
)
= (1 + Ξ)−2 + 2 ln
(
Ξ
1 + Ξ
)
.
To switch from the DD to the usual GPD representation, we need the following general result∫
Ω
dβ dα
{
αn
βn
}
C (Ξ−1)hq(y, z) (5.189)
=
∫
dx C
(
x
ξ
)∫
dy V
(n)
1 (x, y)
{
∂n
∂ηn∏n−1
k=0
(
−y ∂
∂y
− η ∂
∂η
− k
)}Hq(y, η) ,
where the kernels are expressed in terms of generalized step-functions (G.105),
V
(n)
1 (x, y) =
(y − x)n−1
(n− 1)! ϑ
0
11(x, x− y) . (5.190)
Substituting these expressions back into Eq. (5.189) yields
F1 ≈
∑
q
Q2q
∫ 1
−1
dx
∫ 1
−1
dy
{(
C
(0)
1
(
x
ξ
− i0
)
+ C
(0)
1
(
−x
ξ
− i0
))
δ(x− y) (5.191)
− M
2
Q2
(
C
(1)
1
(
x
ξ
− i0
)
+ C
(1)
1
(
−x
ξ
− i0
))
V
(2)
1 (x, y)
(
y
∂
∂y
+ η
∂
∂η
+ 1
)}
Hq(y, η),
which has now the desired form. Completely analogous manipulations produce the GPD repre-
sentation for all other form factors.
225
X
g*
N N’
GPD
M
Figure 44: A generic exclusive diagram for virtual photoproduction of a gauge boson, hadronic
system or jets, X = γ, γ∗, Z, ρ, π, J/ψ, jets, ρρ, . . .. The process-initiating particle can be a hadron
instead of the photon.
6 Phenomenology of GPDs
In this section, we give a comprehensive discussion of a few major exclusive experiments where
GPDs can be measured or accessed. All of the reactions involved can be divided into a few cate-
gories according to the underlying mechanism M of particle production, as demonstrated in Fig.
44. According to QCD factorization theorems, analogous to the one discussed in Section 5.1.1
for the VCS, the scattering amplitudes for the processes contain GPDs in convolution with a
computable short-distance cross section. This is the latter which assorts processes to the corre-
sponding group, which is either quark-photon Compton scattering, or hard re-scattering of quarks
via the exchange of a far off-shell gluon, or production of quark (gluon) jets initiated by a photon
or a meson from a quark/gluon in the target. Thus, we classify the processes as follow.
• Compton-induced processes, which include
– leptoproduction of a real photon, ℓN → ℓ′γN ′: [2, 5, 342, 343, 344, 345, 321, 328, 346,
347, 348, 349, 350];
– photoproduction of a lepton pair, γN → (ℓ+ℓ−)N ′: [351];
– photoproduction of an electroweak boson, γN → ZN ′: [352];
– leptoproduction of a lepton pair, ℓN → ℓ′(ℓ+ℓ−)N ′: [353, 285, 354];
– neutrino production of a real photon, νℓN → ℓN ′γ: [355, 356];
• Hard rescattering processes, which include
– leptoproduction of a light meson, ℓN → ℓ′MN ′: [357, 358, 142, 359, 360, 363, 361, 362,
364, 365, 366, 367];
– leptoproduction of a heavy meson, ℓN → ℓ′MhN ′: [368, 369, 370, 371];
– photoproduction of a heavy meson, γN → MhN ′: [372, 357, 371, 373];
– mesoproduction of lepton pairs: πN → N ′ℓℓ′ [374];
– hadron-antihadron annihilation into a lepton pair and a photon, hh¯→ ℓ+ℓ−γ [375];
• Diffractive processes, which include
– photoproduction of two jets, γN → (2jets)N ′: [376, 377];
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Figure 45: Subprocesses contributing to electroproduction of a real photon: deeply virtual Comp-
ton scattering (left) and Bethe-Heitler scattering (right).
– pion dissociation into two jets, πN → (2jets)N ′: [378, 379, 380, 381, 382];
– neutrino production of heavy mesons, ν¯µN → µDsN ′ [383];
– leptoproduction of pion pairs, ℓN → ℓ′ππN ′: [384];
– leptoproduction of two vector mesons with large rapidity gap, ℓN → ℓ′ρρN ′: [385];
– Higgs production, pp→ pHp: [386, 387].
In our subsequent presentation we will explore in detail three of the major processes: leptopro-
duction of γ, ℓ+ℓ− pairs and light mesons. The reason for this choice is that these reactions can
be used to measure GPDs to high accuracy. Moreover they have theoretically well-established and
rigorous status over some of the other processes whose description in terms of GPDs is either not
proven to all orders in strong coupling—like diffractive production in γN collisions or production
of two vector mesons with a large rapidity gap—or is not even legitimate—for pion dissociation
into jets and diffractive Higgs production,—since factorization theorems are broken for them. The
light-cone dominance in virtual Compton scattering, on the other hand, is a consequence of the
external kinematical conditions on the process in the same way as in deeply inelastic scattering.
Therefore, one can expect the onset of the precocious scaling as early as at Q2 ∼ 1GeV2. It is
not the case for hard exclusive meson production, giving access to GPDs as well, where it is the
dynamical behavior of the short-distance parton amplitude confined to a small transverse volume
near the light cone that drives the applicability of the perturbative approach to the process. Here
the reliability of perturbative QCD predictions is postponed to larger momentum transfer. How-
ever, the process of meson production is unique in its ability to potentially disentangle GPDs into
separate flavor components. No other experimentally feasible41 reactions sharing this property are
available.
6.1 Leptoproduction of a real photon
Exclusive leptoproduction of a photon off the nucleon serves as a clean electromagnetic probe
of the nucleon’s internal structure and currently is the only measured reaction at present day
experimental facilities in the required energy range [393, 394, 395, 396], which has a clear-cut
legitimate description in terms of leading twist GPDs. Since GPDs carry information on both
41Though in principle, a deeply virtual Compton scattering with charged electroweak currents will serve the
purpose of flavor separation, its actual experimental implementation faces gargantuan difficulties.
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Figure 46: Proton “holography” with electroproduction of a real photon [118].
longitudinal and transverse degrees of freedom, their three-dimensional experimental exploration
requires a complete determination of the DVCS amplitude, i.e., its magnitude and phase. For
macroscopic objects viewed with visible light, a way to measure the phase is known as holography,
which uses the interference of a source wave with the one diffracted off the test body: The laser
beam is split into two rays. One of them serves as a reference source and the other reflects
from the object’s surface. The reflected beam, which was in phase with the reference beam
before hitting the “target”, interferes with the reference beam and forms fringes on the plate with
varying intensity depending on the phase difference of both. For microscopic quantum-mechanical
states, as we demonstrated in Section 2.1.4, one also resorts on analogous interferometric schemes
(see Fig. 2). This technology allows for a complete measurement of the corresponding Wigner
distribution. Unfortunately, the same method cannot be used for X-ray holography of crystals
or γ-ray interferomentry of hadrons via scattering experiments due to the absence of practical
“splitters”. However, for leptoproduction of a photon from the nucleon there are actually two
contributing amplitudes (see Fig. 45): the one due to deeply virtual Compton scattering off the
nucleon TDVCS, we are interested in, and TBH from the “contaminating” Bethe-Heitler (BH) process,
in which the real photon spills off the scattered lepton rather than the quark. The BH amplitude
is completely known since the only long-distance input turns out to be nucleon form factors
measured elsewhere. Thus the quantum-mechanical superposition principle lead to the presence
of an interference term T ∗
DVCS
TBH between these amplitudes in addition to the intensities of each of
the signals, |TDVCS|2 and |TBH|2, where the phase information is lost. Thus the BH process serves as
a reference source for the measurement of the DVCS signal—its magnitude and phase (see Fig. 46).
The most straightforward extraction of the interference term from the cross section measurement
is achieved by making use of the opposite lepton charge conjugation properties of DVCS and BH
amplitudes or their difference with respect to the lepton and nucleon spin dependence.
6.1.1 Kinematics of leptoproduction of the photon
We start our discussion of the process e(k)N(p1) → e(k′)N(p2)γ(q2) with discussion of its kine-
matics. The reality of the final state photon, immediately implies the equality of the skeweness η
and generalized Bjorken ξ variables, with the latter one expressed in terms of the standard xB via
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the equation
η = ξ ≈ xB
2− xB .
The most transparent consideration arises in the target rest frame in which the z-axis is directed
opposite to the momentum of the spacelike virtual photon42, see Fig. 47. In this frame, we
obviously have for the initial proton and virtual photon four-momenta
pµ1 = (MN , 0, 0, 0) , q
µ
1 = (ω1, 0, 0, −qz1) , (6.1)
where the photon energy and the z-component of its three-momentum are expressed in terms of
the variables (5.10) as
ω1 =
Q
ε
, qz1 =
Q
ε
√
1 + ε2 . (6.2)
Here and throughout our subsequent presentation we use the convention
ε ≡ 2xBMNQ .
The outgoing nucleon four-momentum in the target rest frame has the components
pµ2 = (E2,p2) , E2 =MN −
∆2
2MN
, |p2| =
√
−∆2 (1−∆2/(4M2N)) , (6.3)
and the scattering angle of the recoiled nucleon is
cos θN = −ε
2 (Q2 −∆2)− 2xB∆2
4xBMN |p2|
√
1 + ε2
. (6.4)
The incoming electron four-momentum
kµ = (E, kx, 0, kz) = E(1, sin θe, 0, cos θe) , E =
Q
yε
, cos θe = −1 + yε
2/2√
1 + ε2
, (6.5)
depends on the variable proportional to the lepton energy loss
y =
p1 · q1
p1 · k , q1 = k − k
′ . (6.6)
Notice that from the relation
sin θe =
ε
√
1− y − y2ε2/4√
1 + ε2
,
it is clear that for large momentum transfer from the lepton to the target, the lepton beam
experiences forward scattering with almost no deflection as θe → 0 for Q2 ≫ M2N . Finally, the
four-vector of the real photon is given by
qµ2 = (ω2, v ω2) , (6.7)
with momentum components and the scattering angle being
ω2 =
Q
ε
+
∆2
2MN
, |v| = 1 , cos θγ = −ε (Q
2 +∆2) + 2Qω2
2Qω2
√
1 + ε2
. (6.8)
42The transformation to the reference frame with the z-axis directed along the lepton beam is addressed in Ref.
[398].
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6.1.2 Cross section for leptoproduction of the photon
Now we are in a position to turn to physical observables, which give direct access to GPDs in the
measurement of the five-fold cross section for the leptoproduction process
dσ =
α3emxBy
16 π2Q2√1 + ε2
∣∣∣∣Te3
∣∣∣∣2 dxBdyd(−∆2)dφdϕ . (6.9)
Here the scattering amplitude T is a sum of the DVCS TDVCS and Bethe-Heitler (BH) TBH signals.
The latter has no absorptive part at lowest order in the QED fine structure constant αem = e
2/(4π),
and is parametrized in terms of the electromagnetic form factors (2.16), which are assumed to be
known from other measurements. For the electron beam, the separate contributions read
TDVCS = e
3
q21
ε∗µ(q2) u¯(k
′)γνu(k) T µν , (6.10)
TBH = e
3
∆2
ε∗µ(q2) u¯(k
′)
(
γµ
1
6k − 6∆γ
ν + γν
1
6k′ + 6∆γ
µ
)
u(k) Jν . (6.11)
They correspond to diagrams (a) and (b) in Fig. 45, respectively, including the crossed contribu-
tions in the BH cases. Here the DVCS amplitude is expressed in terms of the tensor Tµν from Eq.
(5.51), while BH one via the nucleon electromagnetic current
Jµ ≡ 〈p2|jµ(0)|p1〉 , (6.12)
expressed in terms of the Dirac and Pauli form factors in Eq. (2.16). It is very important to notice
that the DVCS amplitude changes its sign when one goes from the electron to the positron beam,
TDVCS|e+ = −TDVCS|e− , (6.13)
while the BH process does not TBH|e+ = TBH|e−.
The dependence of the cross section (6.9) on a number of kinematical variables allows for a
thorough exploration of the DVCS amplitude. Apart from the Bjorken variable xB, the t-channel
momentum transfer ∆2 and the lepton energy loss y, it depends on the azimuthal angle φ between
the lepton and hadron scattering planes and the angle between the nucleon polarization vector
and the scattered nucleon ϕ = Φ−φ, as shown in Fig. 47. We parametrize the polarization vector
of the nucleon by polar and azimuthal angles Θ and Φ, respectively,
Sµ = (0, sinΘ cosΦ, sinΘ sinΦ, cosΘ) , (6.14)
so that it has solely longitudinal polarization in the target rest frame when Θ = 0, π, and the
transverse one for Θ = π/2.
At this point, it is instructive to point out the relation of our angular variables φ and Φ to φh
and φs of the “Trento convention” [341]. They are simply related by
φ+ φh = 2π , Φ+ φs = 2π . (6.15)
As we emphasized in the previous section, the detailed experimental exploration of the DVCS
amplitude is possible via the extraction of the interference term. One of the ways to achieve it
is obvious from the charge-conjugation property of the DVCS amplitude (6.13). By performing
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Figure 47: Kinematics of leptoproduction in the target rest frame. The z-direction is chosen
counter-along the three-momentum of the incoming virtual photon. The lepton three-momenta
form the lepton scattering plane, while the recoiled proton and outgoing real photon define the
hadron scattering plane. In this reference system the azimuthal angle between the lepton plane
and the recoiled proton momentum is φ and is related in turn to the photon azimuthal angle
ϕγ = φ+π. The target polarization three-vector is described by two spherical angles in this frame
(Θ,Φ), so that the angle between the polarization vector and the scattered nucleon is ϕ = Φ− φ.
scattering experiments with electron and positron beams and taking their difference, one gets
access to the interference
dσe− − dσe+ ∼ (T ∗DVCSTBH + TDVCST ∗BH)e− ≡ Ie−
Although this set up is a perfect filter of I, there is currently only one experimental facility
possessing both types of the lepton beam, Deutsches Elektronen-Synchrotron. Therefore, in order
to be able to study it with other machines, one has to resort to other techniques. As we will
demonstrate below they are based on lepton and nucleon polarization observables and analysis of
the azimuthal angle dependence of the outgoing nucleon or photon. The successful completion of
this program calls for a detailed understanding of the spin and azimuthal angle dependence of the
differential cross section (6.9). The azimuthal dependence of each of the three terms in
T 2 = |TBH|2 + |TDVCS|2 + I (6.16)
arises from the Lorentz products of leptonic and hadronic four-momenta [342, 344, 328]. In our
frame, these contractions yield finite sums of Fourier harmonics, whose maximal frequencies are
defined by the the rankm of the corresponding leptonic tensor43 in the incoming lepton momentum
43It is a product of two Dirac bilinear forms built from leptonic bispinors entering the two scattering amplitudes
(6.10) and (6.11), i.e., u¯(k′)Γ1u(k)u¯(k)Γ2u(k′).
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kµ. Note, however, that in the polarized part of the leptonic tensors, proportional to λ times the
ε-tensor, one has one four-vector kµ less than in the unpolarized part. Thus, the highest harmonic
which is proportional to λ will be cos / sin([m−1]φ) instead of cos / sin(mφ). The parity and time
reversal invariance provide further constraints on the Fourier coefficients.
There is an important difference between the interference term and the squared DVCS ampli-
tude. The former has a contaminating φ-dependence due to the lepton BH propagators,
Q2P1 ≡ (k − q2)2 = Q2 + 2k ·∆ , Q2P2 ≡ (k −∆)2 = −2k ·∆+∆2 , (6.17)
where
k ·∆ = − Q
2
2y(1 + ε2)
{
1 + 2K cosφ− ∆
2
Q2
(
1− xB(2− y) + yε
2
2
)
+
yε2
2
}
. (6.18)
The 1/Q-power suppressed kinematical factor K appearing here also shows up in the Fourier series
K ≡ 1
2Q2
√
− (1− y − y2ε2/4) (4xB(1− xB) + ε2) (∆2 −∆2min) (∆2 −∆2max) . (6.19)
We expressed K in terms of the maximal and minimal momentum transfer in the t-channel,
∆2min,max = −
1
4xB(1− xB) + ε2
{
2(1− xB)Q2 + ε2Q2 ∓ 2
√
1 + ε2(1− xB)Q2
}
, (6.20)
with − (+) corresponding to ∆2min (∆2max). It vanishes at the kinematical boundary ∆2 = ∆2min,
determined by the minimal value
−∆2min ≈
M2x2B
1− xB + xBM2/Q2 , (6.21)
as well as at
y → ymax ≡ 2
√
1 + ε2 − 1
ε2
≈ 1− M
2
Nx
2
B
Q2 .
As we see, the denominator of the u-channel lepton propagator P1 can be of order 1/Q2 at large
y. In the Bjorken limit it behaves like (1 − y). Moreover, if the outgoing photon is collinear to
the incoming lepton, P1 vanishes. Of course, the photon then lies in the lepton scattering plane,
i.e., ϕγ = φ+ π = 0, and both polar angles coincide with each other. This condition is fulfilled if
y → ycol ≡ Q
2 +∆2
Q2 + xB∆2 ≈ 1 + (1− xB)
∆2
Q2 .
Therefore, for large y, the squared BH and interference terms are enhanced with respect to the
squared DVCS one. Furthermore, the expansion of P1 in Q is not justified, and, thus, the Fourier
analysis of experimental data must be modified. For small y, it is legitimate to expand P1 and P2
in power series with respect to 1/Q. This generates higher harmonics suppressed by powers of K.
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6.1.3 Angular dependence
Each of the terms in the squared amplitude (6.16) can be written as a finite Fourier sum of a few
harmonic in the azimuthal angle φ,
|TBH|2 = e
6
x2By
2(1 + ε2)2∆2 P1(φ)P2(φ)
{
cBH0 +
2∑
n=1
cBHn cos (nφ) + s
BH
1 sin (φ)
}
, (6.22)
|TDVCS|2 = e
6
y2Q2
{
cDVCS0 +
2∑
n=1
[cDVCSn cos(nφ) + s
DVCS
n sin(nφ)]
}
, (6.23)
I = ±e
6
xBy3∆2P1(φ)P2(φ)
{
cINT0 +
3∑
n=1
[cINTn cos(nφ) + s
INT
n sin(nφ)]
}
. (6.24)
Here, the + (−) sign in the interference stands for the negatively (positively) charged lepton
beam. The results for the Fourier coefficients, presented below, show that the generation of
new harmonics in the azimuthal angular dependence is terminated at the twist-three level. The
coefficients cINT1 , s
INT
1 as well as c
DVCS
0 arise at the twist-two level, and their dependence on GPDs
has been investigated in Refs. [342, 344]. The remaining coefficients provide an additional angular
dependence, with cDVCS1 , s
DVCS
1 , c
INT
2 , and s
INT
2 involving twist-three GPDs [345, 321, 328]. On
the other hand, the harmonics proportional to cos (3φ) (cos (2φ)) or sin (3φ) (sin (2φ)) in the
interference (squared DVCS) term originate from the twist-two double helicity-flip gluonic GPDs
alone. They are not contaminated by the twist-two quark amplitudes, however, they are affected
by twist-four power corrections [388]. In what follows, we neglect the effects of dynamical higher-
twist (larger than three) contributions since we expect Bjorken scaling to be effective in the
Compton amplitude starting with rather lower photon virtualities Q2.
To have a compact notation, we write the cross section for a polarized target as
dσ = dσunp + cosΘdσLP(Λ) + sinΘ dσTP(ϕ) , (6.25)
where the polar angle Θ appears in the decomposition of the nucleon spin vector (6.14), Sµ =
cosΘSµLP(Λ) + sinΘS
µ
⊥(Φ) with the longitudinal polarization S
µ
LP = (0, 0, 0,Λ) expressed in terms
of the nucleon helicity. We will use the conventional definition of the lepton helicity, i.e., λ = 1 if
the spin is aligned with the direction of the lepton three-momentum and λ = −1, when they are
opposite.
6.1.4 Bethe-Heitler amplitude squared
This part of the leptoproduction cross section is expressed solely in terms of F1(∆
2) and F2(∆
2),
the known Dirac and Pauli form factors of the nucleon. There are several possibilities for the
target polarization, and the relevant Fourier coefficients are:
• Unpolarized target:
cBH0,unp = 8K
2
{(
2 + 3ε2
) Q2
∆2
(
F 21 −
∆2
4M2
F 22
)
+ 2x2B (F1 + F2)
2
}
(6.26)
+ (2− y)2
{(
2 + ε2
) [4x2BM2
∆2
(
1 +
∆2
Q2
)2
+ 4(1− xB)
(
1 + xB
∆2
Q2
)](
F 21 −
∆2
4M2
F 22
)
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+ 4x2B
[
xB +
(
1− xB + ε
2
2
)(
1− ∆
2
Q2
)2
− xB(1− 2xB)∆
4
Q4
]
(F1 + F2)
2
}
+ 8
(
1 + ε2
)(
1− y − ε
2y2
4
){
2ε2
(
1− ∆
2
4M2
)(
F 21 −
∆2
4M2
F 22
)
−x2B
(
1− ∆
2
Q2
)2
(F1 + F2)
2
}
,
cBH1,unp = 8K(2− y)
{(
4x2BM
2
∆2
− 2xB − ε2
)(
F 21 −
∆2
4M2
F 22
)
(6.27)
+ 2 x2B
(
1− (1− 2xB)∆
2
Q2
)
(F1 + F2)
2
}
,
cBH2,unp = 8x
2
BK
2
{
4M2
∆2
(
F 21 −
∆2
4M2
F 22
)
+ 2 (F1 + F2)
2
}
. (6.28)
• Longitudinally polarized target:
cBH0,LP = 8λΛxB(2− y)y
√
1 + ε2
1− ∆2
4M2
(F1 + F2)
{
1
2
[
xB
2
(
1− ∆
2
Q2
)
− ∆
2
4M2
] [
2− xB (6.29)
− 2(1− xB)2∆
2
Q2 + ε
2
(
1− ∆
2
Q2
)
− xB(1− 2xB)∆
4
Q4
]
(F1 + F2)
+
(
1− (1− xB)∆
2
Q2
)[
x2BM
2
∆2
(
1 +
∆2
Q2
)2
+ (1− xB)
(
1 + xB
∆2
Q2
)](
F1 +
∆2
4M2
F2
)}
,
cBH1,LP = −8λΛxByK
√
1 + ε2
1− ∆2
4M2
(F1 + F2)
{[
∆2
2M2
− xB
(
1− ∆
2
Q2
)](
1− xB + xB∆
2
Q2
)
(F1 + F2)
+
[
1 + xB − (3− 2xB)
(
1 + xB
∆2
Q2
)
− 4x
2
BM
2
∆2
(
1 +
∆4
Q4
)](
F1 +
∆2
4M2
F2
)}
. (6.30)
• Transversely polarized target:
cBH0,TP = −8λ cos (ϕ)(2− y)y
Q
M
√
1 + ε2K√
1− y − ε2y2
4
(F1 + F2)
{
x3BM
2
Q2
(
1− ∆
2
Q2
)
(F1 + F2) (6.31)
+
(
1− (1− xB)∆
2
Q2
)[
x2BM
2
∆2
(
1− ∆
2
Q2
)
F1 +
xB
2
F2
]}
,
cBH1,TP = −16λ cos (ϕ)xBy
√
1− y − ε
2y2
4
M
Q
√
1 + ε2 (F1 + F2)
{
2K2Q2
∆2
(
1− y − ε2y2
4
)[ ∆2
4M2
F2
+ xB
(
1− ∆
2
Q2
)
F1
]
+ (1 + ε2)xB
(
1− ∆
2
Q2
)(
F1 +
∆2
4M2
F2
)}
, (6.32)
sBH1,TP = 16λ sin (ϕ)yx
2
B
√
1− y − ε
2y2
4
M
Q
√
(1 + ε2)3
(
1− ∆
2
Q2
)
(F1 + F2)
(
F1 +
∆2
4M2
F2
)
.(6.33)
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6.1.5 DVCS amplitude squared
|TDVCS|2 is bilinear in the CFFs, and its coefficients are given in terms of CDVCS functions, which
are specified in Section 6.1.7:
• Unpolarized target:
cDVCS0,unp = 2(2− 2y + y2)CDVCSunp (F ,F∗) , (6.34){
cDVCS1,unp
sDVCS1,unp
}
=
8K
2− xB
{
2− y
−λy
}{ ℜe
ℑm
}
CDVCSunp
(F eff ,F∗) , (6.35)
cDVCS2,unp = −
4Q2K2
M2(2− xB)ℜe C
DVCS
T,unp (FT ,F∗) . (6.36)
• Longitudinally polarized target:
cDVCS0,LP = 2λΛy(2− y)CDVCSLP (F ,F∗) , (6.37){
cDVCS1,LP
sDVCS1,LP
}
= − 8ΛK
2− xB
{ −λy
2− y
}{ ℜe
ℑm
}
CDVCSLP
(F eff ,F∗) , (6.38)
sDVCS2,LP = −
4ΛQ2K2
M2(2− xB)ℑm C
DVCS
T,LP (FT ,F∗) . (6.39)
• Transversely polarized target:
cDVCS0,TP = −
QK
M
√
1− y
[−λy(2− y) cos(ϕ)CDVCS
TP+
+ (2− 2y + y2) sin(ϕ)ℑm CDVCS
TP−
]
(F ,F∗) ,
(6.40){
cDVCS1,TP
sDVCS1,TP
}
= − 4QK
2
M(2− xB)
√
1− y (6.41)
×
[
cos(ϕ)
{ −λy
2− y
}{ ℜe
ℑm
}
CDVCSTP+ + sin(ϕ)
{
2− y
λy
}{ℑm
ℜe
}
CDVCSTP−
] (F eff ,F∗) ,{
cDVCS2,TP
sDVCS2,TP
}
= −4Q
√
1− yK
M(2− xB) ℑm
{
sin(ϕ) CDVCST,TP−
cos(ϕ) CDVCST,TP+
}
(FT ,F∗) . (6.42)
The coefficient cDVCS0 is expressed in terms of the twist-two CFFs F = {H, E , H˜, E˜}, defined
in Eq. (5.109), while the twist-three coefficients cDVCS1 and s
DVCS
1 arise from the interference of
twist-two CFFs with the “effective” twist-three CFFs introduced in Eq. (5.112). These Fourier
harmonics have the same functional dependence on CFFs as the leading twist-two ones [344].
However, this is not the case for the Fourier coefficients cDVCS2 and s
DVCS
2 , induced by the gluon
transversity (5.57).
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6.1.6 Interference of Bethe-Heitler and DVCS amplitudes
For the phenomenology of GPDs, the interference term I is the most interesting quantity since
it is linear in CFFs and thus simplifies their extraction from experimental measurements. The
Fourier harmonics in this case have the following form:
• Unpolarized target:
cINT0,unp = −8(2− y)ℜe
{
(2− y)2
1− y K
2CINTunp (F) +
∆2
Q2 (1− y)(2− xB)
(CINTunp +∆CINTunp) (F)} ,
(6.43){
cINT1,unp
sINT1,unp
}
= 8K
{−(2− 2y + y2)
λy(2− y)
}{ ℜe
ℑm
}
CINTunp (F) , (6.44){
cINT2,unp
sINT2,unp
}
=
16K2
2− xB
{−(2− y)
λy
}{ ℜe
ℑm
}
CINTunp
(F eff) , (6.45)
cINT3,unp = −
8Q2K3
M2(2− xB)2ℜe C
INT
T,unp (FT ) . (6.46)
• Longitudinally polarized target:
cINT0,LP = −8λΛyℜe
{(
(2− y)2
1− y + 2
)
K2CINT
LP
(F) + ∆
2
Q2 (1− y)(2− xB) (C
INT
LP
+∆CINT
LP
) (F)
}
,
(6.47){
cINT1,LP
sINT1,LP
}
= 8ΛK
{−λy(2− y)
2− 2y + y2
}{ ℜe
ℑm
}
CINT
LP
(F) , (6.48){
cINT2,LP
sINT2,LP
}
=
16ΛK2
2− xB
{ −λy
2− y
}{ ℜe
ℑm
}
CINT
LP
(F eff) , (6.49)
sINT3,LP =
8ΛQ2K3
M2(2− xB)2ℑm C
INT
T,LP (FT ) . (6.50)
• Transversely polarized target:
cINT0,TP =
8M
√
1− yK
Q
[
− λy cos(ϕ)ℜe
{(
(2− y)2
1− y + 2
)
CINTTP+ (F) + ∆CINTTP+ (F)
}
(6.51)
+(2− y) sin(ϕ)ℑm
{
(2− y)2
1− y C
INT
TP− (F) + ∆CINTTP− (F)
}]
,{
cINT1,TP
sINT1,TP
}
=
8M
√
1− y
Q (6.52)
×
[
cos(ϕ)
{−λy(2− y)
2− 2y + y2
}{ ℜe
ℑm
}
CINT
TP+ + sin(ϕ)
{
2− 2y + y2
λy(2− y)
}{ℑm
ℜe
}
CINT
TP−
]
(F) ,{
cINT2,TP
sINT2,TP
}
=
16M
√
1− yK
Q(2− xB) (6.53)
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×
[
cos(ϕ)
{ −λy
2− y
}{ ℜe
ℑm
}
CINTTP+ + sin(ϕ)
{
2− y
λy
}{ℑm
ℜe
}
CINTTP−
] (F eff) ,
sINT3,TP =
8Q√1− yK2
M(2− xB)2 cos(ϕ)ℑm C
INT
T,TP+ (FT ) , (6.54)
cINT3,TP =
8Q√1− yK2
M(2− xB)2 sin(ϕ)ℑm C
INT
T,TP− (FT ) . (6.55)
The twist-three coefficients, i.e., cINT2 and s
INT
2 have again the same functional dependence as
the twist-two ones. However, this is not the case for cINT0 , which depends only on the twist-two
CFFs F , and for cINT3 and sINT3 , induced by FT .
6.1.7 Angular harmonics in terms of GPDs
The Fourier coefficients displayed above are expressed in terms of the coefficients C. They depend
on Compton form factors (5.109) summed over quark flavors weighted with their charges squared,
F =
∑
q
Q2qF q ,
with F q = {Hq, Eq, H˜q, E˜q,Hqeff , Eqeff , H˜qeff , E˜qeff}.
• Squared DVCS amplitude:
CDVCSunp (F ,F∗) =
1
(2− xB)2
{
4(1− xB)
(
HH∗ + H˜H˜∗
)
− x2B
(
HE∗ + EH∗ + H˜E˜∗ + E˜H˜∗
)
−
(
x2B + (2− xB)2
∆2
4M2
)
EE∗ − x2B
∆2
4M2
E˜ E˜∗
}
, (6.56)
CDVCSLP (F ,F∗) =
1
(2− xB)2
{
4(1− xB)
(
HH˜∗ + H˜H∗
)
− x2B
(
HE˜∗ + E˜H∗ + H˜E∗ + EH˜∗
)
−xB
(
x2B
2
+ (2− xB) ∆
2
4M2
)(
EE˜∗ + E˜E∗
)}
, (6.57)
CDVCSTP+ (F ,F∗) =
1
(2− xB)2
{
2xB(HE˜∗ + E˜H∗)− 2(2− xB)(H˜E∗ + H˜∗E) + x2B(EE˜∗ + E˜E∗)
}
,
CDVCSTP− (F ,F∗) =
2
(2− xB)2
{
(2− xB)(HE∗ − EH∗)− xB(H˜E˜∗ − E˜H˜∗)
}
. (6.58)
• Interference of Bethe-Heitler and DVCS amplitudes:
In this case, a part of the twist-two level result is expressed in terms of the functions, which appear
in the lowest twist approximation, and they have the following form [344]
CINTunp = F1H +
xB
2− xB (F1 + F2)H˜ −
∆2
4M2
F2E , (6.59)
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CINT
LP
=
xB
2− xB (F1 + F2)
(
H + xB
2
E
)
+ F1H˜ − xB
2− xB
(
xB
2
F1 +
∆2
4M2
F2
)
E˜ , (6.60)
CINTTP+ = (F1 + F2)
{
x2B
2− xB
(
H + xB
2
E
)
+
xB∆
2
4M2
E
}
− x
2
B
2− xBF1
(
H˜ + xB
2
E˜
)
+
∆2
4M2
{
4
1− xB
2− xBF2H˜ −
(
xBF1 +
x2B
2− xBF2
)
E˜
}
, (6.61)
CINT
TP− =
1
2− xB
(
x2BF1 − (1− xB)
∆2
M2
F2
)
H +
{
∆2
4M2
(
(2− xB)F1 + x
2
B
2− xBF2
)
+
x2B
2− xBF1
}
E − x
2
B
2− xB (F1 + F2)
(
H˜ + ∆
2
4M2
E˜
)
.
The additional terms that appear in the power-suppressed contributions are defined as
∆CINTunp = −
xB
2− xB (F1 + F2)
{
xB
2− xB (H + E) + H˜
}
, (6.62)
∆CINT
LP
= − xB
2− xB (F1 + F2)
{
H + xB
2
E + xB
2− xB
(
H˜ + xB
2
E˜
)}
, (6.63)
∆CINTTP+ = −
∆2
M2
{
F2H˜ − xB
2− xB
(
F1 +
xB
2
F2
)
E˜
}
, (6.64)
∆CINTTP− =
∆2
M2
(F2H− F1E) . (6.65)
Let us now list the coefficients involving the gluon transversity:
• Squared DVCS amplitude:
CDVCST,unp =
1
(2− xB)2
{
HT
[
(2− xB)E∗ − xBE˜∗
]
− 2(2− xB)H˜T
[
H∗ + ∆
2
4M2
E∗
]
(6.66)
−ET
[
(2− xB)H∗ − xBH˜∗
]
+ E˜T
[
xB(H∗ + E∗)− (2− xB)H˜∗
]}
,
CDVCST,LP =
1
(2− xB)2
{
HT
[
(2− xB)E∗ − xBE˜∗
]
+ H˜T
[
2(2− xB)H˜∗ − xB
(
xB − ∆
2
2M2
)
E˜∗
]
(6.67)
−ET
[
xBH∗ − (2− xB)H˜∗ + x
2
B
2
(
E∗ + E˜∗
)]
+E˜T
[
(2− xB)
(
H∗ + xB
2
E∗
)
− xB
(
H˜∗ + xB
2
E˜∗
)]}
,
CDVCST,TP+ =
1
(2− xB)2
{[
4(1− xB)HT − x2BET + xB(2− xB)E˜T
] (
H∗ + H˜∗
)
(6.68)
−H˜T
(
x2B + (1− xB)
∆2
M2
)
(2H˜∗ + xBE˜∗)
−xB
[
xBHT +
(
x2B
2
+ (2− xB) ∆
2
4M2
)
ET
]
(E∗ + E˜∗)
+E˜T
[
(2− xB)
(
x2B
2
+ (2− xB) ∆
2
4M2
)
E∗ − x2B
(
xB
2
− ∆
2
4M2
)
E˜∗
]}
,
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CDVCST,TP− =
1
(2− xB)2
{[
4(1− xB)HT − x2BET + xB(2− xB)E˜T
] (
H∗ + H˜∗
)
(6.69)
−2H˜T
(
x2B + (1− xB)
∆2
M2
)
(H∗ + E∗)
−xB
(
xBHT − (2− xB) ∆
2
4M2
E˜T
)(
E∗ + E˜∗
)
−ET
[(
x2B + (2− xB)2
∆2
4M2
)
E∗ + x2B
∆2
4M2
E˜∗
]}
.
• Interference of Bethe-Heitler and DVCS amplitudes:
CINTT,unp = −F2HT + 2
(
F1 +
∆2
4M2
F2
)
H˜T + F1ET , (6.70)
CINTT,LP = F2
{
HT + xB
2
(2H˜T + ET + E˜T )
}
+ F1(xBH˜T + E˜T ) , (6.71)
CINTT,TP+ = (2F1 + xBF2)HT + xB
(
x
2
− ∆
2
4M2
)[
2(F1 + F2)H˜T + F2ET
]
(6.72)
+
{
xBF1 +
(
x2B
2
+ (2− xB) ∆
2
4M2
)
F2
}
E˜T ,
CINTT,TP− = (2F1 + xBF2)HT − (2− xB)
∆2
4M2
[
2(F1 + F2)H˜T + F2ET
]
+ xB
(
F1 + F2
∆2
4M2
)
E˜T .
(6.73)
This set of formulas is the complete result for the real-photon leptoproduction cross section in the
twist-three approximation. Below, presenting quantitative estimates, we will not discuss the case
of transversely polarized target, therefore, the integration on the right-hand side of Eq. (6.9) with
respect to ϕ gives 2π.
6.1.8 Determination of Compton form factors from interference
Restricting the consideration to four leading twist CFFs F = {H, E , H˜, E˜}, we have eight observ-
ables given by the first harmonics cos(φ) and sin(φ) of the interference term, which are accessible
away from the kinematical boundaries in polarized beam and target experiments. Thus, exper-
iments with both longitudinally and transversely polarized target can measure all eight Fourier
coefficients cINT1,Λ and s
INT
1,Λ and, thus, also ℜe/ℑmCINTΛ with Λ = {unp,LP,TPx,TPy}. Knowing
these C functions, we can invert them to obtain the CFFs:
H = 2− xB
(1− xB)D
{[(
2− xB + 4x
2
BM
2
(2− xB)∆2
)
F1 +
x2B
2− xBF2
]
CINTunp (6.74)
−(F1 + F2)
[
xBCINTLP +
2x2BM
2
(2− xB)∆2
(
xBCINTLP − CINTTP+
)]
+ F2CINTTP−
}
,
E = 2− xB
(1− xB)D
{[
4
1− xB
2− xBF2 −
4M2x2B
(2− xB)∆2F1
]
CINTunp (6.75)
+
4xBM
2
(2− xB)∆2 (F1 + F2)
(
xBCINTLP − CINTTP+
)
+
4M2
∆2
F1CINTTP−
}
,
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sector harmonics in I p of ∆l⊥ behavior
twist C’s unp LP TPx TPy Q−p unp, LP TP
two ℜe C(F), ∆C(F) c1, c0 c1, c0 c1, c0 s1, - 1,2 1,0 0,1
ℑm C(F), ∆C(F) s1, - s1, - s1, - c1, c0 1,2 1,0 0,1
three ℜe C(F eff) c2 c2 c2 s2 2 2 1
ℑm C(F eff) s2 s2 s2 c2 2 2 1
two ℜe CT (FT ) c3 - - - 1 3 2
ℑm CT (FT ) - s3 s3 c3 1 3 2
Table 6: Fourier coefficients cINTi and s
INT
i of the interference term defined in Section 6.1.6, while
the corresponding C coefficients are given in Section 6.1.7.
H˜ = 2− xB
(1− xB)D
{
(2− xB)F1CINTLP
−xB(F1 + F2)CINTunp +
[
2xBM
2
∆2
F1 + F2
] (
xBCINTLP − CINTTP+
)}
, (6.76)
E˜ = 2− xB
(1− xB)D
{
4M2
∆2
(F1 + F2)
(
xBCINTunp + CINTTP−
)
(6.77)
+
[
4
1− xB
xB
F2 − 4xBM
2
∆2
F1
]
CINT
LP
− 4(2− xB)M
2
xB∆2
F1CINTTP+
}
,
where
D = 4
(
F 21 −
∆2
4M2
F 22
)(
1− ∆
2
min
∆2
)
.
Consequently, the measurement of all four Fourier coefficients cINT0,Λ , as well as the four twist-two
DVCS coefficients cDVCS0,Λ can serve as experimental consistency checks. Alternatively, they can be
used to extract CFFs. Thus, experiments with longitudinally polarized target have the potential
to extract the real part of all four CFFs as well as two linear combinations of their imaginary
parts from the interference term alone. The missing two imaginary parts could then, in principle,
be obtained from the DVCS cross section, i.e., by measuring cDVCS0,unp and c
DVCS
0,LP .
6.1.9 Physical observables and access to GPDs
As we have seen, the cross section for leptoproduction of the real photon possesses very rich
angular structure. The goal of experimental measurements is to pin down the GPDs, and this
requires a clean disentanglement of different components of the cross section (6.9). To go along
this line, we introduce appropriate asymmetries in Section 6.1.10 and demonstrate how a Fourier
transform can distinguish between the interference and squared DVCS contributions.
So far we have introduced eight CFFs at the twist-two level, with four of them from the
gluonic transversity contribution. Four new CFFs appear at the twist-three level. These sectors
can be separated due to their characteristic azimuthal dependence as summarized in Table 6 for
the interference and in Table 7 for the squared DVCS amplitude, respectively.
Let us first examine the issue of the dominance of each of the three terms (6.22) – (6.24)
in the leptoproduction cross section (6.9) in different kinematical regions. To do this, we need
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interference of harmonics in |TDVCS|2 p of ∆l⊥ behavior
twist C’s unp LP TPx TPy Q−p unp, LP TP
two & two ℜe C(F ,F∗) c0 c0 c0 - 2 0 1
ℑm C(F ,F∗) - - - c0 2 - 1
two & three ℜe C(F eff ,F∗) c1 c1 c1 s1 3 1 0
ℑm C(F eff ,F∗) s1 s1 s1 c1 3 1 0
two & two ℜe CT (FT ,F∗) c2 - - - 2 2 -
ℑm CT (FT ,F∗) - s2 s2 c2 2 2 1
Table 7: Fourier coefficients cDVCSi and s
DVCS
i of the squared DVCS amplitude |TDVCS|2 defined in
Section 6.1.5, while the corresponding C coefficients are given in Section 6.1.7.
to know the functional dependence of the Fourier coefficients (6.22) – (6.24) on scaling variables
and transferred momenta. Apart from the explicit xB-dependence of the multiplicative prefactors
there is also xB-dependence hidden in CFFs. For instance, the unpolarized form factors H and
E behave approximately like x−1B in the small-xB region. Thus, for general kinematical settings,
we expect from Eqs. (6.26), (6.34), and (6.44) that cBH0 ∼ x2BcDVCS0 ∼ xBcINT1 /K for the scattering
on the unpolarized target. Taking now into account the kinematical prefactors in Eqs. (6.22) –
(6.24) and the behavior of the BH-propagators (6.17), we realize that the ratio of the DVCS to BH
amplitude behaves like
√−(1− y)∆2/y2Q2. Obviously, for small (large) y the DVCS (BH) term
dominates. As compared to the squared amplitudes, the interference term, after subtraction of
cINT0 , has an additional factor
√
∆2⊥/∆2. Note, that the beam spin-flip contributions provide always
an additional damping by a power of the factor y. For the unpolarized or longitudinally polarized
target, higher harmonics in any of the three terms are suppressed by powers of K. However, in
case of gluonic transversity, this goes in parallel with the enhancement by Q2/M2N . It is important
that the lower harmonics in the interference term, i.e., cINT0 , appear at power suppressed level but
expressed in terms of twist-two Compton form factors. Since, unlike c1, they are not proportional
to the factor K, they can be rather important and sizable in the regions close to the kinematical
boundaries. In case of the transversely polarized target, we observe that both higher and lower
twist-three harmonics are suppressed by one power of K in the interference term.
The analytical structure and simple counting rules given above, provide a guideline on how to
separate the three different parts in the leptoproduction cross section. In single spin-flip exper-
iments, which give access to the imaginary part of CFFs, the BH cross section drops out, while
in unpolarized or double spin-flip experiments it does not and one needs to subtract it. This
can certainly be done for not very small values of y. The interference and squared DVCS terms
have different azimuthal angular dependence due to the presence of the BH-propagators in the
interference term. In principle, this fact can be used to separate them by a Fourier analysis.
However, this method requires very high-statistics data, from the experimental side, and a better
understanding of twist-four contributions, from the theoretical side.
Due to different charge conjugation properties of individual components, it is possible to use
the charge asymmetry to separate the interference and squared DVCS terms. The interference
term is charge-odd and can be extracted in facilities that possess both positively and negatively
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charged lepton beams [389, 390], i.e.,
dσ+ − dσ− ∼ 1
xBy3P1(φ)P2(φ)∆2
{
cINT0 +
3∑
n=1
[cINTn cos(nφ) + s
INT
n sin(nφ)]
}
, (6.78)
where we used the convention d±σ = dσe±. The measurement of the charge asymmetry and
consequent extraction of separate harmonics provides the real (unpolarized or double spin-flip
experiments) and imaginary (single spin-flip experiments) parts of linear combinations of twist-
two and twist-three CFFs. The explicit projection procedure of these harmonics will be discussed
below in Section 6.1.11. Moreover, the charge-even part is given by the sum of the BH and DVCS
cross section. The subtraction of the BH part gives then the Fourier coefficients of the DVCS
cross section:
d+σ + d−σ − 2dBHσ ∼ 1
y2Q2
{
cDVCS0 +
2∑
n=1
[cDVCSn cos(nφ) + s
DVCS
n sin(nφ)]
}
. (6.79)
For a polarized beam and target with all polarization options, the real and imaginary parts
of all four CFFs in the twist-three sector can be extracted from the interference term alone by
projecting onto the cos(2φ) and sin(2φ) harmonics and using Eqs. (6.74) – (6.77). Alternatively,
knowing the twist-two sector and having only a longitudinally polarized target, one can employ,
in addition, the squared DVCS term, i.e., its cos(φ) and sin(φ) harmonics, to access the full
twist-three sector.
For gluonic transversity, the cos(3φ) and sin(3φ) harmonics in the interference term can only
provide one imaginary and three real parts of certain linear combinations of FT . Missing informa-
tion, in principle, can be obtained from the cos(2φ) and sin(2φ) harmonics of the squared DVCS
term. Note here that again a polarized beam and target with all polarizations is necessary. More-
over, the gluonic transversity is suppressed by αs/π, so one expects a stronger contamination by
twist-four effects [388].
As we discussed, a combination of the charge asymmetry with different nucleon/lepton polar-
izations and projection of the corresponding harmonics provides, at least in principle, a way to
explore the real and imaginary part of all CFFs. This gives maximal access to all GPDs, which
enter in a convolution with the real or imaginary part of the coefficient functions. Since these
formulas cannot be deconvoluted in practice [391], one has to rely on models with a set of free
parameters, as discussed in Section 3.13, which has to be adjusted to experimental data on CFFs.
6.1.10 Asymmetries
The measurements of the cross section (6.9) in different setups, as discussed in the preceding
section, would directly lead to determination of the CFFs. However, from the experimental point
of view, it is simpler to measure asymmetries, thus avoiding the issue of the absolute normalization.
Let us now discuss the separation of twist-two and twist-three sectors in terms of asymmetries.
The charge asymmetry
AC =
(∫ π/2
−π/2
dφ
d+σunp − d−σunp
dφ
−
∫ 3π/2
π/2
dφ
d+σunp − d−σunp
dφ
)/∫ 2π
0
dφ
d−σunp + d+σunp
dφ
,
(6.80)
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for unpolarized settings contains the contribution of all harmonics due to the presence of the
non-negligible φ-dependence of BH propagators:
AC ∼
3∑
n=0
Ic1,nc
INT
n , (6.81)
with
Ic1,n ∼
(∫ π/2
−π/2
dφ
cos(nφ)
P1(φ)P2(φ) −
∫ 3π/2
π/2
dφ
cos(nφ)
P1(φ)P2(φ)
)
, (6.82)
while the normalization is not affected by twist-three corrections. If the final photon is collinear to
the incoming (massless) lepton, P1(φ) is peaked around φ = π. Thus, the ratio Ic1,n/Ic1,1 approaches
plus or minus one, and all harmonics contribute on equal footing. However, since K is then of
order ∆2/Q2, only cINT0 and cINT1 give essential contributions at the same order in ∆2/Q2. Thus,
for this asymmetry, cINT0 can give an essential effect for large y, since the twist-two part becomes
small. For y ≪ ycol, all twist-three harmonics are suppressed in addition by the K-factor. From
the expansion of Ic1,n in powers of K we get
AC ∼ cINT1,unp −
1
3
cINT3,unp −
2(3− 2y)
2− y
K
1− y
(
cINT0,unp −
1
3
cINT2,unp
)
+ . . . . (6.83)
So, one would expect the contamination of the leading twist-two prediction by a
√−∆2/Q2-
suppressed term, which, however, contains only twist-two CFFs. Even if this 1/Q-contamination
is small, AC still fails to extract solely the c
INT
1,unp coefficient of the interference term since it gets
an additive correction from cINT3,unp, induced by the gluon transversity and higher twist effects.
Note, however, that the gluon contribution is suppressed by a power of the strong coupling αs,
so it probably does not strongly affect the twist-two coefficient cINT1,unp. Therefore, as a first order
approximation, the definition (6.80) can be used for an order of magnitude estimate of the effect.
The (definite charge) beam-spin asymmetry on the unpolarized target,
ASL =
(∫ π
0
dφ
dσ↑ − dσ↓
dφ
−
∫ 2π
π
dφ
dσ↑ − dσ↓
dφ
)/∫ 2π
0
dφ
dσ↑ + dσ↓
dφ
, (6.84)
does not separate the interference term alone. It does contain contributions from the squared
DVCS amplitude:
ASL ∼ ±
2∑
n=1
Is1,ns
INT
n,unp −
∆2
yQ2xBs
DVCS
1,unp , (6.85)
with
Is1,n = −
1
y2
(∫ π
0
dφ
sin(nφ)
P1(φ)P2(φ) −
∫ 2π
π
dφ
sin(nφ)
P1(φ)P2(φ)
)
. (6.86)
In the collinear limit, the asymmetry vanishes. On the other hand, for y → 0, it is determined by
the twist-three coefficient sDVCS1,unp. The expansion with respect to K reads:
ASL ∼ sINT1,unp −
2(3− 2y)
3(2− y)
K
1− ys
INT
2,unp −
(1− y)(2− y)∆2
yQ2 xBs
DVCS
1,unp + . . . . (6.87)
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The 1/Q-suppressed effect generated by the BH propagators induces contamination due to the
second harmonic suppressed by K/(1 − y). Depending on the kinematics and the size of multi-
particle contributions, this contamination together with sDVCS1,unp may prevent clean access to the
twist-two GPDs even from high-precision measurements of this asymmetry. Note, that for general
reasons, sINT3,unp (s
DVCS
2,unp) is absent in the unpolarized interference (squared DVCS) term. However,
the normalization of ASL is affected by 1/Q-effects in the interference term, mainly due to the
coefficient cINT0,unp.
6.1.11 Electron and positron beam options
When lepton beams of both charges are available, this provides clean separation of twist-two
and twist-three GPDs. In these settings, one can discuss charge-odd and charge-even parts of
the cross section (6.9), which extract the interference, and squared DVCS and BH amplitudes,
respectively. The integrated charge-even part of the cross section does not contain any twist-three
contributions—the interference term cancels there. On the other hand, after azimuthal averaging,
the c0 coefficient of the squared DVCS and all harmonics of squared BH amplitudes survive. So,
it is convenient to use c0 as a unique normalization of the asymmetries discussed below. Namely,
independently from the target polarization we introduce
N−1+− ≡
∫ 2π
0
dφ
d+σunp + d−σunp
dφ
= 2
∫ 2π
0
dφ
dBHσunp + dDVCSσunp
dφ
. (6.88)
• Charge-odd part:
In this case, one ends up with the interference term alone. However, because of the φ-dependence
of the BH propagators we have to include an additional weight factor and use the measure
dw = 2π
P1(φ)P2(φ)dφ∫ 2π
0
P1(φ′)P2(φ′)dφ′
, (6.89)
for the azimuthal integration in order to compensate for the strong φ-dependence of the product
of lepton propagators. The measure dw has the properties∫ 2π
0
dw = 2π , dw(φ) = dw(−φ) = dw(φ+ 2π) .
Now we can exactly separate the Fourier coefficients in Eq. (6.24). Note that dw has its minimum
at φ = π, when the outgoing photon lies in the lepton scattering plane. In case when its momentum
is collinear to the lepton beam, this minimum approaches zero in the massless limit.
To project out different harmonics, one can either (i) do the azimuthal averaging with appro-
priate weights, namely,
cos(nφ)dw , sin(nφ)dw , (6.90)
where n = 0, . . . , 3, or, (ii) use the fact that the Fourier sum for the cross section has only a finite
number of terms, and integrate over different partitions of the azimuthal sphere. It is important
to realize that the statistical error acquired via the extraction of the Fourier harmonics with the
first weighting procedure is smaller compared to the latter, where the coefficients are found by
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forming asymmetries44. Let us present the charge odd asymmetries (CoA), which distinguish the
cosine, cos(nφ), and sine, sin(nφ), harmonics.
The cos-harmonics, i.e., cINTn coefficients, are projected out by means of the integrals
CoAΛc(0) = N+−
∫ 2π
0
dw
d+σΛ − d−σΛ
dφ
, (6.91)
CoAΛc(1) = N+−
(∫ π/2
−π/2
dw
d+σΛ − d−σΛ
dφ
−
∫ 3π/2
π/2
dw
d+σΛ − d−σΛ
dφ
)
+
1
3
CoAΛc(3) , (6.92)
CoAΛc(n) = N+−
2n∑
k=1
(−1)k+1
∫ (2k−1)π/(2n)
(2k−3)π/(2n)
dw
d+σΛ − d−σΛ
dφ
, (6.93)
with n running over n = 2, 3 in the last equation, and Λ stands for Λ = {unp,LP,TP}. The
projection can be achieved by an appropriate flip of the target polarization vector. For the
transversely polarized target, asymmetries are given in terms of two different combinations of
CFFs. They are separable by the projection of the first odd and even harmonics in ϕ, while the
average
∫ 2π
0
dϕCoATP = 0 vanishes.
Next, the sin-harmonics, sINTn , can analogously be separated with the help of the formulas
CoAΛs(1) = N+−
(∫ π
0
dw
d+σΛ − d−σΛ
dφ
−
∫ 2π
π
dw
d+σΛ − d−σΛ
dφ
)
− 1
3
CoAΛs(3) , (6.94)
CoAΛs(n) = N+−
2n∑
k=1
(−1)k+1
∫ kπ/n
(k−1)π/n
dw
d+σΛ − d−σΛ
dφ
, (6.95)
where n = 2, 3.
• Charge-even part:
Let us now define the azimuthal asymmetries of the charge-even part. To do this in the clean-
est way, we subtract first the BH term. This might be possible in practice in the analysis of
experimental data, since the BH cross section is known exactly (up to electromagnetic radiative
corrections), see Section 6.1.4. Of course, it is assumed that the nucleon form factors are known
from other measurements. This gives the squared DVCS amplitude
2dDVCSσ = d+σ + d−σ − 2dBHσ .
Then an appropriate azimuthal averaging, now with the conventional measure dφ, separates the
cos-harmonics, cDVCSn , via
CeAΛc(0) = 2N+−
∫ 2π
0
dφ
dDVCSσΛ
dφ
, (6.96)
CeAΛc(n) = 2N+−
2n∑
k=1
(−1)k+1
∫ (2k−1)π/(2n)
(2k−3)π/(2n)
dφ
dDVCSσΛ
dφ
, (6.97)
44This generic statement can be definitely made for a cross section of the form dσ/dφ = α0 + α1 cosφ. The
weights matching the above two methods are then w1 = cosφ, and w2 = sgn(cosφ) corresponding to the left-right
asymmetry. The former generates a smaller statistical error in the course of the extraction of α1 compared to the
latter.
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with n = 1, 2, and sin-dependent coefficients by means of
CeAΛs(n) = 2N+−
2n∑
k=1
(−1)k+1
∫ kπ/n
(k−1)π/n
dφ
dDVCSσΛ
dφ
, (6.98)
with n = 1, 2.
To conclude, an experimental facility having electron and positron beams is an ideal place to
study GPDs.
6.1.12 Electron or positron beam option
Another situation is when only one kind of the lepton beam is available. Then, the study of single
(lepton or nucleon) spin asymmetries allows one to remove the background BH cross section.
Note, however, that when both the beam and target are polarized, and one studies double-spin
asymmetries, one gets the contamination from the BH harmonics too. In the single (lepton or
hadron) spin experiments, still the twist-two coefficient sINT1 is contaminated by power-suppressed
effects, since both the interference and squared DVCS terms contribute. The best one can do in
these circumstances is to cancel completely the twist-three part of the interference term in the
numerator. However, one will have still the power-suppressed DVCS cross section. For instance,
for the single lepton-spin experiment one is able to probe sINT1,unp plus (1 − y)∆2/yQ2 corrections
from |TDVCS|2. This can be done using the formula
SSA1 =
(∫ π
0
dw
dσ↑ − dσ↓
dφ
−
∫ 2π
π
dw
dσ↑ − dσ↓
dφ
(6.99)
−1
3
6∑
k=1
(−1)k+1
∫ kπ/6
(k−1)π/6
dw
dσ↑ − dσ↓
dφ
)/∫ 2π
0
dφ
dσ↑ + dσ↓
dφ
.
Analogous extraction of the twist-two coefficient sINT1,LP is available for the nucleon-spin asymmetry
(with the unpolarized lepton beam). The projection of the same components can be achieved by
weighting the integral with sin(φ)dw.
For smaller value of y, the contamination from the squared DVCS term may be large. Let us
demonstrate that a separation of the interference and squared DVCS terms can be achieved by a
Fourier transform. The multiplication of the cross section with dw/dφ induces new harmonics in
the squared DVCS term. Projection of all three harmonics, i.e., measuring the asymmetries
SSAn =
( 2n∑
k=1
(−1)k+1
∫ kπ/n
(k−1)π/n
dw
dσ↑ − dσ↓
dφ
)/∫ 2π
0
dφ
dσ↑ + dσ↓
dφ
, (6.100)
(where n = 2, 3) provides the desired Fourier coefficients:
sINT1,unp ∼
(
SSA1 − ws,11
ws,13
SSA3
)
, sINT2,unp ∼
(
SSA2 − ws,12
ws,13
SSA3
)
, sDVCS1,unp ∼ SSA3 , (6.101)
with ws,km =
∫ 2π
0
dw sin(kφ) sin(mφ). Thus, the extraction of twist-three harmonics is, in principle,
possible, however, it requires high precision data. Such a modified Fourier analysis can be used to
separate the coefficients of the interference and squared DVCS term also in the unpolarized and
double spin-flip experiments. But one should realize that the weighted cross section contains now
four odd and five even harmonics, and that the BH cross section must be removed.
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6.1.13 Remarks on state-of-the-art of DVCS
To date, theoretical analyses of the deeply virtual Compton scattering were performed to next-
to-leading order accuracy for a number of twist-two observables [399, 279, 280] and in Born
approximation for certain twist-three asymmetries [400, 328]. These calculations agree rather well
with the available experimental data [393, 394, 395, 396] (see Ref. [397] for a recent comprehensive
summary) even with current crude knowledge of parameter dependence of GPDs, as we outlined
in Section 3.13. Models for power suppressed effects in DVCS amplitudes were suggested based
on renormalon analysis [402, 403] and an approach with introduction of the intrinsic transverse
momentum dependence in GPDs [364] with the framework developed in Ref. [404] for light-cone
distribution amplitudes.
The current experimental facilities do not possess complete exclusivity with respect to the
final state particles. The usual situation is that the recoiled nucleon remains undetected and
reconstructed using the missing mass technique. This represents an uncertainty in interpretation
of the experimental data. Namely, the currently used technique cannot unambiguously establish
whether it was a single nucleon or a nucleon accompanied by soft pion(s) that struck the detector.
This calls for consideration of the associate soft-pion production along with DVCS. This problem
has been addressed in several papers [405, 406, 407, 408] to which we refer for further reading (see
also Ref. [409]).
6.2 Leptoproduction of lepton pairs
In the present section, we will discuss a process which allows to lift the kinematical restriction
η = ξ of the deeply virtual Compton scattering. As we have thoroughly discussed in the preceding
sections, this restriction limited the measurement of GPDs via the imaginary part of the deeply
virtual Compton scattering amplitudes in Born approximation solely to the line η = ξ in the
longitudinal momentum fraction space, F q(ξ, ξ,∆2) (see Fig. 22). The way to eliminate this
constraint is to have both the incoming and outgoing photons to be off-shell and carry unequal
virtualities. This calls for consideration of the lepton pair production in the lepton scattering off
the nucleon e(k)N(p1)→ e(k′)N(p2)ℓ(ℓ−)ℓ¯(ℓ+).
6.2.1 Mapping the surface of GPDs
The advantage of having varying masses of the incoming and outgoing photons is that this allows
to probe GPDs away from the diagonal |ξ| = η, the only kinematics which is accessible in DVCS.
The skewness variable η is proportional to the sum Q2+M2
ℓℓ¯
(with Q2 = −q21 and M2ℓℓ¯ = q22) while
ξ is essentially the difference Q2−M2
ℓℓ¯
(cf. Eq. (5.12)). The boundaries of the (ξ, η) region probed
in the process are set by the following kinematical constraints:
• The skewness parameter lies in the region ηmin < η < 0, where the lower bound comes from
the kinematical condition |∆2| ≥ |∆2min|:
ηmin ≤
√
−∆2/(4M2N −∆2) . (6.102)
• The upper and lower value of ξ is a consequence of the quasi-real limit of the space- or
timelike photon
− η < ξ < η . (6.103)
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Figure 48: The coverage of a sample GPD surface—the valence component of the u-quark
distribution—with electron beams of different energies [285, 354]. The three contours displayed
on the figure embrace the areas to be probed for different values of the electron beam energy E,
the lepton energy loss y, and the t-channel momentum transfer ∆2: (i) solid contour corresponds
to E = 11GeV, y = 0.5, and ∆2 = −0.3GeV2 (M2N ≤ Q2 ≤ 10GeV2), (ii) dashed contour
corresponds to E = 25GeV, y = 0.75, and ∆2 = −1GeV2 (−4∆2 ≤ Q2 ≤ 20GeV2), (iii) dotted
contour corresponds to E = 40GeV, y = 0.9, and ∆2 = −3GeV2 (−4∆2 ≤ Q2 ≤ 35GeV2). We
discarded in this plot the change of the GPD with ∆2 for different kinematical settings.
It can be seen from Fig. 48 that the area of the surface probed in the production of the lepton
pair with electron beam of increasing energy E is quite extensive: (solid contour) E = 11GeV,
(dashed contour) E = 25GeV, (dotted contour) E = 40GeV. It is obvious that the higher
the energy of the lepton beam, the higher ∆2 are allowed with observed applicability of the
perturbative analysis of the Compton amplitude, and thus the higher values of η are achieved.
Above, only the case Q2 > M2
ℓℓ¯
was implied, which probes ξ > 0 component of GPDs. For the
reversed inequality sign, one gets information on the region ξ < 0 and probes patches of the two-
dimensional surface analogous to the previous case. The positive mass of the final-state photon
allows to directly access only the “exclusive” component of GPDs, with η > |ξ|, where GPDs look
like distribution amplitudes. To access the “inclusive” component characterized by η < |ξ|, with
GPDs following the behavior of parton distributions, requires spacelike virtuality for the outgoing
photon. Such a configuration is possible in two-photon exchange events in elastic electron-nucleon
scattering. However, since the hadronic tensor (5.2) enters now via a loop integral, the single spin
asymmetry measurements cannot be used for a direct extraction of GPDs.
6.2.2 Cross section for lepton pair electroproduction
The reaction we are going to discuss consists of three interfering processes, depicted in Fig. 49
(the crossed contributions are implied). However, only one of them is sensitive to the one-particle
correlations in the nucleon when at least one of the photon virtualities is large compared to a
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Figure 49: Subprocesses contributing to electroproduction of muon pairs.
typical hadronic scale. It arises from the virtual Compton scattering amplitude, shown on the
left hand side in Fig. 49. The other two amplitudes represent the Bethe-Heitler background. We
will discuss the simpler case of the production of the lepton pair of a different flavor compared to
that of the beam, i.e., the muon pair production. The consideration of the electroproduction of
electron pairs requires to add exchange contributions due to the identical nature of the electrons
in the final state, i.e., k′ → ℓ−.
The generic form of the cross section of the exclusive electroproduction of lepton pairs off the
nucleon, e(k)N(p1)→ e(k′)N(p2)ℓ(ℓ−)ℓ¯(ℓ+), is
dσ =
1
4p1 · k |T |
2 dLIPS4 , (6.104)
where T is the sum of the amplitude of the virtual Compton scattering and two Bethe-Heitler
processes, T = TVCS + TBH1 + TBH2 , shown in Fig. 49. The four-particle Lorentz invariant phase
space
dLIPS4 = dM
2
ℓℓ¯ dLIPS3 dΦℓℓ¯ , (6.105)
is factorized, by introducing integration over the invariant mass of the lepton pairM2
ℓℓ¯
, into Lorentz
invariant phase-space factors for the production of a heavy timelike photon off a nucleon
dLIPS3 = (2π)
4δ(4) (k + p1 − k′ − p2 − q2) d
4p2
(2π)3
δ+
(
p22 −M2N
) d4k′
(2π)3
δ+
(
k′2
) d4q2
(2π)3
δ+
(
q22 −M2ℓℓ¯
)
,
(6.106)
and its subsequent decay into a lepton pair
dΦℓℓ¯ =
d4ℓ−
(2π)3
δ+
(
ℓ2− −m2ℓ
)
δ+
(
(q2 − ℓ−)2 −m2ℓ
)
. (6.107)
A simple calculation gives for them
dLIPS3 =
dxBdyd(−∆2)dφ
16(2π)4
√
1 + ε2
, dΦℓℓ¯ =
β dΩℓ
8(2π)3
, (6.108)
respectively. The graphical definition of the angles involved is demonstrated in Figs. 50 and 51.
Here the solid angle and the velocity of the the final state lepton in the ℓℓ¯ center-of-mass frame
are
dΩℓ = sin θℓdθℓdϕℓ , β =
√
1− 4m2ℓ/M2ℓℓ¯ , (6.109)
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Figure 50: The kinematics of the lepton pair production in elastic electron-nucleon scattering. The
coordinate system used in defining the kinematical variables is determined by the z-axis counter-
aligned to the spacelike virtual photon. Another complimentary frame suited for evaluation of
scalar products is the one with z′ along the three-momentum of the timelike photon.
respectively. Introduction of the transverse polarization for the nucleon spin-vector Eq. (6.14)
results in an extra integration variable in the phase space given by Eqs. (6.105) and (6.108),
dLIPS4 → dΦ
2π
× dLIPS4 . (6.110)
Extracting the lepton charge from the amplitudes, one gets for the cross section, expressed in
terms of experimentally measurable variables,
dσ =
α4em
16(2π)3
xByβ
Q2√1 + ε2
∣∣∣∣Te4
∣∣∣∣2 dxBdyd(−∆2)dφdM2ℓℓ¯dΩℓ . (6.111)
6.2.3 Kinematics of the lepton pair electroproduction
There is a complementary rest frame to the conventional one discussed in Section 6.1.1 with the
z-axis directed opposite to the three-momentum of the incoming virtual photon. It is very suitable
for evaluation of scalar products of four-momenta at intermediate stages. The new frame is defined
by rotating the z-axis in the hadronic plane such that it aligns with the three-momentum q2 of
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Figure 51: Azimuthal and polar angles of the lepton pair in the rest frame of the timelike photon.
the timelike virtual photon
q2 = (ω2, v ω2) , ω2 =
Q
ε
+
∆2
2MN
, v ≡ |v| =
√
1−M2
ℓℓ¯
/ω22 . (6.112)
Operationally, it is achieved by rotating the frame from Section 6.1.1 in the hadron scattering
plane by the scattering angle θγ of the outgoing photon,
cos θγ = −
ε
(Q2 −M2
ℓℓ¯
+∆2
)
+ 2Qω2
2Qω2v
√
1 + ε2
, (6.113)
as shown in Fig. 50. In the new frame with z′ axis directed along ~q2, the particle four-momenta
read
qµ2 = (ω2, 0, 0, ω2v) , q
µ
1 = (ω1, q
z
1 sin θγ , 0, −qz1 cos θγ) , pµ1 = (MN , 0, 0, 0) ,
kµ = E (1, sin θe cos θγ cosϕγ − cos θe sin θγ , − sin θe sinϕγ , sin θe sin θγ cosϕγ + cos θe cos θγ) ,
with the azimuthal angle of the timelike photon ϕγ = π + φ. The outgoing proton and scattered
lepton momentum can be found from these equation using the momentum conservation laws. In
these formulas, the sine of θγ can be expressed by means of invariants of scattering
sin θγ =
√
4xB(1− xB) + ε2
2Qω2v
√
1 + ε2
√
− (∆2 −∆2min) (∆2 −∆2max) . (6.114)
Here the maximal and minimal momentum transfer in the t-channel is
∆2min,max = −
1
4xB(1− xB) + ε2
{
2
(
(1− xB)Q2 − xBM2ℓℓ¯
)
+ ε2
(Q2 −M2ℓℓ¯)
∓2
√
1 + ε2
√(
(1− xB)Q2 − xBM2ℓℓ¯
)2 − ε2Q2M2
ℓℓ¯
}
, (6.115)
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with − (+) corresponding to ∆2min (∆2max). Their approximate form, i.e., neglecting corrections of
order (p · q)−1, in symmetrical variables (5.9) is
∆2max ≃ −Q2
1− η2
ξ(1− ξ)
and analogous result for ∆2min given before in Eq. (3.202). A boost from the timelike photon rest
frame to the z′ rest frame along the direction of motion of the photon with velocity v (6.112)
yields
ℓ− =
(
1
2
ω2 (1 + vβ cos θℓ) ,
1
2
Mℓℓ¯ β sin θℓ cosϕℓ,
1
2
Mℓℓ¯ β sin θℓ sinϕℓ,
1
2
ω2 (v + β cos θℓ)
)
,
(6.116)
where θℓ and ϕℓ are the solid angles of ℓ− in the ℓℓ¯ center-of-mass frame. The vector ℓ+ is obtained
by the reflection, ϕℓ → ϕℓ+π and θℓ → π−θℓ, from ℓ−, or equivalently by the substitution β → −β.
For the bulk of our discussion it is enough to evaluate approximate forms of scalar products
which enter the cross section. Namely, keeping only the leading and sub-leading terms in the
1/(p · q)-expansion, one arrives at the following expressions
k ·∆ ≈ −Q
2
y
η
ξ
(1− 2K cosϕγ) , (6.117)
ℓ− ·∆ ≈ −Q
2
y˜
η
ξ
(
1 + 2K˜ cosϕℓ
)
, (6.118)
ℓ− · k ≈ Q
2
yy˜
1
ξ
{
1
2
(ξ − η)(1− y˜) + 1
2
(ξ + η)(1− y) (6.119)
+σ
√
(1− y)(1− y˜)(ξ2 − η2) cos(ϕγ − ϕℓ)− 2ηK cosϕγ − 2ηK˜ cosϕℓ
}
.
with {
K
K˜
}
≈ 1
2η
√
−ξ∆
2
Q2
√
1− ∆
2
min
∆2
√
1− η
1 + η
×
{ √
(1− y)(ξ + η)√
(1− y˜)(ξ − η)
}
. (6.120)
Note, that the original square root√
(1− y)(1− y˜)(1− η2/ξ2)Q4
in front of cos(ϕγ − ϕℓ) in Eq. (6.119) was replaced by
σQ2/ξ
√
(1− y)(1− y˜)(ξ2 − η2) ,
with
σ ≡ sgn(Q2/ξ) .
Since Q2/ξ is positive for the kinematics we are considering, σ can be set to be equal to +1.
However, discussing below relations between scattering amplitudes, we will make use of symmetries
that induce the interchange ξ → −ξ and Q2 → Q2 in the underlying expressions. Under these
substitutions, σ changes the sign and takes the negative value −1. Equation (6.117) reduces to
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the known result [328] in the limit of the real final-state photonMℓℓ¯ = 0, discussed in the previous
section. To make the results look symmetric, we introduce the variable y˜
1
y˜
≡ p1 · ℓ−
p1 · q2 =
1 + vβ cos θℓ
2
≃ 1 + cos θℓ
2
, (6.121)
which varies in the interval 1 ≤ y˜ ≤ ∞ and enters in a fashion analogous to the fraction of the
lepton energy loss y.
6.2.4 Generating function for angular dependence
In this section, we will discuss the electroproduction cross section involving the leading-twist
Compton scattering amplitude. First, we present a generic form of the squared amplitude, where
the hadronic part left intact, while the leptonic part is fully worked out. The square of the total
amplitude, T = TVCS + TBH1 + TBH2 , involves three essentially different contributions
T 2 = |TVCS|2 + I + |TBH1 + TBH2|2 , (6.122)
the square of the virtual Compton scattering amplitude, — bilinear in Compton form factors, —
the square of the Bethe-Heitler processes, — independent on GPDs and expressed solely in terms
of elastic form factors, and the interference term
I = TVCST †BH1 + TVCST †BH2 + T †VCSTBH1 + T †VCSTBH2 , (6.123)
which is linear in Compton form factors. For the electron beam, the separate contributions to the
total amplitude are given by
TVCS = e
4
q21q
2
2
u¯(ℓ−)γµu(−ℓ+) u¯(k′)γνu(k) Tµν , (6.124)
TBH1 =
e4
q22∆
2
u¯(ℓ−)γµu(−ℓ+) u¯(k′)
(
γµ
1
6k − 6∆γν + γν
1
6k′ + 6∆γµ
)
u(k) Jν , (6.125)
TBH2 =
e4
q21∆
2
u¯(k′)γµu(k) u¯(ℓ−)
(
γµ
1
−6ℓ+ − 6∆γν + γν
1
6ℓ− + 6∆γµ
)
u(−ℓ+) Jν . (6.126)
They correspond to the diagrams (a), (b), and (c) in Fig. 49, respectively, including the crossed
contributions in the latter two cases. The VCS tensor Tµν and the electromagnetic current Jµ
were introduced previously in Eqs. (5.51) and (6.12), respectively. The two amplitudes TVCS and
TBH2 change the overall sign when one switches from the electron to the positron beam, and so do
the interference terms involving them, while the term TBH1 does not change sign. Obviously, both
BH amplitudes are related by the interchange of the momenta k′ ↔ ℓ− and k ↔ −ℓ+. Moreover,
the VCS and the first BH amplitude are even under the interchange of the produced leptons in
the pair, while the second BH amplitude is odd. This symmetry property in the timelike DVCS
plays an analogous role as the charge asymmetry in the spacelike case [351].
The evaluation of separate terms gives expressions which are represented as a Fourier sum of
a few harmonics in the difference of the azimuthal angles ϕl − ϕγ = ϕl − φ − π. Below, we list
particular contributions to the total amplitude squared.
• The square of the VCS amplitude
|TVCS|2 = 2ξ
2e8
Q4y2y˜2(η2 − ξ2)
2∑
n=0
(aVCSn + λb
VCS
n ) cos
(
n(ϕl − φ)
)
, (6.127)
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has the following expansion coefficients
aVCS0 =
1
2
(2− 2y + y2)(2− 2y˜ + y˜2)
(
F1F †1 + F˜1F˜ †1
)
+ 4(1− y)(1− y˜)ξ
2 − η2
ξ2
FLF †L , (6.128)
aVCS1 = −
σ
ξ
√
(1− y)(1− y˜)(ξ2 − η2)(2− y)(2− y˜)
(
F1F †L + FLF †1
)
, (6.129)
aVCS2 = 2(1− y)(1− y˜)
(
F1F †1 − F˜1F˜ †1
)
, (6.130)
bVCS0 =
1
2
y(2− y)(2− 2y˜ + y˜2)
(
F1F˜ †1 + F˜1F †1
)
, (6.131)
bVCS1 = −
σ
ξ
√
(1− y)(1− y˜)(ξ2 − η2)y(2− y˜)
(
FLF˜ †1 + F˜1F †L
)
, (6.132)
bVCS2 = 0 . (6.133)
Due to the virtuality of both the incoming and outgoing photons, the Lorentz structure accompa-
nying FL, in contrast to the DVCS case, does contribute to the cross section and generates, e.g.,
the coefficient aVCS1 .
The interference of the VCS and BH amplitude will involve lepton propagators from the latter
which will bring conveniently rescaled factors in the denominator
(k′ +∆)2 ≡ 2η p · qP1(k) , (k −∆)2 ≡ 2η p · qP2(k) , (6.134)
(ℓ+ +∆)
2 ≡ −2η p · qP3(ℓ−) , (ℓ− +∆)2 ≡ −2η p · qP4(ℓ−) . (6.135)
The expressions are rather lengthy and are obtained by substituting Eqs. (6.117) and (6.120) into
the left-hand side of the above definitions. We also introduce the following shorthand notations
for the structures involving the nucleon matrix element of the quark electromagnetic current to
make the formulas look as concise as possible,
S1 ≡ −η
(
k − 1
y
q1
)
· J† − 1
p · q
(
k − 1
y
q1
)
·∆ q1 · J† , (6.136)
S2 ≡ −η
(
ℓ− − 1
y˜
q2
)
· J† − 1
p · q
(
ℓ− − 1
y˜
q2
)
·∆ q2 · J† , (6.137)
S˜1 ≡ i
p · q εµνρσqµkν∆ρJ
†
σ , S˜2 ≡
i
p · qεµνρσqµℓ−ν∆ρJ
†
σ . (6.138)
These functions depend on the azimuthal angles φ and ϕl. Combining these results, one finds, in
full analogy with the previous analysis of |TVCS|2, the interference contributions from the VCS and
BH amplitudes.
• The interference TVCST †BH1
TVCST †BH1 =
2ξ2e8
y2y˜2η2(η2 − ξ2)Q4∆2P1(k)P2(k)
2∑
n=0
(
a1n + λb
1
n
)
cos
(
n(ϕl − φ)
)
, (6.139)
is determined by
a10 = −4(1− y)(1− y˜)
(
ηS1F1 + ξS˜1F˜1 − 2ξ
2 − η2
ξ
S1FL
)
−(2− 2y + y2)(2− 2y˜ + y˜2)
(
ξS1F1 − ηS˜1F˜1
)
(6.140)
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−2 y˜
y
(1− y)(2− y)(2− y˜)(ξ + η)
(
S˜2F˜1 − η
ξ
S2FL
)
,
a11 = 2σ
√
(1− y)(1− y˜)(ξ2 − η2) (6.141)
×
{
(2− y)(2− y˜)
(
S1F1 + S˜1F˜1 − ξ + η
ξ
S1FL
)
+ 4
y˜
y
1− y
ξ − η
(
ηS2F1 + ξS˜2F˜1
)}
,
a12 = −4(ξ + η)(1− y)(1− y˜)
(
S1F1 + S˜1F˜1
)
, (6.142)
b10 = −y(2− y)(2− 2y˜ + y˜2)
(
ξS1F˜1 − ηS˜1F1
)
− 2(ξ + η)(1− y)y˜(2− y˜)S˜2 (F1 + FL) , (6.143)
b11 = 2σ
√
(1− y)(1− y˜)(ξ2 − η2)y(2− y˜)
(
S1F˜1 + S˜1F1 + ξ + η
ξ
S˜1FL
)
, (6.144)
b12 = 0 . (6.145)
• The interference TVCST †BH2
TVCST †BH2 =
2ξ2e8
y2y˜2η2(η2 − ξ2)Q4∆2P3(ℓ−)P4(ℓ−)
2∑
n=0
(
a2n + λb
2
n
)
cos
(
n(ϕl − φ)
)
, (6.146)
is encoded into the following Fourier coefficients
a20 = −4(1− y)(1− y˜)
(
ηS2F1 + ξS˜2F˜1 + 2ξ
2 − η2
ξ
S2FL
)
+(2− 2y + y2)(2− 2y˜ + y˜2)
(
ξS2F1 − ηS˜2F˜1
)
(6.147)
−2y
y˜
(1− y˜)(2− y)(2− y˜)(ξ − η)
(
S˜1F˜1 − η
ξ
S1FL
)
,
a21 = −2σ
√
(1− y)(1− y˜)(ξ2 − η2) (6.148)
×
{
(2− y)(2− y˜)
(
S2F1 − S˜2F˜1 − ξ − η
ξ
S2FL
)
− 4y
y˜
1− y˜
ξ + η
(
ηS1F1 + ξS˜1F˜1
)}
,
a22 = 4(ξ − η)(1− y)(1− y˜)
(
S2F1 − S˜2F˜1
)
, (6.149)
b20 = y(2− y)(2− 2y˜ + y˜2)
(
ξS2F˜1 − ηS˜2F1
)
− 2(ξ − η)y
2
y˜
(2− y˜)(1− y˜)S˜1 (F1 + FL) ,(6.150)
b21 = −2σ
√
(1− y)(1− y˜)(ξ2 − η2)y(2− y˜)
(
S2F˜1 − S˜2F1 − ξ − η
ξ
S˜2FL
)
, (6.151)
b22 = 0 . (6.152)
The unpolarized parts of the two interference terms must obey a symmetry relation, since the
BH amplitudes (6.125) and (6.126) are related to each other by the substitutions of the lepton’s
momenta k ↔ −ℓ+ and k′ ↔ ℓ−. Obviously, q1 ↔ −q2 under it. The Bose symmetry ensures on
the other hand the invariance of the Compton amplitude (6.124) with respect to this interchange.
As we mentioned above, all of the amplitudes possess definite symmetry properties under the
permutation of leptons in the pair ℓ− ↔ ℓ+ and, thus, one can take the advantages of combining
both transformations together, i.e., k ↔ −ℓ− and k′ ↔ ℓ+. From the definitions of the four-vectors
(6.116) one can derive, after some algebra, a complete set of substitution rules reflecting them
Q2 → Q2 , ξ → −ξ , σ → −σ , ∆→ ∆ , η → η , y ↔ y˜ , ϕℓ ↔ φ . (6.153)
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The prefactors in the interference terms (6.139) and (6.146) are even under the transformation
(6.153). Moreover, from the definitions (6.136), (6.137), and (6.138), one can conclude also that
S1 ↔ −S2; S˜1 ↔ −S˜2 with (6.153). Taking all the results together, one obtains that the Fourier
coefficients satisfy the equalities
a2n = − a1n
∣∣ S1↔−S2;S˜1↔−S˜2
y↔y˜;ξ↔−ξ , (6.154)
where F1 and F˜1 are even and odd functions in ξ, respectively. Finally, one observes that the
product of the BH propagators (6.134) and (6.135) obeys the symmetry relation
P3P4(Q2,∆2, ξ, η, y, y˜, ϕℓ) = P1P2(Q2,∆2,−ξ, η, y˜, y, φ = ϕℓ) . (6.155)
6.2.5 Angular dependence of the cross section
Having the generic expression for the total amplitude squared, one can proceed with the hadronic
part and present the result as a Fourier expansion in terms of the azimuthal angle, φ of the recoiled
nucleon and ϕℓ of a lepton in the lepton pair. The starting point is to write down the general
angular decomposition of the squared amplitudes, which results from the Lorentz structure of
the contracted leptonic and hadronic tensors. The harmonics appearing here, can be classified
with respect to the underlying twist expansion of the hadronic tensor (5.2), and the Fourier
coefficients are in one-to-one correspondence with helicity amplitudes defined in the target rest
frame. Extracting certain kinematical factors in order to match the normalization adopted for the
leptoproduction cross section of the real photon in Ref. [328], the square of the VCS amplitude and
its interference with the BH amplitudes as well as the squared BH amplitudes has the following
expansion in these azimuthal angles
|TVCS|2 = 2ξ
2e8
Q4y2y˜2(η2 − ξ2)
2∑
n=0
{cVCSn (ϕℓ) cos(nφ) + sVCSn (ϕℓ) sin(nφ)} , (6.156)
I = 2ξ(1 + η)e
8
y3y˜3(η2 − ξ2)Q2∆2
3∑
n=0
{
± y˜P1P2(φ)
(
c1n(ϕℓ) cos(nφ) + s
1
n(ϕℓ) sin(nφ)
)
(6.157)
+
y
P3P4(ϕℓ)
(
c2n(φ) cos(nϕℓ) + s
2
n(φ) sin(nϕℓ)
)}
,
|TBH|2 = ξ(1 + η)
2
y4y˜4∆2Q2η(η2 − ξ2)
{
4∑
n=0
{
y˜2
P21P22 (φ)
(
c11n (ϕℓ) cos(nφ) + s
11
n (ϕℓ) sin(nφ)
)
(6.158)
+
y2
P23P24 (ϕℓ)
(
c22n (φ) cos(nϕℓ) + s
22
n (φ) sin(nϕℓ)
)}
±
3∑
n=0
yy˜
P1P2P3P4
(
c12n (ϕℓ) cos(nφ) + s
12
n (ϕℓ) sin(nφ)
)}}
.
Here the + (−) sign stands for the electron (positron) beam, and the relation between the az-
imuthal angles ϕγ = π+φ has been used in the expansion. The Fourier coefficients for the squared
VCS term (i = VCS), the interference term with the first BH amplitude (6.125) (i = 1), and the
squared BH amplitude (6.125) (i = 11) are expanded up to the second order harmonics in the
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azimuthal angle ϕℓ of the lepton pair and read
cin(ϕℓ) =
2∑
m=0
{
ccinm cos(mϕℓ) + cs
i
nm sin(mϕℓ)
}
,
sin(ϕℓ) =
2∑
m=0
{
scinm cos(mϕℓ) + ss
i
nm sin(mϕℓ)
}
. (6.159)
The Fourier coefficients abinm = (cc
i
nm, cs
i
nm, sc
i
nm, ss
i
nm) depend on the nucleon polarization vector
(6.14) and can be decomposed further as
abinm = ab
i
nm,unp + cosΘ ab
i
nm,LP + sinΘ ab
i
nm,TP(Φ) . (6.160)
A similar expansion in terms of the azimuthal angle φ is performed for the interference of the
second BH amplitude (6.126) with the VCS amplitude (i = 2) and for the square of the second
BH amplitude (i = 22). The interference of both BH amplitudes (i = 12) is analogous to Eq.
(6.159), however, it contains now third order harmonics in the azimuthal angle ϕℓ. The Fourier
coefficients linearly depend on the polarization vector of the nucleon, see Eq. (6.160). At the edge
of the phase space, the overall coefficient in the BH amplitude gets corrected according to
(1 + η)2
η2 − ξ2 →
(
1 + η + ξ∆
2
2Q2
)2
η2 −
(
1− ∆2
4Q2
)2
ξ2
. (6.161)
We emphasize that 1/(η2−ξ2) expressions in the squared VCS (6.156) and the interference (6.157)
terms are corrected in an analogous manner to ensure their correct behavior in the limits Q2 → 0
and M2
ℓℓ¯
→ 0.
Finally, we remark that all BH propagators, defined in Eqs. (6.134) and (6.135), are even
functions of the azimuthal angle ϕ:
Pi(ϕ) = Pi(2π − ϕ) for i = {1, . . . , 4} . (6.162)
Thus, even and odd harmonics can be clearly separated from each other. It is also worth men-
tioning that the product P3P4 as a function of the lepton-pair solid angles ϕℓ and θℓ satisfies the
symmetry relation
P3P4(θℓ, ϕℓ) = P3P4(π − θℓ, ϕℓ + π) . (6.163)
As a consequence of this symmetry, any (anti)symmetric moment in θℓ, after integration over dθℓ
in a symmetric interval around the point θℓ = π/2, has the following characteristic cos-Fourier
expansion (for any integer r)∫ π/2+ϑ
π/2−ϑ
d cos θℓ
τ(θℓ)
[P3P4]r =
∑
n=0,1,2,···
τn(ϑ)
{
cos([2n+ 1]ϕℓ)
cos(2nϕℓ)
}
for
{
τ(θℓ) = −τ(π − θℓ)
τ(θℓ) = τ(π − θℓ)
}
,(6.164)
where ϑ ≤ π
2
.
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6.2.6 Squared virtual Compton amplitude
At leading twist, it turns out that |TVCS|2 depends only on the harmonics cos[n(ϕℓ − φ)] with
n = 0, 1, 2. As a result, we find that in this approximation, there exist the following relations
between the Fourier coefficients:
ssVCSnn ≃ ccVCSnn ,
scVCSnm ≃ csVCSnm ≃ 0 , (6.165)
ssVCSnm ≃ ccVCSnm ≃ 0 , n 6= m.
The nonvanishing Fourier coefficients ccVCSnn can be easily evaluated from Eqs. (6.128)-(6.133) and
products of Compton form factors. The general structure of products of Compton form factors is
given by
1
4
F1F †1 ≡ CVCSVV,unp + CVCSVV,LP cosΘ + i
√
− ∆
2
4M2N
√
1− ∆
2
min
∆2
√
1− η
1 + η
CVCSVV,TP sin (Φ− φ) sinΘ , (6.166)
1
4
F1F˜ †1 ≡ CVCSVA,unp + CVCSVA,LP cosΘ +
√
− ∆
2
4M2N
√
1− ∆
2
min
∆2
√
1− η
1 + η
CVCSVA,TP cos (Φ− φ) sinΘ , (6.167)
with F˜1F˜ †1 product having the decomposition similar to Eq. (6.166). The polar Θ and azimuthal
Φ angles parametrize the nucleon polarization vector S according to Eq. (6.14). The functions
C(F ,F∗) depend on Compton form factors F . For the case at hand, we find at leading order in
(p · q)−1
CVCSVV,unp(F ,F∗) = (1− η2)HH∗ − η2(HE∗ + EH∗)−
(
∆2
4M2N
+ η2
)
EE∗ , (6.168)
CVCSAA,unp(F ,F∗) = (1− η2)H˜H˜∗ − η2(H˜E˜∗ + E˜H˜∗)− η2
∆2
4M2N
E˜ E˜∗ , (6.169)
CVCSVA,unp(F ,F∗) = 0 . (6.170)
The results for spin-dependent cases, including both longitudinally and transversely polarized tar-
get options, are presented below. The nonvanishing C-coefficients in the squared VCS amplitude,
defined in Eq. (6.166) – (6.167), for the polarized nucleon target are given by
CVCSVA,LP(F ,F∗) = (1− η2)HH˜∗ − η2(HE˜∗ + EH˜∗)− η
(
∆2
4M2N
+
η2
1 + η
)
EE˜∗ , (6.171)
CVCSVV,TP(F ,F∗) = (1 + η) (HE∗ − EH∗) , (6.172)
CVCSAA,TP(F ,F∗) = −(1 + η)η
(
H˜E˜∗ − E˜H˜∗
)
, (6.173)
CVCSVA,TP(F ,F∗) = (1 + η)
(
ηHE˜∗ − EH˜∗
)
+ η2EE˜∗ . (6.174)
Note, that in the (spacelike) DVCS limit, i.e., when one sets η = ξ, we retrieve our previous result
from Ref. [328]
CDVCSunp DVCS= CVCSVV,unp + CVCSAA,unp ,
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and analogous relations for the polarized case in the DVCS limit η = ξ,
CDVCS
LP
(F ,F∗) DVCS= CVCSVA,LP(F ,F∗) + CVCSVA,LP(F∗,F) ,
CDVCSTP+ (F ,F∗) DVCS= CVCSVA,TP(F ,F∗) + CVCSVA,TP(F∗,F) , (6.175)
CDVCS
TP− (F ,F∗) DVCS= CVCSVV,TP(F ,F∗) + CVCSAA,TP(F ,F∗) .
In this way, we find for the unpolarized target the following nonvanishing Fourier coefficients
in the twist-two sector
ccVCS00,unp = 2(2− 2y + y2)(2− 2y˜ + y˜2)
{CVCSVV,unp(F ,F∗) + CVCSAA,unp(F ,F∗)}
+
16
ξ2
(1− y)(1− y˜)(ξ2 − η2)CVCSVV,unp(FL,F∗L) , (6.176)
ccVCS11,unp =
4σ
ξ
√
(1− y)(1− y˜)(ξ2 − η2)(2− y)(2− y˜){CVCSVV,unp(F ,F∗L) + CVCSVV,unp(FL,F∗)} , (6.177)
ccVCS22,unp = 8(1− y)(1− y˜)
{CVCSVV,unp(F ,F∗)− CVCSAA,unp(F ,F∗)} . (6.178)
The remaining Fourier coefficients for longitudinally polarized target are given by
ccVCS00,LP = 2λ(2− y)y(2− 2y˜ + y˜2)
{CVCSVA,LP(F ,F∗) + CVCSVA,LP(F∗,F)} ,
ccVCS11,LP = λ
4σ
ξ
y(2− y˜)
√
(1− y)(1− y˜)(ξ2 − η2){CVCSVA,LP(FL,F∗) + CVCSVA,LP(F∗L,F)} ,(6.179)
and, for transversely polarized target, they read
ccVCS00,TP =
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
√
1− η
1 + η
×
{
λ cos (Φ− φ) (2− y)y(2− 2y˜ + y˜2){CVCSVA,TP(F ,F∗) + CVCSVA,TP(F∗,F)}
+ i sin (Φ− φ) (2− 2y + y2)(2− 2y˜ + y˜2){CVCSVV,TP(F ,F∗) + CVCSAA,TP(F ,F∗)}
+ 8i sin (Φ− φ) (1− y)(1− y˜)ξ
2 − η2
ξ2
CVCSVV,TP(FL,F∗L)
}
, (6.180)
ccVCS11,TP =
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
√
1− η
1 + η
2σ
ξ
√
(1− y)(1− y˜)(ξ2 − η2)
×
{
λ cos (Φ− φ) y(2− y˜){CVCSVA,TP(FL,F∗) + CVCSVA,TP(F∗L,F)}
+i sin (Φ− φ) (2− y)(2− y˜){CVCSVV,TP(FL,F∗) + CVCSVV,TP(F∗L,F)}} , (6.181)
ccVCS22,TP =
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
√
1− η
1 + η
×4i sin (Φ− φ) (1− y)(1− y˜){CVCSVV,TP(F ,F∗)− CVCSAA,TP(F ,F∗)} . (6.182)
Here, according to the general twist-two relation (6.165),
ssVCS11,LP/TP ≃ ccVCS11,LP/TP , ssVCS22,TP ≃ ccVCS22,TP . (6.183)
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All other coefficients are expressed using Eq. (6.165). Note, however, that the tensor-gluon con-
tribution induces further second order harmonics, which are not displayed here since they are
suppressed by a power of the coupling constant αs.
6.2.7 Interference of virtual Compton and Bethe-Heitler amplitudes
In the leading-twist approximation, the following general relations can be established between the
Fourier coefficients of the interference term
ssINTnm ≃ ccINTnm and csINTnm ≃ −scINTnm for {nm} = {12, 21, 32} ,
ssINTnm ≃ ccINTnm ≃ csINTnm ≃ scINTnm ≃ 0 for n 6= m± 1 , (6.184)
where n,m + 1 ≤ 3 for INT= {1, 2}. For the unpolarized target, there are five nontrivial entries
which arise for the unpolarized lepton beam, namely, ccINT01,unp, cc
INT
10,unp, cc
INT
12,unp, cc
INT
21,unp, and cc
INT
32,unp.
They are supplemented by three additional Fourier coefficients for the polarized-beam option:
csINT01,unp, sc
INT
10,unp, and sc
INT
21,unp, while sc
INT
12,unp ≃ scINT32,unp ≃ 0. To find the explicit form of these
Fourier coefficients, one should evaluate the products of Dirac bilinears in Eqs. (6.139) – (6.146).
This yields{S1
S2
}
F1 ≡ 4Q2 (1 + η)η
yy˜ξ
({
y˜K
yK˜
}[
CV ,unp(F)
{
cosφ
cosϕℓ
}
+ cosΘ iCV ,LP(F)
{
sinφ
sinϕℓ
}]
(6.185)
+ sinΘ
{
y˜L
yL˜
}[
iCV ,TP+(F)
{
sin φ
sinϕℓ
}
cos(Φ− φ) + iCV ,TP−(F)
{
cosφ
cosϕℓ
}
sin(Φ− φ)
])
,{
S˜1
S˜2
}
F1 ≡ 4Q2 (1 + η)η
yy˜ξ
({
y˜K
yK˜
}[
−iCV ,unp(F)
{
sinφ
sinϕℓ
}
− cosΘ CV ,LP(F)
{
cosφ
cosϕℓ
}]
(6.186)
− sinΘ
{
y˜L
yL˜
}[
CV ,TP+(F)
{
cosφ
cosϕℓ
}
cos(Φ− φ)− CV ,TP−(F)
{
sinφ
sinϕℓ
}
sin(Φ− φ)
])
,
{S1
S2
}
F˜1 ≡ 4Q2 (1 + η)η
yy˜ξ
({
y˜K
yK˜
}[
iCA,unp(F)
{
sin φ
sinϕℓ
}
+ cosΘ CA,LP(F)
{
cosφ
cosϕℓ
}]
(6.187)
+ sinΘ
{
y˜L
yL˜
}[
CA,TP+(F)
{
cos φ
cosϕℓ
}
cos(Φ− φ)− CA,TP−(F)
{
sin φ
sinϕℓ
}
sin(Φ− φ)
])
,{
S˜1
S˜2
}
F˜1 ≡ 4Q2 (1 + η)η
yy˜ξ
({
y˜K
yK˜
}[
−CA,unp(F)
{
cosφ
cosϕℓ
}
− cosΘ iCA,LP(F)
{
sinφ
sinϕℓ
}]
(6.188)
− sinΘ
{
y˜L
yL˜
}[
iCA,TP+(F)
{
sinφ
sinϕℓ
}
cos(Φ− φ) + iCA,TP−(F)
{
cos φ
cosϕℓ
}
sin(Φ− φ)
])
,
where the angles Θ and Φ exhibit the dependence on the polarization of the target. We used, in
analogy to the definitions (6.120), the shorthand notation for{
L
L˜
}
≈ 1
2η
√
ξM2N
Q2
{ √
(1− y)(ξ + η)√
(1− y˜)(ξ − η)
}
(6.189)
260
We also introduced universal electric- and magnetic-like combinations of electromagnetic form
factors intertwined with CFFs
CV ,unp = F1H− ∆
2
4M2N
F2E , CA,unp = η(F1 + F2)H˜ . (6.190)
For the longitudinally polarized nucleon, we get the following combinations of the electromagnetic
and Compton form factors:
CV ,LP = η(F1 + F2)
(
H + η
1 + η
E
)
, CA,LP = F1H˜ − η
(
η
1 + η
F1 +
∆2
4M2N
F2
)
E˜ , (6.191)
while for the transversely polarized case we have four more combinations
CV ,TP+ = 2η
1− η (F1 + F2)
{
η
(
H− η
1 + η
E
)
+
∆2
4M2N
E
}
, (6.192)
CA,TP+ = − 2
1 + η
{
η2F1
(
H˜ + η
1 + η
E˜
)
− ∆
2
4M2N
(
(1− η2)F2H˜ − η(F1 + ηF2)E˜
)}
, (6.193)
CV ,TP− = 2
1 + η
{
η2F1 (H + E)− ∆
2
4M2N
(
(1− η2)F2H− (F1 + η2F2)E
)}
, (6.194)
CA,TP− = − 2η
2
1 + η
(F1 + F2)
{
H˜ + ∆
2
4M2N
E˜
}
. (6.195)
Now, using Eqs. (6.139) – (6.145) and (6.157) it is straightforward to derive the following
nonzero Fourier coefficients for the first interference term:
cc101,unp = 8K˜(1− y)(2− y)(2− y˜)
ξ + η
η
ℜe
{
CV ,unp(F) + CA,unp(F)− ξ − η
ξ
CV ,unp(FL)
}
, (6.196)
cs101,unp = 8λK˜y(1− y)(2− y˜)
ξ + η
η
ℑm
{
CV ,unp(F) + CA,unp(F) + ξ − η
ξ
CV ,unp(FL)
}
, (6.197)
cc110,unp = 8K ℜe
{
−(2− 2y + y2)(2− 2y˜ + y˜2)
(
ξ
η
CV ,unp(F) + CA,unp(F)
)
+8(1− y)(1− y˜)ξ
2 − η2
ηξ
CV ,unp(FL)
}
, (6.198)
cc112,unp = 16K(1− y)(1− y˜)
ξ − η
ξ
ℜe {CV ,unp(F) + CA,unp(F)} , (6.199)
sc110,unp = −8λKy(2− y)(2− 2y˜ + y˜2)ℑm
{
CV ,unp(F) + ξ
η
CA,unp(F)
}
, (6.200)
cc121,unp = 8K˜(1− y)(2− y)(2− y˜)
ξ + η
η
ℜe
{
CV ,unp(F)− CA,unp(F)− ξ + η
ξ
CV ,unp(FL)
}
, (6.201)
sc121,unp = −8λK˜y(1− y)(2− y˜)
ξ + η
η
ℑm
{
CV ,unp(F)− CA,unp(F) + ξ + η
ξ
CV ,unp(FL)
}
, (6.202)
cc132,unp = −16K(1− y)(1− y˜)
ξ + η
η
ℜe {CV ,unp(F)− CA,unp(F)} . (6.203)
One should also add to this list ss112,unp, ss
1
21,unp, cs
1
21,unp, and ss
1
32,unp, which follow from Eq. (6.184).
261
Next, we display the explicit form of the Fourier coefficients in the interference term with the
second BH process for an unpolarized nucleon target, which can be obtained through symmetry
considerations as will be explained below. These coefficients are
cc201,unp = −8K(2− y)(1− y˜)(2− y˜)
ξ − η
η
ℜe
{
CV ,unp(F)− CA,unp(F)− ξ + η
ξ
CV ,unp(FL)
}
, (6.204)
cs201,unp = 8λKy(1− y˜)(2− y˜)
ξ − η
η
ℑm
{
CV ,unp(F)− CA,unp(F) + ξ + η
ξ
CV ,unp(FL)
}
, (6.205)
cc210,unp = 8K˜ ℜe
{
(2− 2y + y2)(2− 2y˜ + y˜2)
(
ξ
η
CV ,unp(F) + CA,unp(F)
)
−8(1− y)(1− y˜)ξ
2 − η2
ηξ
CV ,unp(FL)
}
, (6.206)
cc212,unp = 16K˜(1− y)(1− y˜)
ξ + η
η
ℜe {CV ,unp(F)− CA,unp(F)} , (6.207)
sc210,unp = 8λK˜y(2− y)(2− 2y˜ + y˜2)ℑm
{
CV ,unp(F) + ξ
η
CA,unp(F)
}
, (6.208)
cc221,unp = −8K(2− y)(1− y˜)(2− y˜)
ξ − η
η
ℜe
{
CV ,unp(F) + CA,unp(F)− ξ − η
ξ
CV ,unp(FL)
}
, (6.209)
sc221,unp = 8λKy(1− y˜)(2− y˜)
ξ − η
η
ℑm
{
CV ,unp(F) + CA,unp(F) + ξ − η
ξ
CV ,unp(FL)
}
, (6.210)
cc232,unp = 16K˜(1− y)(1− y˜)
ξ − η
η
ℜe {CV ,unp(F) + CA,unp(F)} . (6.211)
These expressions follow from Eqs. (6.146) – (6.152) and (6.157). For the unpolarized lepton beam,
they appear from the application of the symmetry under the exchange k ↔ −ℓ− and k′ ↔ ℓ+, as
discussed above in Section 6.2.4,{
cc201, cc
2
10, cc
2
12, cc
2
21, cc
2
32
}
unp
=
{
cc101, cc
1
10, cc
1
12, cc
1
21, cc
1
32
}
unp
∣∣∣y↔y˜ξ→−ξ . (6.212)
One should keep in mind that CV and CA are even and odd functions in ξ − i0, respectively, and
K˜(ξ, y˜) = K(−ξ, y = y˜). It turns out that the remaining coefficients for the polarized lepton beam
satisfy the following symmetry relations
{
cs201, sc
2
21
}
unp
=
√
y˜ − 1
1− y
{
cs101, sc
1
21
}
unp
∣∣∣ ξ→−ξ , sc210,unp = −
√
y˜ − 1
1− y sc
1
10,unp
∣∣∣ ξ→−ξ . (6.213)
Next let us comment on the Fourier coefficients for the polarized target. From the results
(6.185)-(6.188), we immediately deduce several relations which allow one to obtain the Fourier
coefficients from Eqs. (6.196) – (6.203) and (6.204) – (6.211) for the unpolarized case by using
simple substitution rules:
{cc01, cc10, cc21}INTLP = {cs01, sc10, sc21}INTunp
∣∣∣
ℑmCunp→ℜeCLP
, (6.214)
{cs01, sc10, cs12, sc21, sc32}INTLP = {cc01, cc10, cc12, cc21, cc32}INTunp
∣∣∣
ℜeCunp→ℑmCLP
.
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In case of the transversely polarized target, as before, one has an additional decomposition in
cos(Φ− φ) and sin(Φ− φ) and has to replace K (K˜) by L (L˜)
{cc01, cc10, cc21}INTTP+ = cos(Φ− φ) {cs01, sc10, sc21}INTunp
∣∣∣
ℑmCunp→ℜeCTP+
K→L ,K˜→L˜
, (6.215)
{cs01, sc10, sc21}INTTP− = sin(Φ− φ) {cs01, sc10, sc21}INTunp
∣∣∣
ℑmCunp→−ℜeCTP−
K→L ,K˜→L˜
,
{cs01, sc10, cs12, sc21, sc32}INTTP+ = cos(Φ− φ) {cc01, cc10, cc12, cc21, cc32}INTunp
∣∣∣
ℜeCunp→ℑmCTP+
K→L ,K˜→L˜
,
{cc01, cc10, cc12, cc23, cc32}INTTP− = sin(Φ− φ) {cc01, cc10, cc12, cc23, cc32}INTunp
∣∣∣
ℜeCunp→ℑmCTP−
K→L ,K˜→L˜
.
Applying the relation (6.184), the remaining nonvanishing Fourier coefficients, i.e., ssINT21 , sc
INT
12
csINT21 , cs
INT
23 for LP and TP+ as well as ss
INT
12 , ss
INT
21 , ss
INT
23 and cs
INT
21 for TP− are easily found. Note
also that
K˜(ξ, y˜) ≈
√
(y˜ − 1)/(1− y)K(−ξ, y) .
6.2.8 Squared Bethe-Heitler amplitude
The exact expressions for the Fourier coefficients of the pure BH term (6.158) are extremely
lengthy and, therefore, will not be displayed here in analytic form. In the following, we limit
ourselves instead to leading terms in the asymptotic expansion as Q2/ξ →∞. Namely,
cc1100,unp ≈ −2
1− η
1 + η
(
1 +
ξ
η
)
(1− y)
{
(2− 2y + y2)(2− 2y˜ + y˜2)
(
1 +
ξ2
η2
)
(6.216)
− 8(1− y)(1− y˜)
(
1− ξ
2
η2
)}{(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
+
2η2
1− η2 (F1 + F2)
2
}
,
cc1102,unp ≈ 2
1− η
1 + η
(
1 +
ξ
η
)(
1− ξ
2
η2
)(
1− ∆
2
min
∆2
)
(1− y)
{
(2− 2y + y2)(2− 2y˜ + y˜2) (6.217)
+ 8(1− y)(1− y˜)
}(
F 21 −
∆2
4M2
F 22
)
,
cc1111,unp ≈ −4
1− η
1 + η
(
1 +
ξ
η
)
σ
η
√
(1− y)(1− y˜) (ξ2 − η2) (6.218)
× (1− y)(2− y)(2− y˜)
{(
1− 3ξ
η
)(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
− 4ξη
1− η2 (F1 + F2)
2
}
,
cc1113,unp ≈ 4
1− η
1 + η
(
1 +
ξ
η
)2(
1− ∆
2
min
∆2
)
σ
η
√
(1− y)(1− y˜) (ξ2 − η2) , (6.219)
× (1− y)(2− y)(2− y˜)
(
F 21 −
∆2
4M2
F 22
)
,
cc1120,unp ≈ −4
1− η
1 + η
(
1− ξ
η
)(
1− ξ
2
η2
)(
1− ∆
2
min
∆2
)
(1− y)2(1− y˜)
(
F 21 −
∆2
4M2
F 22
)
, (6.220)
cc1122,unp ≈ 8
1− η
1 + η
(
1 +
ξ
η
)(
1− ξ
2
η2
)
(1− y)2(1− y˜) (6.221)
×
{(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
+
2η2
1− η2 (F1 + F2)
2
}
.
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The remaining coefficients are expressed via the already known ones
cc1124,unp ≈
(η + ξ)2
(η − ξ)2 cc
11
20,unp , ss
11
11,unp ≈ cc1111,unp + 2
η − ξ
η + ξ
cc1113,unp , (6.222)
ss1113,unp ≈ cc1113,unp , ss1122,unp ≈ cc1122,unp , ss1124,unp ≈ cc1124,unp .
One should realize that this expansion is only valid if one stays away from kinematical boundaries,
e.g., y ≪ 1 is required. The reason for this is that the leading terms vanish with (1 − y), and
subleading corrections become important as y → 1. In contrast to the DVCS case, no cancellations
occur between the numerator and the denominator of the BH amplitude squared, so that, in
general, the Fourier decomposition goes as high as up to the forth-order harmonics.
We also note that the Fourier coefficients for the second BH-amplitude squared simply follow
from the symmetry under the exchange k ↔ −ℓ− and k′ ↔ ℓ+. Since we extracted a power of ξ
in front of the squared BH amplitude (6.158), we obtain the substitution rule
cc22nm = −cc11nm
∣∣∣y↔y˜ξ→−ξ and ss22nm = −ss11nm∣∣∣y↔y˜ξ→−ξ , (6.223)
while the remaining variables {η,∆2, Q2} are kept unchanged. For the interference term of the
first and second BH amplitudes, the Fourier coefficients are
cc1200,unp ≈ 8
1− η
1 + η
ξ
η
(
1− ξ
2
η2
)
(1− y)(2− y)(1− y˜)(2− y˜) (6.224)
×
{(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
+
2η2
1− η2 (F1 + F2)
2
}
,
cc1202,unp ≈ 8
1− η
1 + η
(
1 +
ξ
η
)(
1− ξ
2
η2
)
(1− y)(2− y)(1− y˜)(2− y˜)
(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
,
(6.225)
cc1211,unp ≈ 8
1− η
1 + η
σ
η
√
(1− y)(1− y˜) (ξ2 − η2) (6.226)
×
{
(2− 2y + y2)(2− 2y˜ + y˜2)
[
ξ2
η2
(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
+
ξ2 + η2
1− η2 (F1 + F2)
2
]
− (1− y)(1− y˜)
(
1− ξ
2
η2
)[
9
(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
+ 10
η2
1− η2 (F1 + F2)
2
]}
,
cc1220,unp ≈−8
1− η
1 + η
(
1− ξ
η
)
(6.227)
×
(
1− ξ
2
η2
)(
1− ∆
2
min
∆2
)
(1− y)(2− y)(1− y˜)(2− y˜)
(
F 21 −
∆2
4M2
F 22
)
,
cc1222,unp ≈ 8
1− η
1 + η
ξ
η
(
1− ξ
2
η2
)
(6.228)
× (1− y)(2− y)(1− y˜)(2− y˜)
{(
1− ∆
2
min
∆2
)(
F 21 −
∆2
4M2
F 22
)
+
2η2
1− η2 (F1 + F2)
2
}
,
ss1211,unp ≈ cc1211,unp + 8
1− η
1 + η
σ
η
√
(1− y)(1− y˜) (ξ2 − η2)
(
1− ξ
2
η2
)
(6.229)
× {(2− 2y + y2)(2− 2y˜ + y˜2) + 8(1− y)(1− y˜)}(1− ∆2min
∆2
)(
F 21 −
∆2
4M2
F 22
)
,
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ss1222,unp ≈ cc1222,unp . (6.230)
Again, under the interchanges k ↔ −ℓ− and k′ ↔ ℓ+, both amplitudes are odd, i.e., TBH1 ↔ −TBH2 ,
and, hence, their interference term is invariant. Thus, the Fourier coefficients must satisfy the
relation
cc12nm = −cc12mn
∣∣∣y↔y˜ξ→−ξ and ss12nm = −ss12mn∣∣∣y↔y˜ξ→−ξ , (6.231)
which is indeed the case.
6.2.9 Single-spin asymmetries
Having introduced a complete angular dependence of the cross section, we will now have a closer
look on the single-spin asymmetries, in particular, the beam-spin asymmetry for the proton
dσ↑ − dσ↓ ∼ (±T ∗
BH1
+ T ∗
BH2
)ℑmTVCS + · · · . (6.232)
Potentially, the interference term could be contaminated by the imaginary part ℑmTVCST †VCS arising
from the interference of twist-two and twist-three Compton form factors. Just like in the DVCS
case [328], we expect, that this contribution can be safely neglected, assuming the smallness of
three-particle correlations. As we mentioned above, in the leading order of QCD perturbation
theory, the single spin asymmetries are directly proportional to the linear combination of GPDs
ℑmF = π
∑
q
Q2q
{
F q(ξ, η,∆2)∓ F q(−ξ, η,∆2)}+O(αs) . (6.233)
where (+) − applies for the (axial-) vector-type GPDs. For instance, eight leading-twist observ-
ables are measurable in the beam-spin asymmetry, which come in pairs from the interference of
the VCS with the first and second BH amplitudes45: cs101, sc
1
10, sc
1
21, cs
1
12 as well as cs
2
01, sc
2
10, sc
2
21,
cs212, see Eq. (6.213). However, they depend only on two different linear combinations (6.190) of
GPDs:
F1(H +HL)− ∆
2
4M2N
F2(E + EL) , η(F1 + F2)H˜ − η
ξ
(
F1HL − ∆
2
4M2N
F2EL
)
. (6.234)
Consequently, there exist six constraints among the whole set of coefficients, which can be ex-
pressed as
sc110 ≃ −
(2− y)(2− 2y˜ + y˜2)
2(1− y)(2− y˜)
√
(1− y)(ξ + η)√
(1− y˜)(ξ − η)
{
cs101 +
ξ − η
ξ + η
sc121
}
,
cs201
sc121
≃ sc
2
10
sc110
≃ sc
2
21
cs101
≃ −
√
(1− y˜)(ξ − η)√
(1− y)(ξ + η) , (6.235)
supplemented by the relation (6.184), i.e., cs121 ≃ −sc121 and cs221 ≃ −sc221. Another consequence
of Eq. (6.234) is that the beam-spin asymmetry gives no handle on the Callan-Gross relation, i.e.,
the longitudinal Compton form factors cannot be separated from the leading ones. The Fourier
45For brevity, throughout this section, we omit in the Fourier coefficients the subscript “unp”, which refers to
the unpolarized target.
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coefficients are projected out by taking the following moments when integrated over the scattering
and azimuthal angles:
sinφ→ sc110 , cos θℓ sinϕℓ → cs101 , cos θℓ cosϕℓ sin(2φ)→ sc121 , cos θℓ sinϕℓ cos(2φ)→ cs121 ,
sinφℓ → sc210 , cos θℓ sin φ→ cs201 , cos θℓ sin(2ϕℓ) cosφ→ sc221 , cos θℓ cos(2ϕℓ) sinφ→ cs221 ,
where the weight in the first (second) row is even (odd) under the reflection θℓ → π − θℓ and
ϕℓ → π + ϕℓ. In the same line of thinking, one can study the Fourier coefficients for the single
target-spin asymmetries. Because of the substitution rules (6.214) and (6.215), the number of
the Compton form factors will be the same as for the case of charge and angular asymmetries
discussed below. Of course, single target-spin asymmetries are given by the imaginary part of new
linear combinations of GPDs with a characteristic angular dependence.
From Eq. (6.235), one can conclude that the same information about GPDs is obtained by
taking the appropriate moments in φ or ϕℓ. However, the size of the complementary beam-
spin asymmetries can vary. Moreover, if one takes the asymmetry from the interference with
the second BH amplitude, the weight must be odd and, thus, we have no contamination from the
squared VCS amplitude. To suppress the squared BH amplitude, one can integrate over the region
π/4 ≤ θℓ ≤ 3π/4 and form alternatively the sinφ or sinϕℓ moments. This procedure extracts the
coefficients sc110 and sc
2
10, respectively, cf. Eqs. (6.157), (6.159), and (6.184). Thus, the beam-spin
asymmetry {
AsinφLU
AsinϕℓLU
}
=
1
N
∫ 3π/4
π/4
dθℓ
∫ 2π
0
dϕℓ
∫ 2π
0
dφ
{
2 sinφ
2 sinϕℓ
}
dσ↑ − dσ↓
dΩℓdφ
∼ ℑm
{
F1H− ∆
2
4M2N
F2E + ξ(F1 + F2)H˜
}
, (6.236)
with the normalization factor given by
N =
∫ 3π/4
π/4
dθℓ
∫ 2π
0
dϕℓ
∫ 2π
0
dφ
dσ↑ + dσ↓
dΩℓdφ
,
is analogous to that defined in the case of space- and timelike DVCS. For the proton target, it is
mainly sensitive to the contribution F1ℑmH and, therefore, it may not be useful for the estimate
of the other two Compton form factors. The magnitude of the asymmetry can be as large as 20%
depending on assumed models of GPDs.
6.2.10 Charge and angular asymmetries
Let us now comment on charge and angular asymmetries, in which the Fourier coefficients cc101,
cc110, cc
1
12 ≃ ss112, cc121 ≃ ss121, and cc132 ≃ ss132 as well as the complementary set due to the second
interference term are accessible. The Fourier coefficients of both interference terms are related by
cc201
cc121
≃ cc
2
10
cc110
≃ cc
2
12
cc132
≃ cc
2
21
cc101
≃ cc
2
32
cc112
≃ −
√
(1− y˜)(ξ − η)√
(1− y)(ξ + η) . (6.237)
There are now three independent Compton form factors CV ,unp(F), CV ,unp(FL), and CA,unp(F),
introduced in Eq. (6.190). Consequently, there exist two constraints among five nontrivial Fourier
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coefficients. If the Callan-Gross relation is assumed to be fulfilled, this number increases to three:
cc110 ≃ −
(2− 2y + y2)(2− 2y˜ + y˜2)
2(2− y)(1− y˜)(2− y˜)
√
(1− y˜)(ξ − η)√
(1− y)(ξ + η)
{
ξ + η
ξ − η cc
1
01 + cc
1
21
}
, (6.238)
cc112 ≃
−2(1− y)
(2− y)(2− y˜)
√
(1− y˜)(ξ − η)√
(1− y)(ξ + η) cc
1
01 ,
cc132 ≃
−2(1− y˜)
(2− y)(2− y˜)
√
(1− y)(ξ + η)√
(1− y˜)(ξ − η) cc
1
21 .
The measurements of charge and angular asymmetries can be combined with double spin-flip
experiments, which offer information on a new superposition of GPDs. As in the case of the
beam-spin asymmetry, the number of independent Compton form factors is, however, reduced to
two as a consequence of Eqs. (6.214) and (6.215).
The charge odd part is given by the interference of the first BH amplitude with the VCS am-
plitude as well as with the second BH amplitude. For unpolarized settings, the charge asymmetry
yields
dσ+ − dσ− ∼ ℜe (T ∗
BH1
TBH2 + T ∗BH1TVCS
)
. (6.239)
Taking now the moments with respect to the solid angle of the final state lepton pair that are
even under the reflection, e.g., by means of the weight function
weven(φℓ, θℓ) = {1, cosφℓ cos θℓ, cos(2φℓ), sin φℓ cos θℓ, sin(2φℓ), . . . } , (6.240)
the contaminating BH interference drops out and we find∫
dΩℓ w
even(φℓ, θℓ)
dσ+ − dσ−
dΩℓ
∼
∫
dΩℓ w
even(φℓ, θℓ)ℜe
(T ∗
BH1
TVCS
)
. (6.241)
Depending on the choice of the weight function, this average will provide Fourier series in φ,
where the zeroth, first, second and third harmonics provide access to all leading-twist coefficients
of the first interference term. In case when only the lepton beam of a specific charge—positive or
negative—is available, on can form asymmetries with an odd weight
wodd(φℓ, θℓ) (6.242)
= {cos θℓ, cosϕℓ, cos(2ϕℓ) cos θℓ, cos(3ϕℓ), sinϕℓ, sin(2ϕℓ) cos θℓ, sin(3ϕℓ), . . . } ,
so that the squared amplitudes exactly drop out∫
dΩℓw
odd(φℓ, θℓ)
dσ
dΩℓ
∼
∫
dΩℓ w
odd(φℓ, θℓ)
{±T ∗
BH1
TBH2 + ℜe
(T ∗
BH2
TVCS
)}
. (6.243)
After the subtraction of the remaining BH interference is done, it allows to measure the leading
twist-two Fourier coefficients. The procedure we just outlined may give a handle on the real part
of the Compton form factors. If both types of the lepton-beam charge are available, the BH
contribution disappears in the charge even combination and yields∫
dΩℓw
odd(φℓ, θℓ)
dσ+ + dσ−
dΩℓ
∼
∫
dΩℓ w
odd(φℓ, θℓ)ℜe
(T ∗
BH2
TVCS
)
. (6.244)
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To illustrate the feasibility of the subtraction procedure, consider the following charge and
angular asymmetries{
AcosϕℓCA
Acosϕℓ
}
=
1
N
∫ 3π/4
π/4
dθℓ
∫ 2π
0
dφ
∫ 2π
0
dϕℓ 2 cosϕℓ
{
(dσ+ + dσ−) /2dΩℓdφ
dσ−/dΩℓdφ
}
, (6.245)
integrated with the weight 2 cosϕℓ. In both cases, the normalization factor is given by
N =
∫ 3π/4
π/4
dθℓ
∫ 2π
0
dφ
∫ 2π
0
dϕℓ
dσ−
dΩℓdφ
.
These asymmetries project the Fourier coefficient cc210 of the second BH-VCS interference term,
which, in the absence of FL, is proportional to
cc210 ∼ ℜe
{
−ξ
η
F1H + ξ
η
∆2
4M2N
F2E − η (F1 + F2) H˜
}
, (6.246)
making use of Eq. (6.206). One realizes that H is now suppressed by a factor ξ/η and, thus,
with decreasing |ξ| the contribution of H˜ starts to be important. We remark that as in case
of DVCS, the charge and angular asymmetries might be contaminated stronger by twist-three
effects than the beam-spin asymmetries. These coefficients are mainly of kinematical origin, i.e.,
they are expressed by twist-two GPDs and generate Fourier coefficients ccINT00 , ss
INT
11 ≃ ccINT11 , and
ssINT22 ≃ ccINT22 that do not necessarily vanish at the kinematical boundaries.
6.2.11 Advantages of lepton pair electroproduction
In the preceding few sections, we have studied the process eN → e′N ′ℓℓ¯. The structure of the
cross section was obtained to the leading power in the hard momentum. We did not discuss here
the power suppressed twist-three contributions, which generate further harmonics in the cross
section. For instance, they induce off-diagonal elements in the coefficient matrix of the squared
VCS amplitude, e.g., ccnm with n 6= m etc. However, they will not contaminate already existing
Fourier harmonics, e.g., ccnn etc. The process of the lepton pair production is the most favorable
for experimental exploration of GPDs for a number of reasons:
• It is a clean electromagnetic process which does not involve other unknown non-perturbative
function and, thus, has no contamination from other uncontrollable sources.
• The virtuality of the final state photon allows to disentangle the dependence of GPDs on
both scaling variables and thus constrain the angular momentum sum rule.
• Studies of the angular distribution of the recoiled nucleon and of the lepton pair are com-
plementary and lead to a rich angular structure of the cross section that can be used for
separation of various combinations of GPDs.
• The variation of the relative magnitude of space- and timelike photon virtualities allows to
access distributions of partons and anti-partons in the “exclusive” domain ξ > |η|.
• The higher one goes in skewness η, whose maximal value is limited by the magnitude of the
momentum transfer to be within the region of applicability of QCD factorization |∆2| ≪ p·q,
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the larger surface in the exclusive domain (η > |ξ|) one measures in experiment. This
diminishes the uncertainty coming from the inaccessible inclusive sector (η < |ξ|). The
exclusive domain might saturate the spin sum rule (3.149) even for moderate η since the
second moment of GPDs defining it is not extremely sensitive to the large-ξ behavior of
GPDs where they are expected to behave just like conventional parton distributions.
• Another interesting feature of this process is that zero value of the generalized Bjorken
variable can be exactly reached when the incoming and outgoing photons have about the
same absolute values of virtualities Q2 ≃ M2
ℓℓ¯
.
• The major complication in the experimental measurement of the process is a rather small
magnitude of its cross section which is suppressed by two powers of the fine structure constant
αem compared to a typical deeply inelastic event. The other obstacle is the contamination
of the heavy-photon events by the background of meson production. The latter can be cir-
cumvented in a relatively straightforward manner by avoiding the regions of M2
ℓℓ¯
close to
meson-resonance thresholds. However, this also restricts the phase space in the measure-
ments of GPDs. We also note that a numerical estimate of this contamination can be done
by means of Eqs. (5.26) – (5.27). In fact, according to a perturbative QCD estimate [353],
the ρ meson contribution to the beam spin asymmetry turns out to be small.
• A clear study of GPDs can be performed in experiments in which the tagged flavor of the
lepton pair differs from that of the beam. When they are the same, one should add contri-
butions in which the final electrons are interchanged, i.e., k′ ↔ ℓ−. These will coherently
interfere with each other. None of these results are available yet. They obviously will yield
an essentially different dependence of the VCS amplitude on the external variables. To use
the process with identical leptons for the extraction of information on GPDs, one needs to
ensure that the momentum flow in the quark propagator of the handbag diagram remains
large. Indeed, the scalar product
p · q′ = −p · q2− y − y cos θℓ
2y
{
1 +O
(
∆⊥√
p · q
)}
, (6.247)
that sets the scale in the exchanged VCS amplitude remains large. Note that here and
in the following we denote the kinematical variables that enter the exchanged amplitudes
with a prime. The power-suppressed contributions depend on all kinematical variables, in
particular, on y, y˜ and both azimuthal angels φ and ϕℓ. Besides the condition (2− y)/y >
cos θℓ, which is fulfilled by the usual kinematical restriction y < 1, no other kinematical cuts
are required to ensure the applicability of perturbative QCD. Moreover, η′ is given by η in
leading order
η′ = η +O
(
∆⊥√
p · q
)
, (6.248)
while ξ′ receives strong dependence on the leptonic variables:
ξ′ = ξ
2 cos θℓ − y(1 + cos θℓ)
2− y(1 + cos θℓ) −
2
√
1− y√η2 − ξ2 sin θℓ
2− y(1 + cos θℓ) cos(φ− ϕℓ) +O
(
∆⊥√
p · q
)
. (6.249)
It should be pointed out that if θℓ approaches the edge of the phase space, i.e., θℓ → {0, π},
the absolute values of the scaling variables in Eq. (6.249) become identical |ξ′| ≃ |ξ|. The
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Figure 52: Feynman (or soft) mechanism for electromagnetic form factors. If more than one
parton carries a large share of the parent’s hadron momentum (left diagram), after the absorption
of the virtual the hadron disintegrates since the active partons move back to back in the oppo-
site directions. However, provided a single parton carries the whole hadron’s momentum (right
diagram), after the hard scattering the hadron as a whole merely changes its direction of motion.
conclusions we draw from our kinematical considerations are as follows. There are no crucial
difficulties in the application of perturbative QCD as long as p · q is large. However, the
analytic evaluation of observables and further studies are required to find an “optimal”
method to extract the (ξ, η) shape of GPDs from the measurements of the reaction e∓p →
e∓p e+e−.
We have discussed the most favorable observables, namely, various lepton-spin and azimuthal
asymmetries that are sensitive to the imaginary part of the Compton form factors and, thus,
directly to GPDs. We have not discussed in full, however, phenomenological consequences of
using polarized targets, though we have presented the complete set of formulas with explicit
angular dependence which can be used to extract complementary combinations of Compton form
factors from experimental data. Longitudinal and transverse nucleon-spin asymmetries combined
with the Fourier analysis will serve this purpose just like the lepton-spin asymmetries. In the case
of DVCS (i.e., electroproduction of the real photon), the complete analysis along this line was
given in Ref. [328]. The process eN → e′N ′ℓℓ¯ with both photons being virtual provides a unique
possibility to make the skewness parameter η independent from the generalized Bjorken variable
ξ. Unfortunately, this process has a very low cross sections, the drawback which, hopefully, will
be circumvented with future high-luminosity machines. The analysis of available events from the
CLAS detector at Jefferson Laboratory is under way [410].
A closely related process to the one we addressed above is the photoproduction of lepton pairs
[351]. It resembles the inverted deeply virtual Compton scattering. Namely, the virtual photon
with negative helicity in timelike Compton scattering corresponds to a light quantum with positive
helicity in DVCS. As compared to DVCS, the skewness is equal to the generalized Bjorken variable
with the opposite sign, i.e., ξ ≃ η. The unpolarized and polarized photon beams allow to access
the real and imaginary parts of a combination of Compton form factors CunpI identical to DVCS.
6.3 Hard exclusive production of mesons
To conclude the discussion of experimental probes of GPDs, we are going to briefly address the
exclusive electroproduction of light mesons ℓ(k)N(p1) → ℓ′(k′)γ∗(q1)N(p1) → ℓ′(k′)M(q2)N(p2).
In the large-Q2 limit, the amplitude of this process is dominated by the one-gluon-exchange
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Figure 53: Hard mechanism for electromagnetic form factors.
mechanism, and can be calculated within perturbative QCD in terms of GPDs and distribution
amplitudes of produced mesons. The meson electroproduction processes have one indisputable
advantage over the Compton-initiated processes: by changing the type of produced mesons one
can access different flavor combination of GPDs. This helps to perform the flavor decomposition
of GPDs. It should be emphasized, however, that the pQCD diagrams for the hard exclusive
meson electroproduction are similar to the one-gluon-exchange graphs determining the asymptotic
behavior of hadronic form factors, and they share the same problem about the range of applicability
of hard pQCD approach. The essence of the problem is that these are the virtualities of the internal
lines of the hard subprocess (in particular, the virtuality of the exchanged gluon) which are much
smaller than the virtuality Q2 of the external probe, that determine whether the use of pQCD is
justified or not.
6.3.1 Feynman versus hard mechanism in elastic form factors
Let us briefly recall the microscopic description of hadronic electromagnetic form factors. There are
two basic mechanisms for their large-∆2 behavior. In general terms, the problem can be described
in the following way. After the large momentum is transferred from the probing lepton to the
hadron through the virtual photon interaction with a single quark, the latter radically changes
the direction of its motion. However, in an exclusive reaction, it should eventually recombine
together with the hadron’s spectators to form the final state hadron. Imagine a hadron possesses
at least two partons that almost equally share the bulk of its momentum, as shown in see Fig.
52 (a). If only one of them absorbs the heavy photon, the active parton reverts its direction of
motion, while the other fast parton continues to move forward in the original direction of the
parent hadron. The probability for such momentum configuration to form an outgoing hadron is
vanishing and thus should be discarded. In the mechanism proposed by Feynman [16], only one
quark has a large momentum fraction x ∼ 1 of the original hadron’s momentum, and after the
collision it carries the bulk part of the final hadron momentum. The “wee” spectators carry a very
small ∼ 1/|∆| fraction of the hadron momentum, and can be associated either with initial or final
hadron as in Fig. 52 (b). The more spectators one has, the smaller is the phase space for keeping
the spectators within the xspect ∼ 1/|∆| range. If the probability to have the momentum fraction
of the active quark close to one is proportional to q(x) ∼ (1 − x)ν where ν is proportional to
the number of spectators, then the form factor drops like ∼ |∆|−ν−1. Thus, Feynman mechanism
suggests spectator counting rule: the larger is the number of quarks in a hadron, the faster its
form factor drops with increasing |∆|.
In the hard perturbative QCD picture, all the valence quarks carry finite fractions of the initial
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and final hadron momenta. The redistribution of the momentum transfer among the quarks goes
through exchange of hard gluons (see Fig. 53). The minimal number of exchanges is N − 1 for a
hadron composed of N valence quarks. The perturbative QCD prediction F (−∆2) ∼ (∆2)−N+1
for the spin-averaged form factors just counts the 1/∆2 powers due to the hard gluon propagators.
The quark counting rules are the famous prediction of perturbative QCD for exclusive processes.
6.3.2 Quark counting rules
The derivation of the aforementioned counting rules is most transparent in the Breit frame, where
the three-momenta of the incoming and outgoing hadrons are given in terms of the momentum
transfer p1 = −p2 = ∆/2. The partons momenta collinear to those of the incoming and outgoing
hadrons are then given by
ki =
xi
2
∆ , k′i = −
yi
2
∆ ,
respectively. The momentum fractions obey the obvious energy-momentum conservation condi-
tions
n∑
i=1
xi =
n∑
i=1
yi = 1 .
The main observation is that there are no other scales except for the hard scale ∆. Then the hard
gluon exchange contribution to the form factor for a hadron made of n-quarks (see Fig. 54 for a
typical diagram) can be written as
〈p2|jµq (0)|p1〉 = LµF (∆2)
∼ Ψ ∗q···q {u¯(kn) . . . u¯(k1)} ⊗ γµDn−1Sn−1 ⊗ {u(k′1) . . . u(k′n)}Ψq···q , (6.250)
where D stands for the exchanged gluons propagators, S for the quark propagators and Lµ = u¯γµu
is the quark current. Note, that all of the momenta associated with the internal lines of the hard
subprocess are superpositions [a({xj})p1 − b({yk})p2] of the initial and final hadron momenta,
with the coefficients a and b given by sums of particular sets of fractions {xj} and {yk}. Since
0 ≤ a, b ≤ 1, the virtualities (−ab∆2) of the internal lines of the subprocess are spacelike and of
the order of ∆2. In a situation when there are no other scales, the combinations u(kl)u¯(k
′
l) of
Dirac spinors can only produce ∼ ∆ factors. Thus, we get the counting rules for building blocks
of the amplitude
u, u¯ ∼ |∆|1/2 , D ∼ |∆|−2 , S ∼ |∆|−1 . (6.251)
Evidently, they could be guessed on dimensional grounds alone. For the form factor, we obtain
LµF (∆2) ∼ |∆|
(∆2)n−1
. (6.252)
From the dimensional analysis, it also follows that the Lorentz structure Lµ has the dimension
of mass, which gives the estimate L ∼ |∆|. As a result, we find the scaling rule for the helicity
non-flip form factor
F (∆2) ∼ 1
(∆2)n−1
=
1
(−∆2)n−1 . (6.253)
The counting rules can be generalized for the contributions involving Fock components with
different numbers ni, nf of quarks in the initial and final state. In this case, one should change
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Figure 54: Origin of the quark counting rules from the hard exchange mechanism for n→ n and
ni → nf components of form factors.
n→ (ni+ nf)/2. In particular, the annihilation-type n+2→ n diagram shown in Fig. 54 has an
extra factor
u¯(kn+2)SDu(kn+1) ∼ 1
∆2
resulting in an additional power of 1/∆2 in the form factor compared to (6.253).
It is rather popular to correlate the power behavior of form factors with the behavior of inclusive
structure functions F1(xB) of deeply inelastic scattering at large Bjorken variable xB, when one
approaches the exclusive single-hadron pole. The invariant mass W 2 = (p1+ q1)
2 of the produced
hadronic system is related to xB by
1− xB = xBW
2 −M2h
Q2 , (6.254)
where we shifted to the Q2 = ∆2 notation. The single-hadron contribution to cross section is given
by the form factor squared multiplied by δ(W 2−m2h). According to Bloom and Gilman [411], the
W 2-integral of the hadron contribution is equal to the x-integral of the structure function F1(x)
over a duality region with fixed boundaries in the variable W 2. This gives a relation between the
power ν specifying the (1− x)ν behavior of the structure function F1(x) in the x→ 1 region and
the power-law behavior of the square elastic form factor: F 2(Q2) ∼ (1/Q2)ν+1, or ν = 2n − 3, if
we use the counting of Eq. (6.250). In the proton case, with n = 3, one obtains ν = 3, or a dipole
behavior for the Dirac F1(Q2) form factor.
It is worth emphasizing that one should not confuse the Bloom-Gilman duality with the Drell-
Yan relation [206], which relates the integral of a nonforward parton density f q(x,Q2), given in
terms of the skewless GPD via
f q(x,Q2) ≡ F q(x, η = 0,Q2) ,
over the interval x > 1 − λ/Q with the first power of the form factor. Also, the dominance of
the region x > 1 − λ/Q is a consequence of a specific structure of the density f q(x,Q2). As we
have seen before, the Drell-Yan relation does not work for the Gaussian model, but holds for the
improved Regge-like model (3.333).
One should also realize that both relations were formulated in nonperturbative context. The
shape of the structure function F1(x) or nonforward parton density f
q(x,Q2) is not necessarily
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generated by pQCD dynamics. Knowing these functions, or building some models for them, one
can use Bloom-Gilman or Drell-Yan relations to get predictions for form factors. Both relations
have a common feature: change of the power ν in the (1− x)ν behavior of the structure function
results in a change of the 1/Qν+1 power behavior of the form factor. Both relations give the same
correlation between the two powers, and that is why they are sometimes confused.
Perturbative QCD predictions for asymptotic power behavior of form factors with definite
powers, e.g., (αs/Q2)n−1 for a spin-averaged form factor of n-quark hadron. It also predicts fixed
powers α2n−2s (1 − x)2n−3 for the x → 1 behavior of the structure functions (see [240]). Formally,
the powers of (1−x), 1/Q2 and αs are correlated in pQCD as in Bloom-Gilman relation. However,
a direct calculation of pQCD diagrams for F1(x) gives expressions which have more complicated
structure than the squares of form factors (see, e.g., [156], where the x→ 1 behavior of GPDs is
also discussed).
The Drell-Yan relation is invalid in pQCD, as emphasized in the pioneering paper [240]. In
particular, the leading (1− x)3 term in F1(x) is given in pQCD by diagrams involving four hard
gluon exchanges and is accompanied by the α4s factor. Integrating it over the region x > 1− λ/Q
one would get a contribution ∼ α4s/Q4 that has the same 1/Q4 power as the pQCD prediction for
the nucleon form factor, but is suppressed by two powers of αs.
6.3.3 GPDs and form factors
The formalism of generalized parton distributions allows to combine the two mechanisms—the
soft and hard—in a single description. Form factors result from integration of GPDs over the
momentum fraction x as was demonstrated in Eq. (3.88),∫ 1
0
dxHq(x, η,∆2) = F q(∆2) .
The result does not depend on the skewness η, so it is convenient to use here skewless generalized
parton distributions, related via the Fourier transform to the impact parameter parton densities
as discussed in Section 3.10.2. The simplest case of the meson electromagnetic form factor is also
the most close diagram-wise to the meson electroproduction process. The soft contribution to
f q(x,∆2) in this case can be represented by the Drell-Yan formula
FM(−∆2⊥) =
∫ 1
0
dx
∫
d2k⊥
(2π)3
ψ∗qq(x,k⊥ − (1− x)∆⊥)ψqq(x,k⊥) , (6.255)
corresponding to overlap of two light cone wave functions. Taking the Gaussian ansatz
ψqq(x,k⊥) ∼ exp
(
− k
2
⊥
2x(1− x)λ2
)
(6.256)
one can easily perform the k⊥ integration and obtain
FGaussM (−∆2⊥) =
∫ 1
0
dx q(x) exp
(
−∆
2
⊥
λ2
1− x
4x
)
, (6.257)
where the integrand is a Gaussian model for the nonforward parton density. Its specific feature
is the structure of the exponential factor that has a nontrivial non-factorized interplay between
∆2⊥ and x dependence. The pre-exponential factor may be interpreted as a forward quark density
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Figure 55: Factorized expression for the meson form factor at asymptotically large momentum
transfer.
q(x). Similar expressions were obtained more than twenty years ago in QCD sum rules for the soft
contribution to hadronic form factors. In that approach, one considers a three-point correlator
of the electromagnetic current with two local currents generating initial and final hadrons. It is
convenient to work with the so-called Borel transforms of the correlation functions (for details,
see [412, 421]), and in the pion form factor case, the double Borel transform of the basic triangle
diagram has just a Gaussian form [421, 413])
Φ[∆2, τ1, τ2] =
3
2π2(τ1 + τ2)
∫ 1
0
dx xx¯ exp
(
− x¯
x
τ1τ2
τ1 + τ2
∆2
)
, (6.258)
where as usual x¯ = 1− x. It should be noted that the application of the Borel transformation is
equivalent to taking a Gaussian wave function with λ2i ∼ 1/τi for the vertices generating pions.
Turning back to the Gaussian ansatz (6.257), it is evident that the large-∆2 behavior of this
expression is dominated by integration over the region where (1−x)∆2/λ2 ∼ 1 or 1−x ∼ λ2/∆2.
Hence, the result of integration is completely determined by the behavior of the pre-exponential
factors (i.e., the model forward densities) at x close to 1. The “Borel” model (6.258) implies
∼ x(1 − x) shape for qπ(x), corresponding to the 1/∆4 asymptotic behavior. In a more general
Gaussian model, if q(x) ∼ (1 − x)ν for x → 1, then the form factor asymptotically drops like
(∆2)−ν−1 at large ∆2.
In the nucleon case, the analogue of Eq. (6.258) for the F1 form factor is [414, 413]
Φ1[∆
2, τ1, τ2] =
1
(2π)4(τ1 + τ2)3
∫ 1
0
dx
[
3Qux¯
2 − (2Qu −Qd)x¯3
]
exp
(
− x¯
x
τ1τ2
τ1 + τ2
∆2
)
,(6.259)
while in case of the magnetic form factor GM it is given by
ΦM [∆
2, τ1, τ2] =
3Qu
(2π)4(τ1 + τ2)3
∫ 1
0
dx x¯2 exp
(
− x¯
x
τ1τ2
τ1 + τ2
∆2
)
. (6.260)
Since GM = F1 + F2, one can derive the expression
Φ2[∆
2, τ1, τ2] =
2Qu −Qd
(2π)4(τ1 + τ2)3
∫ 1
0
dx x¯3 exp
(
− x¯
x
τ1τ2
τ1 + τ2
∆2
)
, (6.261)
for the function related to the F2 form factor. Looking at the x → 1 behavior of the pre-
exponential factors, we conclude that the Borel model, inspired by QCD sum rules, gives 1/∆6
for the large-∆2 behavior of the nucleon form factors F1(∆
2) and GM(∆
2), and 1/∆8 for F2(∆
2).
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In a general Gaussian model, taking a more realistic ∼ (1 − x)3 shape for the nucleon parton
densities one would obtain 1/∆8 as the asymptotic behavior of F1(∆
2). Though this result seems
to be in contradiction with the experimentally established dipole behavior of this form factor, the
Gaussian model for the proton form factor F p1 (∆
2) [416, 204] successfully describes the data up
to ∆2 ∼ 10GeV2. The explanation of this apparent “paradox” is very simple: the model ∆2-
dependence for this and other form factors is given by more complicated functions than just pure
powers of 1/∆2. Their nominal large-∆2 asymptotics is achieved only at very large values of ∆2,
well beyond the accessible region. Thus, conclusions made on the basis of asymptotic relations
might be of little importance in practice: a prediction with “wrong” large-∆2 behaviour might be
quite successful phenomenologically in a rather wide range of ∆2. In fact, the improved model
f qRegge(x,∆
2) = q(x)x−α
′(1−x)∆2 , (6.262)
which imposes the correct Regge behavior x−α(∆
2) for small momentum fractions x by a minimal
modification (2xλ2)−1 → −α′ ln x of the Gaussian ansatz, allows to obtain a rather good descrip-
tion [205, 415] of all four nucleon form factors in the whole experimentally accessible region of
spacelike momentum transfers. Note, that the exponential factor of the improved model behaves
like exp[−α′(1−x)2∆2] for x close to one. As a result, if the parton density behaves like (1−x)ν ,
then the relevant form factor decreases as (∆2)−(ν+1)/2 for large ∆2, which exactly corresponds
to the Drell-Yan relation [206]. We already pointed this property out in Section 3.13.2.
The asymptotic behavior of the form factor has a factorized form within perturbative QCD,
see Fig. 55,
F pQCDM (∆
2) = f 2M
∫ 1
0
dx dy φM(x)T (x, y; ∆
2)φM(y) , (6.263)
where φM(x) is the meson distribution amplitude and T (x, y; ∆
2) is the amplitude of the hard
gluon exchange subprocess shown in Fig. 56. For the pion form factor, M = π,
T (x, y; ∆2) =
8παs
9(1− x)(1− y)∆2 .
Taking the asymptotic shape φπ(x) = 6x(1− x), which apparently is a good approximation even
at low normalization points [417], yields
F pQCDπ (−∆2) =
8παsf
2
π
∆2
=
2αs
π
( s0
∆2
)
, (6.264)
where s0 = 4π
2f 2π ≈ 0.7GeV2 is a typical hadronic scale for the pion. Since s0 ≈ m2ρ, the
hard contribution has an obvious 2αs/π suppression compared to the vector meson dominance
expectation F VMD(∆2) ∼ m2ρ/∆2. It is well known that the αs/π is the standard price for each
extra loop in a diagram.
It is also possible to include the perturbative QCD contribution as an addition to the nonfor-
ward parton density [418, 419, 420]
f qpQCD(x,−∆2) =
αs
π
( s0
∆2
)
4 x
{
1− 2
[
1 + x ln
(
1− x
x
)]}
. (6.265)
This functional form is computed from the sum of the covariant-gauge Feynman diagrams in Fig.
56, where the electromagnetic current is replaced by the non-local light-ray operator (3.10), and
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Figure 56: Hard rescattering in the meson form factor. The ellipses stand for the attachment of
the photon to the lower quark line in the one-gluon exchange coefficient functions as well as for
the higher order corrections.
Fig. 57 with the gluon line going out of the light-cone operator vertex. Note, that the term in the
square brackets arises from such a graph. Therefore, it does not contribute to the form factor.
The reason for vanishing of the discussed contribution becomes obvious when one realizes that it
stems from the expansion of the Wilson line in the non-local light-cone operator determining the
GPD. For the local current relevant for the form factor, the gauge link merely reduces to unity.
The comparison of the magnitude of the soft and hard contributions can be made in the local
quark-hadron duality model [421, 422, 423], where both are present simultaneously. Just like
the Borel model, this model is also inspired by QCD sum rules. However, instead of the Borel
transform
Φ[∆2, τ1, τ2] =
1
π2
∫ ∞
0
ds1
∫ ∞
0
ds2 ̺
pert(s1, s2,∆) e
−s1τ1−s2τ2 , (6.266)
in which the spectral density ̺pert(s1, s2,∆
2) (calculated from diagrams of perturbation theory for
the relevant correlator of three currents, e.g., electromagnetic and two axial ones, in case of the
pion form factor) is integrated with the exponential weights e−s1τ1 , e−s2τ2 , one takes the function
T (3)(∆2, s0) =
1
π2
∫ s0
0
ds1
∫ s0
0
ds2 ̺
pert(s1, s2,∆
2) , (6.267)
in which ̺pert(s1, s2,∆
2) is integrated over the square 0 ≤ s1, s2 ≤ s0. Then one assumes that the
pion contribution
̺π(s1, s2,∆
2) = f 2πFπ(∆
2)δ(s1 −m2π)δ(s2 −m2π)
to the physical spectral density ̺phys(s1, s2,∆
2) is dual to the “perturbative” spectral density
̺pert(s1, s2,∆
2) in the appropriate “duality square” [0 ≤ s1 ≤ s0]⊗ [0 ≤ s2 ≤ s0]. The size of the
duality interval s0 is fixed from the local duality relation
f 2π =
1
π
∫ s0
0
ds ̺pert(s) (6.268)
for the correlator of two axial currents. Since
̺pert(s) =
1
4π
(
1 +
αs
π
)
,
in the lowest order in αs one obtains s0 = 4π
2f 2π ≈ 0.7GeV2, the scale we just discussed above.
Thus, the local quark-hadron duality model corresponds to using the prescription f 2πFπ(∆
2) =
T (3)(∆2, s0) and a similar relation Eq. (6.268) for f
2
π . The spectral density ̺
pert(s1, s2,∆
2) is known
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Figure 57: Additional hard rescattering diagram contributing to the leading order large-∆2
behavior of GPDs.
up to αs level. The lowest order term found in Refs. [412, 421] can be easily integrated analytically
over the duality square (see Ref. [421]. The O(αs) term [424] is much more complicated. However,
its large-∆2 asymptotic behavior is fixed by the pQCD result (6.264), while the ∆2 = 0 value αs/π
is fixed by the Ward identity. Assuming the simplest interpolation [422] between these two values
and combining the O(α0s) and O(αs) contributions gives(
1 +
αs
π
)
F LDπ (−∆2) =
(
1− 1 + 6s0/∆
2
(1 + 4s0/∆
2)3/2
)
+
αs/π
1 +∆2/2s0
. (6.269)
Just like the Borel model is equivalent to a Gaussian wave function, the local quark-hadron duality
model corresponds to a step-like effective lightcone wave function ψqq(x,k) ∼ θ[x(1− x)s0 − k2],
and the first term in (6.269) which is due to the simplest triangle diagram, is given by an overlap
of such soft wave functions. Hence, its large-∆2 behavior is governed by the Feynman mechanism.
On the other hand, the O(αs) term includes the one-gluon exchange contributions [237, 240]
responsible for its leading asymptotic behavior at large ∆2. One should realize, however, that to
get the “genuine hard” contribution, one should subtract from the O(αs) term of Eq. (6.269) the
part produced by integration over a region where the virtuality of the exchanged gluon is small,
say, smaller than s0. Such a subtraction, as argued in Refs. [414, 425] would reduce the hard
part to a miniscule fraction of the O(αs) term. But, even without this subtraction, the purely
soft term strongly exceeds the O(αs) term of Eq. (6.269) for all accessible momentum transfers.
The two terms become equal to each other only for ∆2 = 10GeV2. The bulk of the O(αs) term
even at that point should be treated as a soft contribution. Within the local quark-hadron duality
model, however, the question of dividing the O(αs) term into soft and hard parts does not have
much of practical meaning. We only note, that with αs/π = 0.1 and s0 = 4π
2f 2π , the local duality
prediction is in perfect agreement with the latest Jefferson Lab measurements of the pion form
factor [426] at the momentum transfer 0.6GeV2 ≤∆2 ≤ 1.6GeV2.
For the nucleon form factors, the asymptotically leading two-gluon exchange term has an a
priori (αs/π)
2 suppression resulting in a reduction by a factor of hundred. It is further comple-
mented by a huge reduction due to the exclusion of the region of small gluon virtualities, so it is
unlikely to be relevant at any imaginable momentum transfers. Thus, we do not expect that hard
contributions will play a visible role in the nucleon case.
Comparing the ∆2-dependence of soft and hard parts of the nonforward parton density, we
observe that the soft part decreases exponentially at large∆2, i.e., faster than any power of 1/∆2.
The power-law behavior for the form factor is produced only after integration over x. The result-
ing power depends on the x→ 1 behavior of f q(x,∆2), in agreement with the Feynman/Drell-Yan
picture. In contrast, the perturbative QCD term has a power-law behavior (1/∆2)N before integra-
tion over x. As already mentioned, the power N = n−1 is given by the number of gluon exchanges
necessary to transfer the large momentum from the active quark to n− 1 spectators. Integration
over x does not affect this power: there is no Drell-Yan/Feynman mechanism in perturbative
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QCD. In this connection, it is worth recalling the pQCD prediction about the x→ 1 behavior of
parton densities. As we discussed, in the nucleon case, the leading (1− x)3 term corresponds to
four-gluon-exchange diagrams, with inevitable (αs/π)
4 ∼ 10−4 suppression. Furthermore, though
the (1 − x)3 behavior of this term and the 1/∆4 behavior of the asymptotic prediction for the
nucleon Dirac form factor F1(∆
2) formally satisfy the Drell-Yan relation, they have nothing to do
with it, because these results have different power in αs. As noted in the pioneering paper [240],
the Drell-Yan relation in pQCD is violated by two powers of αs.
There is extensive and growing evidence that perturbative QCD contributions are just small
(αs/π)
n corrections incapable to explain the observed absolute magnitude of hadronic form factors.
The only exception is the γ∗γ → π0 form factor for which the hard term has zero order in αs. In this
case, perturbative QCD should work, and it works starting with Q2 ∼ 2GeV2. Correspondingly,
as we discussed earlier, Compton scattering in which perturbative QCD also starts at α0s is an
analogue of the γ∗γ → π0 process—in a sense, γ∗γπ0 is a part of the amplitude accounting for
the most of the E˜ contribution—while the hard meson electroproduction, where the leading hard
term is O(αs), is completely analogous to the pion form factor. In fact, the pion form factor is
extracted from the σL part of the hard meson electroproduction cross section. For this reason,
one may expect that extraction of GPDs through perturbative QCD formulas is justified for
Compton-dominated processes starting at Q2 ∼ 2GeV2, while the meson electroproduction is
expected to be strongly contaminated by the soft contribution at least up to Q2 ∼ 10GeV2. Such
momentum transfers can be reached at upgraded Jefferson Lab accelerator energies. Anticipating
these future developments, we present below the framework for perturbative description of hard
meson electroproduction processes.
6.3.4 Exclusive meson production and QCD factorization
At sufficiently large Q2, the hard exclusive leptoproduction of a meson M from a nucleon target
N ,
ℓ(k)N(p1)→ ℓ′(k′)N ′(p2)M(q2) (6.270)
is a promising process to test our understanding of perturbative QCD description of exclusive
reactions. It is also a unique tool to study the properties of nondiagonal transitions, N → N ′,
with N ′ being a baryon from an SU(3) multiplet, either octet or decuplet. The hadronic part of
the γLN → MN ′ process can be written as the Fourier transform of the matrix element of the
electromagnetic current Eq. (2.15)∫
d4z e−iq1·z〈M(q2)N ′(p2)|jµ(z)|N(p1)〉 = i(2π)4δ(4) (q1 + p1 − q2 − p2)AµM , (6.271)
with q1 = k− k′ being the momentum of the virtual photon, defined as the difference of incoming
and outgoing lepton momenta.
If the intermediate photon is longitudinally polarized and has a large virtuality Q2 = −q21,
the photoproduction amplitude γLN → N ′M can be rigorously treated within pQCD [358]. A
straightforward leading twist calculation gives the following expression for the amplitude
AµM =
1
Q2
(
qµ1 + 2xBp
µ
1
)4πfM
Nc
FMNN ′(η,∆2) +O
(
1/Q3) , (6.272)
where fM stands for the meson decay constant, defined in Section 3.7. The amplitude is explicitly
gauge invariant,
qµ1AMµ = 0 .
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Figure 58: Factorization of the meson leptoproduction at −q21 → ∞ into hard rescattering am-
plitude T and non-perturbative functions A, the generalized flavour changing parton distribution,
and φ, the distribution amplitude of the outgoing meson.
Actually, it was reconstructed from the structure 2qµ + 3ηpµ, arising from the explicit calcula-
tion, by adding the transverse components of the momentum transfer. The generalized structure
function F depends on the skewness η, the t-channel momentum transfer ∆2 and the resolution
scale Q2. Neglecting the meson mass effects, the skewness is equal to the generalized Bjorken
variable η ≈ ξ. In the leading-twist approximation, F is expressed through a convolution of a
meson distribution amplitude φM(u), a quark or gluon GPD F
a and, correspondingly, the quark
or gluon coefficient function T via [358]
FMNN ′(ξ,∆2) (6.273)
≡
∫ 1
0
du
∫ 1
−1
dxφM(u)
{
TM(u, x, ξ)F
M
NN ′(x, ξ,∆
2) + T g(u, x, ξ)F g(x, ξ,∆2)
}
,
(see Fig. 58). Here, the quark FMNN ′ and gluon F
g GPDs provide a target-independent parametriza-
tion of the matrix elements of light-ray operators between hadronic states, see Eqs. (3.44) and
(3.45). Choosing specific hadrons, one has to further decompose them into Dirac/Lorentz struc-
tures, as was done in Section 3. In case of the flavor exchange in the t-channel, the contribution
of gluons is obviously absent, T g = 0. It is also important to realize that only chiral even GPDs
enter the production amplitudes. As was checked in [428] by an explicit next-to-leading order
calculation following up an earlier all-order proof of Ref. [429], the chiral odd quark GPDs do not
contribute to Eq. (6.273).
In the lowest order approximation, the function TM is given by the one-gluon exchange mecha-
nism shown in Fig. 56. It encodes the short distance dynamics of parton rescattering, and can be
calculated in QCD perturbation theory as a series in the strong coupling constant αs. The other
two blocks, φ and F , are universal, i.e., process independent, and accumulate information about
the long-distance physics. The Bjorken limit implies large invariant mass W of the hadronic final
state, so that the produced baryon and meson are well separated in the phase space.
The amplitude for the meson electroproduction process is very similar to the pion form factor.
Contributing diagrams can be decomposed into two sets. In the first set, the photon is attached
to the quark line. In the second set, it is attached to the antiquark line. The momentum of the
initial and final (anti-) quark is given in the collinear approximation by k1 =
x+ξ
2ξ
∆
(
k2 =
x−ξ
2ξ
∆
)
and k′1 = uq2 (k
′
2 = (1− u)q2), respectively. In the leading twist approximation, both of these sets
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separately respect current conservation. Obviously, if we formally replace x+ξ
2ξ
→ v and x−ξ
2ξ
→ 1−v
with 0 < v < 1, the kinematics reduces to that of the pion form factor. The essential difference
is that we have to keep track of the emerging imaginary part, which is absent in the pion form
factor case. The discontinuity develops in the region |x| ≥ ξ and can easily be restored.
In case of flavor-exchange GPDs, one can use the SU(3) symmetry to relate them to the quark
GPDs in the proton, as was discussed at length in Section 3.16.
6.3.5 Electroproduction of pseudoscalar mesons
The production of pseudoscalar mesons is sensitive to the polarized GPDs H˜, E˜. Therefore, in
the present section, sometimes we will use the symbol F denoting either of them
FMNN ′ = H˜
M
NN ′ , E˜
M
NN ′ .
We recall that, in general, GPDs here may induce flavor-changing transitions. For the function
H˜MNN ′, one can use the consequence of the SU(3) symmetry in the form of relations (3.356). On
the other hand, for the helicity-flip functions E˜MNN ′ , the effects of the symmetry breaking are rather
large and one cannot use the symmetry arguments.
Let us present a compendium of leading order hard-scattering coefficient function which enter
the amplitude (6.273).
• Charged pion production, γ∗p→ nπ+:
Tπ+(u, x, ξ) = CFαs
{
Qu
(1− u) (ξ − x− i0) −
Qd
u (ξ + x− i0)
}
+O(α2s) . (6.274)
The function H˜π
+
pn that accompanies this coefficient function is the isovector combination of
the proton ones
H˜π
+
pn = H˜pn = H˜
u − H˜d ,
see Eq. (3.356).
• Neutral pion production, γ∗p→ pπ0:
Tπ0(u, x, ξ) = CFαs
{
1
(1− u) (ξ − x− i0) −
1
u (ξ + x− i0)
}
+O(α2s) . (6.275)
The functions F π
0
pp , both H˜
π0
pp and E˜
π0
pp correspond to the combination
F π
0
pp = −
1√
2
(
QuF
u −QdF d
)
.
• Charged kaon production, γ∗p → Y 0K+, with the neutral hyperon Y 0 = Λ,Σ0 in the final
state:
TK+(u, x, ξ) = −CFαs
{
Qu
(1− u) (ξ − x− i0) −
Qs
u (ξ + x− i0)
}
+O(α2s) . (6.276)
The transition GPDs H˜K
+
pY 0 with Y = Λ,Σ
0 are given by Eq. (3.356),
H˜K
+
pΛ = H˜pΛ = −
1√
6
(
2H˜u − H˜d − H˜s
)
, H˜K
+
pΣ0 = H˜pΣ0 = −
1√
2
(
H˜d − H˜s
)
.
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• Neutral kaon production, γ∗p→ K0Σ+:
TK0(u, x, ξ) = CFαs
{
Qd
(1− u) (ξ − x− i0) −
Qs
u (ξ + x− i0)
}
+O(α2s) . (6.277)
The associated function H˜pΣ+ reads
H˜K
0
pΣ+ = H˜pΣ+ = −H˜d + H˜s .
As we know, the GPD E˜ possesses a pseudoscalar meson pole (3.315). Since the mass differ-
ence between the pion and the kaon are rather large, these functions are more sensitive to the
SU(3) flavor symmetry breaking. Thus, it will be more accurate to refrain from incorporating the
symmetry relations, and use instead the phenomenological values of low-energy parameters. As
we discussed in Section 3.12, in first approximation one can just take the meson pole contribution
only and use the following form for the helicity-flip functions
E˜pY (x, η,∆
2) ≃ θ(η − |x|)
η
φK
(
x+ η
2η
)
gKpYMN
m2K −∆2
, (6.278)
with the couplings [9]
gKpΛ ≈ −3.75
√
4π , gKpΣ ≈ 1.09
√
4π .
6.3.6 Electroproduction of vector mesons
The vector meson production process is sensitive to the unpolarized GPDs
F = H,E ,
which enter in the spin sum rule (3.158). In case of flavor-changing transitions we will again use the
SU(3) relations since the symmetry breaking effects in these quantities are very small compared
to the meson-pole-dominated function E˜. We have the following set of results for perturbative
amplitudes and GPDs which contribute to cross sections.
• Neutral vector meson production, γ∗p→ V 0Lp:
TV 0(u, x, ξ) = CFαs
{
1
(1− u) (ξ − x− i0) −
1
u (ξ + x− i0)
}
+O(α2s) , (6.279)
Tg(u, x, ξ) = 4TFαs
∑
qQq
u(1− u)(ξ − x− i0)(ξ + x− i0) +O(α
2
s) , (6.280)
with V 0 = ρ0, ω. The flavor combinations of non-polarized GPDs are
F ρ
0
pp = QuF
u −QdF d , F ωpp = QuF u +QdF d . (6.281)
The gluon GPD F g is given by the standard formula (3.41).
• Charged vector meson production, γ∗p→ ρ+Ln:
Tρ+(u, x, ξ) = CFαs
{
Qu
(1− u) (ξ − x− i0) −
Qd
u (ξ + x− i0)
}
+O(α2s) . (6.282)
The flavor combination of non-polarized GPDs is
F ρ
+
pn = F
u − F d . (6.283)
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6.3.7 Electroproduction of delta isobar
Just like in the production of pseudoscalar mesons with transitions within the baryon octet, the
pion production involving transitions from octet to decuplet baryons is sensitive to the polarized
GPDs, thus we identify FMNN ′ in Eq. (6.273) with
FMNN ′ = G˜
M
i,NN ′ , i = 1, . . . , 4 .
The leading order perturbative amplitudes accompanying the corresponding nucleon-to-delta tran-
sition GPDs read as follows.
• π+ production, γ∗p→ ∆0π+:
Tπ+(u, x, ξ) = CFαs
{
Qu
(1− u) (ξ − x− i0) −
Qd
u (ξ + x− i0)
}
+O(α2s) . (6.284)
The function F˜ π
+
p∆0 which comes with this coefficient function is the isovector combination of
the proton GPDs
G˜π
+
p∆0 = G˜p∆0 = −
1√
3
G˜p∆++ ,
see Eqs. (3.358) and (3.367).
• π− production, γ∗p→ ∆++π−:
Tπ−(u, x, ξ) = CFαs
{
Qd
(1− u) (ξ − x− i0) −
Qu
u (ξ + x− i0)
}
+O(α2s) . (6.285)
The function F˜ π
+
p∆++ accompanying Tπ− is again the isovector combination of the proton ones
G˜π
−
p∆++ = G˜p∆++ ,
see Eq. (3.358).
• π0 production, γ∗p→ ∆+π0:
Tπ−(u, x, ξ) = CFαs
Qu +Qd
2
{
1
(1− u) (ξ − x− i0) −
1
u (ξ + x− i0)
}
+O(α2s) , (6.286)
and F˜ π
0
p∆+ is given by
G˜π
0
p∆+ = G˜p∆+ = −
2√
3
G˜p∆++ ,
see Eqs. (3.358) and (3.367).
6.3.8 Cross sections for electroproduction of mesons
Having found the amplitudes, one is ready to discuss the event rates. The cross section for
exclusive electroproduction of mesons from the nucleon target is given by
dσM =
1
4k · p1 |4παemLµA
µ
M |2 dLISP3, (6.287)
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where the hadronic amplitude (6.272) is contracted with the leptonic current (which includes the
photon propagator)
Lµ =
i
Q2 u¯(k
′)γµu(k) , (6.288)
and the three-particle phase space volume has the standard form
dLISP3 = (2π)
4δ(4)(k + P1 − k′ − P2 − q2) d
3k′
2E ′(2π)3
d3P2
2E2(2π)3
d3q2
2ε2(2π)3
. (6.289)
In the rest-frame of the target with the z-axis chosen counter-along the momentum of the virtual
photon, as shown in Fig. 47, one obtains the following four-fold cross section
dσM
dQ2dxBd|∆2|dϕM =
α2em
2(4π)2
xBy
2
Q4
(
1 + 4
M2Nx
2
B
Q2
)−1/2
|LµAµM |2 . (6.290)
Here we use the standard variables as in VCS (5.10) and the azimuthal angle of the outgoing
meson with respect to the lepton scattering plane is ϕM = ϕγ with ϕγ defined in Fig. 47.
The conversion from leptoproduction to photoproduction, dσM
L
, with longitudinally polarized
photons εµL is done by multiplying the result (6.292) with a kinematical factor, namely,
dσM
L
= dσM
(
|εL · p1|2
q1 · p1
)(
|L · p1|2
k · p1
d3k′
2E ′(2π)3
)−1
= dσM
1
αem
π
1− y
xB
dxB
Q2
dQ2 . (6.291)
To get the last equality, we used
|εL · p1|2 = 4Q2 ,
where the polarization vector of the longitudinal photon was defined in Eq. (5.101), and
|L · p1|2 = 161− y
y2
,
d3k′
2E ′
=
πy
2
dxB
xB
dQ2 .
Thus, the cross section for scattering on a transversely polarized nucleon target is given by
dσM
L
d|∆2|dϕM =
αemπ
Q6
f 2M
N2c
x2B
(2− xB)2
{
σM + σ
⊥
M sinΘ sin(Φ− ϕM)
}
. (6.292)
This generic form of the cross section should be supplemented by the explicit dependence of the
unpolarized and transversely polarized components σM and σ
⊥
M on the corresponding GPDs. The
calculations have been performed in Refs. [361, 362, 430, 9] for several types of outgoing baryons
and mesons.
• Pion production:
σπ = 8(1− xB)|H˜πpN |2 − x2B
∆2
2M2N
|E˜πpN |2 − 4x2Bℜe
(
H˜π ∗pN E˜πpN
)
, (6.293)
σ⊥π = −4xB
√
1− xB
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
ℑm
(
H˜π ∗pN E˜πpN
)
, (6.294)
where the final state baryon N = n, p corresponds to the produced π = π+, π0 meson,
respectively. In this formula, we used the isospin symmetry between the proton and the
neutron and thus neglected the mass difference between them, Mp =Mn =MN .
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• Kaon production:
σK = 8(1− xB)|H˜KpY |2 − x2B
{
∆2
2M2N
− 1
2
(
1− MY
MN
)2}
|E˜KpY |2
− 2xB
{
xB
(
1 +
MY
MN
)
− (2− xB)
(
1− MY
MN
)}
ℜe
(
H˜K ∗pY E˜KpY
)
, (6.295)
σ⊥K = −4xB
√
1− xB
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
ℑm
(
H˜K ∗pY E˜KpY
)
, (6.296)
with the charged K+ meson is produced with Y = Λ,Σ0 and K0 along with Σ+. Here, MY
is the mass of the hyperon containing the strange quark.
• Vector mesons:
σV = 8(1− xB)|HVpN |2 − x2B
(
2 + (2− xB)2 ∆
2
2M2N
)
|EVpN |2 − 4x2Bℜe
(HV ∗pN EVpN) , (6.297)
σ⊥V = 4(2− xB)
√
1− xB
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
ℑm (HV ∗pN EVpN) , (6.298)
with the outgoing nucleon being the proton N = p for V = ρ, ω and the neutron N = n for
V = ρ+.
• Delta-isobar production:
σ∆ = 4(1− xB)2|G˜π3,p∆|2 + x2B
{
∆4
M4N
− 2 ∆
2
M2N
(
1 +
M2∆
M2N
)
+
(
1− M
2
∆
M2N
)2}
|G˜π4,p∆|2
+ 4xB
{
1− M
2
∆ +∆
2
M2N
− xB
(
1 +
M2∆ −∆2
M2N
)}
ℜe
(
G˜π ∗3,p∆G˜π4,p∆
)
, (6.299)
σ⊥∆ = 4
√
1− xB
√
− ∆
2
M2N
√
1− ∆
2
min
∆2
M∆
MN
ℑm
(
G˜π ∗3,p∆G˜4,p∆
)
, (6.300)
with the assignment of the reaction products specified in Section 6.3.7.
As a concluding remark, let us point out that the electroproduction of exotics has been discussed
in Refs. [433, 434].
6.3.9 Perturbative corrections to meson production
Let us shortly discuss the role of radiative corrections to the leading order amplitudes taking the
charged pion production as a case of study. At next-to-leading order, a question arises about the
value of the momentum scale in the argument of the strong coupling constant. In estimates we
will use two scale setting procedures: the naive µR = Q in the running αs(Q2) as at leading order
with ΛLOQCD = 220 MeV and Nf = 3, in the first and the Brodsky-Lepage-Mackenzie scale setting
[435, 430, 431, 432] with a fixed coupling at an ad hoc value αs/π = 0.1 below 1 GeV
2 in the second
case. The leading order predictions [360, 361, 364] demonstrated in Fig. 59 (left) are plagued by
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Figure 59: The leading twist predictions for the unpolarized photoproduction cross section in
units of nbarns dσπ
+
L
/d|∆2| are shown for ∆2 = −0.3 GeV2 in the left panel. In the right panel,
we display the transverse proton spin asymmetry A⊥M for the same momentum transfer. The
solid, dashed and dash-dotted curves represent the leading and next-to-leading order with naive
and Brodsky-Lepage-Mackenzie scale setting, respectively, [430].
large uncertainties from the higher order corrections in absolute cross sections, however, they
largely cancel in cross section ratios. For instance, the transverse target spin asymmetry defined
by [361, 430](∫ π
0
dϕM
dσML
d|∆2|dϕM −
∫ 2π
π
dϕM
dσML
d|∆2|dϕM
)(∫ 2π
0
dϕM
dσML
d|∆2|dϕM
)−1
= −2
π
σ⊥M
σM
sinΘ cosΦ
≡ −A⊥M sinΘ cosΦ .
(6.301)
is shown in Fig. 59 (right) for ∆2 = −(0.1, 0.3) GeV2 and exhibits very little sensitivity to
next-to-leading order corrections [430].
The next-to-leading order corrections are also available for heavy meson [436] and light neutral
vector meson [431] production.
6.3.10 Nonperturbative corrections
The studies of higher-order perturbative corrections to the hard coefficient function in many phys-
ical observables have demonstrated that ambiguities generated by the perturbative resummation
of fermion vacuum polarization insertions were of the same order of magnitude as available non-
perturbative estimates of matrix elements of higher-twist operators [437]. The development and
sophistication of these ideas provided some evidence that infrared renormalons may explain the
magnitude of higher-twist contributions and even their functional dependence on scaling variables,
and can thus be used to get rough estimates of power-suppressed effects [437]. On the practical
side, to compute them one replaces the tree gluon propagator in loop diagrams by the one with
resummed fermion bubbles and restores full β-function from the quark term—a procedure dubbed
naive nonabelianization. In this so-called single-chain approximation, the propagator reads in the
Landau gauge,
Dµν(k) = − 4π
αsβ0
∫ ∞
0
dτ e4π/(αsβ0)τ
(
µ2eC
−k2
)τ
1
k2
(
gµν − kµkν
k2
)
,
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where CMS =
5
3
in the MS and CMS =
5
3
− γE + ln 4π in the MS scheme. As usual, β0 is the
(negative) one-loop beta function (G.29) and αs = αs(µ) is the running coupling constant (4.262).
The quark coefficient function with resummed renormalon chains for the π+ production has the
form [58]
Tπ+(u, x, η;Q2) = −4πCF
β0
∫ ∞
0
dτ
η
e4π/(αsβ0)τ
(
2µ2eC
Q2
)τ
×
{
Qu
[(1− u)(1− x
η
− i0)]τ+1 −
Qd
[u(1 + x
η
− i0)]τ+1
}
, (6.302)
which is a straightforward modification of Eq. (6.274).
If we absorb the dependence on the momentum fraction into the argument of the coupling
constant, αs(
1
2
u(1 ± x
η
)Q2e−C), it is easy to see that the end-point regions produce divergences.
Infrared renormalons are caused by the end-point singularities [Feynman mechanism] in exclusive
hard-gluon exchange amplitudes [438], see also [439, 440]. This can be viewed as an estimate of the
ambiguity in the resummation of higher-order perturbative corrections or, taken to the extreme,
as a model of higher-twist contributions [441]. Convolution of the coefficient function with the
distribution amplitude generates renormalon poles. For the asymptotic distribution amplitude
φasy(u) = 6uu¯, one gets two poles τ = 1 and τ = 2, corresponding to ambiguities on the level of
Q−2 and Q−4 power corrections. Since the latter receives extra contributions from higher order
diagrams as well, it makes sense to rely only on τ = 1 pole for estimates of the form of higher-
twist corrections. Taking the imaginary part (divided by π) arising from the contour deformation
around the renormalon poles as a measure of their magnitude, we get
H˜pn(η,∆2;Q2) = H˜PVpn (η,∆2;Q2) + θ
Λ2
MS
e5/3
Q2
∫ 1
−1
dx∆H˜(x, η)H˜pn(x, η,∆
2) , (6.303)
where θ = ±1 reflects the ambiguity of the contour going around the renormalon pole in the Borel
plane. Here, the one-loop expression for the QCD coupling constant was used and
∆H˜(x, η) = −48
πCF
β0η
{
Qu
(1− x
η
− i0)2 −
Qd
(1 + x
η
− i0)2
}
. (6.304)
Within the DD-based models for GPDs discussed in Sections 3.13, the polarized GPDs and their
first derivative are continuous functions at x = ±η [148], and therefore the integral over x is well-
defined. If we allow for meson exchange-like contributions in GPDs, as we discussed in Section
3.9, this property would be lost. In the first term of (6.303) one should use the principal value
prescription to go around the poles in the Borel plane. Assuming the pion-pole dominated form
for E˜ [9] one obtains
E˜pn(η,∆2;Q2) = E˜PVpn (η,∆2;Q2)− θ
Λ2
MS
e5/3
Q2 ∆E˜(η,∆
2;Q2) , (6.305)
where only the single and double poles were kept at τ = 1 in the second term, so that
∆E˜(η,∆
2;Q2) = −72πCF
β0η
Fπ(∆
2)
(
2 + ln
Λ2
MS
e5/3
Q2
)
. (6.306)
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Figure 60: Generalized structure functions (left) in leading twist approximation (dashed) and
including twist-four corrections (solid) as a function of xB for ∆
2 = −0.3GeV2 and Q2 = 10GeV2:
(1) ℜeH˜, (2) ℑmH˜, and (3) 10−2 ·E˜ . The photoproduction cross section in units of nbarns (middle)
without (solid) and with (dash-dotted) power suppressed contributions for the same values of the
kinematical variables. The transverse spin asymmetry (right) at leading order (solid) and with
twist-four power effects taken into account for ∆2 = −0.3GeV2 and Q2 = 4GeV2 (dashed) and
Q2 = 10GeV2 (dash-dotted). The maximal value of xB,max is set by the kinematical constaint
|∆2| > |∆2min| =M2Nx2B/(1− xB).
Notice that the consideration of E˜ completely parallels the renormalon analysis of pion transition
form factor [438, 439, 440]. In the vicinity of the pion pole one can approximate by Fπ(∆
2) =
4gAMN/(m
2
π −∆2) according to Eq. (3.315).
The estimates illustrated in Fig. 60 rely on GPDs discussed in Section 3.13.4. The values θ = 1
and ΛMS = 280MeV for Nf = 4 were used, and the tree level result for FPV → FLO. Note, however,
that to get the right magnitude of the higher-twist corrections suggested by experimental data in
deeply inelastic scattering, one should take a larger value |θ| ≈ 2− 3 [442]. The extremely large
size of power corrections to the absolute cross section of the pion leptoproduction is in qualitative
agreement with the earlier calculation of Ref. [403]. It is interesting to note that the renormalon
model of higher-twist contributions only marginally affects the transverse target spin asymmetry
and thus leads to the apparent conclusion of the precocious scaling in ratios of observables,—a
fact pointed out previously in various circumstances [361, 430, 132].
7 Outlook
The last decade has witnessed substantial progress in unraveling the intriguing puzzle of hadron’s
structure through the newly developed concept of generalized parton distributions. Currently,
theoretical understanding of various aspects of their physics and phenomenology have entered
their early years of robust maturity. Different frontiers have been explored so far and have reached
profound depth. As we discussed in this review, these developments include understanding of
precise microscopic information accumulated by these functions about the inner content of hadrons
and intuitive spatial picture encoded in GPDs; their symmetry and partonic properties; a new
emphasis on the importance of the orbital angular momentum of hadron’s constituents in building
up helicity-flip transitions and the potential of GPDs to ultimately resolve the notorious proton
spin crisis; the renormalization group evolution of GPDs with the change of the resolution scale
up to the next-to-leading level of accuracy, just to name the most important ones.
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The new functions, GPDs, are measurable in a number of exclusive reactions. The latter are
promising tools to disentangle, in a quantitative manner, the intricate functional dependence of
GPDs on intrinsic variables determining their shape. In certain cases, a precise theory has emerged
from elaborate studies which includes understanding of higher order and higher twist corrections.
Despite these impressive accomplishments, the subject is still in its early age of sophistication,
and its theory is far from being complete. Thus, instead of repeating the success story, which
we reviewed in the present work, let us give an outline of a few directions, where significant
improvements can be made.
The theory of exclusive processes for GPDs needs to be developed in a number of directions, the
major goal being increasing its predictive power. The leading approximation for the amplitudes
of hard processes in QCD is affected by a number of multiplicative and additive corrections. To
the first class we attribute radiative corrections in strong coupling, while the second set embraces
higher-twist contributions, which decay according to a power law in the hard scale. When the
given large scale Q (controlling the applicability of factorization to a reaction) becomes rather
small, one must include power-suppressed effects since they can significantly modify the scaling
behavior and the magnitude of the leading-twist predictions for corresponding cross sections.
Power corrections are divided, as we explained above, into two classes according to their origin:
dynamical and kinematical. The first consists of multiparton correlations inside hadrons and gives
rise to new non-perturbative functions. The second arises from a separation of composite operators
into components that have definite transformation properties with respect to the Lorentz group,
i.e., these components possess a well-defined geometrical twist. This decomposition provides the
so-called Wandzura-Wilczek type contributions appearing from separation into components with
definite symmetry properties, as well as target mass corrections stemming from the subtraction
of trace terms in the composite operators. All of these corrections should be under theoretical
control to provide a reliable analysis of experimental data at current facilities, which allow to
probe only moderately hard scales.
We have reviewed a formalism based on harmonic polynomials, which span a representation of
the Lorentz group, to resum an infinite series of target mass corrections associated with twist-two
operators. As we have seen, it was not possible to stay within the framework of single-variable
functions (i.e., GPDs), so we needed to employ the framework of double distributions. The
expansion in powers of M2 can be cast in a conventional form of GPDs. Without performing
this mass expansion, the inverse Radon transform, of course, directly converts the result into
language of GPDs. However, a simpler representation should be available. Another reason for
extending the analysis beyond the leading-twist level is the need to maintain electromagnetic
gauge invariance. Thus, inclusion of target mass corrections to twist-three operators in off-forward
Compton amplitudes and study of their implications for the validity of phenomenology of leading
twist approximation at available momentum transfer is a natural next step. It would require a
strong effort, since the twist-three sector is trickier because it requires a thorough disentangling
of non-commuting procedures of twist separation and the use of Heisenberg equations of motions
for elementary fields.
Experimental and theoretical studies of quark-gluon correlations represent a further exten-
sion of the analysis of one-particle distributions. Studies of the correlations between the “QCD
partons” are interesting in two complimentary aspects. First, they provide important quantita-
tive information towards understanding how the pointlike partons are bound together to produce
hadrons. The goal is, therefore, to progress from the question “Of what are the hadrons built?” to
“How they are built?” Second, quark-gluon correlations, as we already emphasized, are responsi-
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ble for the higher-twist corrections to hard processes, the understanding of which is crucial in order
to make QCD predictions truly quantitative. This task is attracting growing attention recently,
as it has become clear that the discovery potential of the high-profile experimental programs
searching for the physics beyond the standard model depends crucially on having effects of the
strong interaction under control. A possible direction for development of the theory of twist-four
corrections in the virtual Compton amplitude is a generalization of the Ellis-Furmanski-Petronzio
formalism used earlier for deeply inelastic scattering. A very outstanding and elaborate problem
is the construction of evolution equations for twist-four correlation functions.
We have outlined in this review the theory of the virtual Compton scattering within the context
of GPDs for spin-zero and spin-one-half targets by including power-suppressed affects to twist-
three accuracy. In order to explore the structure of the neutron, one must resort to using an A>1
nuclear target, the lightest being the the spin-1 deuteron. In order to understand how precise one
can determine neutron properties in hard reactions, one must understand completely the structure
of contributions in measurements using deuteron targets. So far, the analysis has been performed
only within the framework of the parton model [443, 76] (see also [444]). The consideration should
be extended at least to the same level of precision as in the DVCS on the nucleon target, i.e., to
twist-three accuracy.
A process unique in its ability to measure the surface of GPDs is the lepton-pair production
off the proton, ep→ e′p′ℓℓ¯. It has a doubly-virtual Compton scattering (DDVCS) amplitude as a
subprocess, encoding information on GPDs. An immediate problem which has to be addressed is
the calculation of the Bethe-Heitler amplitudes for the final state leptons identical to the one in the
initial state ℓ = e. This analysis requires the addition of exchange contributions and revisions of
all cross sections where they coherently interfere with already available amplitudes, as discussed in
Section 6.2. This will undoubtedly bring a vast variety of polarization and azimuthal observables
which will further help to unveil the complicated structure of GPDs. Yet another development
should include the study of twist-three effects in DDVCS in the same vein as it was done for
DVCS.
Currently the bulk of predictions for exclusive processes are available only to zeroth order in
strong coupling, excluding a few next-to-leading results for the leading-twist off-forward Compton
amplitude [233, 316, 282] and certain final-state mesons in hard exclusive meson production [430,
436, 431]. An important problem is the calculation of one-loop corrections to twist-three Compton
amplitudes with real and virtual final-state photons and numerical studies of their magnitude.
The first results in the Wandzura-Wilczek approximation were reported in Ref. [302]. Continuous
progress along these lines will allow one to extend the validity of factorization theorems beyond
leading order in hard scales. A promising direction towards improvement of the leading-twist
results is further development and use of the conformal scheme for exclusive processes. A particular
goal is to predict two-loop corrections to the Compton scattering amplitude, starting from available
next-to-next-to-leading order results for deeply inelastic scattering. Another project in higher
order computation is to find one-loop corrections to the twist-two exclusive production of tensor
mesons and to the contribution of the gluon transversity GPD in the double helicity flip production
of vector mesons, which arises at subleading twist-three level [445].
The importance of Sudakov effects in exclusive processes calls for understanding an analogous
mechanism in the leading-twist off-forward Compton scattering amplitudes and hard exclusive
meson production. The Sudakov effects are known to reduce the sensitivity to edges of the
phase space, which sometimes produce uncontrollable contributions that ruin clean theoretical
predictions. However, in known circumstances this suppression happens away from the validity of
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perturbative treatment, since the arguments of coupling run into the infrared region. This issue
must be understood for the presently discussed processes.
The description of the hard exclusive meson production in the framework of QCD relies on
essentially the same framework as developed to address exclusive form factors at large momentum
transfer. Therefore, all subtle issues related to the description of helicity-flip form factors are
immediately transferred to hard meson production with a transversely-polarized photon [446, 447].
In both cases, the endpoint contributions are uncontrollable in the naive form of factorization,
appearing as a convolution of a hard part with two distribution amplitudes in case of form factors,
or as a convolution of a hard part with a meson distribution amplitude and a GPD for meson
production. And, in both cases, one faces singularities arising from the endpoint behavior of
distribution amplitudes, which result in logarithmically divergent integrals. This clearly suggests
that a part of the long-distance physics was erroneously included in the hard coefficient function
and calls for a thorough re-factorization. A possible line of investigations is to start with the
ρ-meson form factor, where these issues arise in the simplest circumstances, and analyze different
regions of Feynman integrals. The effective field theory that emerges from this consideration is
designed in terms of effective degrees of freedom parametrizing various regions in the momentum
space, and allows for a systematic treatment of more involved cases like hard exclusive meson
production or helicity-flip hadron form factors, including the nucleon Pauli form factor. The
latter has received intensive scrutiny from the experimental side; it is one of the observables
sensitive to the orbital motion of constituents inside the proton and is intrinsically related to the
proton’s spin content.
The study of hadron constituents that carry tiny momentum fractions allow to probe an
essentially new state of partonic matter: the color glass condensate (for the most recent review
see, e.g., [448]). This topic received a lot of attention recently from the point of view of inclusive
deeply inelastic scattering. DVCS can contribute significantly toward advancement of the field. At
small x, a dipole picture can be applied to its description, with emphasis on detailed understanding
of the impact-parameter dependence of the two-dimensional hadron profile (another outstanding
feature made available by the use of GPDs), which enters integrated in the analogous approach
to deeply inelastic scattering. An immediate theoretical problem is to design non-linear QCD
evolution equations to predict the small-x behavior of GPDs from first principles.
The most prominent problem of GPDs concerns, of course, their reliable modeling. Although
we know their rough features in a limited range of parameter space, it still remains a rather weakly
scrutinized area of the theory, and not because of a lack of efforts. A profound understanding
can be achieved through elaborate simultaneous fits to both lattice simulations and experimental
data.
Transition GPDs, as described in Section 3.16, stand for matrix elements of light-cone operators
for which the hadron changes from the initial to the final state. Such contributions arise as a
background to proton Compton scattering and must be clearly identified in order to be subtracted
from observed rates. However, they are interesting on their own ground, as one can use them to
unveil many deep facets of the structure of nucleon resonances, such as members of the baryon
decuplet. Questions like the intrinsic deformation of hadrons can be studied in a new environment,
distinct from the perspective of conventional form factor measurements. So far, a few relations
have been established between diagonal octet-decuplet transitions and those of proton-proton
GPDs by using large-Nc QCD and SU(3) flavor symmetry. These considerations, however, do not
take into account any deformation effects. An interesting topic for further analysis is to study
1/Nc and SU(3) flavor violation corrections to these relations.
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The small-∆2 dependence of GPDs can be revealed by making use of an effective theory de-
scription at scales of the order of chiral symmetry breaking as was demonstrated in Section 3.12.
The conventional SU(2) chiral Lagrangian can be used to compute corrections to all twist-two gen-
eralized parton distributions to determine their dependence on momentum transfers up to O(mπ).
This analysis should be performed for diagonal as well as transition GPDs. So far, an exploratory
study has been done only for the parity-even GPDs as we reviewed above. Improvements which
allow to go to higher momentum transfers can be done by systematically including the ∆-isobar
as a dynamical degree of freedom in the microscopic Lagrangian.
Given the combined knowledge gained in recent years and anticipating the progress along
the lines we outlined above, we hope that the theory of GPDs and related exclusive processes is
capable to reach the level comparable to that achieved in the theory of inclusive deeply inelastic
processes, and to provide access to new layers of information about hadronic structure.
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A Conventions
We use the following convention for the metric tensor:
gµν = g
µν = diag(1,−1,−1,−1) . (A.1)
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The contravariant and covariant vectors are defined as
vµ = (v0,v) , vµ = (v0,−v) , (A.2)
respectively. For the totally antisymmetric Levi-Civita tensor εµνρσ, we adopt the normalization
ε0123 = 1 , ε0123 = −1 . (A.3)
It obeys the Schouten identity
gαβεµνρσ − gαµεβνρσ + gανεβµρσ − gαρεβµνσ + gασεβµνρ = 0 ,
which stems from the absence of the totally antisymmetric rank-five tensor in four dimensions.
A.1 Representations of the Clifford algebra
The Dirac γµ matrices obey the four-dimensional Clifford algebra:
{γµ, γν} = 2gµν · 1l[4]×[4] , (A.4)
with 1l[4]×[4] being the [4]× [4] unit matrix. Let us introduce two representations for this algebra
used in the main text.
• Weyl representation: In this representation, a bispinor is constructed from the left χ¯↓ and right
λ↑ Weyl spinors by merely putting them in the same multiplet
ψ =
(
λ↑
χ¯↓
)
. (A.5)
This is the Dirac spinor. The main reason to arrange these two-component spinors in the same
four-component vector is that the spatial parity is well defined for this object, i.e., the left and
right spinors jump their places χ¯↓ ↔ λ↑ under it. Recall that representations of the Lorentz
group L↑+ = SO(3, 1) = SO(4,C)↓R ≈ (SL(2,C)⊗ SL(2,C)) ↓R—a real form of the complexified
group of four-dimensional rotations [449]—are labeled by a pair (j1, j2) of numbers, which are
the eigenvalues ji(ji + 1) of the SL(2) Casimir operators J
2
i . The spinors χ¯↓ and λ↑ transform
according to the
(
1
2
, 0
)
and
(
0, 1
2
)
representations, respectively. The complex conjugate of the χ¯↓
spinor transforms as λ↑, i.e.,
χ¯∗↓ ∼ iσyλ↑ , (A.6)
where the second Pauli σy matrix serves as a charge conjugation matrix. The Dirac matrices have
the following form in the Weyl representation
γµ =
(
0 σ¯µ
σµ 0
)
, (A.7)
where the two-by-two matrices are
σµ = (1,σ) , σ¯µ = (1,−σ)
with σ being the vector of Pauli matrices σ = (σx, σy, σz). The chirality and charge conjugation
matrices in this representation take the form
γ5 = iγ0γ1γ2γ3 =
(
1 0
0 −1
)
, C = iγ2γ0 =
( −iσ2 0
0 iσ2
)
. (A.8)
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The latter obeys the following representation-independent relations
CT = −C , C2 = −1 , Cγµ = − (γµ)TC . (A.9)
• Dirac representation is obtained from the Weyl representation by a unitary rotation
γD = U †γWU , U = 1√
2
(
1 1
1 −1
)
. (A.10)
The Dirac matrices admit the form
γ0 =
(
1 0
0 −1
)
, γ =
(
0 σ
−σ 0
)
, γ5 =
(
0 1
1 0
)
, C =
(
0 −iσ2
−iσ2 0
)
.
(A.11)
The transposed matrices can be brought to the usual form with the action of the charge conjugation
matrices as follows
CγTµC = γµ , Cγ
T
5 C = −γ5 , C (γµγ5)T C = −γµγ5 , CσTµνC = σµν , (A.12)
where σµν =
i
2
[γµ, γν] is an antisymmetric matrix, which has the property γ
5σµν = i
2
εµνρσσρσ.
The product of three γ-matrices can be reduced to one by means of the identity
γµγνγρ = gµνγρ + gνργν − gµργν + iεµνρσγσγ5 . (A.13)
A.2 Spin-1/2 spinors
The amplitude of the plane-wave solution to the Dirac equation satisfies the equation
( 6p−m) u(p) = 0 . (A.14)
Using the Dirac representation of the γ-matrices, the Dirac bispinor can be written as
uλ(p) =
( √
Ep +m wλ√
Ep −m (n · σ)wλ
)
. (A.15)
It defines a particle of the energy Ep and three-momentum p, moving in the direction of the unit
vector n ≡ p/
√
p2. The Weyl spinors wλ are eigenfunctions of the helicity operator. Recall, that
the Pauli-Lubanski vector
W µ = 1
2
εµνρσPνMρσ
in the rest-frame of the particle gives the helicity operator
h = − i
m
W 3 = iΣ12 = 1
2
(
σ3 0
0 σ3
)
, (A.16)
where the relation Σµν = 1
4
[γµ, γν ] was used to write the representation for the spin matrix. Since
uλ(0) =
√
2m
(
wλ
0
)
, (A.17)
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in the particle’s rest-frame, one finds two solutions of the eigenvalue equation huλ(0) = λuλ(0)
with helicity +1
2
and −1
2
, respectively,
w↑(0) =
(
1
0
)
, w↓(0) =
(
0
1
)
. (A.18)
If one chooses a different direction to define polarization states, the two-component spinor w obeys
the equation 1
2
(n · σ)wλ = λwλ. The solutions to it are
w↑ =
(
cos θ
2
sin θ
2
eiφ
)
=
1√
2|p|(|p|+ p3)
( |p|+ p3
p⊥
)
, (A.19)
w↓ =
( − sin θ
2
e−iφ
cos θ
2
)
=
1√
2|p|(|p|+ p3)
( −p¯⊥
|p|+ p3
)
. (A.20)
These Weyl spinors are normalized as w∗λ′wλ = δλ′λ. Here, (θ, φ) are the polar and azimuthal angles
specifying the direction of the vector n. In the second set of equalities, we use the holomorphic
and anti-holomorphic momenta, determined in terms of the components orthogonal to the z-axis,
p⊥ ≡ px + ipy , p¯⊥ ≡ px − ipy . (A.21)
The total Dirac bispinor is normalized as
u¯λ(p)uλ′(p) = 2mδλλ′ . (A.22)
The density matrix is constructed from them as a direct product
u(p)⊗ u¯(p) = 1
2
( 6p+m)
(
1 + γ5
6s
m
)
, (A.23)
with the four-dimensional spin-vector
sµ = 2m
(
(p · s)
m
, s+
p(p · s)
m(Ep +m)
)
, s2 = −m2 .
The latter is obtained from the spin three-vector s by a boost from the rest frame along p. Both
relations are valid for general spin states. Using the density matrix, we can find
u¯(p)γµu(p) = 2pµ , u¯(p)γµγ5u(p) = 2sµ . (A.24)
The interpretation of the left and right spinors is transparent in Weyl representation. Namely,
taking the ultrarelativistic limit of the Dirac equation, one can neglect the mass m = 0 and set
|p| = Ep, then Eq. (A.14) is reduced to two uncoupled equations
(1 + n · σ) χ¯↓ = 0 , (1− n · σ)λ↑ = 0 , (A.25)
for the left χ¯↓ and right λ↑ components of the bispinor (A.5). Here, n = p/Ep defines the direction
of the particle’s motion. Choosing it along the z-axis, n = (0, 0, 1), one obtains the solutions
χ¯↓ ∼
(
0
1
)
, λ↑ ∼
(
1
0
)
. (A.26)
So that the left spinor χ¯↓ defines a particle with its helicity pointed in the opposite direction to its
motion, while the right spinor λ↑ corresponds to the aligned orientation of its spin and momentum.
Let us give expressions for certain Dirac bilinears u¯(p2)Γu(p1) which arise in parametrizations
of operator matrix elements in different Lorentz frames used throughout the paper.
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• The Breit frame is defined by the condition p1 + p2 = 0 and the absence of the energy
exchange ∆0 = Ep1 −Ep2 = 0, so that
Ep1 = Ep2 = m
√
1 +∆2/(4m2) , p1 = −p2 = ∆/2 . (A.27)
Thus, the parity-even Dirac bilinears read in terms of the two-component Weyl spinors
u¯(p2)γ
0u(p1) = 2mw
∗
2w1 , u¯(p2)γ
ku(p1) = iw
∗
2[∆× σ]kw1 , (A.28)
u¯(p2)
iσµ0∆µ
2m
u(p1) = −∆
2
2m
w∗2w1 , u¯(p2)
iσµk∆µ
2m
u(p1) = iw
∗
2[∆× σ]kw1 ,
where [∆ × σ]i ≡ εijk∆jσk. As it can be seen, the helicity-flip and non-flip transitions in
the Breit frame arise both from the γµ and σµν vertices. Analogously, the parity-odd Dirac
bilinears yield
u¯(p2)γ
0γ5u(p1) = 0 , u¯(p2)γ
kγ5u(p1) = 2m
√
1 +∆2/(4m2)w∗2σ
kw1
u¯(p2)γ
5(p1) = w
∗
2(σ ·∆)w1 , −
w∗2∆
k(σ ·∆)w1
2m(1 +
√
1 +∆2/(4m2))
. (A.29)
• The Lorentz-covariant Breit frame is a form of the Breit frame used for applications in-
volving heavy-baryon limit, see Section 3.12. In the large-mass approximation the temporal
component of the incoming and outgoing nucleons’ four-momenta dominates over the rest
and they can be decomposed as
pµ1,2 = mv
µ + kµ ±∆µ/2 , (A.30)
with the four-velocity vµ = (1, 0) and the residual momentum
kµ =
(
m(
√
1−∆2/(4m2)− 1), 0
)
.
The large components of the velocity-dependent heavy baryon spinor are found from the
usual Eq. (A.15) with a projector
uv(pi) ≡ (1 + 6v)u(pi)√
2 + 2(v · pi)/m
. (A.31)
They are normalized as u¯vuv = 2m. With these results, the Dirac bilinears arising in Eq.
(3.121) are reduced via equations
u¯(p2)γµu(p1) = vµu¯v(p2)uv(p1) +
1
m
u¯v(p2)[S ·∆, Sµ]uv(p1) ,
u¯(p2)
iσµν∆
ν
2m
u(p1) = vµ
∆2
4m2
u¯v(p2)uv(p1) +
1
m
u¯v(p2)[S ·∆, Sµ]uv(p1) .
Here Sµ ≡ i
2
σµνγ5vν is the Pauli-Lubanski spin vector. In the nucleon rest frame, it obviously
coincides with the three-vector of spin Sµ = (0,Σ/2), where Σ = diag(σ,σ).
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• The light-cone frame is another widely used frame, which has a unique quantization axis
defined by the boosted hadron. Thus, the helicity of all states is defined with respect to
this preferred direction. The spinors uLC in the light-cone helicity basis are related to the
conventional ones u, discussed above, via a unitary transformation [10](
u↑
u↓
)
=
1
4
√
8
√
p+|p|(|p|+ p3)(Ep + |p|)
(A.32)
×
(
(|p|+ p3)(Ep + |p|) mp⊥
−m p¯⊥ (|p|+ p3)(Ep + |p|)
)(
uLC↑
uLC↓
)
.
The off-diagonal elements of this matrix vanish when the particle is moving fast and, there-
fore, the usual and light-cone helicities coincide. Below, we will drop the superscript LC,
since we will talk only about the light-cone spinors for the rest of this subsection. Explicit
form of bispinors with definite light-cone helicity can be found from the above equation.
The result for the Dirac representation is [62]
u↑(p) =
1
4
√
2
√
p+

p+ +m/
√
2
p⊥/
√
2
p+ −m/√2
p⊥/
√
2
 , u↓(p) = 14√2√p+

−p¯⊥/
√
2
p+ +m/
√
2
p¯⊥/
√
2
−p+ +m/√2
 . (A.33)
Note, that the negative-energy spinors uλ(−p) = Cu¯Tλ (p), describing antiparticles, can be
obtained from the positive-energy ones via the simple substitution u↑↓(−p) = −u↓↑(p)|m→−m.
The bilinears which arise in the analysis of matrix elements can be computed utilizing the
explicit form of the light-cone helicity spinors:
u¯↑(p2)γ+u↑(p1) = 2
√
p+1 p
+
2 , u¯↓(p2)γ
+u↑(p1) = 0 ,
u¯↑(p2)σ+k⊥u↑(p1) = 0 , u¯↓(p2)σ
+k
⊥u↑(p1) = 2i
√
p+1 p
+
2 e
k
⊥ ,
u¯↑(p2)σ+−u↑(p1) = im(p
+
2 − p+1 )/
√
p+1 p
+
2 , u¯↓(p2)σ
+−u↑(p1) = i(p
+
1 p2⊥ + p
+
2 p1⊥)/
√
p+1 p
+
2 ,
u¯↑(p2)γ+γ5u↑(p1) = 2
√
p+1 p
+
2 , u¯↓(p2)γ
+γ5u↑(p1) = 0 ,
u¯↑(p2)γ5u↑(p1) = m(p+1 − p+2 )/
√
p+1 p
+
2 , u¯↓(p2)γ
5u↑(p1) = (p+2 p1⊥ − p+1 p2⊥)/
√
p+1 p
+
2 ,
(A.34)
where the two-dimensional vector is ek = (1, i). Compared to the Breit-frame bilinears
in terms of conventional spinors, the helicity-flip transitions in the present light-cone case
arise from the chiral-odd Dirac matrix σµν and the chiral γ5. Notice that, in general case,
the bilinears depend on each of the momenta pi⊥ separately. Only when the plus-momenta
are equal p+1 = p
+
2 , do the bilinears depend solely on the combination ∆⊥ = p1⊥ − p2⊥
corresponding to the transverse momentum transfer. In the “transverse” Breit frame p1⊥ =
−p2⊥ =∆⊥/2 this also occurs even if p+1 6= p+2 .
A.3 Spin-1 vector field
To describe a spin-one field, let us introduce a definite-helicity polarization vectors ε in the par-
ticle’s rest frame. The spin operator acts on spin-one polarization vector as follows
Σµνερ(0) = gµρεν(0)− gνρεµ(0) . (A.35)
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Therefore, the eigenvalue equation for the helicity operator acting on the three-vector ε of εµ =
(0, ε) can be cast into the matrix form
hε =
 0 −i 0i 0 0
0 0 0
 εxεy
εz
 = λε . (A.36)
One easily finds the eigenvectors of this equation corresponding to helicity +1 (right circular
polarization), −1 (left circular polarization) and 0 (longitudinal polarization),
ε↑ = − 1√
2
 1i
0
 , ε↓ = − 1√
2
 −1i
0
 , ε0 =
 00
1
 , (A.37)
respectively. By boosting these rest-frame polarization vectors into the system moving with three-
momentum p, one gets the four-polarization vector in an arbitrary frame
εµs (p) =
(
(p · εs)
m
, εs +
p(p · εs)
m(Ep +m)
)
= Lµν(p)ε
ν
s(0) . (A.38)
To get the last equation, we used the representation in terms of the Lorentz boost from the rest
frame vector εµs (p) = (0, εs), with
Lµν(p) =
1
m
 Ep pj
pi mδij +
pipj
Ep +m
 . (A.39)
The polarization four-vector is normalized as
ε∗s1 · εs2 = −δs1s2 . (A.40)
A.4 Spin-3/2 Rarita-Schwinger spin-vector
The Rarita-Schwinger spin-vector uµ(p) describes the wave function of a spin-three-half particle
[450], see Ref. [451] for a comprehensive summary. It satisfies the Dirac equation
( 6p−m)uµ(p) = 0 ,
and two subsidiary conditions
pµu
µ(p) = 0 , γµu
µ(p) = 0 .
The second condition projects out the spin-one-half component contaminating the spin-vector
uµ. The spin-vector is constructed as a superposition of the Dirac bispinor uλ(p) (A.15) and the
covariant spin-one polarization vector (A.38)
uµS(p) =
∑
s1,s2
δS,s1+s2
〈
1
2
, s1, 1, s2
∣∣ 3
2
, S
〉
us1(p)ε
µ
s2(p) , (A.41)
with the Clebsch-Gordan coefficients
〈j1, m1, j2, m2| j,m〉 = (−1)j1−j2+m
√
2j1 + 1
(
j1 j2 j
m1 m2 −m
)
.
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Explicit form of different spin components of the Rarita-Schwinger spin-vector (A.41) is given by
uµ3/2(p) = u↑(p)ε
µ
↑(p) , u
µ
1/2(p) =
√
1
3
u↓(p)ε
µ
↑(p) +
√
2
3
u↑(p)ε
µ
0(p) , (A.42)
uµ−3/2(p) = u↓(p)ε
µ
↓(p) , u
µ
−1/2(p) =
√
1
3
u↑(p)ε
µ
↓(p) +
√
2
3
u↓(p)ε
µ
0(p) . (A.43)
Another widely used representation uµ can be obtained from the above expressions by intro-
ducing a (transposed) four-component spinor for spin-three-half states,
χTS = (δS,3/2, δS,1/2, δS,−1/2, δS,−3/2)
and explicit summation over s1 and s2 in Eq. (A.41). This yields
uµS(p) = L
µ
ν
( √
Ep +m R
νχS√
Ep −m (n · σ)RνχS
)
, (A.44)
where R0 = 0, while the remaining [2]× [4] matrices are given by
R
1 =
(
− 1√
2
0 1√
6
0
0 − 1√
6
0 1√
2
)
, R2 =
(
− i√
2
0 − i√
6
0
0 − i√
6
0 − i√
2
)
, R3 =
0 √23 0 0
0 0
√
2
3
0
 .
(A.45)
A.5 Particle states
Throughout this paper, the vector of state is normalized in the following way. For a one-particle
state with three-momentum p and energy Ep =
√
m2 + p2, and other quantum numbers {α}, like
spin, flavor etc., ∣∣∣h(p, Ep, {α})〉 ≡ |p〉 , (A.46)
we have
〈p′|p〉 = 2Ep(2π)3δ(3) (p′ − p) δ{α′}{α} , (A.47)
where δ{α′}{α} is the Kronecker delta. For an n-particle state, we have an obvious generalization,
〈p1, . . . pN |p′1, . . . p′N〉 =
N∏
k=1
2Epk(2π)
3δ(3) (p′k − pk) δ{α′k}{αk} , (A.48)
where we assume that there are no identical particles. If they are present, one simply needs to
introduce symmetry factors. The completeness condition written symbolically as∑
n
|n〉 〈n| = 1 , (A.49)
is a shorthand notation for∑
N
∑
{αN}
∫ N∏
k=1
d3pk
2Epk(2π)
3
|p1, . . . , pk〉〈p1, . . . , pk| = 1 , (A.50)
where the element of the phase space can be rewritten in a relativistically-invariant way:
d3pk
2Epk(2π)
3
=
d4pk
(2π)4
(2π)δ+(p
2
k −m2k) ≡
d4pk
(2π)4
(2π)θ(p0k)δ(p
2
k −m2k) , (A.51)
with the step function insuring the positivity of the energy flow.
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A.6 Color algebra
The commutator algebra of the SU(Nc) color group is[
T a, T b
]
= ifabcT c . (A.52)
The generators in the fundamental (T a) ijΦ
a = (ta) ijΦ
a and adjoint (T c) abΦc = ifacbΦc represen-
tations of the color group act on the quark and gluon fields, respectively. The generators in the
fundamental representation ta are normalized by the condition
tr tatb = TF δ
ab . (A.53)
The color Casimir in the fundamental and adjoint representations are
(ta)i j (t
a)j l = CF δ
i
l , f
abcfabd = CA δ
cd , (A.54)
respectively. The numerical values of the constants involved are
TF =
1
2
, CF =
N2c − 1
2Nc
, CA = Nc . (A.55)
B Light-cone vectors and tensors
In discussion of high-energy scattering, it is convenient to introduce a pair of light-cone vectors
such that n2 = n∗2 = 0 and n · n∗ ≡ nµn∗µ = 1. They can be chosen in the following way
nµ ≡ 1√
2
(1, 0, 0,−1) , n∗µ ≡ 1√
2
(1, 0, 0, 1) . (B.1)
Any four-vector zµ can be decomposed into its light-cone components as
zµ = z+n∗µ + z−nµ + zµ⊥ , (B.2)
with
z+ ≡ z · n = 1√
2
(z0 + zz) , z− ≡ z · n∗ = 1√
2
(z0 − zz) . (B.3)
Scalar products are written as
z · y ≡ zµyµ = z+y− + z−y+ − z⊥ · y⊥ . (B.4)
The light-cone derivatives are conventionally defined as follows
∂+ =
∂
∂z−
, ∂− =
∂
∂z+
, ∂µ⊥ =
∂
∂z⊥µ
(B.5)
We use Euclidean notations for the transverse two-dimensional space with the metric
δαβ = −g⊥αβ ≡ −(gαβ − nαn∗β − n∗αnβ) = diag(0, 1, 1, 0) ,
and the transverse projection of the totally antisymmetric tensor εµν⊥ ≡ εµν−+, which has the
following nonzero components
ε12⊥ = −ε21⊥ = ε⊥12 = −ε⊥21 = 1 .
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Therefore, using the transverse Euclidean metric, we express v⊥ · u⊥ = −v⊥ · u⊥ in terms of the
two-dimensional vectors, v = (vx, vy). For contraction with transverse Dirac matrices, we use the
convention
6k⊥ = γ⊥ · k⊥ = −γ⊥ · k⊥ . (B.6)
Let us note that, due to the boost invariance along the z-axis, one can rescale the light-cone
vectors,
n∗µ → ̺n∗µ , nµ → ̺−1nµ ,
such that their product remains unchanged (n·n∗ = 1). One may choose the value of ̺ conveniently
adjusting it to particular settings. Let us consider a few choices used in practical applications.
B.1 Compton frame
For most cases considered in this review, one can use the vectors defining the kinematics of physical
processes to construct the pair of the light-cone vectors nµ and n⋆µ. In particular, take the 2→ 2
particle kinematics, p1+q1 = p2+q2, of the Compton amplitude. We can choose a reference frame
where the average momenta are collinear to the z-axis and are oppositely directed. Then we find
nµ =
2ξ
Q2
√
1 + 4(ξδ)2
qµ − 1−
√
1 + 4(ξδ)2
2Q2δ2
√
1 + 4(ξδ)2
pµ , (B.7)
n⋆µ = −
ξδ2√
1 + 4(ξδ)2
qµ +
1 +
√
1 + 4(ξδ)2
4
√
1 + 4(ξδ)2
pµ ,
where we used the momenta
p = p1 + p2 , q =
1
2
(q1 + q2) , ∆ = p1 − p2 = q2 − q1 , (B.8)
and the kinematical invariants
Q2 = −q2 , ξ = Q
2
p · q , δ
2 ≡ M
2
N − 14∆2
Q2
, (B.9)
introduced in Section 5.1.2. Using the reparametrization invariance, we attributed a mass dimen-
sion to the vector n∗µ and correspondingly the inverse mass dimension to nµ.
The light-cone decomposition of momenta for a generic 2→ 2 scattering then can be found as
an inverse transformation to Eq. (B.7),
pµ = 2n
⋆
µ +Q
2δ2nµ , (B.10)
qµ = − 2ξ
1 +
√
1 + 4(ξδ)2
n⋆µ −
ξ Q2δ2
1−√1 + 4(ξδ)2nµ .
Expansion for the momentum difference may have slightly different coefficients depending on
the way one introduces the skewness variable. It can be either defined as a Lorentz invariant of
measurable (external) momenta,
η =
∆ · q
p · q , (B.11)
or through the light-cone coordinates,
η˜ =
∆+
p+
. (B.12)
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Looking at the explicit expressions of the kinematical variables in terms of light-cone vectors, one
would expect a power-suppressed difference between these two definitions. Specifically,
η˜ =
η√
1 + 4(ξδ)2
. (B.13)
The momentum transfer in terms of these two definitions is given by
∆µ =
2η√
1 + 4(ξδ)2
n⋆µ −
η Q2δ2√
1 + 4(ξδ)2
nµ +∆
⊥
µ , ∆µ = 2η˜n
⋆
µ − η˜Q2δ2nµ +∆⊥µ . (B.14)
This difference is irrelevant for our presentation since almost everywhere we are dealing with
accuracy below the twist-four level, and we can take η ≈ η˜. The magnitude of the transverse mo-
mentum component is expressed through the difference between the four-dimensional momentum
squared and its minimal accessible value
∆2⊥ ≡ −∆2⊥ = (1− η˜2)(∆2 −∆2min) , ∆2min = −
4η˜2M2N
1− η˜2 . (B.15)
In many cases, one can neglect the corrections O(δ2) and use approximate expressions for the
momenta (B.8) in terms of the light-cone variables,
pµ ≃ 2n⋆µ , qµ ≃
Q2
2ξ
nµ − ξn⋆µ , ∆µ ≃ 2η n∗µ +∆µ⊥ . (B.16)
There are similar forms for the incoming and outgoing momenta
q1µ ≃ Q
2
2ξ
nµ − (ξ + η)n⋆µ − 12∆⊥µ , q2µ ≃
Q2
2ξ
nµ − (ξ − η)n⋆µ + 12∆⊥µ , (B.17)
p1µ ≃ (1 + η)n⋆µ + 12∆⊥µ , p2µ ≃ (1− η)n⋆µ − 12∆⊥µ . (B.18)
As one can see, we have chosen the “transverse” Breit-frame assignment for transverse components
of the proton momenta, i.e., pµ1⊥ = −pµ2⊥ = 12∆µ⊥. In certain cases, we will lift this condition, in
particular, in Sections 3.10.3 and 5.3.6. Analogous relations apply to photons’ momenta. This
approximation will be used throughout our analysis. Analogously, for the light-cone vectors one
takes
nµ ≃ ξ
Q2
(2qµ + ξpµ) , n
∗
µ ≃ 12pµ . (B.19)
B.2 Breit frame
Let us introduce the “longitudinal” Breit frame for the 2 → 2 hard elastic scattering, which is
useful in discussing the factorization theorems for exclusive meson production [358] addressed in
Section 6.3.4. This is a frame where the incoming virtual photon has zero energy and moves along
the z-axis. The initial-state proton moves head-on into this “brick-wall” photon, i.e., counter-
along the z-axis, while the final-state hadron recoils backwards and goes in the same direction as
the virtual photon. The current fragmentation system—the final state photon or meson—moves
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in the same direction as the recoiled hadron. Neglecting the mass parameters and small transverse
components, the relevant vectors can be written in terms of dimensionless light-like vectors (B.1)
qµ1 =
Q√
2
n∗µ − Q√
2
nµ , (B.20)
qµ2 =
Q√
2
ξ − η
ξ + η
n∗µ − Q√
2
nµ , (B.21)
pµ1 = −
Q√
2
1 + η
ξ + η
n∗µ , (B.22)
pµ2 = −
Q√
2
1− η
ξ + η
n∗µ , (B.23)
with Q2 = −q21 .
B.3 Drell-Yan frame
There is yet another useful frame for discussion of the deeply inelastic scattering of a virtual
photon with momentum q on a on-shell quark l with production of a quark jet pJ = q + l in the
final state, see Fig. 7. It was used in Section 2.2.6. The frame is determined by transforming into
the “center-of-mass” frame of the incoming quark l and the outgoing quark jet pJ and is dubbed
the Drell-Yan frame [452, 453]. Namely, the four-momentum of the current jet pJ is light-like,
p2J = 0, and can be conveniently chosen as one of the light-like vectors, with the other one fixed
by the hadron momentum pµ = n
∗
µ. Thus, we define a normalized null-vector n˜µ tangent to n
µ,
n˜µ ≡ pJµ
pJ · n∗ . (B.24)
Obviously, n˜2 = n∗2 = 0 and n · n˜ = 1. The Sudakov decomposition of all Lorentz vectors is
straightforward
vµ = n˜µv− + n∗µv+ + v
⊥
µ . (B.25)
We keep the same ‘+’-index notation for contractions with the vector n˜: v+ ≡ n˜ ·v. In the Bjorken
limit, q− →∞, the difference between p−J and q− is negligible and, therefore, the Compton frame
from Appendix B.1 and the present Drell-Yan frame [452, 453] coincide.
C Optical theorem
The optical theorem asserts that∫
d4z eiq·z〈Ω| [j†µ(z), jµ(0)]− |Ω〉 = 2ℑm i∫ d4x eiq·z〈Ω|T {j†µ(z)jµ(0)} |Ω〉 , (C.1)
where |Ω〉 stands for the vacuum state or any hadronic state. Let us derive the theorem for the
polarization operator, i.e., when |Ω〉 → |0〉 and the virtuality q2 is timelike.
It is easy to derive that∫
d4z eiq·z〈0| [j†µ(z), jµ(0)]− |0〉 = ∑
n
〈0|j†µ(0)|n〉〈n|jµ(0)|0〉 (2π)4δ(4)
(
n∑
i
pi − q
)
≡ −̺(q2) . (C.2)
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To this end, one should use the completeness property of the intermediate states (A.49), translation
symmetry
jµ(z) = e
iz·Pjµ(0)e−iz·P , (C.3)
with
exp (iz · P) |n〉 = exp
(
i
n∑
i
pi · z
)
|n〉 , (C.4)
and the energy-momentum conservation q =
∑n
i pi. The latter is required, in particular, to show
that the second term in the commutator does not contribute to the final result.
The function ̺(q2) is a spectral density. Let us demonstrate this. Due to the current conser-
vation, ∂µj
µ = 0, we have
n∑
i
piµ〈n|jµ(0)|0〉 = 0 , (C.5)
with the timelike vector (
∑n
i pi)
2
> 0. Hence, to satisfy Eq. (C.5), the vector 〈n|jµ(0)|0〉 has to
be space-like. Therefore, one gets
〈n|jµ(0)|0〉†〈n|jµ(0)|0〉 < 0 =⇒ ̺(q2) > 0 , (C.6)
which means that ̺(q2) is positive definite.
Using Eq. (C.3), one can reduce the chronological product of currents in the integrand of the
Fourier transform on the right-hand side of Eq. (C.1) to obtain
〈0|T {j†µ(z)jµ(0)} |0〉 = ∑
n
〈0|j†µ(0)|n〉〈n|jµ(0)|0〉 (C.7)
×
{
exp
(
−i
n∑
i
pi · z
)
θ(z0) + exp
(
i
n∑
i
pi · z
)
θ(−z0)
}
.
Inserting the unity
1 =
∫
d4q δ(4)
(
n∑
i
pi − q
)
(C.8)
into the sum, one can express this equation in terms of the spectral density ̺(q2) of Eq. (C.2).
Namely,
〈0|T {j†µ(z)jµ(0)} |0〉 = −∫ d4q(2π)4 ̺(q2){e−iq·zθ(z0) + eiq·zθ(−z0)}
= − 1
2π
∫ ∞
0
dE
∫
d3q
(2π)3
̺(q2) e−i|z
0|E+iq·z .
The final two steps involve the introduction of the spectral mass parameter M2 via incorporating
the unity ∫ ∞
0
dM2 δ
(
M2 − q2) = 1 (C.9)
into the integrand of Eq. (C.9), and the use of the following contour integral representation
e−i|z
0|E
2E
=
1
2π
∫ ∞
−∞
dq0
(q0)2 − E2 + i0 e
−iz0q0 . (C.10)
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Integrating the result over E and combining q0 and q into one four-vector qµ = (q0, q), we get
i〈0|T {j†µ(z)jµ(0)} |0〉 = 12π
∫
d4q
(2π)4
e−iq·z
∫ ∞
0
dM2
̺(M2)
q2 −M2 + i0 . (C.11)
After the inverse Fourier transformation, rewriting the spectral density according to its definition
(C.2), and taking the imaginary part of both sides of Eq. (C.11), one obtains the optical theorem
(C.1).
D Light-cone quantization of QCD
Consider the action of quantum chromodynamics,
SQCD =
∫
d4z LQCD(z) , (D.1)
with the Lagrangian (2.1). We will discuss it in the light-cone gauge; therefore, it is convenient to
cast the Lagrangian in terms of the light-cone components of the elementary fields. Introducing
the projectors for fermions Π± = 1
2
γ∓γ±, we can decompose the quark field into “good” and
“bad” components via
ψ = Π+ψ +Π−ψ ≡ ψ+ + ψ− .
The gauge potential can also be written in the light-cone coordinates as
Aµ = (A+, A−,Ai⊥) , A
± ≡ 1√
2
(A0 ± A3) , (D.2)
where Ai⊥ = (A
x, Ay) is the transverse gauge field. The advantages of this parametrization
becomes transparent and well suited for the light-cone gauge A+ = 0. Note that the light-cone
gauge can be implemented directly in the Lagrangian, without introducing a gauge-fixing term
as one does for implementation of covariant gauges. Making use of the light-cone coordinates
introduced in Appendix B, we immediately find that the QCD Lagrangian lacks terms with the
light-cone time derivatives ∂− acting on the bad field components ψ− and A−. This implies that
the latter do not evolve with time and therefore they are not dynamical. Hence they can be
integrated out in the functional integral without the loss of any dynamical information. This
integration out can be implemented with a simple change of variables,
Sa = ∂
+A−a −
1
∂+
D
i
⊥ab∂
+Ai⊥b − g
1
∂+
ψ¯γ+taψ , χ = ψ− − 1
2∂+
γ+γi⊥D
i
⊥ψ+ , (D.3)
where Di⊥ = −∂/∂xi⊥ − igAia⊥ ta and Di⊥ab = −δab∂/∂xi⊥ + gfacbAic⊥ are the fundamental and
adjoint transverse covariant derivatives, respectively. This yields a two-component structure of
the QCD Lagrangian
LQCD = LLC +∆L , (D.4)
where
LLC = iψ¯+γ+∂−ψ+ − i2 ψ¯+γi⊥γ+γj⊥Di⊥
1
∂+
D
j
⊥ψ+ (D.5)
+
(
∂+Ai⊥a
) (
∂−Ai⊥a
)− 1
4
F i⊥abF
i
⊥ab − 12
(
1
∂+
D
i
⊥ab∂
+Ai⊥b + g
1
∂+
ψ¯+γ
+taψ+
)2
,
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and
∆L = 1
2
(Sa)
2 + iχ¯γ−∂+χ . (D.6)
The latter non-dynamical part of the Lagrangian, i.e., ∆L, does not depend on the light-cone
time z+ and can be completely absorbed into the normalization of the functional integral measure.
Equivalently, this boils down to using the equations of motion for Sa and χ and thus setting both
fields to zero,
Sa = 0 , χ = 0 . (D.7)
Thus, at the expense of the manifest Lorentz invariance, the QCD Lagrangian can be written in
terms of the physical degrees of freedom only. At zero coupling, the “good” fields can be identified
as QCD partons. As we discussed in Section 2.2.7, at zero light-cone time z+ = 0 the quarks and
gluons are free and one can decompose their fields in terms of creation and annihilation operators
as [57]
ψ+(z
−, z⊥, z+ = 0) =
∑
λ=↑↓
∫
dk+d2k⊥
2k+(2π)3
(D.8)
×
{
bλ(k
+,k⊥)u+λ(k)e−i(k
+z−−k⊥·z⊥) + d†λ(k
+,k⊥)u+λ(−k)ei(k+z−−k⊥·z⊥)
}
,
A⊥(z
−, z⊥, z
+ = 0) =
∑
λ=↑↓
∫
dk+d2k⊥
2k+(2π)3
(D.9)
×
{
aλ(k
+,k⊥)ελ⊥ e
−i(k+z−−k⊥·z⊥) + a†λ(k
+,k⊥)ελ∗⊥ e
i(k+z−−k⊥·z⊥)
}
.
The bispinor u+ is a “good” light-cone projection u+ = Π
+u of the light-cone bispinor (A.33). It
possesses a definite light-cone helicity [62], because it does not depend on the transverse momentum
k⊥. While the two-dimensional gluon polarization vectors are
ε
↑
⊥ = −
1√
2
(
1
i
)
, ε↓⊥ = −
1√
2
( −1
i
)
, (D.10)
for helicity up and down states, cf. Eq. (A.37). The (anti-) commutation relations between the
creation and annihilation operators look as follows,
{bλ(k+,k⊥), b†λ′(k′+,k′⊥)} = 2k+(2π)3δ(k+ − k′+)δ(2)(k⊥ − k′⊥)δλλ′ , (D.11)
[ aλ(k
+,k⊥), a
†
λ′(k
′+,k′⊥) ] = 2k
+(2π)3δ(k+ − k′+)δ(2)(k⊥ − k′⊥)δλλ′ . (D.12)
A drawback of the light-cone formalism is the loss of the Lorentz covariance, since the non-
dynamical degrees of freedom are integrated out in the functional integral. If one keeps these
degrees of freedom in the Lagrangian, then the Feynman rules for the gluon propagator change,
while the rest remains the same as in covariant gauges. Notice that the light-cone gauge does
not fix the gauge entirely, it allows for z−-independent transformations U(z+, z), since A+(z) →
A+(z) + U †(z+, z)∂+U(z+, z) = 0. The residual gauge freedom can be fixed by imposing a
boundary condition on the gauge potential or other means, as described below.
Since only the physical degrees of freedom propagate in the light-cone gauge, the relation
between the gauge potential and the field strength is linear,
∂+A⊥µ = F
+⊥
µ ,
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and can be easily inverted,
A⊥µ (z
−, z+, z) =
∫ ∞
−∞
dz′− w(z′− − z−)F+⊥µ (z′−, z+, z) . (D.13)
The weight w depends on the boundary condition imposed on the potential. It takes the following
form
w(z−) =

−θ(z−) , A⊥(z− =∞) = 0
θ(−z−) , A⊥(z− = −∞) = 0
−1
2
sgn(z−) , A⊥(z− =∞) +A⊥(z− = −∞) = 0
. (D.14)
Within perturbation theory, the incomplete gauge fixing elucidated above reveals itself in a
spurious 1/k+-singularity in the gluon Green function. The boundary conditions, in turn, translate
into a regularization of this pole. This can be seen from the following representation of the gauge
potential in terms of the field strength,
A⊥µ (z
−, z+, z) = i
∫ ∞
−∞
dτ
[τ ]reg
e−iτz
−
∫ ∞
−∞
dz′−
2π
eiτz
′−
F+⊥µ (z
′−, z+, z) . (D.15)
The correspondence of the prescriptions with the boundary conditions is straightforward
1
[τ ]reg
=

1
τ − i0 , A⊥(z
− =∞) = 0
1
τ + i0
, A⊥(z− = −∞) = 0
1
2
PV
1
τ
, A⊥(z− =∞) +A⊥(z− = −∞) = 0
. (D.16)
This issue will be further discussed in Appendix G where we demonstrate some computational
techniques which incorporate the light-cone gauge.
E Improved Belinfante´ energy-momentum tensor
One can construct a symmetric energy-momentum tensor directly from the Lagrangian without
going through the procedure of adding ad hoc extra terms to the original non-symmetric energy-
momentum tensor [454]. To this end, let us promote the Minkowskian space QCD action to that
in a curved background with the metric gµν(x),
SQCD =
∫
d4z
√
−det[gµν(z)]LQCD(z) , (E.1)
where we introduced the inverse metric gµν = [g
µν ]−1 satisfying gµρ(z)gρν(z) = δµν = diag(1, 1, 1, 1).
The contraction of Lorentz indices in the QCD Lagrangian is accomplished with the help of the
metric tensor, i.e.,
LQCD(z) = i2
[
ψ¯(z)
↔D{µ γν}ψ(z)
]
gµν(z)− 1
4
F aµν(z)F
a
ρσ(z)g
µρ(z)gνσ(z) , (E.2)
where the indices in the quark term are symmetrized t{µν} ≡ 12 (tµν + tνµ).
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Under a general coordinate transformation zµ → z′µ, the metric in two different coordinate
systems transforms as a second-rank tensor
g′µν(z′) = gρσ(z)
∂z′µ
∂zρ
∂z′ν
∂zσ
.
For an infinitesimal transformation z′ = z + ζ(z), the change of the metric in different reference
frames, but at the same space-time point z is
δgµν(z) ≡ g′µν(z)− gµν(z) = gµρ(z)∂ρζν(z) + gνρ(z)∂ρζµ(z)− ζρ(z)∂ρgµν(z) . (E.3)
Neglecting the field variations δΦ due to the above general coordinate transformation, since they
generate field equations of motion, we write the variation of the action as
δSQCD =
1
2
∫
d4z
√
−det[gρσ(z)]Θµν(z)δgµν(z) +
∑
Φ
ΩΦ , (E.4)
where we introduced the quantity
1
2
√
−det[gρσ]Θµν = ∂
∂gµν
√
−det[gρσ] LQCD − ∂ρ ∂
∂(∂ρgµν)
√
−det[gρσ] LQCD , (E.5)
after integrating by parts once in the second term and dropping the surface terms, δgµν(surface) =
0.
The graviton is a spin-two particle, so it is a rank-two symmetric and traceless tensor hµν ,
which arises as a first term in the expansion of the metric gµν around the flat Minkowskian space
ηµν = diag(1,−1,−1,−1), gµν = ηµν + hµν . Hence, the energy-momentum tensor Θµν coupled to
it must be symmetric and traceless. It is called the Belinfante´ energy momentum tensor. Note,
that on the right-hand side of Eq. (E.5), one assumes that when differentiating with respect to
a component of gµν , one does not use the symmetry of the metric tensor in the differentiated
function. For instance, while gµν is differentiated, the transposed tensor gνµ is not. Using Eq.
(E.3) in Eq. (E.4), it is easy to see that the energy-momentum tensor is covariantly conserved in
the curved background, which translates into the usual conservation in the flat space, ∂µΘµν = 0.
To find the explicit form of the Belinfante´ energy-momentum tensor for a given Lagrangian,
one needs the variation of the determinant of the curved metric, which is easily to compute making
use of its expansion in terms of minors M , and an analogous representation for the elements of
the inverse metric, i.e.,
det[gµν ] =
µ∑
ν=0
(−1)µ+νMµνgµν , [gµν ]−1 = (−1)
µ+νMνµ
det[gµν ]
.
Due to the fact that the metric is symmetric, one can interchange the indices of the minor in the
last equality. Then
d det[gµν ] =
µ∑
ν=0
(−1)µ+νMµνdgµν = det[gµν ]gµνdgµν = −det[gµν ]gµνdgµν ,
where, at the final step, we used the property gµνdg
µν = −gµνdgµν as a consequence of gµνgµν = 4.
Since the QCD Lagrangian does not depend on the derivatives of the metric, only the first term
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in Eq. (E.5) gives a non-vanishing contribution to the symmetric energy-momentum tensor. A
calculation yields
Θµν = −gµνLQCD − F µρa F νa ρ +
i
4
ψ¯
{
↔D µγν+ ↔D νγµ
}
ψ , (E.6)
where we set the metric to the flat Minkowskian one.
Note, that although this technique produces a symmetric and also traceless (for spin one and
spin one-half fields) tensor, in contrast to the No¨ther procedure, it does not, however, generate
automatically a traceless energy-momentum tensor if scalar fields are present in the Lagrangian,
e.g.,
Lsc = 1
2
(∂µφ) (∂µφ) .
To cure the problem one should add a superpotential Xµνρσ, which results in the improved sym-
metric energy-momentum tensor for scalars [455, 456]
Θµνsc =
1
2
(∂µφ) (∂νφ) +
1
2
∂ρ∂σX
µνρσ =
1
2
(∂µφ) (∂νφ)− 1
6
(∂µ∂ν − gµν2)φ2
with
Xµνρσ = gµνXρσ + gρσXµν − gµρXνσ − gνρXµσ − 1
3
(gµνgρσ − gµρgνσ)Xαβgαβ ,
expressed in terms of the symmetric tensor
Xµν =
1
2
gµνφ2 .
F Basics of the Skyrme model
In the multicolor limit, QCD becomes equivalent to a theory of mesons [457]. In the formal limit
Nc → ∞, this “artificial” world is populated with stable and noninteracting mesons. For large
but finite values of the numbers of colors Nc, the mesons acquire nonvanishing width and two-
particle cross sections of order N−1c and N
−2
c , respectively, they start to interact via the exchange
of single mesons rather than quarks and gluons. The low-energy limit of the meson theory is given
then by the chiral Lagrangian, which is a non-linear sigma model of the spontaneously broken
chiral symmetry. Restricting to the two-flavor case, this effective theory is a theory of the pions
as Goldstone bosons. The baryons appear in it as topologically stable solitons [458, 459], i.e.,
time-independent solutions to the classical equations of motion with conserved energy. They have
masses that diverge as the inverse coupling constant m ∼ Nc = 1/(N−1c ). The solitons have the
quantum numbers of the QCD baryons provided one takes into account the Wess-Zumino term
[459].
The simplest chiral Lagrangian,
L = f
2
π
8
tr
[
(∂µΣ)
(
∂µΣ†
)]
, (F.1)
which we discussed in Section 3.12, with the SU(2) matrix Σ of mesons, leads to unstable solitons.
This drawback can be cured by adding a four derivative “Skyrme” term
∆L = ε
2
B
32
tr[(∂µΣ)Σ
†, (∂νΣ)Σ†][(∂µΣ)Σ†, (∂νΣ)Σ†] ,
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where εB is a dimensionless parameter that characterizes the size of finite energy configurations.
The choice of this addendum is unique since it provides a positive-definite Hamiltonian which
is moreover second order in time derivatives. The resulting chiral Lagrangian L + ∆L admits a
hedgehog soliton solution Σ0(r) = exp(iF (r)τirˆi), due to Skyrme, with topologically nontrivial
boundary conditions F (0) = −π and F (∞) = 0 [460] (for a review, see Ref. [461]). Introducing
the time-dependent matrix of collective coordinates
R(t) = a0(t) + iτiai(t) with
3∑
i=0
a2i = 1 ,
and substituting the ansatz Σ(x) = R(t)Σ0(r)R
†(t) into the original Lagrangian yields a La-
grangian, which is of the second order in time derivatives of collective coordinates L ∼ ∑3i=0 a˙2i .
The canonical quantization procedure a˙i ∼ πi = −i∂/∂ai then leads to a Hamiltonian which is
a Laplace operator ∇2 = ∑4i=0 ∂2/∂a2i on a three-sphere. The eigenstates of this Laplacian are
traceless symmetric polynomials, in complete analogy with conventional three-dimensional spher-
ical harmionics. For instance, they satisfy ∇2(a0 + ia1)L = −L(L + 2)(a0 + ia1)L, and possess
equal eigenvalues S = I = 1
2
L of the spin and isospin operators,
Sk =
i
2
(
ak
∂
∂a0
− a0 ∂
∂ak
− εklmal ∂
∂am
)
, (F.2)
Ik =
i
2
(
a0
∂
∂ak
− ak ∂
∂a0
− εklmal ∂
∂am
)
, (F.3)
respectively.
Out of all hadronic states, we need for our purposes only the proton and delta isobar spin-up
wave functions. Assuming the unit normalization for the Haar measure on the SU(2) group, i.e.,∫
dR ≡ 1
π2
∫
d4a δ
(
4∑
i
a2i − 1
)
= 1 ,
one can write the hadron states normalized to unity as46 [460]
|p↑〉 =
√
2(a1 + ia2) , |∆↑+〉 = 2(a1 + ia2)
(
1− 3(a20 + a23)
)
. (F.4)
They have spin and isospin S3 = I3 = 1/2. Since only the vector-isovector transitions survive in
the large-Nc limit, and are of interest for the discussion in the main body of the paper, we write
down the corresponding matrix elements
〈p↑|tr
(
τ zRτ zR†
) |p↑〉 ≡ 2 ∫ dR (a21 + a22)tr (τ zRτ zR†) = −23 , (F.5)
〈∆↑+|tr
(
τ zRτ zR†
) |p↑〉 = −2√2
3
. (F.6)
46Notice that our normalization differs by a factor of
√
2 and a minus sign in the ∆+ wave function compared
to Ref. [460]. The first difference is a consequence of the normalization of the Haar measure and the requirement
that 〈H |H〉 ≡ ∫ dR 〈H |H〉 = 1. Since we are interested in the relative magnitude of pp to p∆+ transitions, this
difference is totally irrelevant. The minus sign in the delta wave function is introduced so as to get the usual result
for the magnetic moments (F.10).
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From these relations, we find the result
√
2〈p↑|tr
(
τ zRτ zR†
) |p↑〉 = 〈∆↑+|tr (τ zRτ zR†) |p↑〉 . (F.7)
we sought for. These matrix elements correspond to the following quark operator matrix elements
〈B2|tr
(
τaRτ jR†
) |B1〉 = g0〈B2|ψ¯q′τaq′qγjψq|B1〉 ,
up to an overall matching constant g0.
Decomposing the two light-flavor electromagnetic current into the isovector and isosinglet
components jµ =
1
2
(u¯γµu− d¯γµd) + 16(u¯γµu+ d¯γµd), one can neglect the singlet component in the
matrix element between the proton and the delta-isobar and find
〈∆+|jµ|p〉 = 1
2
〈∆+|u¯γµu− d¯γµd|p〉 . (F.8)
This when combined with (F.7) gives a relation between the spatial components of the matrix
elements of the quark electromagnetic current
√
2〈∆+|j(0)|p〉 = 〈p|j(0)|p〉 − 〈n|j(0)|n〉 . (F.9)
Here on the right-hand side, we have used the SU(2) symmetry to relate the proton matrix
element of the isovector quark current to the difference of matrix elements of the electromagnetic
current between the proton and neutron states, i.e., 〈p|u¯γµu− d¯γµd|p〉 = 〈p|jµ|p〉−〈n|jµ|n〉. When
Eq. (F.9) is re-expressed in terms of the magnetic moments (see Eq. (A.28)) we reproduce the
well-known relation [460]
µp∆ =
1√
2
(µp − µn) . (F.10)
G Computation techniques for evolution equations
In this Appendix we present a number of techniques for evaluation of one-loop evolution kernels
in momentum and coordinate spaces.
G.1 Feynman rules
To start with, we give a comprehensive summary of Feynman rules for the QCD Lagrangian.
The quark and gluon propagators are determined by the chronological product of two elementary
fields,
〈0|T {ψ(z1)ψ¯(z2)} |0〉 = ∫ d4k
(2π)4
e−ik·(z1−z2)iS(k) , (G.1)
〈0|T {Aaµ(z1)Abν(z2)} |0〉 = ∫ d4k(2π)4 e−ik·(z1−z2)(−i)δabDµν(k) , (G.2)
where the explicit gauge-dependent form of the momentum-space functions will be established
below.
• For every internal quark line we write
••
k1z 2z
= iS(k) . (G.3)
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• For every internal gluon line we write
k1z 2z
a,µ b,ν
• • = −iδabDµν(k) . (G.4)
• Quark-gluon vertex is
•
2k 3k
1k
a,µ
= Vqgq,aµ (k1, k2, k3) = igtaγµ(2π)4 δ(4) (k1 + k2 + k3) . (G.5)
• Three-gluon vertex is
•
2k 3k
1k
a,µ
b,ν c,ρ
= Vggg,abcµνρ (k1, k1, k3) (G.6)
= gfabc {(k1 − k2)ρgµν + (k2 − k3)µgνρ + (k3 − k1)νgρµ}
×(2π)4 δ(4) (k1 + k2 + k3) .
• Four-gluon vertex reads
1k
a,µ
•
2k
4k
3k
d,σ
b,ν c,ρ
= Vgggg,abcdµνρσ (k1, k1, k3, k4) (G.7)
= −ig2{fabef cde (gµρgνσ − gµσgνρ)
+facef bde (gµνgρσ − gµσgνρ)
+fadef cbe (gµρgνσ − gµνgρσ) }(2π)4δ(4) (k1 + k2 + k3 + k4) .
• The resulting expression,constructed from propagators and vertices should be integrated
with respect to the momentum of every internal line, i.e., multiplied by the factor∫ ∏
ℓ
ddkℓ
(2π)ℓ·d
. (G.8)
We have not specified so far the explicit form of the propagators. It is the following. The
quark propagator we have
S(k) =
6k
k2 + i0
, (G.9)
The form of gluon propagator depends on the gauge assumed. In the covariant gauge ∂ · A = 0,
it reads
Dµν(k) = 1
k2 + i0
(
gµν − (1− ξ)k
µkν
k2
)
, (G.10)
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where ξ is the gauge fixing parameter. The gluon propagator in the light-cone gauge also depends
on the fixing of residual gauge degrees of freedom. As we discussed earlier in Appendix D, the
incomplete gauge fixing of the A+ = 0 condition exhibits itself in a spurious 1/k+-singularity in
the gluon Green function, which has to be regularized as well
Dµν(k) = d
µν
reg(k)
k+ + i0
, dµν(k) = gµν − k
µnν + kνnµ
[k+]reg
. (G.11)
There are several possibilities to fix the gauge completely. They are (we put the k+ in square
brackets to demonstrate that it is regularized via one of the prescriptions):
• Principal value prescription
1
[k+]PV
=
1
2
(
1
k+ + i0
+
1
k+ − i0
)
. (G.12)
It corresponds to the anti-symmetric boundary conditions on the gauge potential A(∞) =
−A(−∞).
• Advanced prescription
dµνAdv(k) = g
µν − k
µnν
k+ + i0
− k
νnµ
k+ − i0 , (G.13)
arises from imposing the condition of vanishing of the gauge potential at the light-cone future
A(∞) = 0.
• Retarded prescription
dµνRet(k) = g
µν − k
µnν
k+ − i0 −
kνnµ
k+ + i0
, (G.14)
stems from the vanishing of the gauge potential in the past A(−∞) = 0. The direction
of momentum flow k is very essential for the advanced and the retarded prescriptions. We
assume in Eq. (G.11) the flow to be from the point z1 to z2.
• Mandelstam-Leibbrandt prescription [463, 464]
1
[k+]ML
=
1
k+ + i0 · k− =
k−
k+k− + i0
. (G.15)
This is prescription is not an obvious consequence of any boundary condition on the gauge
potential, see though [465]. It is however a consequence of the equal-time (as opposed to
the equal light-cone time) quantization [466].
G.2 Momentum integrals
The basic integrals which appear in the course of calculations are listed below.
• Minkowskian momentum integrals used in loop calculations (d = 4− 2ε)∫
ddk
(2π)d
eAk
2−iz·k =
i
(4π)d/2
1
Ad/2
ez
2/4A , (G.16)∫
ddk
(2π)d
e−ik·z
1
[−k2]m =
i
22mπd/2
Γ (d/2−m)
Γ (m)
1
[−z2]d/2−m . (G.17)
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• Light-cone longitudinal integrals∫ ∞
−∞
dk+ dk− ei(Ak
+k−+p+k−+p−k++i0) =
2π
A
e−ip
+p−/A . (G.18)
• Euclidean transverse momentum integrals (d = 2− 2ε)∫
ddp⊥
(2π)d
e−iαp
2
⊥ =
1
(4π)d/2
1
(iα)d/2
. (G.19)
∫
ddp⊥
(2π)d
eip⊥·z⊥
p2m⊥
=
1
22mπd/2
Γ (d/2−m)
Γ (m)
1
zd−2m⊥
. (G.20)
• Minkowskian space-time integrals∫
ddzeip·z
1
[−z2]k = −iπ
d/22d−2k
Γ (d/2− k)
Γ (k)
1
[−p2]d/2−k , (G.21)∫
ddzeAz
2+ip·z = −iπd/2 1
Ad/2
ep
2/4A . (G.22)
G.3 Renormalization in covariant gauges
First, let us recall some of the basic equations of QCD. The dimensionally regularized and renor-
malized QCD Lagrangian in the covariant gauge is given by
LQCD = Z2ψ¯i 6∂ψ + Z¯1µεgψ¯ 6Aataψ
− Z3
4
(
Gaµν
)2 − 1
2
µεgZ1 fabcGa,µνAbµAcν −
Z4
4
µ2εg2
(
fabcAbµA
c
ν
)2 − 1
2ξ
(
∂µAaµ
)2
+ Z˜3 ∂µω¯a∂µωa + µεgZ˜1 fabc∂µω¯aAbµωc , (G.23)
where d = 4− 2ε is the space-time dimension and µ is a mass parameter, introduced in order to
keep the coupling constant dimensionless. Here, the renormalized quark, gluon and (anti-)ghost
fields Φ = {ψ,Aµ, ω¯, ω}, respectively, and the renormalized coupling are expressed in terms of
bare ones Φ(0) and g
(0) via
Φ(0) =
√
ZΦ Φ , g(0) = µεZc g , (G.24)
with corresponding renormalization constants ZΦ = {Z2, Z3, Z˜3}, for the quark, gluon and
ghosts, respectively. The symbol Gaµν as a shorthand notation for the Abelian part of the full
QCD field strength tensor F aµν = G
a
µν + µ
εgX fabcAbµAcν . The canonical dimensions of elementary
fields are dcanq = 3/2 − ε for fermions, dcang = 1 − ε for gluons, dcanω¯ = d − 2 and dcanω = 0 for the
anti-ghost and ghost fields, respectively. The Lagrangian (G.23) is invariant under the following
renormalized BRST-transformations:
δBRSTψ = −iµεgZ˜1ωataψδλ , δBRSTAaµ = Z˜3Dµωaδλ ,
δBRSTωa =
1
2
µεgZ˜1fabcωbωcδλ , δBRSTω¯a = 1
ξ
∂µA
a
µδλ , (G.25)
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where δλ is a renormalized Grassman variable. The covariant derivative is defined by Dµ =
∂µ− iµεgXT aAaµ, where T a is the generator in the fundamental (T aφi = taijφj) or adjoint (T bφa =
ifabcφc) representations depending on the object it is acting on. The Ward-Takahashi identi-
ties imply the following relations between the renormalization constants Z1Z−3/23 = Z1/24 Z−13 =
Z˜1Z˜−13 Z−1/23 = Z¯1Z−12 Z−1/23 . The charge renormalization constant is expressed in terms of he
vertex and wave function renormalization constants via Zc = XZ−1/23 . In the minimal subtraction
(MS) scheme, the Z-factors are defined as Laurent series in ε:
Z[g, ε] = 1 +
∞∑
n=1
Z [n][g]
εn
.
For our consequent discussion, we take the renormalization constants Z2, Z3, Z˜3 and X ≡
Z1Z−13 = Z˜1Z˜−13 = Z¯1Z−12 as independent ones.
The QCD Gell-Mann–Low function in d-dimensions is defined by
βε(g) =
∂g
∂ lnµ
= −εg + β(g) , (G.26)
with β(g) being the four-dimensional beta function. The anomalous dimensions of the physical
fields and the gauge fixing parameter are
γq(g) =
1
2
d
d lnµ
lnZ2 , γg(g) = 1
2
d
d lnµ
lnZ3 , σ = d
d lnµ
ln ξ = −2γg , (G.27)
respectively. Their perturbative expansions are determined by the series
β(g)
g
=
∞∑
n=0
(αs
4π
)n+1
βn , γa(g) =
∞∑
n=0
(αs
2π
)n+1
γa(n) . (G.28)
The first two terms of the β-function, used in the present review, are
β0 =
4
3
TFNf − 11
3
CA , (G.29)
β1 =
10
3
CANf + 2CFNf − 34
3
C2A . (G.30)
While the expressions for the one-loop anomalous dimensions of the elementary fields read
γq(0) =
ξ
2
CF , γg(0) =
2
3
TFNf +
CA
4
(
ξ − 13
3
)
. (G.31)
A full set of renormalization constants and anomalous dimensions in QCD up to four-loop order
can be found in Ref. [467].
G.4 Renormalization of composite operators
The subtracted operator47 OR[Φ], constructed from the renormalized elementary fields Φ =
{ψ, ψ¯, Aµ}, are expressed in terms of the bare ones O[Φ(0)]—built from the unrenormalized fields
Φ(0) = {ψ(0), ψ¯(0), Aµ(0)}—through the multiplication with a renormalization factor
O
R[Φ] = ZO[
√
ZΦΦ] , (G.32)
47A vector of dimension N , composed from different operators with the same quantum numbers, which mix
under renormalization group flow. For instance, in the flavor singlet case it is a two-dimensional object (4.146).
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which admits Laurent expansion in the parameter ε of dimensional regularization,
Z[g, ε] = 1 +
∞∑
n=1
Z
[n][g]
εn
. (G.33)
In turn, each term of this series Z [n][g] has an infinite series expansion in the strong coupling. The
operators OR[Φ] generate finite contributions when inserted into Green functions with elementary
field operators:
〈OR[Φ]Φ(z1)Φ(z2) . . . Φ(zN)〉 = finite . (G.34)
The renormalization factors determine the anomalous dimensions of the corresponding operators,
γ = −
(
d
d lnµ
Z
)
Z
−1 +
d
d lnµ
lnZΦ = g
d
dg
(
Z
[1] −Z [1]Φ
)
= g
d
dg
Z
[1] + 2γΦ , (G.35)
where at the second step we used the fact that only the single pole of the Laurent series determine
anomalous dimensions since
d
d lnµ
= −ε d
d ln g
+ . . . .
All higher order terms in the Laurent expansion are expressed through it. Here, the matrix ZΦ
is diagonal and its entries are determined by the renormalization constants of elementary fields
forming a given bilocal composite operator
ZΦ =

ZΦ 0 0 . . .
0 ZΦ′ 0 . . .
0 0 ZΦ′′ . . .
...
...
...
. . .
 (G.36)
In order to calculate the renormalization factor, one computes the amputated48 Green function
with insertion of the bare composite operator, and uses the renormalized perturbation theory to
find the residue of the pole
〈O[Φ]Φ(z1)Φ(z2)〉amp = −1
ε
R 〈O[Φ]Φ(z1)Φ(z2)〉treeamp + . . . . (G.37)
Since the renormalized operator generates divergence-free Green functions (G.34), one immediately
finds
R = Z [1] . (G.38)
G.5 Construction of evolution equations in coordinate space
In this appendix, we intend to review different approaches to the construction of the renormaliza-
tion group equations for non-local light-cone operators. We will discuss two of them: one based
on the use of covariant gauges, Ref. [228, 229], and the other one relying on the light-cone gauge
48The amputated Green function is defined as a Green function with removed propagators corresponding to the
external lines 〈O[Φ′]Φ(z1) . . . Φ(zL)〉amp = 〈O[Φ′]Φ(z1) . . . Φ(zL)〉/
∏L
k=1〈Φ′Φ(zk)〉.
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with different prescriptions on the spurious pole in the gluon density matrix. The machinery will
be demonstrated on a simple example of the unrenormalized quark string operator
Oqq(z−1 , z−2 ) = ψ¯(0)(z−1 )[z−1 , z−2 ]γ+ψ(0)(z−2 ) , (G.39)
expressed in terms of the bare fields ψ(0). In the covariant gauge, one needs the following Feynman
rules for Oqq to one-loop accuracy,
⊗⊗
1k 2k
ψ ψ
= [Oqq2 (k1, k2)] = γ+ e−iz
−
1 k
+
1 −iz−2 k+2 , (G.40)
⊗⊗
1k 2k
ψ ψ
⊗
3k
+A
a,µ
= [Oqq3 (k1, k2, k3)]aµ = gtanµγ+ e−iz
−
1 k
+
1 −iz−2 k+2 e
−iz−1 k+3 − e−iz−2 k+3
k+3
. (G.41)
Here the second contribution (G.41) obviously arises from the expansion of the path-ordered
exponential in Eq. (G.39) to the first non-trivial order in the coupling. In the light-cone gauge
A+ = 0, only the first one, i.e., Eq. (G.40), contributes. Let us discuss both frameworks in turn.
G.5.1 Covariant gauge formalism
In covariant gauges, we need to evaluate Feynman diagrams shown in Fig. 61. The diagrams
(a) and (b) contribute to the renormalization constant R in Eq. (G.37), while the diagram (c)
corresponds to the field renormalization which produces the addendum due to the field anomalous
dimension γΦ defined by Eq. (G.35).
The most efficient method for computation of momentum integrals containing Fourier expo-
nents is to use the so-called α-representation for Feynman propagators,
1
(k2 + i0)n
=
(−i)n
Γ (n)
∫ ∞
0
dααn−1 eiα(k
2+i0) , (G.42)
taken here with an arbitrary power n for generality. Exponentiating all propagators, it is instruc-
tive the rescale the integrations variables,
αj ≡ xj̺ , (G.43)
and switch to the integration over ̺ and the Feynman parameters xj∫ ∞
0
N∏
j
dαj =
∫ ∞
0
d̺ ̺N−1
∫ 1
0
N∏
j
dxj δ
(
N∑
k=1
xk − 1
)
. (G.44)
After integration over the loop momentum k, the subsequent integral over the overall scale ̺
results in poles in the parameter ε of dimensional regularization. A typical integral reads∫
ddk
(2π)d
e−iz
− k+
k2
∏n
i=1(k − qi)2
(G.45)
=
i(−1)n+1
(4π)d/2
Γ
(
n + 1− d
2
) ∫ 1
0
n+1∏
i=1
dxi δ
(
n+1∑
i=1
xi − 1
)
e−iz
−
∑n
i=1 xiq
+
i[
−∑ni=1 xiq2i + (∑ni=1 xiqi)2]n+1−d/2 .
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⊗⊗⊗⊗ ⊗ ⊗
(a) (b) (c)
⋅
•
1k 2k
3k
1p 2p
⋅
⊗
1k 2k
1p 2p 1p 2p
Figure 61: Feynman diagrams contributing to the one-loop quark-quark mixing kernel.
After these general preliminary remarks, we are now in a position to present a step-by-step
procedure of calculating the evolution kernel for the above light-ray vector operator (G.39) in the
covariant Feynman gauge ξ = 1.
• Use Feynman rules from Section G.1 and Eqs. (G.40) and (G.40) to assign momentum
intergals for the amputated Green function
M = 〈Oqq(z−1 , z−2 )ψ(0)(k1)ψ¯(0)(k2)〉amp ≡ 〈Oqq(z−1 , z−2 )ψ(0)(k1)ψ¯(0)(k2)〉/
2∏
j=1
iS(kj) ,
coming from each diagram in Fig. 61
• Project out the color and Dirac (or Lorentz) structures of the corresponding vertex
M = 1
4Nc
γ+trctr
{
γ−M} . (G.46)
The contributions of the diagrams Fig. 61 (a) and (b) are then given by
M(a)cov =
1
4Nc
γ+
∫ 3∏
j=1
ddkj
(2π)4
(−i)Dµν(k3) (G.47)
× trctr
{
γ−Vaµ(k3,−k2, p2)iS(−k2)[Oqq2 (k1, k2)]iS(k1)Vaν (−k3, p1,−k1)
}
,
M(b)cov =
1
4Nc
γ+
∫ 2∏
j=1
ddkj
(2π)4
(−i)Dµν(k2)trctr
{
γ−[Oqq3 (k1, k2, p2)]aµiS(k1)Vaν (−k2, p1,−k1)
}
.
Perform integration over the redundant momenta using the energy-momentum delta func-
tions leaving k3 and k2 as the loop momenta in diagrams (a) and (b), respectively.
• Compute traces. Use the fact that one can treat external momenta as light-like pµi = p+i n∗µ.
We end up with momentum integrals
M(a)cov = 2ig2CFγ+
∫
ddk
(2π)d
k2⊥
k2(p1 − k)2(p2 + k)2 e
−iz−1 (p1−k)+−iz−2 (p2+k)+ , (G.48)
M(b)cov = 2ig2CFγ+
∫
ddk
(2π)d
1
k2(p1 − k)2
(p1 − k)+
k+
(
e−iz
−
1 p
+
1 −iz−2 p+2 − e−iz−1 (p1−k)+−iz−2 (p2+k)+
)
.
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• Compute the momentum integrals.
In theM(a) amplitude, the lack of the d-dimensional covariance of the integrand, due to the
presence of the d− 2 dimensional transverse momentum k⊥, results in a slight complication
in the use of the generic integral (G.45). However, with the help of Eqs. (G.18) and (G.19),
the integration is easily performed in the light-cone (or Sudakov) coordinates
kµ = k+n∗µ + k−nµ + kµ⊥ , (G.49)
with the volume element being
ddk = dk+dk−dd−2k⊥ . (G.50)
For the pole part49 (PP) of the dimensionally regularized integral, we thus find
PPM(a)cov =
1
ε
αs
2π
CF
∫ 1
0
dx1 dx2 θ(1− x1 − x2)e−ip+1 (x¯1z−1 +x1z−2 )−ip+2 (x¯2z−1 +x2z−2 ) . (G.51)
Since we have set the external momenta to be light-like, we have no scale in the integral.
However, if introduced, it would simply add an exponential for the integral with respect to
the overall scale ̺, and we can use the substitution∫ ∞
0
d̺ ̺1−d/2 →
∫ ∞
0
d̺ ̺1−d/2e−im
2̺ =
Γ (ε)
(im2)ε
≃ 1
ε
+ . . . .
In the M(b) amplitude, the integral with 1/k+ pole can be computed making the trick
1
k+
(
1− e−iz−k+
)
= iz−
∫ 1
0
dτ e−iτz
−k+ . (G.52)
Then, using the generic momentum integral (G.45), and after that integrating over τ , we
get
PPM(b)cov =
1
ε
αs
2π
CF
∫ 1
0
dx1
[
x¯1
x1
]
+
e−ip
+
1 (x¯1z
−
1 +x1z
−
2 )−ip+2 z−2 , (G.53)
with the plus-prescription defined in Eq. (4.29).
• Add the mirror symmetric contribution for the diagram (b) M(b˜), which is obtained by the
interchange p1 ↔ p2 in the Eq. (G.53), and notice that, according to Eq. (G.37), the Z [1]
constant is determined to be
PP
(
M(a) +M(b) +M(b˜)
)
cov
= −1
ε
Z [1] · [Oqq2 (p1, p2)] , (G.54)
with
Z [1]qq · [Oqq2 (p1, p2)] ≡ −
αs
2π
CF
∫ 1
0
dx1 dx2 θ(1 − x1 − x2)γ+e−ip+1 (x¯1z−1 +x1z−2 )−ip+2 (x¯2z−1 +x2z−2 )
×
{
1 +
[
x¯1
x1
]
+
δ(x2) +
[
x¯2
x2
]
+
δ(x1)
}
.(G.55)
49The PP is defined as PP {AΓ (ε)} = 1
ε
A.
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By comparing Eqs. (4.140) and (4.12), we find that the evolution kernel is
K = −αs d
dαs
Z [1] − γΦ , (G.56)
where γΦ = γq =
αs
2π
CF
2
+ · · · in the Feynman gauge ξ = 1 (see Eq. (G.31)). Changing x1 = u
and x2 = v we get the Kqq,V(0) kernel in Eq. (4.19).
In order to study the singlet evolution involving mixing with gluonic operators, we should consider
definite C-parity combinations of quark operators. The summary of the corresponding Feynman
rules, with the same conventions as used here, can be found in Appendices A.1 and A.2 of Ref.
[253]. The calculation of these evolution kernels goes through without any changes.
Yet another technique to evaluate the momentum integrals was developed in Refs. [228, 229].
According to it, the propagators are combined using the standard Feynman parametrization, and
the resulting momentum integrals take the form∫
ddk
(2π)d
e−ik
+(z−2 −z−1 )P (pi, xi|k)
[k2 − L]n , (G.57)
where P (pi, xi|k) is a polynomial function in k, pi and the Feynman parameters xi. The divergences
can be evaluated by Taylor expanding the exponential factor in the integrand: e−ik
+(z−2 −z−1 ) =
1− ik+(z−2 − z−1 ) + . . .. Since the denominator depends on k2 only, we can average with respect
to possible orientations of k. Due to the light-like character of the vector n, just the first few
terms survive after integration (we maximally need to expand up to (k+)3). To present the result
in the conventional form, we have to remove terms proportional to (z−2 − z−1 )m. This is achieved
through the integration by parts with respect to the Feynman parameters which play now the roˆle
of positions on the light-cone. A typical integration for a test function τ(y, z) looks like
i(z−2 − z−1 )p+1 J · τ(y, z) = J ·
{
δ(y)τ(0, z) +
∂τ(y, z)
∂y
− δ(1− y − z)τ(y, y¯)
}
,
where we have introduced the following shorthand notation for the integral
J · τ(u, v) ≡
∫ 1
0
dv
∫ v¯
0
due−ip
+
1 (u¯z
−
1 +uz
−
2 )−ip+2 (v¯z−2 +vz−1 )τ(u, v) . (G.58)
Similar equations hold for the p+2 contributions. When double and triple integration by parts
is required, it turns out that, after the first integration, the dangerous terms proportional to
δ(1− u− v) that might cause a problem vanish identically in all cases.
For diagrams which originate from the expansion of the phase factor (G.41), there appear
terms in the integrand which possess the structure
E(k, p1, u) ≡ 1
(k+ + up+1 )
[
1− e−i(z−2 −z−1 )(up+1 +k+)
]
, (G.59)
with k being the momentum of integration and u one of the Feynman parameters. The best way
to treat them is to factorize the k-dependence using the following identity utilizing the translation
invariance
E(k, p1, u) =
1
u
exp
(
k+
u
∂
∂p+1
)
1− e−iu(z−2 −z−1 )p+1
p+1
. (G.60)
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As previously, expanding the exponential which depends on the differential operator in power series
of (k+)n, one can easily perform the final momentum integration, since only a limited number of
the lowest order terms contribute as a consequence of the light-like character of the vector n.
However, this is not the end of the story in case of gluonic operators. There, some contributions
possess apart from the factor desired factor p+1 p
+
2 accompanying the gluon operator vertex, also
the factors with (p+i )
2 dependence, which does not have the momentum structure of the product
of two field strength tensors. For completeness, let us outline a few steps allowing to convert
these structures into the required one, i.e., (p+i )
2 → p+1 p+2 . At first notice, that in the sum of all
diagrams, the coefficient in front of, e.g., (p+1 )
2 has the following general structure
τ1(u) + τ2(u)δ(v) + τ3(u)δ(1− u− v) . (G.61)
The integration by parts reduces this expression to the desired form up to contributions propor-
tional to δ(1− u− v). Namely,
(p+1 )
2
J · τ1(u) = (p+1 )2 J · {[τ1(u)v + τ2(u)] δ(1− u− v)− τ2(u)δ(v)}
+ p+1 p
+
2 J · {[τ1(u)v + τ2(u)] δ(1− u− v)
− [τ1(0)v + τ2(0)] δ(u)− [τ ′1(u)v + τ ′2(u)]} . (G.62)
Note also, that the resulting function
(p+1 )
2 [τ1(u)v + τ2(u) + τ3(u)] δ(1− u− v) (G.63)
can, in all known cases, be safely discarded on the grounds of the Bose symmetry properties of the
string operators it is convoluted with. Similar equations hold for structures accompanying (p+2 )
2.
In particular, for the parity-even gluon operator Ogg(z−1 , z−2 ), the test functions involved above
take the following explicit form τ1(u) = 2u(1− u)− 1 and τ2(u) = 12(1− u)(2− u), and similarly,
for the u→ v contribution.
G.5.2 Light-cone gauge formalism with ML prescription
Turning to the calculation in the light-cone gauge, we will use the causal prescription on the
spurious light-cone pole in the gluon propagator, i.e., the Mandelstam-Leibbrandt (ML) prescrip-
tion [466, 464]. The most important feature of this prescription is the presence of an additional
absorptive part of the vector boson Green function, namely
Disc
{
dµνML(k)
k2 + i0
}
= −2πiθ(k+)
{
dµνPV(k)δ(k
2)− k
−
k2
(kµnν + kνnµ) δ(k+k−)
}
. (G.64)
The second contribution is of the “ghost” type, since it has the opposite sign compared to the
conventional one. As was proved in Ref. [466], the ML prescription is not an optional choice,
rather, it is an unavoidable consequence of the equal-time canonical quantization. The outcome of
having this additional term can be easily seen in the calculation of the one-loop evolution kernels.
Basically, it leads to the absence of spurious singularities in separate diagrams, and to finiteness of
individual contributions, in contrast to the regularization by means of the principal value, which
we will review next.
The momentum integrals with the Mandelstam-Leibbrandt prescription are most easily com-
puted with the help of the light-cone decomposition of momenta, Eq. (G.49). The longitudinal
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integrals are evaluated using the Cauchy theorem, which yields∫ ∞
−∞
dk+ dk−
[k+]jML
ei(Ak
+k−+k+p−+k−p+) = −2π
p+
(
− A
p+
)j−1(
e−ip
+p−/A −
j−1∑
k=0
(
−ip
+p−
A
)k)
. (G.65)
For j = 0, it agrees with Eq. (G.18). The remaining Euclidean integrals are evaluated via Eq.
(G.19). Combining two integrations , one gets the following result for a generic one-loop integral
with a 1/k+-pole regularized via the Mandelstam-Leibbrandt prescription∫
ddk
(2π)d
e−iz
− k+
[k+]ML
1
k2
∏n
i=1(k − qi)2
(G.66)
=
i(−1)n+1
(4π)d/2
Γ
(
n+ 1− d
2
) ∫ 1
0
n+1∏
i=1
dxi δ
(
n+1∑
i=1
xi − 1
)
1∑n
i=1 xiq
+
i
×
 e
−iz−∑ni=1 xiq+i[
−∑ni=1 xiq2i + (∑ni=1 xiqi)2]n+1−d/2 −
1[
−∑ni=1 xiq2i − (∑ni=1 xiqi⊥)2]n+1−d/2
 ,
which agrees for z− = 0 with results of Refs. [468, 469, 470].
The anomalous dimensions of quarks and gluons are, of course, gauge dependent and their
one-loop values for the present choice are given by
γ(0)q =
3
2
CF , γ(0)g =
β0
2
. (G.67)
More generally, the anomalous dimension of the gluon field in the light-cone gauge is equal to the
renormalization group function of the running coupling,
γg =
β(g)
g
,
to all orders in the coupling constant.
In the light-cone gauge, only the diagrams (a) and (c) contribute. The Feynman integral for
the contribution (a) remains the same as in Eq. (G.47), where we have to use now the gauge
propagator (G.11) with (G.15). Using the projection (G.46) to evaluate the trace, we find
M(a)lc = 2ig2CFγ+
∫
ddk
(2π)d
e−iz
−
1 (p1−k)+−iz−2 (p2+k)+
k2(p1 − k)2(p2 + k)2 (G.68)
×
{
k2⊥ +
(p1 − k)+
[k+]ML
(p2 + k)
2 +
(p2 + k)
+
[k+]ML
(p1 − k)2
}
.
The first term in the curly brackets produces the amplitude M(a)cov, while the integrals with the
regularized pole are given by Eq. (G.66) adjusted for the present needs
PP
∫
ddk
(2π)d
e−ik
+z−
[k+]n
ML
k2(p− k)2 =
i
(4π)2ε
∫ 1
0
dx
xn
(
e−ixp
+z− −
n−1∑
l=0
(−ixp+z−)l) . (G.69)
Since k+/[k+]ML = 1, one can use Eq. (G.45) for other terms. Finally, adding the light cone gauge
quark anomalous dimensions to Eq. (G.56), one recovers the same result as obtained with the
covariant gauge fixing before, see Eq. (4.19).
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G.6 Construction of evolution equations in momentum space
Now we outline the momentum-space formalism for the calculation of evolution kernels developed
in Ref. [234]. It relies heavily on the use of the light-cone gauge with the principal value prescrip-
tion. To begin with, we outline the basics of the one-loop renormalization of the QCD Lagrangian
in this gauge.
G.6.1 Renormalization in light-cone gauge with PV prescription
The principal value prescription on the unphysical pole at k+ = 0 (G.12) can be operationally
formulated as a regularization
1
[k+]PV
= lim
δ→0
k+
k2+ + δ
2
, (G.70)
with a parameter δ. The introduction of this extra parameter allows one to disentangle the
spurious light-cone divergences from the conventional ultraviolet and infrared poles in ε. They
would be unseparable otherwise if δ was set to zero from the onset.
As a first step, let us compute the one-loop quark self-energy due to the gluon which is given
by the momentum integral
Σ(q) = µ2ε
∫
ddk
(2π)d
γµ
6q − 6k
(q − k)2γ
ν dµν(k)
k2
. (G.71)
Reorganizing the numerator, we can cast it in the form
Σ(q) = −2(1− ε)γµJµ2 (q)− ( 6qγµγ+ + γ+γµ 6q)Jµ2+(q) , (G.72)
where we set the dimensionally regularized tadpole
∫
ddk/k+k
2 to zero. The contributing integrals
are
Jµ2 (q) = µ
2ε
∫
ddk
(2π)d
(q − k)µ
k2(q − k)2 =
iΓ (ε)
(4π)2
(
−4πµ
2
q2
)ε
qµ
2
∫ 1
0
du
(uu¯)ε
, (G.73)
Jµ2+(q) = µ
2ε
∫
ddk
(2π)d
(q − k)µ
k2(q − k)2[k+]PV
=
iΓ (ε)
(4π)2
(
−4πµ
2
q2
)ε ∫ 1
0
du
(uu¯)ε[uq+]PV
{
α¯qµ − (1− 2u) q
2
2q+
nµ
}
. (G.74)
Let us add a comment on the calculation procedure involving the integrals with 1/k+ pole in the
integrand [469]. Since its regularization via the principal value prescription does not depend on
k−, after exponentiation of propagators (G.42), one easily performs the dk− integral resulting in
a delta-functions with the argument being an equality between the plus-components of the loop
and external momenta. Thus, the k+ integration is trivial making use of this delta-function. The
transverse integral is performed using the Gaussian integration (G.19). Also, notice that if we
would not use the regularization with the parameter δ in Eq. (G.70) this would lead to an extra
pole in the dimensionally regularized Feynman-parameter integral and yield a double-pole in a
one-loop diagram. Having distinct regularization parameters, we disentangle the ultraviolet poles
from the spurious poles due to the light-cone singularity in the gauge propagator. Assembling
everything together, we get
Σ(q) = 6qΣ1(q) + q
2
2q+
γ+Σ2(q) (G.75)
323
where the functions in front of independent Dirac structures are
Σ1(q) = −(1− ε) iΓ (ε)
(4π)2
(
−4πµ
2
q2
)ε ∫ 1
0
du
(uu¯)ε
, Σ2(q) = −iΓ (ε)
(4π)2
(
−4πµ
2
q2
)ε ∫ 1
0
du
(uu¯)ε
4u¯q+
[uq+]PV
.
(G.76)
The Feynman-parameter integral involving the principal-value regularized denominator is com-
puted as an expansion in the parameter of dimensional regularization,∫ 1
0
dα
(αα¯)ε
α¯q+
[αq+]PV
= −1− ln δ
q+
− ε
(
2− 1
2
ln2
δ
q+
− 5
4
ζ(2)
)
+O(ε2) . (G.77)
The arising dependence on the plus-momentum is a well-known property of light cone gauge
regularized with principal value prescription, which propagates into the anomalous dimensions
of elementary field operators. Of course, the dependence on δ (and q+) cancels out in all gauge
invariant quantities.
Keeping only the pole contributions in one-loop self-energies, the one-loop gluon and quark
propagators can be represented as a unitary rotations of the tree propagators
Dµν → Dµν[1] , S → S[1] . (G.78)
The renormalization constants are no longer numbers, but rather they are matrices acting on the
spinor (Lorentz) indices of the fermion (gluon) field operators. Moreover as we emphasized above,
the renormalization constants depend on the plus components of the particles’ momenta k+i . The
origin of this can be traced back to the lack of the rescaling invariance,
dµνPV(̺k) 6= dµνPV(k), (G.79)
which is otherwise obeyed by the unregularized propagator and the propagator with Mandelstam-
Leibbrandt prescription. We can represent the one-loop propagators as follows.
• Quark propagator is
S[1](k) = U¯(k) 6kU(k) Zq(k)
k2 + i0
, (G.80)
where
U(k) = 1− Z˜q(k)
2k+
6kγ+ , U¯(k) ≡ γ0U †(k)γ0 = 1− Z˜q(k)
2k+
γ+ 6k . (G.81)
The renormalization constants are
Zq(k) = 1 + αs
π
CF
1
ε
{∫
dq+
k+
q+− k+ϑ
0
11(q
+, q+− k+) + 3
4
}
, (G.82)
Z˜q(k) = αs
2π
CF
1
ε
{
1 +
∫
dq+
k+
q+− k+ϑ
0
11(q
+, q+− k+)
}
, (G.83)
• Gluon propagator reads
Dµν[1] (k) = Uµρ(k)dρσ(k)Uσν(k)
Z(k)
k2 + i0
. (G.84)
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The presence of the divergent tensor Uµν ,
Uµν(k) = gµν − Z˜g(k)k
µnν + kνnµ
k+
, (G.85)
is an artifact of the Lorentz symmetry breaking effects by the gauge fixing vector nµ and of
using the principal value prescription which leads to different renormalization constants for
“good” and “bad” components of tensor fields. Namely,
Zg(k) = 1 + αs
π
CA
1
ε
{∫
dq+
k+
q+− k+ϑ
0
11(q
+, q+− k+)− 1
4
β0
CA
}
, (G.86)
Z˜g(k) = αs
2π
CA
1
ε
{
1 +
∫
dq+
k+
q+− k+ϑ
0
11(q
+, q+− k+)
}
. (G.87)
Note that the “good” components of the fields are renormalized by Z and are not affected by Z˜.
The appearing Z-factors depend on the integral involving the light-cone singularity∫
dq+
k+
[ q+− k+]PV ϑ
0
11(q
+, q+− k+) = ln δ
k+
. (G.88)
However, for the consequent use we will not use the explicit form of this integral.
Finally, notice that if one relies on the cut-off regularization with an ultraviolet scale µ2 rather
than dimensional regularization, then one would be able to obtain one from the other by making
the substitution
1
ε
→ µ
2ε
ε
→ lnµ2 , (G.89)
where µ2 is the standard mass parameter of dimensional regularization.
G.6.2 Evolution kernels in momentum space
Computing the evolution kernels we have to isolate ultraviolet divergences occurring in transverse-
momentum integrals of partons interacting with a bare quark operator (G.39). To extract this
dependence properly, it is sufficient to separate the perturbative loop from the correlation function
in question. To this end, the latter can be represented in the form of the momentum integral in
which the integration over the fractional energies of the particles attached to the vertex is removed
Oqq(x1, x2) =
∫
d4k1
(2π)4
d4k2
(2π)4
δ(k+1 − x1)δ(k+2 − x2)Oqq(k1, k2) , (G.90)
where the momentum-space operator is given here by
Oqq(k1, k2) =
∫
d4z1 d
4z2 e
ik1·z1+ik2·z2ψ¯(z1)γ+ψ(z2) ≡ ψ¯(k1)γ+ψ(k2) . (G.91)
Here in the last step we introduced the momentum-space quark fields.
The calculation of one-loop diagrams is extremely simple within the framework of momentum-
fraction space with the light-cone gauge [234, 63, 471, 472, 473]. Let us describe again a step-by-
step procedure for computing the kernel.
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• Use Feynman rules from Section G.1 to write the one-loop expression for the correlation
function (G.90).
• Project the color and Dirac structure on the operator vertex as in Eq. (G.46). These two
steps result in
Oqq1−loop(a)(x1, x2) =
1
4Nc
∫
d4p1
(2π)4
d4p2
(2π)4
Oqq(p1, p2)
∫ 3∏
i=1
d4ki
(2π)4
δ(k+1 − x1)δ(k+2 − x2) (G.92)
× trctr
{
γ−Vaµ(−k3, p1,−k1)iS(−k2)γ+iS(k1)Vaν (k3,−k2, p2)
}
(−i)Dµν(k3).
• Eliminate the momentum conservation delta-functions keeping kµ3 as the loop momentum
kµ.
• Use the Sudakov decomposition for four-momenta in Eq. (G.49). Compute the trace ex-
tracting only the piece which results in the logarithmically divergent transverse-momentum
integral. Namely, since the loop-momentum volume element produces the factor k2⊥dk
2
⊥,
and the denominators of the three propagators give the factor (k2⊥)
−3, one needs to extract
the term proportional to k2⊥ from the trace, i.e.,
1
4
tr
{
γ−γµ( 6k1 − 6p1 − 6p2)γ+ 6k1γν
}
dµν(k1 − p1) (G.93)
≃ −2k21⊥
{
1 +
x1 − p+1 − p+2
x1 − p+1
[x1β1 − 1] + x1
x1 − p+1
[
(x1 − p+1 − p+2 )β1 − 1
]}
.
• Use the strong-ordering approximation (4.3), |k1⊥| ≫ |p1⊥| and k−1 ≫ p−1 . For a typical
propagator denominator this gives
(k1 − p1)2 + i0 ≃ k21⊥
[
(x1 − p+1 )β1 − 1 + i0
]
, (G.94)
where one conveniently introduces a rescaled k− component
β ≡ 2k
−
k2⊥
. (G.95)
The last three steps yield
Oqq1−loop(a)(x1, x2) = −
αs
2π2
CF
∫
d4p1
(2π)4
d4p2
(2π)4
Oqq(p1, p2)δ(x1 + x2 − p+1 − p+2 )
∫
d2k1⊥
k21⊥
(G.96)
× 1
x1 − p+1
∫
dβ1
2πi
(x1 − p+1 ) + (x1 − p+1 − p+2 ) [x1β1 − 1] + x1
[
(x1 − p+1 − p+2 )β1 − 1
]
[x1β1 − 1 + i0][(x1 − p+1 − p+2 )β1 − 1 + i0][(x1 − p+1 )β1 − 1 + i0]
,
• Compute the transverse-momentum integral with a cut-off∫ µ2 d2k1⊥
k21⊥
= π lnµ2 . (G.97)
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• Use the generalized step functions from Appendix G.7.
As can be seen, Eq. (G.96) diverges at x1 = p
+
1 . The divergencies disappear after one adds
the virtual radiative corrections (renormalization of the field operators) discussed in the
previous subsection.
• Virtual corrections are computed using the one-loop propagator given in Eq. (G.80), namely,
one gets
Oqq1−loop(b)(x1, x2) =
∫
d4p1
(2π)4
d4p2
(2π)4
√
Zq(p1)Zq(p2) ψ¯(p1)U(p1)γ+U¯(p2)ψ(p2) , (G.98)
where the quark-field operators are renormalized as
ψ(k) =
√
Zq(k)U(k)ψ(0)(k) . (G.99)
Using the obvious fact that
U(p)γ+ = γ+U¯(p) = 1
and explicit form of the one-loop renormalization constant (G.82), one finally gets the con-
tribution due to the virtual corrections
Oqq1−loop(b)(x1, x2) =
αs
2π
CF lnµ
2
∫
dx′1 dx
′
2 δ(x1 + x2 − x′1 − x′2) (G.100)
×
{
3
2
δ(x1 − x′1) + δ(x1 − x′1)
∫
dx′′1
x′1
x′′1 − x′1
ϑ011(x
′′
1, x
′′
1 − x′1)
+δ(x2 − x′2)
∫
dx′′2
x′2
x′′2 − x′2
ϑ011(x
′′
2, x
′′
2 − x′2)
}
Oqq(x′1, x′2) ,
where p+i ≡ x′i.
• Adding Eqs. (G.96) and (G.98) yields
Oqq1−loop(x1, x2) = −
αs
2π
CF lnµ
2
∫
dx′1 dx
′
2 δ(x1+x2−x′1−x′2)Kqq,V(0) (x1, x2|x′1, x′2)Oqq(x′1, x′2) ,
(G.101)
with the kernel given in Eq. (4.42), where the regularization of the end-point behavior yi → xi
results in the plus-prescription,[
y1
x1 − y1ϑ
0
11(x1, x1 − y1)
]
+
≡ y1
x1 − y1ϑ
0
11(x1, x1−y1)−δ(x1−y1)
∫
dy′1
y1
y′1 − y1
ϑ011(y
′
1, y
′
1−y1) .
(G.102)
G.7 Generalized step functions
The momentum space evolution kernels presented in Section 4.4.1 are expressed in terms of the
generalized step-functions
ϑkα1...αj (x1, . . . , xj) ≡
∫
dβ
2πi
βk
j∏
ℓ=1
(xℓβ − 1 + i0)−αℓ . (G.103)
In general case, the reduction of the higher-rank functions is performed making multiple use of
the following identities
ϑnijk···(x1, x2, x3, . . .) =
1
x1 − x2
{
ϑn−1i−1jk···(x1, x2, x3, . . .)− ϑn−1ij−1k···(x1, x2, x3, . . .)
}
(G.104)
=
1
x1 − x2
{
x2ϑ
n
i−1jk···(x1, x2, x3, . . .)− x1ϑnij−1k···(x1, x2, x3, . . .)
}
.
In case of two coinciding arguments, the function collapses to a lower rank,
ϑnijk···(x1, x1, x3, . . .) = ϑ
n
i+j,k···(x1, x3, . . .) .
Along this line of reasoning, all the functions can be reduced to the lowest one ϑ011, which is given
by
ϑ011(x1, x2) =
θ(x1)θ(−x2)− θ(−x1)θ(x2)
x1 − x2 =
θ(x1)− θ(x2)
x1 − x2 . (G.105)
It is defined in terms of the conventional step function θ(x) = {1, x ≥ 0 ; 0, x < 0}.
As a demonstration of how Eq. (G.104) works, we give a list of formulas for the generalized
step functions that appear in the lowest order calculations,
ϑ01(x) = 0 , (G.106)
ϑ021(x1, x2) =
x2
x1 − x2ϑ
0
11(x1, x2) , (G.107)
ϑ022(x1, x2) = −
2x1x2
(x1 − x2)2ϑ
0
11(x1, x2) , (G.108)
ϑ122(x1, x2) = −
x1 + x2
(x1 − x2)2ϑ
0
11(x1, x2) , (G.109)
ϑ121(x1, x2) =
1
x1 − x2ϑ
0
11(x1, x2)−
1
x1 − x2ϑ
0
2(x1) , (G.110)
ϑ0111(x1, x2, x3) =
x2
x1 − x2ϑ
0
11(x2, x3)−
x1
x1 − x2ϑ
0
11(x1, x3) , (G.111)
ϑ1111(x1, x2, x3) =
1
x1 − x2ϑ
0
11(x2, x3)−
1
x1 − x2ϑ
0
11(x1, x3) , (G.112)
ϑ1112(x1, x2, x3) =
x2
(x1 − x2)(x3 − x2)ϑ
0
11(x2, x3) +
x1
(x1 − x2)(x1 − x3)ϑ
0
11(x1, x3) . (G.113)
H Evolution of nonsymmetric double distributions
Let us discuss the evolution of double distribution in nonsymmetric longitudinal variables50 s and
r originally used in Refs. [3, 4, 6] rather than symmetric α and β introduced in Section 3.8. These
conventions will simplify somewhat the explicit form of evolution kernels. The variables of the
corresponding the nonsymmetric double distribution Q(s, r,∆2) parametrize the four-momentum
of the initial parton
kµ1 = sp
µ
1 + r∆
µ
50These variables were denoted in the original work [3, 4, 6] by x and y, respectively. We have changed the
notation to s and r to avoid confusion with already used conventions in Section 4.4.4 and later.
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in terms of the s-channels momentum of the incoming hadron p1 and the t-channel momentum
transfer ∆. The four-momentum of the final parton is then kµ2 = sp
µ
1 − (1 − r)∆µ, i.e., the
momentum transfer ∆ is shared by the partons in fractions r and 1− r ≡ r¯. The relation between
the parameters s, r and the symmetric variables β, α from Eq. (3.205) is evidently given by
s = β , r =
1
2
(1 + α− β) . (H.1)
Notice that by redefining the negative-β part of as an antiquark distribution (or using the β-
symmetry property of the gluon distribution), the variable s can always be taken positive, with
the support region being 0 ≤ s, r, s + r ≤ 1. In particular, for quarks in the nucleon, the
nonsymmetric DDs for the vector operator are defined by the following representation [3]:
〈p2|Oqq(0, z−)|p1〉 =
∫ 1
0
ds
∫ s¯
0
dr
{
e−isz
−p+1 −irz−∆+
[
h+Qq(s, r) +
b
MN
(sp+1 + r∆
+)P q(s, r)
]
(H.2)
− eisz−p+1 −ir¯z−∆+
[
h+Qq¯(s, r) +
b
MN
(sp+1 + r∆
+)P q¯(s, r)
]}
,
where we did not display the dependence of DDs Q and P on ∆2, since it will be irrelevant
throughout our discussion. At ∆2 = 0, the r-integral of the combination Qq,q¯(s, r) + sP q,q¯(s, r)
produces the usual quark and antiquark densities q(s) and q¯(s) as can be seen by matching (H.2)
into Eq. (3.66). In a similar way, one can introduce the nonsymmetric double distributions for
gluons
〈p2|Ogg(0, z−)|p1〉 = 1
2
∫ 1
0
ds
∫ s¯
0
dr
{
e−isz
−p+1 −irz−∆+ + eisz
−p+1 −ir¯z−∆+
}
(H.3)
×
[
h+p+1 sQ
g(s, r) +
b
MN
(sp+1 + r∆
+)2P g(s, r)
]
.
Due to the factor s included in this definition, the combination of gluon DDs in the zero-recoil
∆2 = 0 limit Qg(s, r) + sP g(s, r) reduces to the usual gluon density g(s) (3.71) after integration
over r. Analogous functions can be introduced in the odd parity sector, whose definitions can be
read from Eqs. (H.2) and (H.4) by dressing the symbols on the right- and left-hand sides with
tildes, i.e., Oaa → O˜aa and Qa → Q˜a, P a → P˜ a, as well as changing the relative sign between the
momentum exponentials.
The use of Q(s, r) DDs has some disadvantages when the symmetry properties are discussed.
In particular, the symmetry of the f(β, α) DDs with respect to the change α→ −α corresponds to
the “Mu¨nchen symmetry” of Q(s, r) with respect to the interchange r ↔ 1−s−r [142]. However,
evolution kernels for Q(s, r) look simpler than their symmetric analogues.
H.1 Evolution kernels for nonsymmetric double distributions
The µ-dependence of parton helicity-independent DDs Qa(s, r) is governed by the evolution equa-
tion
d
d lnµ2
Qa(s1, r1;µ
2) =
∑
b
∫ 1
0
ds2
∫ 1
0
dr2θ(1− s2 − r2)Rab;V (s1, r1; s2, r2)Qb(s2, r2;µ2) , (H.4)
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where a, b = q, g. A similar set of equations, with the kernels denoted by Rab;A(s1, r1; s2, r2)
governs the evolution of the parton helicity sensitive double distributions Q˜a(s1, r1; µ
2).
Integration over r1 converts Q
a(s1, r1;µ
2) for ∆2 = 0 into the parton distribution functions,
whose evolution is described by the DGLAP equations (4.9). The kernels Rab(s1, r1; s2, r2) must
satisfy the reduction relation∫ 1−s1
0
dr1R
ab(s1, r1; s2, r2) =
1
s2
P ab(s1/s2) . (H.5)
Alternatively, integration over s1 converts Q
a(s1, r1;µ
2) at the point ∆2 = 0 into an object
similar to a meson distribution amplitude, so one may expect that the result of integration of
Rab(s1, r1; s2, r2) over s1 should be related to the ER-BL kernels governing the evolution of distri-
bution amplitudes [237, 240] e.g., in case of the qq kernel∫ 1−r1
0
ds1R
qq(s1, r1; s2, r2) = V
qq(r1, r2) . (H.6)
These reduction properties of the Rqq,V (s1, r1; s2, r2) kernel can be illustrated using its explicit
one-loop form,
Rab(s1, r1; s2, r2) =
αs
2π
Rab(0)(s1, r1; s2, r2) +O(α2s) , (H.7)
with [3]
Rqq;V(0) (s1, r1; s2, r2) =
CF
s2
{
θ(0 ≤ s1/s2 ≤ 1)s1/s2
(1− s1/s2)
[
1
r2
δ
(
s1
s2
− r1
r2
)
+
1
r¯2
δ
(
s1
s2
− r¯1
r¯2
)]
(H.8)
+ θ
(
0 ≤ s1
s2
≤ min
{
r1
r2
,
r¯1
r¯2
})
− δ
(
1− s1
s2
)
δ(r1 − r2)
[
1
2
+ 2
∫ 1
0
dz
z
z¯
]}
.
Here the last (formally divergent) term, as usual, provides the regularization for the 1/(s1 − s2)
singularities present in the kernel. This singularity an be also written as 1/(r2 − r1) for the term
containing δ(s1/s2−r1/r2) and as 1/(r1−r2) for the term accompanying δ(s1/s2− r¯1/r¯2). In each
particular case, incorporating the 1/(1− z) term into a plus-type distribution, one should treat z
as s1/s2, r1/r2 or r¯1/r¯2, respectively. One can check that integrating R
qq;V
(0) (s1, r1; s2, r2) over r1 or
s1 gives the DGLAP splitting function (4.55) or the ER-BL kernel (4.76) with (4.77).
A convenient way to get explicit expressions for Rab(s1, r1; s2, r2) is to extract them from the
light-cone kernels Kab(0)(u, v) describing the evolution equations for the light-ray operators (4.12)).
Parametrizing nonforward matrix elements in terms of DDs, we can express Rab(0)(s1, r1; s2, r2) in
terms of the universal Kab(0)(u, v) kernels. Since the definitions of the gluon distributions Qg(s, r),
F˜ g(s, r) contain an extra p+1 factor on the right-hand side, which results in the differentiation ∂/∂s
of the relevant kernel, it is convenient to proceed in two steps. First, we introduce the auxiliary
kernels rab(0)(s1, r1; s2, r2) directly related by to the light-ray evolution kernels Kab(0)(u, v),
rab(0)(s1, r1; s2, r2) =
∫ 1
0
du
∫ u¯
0
dv δ(s1 − s2(u¯− v)) δ(r1 − u− r2(u¯− v))Kab(0)(u, v) (H.9)
=
1
s2
Kab(0)
(
r1 − r2s1
s2
, r¯1 − r¯2s1
s2
)
ϑ
(
r2s1
s2
− r1, 0
)
ϑ
(
s1
s2
− 1, r2s1
s2
− r1
)
.
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Here the spectral constraint arises as a result of the integration (4.52) and expressing the appearing
generalized step-functions by means of Eq. (4.46) in terms of ϑ(x, y), Eq. (4.39).
The second step is to get the R-kernels using the relations
Rqq(0)(s1, r1; s2, r2) = r
qq
(0)(s1, r1; s2, r2) , (H.10)
Rgg(0)(s1, r1; s2, r2) =
s2
s1
rgg(0)(s1, r1; s2, r2) , (H.11)
∂
∂s1
[
s1R
gq
(0)(s1, r1; s2, r2)
]
= −rgq(0)(s1, r1; s2, r2) , (H.12)
Rqg(0)(s1, r1; s2, r2) = −s2
∂
∂s1
rqg(0)(s1, r1; s2, r2) . (H.13)
Hence, to obtain Rgq(0)(s1, r1; s2, r2), we should integrate r
gq
(0)(s1, r1; s2, r2) with respect to s1. We
fix the integration ambiguity by the requirement that Rgq(0)(s1, r1; s2, r2) vanishes for s1 > 1. Then
Rgq(0)(s1, r1; s2, r2) =
1
s1
∫ 1
s1
ds rgq(0)(s, r1; s2, r2) . (H.14)
This convention guarantees a simple relation (H.5) to the DGLAP kernels.
At one loop, Rqq;A(0) (s1, r1; s2, r2) = R
qq;V
(0) (s1, r1; s2, r2), and this kernel was already displayed in
Eq. (H.8). Other kernels, including the Rgg;V(0) (s1, r1; s2, r2) kernel originally obtained in Ref. [4],
are given by
Rqg;A(0) (s1, r1; s2, r2) = 2TFNf
s1
s22
{
δ
(
s1
s2
− r1
r2
)
θ(r2 − r1) + δ
(
s1
s2
− r¯1
r¯2
)
θ(r1 − r2) (H.15)
−s2
s1
θ
(
0 ≤ s1
s2
≤ min
{
r1
r2
,
r¯1
r¯2
})}
,
Rgq;A(0) (s1, r1; s2, r2) = 2CF
1
s1
{(
s1
s2
− r1
r2
)
θ
(
s1
s2
≤ r1
r2
≤ 1
)
+
(
s1
s2
− r¯1
r¯2
)
θ
(
s1
s2
≤ r¯1
r¯2
≤ 1
)
+
1
2
δ(r2 − r1) θ(0 ≤ s1 ≤ s2)
}
, (H.16)
Rgg;A(0) (s1, r1; s2, r2) =
CA
s2
{
θ(0 ≤ s1/s2 ≤ 1)s1/s2
(1− s1/s2)
[
1
r2
δ
(
s1
s2
− r1
r2
)
+
1
r¯2
δ
(
s1
s2
− r¯1
r¯2
)]
(H.17)
+ 4θ
(
0 ≤ s1
s2
≤ min
{
r1
r2
,
r¯1
r¯2
})
− δ
(
1− s1
s2
)
δ(r1 − r2)
[
β0
2CA
+ 2
∫ 1
0
dz
z¯
]}
,
in the odd parity sector, and
Rqg;V(0) (s1, r1; s2, r2) = R
qg;A
(0) (s1, r1; s2, r2) (H.18)
+ 8TFNf
r2r¯2
s2
(
r1
r2
+
r¯1
r¯2
− 2 s1
s2
)
θ
(
0 ≤ s1
s2
≤ min
{
r1
r2
,
r¯1
r¯2
})
,
Rgq,V(0) (s1, r1; s2, r2) = 2CF
1
s1
{(r1
r2
− s1
s2
)
θ
(
s1
s2
≤ r1
r2
≤ 1
)
+
(
r¯1
r¯2
− s1
s2
)
θ
(
s1
s2
≤ r¯1
r¯2
≤ 1
)
+
1
2
δ(r2 − r1) θ(0 ≤ s1 ≤ s2)
}
, (H.19)
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Rgg;V(0) (s1, r1; s2, r2) = R
gg,A
(0) (s1, r1; s2, r2) (H.20)
+ 12CA
1
s1
(
r1 − r2s1
s2
)(
r¯1 − r¯2s1
s2
)
θ
(
0 ≤ s1
s2
≤ min
{
r1
r2
,
r¯1
r¯2
})
,
for the even parity case. The equations (H.4) with above evolution kernels can be also solved
analytically, with the result for the s1-moments of DDs given by an expansion in the Gegenbauer
polynomials as we will explain in Section 4.11.8.
H.2 Solution of evolution equation for double distributions
Having discussed the evolution of GPDs, let us turn to the analogous analysis of scale dependence
of DDs, limiting our consideration however to leading order in coupling constant. The analytic
solution to the evolution equations for double distributions (H.4) introduced in Section H.1 was
obtained in Refs. [3, 4] by combining standard methods of solving evolution equations for parton
densities and distribution amplitudes. First, one should take moments with respect to s. Utilizing
the rescaling property Rab(s1, r1; s2, r2) = R
ab(s1/s2, r1; 1, r2)/s2, one obtains
d
d lnµ2
Qan(r1;µ
2) =
∑
b
∫ 1
0
dr2R
ab;V
n (r1, r2)Q
b
n(r2;µ
2) , (H.21)
where Qan(r;µ
2) is the n-th s-moment of Qa(s, r;µ2)
Qan(r;µ
2) =
∫ 1
0
ds snQa(s, r;µ2) . (H.22)
The one-loop kernels Rab;V(0)n (r1, r2) and analogous kernels R
ab;A
(0)n (r1, r2) governing the evolution of
parton helicity dependent double distributions Q˜an(y;µ
2) are given by [231, 140]
Rqq;A(0)n (r1, r2) = CF
{(
r1
r2
)n+1 [
1
n+ 1
+
1
r2 − r1
]
θ(r2 − r1) (H.23)
+
(
r¯1
r¯2
)n+1 [
1
n + 1
+
1
r1 − r2
]
θ(r1 − r2) −δ(r1 − r2)
[
1
2
+ 2
∫ 1
0
dz
z
z¯
]}
,
Rqg;A(0)n (r1, r2) = 2TFNf
n
n+ 1
{(
r1
r2
)n+1
θ(r2 − r1) +
(
r¯1
r¯2
)n+1
θ(r1 − r2)
}
, (H.24)
Rgq;A(0)n (r1, r2) = CF
1
n
{
δ(r1 − r2)− 2
n+ 1
[(
r1
r2
)n+1
θ(r2 − r1) +
(
r¯1
r¯2
)n+1
θ(r1 − r2)
]}
, (H.25)
Rgg;A(0)n (r1, r2) = CA
{(
r1
r2
)n+1 [
4
n + 1
+
1
r2 − r1
]
θ(r2 − r1) (H.26)
+
(
r¯1
r¯2
)n+1 [
4
n + 1
+
1
r1 − r2
]
θ(r1 − r2)− δ(r1 − r2)
[
β0
2CA
+ 2
∫ 1
0
dz
z¯
]}
,
for odd parity sector, and
Rqq;V(0)n (r1, r2) = R
qq,A
(0)n (r1, r2) , (H.27)
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Rqg;V(0)n (r1, r2) = R
qg;A
(0)n (r1, r2) + 8TFNf
n
n+ 1
{(
r1
r2
)n+1 [
r2r¯1
n
− r1r¯2
n+ 2
]
θ(r2 − r1)
+
(
r¯1
r¯2
)n+1 [
r¯2r1
n
− r¯1r2
n+ 2
]
θ(r1 − r2)
}
(H.28)
Rgq;V(0)n (r1, r2) = CF
1
n
{
δ(r1 − r2) + 2
n + 1
[(
r1
r2
)n+1
θ(r2 − r1) +
(
r¯1
r¯2
)n+1
θ(r1 − r2)
]}
, (H.29)
Rgg;V(0)n (r1, r2) = R
gg;A
(0)n (r1, r2) + 12CA
1
n+ 1
{(
r1
r2
)n+1 [
r2r¯1
n
− r1r¯2
n + 2
]
θ(r2 − r1)
+
(
r¯1
r¯2
)n+1 [
r¯2r1
n
− r¯1r2
n+ 2
]
θ(r1 − r2)
}
, (H.30)
for even parity double distributions.
From Eqs. (H.24), (H.25) and (H.28), (H.29) one can derive the following reduction formulas
for the nondiagonal kernels:
∂
∂r1
Rqg(0)1(r1, r2) = −V qg(0)(r1, r2) , (H.31)
lim
n→0
nRgq(0)n(r1, r2) = −
∂
∂r1
V gq(0)(r1, r2) , (H.32)
which hold for both even and odd parity sectors. To understand the structure of these relations,
one should realize that constructing nondiagonal qg and gq kernels, one faces mismatching p+1
factors which are converted in the ER-BL limit into derivatives with respect to r1.
It is straightforward to check that all the kernels Rab;V(0)n (r1, r2) and R
ab;A
(0)n (r1, r2) obey the prop-
erty
wn(r2)R
ab
(0)n(r1, r2) = wn(r1)R
ab
(0)n(r2, r1) ,
where wn(r) = (rr¯)
n+1. Hence, the eigenfunctions of the evolution equations are orthogonal
with the weight wn(r) = (rr¯)
n+1, i.e., they are proportional to the Gegenbauer polynomials
C
n+3/2
k (r − r¯), see Refs. [240, 278] and also the papers [241, 256, 242, 243], where the general
algorithm was applied to the evolution of flavor-singlet distribution amplitudes. Expanding the
moment functions Qan(r;µ
2) over the Gegenbauer polynomials C
n+3/2
k (r − r¯)
Qan(r;µ
2) = (rr¯)n+1
∞∑
k=0
C
n+3/2
k (r − r¯)Qank(µ) (H.33)
we get the one-loop evolution equation for the expansion coefficients
d
d lnµ2
Qank(µ
2) =
αs
2π
∑
b
Γ ab;V(0)nk Q
b
nk(µ
2) , (H.34)
where Γ ab;V(0)nk are the eigenvalues of the kernels R
ab;V
(0) (r1, r2) related to the elements γ
ab;V
(0)j of the
usual flavor-singlet anomalous dimension matrix given in Eq. (4.152)
Γ qq;V(0)nk = −
1
2
γqq,V(0)n+k , Γ
qg;V
(0)nk = −
n
2
γqg,V(0)n+k , Γ
gq;V
(0)nk = −
1
2n
γgq,V(0)n+k , Γ
gg;V
(0)nk = −
1
2
γgg,V(0)n+k ;
(H.35)
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and similarly for the helicity-sensitive quantities Γ ab;A(0)nk, which are expressed through γ
ab;A
(0)n+k of
Eqs. (4.156) – (4.159).
In the approach outlined above, the outcome that the index j of the anomalous dimensions
γab(0)j is given just by the sum n+k looks like an unexpected miracle. But it can be easily explained
within the framework of the lightcone operators [230], where the solution of the evolution equation
is known in the operator form, with the µ-dependence of multiplicatively renormalizable operators
Oj governed by a single anomalous dimension γj. In subsection 4.11.8, we discuss how this
evolution on the operator level translates into the evolution of double distributions.
H.3 Asymptotic shape of double distributions
It is instructive to consider first two simplified situations for evolution of double distributions. In
the quark nonsinglet case, the evolution is governed by γqqn+k alone and the solution to Eq. (H.34)
can be written in the form (H.33) as
Qq,NSn (r;µ
2) = (rr¯)n+1
∞∑
k=0
C
n+3/2
k (r − r¯)Qq,NSnk (µ20)
(
αs(µ
2
0)
αs(µ2)
)γqq;V
(0)n+k
/β0
, (H.36)
Since γqq;V(0)0 = 0 while all the anomalous dimensions γ
qq;V
(0)j with j ≥ 1 are positive, only QNS0 (r;µ2)
survives in the asymptotic limit µ2 →∞ while all the moments Qq,NSn (r;µ2) with n ≥ 1 evolve to
zero values. Hence, in the formal µ2 →∞ limit, we have
Qq,NS(s, r;µ2 →∞) ∼ δ(s) rr¯ , (H.37)
i.e., in each of its variables, the limiting function QNS(s, r;µ2 → ∞) acquires the characteristic
asymptotic form dictated by the nature of the variable: δ(s) is the limiting form of parton densities
[19, 27], while the rr¯-form is the asymptotic shape for the lowest-twist two-body distribution
amplitudes [237, 240].
Another example is the evolution of the gluon distribution in pure gluodynamics. It is governed
by γgg;V(0)n+k with β0 = −11Nc/3. Note that the lowest local operator in this case corresponds to
n = 1. Furthermore, in pure gluodynamics, γgg;V(0)1 vanishes while γ
gg;V
(0)j > 0 if j ≥ 2. This means
that in the µ2 →∞ limit we have
sQg(s, r;µ2 →∞) ∼ δ(s) (rr¯)2 . (H.38)
Finally, in QCD one should take into account the effects due to the quark-gluon mixing.
Performing the analysis identical to the one in Section 4.11.6, we find∑
q
Qq10(µ
2 →∞)→ Nf
4CF +Nf
, Qg10(µ
2 →∞)→ 4CF
4CF +Nf
. (H.39)
Since all the combinations of moments Qank with n+ k ≥ 2 vanish in the µ2 →∞ limit, we obtain
s
∑
q
Qq(s, r;µ2 →∞) → 30 Nf
4CF +Nf
δ(s) (rr¯)2 , (H.40)
sQg(s, r;µ2 →∞) → 30 4CF
4CF +Nf
δ(s) (rr¯)2 . (H.41)
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Figure 62: Visualization of the finite conformal boost (I.8) for t = z = 0 and transformation
parameter dµ = (0,−1,−1, 0). The angles are preserved under the transformation.
The former equation here can be rewritten in the form∑
q
Qq(s, r;µ2 →∞)→ −30 Nf
4CF +Nf
δ′(s) (rr¯)2 . (H.42)
When reduced to GPDs, the asymptotic solutions found here reproduces the results established
in Sections 4.11.2 and 4.11.6.
I Elements of the conformal group
The conformal group is the maximal extension of the Poincare´ group that leaves the light cone
invariant. It is the symmetry of the classical QCD Lagrangian and is thus of physical interest
for light-cone-dominated as well as high-energy processes, where the asymptotic freedom of QCD
implies that its approximation by a non-interacting theory is good starting point.
Conformal transformations are coordinate transformation of the metric of the d-dimensional
space of the form
g′µν(z′) = Ω(z)gµν(z) . (I.1)
Let us consider the infinitesimal transformation,
Ω(z) ≈ 1 + ω(z) , (I.2)
and count the number of independent parameters involved. The variation of the metric at different
space-time points is (cf. Eq. (E.3))
δgµν(z) = g′µν(z′)− gµν(z) = ω(z)gµν(z) = ∂µǫν(z) + ∂νǫµ(z) , (I.3)
with δzµ ≡ ǫµ(z). Contracting both sides with the inverse metric tensor [gµν ]−1 = gµν , we get
ω(z) =
2
d
∂ · ǫ(z) . (I.4)
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Substituting it back into (I.3) we obtain the Killing equation
∂µǫν(z)− ∂µǫν(z)− 2
d
gµν(z)∂ · ǫ(z) = 0 . (I.5)
Differentiating this expression with respect to zµ and zν , i.e., applying ∂µ and ∂ν , respectively,
and summing up the results, we use the Killing equation (I.5) to find{
(d− 2)∂µ∂ν + gµν(z)∂2} ∂ · ǫ(z) = 0 . (I.6)
Here we have assumed that ∂ · ǫ(z) is nonsingular. We will not consider the case of d = 2 which
leads to an infinite-dimensional algebra. For other d 6= 2, the solution for the Killing vector reads
ǫµ(z) = dµz2 + (c δµν + bµν)zν + a
µ . (I.7)
These infinitesimal transformations can be easily integrated to produce finite transformations.
As a result, one finds from the form of the general solution (I.7) that the well-known Poincare´
transformations, are augmented by dilatations
zµ
D→ z′µ = eczµ ,
and special conformal boosts
zµ
K→ z′µ = z
µ + dµz2
1 + 2d · z + d2z2 . (I.8)
The latter are composed of the sequence of an inversion zµ → zµ/z2, a translation zµ → zµ + dµ,
and a further inversion. The finite conformal boost is visualized in Fig. 62. It clearly demonstrates
the angle-preserving nature of the transformation: all angles remain rectangular before and after
the transformation is applied.
The conformal factor [1 + 2d · z + d2z2]−1 is singular on the light-cone cone z2 = 0. As a
result, the special conformal transformations are not well defined as global transformations in
the Minkowski space-time. Moreover, it is possible to transform non-causally connected regions
into one another, which violates fundamental principles of nature. To apply the conformal group
to the quantum field theory in Minkowski space-time, it is sufficient in our studies to restrict
to infinitesimal special conformal transformations: this eliminates both of the aforementioned
problems.
I.1 Conformal algebra
The conformal transformations form a group. In four space-time dimensions it is a fifteen-
parameter group SO(4, 2). Below, we summarize specific types of transformations and display
the change of the space-time coordinates which they induce:
• Lorentz transformation Mµν : δMzµ = ωµνzν
• Translation Pµ: δP zµ = aµ
• Dilatation D: δDzµ = λzµ
• Conformal boost Kµ: δKzµ = cν(2zµzν − z2gµν)
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The corresponding generators act in the Hilbert space of field operators and obey the commutator
algebra:
i[Mµν ,Mρσ] = gµρMνσ + gνσMµρ − gµσMνρ − gνρMµσ ,
i[Mµν ,Pρ] = gµρPν − gνρPµ ,
i[Mµν ,Kρ] = gµρKν − gνρKµ ,
i[Pµ,D] = −Pµ ,
i[Pµ,Kν ] = −2gµνD+ 2Mµν ,
i[D,Kµ] = −Kµ .
(I.9)
The remaining commutators vanish.
I.2 Induced representations
The infinitesimal conformal variation of a quantum field Φ(x) is determined by its commutator
δGΦ(z) = i[Φ(z),G] , (I.10)
with one of the generators from the conformal algebra G = Pµ,Mµν , . . . . We are interested in the
representation of these generators, acting on the Hilbert space, in terms of differential operators,
[G, Φ(z)] ≡ ĜΦ(z) . (I.11)
The differential representation of these generators can be easily derived with the help of the
standard technique of induced representations [462] making use of the coset parametrization of
the Minkowski space
Φ(z) = eiz·PΦ(0)e−iz·P . (I.12)
Let us consider the stability subgroup of the conformal group, i.e., transformations which leave
the plane zµ = 0 unaffected. This small group contains the generators {Mµν ,D,Kµ},
[Mµν , Φ(0)] = −iΣµνΦ(0) , [D, Φ(0))] = −i∆Φ(0) , [Kµ, Φ(0)] = κµΦ(0) . (I.13)
The representation matrices Σµν , ∆ and κµ, obey the algebra
[∆, κµ] = κµ , [Σµν , ∆]− = 0 , [∆,∆] = 0 . (I.14)
We take Σµν that forms an irreducible representation of the homogeneous Lorentz group, acting
on the fields as follows
Σµνψ = 1
4
[γµ, γν ]ψ , ΣµνAρ = gµρAν − gνρAσ , ΣµνF ρσ = gµρF νσ − gνρF µσ − (ρ↔ σ) .
(I.15)
Since ∆ commutes with the generators of the small group, by the Shur’s lemma it must be multiple
of unity,
∆ = d · 1l[n]×[n] , (I.16)
with 1l[n]×[n] being an [n] × [n] unity matrix acting on the n-dimensional vector Φ, which is a
number for the scalar field, and a four-component column for the Dirac fermion. The value of d
gives the mass dimensions of fields
dg = 1 , dq =
3
2
. (I.17)
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Then from (I.14) we have
κµ = 0 . (I.18)
Our goal now is to find the representation of the generators of scaling D and special conformal
Kµ transformations in the basis of field operators depending on the space-time coordinate zµ.
Acting with eiz·P and e−iz·P from the left and from the right on (I.13), we get[
Φ(z), eiz·PD e−iz·P
]
= idΦ(z) . (I.19)
A little algebra leads to the result
eiz·PD e−iz·P =
∞∑
n=0
in
n!
zµ1 . . . zµn [P
µ1 , [. . . , [Pµn ,D]]]
= D+ izµ [P
µ,D] = D− z · P , (I.20)
where only one commutator has survived in the sum, while all the other have vanished by the use
of the conformal algebra. Substituting this back into Eq. (I.19), we get finally the representation
of the dilatation in the basis of field operators
[Φ(z),D] = i (d+ z · ∂)Φ(z) . (I.21)
Obviously, d is the canonical dimension of the field.
In a similar way, we find the action of the special conformal boosts[
Φ(z), eiz·PKµ e−iz·P
]
= 0 . (I.22)
With the first three terms surviving in the series, we can write
eiz·PKµ e−iz·P =
∞∑
n=0
in
n!
zµ1 . . . zµn [P
µ1 , [. . . , [Pµn ,Kµ]]]
= Kµ − 2zν (gµνD +Mµν) +
(
2zµzν − z2gµν)Pν . (I.23)
Making use of the representation of Pµ, Mµν and D, we finally find
[Φ(z),Kµ] = i
{
(2zµzν − z2gµν)∂ν + 2dzµ + 2Σµνzν
}
Φ(z) . (I.24)
To summarize, the representation of all generators from the conformal algebra reads
iP̂ µ = ∂µ ,
iM̂µν = zµ∂ν − zν∂µ +Σµν ,
iD̂ = d+ zµ∂µ ,
iK̂µ = 2dzµ − z2∂µ + 2zµzν∂ν + 2zνΣµν .
(I.25)
J Scheme transformation matrix
Let us prove Eq. (4.224). Using Eq. (4.195), written in the form
a(j, k)γNDjk = (γj − γk) γcjk(l) + [γND,γc(l)]jk , (J.1)
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we get
a(k′, k′′)bk′k′′(k) = −γck′k′′(k)−
1
γk′ − γk [γ
ND,γc(l)]k′k′′ +
1
γk′ − γk γ
c
k′k′′(l) (γk′′ − γk) . (J.2)
Note, that Eq. (4.198) ensures that the right-hand side of this equation does not depend on l, i.e.,
a(k′, k′′)bk′k′′(k)|l+n = a(k′, k′′)bk′k′′(k)|l , (J.3)
for any n ∈ N. Using the property
a(k0, kN) =
N−1∑
i=0
a(ki, ki+1) , (J.4)
one proves by induction that
a(k′, k′′)
{
bN(k)
}
k′k′′
= − γck′k′′′(l)
{
bN−1(k)
}
k′′′k′′
+
N−2∑
n=0
{
bn(k)M(k)bN−n−2(k)
}
k′k′′
−
N−1∑
n=0
{
bn(k)M(k)bN−n−1(k)
}
k′k′′
+
{
bN−1(k)
}
k′k′′′
1
γk′′′ − γk γ
c
k′′′k′′(l) (γk′′ − γk) , (J.5)
where the matrix M(k) has the following elements
Mk′k′′(k) ≡ 1
γk′ − γk [γ
ND,γc(l)]k′k′′ , (J.6)
with the l-dependence made implicit in the notation for M .
For the value k = k′′, which enters (4.195), the last term in Eq. (J.5) is proportional to
{b(k′′)}k′k′′γck′′k′′(l). Therefore, using the l-independence of the right-hand side of (J.5), one can
get rid of this term by setting l = k′′. Thus,
a(k′, k′′)Bk′k′′ = − γck′k′′′(k′′)
∞∑
N=1
{
bN−1(k)
}
k′′′k′′
(J.7)
+
∞∑
N=1
{
N−2∑
n=0
{
bn(k)M(k)bN−n−2(k)
}
k′k′′
−
N−1∑
n=0
{
bn(k)M(k)bN−n−1(k)
}
k′k′′
}
,
so that the infinite sum of contributions in the curly brackets vanishes identically. Therefore,
we find that the transformation matrix from the modified minimal subtraction scheme to the
conformal scheme reads
Bjk =
{
1
1l +A
}
jk
, with Ajk =
γcjk(k)
a(j, k)
. (J.8)
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K Two-loop anomalous dimensions
In this appendix we give a concise summary of results about two-loop anomalous dimensions:
their explicit form for all twist-two sectors as well as equalities among them arising in the minimal
supersymmetric extension of QCD. Before we do this, a few comments are in order.
First of all, we have to keep in mind the difference between the diagonal anomalous dimensions
of conformal operators, as defined in Eq. (4.141), and the forward anomalous dimensions of the
conventional Wilson operators (4.67). They are related in the following way
γqqj = γ
qq;fw
j , γ
qg
j =
6
j
γqg;fwj , γ
gq
j =
j
6
γgq;fwj , γ
gg
j = γ
gg;fw
j . (K.1)
The pre-factors in the off-diagonal matrix elements of the two-by-two anomalous dimension matrix
come from the standard definition of the Gegenbauer polynomials, as explained in Section 4.7.1.
The anomalous dimensions for even and odd moments of the forward parton densities are not
analytic functions of the spin. They depend on the signature factor σ = (−1)j+1.
As it is well known, provided one is not restricted to particular flavor combinations of quark
operators, they start to mix with gluons, and the resulting renormalization group equation takes
a matrix form.
Let us now set up the terminology, which was implicitly used in the main text. The combination
of quark densities of the form
q
(+)
NS = (u+ u¯)−
(
d+ d¯
)
, (K.2)
is called the nonsinglet combination with positive signature. It is distinct from yet another nons-
inglet combination
q
(−)
NS = q − q¯ ≡ qv , (K.3)
which is known as the valence quark distribution. It does not mix with gluons either. Finally, the
singlet quark distribution
qS = q + q¯ , (K.4)
has the positive σ = 1 parity.
Without further ado, let us give the two-loop anomalous dimensions in all twist-two sectors of
QCD making use of the following harmonic sums
Sℓ(j) =
j∑
k=1
1
kℓ
, S ′ℓ (j) = 2
ℓ−1
j∑
k=1
[1 + (−1)k] 1
kℓ
, S˜(j) =
j∑
k=1
(−1)k
k2
S1(k) .
K.1 Even-parity sector
The non-singlet anomalous dimension is [474]
γNS,fw(1)j =
(
C2F −
1
2
CFCA
){
4(2j + 3)
(j + 1)2(j + 2)2
S(j + 1)− 23j
3 + 10j2 + 11j + 3
(j + 1)3(j + 2)3
+ 4
(
2S1(j + 1)− 1
(j + 1)(j + 2)
)
(S2(j + 1)− S ′2(j + 1))
+ 16S˜(j + 1) + 6S2(j + 1)− 3
4
− 2S ′3(j + 1) + 4(−1)j+1
2j2 + 6j + 5
(j + 1)3(j + 2)3
}
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+ CFCA
{
S1(j + 1)
(
134
9
+
2(2j + 3)
(j + 1)2(j + 2)2
)
− 4S1(j + 1)S2(j + 1) + S2(j + 1)
(
−13
3
+
2
(j + 1)(j + 2)
)
− 43
24
− 1
9
151j4 + 867j3 + 1792j2 + 1590j + 523
(j + 1)3(j + 2)3
}
+ CFTFNf
{
−40
9
S1(j + 1) +
8
3
S2(j + 1) +
1
3
+
4
9
11j2 + 27j + 13
(j + 1)2(j + 2)2
}
. (K.5)
The singlet anomalous dimensions are [475]
γqq;fw,V(1)j = γ
NS,fw
(1)j − 4CFTFNf
5j5 + 57j4 + 227j3 + 427j2 + 404j + 160
j(j + 1)3(j + 2)3(j + 3)2
, (K.6)
γqg;fw,V(1)j = −2CATFNf
{(−2S21(j + 1) + 2S2(j + 1)− 2S ′2(j + 1)) j2 + 3j + 4(j + 1)(j + 2)(j + 3)
+
960 + 2835j + 4057j2 + 3983j3 + 3046j4 + 1777j5 + 731j6 + 195j7 + 30j8 + 2j9
j(j + 1)3(j + 2)3(j + 3)3
+ (−1)j+1141 + 165j + 92j
2 + 27j3 + 3j4
(j + 1)(j + 2)3(j + 3)3
+ 8
(2j + 5)
(j + 2)2(j + 3)2
S1(j + 1)
}
− 2CFTFNf
{(
2S21(j + 1)− 2S2(j + 1) + 5
) j2 + 3j + 4
(j + 1)(j + 2)(j + 3)
− 4S1(j + 1)
(j + 1)2
+
11j4 + 70j3 + 159j2 + 160j + 64
(j + 1)3(j + 2)3(j + 3)
}
, (K.7)
γgq;fw,V(1)j = −C2F
{(−2S21(j + 1) + 10S1(j + 1)− 2S2(j + 1)) j2 + 3j + 4j(j + 1)(j + 2)
− 4S1(j + 1)
(j + 2)2
− 12j
6 + 102j5 + 373j4 + 740j3 + 821j2 + 464j + 96
j(j + 1)3(j + 2)3
}
− 2CACF
{(
S21(j + 1) + S2(j + 1)− S ′2(j + 1)
) j2 + 3j + 4
j(j + 1)(j + 2)
+
1296 + 10044j + 30945j2 + 47954j3 + 42491j4 + 22902j5 + 7515j6 + 1384j7 + 109j8
9j2(j + 1)3(j + 2)2(j + 3)2
+ (−1)j+18 + 9j + 4j
2 + j3
(j + 1)3(j + 2)3
− 17j
4 + 68j3 + 143j2 + 128j + 24
3j2(j + 1)2(j + 2)
S1(j + 1)
}
− 8
3
CFTFNf
{(
S1(j + 1)− 8
3
)
j2 + 3j + 4
j(j + 1)(j + 2)
+
1
(j + 2)2
}
, (K.8)
γgg;fw,V(1)j = CATFNf
{
−40
9
S1(j + 1) +
8
3
+
8
9
19j4 + 114j3 + 275j2 + 312j + 138
j(j + 1)2(j + 2)2(j + 3)
}
+ CFTFNf
{
2 + 4
2j6 + 16j5 + 51j4 + 74j3 + 41j2 − 8j − 16
j(j + 1)3(j + 2)3(j + 3)
}
+ C2A
{
134
9
S1(j + 1) + 16S1(j + 1)
2j5 + 15j4 + 48j3 + 81j2 + 66j + 18
j2(j + 1)2(j + 2)2(j + 3)2
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− 16
3
+ 8S ′2(j + 1)
j2 + 3j + 3
j(j + 1)(j + 2)(j + 3)
− 4S1(j + 1)S ′2(j + 1)
+ 8S˜(j + 1)− S ′3(j + 1)−
1
9
457j9 + 6855j8 + 44428j7 + 163542j6
j2(j + 1)3(j + 2)3(j + 3)3
− 1
9
376129j5 + 557883j4 + 529962j3 + 308808j2 + 101088j + 15552
j2(j + 1)3(j + 2)3(j + 3)3
}
. (K.9)
K.2 Odd-parity sector
The forward anomalous dimensions in the odd parity sector are given by [476]:
γqq;fw,A(1)j = γ
NS,fw
(1)j + 4CFTFNf
(j + 3)(4 + 5j + 3j2 + j3)
(j + 1)3(j + 2)3
, (K.10)
γqg;fw,A(1)j = 2CFTFNf
{
− j(16 + 49j + 60j
2 + 30j3 + 5j4)
(j + 1)3(j + 2)3
+
4j
(j + 1)2(j + 2)
S1(j + 1) (K.11)
− 2j
(j + 1)(j + 2)
(
S21(j + 1)− S2(j + 1)
)}
+ 4CATFNf
{
8 + 4j − 7j2 − 10j3 − 6j4 − j5
(j + 1)3(j + 2)3
− 4S1(j + 1)
(j + 1)(j + 2)2
+
j
(j + 1)(j + 2)
(
S21(j + 1)− S2(j + 1) + S ′2(j + 1)
)}
,
γgq;fw,A(1)j = 8CFTFNf
{
(j + 3)(5j + 7)
9(j + 1)(j + 2)2
− (j + 3)
3(j + 1)(j + 2)
S1(j + 1)
}
(K.12)
+ C2F
{
(j + 3)(3j + 4)(3 + 14j + 12j2 + 3j3)
(j + 1)3(j + 2)3
− 2(j + 3)(3j + 4)
(j + 1)(j + 2)2
S1(j + 1)
+
2(j + 3)
(j + 1)(j + 2)
(
S21(j + 1) + S2(j + 1)
)}
+ 2CACF
{
−750 + 2380j + 3189j
2 + 2098j3 + 651j4 + 76j5
9(j + 1)3(j + 2)3
+
45 + 44j + 11j2
3(j + 1)2(j + 2)
S1(j + 1) +
j + 3
(j + 1)(j + 2)
(−S21(j + 1)− S2(j + 1) + S ′2(j + 1))} ,
γgg;fw,A(1)j = 2CFTFNf
8 + 30j + 70j2 + 71j3 + 35j4 + 9j5 + j6
(j + 1)3(j + 2)3
(K.13)
+ 8CATFNf
{
35 + 75j + 52j2 + 18j3 + 3j4
9(j + 1)2(j + 2)2
− 5
9
S1(j + 1)
}
+ C2A
(
−1768 + 5250j + 7075j
2 + 4974j3 + 1909j4 + 432j5 + 48j6
9(j + 1)3(j + 2)3
+
2
9
484 + 948j + 871j2 + 402j3 + 67j4
(j + 1)2(j + 2)2
S1(j + 1)
+
8S ′2(j + 1)
(j + 1)(j + 2)
− 4S1(j + 1)S ′2(j + 1)− S ′3(j + 1) + 8S˜(j + 1)
)
.
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K.3 Maximal-helicity sector
Since the quark and gluon operators of the maximal helicity have different quantum numbers with
respect to the helicity operator (A.16), they do not mix with each other under renormalization and
thus have an autonomous scale dependence. The anomalous dimension of the quark transversity
sector is [477]
γqq;fw,T(1)j = C
2
F
{
−1
4
− 2S1(j + 1) + S2(j + 1)
}
+
8
9
CFTFNf
{
3
8
− 5S1(j + 1) + 3S2(j + 1)
}
+
CACF
4
{
−20
3
+
572
9
S1(j + 1)− 58
3
S2(j + 1)− 16S1(j + 1)S2(j + 1)
}
− 2CF
(
CF − CA
2
){
1
4
+
1 + (−1)j
(j + 1)(j + 2)
− 5
2
S2(j + 1) + S
′
3(j + 1)− 8S˜(j + 1)
−S1(j + 1) (1 + 4S2(j + 1)− 4S ′2(j + 1))
}
, (K.14)
while the gluon it reads [478]
γgg;fw,T(1)j = C
2
A
{
S1(j + 1)
(
134
9
− 4S ′2 (j + 1)
)
− S ′3 (j + 1) + 8S˜(j + 1)−
1
j(j + 3)
− 16
3
}
+ CATFNf
{
8
3
− 40
9
S1(j + 1)− 2
j(j + 3)
}
+ CFTFNf
2(j + 1)(j + 2)
j(j + 3)
. (K.15)
K.4 Supersymmetric relations between anomalous dimensions
The twist-two anomalous dimensions quoted in the previous appendix for conventional Wilson
operators and in Section 4.9.4 for conformal operators are defined by rather lengthy expressions and
an independent check on their correctness is very instructive. In QCD per se, there are no relations
between the elements of the quark-gluon mixing matrix. However, in its closest cousin—the N = 1
super-Yang-Mills theory which operates in terms of a single Majorana quark (gaugino) coupled to
gluodynamics—the presence of the space-time supersymmetry, which transforms a gaugino into a
gluon and then back, allows one to establish a set of equations between the elements of the mixing
matrix. In perturbation theory the adjustments which have to be made are minimal. Merely, one
has to equate the color Casimir operators in all QCD expression to the rank of the color group
Nc, accounting for the fact that contrary to QCD in N = 1 super-Yang-Mills there is just a single
flavor of quarks and that it belongs to the adjoint representation of the color group. Thus, the
“supersymmetric limit” of ordinary QCD is achieved via the identification CA = CF = 2TF = Nc in
all QCD anomalous dimensions. This is not the end of the story however, since the conventional
procedure of dimensional regularization, used to operate with infinities in perturbation theory,
explicitly breaks supersymmetry. A way out was proposed a long time ago in the form of a
regularization procedure dubbed dimensional reduction [479, 480]. According to it, the dimension
of space-time is reduced from four down to d = 4− 2ε, while all fields have the same number of
components as in four dimensions thus preserving the equality of bosonic and fermionic degrees
of freedom. Instead of redoing all calculations anew with the modified regularization procedure,
one can merely perform the scheme transformation via a finite rotation of the two-vector (4.146)
of quark and gluon conformal operators (4.138) from the standard dimensional regularization
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(DREG) to the dimensional reduction (DRED) schemes
OR
DRED
= z ·OR
DREG
.
Thus, the quark-gluon anomalous dimension mixing matrix, γ, for the regularization with DRED
is related to the one with DREG via
γDRED = z · γDREG · z−1 − β(g) ∂
∂g
z · z−1 . (K.16)
The transformation matrix z is deduced from the difference of counterterms determining the
anomalous dimensions of the quark and gluon conformal operators in the above two schemes. It
takes the following form to one-loop order in coupling constant [483]
zjk = 1l[2]×[2]δjk +
αs
2π
Nc
{
zjδjk + z
ND
jk θj−2,k[1 + (−1)j−k]
}
, (K.17)
with the following matrices
zVj =
(
− j(j+3)
2(j+1)(j+2)
12
j(j+2)(j+3)
j
6(j+2)
−1
6
)
, zAj =
(
− j(j+3)
2(j+1)(j+2)
12
j(j+1)(j+2)
− j
3(j+1)(j+2)
−1
6
− 4
(j+1)(j+2)
)
, (K.18)
for the vector [481, 482, 483] and axial [476, 482, 483] channels, respectively, and a universal
non-diagonal (in the conformal spin) part [483]
zNDjk =
(
0 6(2k+3)
k(k+1)(k+2)(k+3)
− (2k+3)
6(k+1)(k+2)
− (2k+3)(j−k)(j+k+3)
k(k+1)(k+2)(k+3)
)
. (K.19)
On the other hand, no rotation matrices are needed at the two-loop order for the maximal-helicity
operators, i.e., zT = 1.
As a consequence of supersymmetric Ward identities and the commutator algebra of theN = 1
superconformal group [484], the transformed anomalous dimensions in the DRED scheme obey a
set of relations which hold to all orders in perturbation theory [483, 485]. They can be naturally
classified as follows.
• Autonomous relations for the vector and axial channels [224] (as before, we set γjj ≡ γj and
we do not display the superscript “DRED” for brevity)
γqq;aj +
6
j
γgq;aj =
j
6
γqg;aj + γ
gg;a
j , a = V,A. (K.20)
• Relations between the axial and vector channels [63, 486, 483, 485]
γqq;Vj+1 +
6
j + 1
γgq;Vj+1 = γ
qq;A
j −
j
6
γqg;Aj , γ
qq;A
j+1 +
6
j + 1
γgq;Aj+1 = γ
qq;V
j −
j
6
γqg;Vj . (K.21)
• Relations between the diagonal and non-diagonal elements of anomalous dimensions in the
axial and vector channels [483, 485]
6
j
γgq;Vj −
j + 3
6
γqg;Vj =
j + 1
2j + 1
∆ND,Aj+1,j−1 ,
6
j
γgq;Aj −
j + 3
6
γqg;Aj =
j + 1
2j + 1
∆ND,Vj+1,j−1 , (K.22)
where
∆ND,aj+1,j−1 ≡
j − 1
j + 1
γgg;ND,aj+1,j−1 +
j − 1
6
γqg;ND,aj+1,j−1 −
6
j + 1
γgq;ND,aj+1,j−1 − γqq;ND,aj+1,j−1 . (K.23)
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• Relation between the anomalous dimensions of the maximal-helicity operators [478, 483]
γqq;Tj = γ
gg;T
j . (K.24)
As we established in Section 4.6.3, conformal operators do not mix with each other at leading
order in coupling constant. As a consequence, the right-hand side of equations (K.22) is zero, i.e.,
the expansion starts from O(α2s). Beyond one loop, as we have seen in the main presentation, the
Eqs. (K.20) – (K.24) provide a very non-trivial check of the existing results. As a final remark, let
point out that the above relations are merely particular cases of more generic relations between
the anomalous dimensions of conformal operators γjk for any j ≥ k [483, 485].
L Twist separation in light-ray operators
The non-local form of the twist-two operators was introduced in the main text in Eq. (3.112). An
analogous representation for the twist-three operators arises from the difference of Oqqρ and R2,qqρ .
The result can be cast into the form [230]
R3,qqρ (−z, z) = Oqqρ (−z, z) −R2,qqρ (−z, z)
=
∫ 1
0
du zµ
(
gνρ
∂
∂zµ
− gνµ ∂
∂zρ
)
Oqq,ν(−uz, uz) , (L.1)
(up to terms of higher order in z2) making use of an obvious identity∫ 1
0
du zµ
∂
∂zµ
Oqqρ (−uz, uz) =
∫ 1
0
du u
∂
∂u
Oqqρ (−uz, uz) = Oqqρ (−z, z)−
∫ 1
0
duOqqρ (−uz, uz) .
Next, we have to differentiate the light-ray operator on the right-hand side of Eq. (L.1). This
action involves differentiation of the path ordered exponential
[z2, z1] = P exp
(
ig
∫ z2
z1
dzµAµ(z)
)
.
For a Wilson line (which is neither restricted to the light-cone here nor its path is given by a
straight line), a generic variation of the gauge link under an infinitesimal deformation of the
path/contour can be written as [487],
δ[z2, z1] = igAµ(z2)δz
µ
2 [z2, z1]− ig[z2, z1]Aµ(z1)δzµ1
+ ig
∫ 1
−1
dτ [z2, z(τ)]Fµν (z(τ)) δz
µ(τ)z˙ν(τ)[z(τ), z1] . (L.2)
Here the dot on top of the path zµ(τ) from the initial to final points stands for the differentiation
with respect to the proper time τ on it, z˙ν(τ) ≡ dzν(τ)/dτ . The field strength appears here
because, in evaluating the infinitesimal displacement of the path, one forms a closed loop, and
thus induces a curvature, in it. The straight-line parametrization of the path zµ(τ) from z1 to z2
is
zµ1 = a
µ + zµ → zµ2 = aµ − zµ : zµ(τ) = aµ − τzµ .
Therefore, depending on whether the variation in Eq. (L.2) will be performed with respect to the
total translation aµ of the path as a whole or, rather, with respect to the relative distance between
the ends zµ, one will not or will, respectively, acquire a factor of the proper time τ under the
integral. Namely:
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• Differentiation with respect to the relative distance
δzµ(τ) = −τdzµ , z˙ν(τ) = −zµ , δzµ1 = dzµ , δzµ2 = −dzµ ,
results into the equation
∂
∂zµ
[−z, z] = −igAµ(−z)[−z, z] − ig[−z, z]Aµ(z)− ig
∫ 1
−1
dτ τ [−z, τz]Fµν(τz)zν [τz, z] .
(L.3)
• Differentiation with respect to the total translation
δzµ(τ) = daµ , z˙ν(τ) = −zµ , δzµ1 = daµ , δzµ2 = daµ ,
gives instead
∂
∂aµ
[−z + a, z + a] = igAµ(−z + a)[−z + a, z + a]− ig[−z + a, z + a]Aµ(z + a)
− ig
∫ 1
−1
dτ [−z + a, τz + a]Fµν(τz + a)zν [τz + a, z + a] . (L.4)
Thus, the differentiation in Eq. (L.1) is performed using Eq. (L.3) and yields
∂
∂zµ
Oqqν (−z, z) = −ψ¯(−z)
←Dµ γν [−z, z]ψ(z) + ψ¯(−z)[−z, z] →Dµγνψ(z)
− ig
∫ 1
−1
dτ τ ψ¯(−z)γν [−z, τz]Fµρ(τz)zρ[τz, z]ψ(z) , (L.5)
where the left derivative acts on the argument −zµ of the field ψ¯ with the sign, i.e., ψ¯(−z) ←Dµ=
ψ¯(−z)[∂/∂(−zµ)+ igAµ(−z)]. We substitute this expression back into Eq. (L.1) and an analogous
one with changed indices. For further reduction we have to use the Heisenberg equation of motion
for the quark field 6Dψ = 0 in the two-particle operators containing total derivatives,(
γµ
→Dν − γν →Dµ
)
ψ
EOM
=
i
2
→6D σµν ψ , ψ¯
(
γµ
←Dν − γν ←Dµ
)
EOM
=
i
2
ψ¯ σµν
←6D . (L.6)
Assembling everything together, we get for the twist-three operator
R3,qqρ (−z, z) = izν
∫ 1
0
du
{u
2
ψ¯(−uz)
(
σρν
←6D [−uz, uz] + [−uz, uz] →6D σρν
)
ψ(uz)
+ g
∫ u
−u
dτ τψ¯(−uz)γνFρµ(τz)zµψ(uz)
}
.
Now, the two-particle operators in round brackets can be further reduced to operators with total
derivatives and three-particle operators by means of Eq. (L.4) and the use of the quark equation
of motion, namely,
∂
∂aρ
∣∣∣∣
a=0
ψ¯(a− z)
{
σµνγρ
γρσµν
}
ψ(a + z) = ψ¯(−z)
{
σµν
←6D
→6D σµν
}
ψ(z) (L.7)
− ig
∫ 1
−1
dτ ψ¯(−z)
{
σµνγρ
γρσµν
}
F ρσ(τz)zσψ(z) .
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Summing these contributions and reducing the product of three Dirac matrices with Eq. (A.13)
to one, we find
ψ¯(−z)
(
σµν
←6D [−z, z] + [−z, z] →6D σµν
)
ψ(z) = −2εµνρσ∂ρO˜qqσ (−z, z) (L.8)
− 2igεµνρσ
∫ 1
−1
dτ ψ¯(−z)γσγ5Fρλ(τz)zλψ(z) ,
with ∂µ =
→
∂µ +
←
∂µ being the total derivative as defined in Eq. (5.39). Thus, we express the
twist-three parity-even operator in terms of the total derivative of the parity-odd bilocal operator
and three-particle operators. Substituting the result into (L.1), we derive the following equation
[230]
Oqqρ (−z−, z−) = R2,qqρ (−z−, z−) + z−
∫ 1
0
du
{
− iu ερ+µν∂µO˜qqν (−uz−, uz−) (L.9)
+
z−
2
∫ u
−u
dτ
[
(u− τ)Sqgq[+]ρ(−uz−, τz−, uz−)− (u+ τ)Sqgq[−]ρ(−uz−, τz−, uz−)
]}
,
where we set zµ = z−nµ and use the three-particle operators introduced in Eq. (5.40). An
analogous equation holds for the parity-odd twist-three operator with obvious dressing or removal
of tildes from the functions involved,
O˜qqρ (−z−, z−) = R˜2,qqρ (−z−, z−) + z−
∫ 1
0
du
{
− iu ερ+µν∂µOqqν (−uz−, uz−) (L.10)
+
z−
2
∫ u
−u
dτ
[
(u− τ)S˜qgq[+]ρ(−uz−, τz−, uz−)− (u+ τ)S˜qgq[−]ρ(−uz−, τz−, uz−)
]}
.
Notice that, on the right-hand side of this equation (L.9), one gets the operator O˜qqρ , which
does not possesses a definite twist. The same statement applies to (L.10). Therefore, Eq. (L.9)
combined with (L.10) forms a coupled system of recursion relations, which should be solved in
order to determine the twist-three operators in terms of twist-two and twist-three three-particle
ones. These equations can be easily solved iteratively. Namely, one substitutes O˜qqρ from (L.10)
into (L.9) and so on. It is easier to perform this straightforward calculation rather than describe
it. The final result is given in Eq. (5.66) for z2 = zµz
µ = 0 [289].
For certain applications—the resummation of target mass corrections addressed in Section 5.6
at leading twist level and accounting for twist-four effects due to ∆2/Q2 effects in amplitudes,
just to name a few—one needs to keep non-light-like inter-field separations, i.e., z2 6= 0. For
the present discussion, the multiparticle operators will be irrelevant and thus will be neglected.
We decompose a given non-local, say of even parity, operator Oqqρ (−z, z) into its symmetric and
antisymmetric parts
Oqqρ (−z, z) = Oqq,symρ (−z, z) +Oqq,asymρ (−z, z) . (L.11)
The symmetric operator is easily constructed from Oqqρ as was previously done in Eq. (3.112),
Oqq,symρ (−z, z) =
∫ 1
0
du
∂
∂zρ
zσOqqσ (−uz, uz) . (L.12)
When expanded in Taylor series it generates a tower of Wilson operators symmetric in all Lorentz
indices, however, since z2 6= 0 here, it is not automatically traceless.
347
The antisymmetric operator is given by the difference between the “full” operator and its
symmetric component. After some algebra, which led to Eq. (L.9), one finds the antisymmetric
even-parity operator in terms of the odd-parity one
Oqq,asymρ (−z, z) = Oqqρ (−z, z)−Oqq,symρ (−z, z) = −iερµνσzµ∂ν
∫ 1
0
du u O˜qqσ (ux,−ux) . (L.13)
Notice, that when we expand the second equality in Taylor series, we get Eq. (5.155). As we
know, Oqq,asymρ (−z, z) can be expressed in terms of Oqq,symρ (−z, z) and O˜qq,symρ (−z, z) and higher
twist multi-particle operators, which we ignore. Thus, to find the antisymmetric operator Oasym,
we need to solve the system of equations given by (L.13) and a similar one for the axial vector
operator. Excluding, for instance, the axial operator we get an equation
Oqqρ (−z, z) = Oqq,symρ (−z, z) − iερµνσzµ∂ν
∫ 1
0
du u O˜qq,symσ (−uz, uz) (L.14)
+
{[
(z · ∂)2 − z2∂2] gρσ − [(z · ∂)∂ρ − ∂2zρ] zσ}∫ 1
0
du uu¯Oqqσ (−uz, uz) .
As before u¯ ≡ 1 − u. In the course of the calculation, the contraction of two ε-tensors have
produced six terms, four of them are displayed above, and the other two are neglected since they
are proportional to total derivatives ∂σOσ(−z, z). This contribution, my means of the equations
of motion, is expressed in terms of the twist-four antiquark-gluon-quark operator (cf. (L.5))
∂σOqqσ (−z, z) EOM= −ig
∫ 1
−1
du ψ¯q(−z)γµzνF µν(uz)ψq(z) . (L.15)
Solving iteratively the recurrence relations (L.14), we find to twist-four accuracy
Oqq,asymρ (−z, z) = −
1
2
∫ 1
0
du u
{
iερ
µνσzµ∂ν
[
O˜qq,symσ ((u¯− u)z, z) + O˜qq,symσ (−z, (u − u¯)z)
]
+ (∂ρzσ − gρσ(z · ∂)) [Oqq,symσ ((u¯− u)z, z)−Oqq,symσ (−z, (u − u¯)z)]
}
+
1
4
z2∂2
∫ 1
0
du uu¯
∫ 1
0
dv (L.16)
×
{
iu¯ ερ
µνσzµ∂ν
[
O˜qq,symσ ((vu¯− u)z, (vu¯+ u)z) + O˜qq,symσ (−(vu¯+ u)z,−(vu¯− u)z)
]
+vu¯ (∂ρz
σ − gρσ(z · ∂)) [Oqq,symσ ((vu¯− u)z, (vu¯+ u)z)−Oqq,symσ (−(vu¯+ u)z,−(vu¯− u)z)]
+
2
z2
(
zρz
σ − gρσz2
)
[Oqq,symσ ((vu¯− u)z, (vu¯+ u)z) +Oqq,symσ (−(vu¯+ u)z,−(vu¯− u)z)]
}
.
Here we dropped terms O(z4). The corrections we accounted here generate ∆2/Q2 power sup-
pressed effect in the Compton amplitude.
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