ABSTRACT This paper investigates the distributed convex optimization problem with coupled inequality constraints over unbalanced digraphs depicted as row-stochastic matrices, where each agent in the network only has access to its local information, while the local constraint functions of all the agents are coupled in inequality constraints. To solve this kind of problems, a novel distributed iterative algorithm is proposed via consensus scheme and the projected primal-dual subgradient method. Different from the previous related results, our algorithm can not only deal with coupling inequality constraints but also conquer the unbalanced topology caused by directed graphs. Moreover, it is proved that under certain assumptions, the optimal solution of the problem can be asymptotically obtained by performing the designed algorithm. Finally, the numerical examples are presented to further illustrate the efficacy of the proposed approach.
I. INTRODUCTION
During the last decade, distributed optimization has drawn growing research interest, owing to its theoretical significance and widespread application in different areas such as power grids [1] , [2] , sensor networks [3] , social networks [4] , robotics [5] and so on. Especially, the convex optimization problem in the context of multiagent framework has been extensively investigated, in which each agent privately possesses a local convex objective function and the task of all agents is to cooperatively minimize the sum of local objective functions while meeting some local or/and global constraints. Though traditional centralized methods can solve such problem, they call for a control center to gather individual information and thus they may become inefficient in solving the problem over a large-scale network and lead to privacy issues. In view of this, a lot of distributed approaches (see, e.g., [1] , [9] - [22] , [25] - [27] ) have been developed, which adopt local communication and computing, thus avoiding the usage of any control center.
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In this paper, we concentrate on the multiagent optimization problems, in which each agent only has access to its local decision variable, local convex objective function and local convex constraint. Meanwhile, the local decision variables of agents are coupled in global equality/inequality constraints. Under the assumption that each agent knows the coupled constraint, some optimization strategies [6] - [8] have been presented to solve such kind of problems. However, in practical scenarios the coupled constraint usually cannot be obtained by each agent, which may bring difficulty in designing fully distributed approaches. To cope with this issue, discrete-time [9] , [10] and continuous-time [11] , [12] distributed algorithms have been proposed to solve the problem with a coupled equality constraint, under the assumption that the coupled constraint is satisfied at the initial points. To remove this special initialization requirement, the works in [1] , [13] develop continuous-time distributed algorithms without any initialization requirement. However, it is worth noting that the approaches proposed in [1] , [9] - [13] are only suitable for solving the problems with coupled equality constraints, but they may fail to address the ones with coupled inequality constraints. Actually, the former is a special case of the later since a coupled equality constraint can be converted into coupled double-sided inequality constraints. Recently, some distributed discrete-time [14] , [15] and continuous-time [16] optimization algorithms have been presented to tackle coupled inequality constraints. Based on the dual decomposition method, a distributed dual subgradient iterative strategy is proposed in [14] , which can solve the problem with coupled inequality constraints over weight-balanced digraphs. In [15] , a consensus-based distributed primal-dual perturbation strategy has been presented and analyzed, where the average consensus method is adopted to estimate the global objective function and constraint function over weight-balanced digraphs. By utilizing a modified Lagrangian function and projected primal-dual subgradient dynamics, the work in [16] presents a distributed continuous-time scheme over undirected graphs. Note that the works in [14] - [16] only consider the optimization problem over a weight-balanced graph rather than the one over an unbalanced digraph. In fact, the latter is more general and practical in network systems on account of asymmetric bandwidth limitation and packet loss. Although there exist some distributed optimization strategies [18] - [22] which are capable of handling unbalanced digraph, they are only suitable for solving the optimization problem with a common decision variable rather than the set-up considered in this paper. Thus, it remains to be a challenging issue to solve the distributed optimization problem with coupled inequality constraints over unbalanced digraphs.
The focus of this paper is on the multiagent optimization problem with coupled inequality constraints over an unbalanced digraph. The weighted adjacency matrix of the digraph is only required to be row-stochastic. By combining the primal-dual subgradient projection scheme and consensus method, a novel distributed iterative algorithm is proposed and analyzed, where an additional consensus iteration is employed to estimate the stationary distribution of the weighted adjacency matrix. Meanwhile, the dual subgradient is scaled by this estimation to eliminate the unbalancedness aroused by the digraph. The main differences of this work from previous related results lie in the following aspects:
(a) The distributed primal-dual iterative algorithm proposed in this paper is capable of solving the problem with coupled inequality constraints which may be nonlinear, while the results in [1] , [9] - [13] are only able to cope with linear coupled equality constraints and are invalid for our set-up.
(b) Different from the results in [14] - [16] requiring the communication graph to be weight-balanced, our scheme is able to solve the problem over unbalanced digraphs. Moreover, the weighted adjacency matrices of the digraphs are assumed to be row-stochastic and the unbalancedness of the digraphs can be eliminated by scaling the dual subgradient with a consensus-based estimation.
(c) Our algorithm adopts the primal-dual subgradient strategy rather than the dual subgradient method considered in [14] . Moreover, the proposed scheme takes into account general convex local objective functions which could be nonsooth, while the work in [15] considers a global coupled objective function and requires it to be continuously differentiable. In addition, a discrete-time iterative strategy is considered in this paper rather than continuous-time dynamics adopted in [16] .
The rest of this paper is constructed as follows. In Section II, some preliminaries are introduced and then the problem formulation is given. In Section III, a distributed primal-dual iterative strategy is presented and its convergence is analyzed in Section IV. Section V provides some numerical examples. Finally, conclusions are draw in Section VI.
Notations: For an integer n ≥ 1, let [n] denote the index set {1, . . . , n}. Let (·) T represent the transpose of a vector or a matrix. Let 1 n ∈ R n and I n ∈ R n×n respectively denote the column vector with all entries being one and the identity matrix. Let e i ∈ R n denote the column vector with the ith entry being one and others zero, i.e., e i = [0, . . . , 1 i , . . . , 0] T . The Euclidean norm is denoted as · . Let x i and [M ] ij respectively denote the ith entry of a vector x and the (i, j)th entry of a matrix M .
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, some preliminaries regarding graph theory [23] , convex analysis [24] , and projection operators [25] are introduced and then the optimization problem is formulated.
A. PRELIMINARIES
Let G = {V, E} denote a directed graph, where V = [n] is the set of nodes, and E = {(i, j)|i, j ∈ [n]} is the set of edges with (i, j) ∈ E representing that agent j can receive information from agent i directly. Let N in i = {j|(j, i) ∈ E} denote the set of in-neighbors of agent i. A directed path from node i to j is a sequence of directed edges (i, i 1 ), (i 1 , i 2 ), . . . , (i r , j) with each edge belonging to E. The directed graph G is said to be strongly connected if there always exists a directed path between any two different nodes. Let A = [a ij ] ∈ R n×n be the weighted adjacency matrix associated with G, where
for any x, y ∈ R d and α ∈ (0, 1). Let dom(f ) be the domain of f . The subdifferential of a convex function f at x ∈ dom(f ) is a set defined by ∂f (x) = {g(x)|(g(x)) T (y − x) ≤ f (y) − f (x)} and each element of ∂f (x) is said to be a subgradient of f at x, denoted by ∇f (x). Let ⊂ R d be a nonempty convex closed set. The Euclidean projection of a vector x ∈ R d onto a convex closed set is defined by P (x) = argmin y∈ x −y . Let dist(x, ) denote the distance of a point x ∈ R d to a convex closed set . Then it can be obtained that dist(x, ) = x − P (x) .
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B. PROBLEM FORMULATION
The focus of this paper is on a multi-agent network of n agents. Each agent is deemed as a node in the directed graph G and updates its current state through local interaction and calculation. In addition, each agent has a private decision variable x i ∈ R d i , a local constraint set i ⊂ R d i , and a local objective function f i :
The goal of all agents in the network is to minimize the sum of local objective functions while meeting a coupled inequality constraint. To be specific, we are ready to address the following constraint optimization problem:
where To facilitate the later analyses, the following assumptions on problem (1) are necessary. Assumption 2: (Slater's Condition) There existsx ∈ relint such that g(x) < 0, where relint denotes the set of relative interiors of .
Remark 1: It is worth mentioning that in Assumption 1, the functions f i and g i are not required to be differentiable. The subgradients will be used at the points where the functions fail to be differentiable. Moreover, according to Assumption 1, the compactness of i implies that there exists a positive constant M x such that x i ≤ M x for all x i ∈ i and all i ∈ [n]. Furthermore, it follows from Assumption 1 that all the subgradients of f i (x i ) and g i (x i ), i ∈ [n] are bounded, i.e., there exist constants l f , l g > 0 such that ∇f i (x i ) ≤ l f and ∇g i (x i ) ≤ l g for all x i ∈ i and all i ∈ [n]. Besides, the boundedness of g i (x i ) with x i ∈ i can be ensured. That is to say, there exists a constant G > 0 such that g i (x i ) ≤ G for all x i ∈ i and all i ∈ [n]. In addition, Assumption 2 is used to ensure the existence of feasible solutions to the problem (1) .
As for the communication topologies between agents, fixed and directed communication graphs are considered in this paper. Let the stochastic vector π be the left Perron eigenvector of A with respect to the eigenvalue 1. An assumption on the graph G and weighted adjacency matrix A is given below.
Assumption 3: The directed graph G and the corresponding weighted matrix A possess the following properties:
(a) The directed graph G = (V, E) is strongly connected and the matrix A is row-stochastic; (b) The diagonal entries of A is positive, i.e., a ii > 0 for all i ∈ [n]. Moreover, a ij > 0 if (i, j) ∈ E and a ij = 0 otherwise; (c) There exists a scalar β > 0 such that a ij ≥ β for all a ij > 0;
Under Assumption 3, we get that the stochastic vector π is bounded away from 0, i.e., there exists a constant δ ∈ (0, 1) such that π i ≥ δ for all i ∈ [n] [28] .
III. DISTRIBUTED ALGORITHM DESIGN OVER UNBALANCED DIGRAPHS
In this section, we will present a distributed primal-dual iterative strategy for solving the problem (1) over unbalanced digraphs and summarize its convergence properties.
Consider the dual problem of the problem (1), which is defined by
where λ ∈ R s + is the dual variable corresponding to the coupled inequality constraint in (1b) and L :
Let
In light of Assumptions 1 and 2, the strong duality property between the primal problem (1) and dual problem (2) holds and there exists at least a primal-dual optimal solution (x * , λ * ). The following well-known result reveals the relationship between the primal-dual optimal solution pair of the problems (1) and (2) and the saddle point of the Lagrangian function.
Theorem 1 (Saddle-Point Theorem [29] ): The point (x * , λ * ) ∈ × R s + is a primal-dual optimal solution pair of problems (1) and (2) if and only if (x * , λ * ) is a saddle point of the Lagrangian function (3), i.e., the point satisfying
In light of Theorem 1, to solve the primal-dual problems (1) and (2) is translated to seek a saddle point of L(x, λ). A centralized primal-dual subgradient algorithm associated with L(x, λ) updates according to
where α(t) > 0 is the step size, P and P R s + are the projection operators, and L x (x(t), λ(t)) and L λ (x(t), λ(t)) are respectively the subgradients of L with respect to x and λ at the point (x(t), λ(t)). This centralized primal-dual scheme has been widely studied in many literatures (see, e.g, [6] - [8] ).
It is worth mentioning that the boundedness of L x (x(t), λ(t)) is important for the later analyses, but this condition may not be satisfied since λ is only assumed to be nonnegative other than bounded. To tackle this issue, convex and compact constraint sets of λ are constructed below. It has been proved in [30] that the dual optimal solution λ * of (1) is in a compact set 0 ⊂ R s + which is given as
withx ∈ being a slater point of (1),φ = min x∈ L(x,λ) being a dual function value for some arbitraryλ ∈ R s + , and
It is easy to see that 0 ⊂ i and thus 0 ⊂ . Moreover, according to the definition of i and , it can be easily deduced that i and are compact and convex. Let¯ denote the compact convex closure of all i , i.e.,¯ = co(∪ n i=1 i ) and for any λ ∈¯ , there exists a positive constant
The following result provides a relationship between the saddle point of L on × and the optimal solution of problem (1) .
Lemma 2 [31] : Let Assumptions 1 and 2 hold and suppose that (x * , λ * ) is a saddle point of L on × . Then x * is an optimal solution to problem (1) if and only if
It is worth noting that the algorithm (4) is centralized and a control center is needed to broadcast the gathered information. The objective of this paper is to design a distributed approach to address the problem (1). To achieve this goal, let each agent in the network own a local copy of the multiplier λ, denoted as λ i , i ∈ [n]. Then each agent in the network updates its local primal and dual variables x i (t) and λ i (t) according to Algorithm 1.
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Set t = t + 1. 11 Until a given stop criterion is satisfied.
In Algorithm 1, L ix i (x i (t), w i (t)) and L iλ i (x i (t), w i (t)) are respectively the subgradient and gradient of L i with respect to x i and λ i at the point (x i (t), w i (t)), given as
where ∇f i (x i (t)) and ∇g i (x i (t)) respectively denote the subgradients of the functions f i and g i at x i (t). In Step 7 of Algorithm 1, the subgradient L iλ i (x i (t), w i (t)) is scaled by v ii (t) to eliminate the unbalance caused by directed graphs. The scaling variable v ii (t) is actually ith entry of the auxiliary variable v i (t) ∈ R n in Step 8. Let π = [π 1 , . . . , π n ] T be the left Perron eigenvector of A, which satisfies 1 T n π = 1 and π T A = π T . Then by choosing the initial value of the consensus variable v i (t) as e i for all i ∈ [n], it is proved in [19] that lim t→∞ v ii (t) = π i . That is to say, by letting v i (0) = e i for all i ∈ [n], the consensus iteration in Step 8 is able to estimate the left Perron eigenvector π . In addition, the variable α(t) in Steps 7 and 9 of Algorithm 1 is the time-varying step size which satisfies the following assumption.
Assumption 4: The step size α(t) satisfies that for any t ≥ 0, α(t) > 0, ∞ t=0 α(t) = ∞, and ∞ t=0 α 2 (t) < ∞. This step-size assumption is widely adopted in distributed optimization, which is utilized here to ensure the convergence of Algorithm 1.
Before giving the main result of this paper, an assumption on the constraint set is given below.
Assumption 5 [25] : The constraint set = n i=1 i has at least one interior point, i.e., there exist a scalar θ > 0 and a vectorλ ∈ such that {z| z −λ ≤ θ } ⊆ .
Assumption 5 implies that the constraint set is a nonempty closed convex compact set. Let * ⊂ and * ⊂ respectively denote the sets of primal and dual optimal solutions. Moreover, let Z (t) = t r=0 α(r) and definex(t) = (1/Z (t)) t r=0 α(r)x(r). Then it follows from Lemma 3 in [31] that if lim t→∞ x(t) = x * with x * ∈ * , then it holds that lim t→∞x (t) = x * . The following Theorem provides the convergence properties of Algorithm 1.
Theorem 2: Let Assumptions 1-5 hold and consider the sequences {x(t)} ∞ t=0 and {λ i (t)} ∞ t=0 generated by Algorithm 1. Then there exist x * ∈ * and λ * ∈ * such that lim t→x (t) = x * and lim t→ λ i (t) = λ * for all i ∈ [n].
Remark 2: It is worth pointing out that as the weighted adjacency matrix A of the digraph G is only row-stochastic but not doubly-stochastic, the corresponding left Perron vector π is not equal to 1 n 1 T n . In light of Theorem 1 in [26] , if the primal-dual subgradient algorithm in balanced graphs is utilized to solve the optimization problem considered here, the obtained consensus value of the dual variables maximizes the function
In view of this, a modified gradient ascent algorithm is adopted in Step 7 of Algorithm 1, where the dual gradient is scaled by v ii (t) with v ii (t) being generated by the consensus iteration in Step 8 of Algorithm 1. Moreover, by letting v i (0) = e i for all i ∈ [n], the limit value of v ii (t) as t → ∞ is exactly π i for all i ∈ [n] [19] . Thus, the unbalance influence aroused by the directed graph can be eliminated by
Step 7 of Algorithm 1.
Remark 3: Compared with the primal-dual subgradient algorithm in the balanced network, the technique difficulties of the one in the unbalanced network are manifested in the following two aspects. First, as stated in Remark 1, the primal-dual subgradient algorithm in the balanced network fails to solve the optimization problem considered here, due to the influence of network imbalance. Thus, a new algorithm design is needed in unbalanced networks to eliminate the unbalance influence caused by digraphs. Secondly, as shown in Step 7 of Algorithm 1, the introduction of the scaling variable may bring new challenges in algorithm analyses because the analytical method used in the balanced network cannot be directly used here.
IV. CONVERGENCE ANALYSIS
In this section, the convergence of Algorithm 1 will be established. We first introduce some useful lemmas and then Theorem 2 will be proved.
A. SOME NECESSARY LEMMAS Lemma 3 [19] : Suppose that Assumption 3 holds. Then there exist a constant C > 0 and µ ∈ (0, 1) such that
The following three lemmas are introduced from [32] , which are useful in building the basic relations of the primal and dual iterations.
Lemma 4: If Assumption 3 holds, it follows that for any z ∈ R s + and for any t ≥ 0,
Lemma 5: Suppose that Assumption 3 holds and let
Then, for any t ≥ 0, Q(t) is lower bounded as follows:
where δ > 0 and β > 0 are defined in Assumption 3. Lemma 6: Suppose that Assumption 5 holds. For any λ ∈ R s + , let y = ( /( + θ))λ + (θ/( + θ ))λ, where θ andλ are defined in Assumption 5 and = max j∈[n] λ − P j (λ) . Then we have y ∈ and λ − P (λ) ≤ ( /θ ) λ −λ for all λ ∈ R s + .
B. PROOF OF THEOREM 2
For the sake of simplicity, let the dimension of the sequences {λ i (t)} generated by Algorithm 1 is one, i.e., s = 1 in the subsequent analyses. For the case that s > 1, the analysis process is similar by introducing the Kronecker product.
, and then the Step 7 of Algorithm 1 can be rewritten in the following form:
Letλ(t) = π T (t) with (t) = [λ 1 (t), . . . , λ n (t)] T and π = [π 1 , . . . , π n ] T ∈ R n being the left Perron eigenvector of A.
The following lemma indicates the asymptotical consensus of
Let {λ i (t)} ∞ t=0 be the sequence generated by Algorithm 1. If Assumptions 3 holds and lim t→∞ ϕ i (t) = 0 for any i ∈ [n], it follows that lim t→∞ λ i (t) −λ(t) = 0 for any i ∈ [n].
The proof of Lemma 7 is given in Appendix A. The subsequent result provides basic relations of the primal-dual iterations, which are important to show the convergence of Algorithm 1.
Lemma 8: If Assumptions 1-5 hold, then there exist a scalar R > 0 and an integer t 0 > 0 such that for any x ∈ , z ∈ , and all t ≥ t 0 , the following two relations hold:
We provide the proof of this lemma in Appendix B. The following lemma shows the existence of limit points of the iteration sequences generated by Algorithm 1. Lemma 9: Let {x i (t)} ∞ t=1 and {λ i (t)} ∞ t=1 be the sequences generated by Algorithm 1. If Assumptions 1-5 hold, then there exist x * ∈ and λ * ∈ such that lim t→∞ x(t) − x * = 0 and lim t→∞ λ i (t) − λ * = 0 for all i ∈ [n] Proof: First, according to the relation in (9) , it can be deduced that
It is worth noting that the boundedness of x i , x i (t) ∈ i and w i (t) ∈¯ and the continuity of the function
) and L i (x i (t), w i (t))) are both bounded. Thus, according to the fact that lim t→∞ α(t) = 0, it can be obtained that the last two terms in (11) converge to zero as t → ∞. Then it can be deduced that the limit lim t→∞ x(t)− x 2 exists for any x ∈ . Due to the arbitrariness of x in and the fact that is convex and compact and x(t) ∈ , it follows that there always exists x * ∈ such that lim t→∞ x(t) − x * 2 = 0, which also means that lim t→∞ x(t) − x * = 0.
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Next, it follows from the relation in (10) that
Since y(t), z ∈ are bounded and g i (x i (t)) ≤ G for all x i (t) ∈ i and all i ∈ [n], the last term of (12) is bounded. Moreover, as µ ∈ (0, 1) and lim t→∞ α(t) = 0, it follows that the last three terms of (12) converge to zero. Thus, it can be deduced that the limit lim t→∞ n i=1 π i λ i (t) − z 2 exists for any z ∈ . On the other hand, it follows from (10) that
By taking limits on both sides of (13), it can be obtained that lim t→∞ n i=1 π i ϕ i (t) 2 = 0 which further implies that lim t→∞ ϕ i (t) = 0 for all i ∈ [n] due to the fact that π i > 0 for all i ∈ [n]. Then it follows from Lemma 7 that lim t→∞ λ i (t) − λ j (t) = 0. By combining this with the fact that the limit lim t→∞ n i=1 π i λ i (t) − z 2 exists and n i=1 π i = 1, it can be deduced that the limit lim t→∞ λ i (t)− z exists for all i ∈ [n]. By combining this with the fact that i is convex and compact, λ i (t) ∈ i is bounded, and z is arbitrary in = ∩ n i=1 i , it can be deduced that there exists λ * ∈ such that lim t→∞ λ i (t) − λ * = 0 for all i ∈ [n].
Let ⊂ × denote the set of the limit points (x * , λ * ) given in Lemma 9. In the following lemma, it will be proved that each point in is a saddle point of L on × .
Lemma 10: Let Assumptions 1-5 hold. Then for any limit point (x * , λ * ) ∈ , it is also a saddle point of L on × .
Proof: The claim in this Lemma will be proved by contradiction. Assume that a limit point (x * , λ * ) ∈ is not a saddle point on × . That is, there exist x ∈ and λ ∈ such that at least one of the following two inequality holds:
We first assume that (14a) holds. That is, there is a positive constant such that L(x * , λ * ) = L(x, λ * ) + . Assume that {x(t)} ∞ t=0 and {λ i (t)} ∞ t=0 are the sequences, the limits of which are respectively x * and λ * . Then according to the relation in (9), it can be deduced that
where 
, it can be deduced that there exists an integer t 0 > 0 such that for all t ≥ t 0 , it holds that
Then it follows from (15) and (16) that for all t ≥ t 0 ,
Then we further have
Note that
α 2 (r) < ∞ from Assumption 4. Thus, by letting t → ∞, the relation in (17) yields a contradiction. That is to say, the inequality in (14a) does not hold. Via the similar analysis method, it can be proved that the inequality in (14b) does not hold either. Thus, each point in is a saddle point of L on × .
The following lemma is important for the proof of Theorem 2.
Lemma 11: Under Assumptions 1-5, it holds that lim t→∞ (g(x(t)))
Proof: First, it can be obtained from the relation in (10) and the definition of L that
Furthermore, one has that
where we has used the fact that
According to the definition ofx(t) and the convexity of g(x), it can be deduced that (21) where the second inequality is got by removing the negative term, i.e., − n i=1 π i λ i (t + 1) − z 2 . Note that lim t→∞ Z (t) = ∞, z ∈ and λ i (0) are bounded, and
Moreover, it follows from Lemmas 4 and 9 and (39)-(41) that lim t→∞ y(t) − λ * = 0. Then it can be deduced from Lemma 3 in [31] that (1/Z (t)) t r=0 α(r) y(r) − λ * is also convergent to zero as t → ∞. Based on the above discussion, it can be concluded that the right hand side of (21) converges to zero as t → ∞, i.e., lim t→∞ u(t) = 0. Now, choosē z = λ * +(min i∈[n] i )(g(x(t))) + / (g(x(t))) + and then it can be obtained thatz ∈ since z ≤ λ * + min i∈[n] i . Note that z is arbitrary in and then by letting z =z in (21) it can be deduced that
Taking limits on both sides of (22) yields the first result in (18) . Now, we are ready to show the second result in (18) . Let z a = λ * + (min i∈[n] i )λ(t)/ λ (t) and then it can be deduced that z a ∈ . By replacing z in (21) with z a , it can be obtained that (
. By combining this with the fact that lim t→∞ u(t) = 0, it can be deduced that lim sup
On the other hand, let z b = (1/2)λ * and note that z b ∈ . By replacing z in (21) with z b , it can be derived that
These inequalities combining with the fact that lim t→∞ u(t) = 0 and lim t→∞ λ (t) − λ * = 0 yield that lim sup t→∞ −(λ(t)) T g(x(t)) ≤ 0, i.e., lim inf t→∞ (λ(t)) T g(x(t)) ≥ 0. By combining this with (23), the second limit in (18) is obtained.
Proof of Theorem 2: By combining Lemmas 9-11 with Lemma 2, the desired result is obtained.
V. NUMERICAL EXAMPLES
In this section, two simulation examples will be provided to verify the effectiveness of the proposed algorithm. Example 1: Consider five agents which cooperatively solve the problem (1) over a direct graph which is illustrated in Fig. 1 . The weights of the corresponding adjacency matrix A are chosen as those such that A is row-stochastic. The local objective functions and local constraint sets of the five agents are respectively defined as follows:
Meanwhile, the local decision variables x i , i = 1, . . . , 5 are subject to the following coupled inequality constraint:
with g i (x i ) being respectively given as: 1/(1 + t) . Fig. 2 illustrates the simulation results of this example by performing Algorithm 1 and the centralized approach (4). As is shown in Fig. 2(a) , the optimal solution to this problem is obtained at coupled inequality constraint is satisfied asymptotically even if the communication graph is directed and unbalanced.
Example 2: Consider the economic dispatch (ED) problem in power grids, which is actually a special case of the problem (1). The power system considered in this example consists of five generators. The generation cost of each generator is given as follows: f i (x i ) = a i x 2 i + |x i − 30| + 30 exp{(x i + 20)/60} for i = 1, 2, 3, 4, and f 5 (x 5 ) = a 5 |x 5 − 30|, where x i is the power output of generator i and a i is the cost coefficient of generator i. In addition, each generator is subject to the following local capacity constraint and a supply-demand balance constraint: in the following form:
The communication topology of the five generators is the same with Example 1 and the parameters and initial values are illustrated in Table 1 . Let λ i (0) = [0, 0] T , i = 1, . . . , 5 and let α(t) = 1/(1+10t). Fig. 3 shows the results of this example by implementing Algorithm 1 and the centralized method (4). As can be seen from Fig. 3(a) and Fig. 3(c) , the optimal power outputs are obtained at [45. 1, 40, 34.9, 10, 20] T which not only satisfy the local capacity constraints but also achieve the supply-demand balance. Let IC i = λ i2 − λ i1 denote the incremental cost of generator i and Fig. 3(b) shows that the incremental costs of all generators reach consensus. Therefore, Algorithm 1 is still effective for solving the ED problem in power systems with nonsmooth cost functions over unbalanced digraphs.
Remark 4: It is worth noting that nonsmooth and general convex local cost functions are adopted in Example 2. We use such kind of local cost functions here to show that the proposed algorithm is capable of solving a wider class of economic dispatch problems, not just the ED problem considered in [2] , [9] - [11] , and [1] , [13] , where the local cost function is required to be continuously differentiable or strictly convex.
VI. CONCLUSION
In this paper, a new distributed primal-dual iterative strategy has been presented to solve the convex optimization problem with coupling inequality constraints over unbalanced digraphs. The adjacency matrices of digraphs are assumed to be row-stochastic and the unbalancedness caused by the digraphs is overcomed by scaling the dual subgradients with a consensus-based estimation. Moreover, as each agent in the network only exchanges the information of its dual variable associated with the coupled constraints with its neighbors, individual privacy can be guaranteed. The convergence of the algorithm has been rigorously analyzed and simulation results have demonstrated the effectiveness of the proposed algorithm.
APPENDIX A PROOF OF LEMMA 7
Let (t) = [λ 1 (t), . . . , λ n (t)] T , ϕ(t) = [ϕ 1 (t), . . . , ϕ n (t)] T , and
By multiplying both sides of (24) by 1 n π T and noting that π T A = π T andλ(t) = π T (t), it can be obtained that
whereφ(t) = 1 n π T ϕ(t) and since lim t→∞ ϕ i (t) = 0 for any i ∈ [n], it follows thatφ(t) → 0 as t → ∞. Let˜ (t) = (t) − 1 nλ (t). Then through subtracting (25) by (24), one has
. (26) Note that (t) =˜ (t) + 1 nλ (t) and (A − 1 n π T )1 nλ (t) = (A1 n − 1 n π T 1 n )λ(t) = (1 n − 1 n )λ(t) = 0 from the fact that A1 n = 1 n and π T 1 n = 1. Then it follows from (26) that
According to (27) , it can be deduced that
In addition, it can be easily derived thatÃ t−k = A t−k −1 n π T holds for all t ≥ k ≥ 0 by using mathematical induction and from Lemma 3 it holds that
for all i, j ∈ [n] and all t ≥ k ≥ 0. Therefore, it can be obtained from (28) and (29) that
and all t ≥ 0. Thus, it follows from (30) that
where R = sup t≥0 max i∈ [n] {nG/v ii (t)}. Since µ ∈ (0, 1) and lim t→∞ φ i (t) = 0 for all i ∈ [n] and lim t→∞ α(t) = 0, it can be easily obtained that the sum of the first three terms of (31) converges to 0 as t → ∞. Moreover, it follows from Lemma 7 in [25] that the last two terms of (31) both converge to zero as t → ∞. Therefore, lim t→∞
.
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First, according to Step 9 of Algorithm 1, it can be deduced that
where the inequality has used the fact that x i ∈ i and the projection property in Lemma 1. Note that
. By combining these results with (32) , it follows that
which is exactly the relation in (9) . Next, we are ready to show the second iteration relation. For any z ∈ , it holds that z ∈ i for any i ∈ [n]. Moreover, in light of the Step 7 of Algorithm 1 and λ i (t + 1) ∈ i , it can be obtained that
where the first inequality follows from Lemma 1 and the second inequality follows from the fact that
where the third inequality follows from the fact that x i (t) ∈ i and g i (x i (t)) ≤ G and y(t) = +θλ + θ +θλ with = max j∈[n] λ − P j (λ) ,λ = π T (t), and θ andλ defined in Assumption 5. According to Lemma 6, y(t) ∈ is bounded.
By noting that α(t)/v ii (t) > 0 for any t ≥ 0, substituting (34) into (33) yields
By multiplying both sides of (35) by π i and summing over i ∈ [n], one has
In the following, the first three terms in (36) will be discussed. 
where the inequality follows from Lemma 5 and the fact that π T A = π T . For the second term of (36), by noting that w i (t) = n j=1 a ij λ j (t) and using the stochasticity of the weights a ij , j ∈ [n], it follows that 2Gα(t) (38) VOLUME 7, 2019 where the second inequality uses the fact that a ij < 1 for any i, j ∈ [n]. Consider the sum n j=1 λ j (t) − y(t) in (38). Note thatλ = π T (t) = n i=1 π i λ i (t) and then we have For the first term of (39), by using the stochasticity of π , it follows that 
where the third inequality of (41) follows from the fact that λ ≤ M λ for any λ ∈¯ , the fourth inequality from the definition of projection operator and the last two inequalities from the stochasticity of π .
By substituting (39)-(41) into (38), it follows that
where the second inequality follows from the Young's inequality.
For the third term of (36), we have
Consider the second term of (43) and it follows from Lemma 3 that
where the first inequality follows from Assumption 1 and the fact that g i (x i (t)) ≤ G, the second inequality uses the fact that y(t), z ∈ are bounded, and the third one uses the Young's inequality.
Substituting (44) into (43) yields 
