Ideas and developments in electrical systems are being stimulated by progress in power electronics; nowhere is this more apparent than in the marine industry. Indeed, it may be that such advances will lead to dc-distribution systems appearing once again in vessels. Concomitant with these developments is the need for new methods, or adaptation of known methods, to be found to deal with design and analysis problems that will inevitably arise.
Introduction
Developments in power-electronic devices in the past couple of decades, or so, have created a renaissance of interest in researching, designing and testing novel electrical machines and power systems. Much of the new thinking, generated by these activities, is of considerable current and potential interest to the marine engineering community. For example, the electrical machines sector has seen interest in the advanced induction-motor, the transverse-flux motor and the switched-reluctance motor [4, 5, 6] . In the power distribution field the ability of taking electric power, generated by, say, the prime mover/synchronous generator combination and conditioning it and delivering it in the form most convenient for the end-user is very attractive. The form of power distribution for propulsion and ships' services is a key element of the overall architecture for any marine electrical power system. It is being explored at present as to whether this should be an ac-ac, ac-dc, dc-ac or dc-dc system. Much of the evolving thinking, so far as the marine industry is concerned, is chronicled in a series of papers, spreading over a decade now, on the Electric Warship [7, 8, 9, 10, 11, 12] .
However, as with all radical ideas and inventions, new problems will invariably manifest themselves. For example, it may not be clear which of a number of developmental routes to pursue; and an unfortunate choice may well lead to lack of competitiveness. New equipments may render unforeseen environmental and operational problems, e.g. very large amounts of harmonic power in the system arising owing to the basic switching-mode of operation of the static systems employed.
In addition, many conventional methods of analysis and design are not readily applicable to some of these proposed systems. Dc systems are in use in, for example, satellite powering arrangements, and are serious contenders for ship-borne equipments [8] . Also, it is expected that fuel-cells will eventually become a major means of electrical power generation, thereby making dc-dc systems common.
One of the problems with dc systems is that of stability. They have a propensity to exhibit negative-impedance instability, particularly when seeking to supply constant power loads [1] . There has been some significant work over the last 15 years, or so, in this area by, for example, Middlebrook [13] , and Sudhoff et al. [1] which is based, essentially, on frequency-domain techniques.
This present paper forms the third in a series and it investigates the application of Kharitonov Polynomials to the example that originated in [1] . This example was used in the first and second parts of this sequence [2, 3] for the application of the root-locus technique and frequency domain techniques respectively. Other Parts to follow include consideration of: the improving the transient behaviour and some non-linear aspects of behaviour. The authors intend to continue to use the same problem as an example in these succeeding parts as this is more enlightening than a general analysis. In this present paper the entire computer work was again performed with no more than a few lines of code using the MATLAB Version 5.3 package.
The particular characteristic equation that arises in the example considered is a quadratic one, and so can be examined using well-known conventional mathematical techniques. For illustrative purposes this has the advantage that the complexity of the problem, does not obscure the illustration of powerful control engineering designtechniques that can be applied to higher-order systems, where conventional mathematical techniques are usually unsuitable, even if they exist.
The Problem of Parameter Uncertainty
Mathematical modelling of system behaviour is still, essentially, an art, normally involving considerable assumptions and simplifications. Even if the mathematical form of the model is judged acceptable, if quantitative results are desired, there remains the problem of assigning physical values to the components, or sub-systems, that actually comprise the system. These component values will be combined, in various ways, to make up the coefficient values appearing in the system characteristic equation.
In practice, component values are not known exactly and approximate values are assigned. In this way it is hoped that acceptable prediction of the actual system's behaviour will emerge. Further, the actual component values can be expected to vary with time owing to ageing, misuse, environmental conditions, and so forth. In addition, for mass-produced equipments in particular, the "same-value" components used will also have manufacturing tolerances associated with them.
In theory, even if the form of the mathematical behavioural equation is excellent, all combinations of component values would need to be used if the precise model is to be exercised for, say, simulation purposes -an impossible task. In practice, the usual strategy is to examine the sensitivity of the model to various component value changes, and then focus upon those components values which result in the most sensitivity. Some ways of reducing system sensitivity to component-value uncertainties are known. Indeed, it is well-known that the conscious introduction of feedback into electronic amplifier design, in the 1930's, by Bode and others, was motivated by this very sensitivity problem.
An approach, that leads to assessing the stability of systems having component-value uncertainties, is to firstly recognise that all the components will have nominal specified values i.e. the design values, on which the design is based. Each component will have, or will be specified to have, a maximum and minimum value either side of the nominal one, e.g. the value of a resistor might be 100 ±5Ω. A component's actual value will lie somewhere between the two extremes. Again, even under these restrictions an infinite number of values, for each component, could exist. This implies an infinite number of possible characteristic equations.
A possible way forward is to concentrate on the extreme values, and to see if a particular combination of them produces the "worst-case" scenario for the system. Examining even a simple system with little more than a handful of components can still be a formidable task. However, a truly remarkable and simple result, due to Kharitonov, can help enormously in assessing "worst-case" stability, [13] . Examining just four of all the possible characteristic equations, i.e. the so-called Kharitonov polynomials, enables the "worst-case" stability assessment to be made.
In essence, if these four polynomials have the real-parts of all their roots in the lefthand half of the complex-plane, then the system is stable for any possible combination of component values. Otherwise unstable behaviour will occur for at least some range of possible component values. The four polynomials are easily specified, and form the basis of what follows.
Kharitonov Polynomials
The work described in this section, illustrates the results for a third-order system. This is done for clarity. Appendix 1 gives the corresponding results for any order system that has a polynomial form for its characteristic equation.
Suppose the characteristic equation governing a third-order linear system is written, where,
i.e. maximum and minimum values are specified for all the coefficients.
If a check is done on the complete set of polynomials constructed from these minimum and maximum coefficient values, this would number 16 different characteristic equations (this number rises dramatically as the characteristic equation's order increases). Any of these might represent the "worst-case" scenario, and so all 16 would need checking for stability, using, for example, the RouthHurwitz method.
Kharitonov's work shows that it is only necessary to examine four equations whatever is the order of the governing polynomial. These are the so-called Kharitonov polynomials. For a third-order characteristic equation these are, If any one (or more) of these four equations has even one root (or more) with a positive real part, then the system will be unstable for some particular combination of the possible coefficient values. In effect, one of these equations specifies the "worsecase" stability situation. Proving Kharitonov's result does not require arcane mathematics, but the only proof known to the authors, is vastly tedious, and will not be pursued further here [14] .
Examination of the Kharitonov polynomials gives necessary and sufficient conditions for stability for all equations having coefficients within the ranges specified. However, for physical systems these coefficients are invariably functions of the component values; usually multi-variable polynomials of these values.
If the coefficient tolerances are worked out, from the tolerances of the components, on a coefficient-by-coefficient basis, this will generally lead to wider tolerances on the coefficients than would be present in practice. For example, it may be that for a particular coefficient to be at its maximum it needs a particular component to be at its maximum value; whereas another coefficient needs this component to be at its minimum value to achieve its own extreme value. Thus a realisation of the system cannot simultaneously have both conditions satisfied.
In practice this is usually unimportant, since all that happens is that Kharitonov's procedure will yield a conservative estimate of stability, i.e. under these conditions only sufficiency is determined. Since achieving stability is rarely enough, in itself, for adequate system performance, a conservative criterion for stability is usually quite acceptable.
Applications
The circuit to be used to illustrate various uses of the Kharitonov's polynomials is that used in previous publications [1, 2 & 3] and the circuit diagram is given here as figure 1. It represents the incremental-resistance model of a supply source with a finite internal impedance supplying a constant-power load. The capacitor's function is to stabilise the system [2 & 3] . Suppose,
then, as explained in Appendix 2, the corresponding four Kharitonov polynomials to be examined are, 1 Construction of the governing polynomials using all combinations of maximum and minimum coefficient values would have resulted in eight polynomials to be investigated. 
This examination can be done by any convenient method as will now be illustrated in the following.
4.a. Routh-Hurwitz Method
Example 1:
Suppose that the design values for the components in fig. 1 are, R = 24.
3 Ω , C = 2mF, L = 10 mH and r = 0.3 Ω . This is a case examined in [2 & 3] Thus it is necessary to determine if any combination from components having these ranges will still be stable.
Substituting these values in equation set 1 produces the following equations: 2 4 24.7 1.29x10 2.7x10 0 s s Thus equations (2b) and (2d) each have two changes of sign in the first column indicating two (i.e. both) roots are in the right-half plane. Thus the system is unstable for many of component values specified.
It is worth noting that in this case an application of the Descarte rule-of-signs would have revealed that equations (2b) and (2d) indicate instability on inspection.
4.b. Root-locus approach Example 2:
It is easy to show, as in Appendix 1 and [3] , that the transfer function between the output voltage and the source voltage (perturbational qualities being considered) is,
Let it be required to explore the variation of the roots of this equation as R is varied [3] . This characteristic equation may be rearranged to give,
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It is equation 5 that gives a form suitable for a root-locus anaysis as described in detail in [3] . A root-locus plot displays the roots of a characteristic equation as a parameter varies (in this case R), and various values (i.e. value of roots existing for a given R, say) can be measured from the plot. This can be done routinely using the MatLab Control Toolbox.
If the values of C, L and r are specified as follows: The root-locus plots for all four of these equations and the nominal design equations are shown in figure 2. These complete plots are not particularly useful for analysis purposes, but they show that all possible plots for the example must be within the bounds of curves K4 and K3.
Cases of particular interest are those where the circuit is stable or becomes just unstable. The corresponding plot is that shown in figure 3 , which is merely a "zoomed" version of figure 2 and is mainly confined to the upper part of the left hand side of the complex plane. Using the MatLab Control Tool curves K1, K2, K3 and K4 have been calibrated by taking 3 points on each graph.
Using MatLab it is a simple matter to determine the damping-factor, undamped natural frequency and the various values of R at these particular points. These results are illustrated later in this paper on figures 5, 6, 7 and 8.. 
4.c. The Bode diagram approach Example 3:
As an illustration of the application of frequency domain techniques, the effect of different values of the capacitor, C, on the stability of system is investigated through use of the Bode diagram. The parameters other than the one of interest are specified to those used for the Routh-Hurwitz case; that is within ± 5% of the design value. The characteristic equation is as before i.e. 
Since a, b, c and d are known in each particular case then it the value of C which satisfies this equation that defines the limit of stability.
As illustrated in the previous section, this could be investigated by the root-locus method, where, essentially 1/C would now be regarded as the conventional gain term. The second term on the right hand side is the expression to be plotted as gain and phase versus frequency using MatLab this is quickly done and is as shown in figure  X .
Values of C for stability can be obtained from the MatLab plots, as can such other parameters such as gain-and phase-margins, by more interrogation of the plots on the VDU screen. If the characteristic equation has dominant complex roots then the equivalent damping factor and the undamped natural frequency are easily obtainable. [3] . The plot shown in figure 4 for a value of C equal to 1 mF shows that the system will be close to instability if not unstable. If acceptable behaviour is to be accomplished the gain plot needs reducing in magnitude. This can be done by increasing the value of C. It has been shown already that a value of equal to 1 mF renders the system unstable.
[2] & [3] . Actual system responses can be obtained in very much the same manner as in section 3b and, in the interests of brevity, will not be pursued further here.
Discussion
In example 1, the change of signs in the coefficients of equations 3(ii) and 3(iv) give immediate indication that some combination of component values imply instability. It will be recalled that by the way the coefficients have been established (i.e. they are functions of component values) that these are sufficient conditions for instability but may not be necessary conditions. The fact that both of these equations each have two changes of sign indicate that both their roots are positive (from the Descartes rule of signs).
Generally, if the coefficients are all positive, Descarte's rules are not applicable; in such a case more discriminating techniques for testing for instability needs to be utilised e.g. the Routh-Hurwitz procedure.
Exploration of the effects of component changes on stability and dynamic behaviour has been described, in detail using the root-locus and Bode diagram techniques. [2] & [3] . The Kharitonov polynomials may each be regarded as the characteristic equation existing for a particular set of components; thus these same techniques are applicable. Example 2 illustrates this, in some detail, for the root-locus approach. Each of the four Kharitonov polynomials has been re-written with R becoming the component to be varied. These root-locus are plotted, in fig. 2 , along with that for the nominal, or design, characteristic equation. Unsurprisingly, it can be seen that the design plot lies between the boundaries formed by the Kharitonov plots. Much of each plot lies in the unstable region of the complex-plane, and it is only the smaller region of the plots in the left hand half plane that is of practical interest in this study. Also, since all complex roots occur in complex-conjugate pairs, a "zoomed" version of the root-locus plot confined to a region of the upper left-half plane only has been plotted, fig. 3 .
From the analysis it can be seen that 1/R is the effective "gain-variable" for these plots. Thus the plots are loci of the roots of the characteristic equation as 1 R →0, i.e.
R→ . Interrogation of these curves by the cursor provided by MatLab, enables ∞ 1 R , the real and imaginary values of the roots, the damping factor and the undamped natural-frequency to be determined for any point on the curves. Figure 5 shows the variation of damping-factor versus the real part of the complex root for all four Kharitonov polynomials in this same example and figure 6 again shows a zoomed section of the plot over the regions of interest where stability changes. These plots are effectively straight-lines with the design-plot practically bisecting the angle formed between the two extreme plots. other a "maximum" below which all systems are unstable. Hence these pairs of curves have to cross at the x axis (zero damping ratio) Figure 11 shows the variation of undamped natural frequency ( n ω ) with the same parameter (incremental load resistance).
It is interesting to note, that in figure 11 , curves K1 and K4 align completely as do K2 and K3. This is as would be expected from consideration of the formulation of the four Kharitonov equations and noting that the undamped natural frequency depends solely on the term. Figure 12 and figure 13 shows the values of the incremental resistance versus the realpart of the root plots. These show very much more curvature as might be expected since the range in the values of R are from around 8 ohms (at the imaginary axis) to R= as the root migrates towards their terminating positions. When the real-part of the root is above 8s ∞ -1 , R is changing very rapidly, and the value of R obtained is exceedingly sensitive to the precise value at which the curves are interrogated. Precise values of R in this sensitive region are not important practically; nevertheless the variations in damping-factors and undamped natural-frequencies values are rather insensitive in this region. For the sake of completeness, in section 4c the problem has been tackled briefly using the Bode diagram technique. Reference [3] describes, in detail, this approach to the main design problem. The work included here is little more than a show of how the work can be carried forward to a Kharitonov-type analysis. Essentially, it is an alternative technique to the root locus and produces very similar information and so only the brief description is given. Whether the root-locus techniques or the Bode technique is better in a particular application depends on the problem in hand.
Conclusion
Kharitonov polynomials have been used to explore the effects of inevitable variations in component values of the system considered. They may be used for both sensitivity and stability assessment. No matter what the order of the system just the four Kharitonov polynomials need investigating to make sure the worst-case condition has been included in the analysis. This minimises the number of different characteristic equations to be investigated and leaves no concern that the worst-case has been overlooked.
This minimisation, together with the use of MatLab, properly applied, makes for efficient and non tedious endeavours on the designer's part.
Derivation of Characteristic Equation
The Circuit is as shown in Figure A1 .1:
The impedance elements in Laplace transform form are as follows: 
