The simplest and fastest method of solving Exact Differential Equation
  by developing the idea of Basic Functions by Sabok-Sayr, Seyed Ahmad
ar
X
iv
:0
80
1.
44
94
v3
  [
ma
th.
GM
]  
8 O
ct 
20
08
The simplest and fastest method of solving Exact
Differential Equation by developing the idea of
Basic Functions
Seyed Ahmad Sabok-Sayr ∗
Departments of Mathematics and Physics
Simon Fraser University
Burnaby, British Columbia, Canada, V5A 1S6
Abstract
This paper concerns exact differential equations. First, I define two
types of functions which I have named Basic Function of Type One and
Basic Function of Type Two. I then derive the property and theorems of
these functions. Finally, by applying the property and theorems of Basic
Functions, I establish the method of solving exact differential equation
with n variables which is significantly simpler and faster than the standard
method.
Introduction
From ordinary differential equation, we know the standard method to solve exact
differential equations. The hard part of the standard method is the calculation
of integration constant and the difficulty increases rapidly as the number of
variables increases. In general, for exact differential equation with n variables,
we need to find the integration constant of n−1 variables which requires tedious
calculations. For example, for exact differential equations with 2, 3, 4 and 5
variables, the number of integrations and differentiations required to solve them
are 5, 17, 49 and 129 respectively. The method presented in this paper does not
require any calculation of integration constant and to solve the exact differential
equation with n variables, in general, we just need n integrations. Therefore, for
example for exact differential equation with 5 variables, using this method, we
just need 5 integrations instead of 129 integrations and differentiations required
in standard method. We can get the idea of new method from the standard
one. Let’s consider the following first-order differential equation :
M(x, y) dx +N(x, y) dy = 0 (1)
From any ordinary differential equation text book such as [1, Theorem 2.6.1, p.
91], we know that equation 1 is an exact differential equation if and only if the
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following relation is true:
My(x, y) = Nx(x, y) (2)
That is , there exists a function u(x, y) such that:
ux(x, y) = M(x, y), uy(x, y) = N(x, y) (3)
From equation 3 we get:
u(x, y) =
∫
M(x, y)dx+ h(y) (4)
Alternatively, we can find u(x, y) as below:
u(x, y) =
∫
N(x, y)dy + k(x) (5)
The idea is that instead of using standard method; using equation 4 or 5, suppose
that the solution u(x, y) is a linear combination of m functions as follows:
u(x, y) = φ1 + φ2 + ...+ φm (6)
where, every function φi can be a function of x, y or both and m is an inte-
ger greater than zero. From equation 4 we conclude that, some of φis are in∫
M(x, y)dx and the rest of φis are in h(y). Alternatively, from equation 5, we
conclude that some of the φis are in
∫
N(x, y)dy and the rest of φis are in k(x).
Instead of using equations 4 or 5 separately, let’s consider the union of the φis
which are in
∫
M(x, y)dx and φis in
∫
N(x, y)dy. We may ask the following
questions: Does the union contain all φis ? Are any φis missed in the union?
In this paper we show how to derive the solution out of the union of φis. We
also generalize the method for exact differential equation with n variables.
Theory
Definition 1. Let Ω be a nonempty simply-connected open region of Rn, and
X = (x1, x2, ..., xn) ∈ Ω. Suppose that f : Ω → R be a function such that
∂f
∂xi
exists and is integrable in Ω for some i such that 1 ≤ i ≤ n. The function f is
called a Basic Function Of Type One with respect to xi if and only if the
following condition is satisfied when we set the integration constant to zero:∫
∂
∂xi
f(x1, . . . , xi, . . . , xn)dxi = f(x1, . . . , xi, . . . , xn) (7)
Definition 2. If a function is Basic Function of Type One with respect to
all of its variables, then it is a Basic Function of Type Two.
Note 1. If a Basic Function of Type One has just one variable, by definition
2, it is Basic Function of Type Two as well.
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Example 1: Let f(x, y) = sin(x) cos(y) + sin(y) then:
∫
∂
∂x
f(x, y)dx = sin(x) cos(y) +
set to zero︷ ︸︸ ︷
C1(y)
= sin(x) cos(y)
6= f(x, y)
∫
∂
∂y
f(x, y)dy = sin(x) cos(y) + sin(y) +
set to zero︷ ︸︸ ︷
C2(x)
= sin(x) cos(y) + sin(y)
= f(x, y)
so f(x, y) is not a Basic Function of Type One with respect to x but it is a Basic
Function of Type One with respect to y .
Example 2. Let g(x, y) = sin(x) cos(y) , then:
∫
∂
∂x
g(x, y)dx = sin(x) cos(y) +
set to zero︷ ︸︸ ︷
C3(y)
= sin(x) cos(y)
= g(x, y)
∫
∂
∂y
g(x, y)dy = sin(x) cos(y) +
set to zero︷ ︸︸ ︷
C4(x)
= sin(x) cos(y)
= g(x, y)
hence g(x, y) is a Basic Function of Type One with respect to both x and y, so
it is a Basic Function of Type Two .
Property 1. Suppose that B(x1, . . . , xn) is a basic function of type two.
let’s consider that we are given dB as below:
dB =
∂B
∂x1
dx1 + . . .+
∂B
∂xn
dxn
We can derive B from dB by integrating from dB and eliminating the repeated
terms as below:
∫
∂B
∂x1
dx1 + . . .+
∫
∂B
∂xn
dxn = B +
to be eliminated︷ ︸︸ ︷
B + . . .+B = B(x1, . . . , xn)
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In fact, when we integrate from dB, we produce as many Bs as the number of
variables of B.
Example 3. Let’s consider the function g(x, y) = sin(x) cos(y) which we
used in example 2. Now, we know that it is a Basic Function of Type Two.
Suppose that the differential of g(x, y) is given as below:
dg(x, y) =
∂g
∂x
dx+
∂g
∂y
dy
= cos(x) cos(y)dx− sin(x) sin(y)dy
To solve the above equation, we only need to apply the property 1 ; integrate
each part, and eliminate repeated terms as below:
g(x, y) =
∫
cos(x) cos(y)dx−
∫
sin(x) sin(y)dy
= sin(x) cos(x) +
to be eliminated︷ ︸︸ ︷
sin(x) cos(x)
= sin(x) cos(x)
Theorem 1. Let Ω be a nonempty simply-connected open region of Rn,
and X = (x1, x2, ..., xn) ∈ Ω. Suppose that f : Ω → R be a function such
that ∂f
∂xi
exists and is integrable in Ω for some i such that 1 ≤ i ≤ n. Then∫
∂
∂xi
F (x1, . . . , xn)dxi is a Basic Function of Type One with respect to xi.
Proof. If
∫
∂
∂xi
F (x1, . . . , xn)dxi is a Basic Function of Type One, it must
satisfy definition 1. Let g(x1, . . . , xn) =
∫
∂
∂xi
F (x1, . . . , xn)dxi, and apply defi-
nition 1 for g:
∫
∂
∂xi
g(x1, . . . , xn)dxi =
∫ [
∂
∂xi
∫
∂
∂xi
F (x1, . . . , xn)dxi
]
dxi
=
∫
∂
∂xi
F (x1, . . . , xn)dxi
= g(x1, . . . , xn)
hence
∫
∂
∂xi
F (x1, . . . , xn)dxi is a Basic Function of Type One with respect to xi.
Example 4. Let’s consider the function f(x, y) = sin(x) cos(y) + sin(y)
which we used in example 1. Now, we know that it is not a Basic Function
of Type One with respect to x, but
∫
∂f
∂x
dx = sin(x) cos(y) which is a Basic
Function of Type One with respect to x.
∫
∂f
∂x
dx = sin(x) cos(y)
Using theorem 1, we can make a Basic Function of Type One from a given
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function.
Theorem 2. Let Ω be a nonempty simply-connected open region of Rn, and
X = (x1, x2, ..., xn) ∈ Ω. Suppose that f : Ω → R be a function such that
∂f
∂xi
exists and is integrable in Ω for some i such that 1 ≤ i ≤ n, then F (x1, . . . , xn)
is a linear combination of some Basic Functions of Type Two and some constant.
Proof: Let’s check the definition of Basic Function from x1 to xn:∫
∂
∂x1
F (x1, . . . , xn)dx1 = f1(x1, . . . , xn)
By theorem 1, f1 is a Basic Function of Type One with respect to x1. Now
differentiate with respect to x1 from both sides, then we get:
∂
∂x1
F (x1, . . . , xn) =
∂
∂x1
f1(x1, . . . , xn)
It follows that:
F (x1, . . . , xn)− f1(x1, . . . , xn) = C1(x2, . . . , xn)
where C1(x2, . . . , xn) is a constant with respect to x1 but in general it can be a
function of x2, . . . , xn. Now let’s work on C1 as below:∫
∂
∂x2
C1(x2, . . . , xn)dx2 = f2(x2, . . . , xn)
By theorem 1, f2 is a Basic Function of Type One with respect to x2. Let’s
differentiate with respect to x2 from both sides, then we get:
∂
∂x2
C1(x2, . . . , xn) =
∂
∂x2
f2(x2, . . . , xn)
It follows that:
C1(x2, . . . , xn)− f2(x2, . . . , xn) = C2(x3, . . . , xn)
Therefore:
F (x1, . . . , xn)− f1(x1, . . . , xn)− f2(x2, . . . , xn) = C2(x3, . . . , xn)
If we keep doing the above process for C2, . . . , Cn we get the following result.
F (x1, . . . , xn)− f1(x1, . . . , xn)− . . .− fn(xn) = Cn
It follows that:
F (x1, . . . , xn) =
n∑
i=1
fi + C (8)
where fi is a Basic Function of Type One with respect to xi for i = 1, . . . , n and
C = Cn is a constant. We can apply this result; equation 8 to all fi and keep
doing that for the following Basic Functions of Type One. Since we can not do
that infinitely many times, this process will stop at some point. Therefore, the
final Basic Functions all have either one variable or they are Basic Functions of
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Type Two. So all final fis are Basic Functions of Type Two.
Example 5. Again, let’s consider the function f(x, y) = sin(x) cos(y) +
sin(y) which we used in example 1. Now, we know that it is a Basic Function
of Type One with respect to y, but it is not a Basic Function of Type One with
respect to x. It is obvious that the f(x, y) is sum of f1 = sin(x) cos(y) which is a
Basic Function of Type Two and f2 = sin(y) which is a Basic Function of Type
One with respect to y and since it has just one variable it is a Basic Function of
Type Two as well. Therefore, f is a sum of two Basic Functions of Type Two.
Basic Function Method
In this section, we apply theorem 2 and property 1 to introduce the Basic
Function Method. First, Let’s consider the exact differential equation with two
variables as follows:
M(x, y)dx +N(x, y)dy = 0 (9)
Suppose that the solution of the differential equation is φ(x, y) = C where C is a
constant. By theorem 2, φ(x, y) is a linear combination of some Basic Functions
of Type Two and some constant. Without loss of generality we can ignore the
constant. Therefore, the most general form that we can write φ(x, y) as linear
combination of Basic Functions of Type Two is as below:
φ(x, y) = B1(x) +B2(y) +B3(x, y) (10)
where Bi are basic functions of type two. Therefore we can write equation 9 as
follows: [
∂B1
∂x
+
∂B3
∂x
]
dx+
[
∂B2
∂y
+
∂B3
∂y
]
dy = 0
Then by property 1 we get:∫ [
∂B1
∂x
+
∂B3
∂x
]
dx+
∫ [
∂B2
∂y
+
∂B3
∂y
]
dy
= B1(x) +B3(x, y) + B2(y) +B3(x, y)︸ ︷︷ ︸
repeated
= B1(x) +B2(y) + B3(x, y) = φ(x, y)
Which is the solution of exact differential equation 9.
Now let generalize the method and consider the exact differential equation with
n variables as below:
M1(x1, . . . , xn)dx1 +M2(x2, . . . , xn)dx2 + . . .+Mn(x1, . . . , xn)dxn = 0 (11)
Suppose the solution of the differential equation is φ(x1, . . . , xn) = C where C
is a constant. By theorem 2, φ is a linear combination of some Basic Functions
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of Type Two as below:
φ(x1, . . . , xn) = B1 +B2 + . . .+Bm (12)
Where Bi ; j = 1, . . . ,m ; are basic Functions of Type Two with respect to
some xi s. Equations 11 and 12 implies the following :
dφ = dB1 + dB2 + . . .+ dBm (13)
= M1dx1 +M2dx2 + . . .+Mndxn
Now, by applying property 1 to all Bis in equation 13, the solution of equation
11, φ(x1, . . . , xn), is the direct result of the following two rules:
Rule 1: Ignoring integration constants, integrate each term of equation 11
separately as follows :
φ =
∫
M1dx1 +
∫
M1dx2 + . . .+
∫
Mndxn = C (14)
Rule 2: eliminate any repeated terms in equation 14 after finding the inte-
grals.
Therefore, the method of Basic Function can be summarized by Rules 1 and
2 which can be applied on an exact differential equation with any number of
variables.
An Example Of Exact Differential Equation
Let’s solve the following exact differential equation that motivates the method
of Basic Function:
(ex sin y cos z − 2y sin x ez)dx + (ex cos y cos z + 2 cos x ez +
1
yz
)dy
+(2y cos x ez − ex sin y sin z −
ln y
z2
)dz = 0
where:
M(x, y, z) = ex sin y cos z − 2y sin x ez,
N(x, y, z) = ex cos y cos z + 2 cos x ez +
1
yz
P (x, y, z) = 2y cos x ez − ex sin y sin z −
ln y
z2
The differential equation is exact because My = Nx , Mz = Px , and Nz = Py.
1. Standard Method.
Φ(x, y, z) =
∫
M(x, y, z)dx = ex sin y cos z + 2y cos x ez + h(y, z)
∂Φ
∂y
= N
7
Thus:
ex cos y cos z + 2 cos x ez +
∂h
∂y
= ex cos y cos z + 2 cos x ez +
1
yz
Therefore:
h(y, z) =
∫
1
yz
dy =
ln y
z
+ k(z)
It follows that:
Φ(x, y, z) = ex sin y cos z + 2y cos x ez +
ln y
z
+ k(z)
We can calculate k(z) as bellow:
∂Φ
∂z
= p ⇒ −ex sin y sin z + 2y cos x ez + ln y ln z + k′(z)
= −ex sin y sin z + 2y cos x ez + ln y ln z
Hence:
k′(z) = 0 ⇒ k(z) = constant
we conclude that:
Φ(x, y, z) = ex sin y cos z + 2y cos x ez +
ln y
z
= C
2. Basic Function Method. Let’s use Rule 1 and 2; calculate
∫
Mdx +∫
N dy +
∫
P dz and eliminate the repeated terms:
Φ = ex sin y cos z + 2y cos x ez + ex sin y cos z︸ ︷︷ ︸
repeated
+ 2y cos x ez︸ ︷︷ ︸
repeated
+
ln y
z
+ ex sin y cos z︸ ︷︷ ︸
repeated
+ 2y cos x ez︸ ︷︷ ︸
repeated
+
ln y
z︸︷︷︸
repeated
= ex sin y cos z + 2y cos x ez +
ln y
z
= C
which gives the same result as the standard method.
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