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1 Introduction
Let X be a graph that is regular of valency d. If the edge set of X can
be partitioned into d/2 Hamilton cycles when d is even, or into (d − 1)/2
Hamilton cycles and a perfect matching when d is odd, then we say that
X is Hamilton-decomposable or admits a Hamilton decomposition. There
has been an interest in Hamilton-decomposable graphs from the infancy of
graph theory. We are interested in a particular family of graphs with respect
to this property.
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Let G be a finite group and S an inverse-closed subset of G such that
1 6∈ S. The Cayley graph on G with connection set S is the graph whose
vertices are labelled with the elements of G, where the vertex labelled g is
adjacent to all vertices of the form gs as s runs through S. We denote the
graph by Cay(G;S).
When G is abelian, we normally use additive notation so that g is ad-
jacent to g + s as s runs through S. It follows easily from the definition
that left translation by any element of G is an automorphism of Cay(G;S).
Cayley graphs on cyclic groups are usually called circulant graphs and have
the special notation circ(n;S), where n is the order of the cyclic group.
The first author [1] asked whether all connected Cayley graphs on abelian
groups admit Hamilton decompositions. There have been some nice partial
results obtained since the problem was first posed, and it has been trans-
formed into a conjecture over the intervening years.
One approach to the conjecture has been based on valency. Bermond,
Favaron, and Maheo [2] showed that the conjecture holds when the graph has
valency 4. Dean [3] studied circulant graphs of valency 6 and proved that odd
order connected circulant graphs of valency 6 are Hamilton-decomposable.
He also verified that many even order connected circulant graphs of valency 6
have Hamilton decompositions, but there was a small class of such circulants
for which he could not verify the conjecture. Recently, Westland, Liu, and
Kreher [8] have extended Dean’s results to connected Cayley graphs on
abelian groups. They had a similar outcome in that they could do it for
all connected Cayley graphs of valency 6 on odd order abelian groups, and
for most connected Cayley graphs of valency 6 on even order abelian groups
but not all.
Liu approached the conjecture from the standpoint of structural prop-
erties of the connection set. In a series of three very nice papers [4, 5, 6],
he proved that if the connection set S is a minimal Cayley generating set,
then Cay(G;S) is Hamilton-decomposable with one exceptional case for |G|
even. The connection set S is a minimal Cayley generating set when 〈S〉 = G
but 〈S − {s, s−1}〉 is a proper subgroup of G for every s ∈ S. Liu’s result
subsumes several older special cases for which the conjecture was known to
hold. For example, his result covers the cartesian product of any number of
cycles and the even dimensional cubes.
The object of this paper is to approach the conjecture from the stand-
point of the order of the graph. It is a trivial observation that every vertex-
transitive graph of prime order is a circulant graph. It is easy to see that
a prime order circulant graph circ(p;S) has a Hamilton decomposition be-
cause all the edges arising from a fixed element s ∈ S generate a Hamilton
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cycle. We aim to prove that all connected vertex-transitive graphs of order
p2, p a prime, are Hamilton-decomposable.
2 Preliminaries
As observed above, a vertex-transitive graph of prime order is a circulant
graph. Marusˇicˇ [7] proved that every vertex-transitive graph of order p2, p
a prime, is a Cayley graph. To within isomorphism there are two groups
of order p2, Zp2 and Zp × Zp, and both are abelian. Thus, every vertex-
transitive graph of order p2 is a Cayley graph on an abelian group.
We now move to definitions and results that are required to attain the
objective of this paper. Let σ be a permutation of the vertex set V (X) of
a graph X. If Y is a subgraph of X, then σ(Y ) denotes the subgraph of X
induced by the set of edges {σ(u)σ(v) : uv ∈ E(Y )} provided that σ(u)σ(v)
actually is an edge of X for every uv ∈ E(Y ). If the latter is not the case,
then σ(Y ) simply is undefined. Note that if σ is a graph automorphism,
then σ(Y ) always is defined.
2.1 Definition. Let F be a 2-factorization of a 2d-regular graph X with
2-factors F1, F2, . . . , Fd. A d-matching M in X is said to be orthogonal to
F if M shares exactly one edge with each Fi, 1 ≤ i ≤ d. We frequently say
M is an orthogonal matching.
There is a standard near-1-factorization of an odd order complete graph
based on an orthogonal matching. Think of the complete graph of order
2m+1 as the circulant graph circ(2m+1;S), where S = {1, 2, . . . , 2m}. Let
F be the 2-factorization obtained by letting Fi, 1 ≤ i ≤ m, consist of the
edges generated by i ∈ S. If we now let M∗ be the m-matching consisting
of the edges u1u2m, u2u2m−1, . . . , umum+1, it is clear that M∗ is orthogonal
to F . The near-1-factorization is
M∗, ρ(M∗), . . . , ρ2m(M∗),
where ρ is the permutation (u0 u1 · · · u2m).
2.2 Definition. Let X = circ(n;S) and n be odd. If |S| = 2d, then the
d-matching M(0) = M∗ ∩ E(X) is orthogonal to the 2-factorization of X,
where each 2-factor consists of the edges generated by a single element s ∈ S.
We call M(0) the canonical orthogonal matching centered at u0. We obtain
the canonical orthogonal matching M(i) centered at ui by taking M(i) =
ρi(M(0)), where ρ is the same permutation as in the preceding paragraph.
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Figure 1 shows the orthogonal matching M(0) for the circulant graph of
order 7 with connection set {±1,±2}.
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The edge space of a graph X, denoted E(X), is the vector space over F2,
the field of order 2, coordinatized by the edges of X. Hence, the elements
of E(X) are the subgraphs of X. We use ⊕ for the sum of vectors in E(X).
Hence, if X1 and X2 are subgraphs of X, then the edge set of X1 ⊕ X2 is
the symmetric difference of the edge sets of X1 and X2.
Figure 2 shows the sum of two vertex-disjoint cycles and a 4-cycle that
overlaps each cycle in an edge. Working in the edge space gives an easy way
to describe combinations of subgraphs.
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3 The Group Zp × Zp
The next three results set the stage for an approach based on partitioning
the connection set S of a Cayley graph X on the group Zp × Zp as we
now explain briefly. Lemma 3.1 below allows us to choose certain pairs of
elements, together with their inverses, from the connection set that generate
a Hamilton-decomposable 4-valent subgraph. This is the essential role of
Lemma 3.1.
We keep removing pairs of elements until we either have exhausted the
connection set, in which case we are done, or we end up with one of two
situations for which we no longer can remove the special pairs. One situation
leaves us with a 6-valent subgraph for which we use the main result from [8].
The other situation leaves us with the cartesian product of a cycle of length
p and a circulant graph of order p. This situation is handled in Theorem
3.3 below.
3.1 Lemma. Let G be a group of order p2, where p is a prime. If g, h ∈ G
both have order p and g 6∈ 〈h〉, then X = Cay(G; {±g,±h}) is Hamilton-
decomposable.
Proof. In the special case of p = 2, X is a 4-cycle. So the result holds for
p = 2 and we assume p is an odd prime for the rest of the proof.
The edges generated by h produce a 2-factor F composed of p cycles
C(1), C(2), . . . , C(p) all of length p. Because g 6∈ 〈h〉, the edges generated
by g join cycles of F together. Without loss of generality, we may assume
the cycles are labelled so that there is an edge joining a vertex of C(1) to a
vertex of C(2). Because G is abelian, it is easy to see that there is a perfect
matching joining vertices of C(1) and C(2). In fact, the subgraph induced
by X on V (C(1)) ∪ V (C(2)) is isomorphic to the cartesian product of a
p-cycle and K2. The cycles C(1), C(2), . . . , C(p) must be joined cyclically,
and because G is abelian and g has order p, it then follows that X is iso-
morphic to the cartesian product of two p-cycles. Thus, X has a Hamilton
decomposition by [2].
When working in Zn, we use the residues 0, 1, 2, . . . , n−1 (unless specifi-
cally mentioned to the contrary), and we think of the residues being ordered
0 < 1 < · · · < n−1. The notion of one residue being smaller than another is
in reference to the order just given. In a circulant graph X with vertices la-
belled v0, v1, . . . , vn−1, the length of an edge vivj is defined to be the smaller
of {j − i, i− j} in Zn.
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The proof of Theorem 3.3 below depends heavily on a well-known tech-
nique for lifting Hamilton cycles in a quotient graph to Hamilton cycles in
the original graph. We shall describe a narrow version of this technique as
that is all we need here.
Suppose that f is a semi-regular automorphism of prime order p of a
graph X, that is, all the cycles in the disjoint cycle decomposition of f have
length p. We form the natural quotient graph X/f by contracting each cycle
of f to a single vertex, deleting all loops, and replacing any multiple edges
by a single edge.
Note that if there is an edge between two vertices of X/f , then there
is a perfect matching between the vertices of the corresponding cycles of
f in X via the action of f . It is now easy to see that a Hamilton cycle
in the quotient graph X/f corresponds to a 2-factor F in X arising from
the union of the perfect matchings corresponding to the edges. Because of
the action of f , it must be the case that F either is a Hamilton cycle or p
vertex-disjoint cycles in X.
3.2 Lemma. Let X be a regular graph of order p2, p a prime, and valency
2, and let f be a semi-regular automorphism of X of order p. If the quotient
graph X/f is a Hamilton cycle and X contains a path of length p whose
terminal vertices are distinct, then X itself is a Hamilton cycle.
Proof. According to the comments preceding the statement of Lemma 3.2,
X either is a Hamilton cycle or p vertex-disjoint p-cycles. If X contains a
path of length p whose terminal vertices are distinct, then X cannot consist
of p vertex-disjoint p-cycles. The conclusion now follows.
3.3 Theorem. If X is a connected circulant graph of prime order p > 2
and Cp denotes the cycle of length p, then the cartesian product Cp 2 X has
a Hamilton decomposition.
Proof. Let the vertices of the cartesian product be denoted {ui,j : 0 ≤
i, j ≤ p − 1}. Let the connection set for X be S = {±s1,±s2, . . . ,±st},
where s1 < s2 < · · · < st < p/2. We have that Cp 2 X is a Cayley graph
on Zp × Zp. Let f be left translation by the group element (1, 1), that is,
f(ui,j) = ui+1,j+1, where all subscript calculations are carried out modulo
p. As mentioned earlier, f is an automorphism of Cp 2 X.
For simplicity of language, we refer to the vertices ui,j with i fixed as a
“column,” and those with j fixed as a “row.” Note that f is semi-regular of
order p so that 〈f〉, the group generated by f , has p orbits each of length
6
p. It is easy to see what the p orbits of 〈f〉 are (they are, in fact, the
combinatorial lines with slope 1), and that every orbit intersects each row
and each column in a single vertex. Let ∆i, 0 ≤ i ≤ p− 1, denote the orbit
of 〈f〉 containing the vertex u0,i.
It is useful to observe that all edges of Cp 2 X are either vertical or
horizontal so that every edge has its end vertices in different orbits. For
each sk ∈ {s1, . . . , st}, we obtain a Hamilton cycle in Cp 2 X as follows.
Let C(i, sk) denote the cycle spanning column i generated by the element
sk. For each i satisfying 0 ≤ i ≤ p − 1, let ei,k denote the edge of length
sk in the canonical matching M(i). Then let Fi,k be the 4-cycle obtained
by taking ei,k, the two horizontal edges from the ends of ei,k to vertices of
column i+ 1, and the edge of length sk joining them in column i+ 1.
We claim that
Hk = C(0, sk)⊕ F0,k ⊕ C(1, sk)⊕ F1,k ⊕ · · · ⊕ C(p− 1, sk)⊕ Fp−1,k
is a Hamilton cycle. We do so by first observing the easy facts that Hk is
regular of valency 2 and f is an automorphism of Hk. If we find a subpath
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of length p in Hk that passes through every orbit such that the last vertex
is in the same orbit as the first vertex and the two vertices are distinct, then
Lemma 3.2 implies that Hk is a Hamilton cycle.
Let the edge of length sk in M(0) in column 0 be u0,iu0,j , where i < j.
This edge disappears because of the 4-cycle sum involving F0,k. Similarly,
the edge u0,i−1u0,j−1 does not appear in Hk because of the 4-cycle Fp−1,k.
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Hence, the p-cycle in column 0 composed of the edges of length sk has had
two edges removed and now consists of a path P1 from u0,i to u0,j−1, and
a path P2 from u0,i−1 to u0,j . (When sk = 1, then j − 1 = i and we really
have a single path. We’ll mention how to handle this later.)
The two paths P1 and P2 span all the vertices of column 0 so that they
intersect every orbit. If we now let P ′2 = f(P2), then it lives in column 1
and still intersects the same orbits of 〈f〉 as P2. But vertex u1,i is an end
vertex of P ′2 so that the edge u0,iu1,i, which belongs to Hk, joins P1 and P ′2
into a single path of length p− 1 intersecting every orbit. The other end of
P ′2 is u1,j+1 and there is an edge from u1,j+1 to u2,j+1. Because u2,j+1 is in
the same orbit as u0,j−1 but is distinct, Hk is a Hamilton cycle.
As promised, we mention what to do when sk = 1. (Figure 3 shows this
subcase for p = 5.) In this case, when we delete the two successive edges of
length 1 from the cycle spanning column 0, we end up with a path of length
p− 2 in column 0 missing the vertex u0,(p−1)/2. But the graph H1 contains
the edges u0,(p+1)/2u1,(p+1)/2 and up−1,(p−3)/2u0,(p−3)/2. This gives us a path
of length p from up−1,(p−3)/2 to u1,(p+1)/2 satisfying the criteria of Lemma
3.2 so that H1 is a Hamilton cycle.
To conclude the proof of the theorem, we need to show that the sub-
graph Y , composed of the edges left over after carrying out the preceding
construction for each s1, . . . , st, is itself a Hamilton cycle. Because f is an
automorphism of Cp 2 X and an automorphism of each Hk, it also is an
automorphism of Y . Because we have removed t Hamilton cycles from a
regular graph of valency 2t+ 2, we know that Y is regular of valency 2.
We were able to show that H1, H2, . . . ,Ht are Hamilton cycles by directly
finding convenient subpaths of length p and employing Lemma 3.2. However,
this does not work for Y as there are no obvious convenient subpaths of
length p. Instead, we show that the quotient graph Y/f is a Hamilton cycle
and then prove that Y must have a subpath satisfying the hypotheses of
Lemma 3.2.
We know that Y/f is regular of valency 2 because of the action of f on
Y . It suffices to show that Y/f is connected. We do so by describing Y/f
using column 0 in Cp 2 X. We leave some of the details to the reader for
brevity’s sake, but the idea should be clear.
Place the vertices in a circular fashion in the order w0, w1, . . . , wp−1,
where wi represents the contracted orbit ∆i. The 4-cycles we use to join
cycles of column 0 and column 1 involve the edges of M(0) in column 0, and
the 4-cycles we use to join cycles of column p− 1 and column 0 involve the
edges of M(p − 1) in column 0. Thus, the vertical edges of Y in column 0
are the edges of M0 and the edges of Mp−1. Hence, Y/f has the edges of
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M(0) and M(p− 1).
If the vertex wk is not incident with an edge of M(0) ∪M(p − 1), then
u0,k in column 0 is not involved in any 4-cycle sums. This implies that both
edges up−1,ku0,k and u0,ku1,k are in Y . This in turn implies that wk−1wk
and wkwk+1 are edges of Y/f because of the orbit structure.
Let i be the smallest subscript such that the edge wiwp−1 belongs to
M(0) noting that 0 < i < p/2. Now let j be the largest subscript satisfying
i ≤ j < p/2 such that wi, wi+1, . . . , wj are incident with edges of M(0) and
either j = (p−1)/2 (so that it is incident with the edge of length 1) or wj+1
is not incident with an edge of M(0). We shall think of these edges of M(0)
as a maximal collection of successive “parallel” edges and denote it E.
When we rotate E counterclockwise to get the corresponding edges of
M(p−1), the vertices wi−1 and wp−i have valency 1 in E∪ρ−1(E). When the
edge of length 1 is in E (that is, j = (p−1)/2), then all the remaining vertices
have valency 2 and E ∪ ρ−1(E) is a path from wi−1 to wp−i spanning all the
vertices wi−1, wi, wi+1, . . . , wp−i. On the other hand, when j < (p − 1)/2,
then the vertices wj and wp−j−1 also have valency 1. So we have one path
from wp−i to either wj or wp−j−1, and a second path from wi−1 to whichever
of wj or wp−j−1 has not been used. The two paths span all the vertices in
the segments wi−1, wi, . . . , wj and wp−j−1, wp−j , . . . , wp−i.
By the minimality of i, the vertices
wp−i+1, wp−1+2, . . . , w0, w1, . . . , wi−2
are not incident with any edges of E ∪ ρ−1(E) so that there is a path from
wp−i to wi−1 spanning the vertices
wp−i, wp−i+1, . . . , w0, w1, . . . , wi−1.
When i = 1, then the preceding sequence is wp−1, w0 and both of them are
incident with edges of E ∪ ρ−1(E). We still have an edge joining wp−1 and
w0 in Y/f because the edge u0,0u1,0 is in Y .
Thus, we have a single path from wp−j−1 to wj containing all the vertices
wp−j−1, wp−j , . . . , wp−1, w0, w1, . . . , wj−1, wj .
The same analysis on successive maximal sets of parallel edges in M0 shows
that Y/f is, in fact, a Hamilton cycle. (Figure 4 shows Y/f for p = 11 and
S = {±1,±2,±4} and 11 successive edges of Y .)
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Figure 4
If we now follow p successive edges of Y starting at some vertex of ∆0,
we note that an edge of Y/f in M(0) ∪M(p − 1) corresponds to an edge
belonging to a column of Y , whereas, the other edges of Y/f correspond to
edges of Y between successive columns. Because there are an even number
of edges in M(0)∪M(p− 1), the number of edges involving change between
successive columns is odd and strictly less than p. Hence, when we follow
p successive edges of Y we cannot return to the same column. Lemma 3.2
implies that Y is a Hamilton cycle.
3.4 Corollary. Every connected Cayley graph on the group Zp × Zp, p a
prime, is Hamilton-decomposable.
Proof. Let X be a connected Cayley graph on the group Zp × Zp. The
graph X is either K4 or a cycle of length 4 when p = 2. Both of these graphs
are Hamilton-decomposable so we assume that p is an odd prime for the rest
of the proof.
Let S be the connection set for X. Every element of S is a scalar multiple
of precisely one element in
{(0, 1), (1, 0), (1, 1), . . . , (1, p− 1)}.
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Partition S into parts S0, S1, . . . , Sp, where Si contains the scalar multiples
of (1, i) for i = 0, 1, . . . , p− 1 and Sp contains the scalar multiples of (0, 1).
At least two of the parts are non-empty because X is connected. Con-
sider two non-empty parts Sa and Sb. Without loss of generality assume
|Sa| ≤ |Sb|. Because S is inverse-closed, both Sa and Sb contain an even
number of elements. If |Sa| = 2, then the subgraph Cay(Zp × Zp;Sa ∪ Sb)
is isomorphic to the cartesian product of a circulant graph of order p and
Cp. It is Hamilton-decomposable by Theorem 3.3.
On the other hand, if |Sa| > 2, then choose ±s1 from Sa and ±s2 from
Sb. These two elements generate a connected subgraph of valency 4 that has
a Hamilton decomposition by Lemma 3.1. Continue removing two elements
at a time from both Sa and Sb until there are two elements of Sa remaining.
Use the argument of the preceding paragraph at this point.
If there are an even number of non-empty parts, use the above scheme
on pairs of non-empty parts to obtain a Hamilton decomposition of X. If
there are an odd number of non-empty parts, choose three non-empty parts
Sa, Sb, Sc and let |Sa| ≤ |Sb| ≤ |Sc|. Because there are an even number of
non-empty parts left over (possibly zero), it suffices to show that the sub-
graph generated by the elements of Sa ∪ Sb ∪ Sc is Hamilton-decomposable.
If either inequality is strict, it is easy to see how to obtain a Hamilton
decomposition. Simply remove pairs of elements (using Lemma 3.1) until
one set is empty. Then complete by working with the leftover pair of parts.
If all three parts have the same cardinality, remove elements alternately
from different parts. This either terminates with all three parts being left
empty, or all three parts end up with cardinality 2. In the latter case, these
elements generated a connected Cayley graph on Zp×Zp of valency 6. This
subgraph can be decomposed into three Hamilton cycles by the main result
of [8].
4 The Group Zp2
We now consider Cayley graphs on the group Zp2 , that is, circulant graphs
of order p2. The following lemma reduces the scope of the proof of the main
result of this section.
4.1 Lemma. If the circulant graph of order p2 and with connection set
S = {±1,±s1,±s2, . . . ,±st}, for any t satisfying 1 ≤ t ≤ (p− 1)/2 where si
is a multiple of p for i = 1, 2, . . . , t, is Hamilton-decomposable, then every
connected circulant graph of order p2 is Hamilton-decomposable.
11
Proof. Let X be a connected circulant graph of order p2 with connection
set S. A circulant graph of order p2 whose connection set contains only
multiples of p clearly is disconnected. Thus, S must contain an element
a such that gcd(a, p2) = 1. The circulant graph Y with connection set
S′ = a−1S is isomorphic to X and contains ±1 in its connection set.
Any element s ∈ S′ that is not a multiple of p and is different from ±1
generates a Hamilton cycle on its own. Hence, we may remove ±s, for all
such elements in S′, leaving us with ±1 and all the multiples of p in S′.
If this circulant subgraph is Hamilton-decomposable, then Y is Hamilton-
decomposable. This, of course, implies that X is Hamilton-decomposable.
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We employ a special path in the proof of the next theorem and here is
its description. Let X be a circulant graph of order n with connection set
S = {±s1,±s2, . . . ,±st} satisfying s1 < s2 < · · · < st < n/2. Suppose the
vertices of X are labelled u0, u1, . . . , un−1. Define the path as follows with
all subscript arithmetic carried out modulo n. From vertex u0 take the edge
to ust . Follow this with the edge to ust−st−1 , then the edge to ust−st−1+st−2 ,
and so on until using the edge of length s1. Notice that this is a zig-zag path.
Now from u0 take the edge to un−st followed by the edge to un−st+st−1 and
so on until again finishing with the edge of length s1. The resulting path of
length 2t is what we call the reflected zig-zag path rooted at u0. (Figure 5
pictures the path for n = 12 and connection set {±2,±5}.)
The preceding path has one desirable property we exploit. The path
is composed of two t-matchings M1,M2 obtained by letting alternate edges
form a matching. The desirable property is that both matchings contain
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one edge of each of the lengths s1, s2, . . . , st.
4.2 Theorem. If X is the circulant graph of order p2 with connection set
S = {±1,±s1,±s2, . . . ,±st}, where si is a multiple of p for i = 1, 2, . . . , t,
then X is Hamilton-decomposable.
Proof. Let X be a circulant graph satisfying the hypotheses. If S = {±1},
then X is a Hamilton cycle and we are done. So we assume that S contains
±s1,±s2, . . . ,±st, t ≥ 1, all of which are multiples of p.
The vertices of X normally are labelled u0, u1, . . . , up2−1 so that the
permutation
(u0 u1 · · · up2−1)
belongs to Aut(X) and uiui+1 is an edge because ±1 is in the connection
set. We represent the vertices as a p× p array. The vertex vi,j in the array
is the vertex ui+jp, 0 ≤ i, j ≤ p− 1. We refer to vertices vi,j with i fixed as
column i and with j fixed as row j.
There is an edge joining vi,j and vi+1,j for all i = 0, 1, . . . , p − 2, and
an edge joining vp−1,j and v0,j+1 for all j = 0, 1, . . . , p − 1, where subscript
arithmetic is carried out modulo p, because ±1 ∈ S. Because all remaining
elements of S are multiples of p, it is easy to see that the rest of the edges
in X join vertices in the same column. In fact, the subgraph induced on
each of the columns is the circulant graph X/p of order p with connection
set {±s1/p,±s2/p, . . . ,±st/p}.
We know that X/p has a decomposition into Hamilton cycles each of
which is composed of constant length edges in X/p. Let Hk(i), 0 ≤ i ≤ p−1,
denote the copy of the Hamilton cycle in column i composed of the edges of
length sk/p. Without loss of generality, we assume that the elements of the
connection set for X/p satisfy
0 < s1/p < s2/p < · · · < st/p < p/2.
Let P denote the reflected zig-zag path for the circulant graph with
connection set {±s1/p,±s2/p, . . . ,±st/p} rooted at u0, and let M1 and M2
denote the two t-matchings. Moreover, choose M1 and M2 so that in the
initial description of the zig-zag path, the edge from u0 to ust is in M2. For i
even and 0 ≤ i < p−1, let Fi,k be the 4-cycle made up of the edges of length
sk/p in M1 in columns i and i + 1, and the two horizontal edges joining
them. Similarly, for i odd and 0 < i < p − 1, let Fi,k be the 4-cycle made
up of the edges of length sk/p in M2 in columns i and i + 1, and the two
horizontal edges joining them. It is easy to see that
Hk(0)⊕ F0,k ⊕Hk(1)⊕ F1,k ⊕ · · · ⊕Hk(p− 2)⊕ Fp−2,k ⊕Hk(p− 1)
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is a Hamilton cycle in X by observing that the 4-cycles join successive col-
umn cycles composed of the edges of length sk/p and, unlike the proof of
Theorem 3.2, there is no 4-cycle between columns p− 1 and 0.
Doing this for each s1/p, s2/p, . . . , st/p yields t vertex-disjoint Hamilton
cycles in X whose removal leaves a regular graph of valency 2. Call this
graph Y . We are done upon showing that Y is a Hamilton cycle.
We now describe the edges of Y . Because of the 4-cycles we used in
forming the Hamilton cycles above, in column 0 there is a copy of the t-
matching M1, in column p − 1 there is a copy of M2, and in all remaining
columns there are copies of P = M1∪M2. There are no other vertical edges
in Y .
Because there are no 4-cycles joining columns 0 and p−1, all of the edges
of the form vp−1,jv0,j+1 belong to Y . All remaining edges of Y are horizontal
edges but some of the original horizontal edges are missing because of the
4-cycle sums.
First, if uk does not lie on P , then no vertex in row k lies on any copy
of P . Hence, the entire path v0,kv1,k · · · vp−1,k lies in Y . Second, if uk is an
internal vertex of P , then the entire path v0,kv1,k · · · vp−1,k is missing from
Y .
Let u` be the end vertex of the path P on the edge of M1. This implies
that up−` is the end vertex of P on the edge of M2 (because P is rooted
at u0). Hence, the horizontal edge vi,p−`vi+1,p−` belongs to Y for all even i
satisfying 0 ≤ i < p − 1 and does not belong to Y for all odd i satisfying
0 < i < p − 1. Similarly, the horizontal edge vi,`vi+1,` belongs to Y for
all odd i satisfying 0 < i < p − 1 and does not belong to Y for all even i
satisfying 0 ≤ i < p− 1.
The horizontal edges just described tie together all the vertical copies of
P in columns 1 through p− 1 into a single subpath whose terminal vertices
are v0,p−` and vp−1,`. Let P ′ denote the subpath of Y just described.
To see that Y actually is a Hamilton cycle, we now introduce an auxiliary
multigraph aux(Y ) to act as a roadmap for the verification. Label the
vertices of aux(Y ) with 0, 1, . . . , p− 1. Join i to i+ 1 for i = 0, 1, . . . , p− 1,
where we treat the operation modulo p, giving us a Hamilton cycle C. Then
put in the edges of the zig-zag path P rooted at 0. If s1/p = 1, then
aux(Y ) has two edges with multiplicity 2; otherwise it has no multiple edges..
(Figure 6 illustrates aux(Y ) when p = 7 and the connection set is {±1,±3}.)
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Figure 6
We are going to describe a closed walk in aux(Y ) that demonstrates that
Y is a Hamilton cycle. We now describe some features of this walk, but first
we need some nomenclature. Orient the Hamilton cycle C clockwise with
vertex 0 followed by vertex 1 and so on. The vertices of P partition the
vertices of C into intervals and these intervals are crucial.
Label the vertices of P clockwise around C with w0, w1, . . . , w2t (see Fig-
ure 6) so that w0 = 0. We use the notation [wi, wi+1] to denote the vertices
of C from wi through to wi+1 in the clockwise direction. For example, the
interval [w4, w0] in Figure 6 consists of the vertices 5, 6, and 0.
Each vertex wi, 0 ≤ i ≤ 2t, corresponds to two vertices, namely, v0,wi
and vp−1,wi so that the walk in aux(Y ) passes through each vertex wi at
least twice and we must keep track of its role as we pass through. The edges
of P in aux(Y ) also are used twice. One time corresponds to a vertical edge
in column 0 or column p− 1, and the second time corresponds to traversing
the path P ′ in Y .
Finally, the interval [wi, wi+1] corresponds to a subpath of Y as follows.
The subpath starts at vp−1,wi with the edge from vp−1,wi to v0,wi+1. If
wi + 1 = wi+1, the path is just this single edge, whereas, if wi + 1 < wi+1,
then we continue with the entire row wi + 1 to vp−1,wi+1. We then add the
edge to v0,wi+2. If wi + 2 = wi+1, we stop. If wi + 2 < wi+1, we then add
the entire row wi + 2. We continue in this way until we reach v0,wi+1 where
we stop.
What we have just seen is that the interval [wi.wi+1] corresponds to a
path from vp−1,wi to v0,wi+1 that contains all the vertices in all rows lying
strictly between wi and wi+1. We now are ready to describe the walk in
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aux(Y ).
Recall that the matchings M1 and M2 were chosen so that the edge
w0wt is in M2. We start the walk at the vertex w0 by traversing the interval
[w2t, w0] from w0 to w2t. Because we are traversing the interval counter-
clockwise, we saw above that this corresponds to a path in Y from v0,0 to
vp−1,w2t using all vertices in rows w2t + 1, w2t + 2, . . . , p− 1
The walk in aux(Y ) is now at w2t. If t = 1, then 2t = t+ 1 = 2 and the
edge w0w2 belongs to M1. Then the corresponding path in Y starts at v0,0
and terminates at vp−1,w2 . This vertex is one end of the path P ′ in Y and
stage 1 of the walk is complete.
When t > 1, then 2t > t + 1 so that the edge w2twt+1 ∈ M2. We then
add the edge w2twt+1 to the walk in aux(Y ) which corresponds to adding
the edge vp−1,w2tvp−1,wt+1 to the path in Y .
The walk in aux(Y ) is now at wt+1 and corresponds to a vertex in col-
umn p − 1 of Y . Thus, we continue the walk by traversing the interval
[wt+1, wt+2] in the clockwise direction. This corresponds to adding the path
from vp−1,wt+1 to v0,wt+2 in Y using all vertices in rows
wt+1 + 1, wt+1 + 2, . . . , wt+2 − 1.
The walk currently is at wt+2 corresponding to a vertex in column 0. If
t = 2, then t+ 2 = 2t = 4 and the edge w3w4 is in M2. The corresponding
path in Y terminates at v0,w4 which is one end of the path P
′ and stage 1
of the walk is complete.
Note that in the preceding two subcases (that is, t = 1 and t = 2) the
walk in aux(Y ) covers all the intervals from wt+1 through w0 in a clockwise
direction and finishes at a vertex corresponding to one end of the path
P ′. It is not difficult to see that this always happens by considering the
parity of t. This is stage 1 of the walk, that is, we use all the intervals
[wt+1, wt+2], [wt+2, wt+3], . . . , [w2t, w0] and stop at a vertex corresponding to
a terminal vertex of P ′ in Y .
Stage 2 of the walk consists of traversing all of P in aux(Y ). This
corresponds to adding all of P ′ in Y .
Stage 3 consists of completing the walk essentially following the rules of
stage 1. We illustrate with t = 1, t = 2 and t = 3 from which the general
case should be clear.
When t = 1, we first traverse the interval [w2, w0] counterclockwise from
w0 to w2 completing stage 1. We then traverse the path P = w1w0w2 from
w2 to w1 for stage 2. We then traverse the interval [w0, w1] from w1 to w0
followed by taking the edge w0w1. We then traverse the interval [w1, w2] in
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a clockwise direction. We finish stage 3 by traversing the edge w0w2 from w2
to w0. It is easy to verify that this closed walk verifies that Y is a Hamilton
cycle.
When t = 2, stage 1 consists of a traversal of [w0, w4] from w0 to w4,
followed by covering the edge from w4 to w3 and finished by traversing the
interval [w3, w4] from w3 to w4. We then take the path P = w1w2w0w3w4
from w4 to w1 for stage 2. Stage 3 then consists of traversing the interval
[w1, w2] clockwise, followed by the edge w1w2 from w2 to w1, and followed
by traversing the interval [w0, w1] counterclockwise from w1 to w0. We then
take the edge from w0 to w2 which is followed by a traversal of the interval
[w2, w3] from w2 to w3, and then complete the walk by taking the edge from
w3 to w0. It is easy to verify that this corresponds to a Hamilton cycle.
When t = 3, stage 1 consists of traversing the interval [w6, w0] from w0
to w6, then the edge from w6 to w4, then a clockwise traversal of [w4, w5],
then the edge from w5 to w6, and finished by a counterclockwise traversal of
[w5, w6]. Stage 2 consists of a traversal of P from w5 to w2. Stage 3 consists
of traversing the interval [w1, w2] counterclockwise, followed by the edge
from w1 to w2, followed by a clockwise traversal of [w2, w3], followed by the
edge from w2 to w1. We then traverse the interval [w0, w1] counterclockwise,
followed by the edge from w0 to w3, followed by traversing [w3, w4] clockwise,
and finished by taking the edge from w4 to w0. This verifies that Y is a
Hamilton cycle. This concludes the proof.
4.3 Theorem. Every connected vertex-transitive graph of order p2, p a
prime, has a Hamilton decomposition.
Proof. When p = 2, the only possible graphs are the cycle of length 4 and
K4. Both of them have Hamilton decompositions. So we assume that p is
an odd prime.
Every vertex-transitive graph of order p2 is a Cayley graph. There are
two groups of order p2: The elementary abelian group Zp×Zp of rank 2 and
the cyclic group Zp2 . Corollary 3.4 establishes the result for Cayley graphs
on Zp × Zp. Lemma 4.1 and Theorem 4.2 establish the result for circulant
graphs of order p2.
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