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ABSTRACT
We have analysed Herschel observations of M31, using the ppmap procedure. The
resolution of ppmap images is sufficient (∼ 31 pc on M31) that we can analyse far-IR
dust emission on the scale of Giant Molecular Clouds. By comparing ppmap estimates
of the far-IR emission optical depth at 300µm (τ300), and the near-IR extinction optical
depth at 1.1µm (τ1.1) obtained from the reddening of RGB stars, we show that the ratioRobs.τ ≡ τ1.1/τ300 falls in the range 500<∼Robs.τ <∼ 1500. Such low values are incompatible
with many commonly used theoretical dust models, which predict values of Rmodelκ ≡
κ1.1/κ300 (where κ is the dust opacity coefficient) in the range 2500<∼Rmodelκ <∼ 4000.
That is, unless a large fraction, >∼ 60%, of the dust emitting at 300µm is in such
compact sources that they are unlikely to intercept the lines of sight to a distributed
population like RGB stars. This is not a new result: variants obtained using different
observations and/or different wavelengths have already been reported by other studies.
We present two analytic arguments for why it is unlikely that >∼ 60% of the emitting
dust is in sufficiently compact sources. Therefore it may be necessary to explore the
possibility that the discrepancy between observed values ofRobs.τ and theoretical values
of Rmodelκ is due to limitations in existing dust models. ppmap also allows us to derive
optical-depth weighted mean values for the emissivity index, β ≡ −d ln(κ
λ
)/d ln(λ),
and the dust temperature, T , denoted β¯ and T¯ . We show that, in M31, Robs.τ is anti-
correlated with β¯ according to Robs.τ ' 2042(±24) − 557(±10)β¯. If confirmed, this
provides a challenging constraint on the nature of interstellar dust in M31.
Key words: ISM: dust, extinction – submillimetre: galaxies – galaxies: Local Group,
structure, ISM
1 INTRODUCTION
1.1 Preamble
Much of the solid material in the Universe is in the form
of interstellar dust (e.g. Draine 2003). This dust is the ma-
terial which forms planets; it is the material which plays a
vital role in cooling gas as it condenses into new stars; and
it is the material which seriously compromises our view of
the hot objects in the Universe, by absorbing a significant
fraction of their light, and then re-emitting it at far-infrared
wavelengths. Despite its importance, our understanding of
the nature of interstellar dust is limited.
? E-mail: ant@astro.cf.ac.uk
1.2 The galaxies of the Local Group
The Local Group contains two major disc galaxies: the Milky
Way and M31. They have comparable masses and extents,
and are separated by ∼ 0.78 Mpc (Rich et al. 2005). Be-
cause we live in it, our view of the Milky Way is detailed,
but confused, due to the superposition of sources at differ-
ent distances, distance uncertainties, and dust extinction.
Our view of M31 is less detailed, but the large-scale layout
and dynamics of its disc are relatively clear. The molecular
clouds and star formation in M31 are concentrated in three
rings, at radii of ∼6 kpc, ∼11 kpc and ∼15 kpc; the middle
ring is the most massive, and has the highest star formation
rate (Lewis et al. 2015). Although structural details of M31’s
disc differ from the Milky Way, there is no evidence that the
dust in M31 is markedly different from that in the Milky
Way, a disc galaxy of comparable size, age and environment
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(Clayton et al. 2015). However, we should be mindful that
in more distant galaxies – of different type, size, age and/or
environment – the properties of dust might be significantly
different.
1.3 Analysing Herschel maps with ppmap
We have used the ppmap procedure (Marsh, Whitworth &
Lomax 2015) to analyse Herschel pacs images from Krause
et al. (unpublished; see Groves et al. 2012), with mean wave-
lengths (and mean beam sizes) of 70µm (fwhm= 8.5′′),
100µm (fwhm= 12.5′′) and 160µm (fwhm= 13.3′′); and
Herschel spire images from Fritz et al. (2012), with mean
wavelengths (and mean beam sizes) of 250µm (fwhm=
18.2′′), 350µm (fwhm= 24.5′′) and 500µm (fwhm= 36.0′′).
For the pacs observations, we use the azimuthally averaged
PSFs from Poglitsch et al. (2010) adjusted for blurring in-
duced by the 20′′ s−1 scanning speed. For the spire obser-
vations, we use the azimuthally averaged PSFs from Griffin
et al. (2010). No beamshape corrections are made for the
spectral shape. It would be straightforward to include such
corrections in the ppmap procedure, but in practice they are
not significant. We do correct for the spectral shape of the
bandpass.
By abandoning the restrictive assumptions underlying
the standard procedure for analysing far-infrared dust emis-
sion, ppmap not only produces separate images of the opti-
cal depth of emitting dust of different types, and in different
temperature intervals, it also achieves much higher spatial
resolution (∼ 31 pc). Consequently we can evaluate the total
emission optical depth more accurately and at higher reso-
lution. We can also constrain which types of dust and which
temperature intervals make the major contributions to the
total emission optical depth.
By comparing images of the far-infrared dust-emission
optical depth at 300µm (τ300) with images of the near-
infrared dust-extinction optical depth at 1.1µm (τ1.1) (Dal-
canton et al. 2015), we can compute the ratio Robs.τ =
τ1.1/τ300 in 28726 individual 15pc × 15pc pixels. We can
also compute the optical-depth-weighted mean of the far-
IR emissivity index, β = − d ln (τλ) /d ln(λ)|λ=300µm , on the
line of sight through each pixel, and similarly the optical-
depth-weighted mean of the dust temperature, T , on the line
of sight through each pixel.
1.4 Plan of paper
This paper has to do with the statistics of the above quan-
tities (Robs.τ , β, T ), and what they might be telling us about
the properties of interstellar dust. Section 2 outlines the
standard procedure used to analyse far-infrared observations
of dust emission, and the limitations of this procedure. Sec-
tion 3 outlines the ppmap procedure, its advantages and
limitations. Section 4 describes and illustrates the results of
applying ppmap to Herschel observations of M31. Section
5 discusses the observed correlations between derived dust
properties. Section 6 evaluates the likelihood that there is
a large amount of emitting dust in sources that are very
compact (and therefore do not intercept the light from dis-
tributed old populations like RGB stars and do not con-
tribute to τ1.1). Section 7 discusses possible interpretations
of the results, and Section 8 summarises our conclusions.
Appendix A explains why we work in terms of optical
depth (rather than more intuitive and conventional metrics
like the associated column-density of hydrogen). Appendix
B summarises the method used by Dalcanton et al. (2015) to
estimate τ1.1 , and Appendix C summarises the method used
by Draine et al. (2014) to estimate τ300 . Appendix D presents
a collection of theoretical dust models, for comparison with
the properties of dust derived empirically in this paper.
2 THE STANDARD PROCEDURE FOR
ANALYSING DUST CONTINUUM
EMISSION
2.1 Basis of the standard procedure
The standard procedure for analysing multi-wavelength
maps of dust emission starts by degrading all maps to the
coarsest angular resolution (here, that of the longest wave-
length, i.e. ∼ 36′′ at 500µm), thereby throwing away a large
fraction of the available information. Then, it assumes that
the emission is optically thin, and that there is a single type
of dust, and a single dust temperature, along the line of sight
through each pixel, so that the monochromatic intensity is
Iλ = τλ Bλ(T ) = τλo
(
λ
λO
)−β
Bλ(T ). (2.1)
Here τλ is the optical depth at wavelength λ; Bλ(T ) is the
Planck Function; T is the dust temperature (as distinct from
the gas kinetic temperature, which does not concern us in
this paper); and λO is an arbitrary reference wavelength.
β reflects, to first order, how the dust opacity varies with
wavelength in the far-IR, and hence the type of dust.
For pixels with good signal in all six Herschel wave-
bands (Poglitsch et al. 2010; Griffin et al. 2010), there is in
principle sufficient information to estimate τλo, β and T .
However, low T can be mimicked by high β and vice versa,
so many analyses fix β = 2 (the value predicted by most
theoretical dust models; see Appendix D) and only fit τλo
and T . Given τλo , one can also estimate the surface den-
sity of dust, ΣDUST , and the column density of hydrogen in
all chemical forms, NH . However, as noted in Appendix A,
these estimates introduce uncertain assumptions, and we do
not need ΣDUST or NH here.
2.2 Limitations of the standard procedure
The main limitation of the standard procedure is that on
most lines of sight there is a range of dust temperatures,
basically because there is a wide range of radiation fields
heating the dust; the more intense the ambient radiation
field, the hotter the dust. And on many lines of sight there
is a range of dust types, firstly because dust grains initially
condense out under a range of different circumstances, and
secondly because dust grains evolve according to the en-
vironment in which they find themselves; the denser and
colder the environment, the more grains tend to grow, due
to mantle accretion and/or coagulation. Therefore it is an
oversimplification to assume that there is a single dust type,
and a single dust temperature, along each line of sight.
c© 2013 RAS, MNRAS 000, 1–17
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The representative dust temperatures, Tˆ , derived by the
standard procedure are flux-weighted means. Since there is
in reality a range of T , the contribution from warmer than
average dust is overestimated, and the contribution from
cooler than average dust is underestimated. The two errors
do not in general cancel out.
Similarly, the representative emissivity indices, βˆ, de-
rived by the standard procedure are also flux-weighted
means. When there is in reality a range of β, the amount of
cool dust with lower than average β will be underestimated,
and the amount of warm dust with lower than average β
will be overestimated. At the same time, the amount of cool
dust with higher than average β will be overestimated, and
the amount of warm dust with higher than average β will
be underestimated.
Problems with the standard procedure become particu-
larly severe when there are very small dust grains exposed to
strong radiation fields. The very small dust grains are tran-
siently heated. At any instant, most of the emission comes
from a small subset of the grains that are briefly at extremely
high temperatures and cooling rapidly.
3 THE PPMAP PROCEDURE FOR
ANALYSING DUST EMISSION
3.1 Basis of the ppmap procedure
As with the standard procedure, ppmap also assumes that
the dust emission is optically thin, and this can be checked
retrospectively (see Section 5). However, ppmap does not
assume a single uniform type of dust (uniform β), nor a
single uniform dust temperature (T ), along the line of sight
through a pixel. ppmap also delivers pixels which are ∼ 20
times smaller in area than those delivered by the standard
procedure.
ppmap assumes that, on the line of sight through a
pixel, the emitting dust has a continuous range of types (i.e.
emissivity indices, β) and a continuous range of tempera-
tures (T ), and that these subscribe to a bivariate probability
distribution, P (β, T ), so that the contribution to the total
optical depth through the pixel at λO = 300µm, τ300 , from
dust with emissivity index in the interval (β, β+dβ) and
temperature in the interval (T, T+dT ) is
d2τ300 = τ300
∂2P
∂β ∂T
dβ dT . (3.1)
By extension of Eqn. (2.1), the corresponding contribution
to the monochromatic intensity in the pixel is
d2Iλ = d
2τ300
(
λ
300µm
)−β
Bλ(T )
= τ300
(
λ
300µm
)−β
Bλ(T )
∂2P
∂β ∂T
dβ dT , (3.2)
and so the total monochromatic intensity in the pixel is
Iλ =
∫
all β
∫
allT
τ300
(
λ
300µm
)−β
Bλ(T )
∂2P
∂β ∂T
dβ dT .
(3.3)
ppmap replaces the continuous ranges of β and T with a
two-dimensional grid of discrete values, each representing a
small but finite interval. Specifically, for the analysis of M31,
we define four linearly equal β-intervals between 1.25 and
3.25; hence the discrete values are β1 =1.5, β2 =2.0, β3 =2.5,
β4 =3.0, and each represents an interval [βk−0.25, βk+0.25].
Similarly, we define twelve logarithmically equal T -intervals
between 9.3 K and 53.8 K; hence the discrete values are T1 =
10.0 K, T2 = 11.6 K, T3 = 13.4 K, T4 = 15.5 K, T5 = 18.0 K,
T6 = 20.8 K, T7 = 24.1 K, T8 = 27.8 K, T9 = 32.2 K, T10 =
37.3 K, T11 = 43.2 K, T12 = 50.0 K, and each represents an
interval [0.93T` , 1.08T` ]. The double integral in Eqn. (3.3)
can then be approximated by a double sum,
Iλ '
k=4∑
k=1
`=12∑
`=1
{
∆2τ300:k`
(
λ
300µm
)−β
k
Bλ(T`)
}
,
(3.4)
where ∆2τ300:k` is the contribution to τ300 from dust with
emissivity index in β-interval k and temperature in T -
interval `, i.e.
∆2τ300:k` = τ300
β=β
k
+0.25∫
β=β
k
−0.25
T=1.08T
`∫
T=0.93T
`
∂2P
∂β ∂T
dβ dT . (3.5)
The raw data products of ppmap are expectation values for
∆2τ300:k` , and the corresponding uncertainties, ∆
2σ300:k` , for
the 48 combinations of βk and T` (k=1 to 4 times `= 1 to
12), on the lines of sight through each of the pixels on M31
that has sufficient signal (> 5σ). We explain in Appendix A
why it is appropriate to formulate this problem in terms of
optical depth, rather than the surface-density of dust, ΣD ,
or the associated column-density of gas, NH .
3.2 ppmap’s underlying estimation procedure
The ppmap expectation values and uncertainties are de-
rived using a Bayesian estimation procedure based on the
concept of a point process, which is defined generically as
the representation of a system as a collection of points in
a suitably defined state space (Richardson & Marsh 1991).
The system of interest here is the distribution and prop-
erties of dust in M31, which we represent with a rectan-
gular grid of cells, each occupied by an integer number of
very small optical depth quanta, δτ300 . In the original for-
mulation (Marsh, Whitworth & Lomax 2015), each cell was
described by just three parameters, namely its angular coor-
dinates on the sky, (xi , yj ), and its dust temperature, T` , so
that the ensemble of cells occupied a 3D state space (x, y, T ).
The procedure has since been enhanced to accommodate the
emissivity index, β, so that the state space is now 4D, i.e.
(x, y, β, T ), and the cells are distinguished by discrete values
of xi , yj , βk and T` (Marsh et al. 2018). The optical depth,
∆2τ300:k` , assigned to a given cell is equal to the product
of δτ300 and the occupation number for that cell, Γijk` , i.e.
the number of optical depth quanta, δτ300 , that have been
allocated to that cell. The set of occupation numbers for all
the cells is denoted by the state vector Γ. For our analysis
of M31 the number of pixels exceeds 106, and on the lines
of sight through each pixel there are 48 combinations of β
and T , so the state vector has ∼ 5× 107 components.
The Bayesian estimation procedure is based on a mea-
c© 2013 RAS, MNRAS 000, 1–17
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surement model of the form
d = AΓ + µ . (3.6)
Here d is the measurement vector whose mth component
represents the pixel value at location (Xm, Ym) in the ob-
served map at wavelength λm. µ is the measurement noise,
assumed to be a spatially and spectrally uncorrelated Gaus-
sian random process with variance σ2µ . A is the system
response matrix whose mnth element expresses the response
of the mth measurement to the optical depth, ∆2τ300:n , in
the nth cell in the state space – where the nth cell corre-
sponds to spatial location (xn, yn), dust emissivity index βn
and dust temperature Tn. A is given by
Amn = Hλm(Xm − xn, Ym − yn)Bλm(Tn)
× ∆2τ300:n
(
λm
300µm
)βn
∆Ωm . (3.7)
Here Hλ(x, y) is the convolution of the beam profile at wave-
length λ with the profile of an individual object, and ∆Ωm
is the solid angle subtended by the mth pixel.
ppmap applies an iterative routine to obtain the set of
expectation values for the cell occupation numbers, i.e. the
components of the state vector Γ. These are then scaled by
δτ300 to yield the differential optical depths, ∆
2τ300:n , and
their corresponding uncertainties, ∆2σ300:n (Marsh, Whit-
worth & Lomax 2015). Note that for notational brevity we
have condensed the grid of possible positions on the sky,
(xi , yj ), possible emissivity indices, βk , and possible dust
temperatures, T` , into a single index, n, representing a par-
ticular cell in the 4D state space. However, for the purpose of
transforming the 4D image hypercube into projections (cor-
responding, for example, to images of mean β or mean T ), it
is necessary to break out the index n into i, j, k and ` again,
so that for a given spatial location, (xi , yj ), the optical depth
in β-interval k and T -interval ` is denoted ∆2τ300:k` . The it-
erative routine starts with all the occupation numbers set
equal, and the noise level set – arbitrarily – so high that for-
mally this is only a marginally unacceptable fit to the data.
Hence the adjustments to the occupation numbers needed
to improve the fit are sufficiently small to be in the linear
regime. The linear adjustments are implemented, the noise
level is reduced very slightly, and the process is repeated
until the noise reaches the observed level.
The observational noise at each wavelength is estimated
by finding the standard deviation of sky background values
in areas largely free of M31 emission. Iterations then proceed
until the global value of reduced χ2 is just below 1, indicating
that the model fitting errors are similar to the measurement
noise.
The iterative routine is performed on small overlap-
ping patches of the image field, and these patches are then
stitched together so that all pixels on the final image incor-
porate the constraints that derive from their being coupled
to neighbouring pixels by the point-spread function. Typi-
cally ∼ 2 × 104 iterations are required for the patches on
M31. Mathematical details of the iteration routine are given
in Marsh, Whitworth & Lomax (2015).
3.3 Advantages of ppmap
ppmap achieves better resolution than the standard proce-
Table 1. Values of the global reduced χ2 and the reduced χ2s
for the individual Herschel wavebands, along with the numbers
of pixels, NPIXEL , that went into each value.
λ/µm χ2 NPIXEL λ/µm χ2 NPIXEL
70 0.9 4445743 350 1.3 437387
100 0.8 4446276 500 1.3 200635
160 0.7 2317468
250 1.1 822346 global 0.86 12269855
dure because the measurement model (Eqn. 3.7) allows all
the data to be used at their native resolution. For this work,
we have used the resolution of the Herschel pacs 70µm map
(8′′) to define the pixel size (4′′). Finer spatial resolution
can in principle be invoked, but the uncertainties increase
very rapidly if the spatial resolution is reduced below this
value. The range of β-values considered, i.e. (1.25, 3.25), re-
flects the fact that most derived values of β¯ fall in the range
(1.7, 2.8). Similarly, the range of T -values considered, i.e.
(9.3 K, 53.8 K), is dictated by the fact that most derived val-
ues of T¯ fall in the range (12 K, 18 K), but with some much
higher values in specific locations.
ppmap could be run with additional, more closely
spaced, discrete β and/or T values, but this would not actu-
ally increase the accuracy, and it would increase the required
computing time. The choice of 4 discrete β values and 12 dis-
crete T values is a compromise dictated by the amount of
information in the input data, and the need to cover the
inferred ranges of β and T (see preceding paragraph).
A further advantage of ppmap is that it distinguishes
dust of different types, and at different temperatures. This
means that it gives more accurate values for the total
optical depth than the standard procedure. In particular,
ppmap does not underestimate the amount of colder than
average dust, or overestimate the amount of warmer than
average dust, because it does not give all the dust on the
line of sight a single representative temperature.
In addition to generating maps of the expectation value
for the optical depth, ∆2τ300:k` , and of the correspond-
ing uncertainty, ∆2σ300:k` , at each combination of βk and
T` , ppmap produces synthetic Herschel maps internally and
uses them to calculate the reduced χ2s for the individual
Herschel wavebands, and also a global reduced χ2. The
values obtained for M31 are given in Table 1, along with
the number of pixels (i.e. the number of independent data
points) used to obtain them.
Finally, ppmap is in principle able to handle the emis-
sion from small, transiently heated dust grains, provided
that (a) the peak temperatures reached by transiently
heated grains are not above the highest T -interval, and (b)
the effective instantaneous emissivity index of a transiently
cooling grain does not lie outside the available β-intervals.
3.4 Limitations of the current version of ppmap
The limitations of the current version of ppmap are that (i)
it delivers expectation values; (ii) it delivers no information
about the distribution along the line of sight of the different
types of dust or different dust temperatures; (iii) β-values
may not be sufficient to discriminate between all types of
dust; and (iv) it assumes that for all types of dust, β is
c© 2013 RAS, MNRAS 000, 1–17
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Figure 1. Maps of the ZoomZone, a square 2.7 kpc × 2.7 kpc region at the north-east extremity of the 11 kpc ring. The axes of the
ZoomZone are aligned with equatorial coordinates: north is up, east to the left. Its centre is at RA = 11.3499 hr, Dec = 41.9050 deg
(J2000). The ZoomZone is also marked with a black square on Fig. 2(a). The first row shows temperature slices from three contiguous
temperature intervals, (a) `= 4 (14.4 K to 16.7 K), (b) `= 5 (16.7 K to 19.3 K) and (c) `= 6 (19.3 K to 22.4 K) (i.e. images of ∆τ300:` , as
defined by Eqn. 4.1). The second row shows (d) the total optical depth, τ300 (Eqn. 4.3); (e) the mean emissivity index, β¯ (Eqn. 4.4);
and (f) the mean dust temperature, T¯ (Eqn. 4.5). The third row shows the corresponding images obtained with the standard procedure
(Smith et al. 2012). Each image on the third row should be compared with the one immediately above it; further details are given in the
text.
c© 2013 RAS, MNRAS 000, 1–17
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independent of T . The last two limitations can easily be
relaxed, but this will only be sensible when better, i.e. more
constraining, observations become available.
Because ppmap delivers expectation values, the possi-
bility exists that there is more than one significant peak
in the a-posteriori probability distribution. This possibility
seems unlikely, given the well-behaved nature of the func-
tions involved in the response matrix (i.e. the Point Spread
Function, Planck Function and far-IR emissivity law, see
Eqn. 3.7), but it cannot be discounted. It is therefore re-
assuring that, as we discuss in Section 5, the magnitude of
the total optical depth, the mean emissivity index, the mean
dust temperature, and their variations with galacto-centric
radius all agree quite well with those obtained for M31 by
Draine et al. (2014) using a completely different procedure.
ppmap is not able to constrain where the dust of differ-
ent types, and/or at different temperatures, lies along the
line of sight, either in absolute terms (i.e. distances), or in
relative terms (whether one type or temperature is behind,
or in front of, another). This might be possible for a rela-
tively unconfused line of sight, and given a simple model for
the underlying distribution of dust, but the results would
then be model dependent.
If there is more than one type of dust characterised
by the same β, ppmap can not, in its present form, dis-
tinguish them; their contributions to the total optical depth
are lumped together. However, given more sophisticated pre-
scriptions for the wavelength dependence of the far-IR emis-
sivities of different types of dust (i.e. more sophisticated
than the single parameter β), it would be straightforward
to adjust ppmap to estimate the contributions from these
different types.
Finally, in its present form, ppmap assumes that for all
dust types the emissivity, and hence β, is independent of
the temperature, T . Again, it would be straightforward to
adjust ppmap so that this assumption could be relaxed.
4 RESULTS
To illustrate some of the ppmap data products, we start
by zooming in on a 2.7 kpc × 2.7 kpc region at the north-
east extremity of the 11 kpc ring. The location of this region
(hereafter the ZoomZone) is marked with a square on the
image of the whole of M31 on Fig. 2(a).
Given the values of ∆2τ300:k` for each pixel, we can com-
pute a temperature slice for an individual T -interval, `, by
summing over all the β-intervals, k,
∆τ300:` =
k=4∑
k=1
{
∆2τ300:k`
}
. (4.1)
The top row of Fig. 1 shows T -slices for the Zoom-
Zone in three contiguous temperature intervals, ` =
4 (14.4 K to 16.7 K), ` = 5 (16.7 K to 19.3 K) and ` =
6 (19.3 K to 22.4 K). These slices should be interpreted like
velocity channel maps, where the velocity interval is replaced
with a dust temperature interval, and the intensity (inte-
grated over a velocity interval) is replaced with the optical
depth (integrated over a temperature interval). The tem-
perature slices therefore reveal how much dust (of all types)
there is in the different T -intervals, and where it is located.
Similarly, emissivity index slices for individual β-
intervals, k, can be computed by summing over all the T -
intervals, `,
∆τ300:k =
`=12∑
`=1
{
∆2τ300:k`
}
. (4.2)
Emissivity index slices reveal how much dust (at all tem-
peratures) there is in the different β-intervals. Hence they
reveal where dust of different types is located.
The total optical depth is obtained by summing over
both temperature (i.e. `) and emissivity index (i.e. k),
τ300 =
`=12∑
`=1
k=4∑
k=1
{
∆2τ300:k`
}
. (4.3)
The optical depth weighted mean emissivity index and mean
temperature are then given by
β¯ =
1
τ300
`=12∑
`=1
k=4∑
k=1
{
βk ∆
2τ300:k`
}
, (4.4)
T¯ =
1
τ300
`=12∑
`=1
k=4∑
k=1
{
T` ∆
2τ300:k`
}
. (4.5)
From the internal error model, and from simulations using
synthetic data, we find that the absolute uncertainty on β¯ is
∼0.1, and the fractional uncertainty on T¯ is ∼0.03.1
The middle row of Fig. 1 shows, reading from left to
right, (d) the total optical depth, τ300 (Eqn. 4.3); (e) the
optical-depth weighted mean emissivity index, β¯ (Eqn. 4.4);
and (f) the optical-depth weighted mean dust temperature,
T¯ (Eqn. 4.5), in the ZoomZone.
The third row of Fig. 1 shows the corresponding results
obtained using the standard analysis procedure (Smith et al.
2012) on the ZoomZone: reading from left to right, (g) a sin-
gle notional optical-depth, τˆ300 ; (h) a single notional emis-
sivity index, βˆ; and (i) a single notional temperature, Tˆ .2 In
all nine panels of Fig. 1, only pixels with 5σ significance are
populated.
The pixels obtained with ppmap are approximately
twenty times smaller in area than those obtained with
the standard procedure. Moreover, the properties evalu-
ated within the ppmap pixels are better defined, because
we have the distribution of dust as a function of both β,
and T , in 48 (βk , T`) combinations. By applying ppmap and
the standard procedure to synthetic data, we have shown
that ppmap delivers more accurate, and sometimes signif-
icantly different, optical-depths (Marsh, Whitworth & Lo-
max 2015). In particular, ppmap registers both colder than
average dust (which, with the standard procedure, gets lost
1 We note that, if, for example, all the dust on the line of sight
through a particular pixel, say (i, j) = (42, 57), had β = (β2 +
β3 )/2 = 2.25 and T = (T6T7 )
1/2 = 22.4 K, ppmap would allo-
cate comparable amounts of optical depth to the cells (i, j, k, `) =
(42, 57, 2, 6), (42, 57, 2, 7), (42, 57, 3, 6) and (42, 57, 3, 7), and
hence return β¯ ∼ 2.25 and T¯ ∼ 22.4 K.
2 Throughout the paper, we use β¯ and T¯ to denote optical-depth
weighted averages along the line of sight, based on ppmap data
products. We use βˆ, Tˆ and τˆ to denote the flux-weighted averages
derived by Smith et al. (2012) using the standard procedure. And
we use β˜, T˜ and τ˜ to denote the quantities derived by Draine et
al. (2014) using their irradiation algorithm.
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Figure 2. ppmap images of the whole of M31: (a) total far-IR optical depth at 300µm, τ300 , (b) mean emissivity index, β¯, and (c) mean
dust temperature, T¯ . On Panel (a), the black square delineates the region illustrated on Fig. 1, and the blue outline delineates the sector
analysed by Dalcanton et al. (2015). These images have been rotated through 37.7o relative to the equatorial coordinate system.
in the glare from warmer dust) and hotter than average dust
(which, with the standard procedure, can lead to the mass
of dust being overestimated).
Fig. 2 shows images of (a) τ300 , (b) β¯, and (c) T¯ , ob-
tained with ppmap for the whole of M31 (the same quan-
tities as Panels 1d, 1e and 1f, which only cover the region
within the black square on Panel 2a). Smith et al. (2012)
have analysed Herschel maps of M31 using the standard
procedure (see Section 2), which delivers a resolution of
∼ 140 pc (∼ 36′′) . Draine et al. (2014) have analysed Her-
schel maps of M31 using a sophisticated irradiation algo-
rithm that also exploits Spitzer data to constrain emission
from transiently heated grains and the role of very strong
local radiation fields (see Appendix C), and they achieve a
resolution of ∼90 pc (∼ 23′′). With 4′′ pixels ppmap delivers
a resolution of ∼ 31 pc (∼ 8′′), sufficient to start to resolve
Giant Molecular Clouds, and to evaluate correlations be-
tween dust properties and environment.
Fig. 3 shows the twelve individual temperature slices
generated by ppmap, i.e. the contributions, ∆τ300:` (Eqn.
4.1), to the total optical depth, τ300 (Eqn. 4.3), from the
twelve discrete dust temperatures, T` . Each map should be
interpreted as the contribution to τ300 from dust in a small
interval about T` ; for example the map at T2 = 11.6 K ac-
tually represents dust in the interval 10.8 K<∼T <∼ 12.5 K.
These maps show that most of the dust is in the range be-
tween ∼ 12 K and ∼ 20 K, with the warmest dust concen-
trated in the centre and in star formation regions in the
11 kpc ring.
Fig. 4 shows the four individual emissivity-index slices
generated by ppmap, i.e. the contributions, ∆τ300:k (Eqn.
4.2), to the total optical depth, τ300 (Eqn. 4.3), from the
four discrete emissivity indices, βk . Each map should be in-
terpreted as the contribution to τ300 from dust in a small in-
terval about βk ; for example the map at β2 = 2.0 K actually
represents dust in the interval 1.75 K<∼β <∼ 2.25 K. These
maps show that most of the dust in M31 has 1.75<∼β <∼ 2.75;
dust with β <∼ 1.75 is concentrated towards the outer parts
of M31 (r >∼ 11 kpc), and most of the dust with β >∼ 2.75 is
concentrated towards the centre (r <∼ 5 kpc).
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Figure 3. Images of ∆τ300:` (Eqn. 4.1), i.e. the contribution to the optical depth of dust at 300µm from dust at the twelve discrete
temperatures, T` , used by ppmap. On each panel, T` is marked in the top right corner.
Table 2. Tabulated models from the literature. Columns 1 and 2 give the values of β and Rmodelκ . Columns 3 and 4 give a brief indication
of the model ingredients and the source reference. Column 5 gives the ID used to identify these models on Figs. 5 and 8.
β Rmodelκ Model Ingredients Source ID
2.00 1111 mainly observation Mathis (1990) 1
2.11 2573 a-C, graphite, a-Sil Li & Draine (2001) 2
2.10 3236 a-C, graphite, a-Sil; RV =3.1 Draine (2003) 3a
2.09 3634 a-C, graphite, a-Sil; RV =4.0 Draine (2003) 3b
2.09 3753 a-C, graphite, a-Sil; RV =5.5 Draine (2003) 3c
1.80 3000 a-C, a-C(:H), a-SilFe Jones et al. (2013) 4
5 CORRELATIONS
The 31 pc resolution of the image of τ300 obtained with
ppmap (our Fig. 2a) is close to the 25 pc resolution of the im-
age of the near-infrared extinction optical depth at 1.1µm,
τ1.1 , obtained from the reddening statistics of Red Giant
Branch (RGB) stars in the north-east sector of M31 by Dal-
canton et al. (2015; their Fig. 21). There is also close mor-
phological correspondence between the two images. We can
therefore evaluate the ratio of optical depths at these two
wavelengths,
Robs.τ = τ1.1
τ300
, (5.1)
as a function of position, over the region treated by Dalcan-
ton et al. (2015). This region, hereafter the Overlap Region,
is outlined in blue on Fig. 2(a). Strictly speaking, we are
comparing the extinction optical depth at 1.1µm with the
absorption/emission optical depth at 300µm, but since the
albedo of dust at 300µm is presumed to be negligible, we
can treat both as extinction optical depths.
Fig. 5 shows a plot of Robs.τ (Eqn. 5.1) against β¯ (Eqn.
4.4). All 28726 pixels in the Overlap Region that have reli-
able optical depths at both wavelengths are represented by
small black points. The red line on Fig. 5 is a linear fit to
these points,
Robs.τ ' 2042 (±24) − 557 (±10) β¯ , (5.2)
and the red diamonds with error bars represent the means
and standard deviations in contiguous bins β¯ ± 0.05 for β¯=
1.7, 1.8, . . . 2.6, 2.7.
For comparison, the filled circles on Fig. 5 show values
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Figure 4. Images of ∆τ300:k (Eqn. 4.2), i.e. the contribution to the optical depth of dust at 300µm from dust at the four discrete
emissivity indices, βk , used by ppmap. On each panel, βk is marked in the top right corner.
of
Rmodelκ = κ1.1
κ300
(5.3)
for several commonly used theoretical dust models. Here,
κ1.1 is the near-IR extinction opacity at 1.1µm; κ300 is the
far-IR extinction opacity at 300µm; and the models are
listed in Table 2, along with the IDs used to distinguish
the filled circles on Fig. 5.
As already noted by Dalcanton et al. (2015) – and with
the exception of the Mathis (1990) model – the theoretical
values of Rmodelκ exceed the observed values of Robs.τ by at
least a factor of order 2.5. This discrepancy (which is proba-
bly related to the ‘dust energy balance problem’, e.g. Saftly
et al. 2015) was also noted by Planck (Planck Collabora-
tion et al. 2014).
There are (at least) three possible explanations for the
discrepancy. Explanation A: the analyses used to evaluate
τ300 — here, ppmap; and in Draine et al. (2014), the irra-
diation algorithm outlined in Appendix C — may be giving
the wrong answer; we argue below that, since the ppmap-
based analysis presented here and the irradiation algorithm
used by Draine et al. (2014) arrive at similar answers, by
completely different routes, this is unlikely. Explanation B:
it may be that a significant fraction of the dust emitting at
300µm is in configurations which are so compact that they
very seldom intercept the lines of sight to background RGB
stars on the far side of M31; in Section 6 we present two
analytic arguments which indicate that this is unlikely. Ex-
planation C: it may be that new dust models are needed; if
this is the case then the correlations that we derive below
may provide useful constraints on the constitution of inter-
stellar dust, and how it responds to different environments.
Fig. 6 presents the correlations between τ300 , β¯, T¯ and
Robs.τ . The sharp lower limit on τ300 derives from the fact
that lower values do not get past our 5σ cut. Robs. is cor-
related with T¯ , but anti-correlated with β¯ and τ300 . T¯ is
anti-correlated with β¯, but only very mildly. τ300 is weakly
correlated with β¯, but un-correlated with T¯ .
Fig. 7 presents the variations of τ300(r), β¯(r), T¯ (r) and
Robs.τ (r) with galacto-centric radius, r. The small black dots
represent individual pixels, and the filled red circles show
azimuthal averages in annuli of width ∆r = 300 pc. For com-
parison, the open blue circles show the azimuthal averages
obtained by Draine et al. (2014) in annuli with ∆r = 677 pc.
We should be mindful (a) that Draine et al. (2014) used a
completely different procedure from us to obtain their re-
sults, with lower spatial resolution; (b) that our radial pro-
files only extend to r∼20 kpc, whereas those in Draine et al.
(2014) extend to r∼25 kpc; and (c) that the ppmap results
are essentially model independent.
Our Fig. 7(a) should be compared with Fig. 3(b)
from Draine et al. (2014). To make this comparison,
we have converted their deprojected dust surface density,
ΣM,dust cos(i), into our un-deprojected dust optical depth,
τ300 = ΣM,dustκ300 . Here i = 77.7
o
is the inclination an-
gle between M31’s midplane and the plane of the sky,
hence cos(i) = 0.21, and κ300 = 2.7 cm
2 g−1 is the mass
opacity coefficient at 300µm. Consequently τ300 = 2.7 ×
10−9 [ΣM,dust cos(i)/(Mkpc
−2)]. In general, and in particu-
lar where the results are most robust (between ∼ 2 kpc and
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Figure 5. Plot of Robs.τ = τ1.1/τ300 (Eqn. 5.1) against β¯ (Eqn. 4.4) for the 28726 ppmap pixels that have robust (>5σ) detections;
each pixel is represented by a small black dot. The red diamonds and error bars show the means and standard deviations in finite bins,
β¯ ± 0.05. The red line is the linear regression fit (Eqn. 5.2) to the individual pixel points. For comparison, the filled circles represent
values of Rmodelκ =κ1.1/κ300 (Eqn. 5.3) and β from different theoretical dust models, with the associated number, or number and letter,
giving the source reference, as listed in Table 2; further details are given in Appendix D.
∼ 15 kpc), there is reasonable correspondence between our
results and theirs, both as regards absolute values of τ300 ,
and as regards radial variations, for example the minimum
between 6 kpc and 8 kpc and the maximum near 11 kpc.
Our Fig. 7(b) should be compared with Fig. 13 from
Draine et al. (2014). This comparison is somewhat com-
promised by the fact that Draine et al. (2014) define β
in a post-processing step, between 250µm and 500µm.
In contrast, we define β as an intrinsic parameter of the
ppmap analysis, across the entire wavelength range, i.e. be-
tween 70µm and 500µm. Our β¯ has a slightly larger dynami-
cal range, 1.9<∼ β¯ <∼ 2.5, as compared with their 2.0<∼ β¯ <∼ 2.4,
but the overall trends are similar. One should expect a some-
what increased dynamic range, given that ppmap has finer
resolution.
Our Fig. 7(c) should be compared with Fig. 9(b) from
Draine et al. (2014). Our values of T¯ are systematically lower
than those obtained by Draine et al. (2014), but the radial
variation obtained by the two analyses is similar.
Appendix C gives a brief description of the analysis
procedure used by Draine et al. (2014) to estimate the
dust parameters of M31, and in particular to estimate ΣD .
This procedure is very different from ppmap. In particular,
ppmap invokes no model assumptions, neither concerning
the radiation field, nor concerning the dust (beyond the as-
sumption that the variation of the long-wavelength opacity
with wavelength can be approximated with an emissivity
index, β). The agreement in the radial profiles, in partic-
ular regarding τ300 , is an indication that both procedures
are physically sound, and that the results they obtain are
credible. We are therefore inclined to dismiss Explanation
A.
Our Fig. 7(d) does not have an equivalent in Draine
et al. (2014), because the near-IR 1.1µm optical depths
from Dalcanton et al. (2015) were not available to Draine
et al. (2014) and so Robs.τ could not be evaluated. The main
inference from Fig. 7(d) is that the higher values of Robs.τ are
concentrated in the dense star-forming rings. However, we
should also note that the reason there are fewer pixel-points
from the lines of sight between the rings is because optical
depths there are lower, and therefore many pixels fail to meet
the 5σ threshold applied to both the ppmap parameters and
those derived by Dalcanton et al. (2015).
From Figs. 6 and 7 we see that τ300
<∼ 0.001, and hence,
even with β = 3.0, τ70
<∼ 0.08 . Therefore the assumption
that the emission is optically thin appears to be valid.
6 VERY COMPACT EMISSION SOURCES
Explanation B requires that – unless we adopt the Mathis
(1990) dust model – a large fraction of the dust emitting
in the far-IR is in sources which are so compact that they
are unlikely to intercept the lines of sight to RGB stars on
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Figure 6. Correlations between the values of τ300 , β¯, T¯ and Robs. in all pixels where there is a robust (> 5σ) signal. The Pearson
correlation coefficients are marked in the top righthand corner of each panel. Contours go down from the peak, NPEAK , by successive
factors of 21/2, and the outermost contour is at ∼ 0.022NPEAK .
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Figure 7. Radial profiles of (a) the total optical depth at 300µm, τ300 (r); (b) the mean emissivity index, β¯(r); (c) the mean dust
temperature, T¯ (r); and (d) the ratio of optical depths at 1.1µm and 300µm, Robs.τ (r), where r is galactocentric radius. The small black
dots correspond to individual pixels, and the filled red circles are azimuthal averages in annuli with width ∆r = 300 pc; for comparison,
the open blue circles show the results obtained by Draine et al. (2014) with ∆r = 677 pc. There are fewer points on Panel c because
Robs.τ can only be evaluated where there are estimates of τ1.1 from Dalcanton et al. (2015), i.e. in the north-east sector.
the far side of M31. Specifically, the requirement is that a
fraction
F = R
model
κ −Robs.τ
Rmodelκ = 1−
(Rmodelκ
Robs.τ
)−1
(6.1)
of the emitting dust be located in these very compact
sources. Substituting Rmodelκ >∼ 2.5Robs.τ , we obtain F >∼ 0.6.
Below we present two analyses which suggest that this is un-
likely, and therefore that Explanation B may not be tenable.
The first analysis (Section 6.1) is based on an evaluation of
the consequences for the observed column-density PDF; and
the second analysis (Section 6.2) on an evaluation of the con-
sequences for the rate of star formation.
6.1 Consequences of very compact sources for the
tail of the column-density PDF
The near-IR extinction optical depths are obtained by
Dalcanton et al. (2015) on the assumption that in each
pixel there is a log-normal distribution of extinctions, and
hence, by implication, a log-normal distribution of column-
densities, Σ, characterised by a median, Σ˜, and a variance,
σ ' 0.35±0.10. We hypothesise that, in addition to the log-
normal distribution, there is, on most lines of sight, a power-
law tail extending to much higher values of surface-density,
and characterised by a parameter φ (measuring how far be-
low its peak, the log-normal is intercepted by the power-law
tail) and an exponent −α. If we define η = Σ/Σ˜, the distri-
bution of η values can be approximated by
dP
dη
=
{
KO , −σ < η < +σ ;
KO φ e
−αη , +σ ≤ η <∞ . (6.2)
For mathematical convenience, the Gaussian shape of the
log-normal has been approximated with a box-car; this is
the first expression on the righthand side of Eqn. 6.2. In the
same spirit, the power-law tail, the second expression on the
righthand side of Eqn. 6.2, has been extended to infinity;
strictly speaking, it should be limited to η values for which
the far-IR dust emission is optically thin, but these values
are so large that setting the limit on η to infinity makes no
significant difference.
We can now compute the ratio of the probabilities that
a random line of sight intercepts the power-law tail (PT), or
the log-normal (LN; vice box-car),
PPT
PLN
' φ
2σ α eασ
. (6.3)
We can also compute the ratio of the corresponding masses,
MPT
MLN
' φ
(α− 1) eασ (1− e−2σ) . (6.4)
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In the interests of simplicity, we assume that the dust in
the very compact sources of the PT has the same tempera-
ture as the more widely distributed dust of the LN; in this
case Eqn. (6.4) also gives the ratio of the dust luminosities,
LPT/LLN , and we require MPT/MLN >∼ 0.6. In reality, the
dust in the very compact sources of the PT is observed to
be cooler than the more widely distributed dust of the LN
(e.g. Marsh, Whitworth & Lomax 2015), so we should ex-
pect MPT/MLN > LPT/LLN . In this case, the lower limit on
MPT/MLN is even greater than 0.6. This would make the
conclusion that we reach below even stronger.
If we now set σ = 0.25 (a lower than average value
according to Dalcanton et al. 2015), and require (a) that
PPT/PLN <∼ 0.1 (i.e. fewer than 10% of lines of sight to RGB
stars go through the power-law tail, so they might have
been missed), and (b) that MPT/MLN >∼ 0.6 (i.e. at least
60% of the dust emission is from the power-law tail), we
must have φ<∼ 0.5 and α<∼ 1.5. In other words, we require a
very shallow tail which intercepts the log-normal above the
half-maximum point. If we increase σ to 0.45 (a higher than
average value according to Dalcanton et al. 2015), the lower
limit on φ increases (the tail intercepts the log-normal even
closer to its peak) and the upper limit on α decreases (the
tail becomes even shallower still).
Observed column-density PDFs from massive star-
forming regions very occasionally do have power-law tails
satisfying these conditions (Schneider et al. 2015a,b). How-
ever, many more lines of sight have power-law tails with
much smaller φ and much larger α, and even more lines of
sight have no discernible power-law tails at all. We conclude
that there does not appear be a power-law tail to the distri-
bution of column-densities in M31 that can deliver sufficient
extra compact long-wavelength dust emission.
6.2 Consequences of very compact sources for the
star formation rate
An alternative approach to estimating the contribution of
compact sources to the long-wavelength dust emission is to
consider a population of dense cores created by turbulence,
as in the theory of turbulent star formation (Padoan & Nord-
lund 2002). In this theory, the distribution of core masses,
m, can be approximated by
dN
dm
' KO
(
m
M
)−7/3
, mMIN <∼m<∼mMAX . (6.5)
Strictly speaking we should set mMAX ∼ 100 M , since more
massive cores are so extended that they could not fail to in-
tercept the lines of sight from background RGB stars, but
we will set mMAX to infinity, since this makes the analy-
sis simpler and strengthens our final conclusion. The most
critical parameter here is mMIN .
In the turbulent theory of star formation, essentially
all the high-mass cores spawn high-mass stars, but proceed-
ing to lower masses, fewer and fewer cores get compressed
enough to become gravitationally unstable and spawn low
mass stars and brown dwarfs – hence the turn-over in the
Initial Mass Function. There should therefore be a large pop-
ulation of low-mass non-prestellar cores. From Eqn. (6.5),
the total mass of the core population is
MTOT ∼ 3KO M2
(
mMIN
M
)−1/3
. (6.6)
If this is to exceed ∼ 60% of the gas mass in M31, i.e.
MTOT >∼ 4× 109 M , we must have
KO >∼ 1.3× 10
9 M−1
(
mMIN
M
)1/3
. (6.7)
We can obtain a second constraint onKO by considering
only those high-mass cores (say m>∼ 30 M) that form high-
mass stars (say m?>∼ 8 M). The expectation is that virtu-
ally all these cores spawn high-mass stars, because they are
almost always gravitationally unstable. In the Milky Way,
the rate of high-mass star formation is <∼ 0.01 yr−1, and in
M31 it is probably lower. Moreover, the time for a high-mass
star to condense out of a high-mass core is <∼ 107yr. There-
fore the number of high-mass cores in M31 should satisfy
N>30M <∼ 105. From Eqn. (6.5) the number of high-mass
cores is
N>30M ' 0.75KO M
(
30M
M
)−4/3
, (6.8)
so N>30M <∼ 105 requires
KO <∼ 1.3× 10
5 M−1
(
30 M
M
)4/3
. (6.9)
Combining Eqns. (6.7) and (6.9), we obtain
mMIN <∼ 10
−12 M
(
30 M
M
)4
' 8× 10−7 M , (6.10)
which is of order a quarter the mass of the Earth. This would
require 35% of the mass of the interstellar medium to be in
non-prestellar cores less massive than the Earth, and 90%
to be in non-prestellar cores less massive than Jupiter. We
conclude that low-mass non-prestellar cores are unlikely to
provide enough long-wavelength emission to explain the dis-
crepancy between Robs.τ and Rmodelκ .
7 DISCUSSION
If Explanations A and B for the discrepancy between Robs.τ
and Rmodelκ are hard to uphold (as argued in Sections 5 and
6 respectively) we may need to consider Explanation C seri-
ously. The inference is that some dust models may have to
be abandoned, but also that new models may be required,
and we suggest some constraints on such models.
In order to broaden the context within which dust mod-
els may need to be revised, Fig. 8 shows both the tabu-
lated dust models from Table 2 that were already plotted
on Fig. 5, and the single-size models from Table D1; the
latter have been computed using Mie Theory with optical
constants from the literature, and further details are given
in Appendix D. The red line on Fig. 8 is the best fit to
the anti-correlation between Robs.τ and β¯ (Eqn. 5.2), and the
black contour contains 90% of the 28726 individual pixel-
points plotted on Fig. 5. Almost all the models lie near or
above the red line, and near or to the left of a second un-
drawn line that goes through (β¯,Robs.τ )∼ (2.0, 1000) and is
approximately orthogonal to the red line.
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Figure 8. The filled circles give values of β and Rmodelκ for the tabulated dust models from Table 2 (IDs 1 to 4), and for the single-size
models from Table D1 (IDs 5a to 22b); further details of these models are given in Appendix D. The black line encloses 90% of the values
of β¯ and Robs.τ for the 28726 ppmap pixels on the Herschel image with robust values (> 5σ), and the red line is the linear regression fit
to these values (Eqn. 5.2).
There is likely to be more than one type of dust in the
interstellar medium of M31. Moreover, lines of sight through
the disc of M31 will often intercept different phases of the
interstellar medium, and the mix of dust types in these dif-
ferent phases is expected to vary. The derived values of R
and β¯ are therefore very unlikely to correspond to a single
type of dust; they are optical depth weighted means of all
the dust types along the line of sight. However, they must
fall on the (R, β) plane inside the convex hull of the points
representing the different constituent dust types, and close
to those points that represent the dominant dust types. Figs.
5 and 8 then impose rather stringent constraints on the mix
of dust models in M31.
The simplest way to explain the red line would be to
invoke two types of dust one at the lefthand end, and one
at the righthand end, with different proportions of these
two types of dust on different lines of sight. Although this
is certainly an over-simplification, it indicates where the
search for relevant dust models might start. First, models
are needed that deliver (β,Rmodelκ )∼(2.0, 1000), like Mathis
(1990), or possibly even further up the red line on Fig. 8, i.e.
even smaller β and somewhat higher Rmodelκ . Second, mod-
els are needed that deliver (β,Rmodelκ )∼(2.5, 500), or further
down the red line on Fig. 8. From Fig. 7(d), it appears that
models delivering higher than average Rmodelκ should be con-
centrated in the rings, and therefore presumably in denser
than average gas or close to newly-formed luminous stars.
When comparing these results with those obtained pre-
viously for M31, and for other nearby galaxies, we should be
mindful of the fact that ppmap delivers unprecedented reso-
lution on M31 (15 pc pixels), and estimates the distribution
of dust over a range of emissivity indices (β) and temper-
atures (T ). Consequently ppmap is likely to find more ex-
treme values for these parameters, since previous analyses
have necessarily been limited to averages over the line of
sight and/or over larger areas.
In M31, Planck (Planck Collaboration et al. 2015)
obtains ∼ 1 kpc resolution, and finds a range 1.4<∼ βˆ <∼ 2.4
(with mean 1.6), and a range 12 K<∼ Tˆ <∼ 23 K (with mean
18 K). Smith et al. (2012) obtain ∼ 140 pc resolution, and
find ranges 1.2<∼ βˆ <∼ 2.8 and 14 K<∼ Tˆ <∼ 30 K. Draine et al.
(2014) obtain ∼ 90 pc resolution, but average over annuli
with width ∆r = 677 pc, and find ranges 1.9<∼ β˜ <∼ 2.5 and
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12 K<∼ T˜ <∼ 32 K. With ppmap we obtain ∼ 31 pc resolu-
tion, and find ranges 1.7<∼ β¯ <∼ 3.0 (with mean 2.2), and
12 K<∼ T¯ <∼ 27 K (with mean 16 K).
For the Kingfish sample of nearby galaxies, Kirk-
patrick et al. (2014) find ranges 0.85<∼ βˆ <∼ 2.25 and
16 K<∼ Tˆ <∼ 30 K for the cool dust; they also include a
warm dust component with a fixed temperature of 60 K
in their models. For M33, Tabatabaei et al. (2014) ob-
tain ∼ 160 pc resolution, and obtain ranges 1.2<∼ βˆ <∼ 1.8
and 18 K<∼ Tˆ <∼ 23 K when they fit pixels with a single-
component model, and 0.8<∼ βˆ <∼ 2.3 and 16 K<∼ Tˆ <∼ 60 K
when they fit pixels with a double-component model. Un-
like us, Tabatabaei et al. (2014) find higher values of βˆ in
the star formation regions. In the Magellanic Clouds, Gor-
don et al. (2014) obtain ∼ 12 pc resolution and find ranges
1.0<∼ βˆ <∼ 2.5 and 15 K<∼ Tˆ <∼ 30 K. In the local Milky Way,
Planck (Planck Collaboration et al. 2016) finds ranges
1.3<∼ βˆ <∼ 1.9 (with mean 1.6), and 17 K<∼ Tˆ <∼ 22 K (with
mean 19.4 K).
All these results suggest the need for dust models with
a wide range of β values. Many seem to require models with
β > 2.2, and the ppmap results suggest that these models
may have Rmodelκ ∼ 500.
8 CONCLUSIONS
We have presented and analysed images of the dust in M31
obtained by applying ppmap to Herschel far-IR data; and we
have evaluated three possible explanations for the apparent
discrepancy between the optical depth of dust required by
the far-IR emission and the optical depth required to explain
the reddening of RGB stars on the far side of M31. The main
technical results and inferences are:
(i) ppmap delivers images with ∼ 8′′ resolution, essen-
tially corresponding to the shortest Herschel wavelength,
70µm.
(ii) This corresponds to ∼ 31 pc at the distance of M31,
which is on the order of the scale of a Giant Molecular Cloud.
(iii) ppmap delivers separate images for the expectation
value of the far-IR (300µm) dust emission optical depth,
τ300 , in different intervals of emissivity index (β) and differ-
ent intervals of dust temperature (T ).
(iv) In principle, this allows ppmap to calculate the total
far-IR optical depth, τ300 , more accurately (than the stan-
dard procedure), because the amount of warmer than av-
erage dust is not overestimated by according it too low a
temperature, and the amount of cooler than average dust is
not underestimated by according it too high a temperature.
(v) ppmap also delivers separate images for the uncer-
tainty in the dust optical depth in different β-intervals and
different T -intervals.
(vi) From the ppmap data products we can compute, in
each 4′′×4′′ pixel, the optical-depth weighted mean emis-
sivity index, β¯, and the optical-depth weighted mean dust
temperature, T¯ .
(vii) Images of the near-IR (1.1µm) dust extinction opti-
cal depth, τ1.1 , obtained by Dalcanton et al. (2015) from the
reddening of RGB stars on the far side of M31’s disc, have a
similar resolution (∼25 pc) to our far-IR images (∼31 pc).
(viii) Consequently we are able to compute Robs.τ ≡
τ1.1/τ300 on the scale of our ppmap pixels.
(ix) The evaluation of Robs.τ is almost entirely empirical.
The derivation of τ1.1 only assumes that the distribution of
dust optical depths in M31 can be fit with a log-normal and
that the scale-height of the dust in M31 is much less than
that of the RGB stars. The derivation of τ300 only assumes
that the far-IR dust opacity can be fit with a power law (i.e.
β), and that the far-IR emission is optically thin.
The main science results and inferences are:
(i) Robs.τ derived in this way is significantly smaller than
the values of Rmodelκ ≡ κ1.1/κ300 (where κL is the dust opac-
ity at wavelength Lµm) for most commonly used theoreti-
cal dust models; the one exception is the model of Mathis
(1990). This is a variant on an already well established dis-
crepancy between dust observations and dust theory (see
Section 5).
(ii) Robs.τ is anti-correlated with β¯, according to Robs.τ '
2042(±24) − 557(±10)β¯ (Eqn. 5.2). This appears to be a
new result that may help in identifying the shortcomings of
existing dust models; even the Mathis (1990) model does
not explain the high-β end of this correlation (see Fig. 5).
(iii) One possible explanation for the discrepancy between
Robs.τ and Rmodelκ is that the ppmap results are inaccurate;
this seems unlikely, given that they agree so closely with the
results obtained by Draine et al. (2014) using a completely
different analysis procedure (see Section 5).
(iv) A second possible explanation for the discrepancy is
that a significant fraction (>∼ 60%) of the dust emitting in
the far-IR is located in such compact configurations that it
is unlikely to intercept the lines of sight from RGB stars on
the far side of M31; we present two lines of reasoning that
suggest this is extremely unlikely (see Section 6).
(v) A third possible explanation is that new dust models
are required.
(vi) These new models must explain the values of
(β¯,Robs.τ )∼ (2.0, 1000), which currently are only fit by the
Mathis (1990) models.
(vii) They must also explain the values of (β¯,Robs.τ ) ∼
(2.5, 500), which are not explained by any of the commonly
used models.
(viii) If interstellar dust has low values of Rmodelκ <∼ 1000,
the implication is that κ300 must be increased by >∼ 2.5.
In turn, this will reduce the dust masses of external galax-
ies, where these have been derived from their far-IR fluxes,
which will relax somewhat the need for rapid dust forma-
tion in high-redshift galaxies (Dunne et al. 2003; Morgan &
Edmunds 2003).
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APPENDIX A: CONVERTING OPTICAL
DEPTHS TO COLUMN-DENSITIES
It is common to present images of dust emission in terms
of the surface-density of dust, ΣD , or even the associated
column-density of hydrogen in all chemical forms, NH , be-
cause this makes the images easier to conceptualise. If we
know the mass opacity coefficient of dust at 300µm, κ300 ,
then
ΣD =
τ300
κ300
. (A1)
If we know the fraction by mass of hydrogen, X, and the
fraction by mass of dust, ZD , then
NH =
X ΣD
ZD mH
=
X τ300
ZD κ300 mH
, (A2)
where mH is the mass of an hydrogen atom. The problem is
that ZD , κ300 and even X are not uniform over the disc of
M31. The gas-phase metallicity, Z, is observed to decrease
by more than an order of magnitude between the centre of
M31 and the outer parts; to first order we should assume
that ZD decreases by a similar factor. Our analysis also in-
dicates that β varies, both with galacto-centric radius, and
between different environments; these variations are almost
certainly accompanied by variations in κ300 . Finally,X prob-
ably increases somewhat with galacto-centric radius. Given
these sources of uncertainty, and since we do not need ΣD
or NH , we work with the far-IR optical depth, τ300 .
APPENDIX B: NEAR-IR EXTINCTION
OPTICAL DEPTHS FROM COLOUR
MAGNITUDE DIAGRAMS OF RED GIANT
BRANCH STARS
The near-infrared extinction opacity through M31 is
estimated using near-infrared colour magnitude diagrams
(CMDs) of Red Giant Branch (RGB) stars, and covers a
large swathe of M31, comprising approximately one third
of the total area, around the major axis on the north-east
side of the galaxy, and stretching out to ∼ 20 kpc from the
centre (Williams et al. 2014; Dalcanton et al. 2015). This
area is divided into (25 pc)2 tiles, and the tiles are dithered
by 12.5 pc to give Nyquist-sampled 25 pc resolution. In each
tile, Hubble Space Telescope photometry is used to obtain
fluxes, F , in the Wide Field Camera 3/IR F110W and
F160W filters, and to construct a CMD of FF160W (in the
interval 25 to 17 magnitudes) against FF110−FF160W (in the
interval 0 to 2 magnitudes). This effectively isolates RGB
c© 2013 RAS, MNRAS 000, 1–17
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stars, and the analysis takes account of various possible in-
terlopers. The scale-height of RGB stars in M31 is presumed
to be much greater (>∼500 pc) than the scale-height of the
dust (<∼50 pc) and the even smaller size of an individual
dust cloud (<∼10 pc). Consequently an individual RGB star
in M31 is almost certainly either behind, or in front of,
most of the dust on its line of sight. Since the intrinsic
locus of unreddened RGB stars on the CMD is very narrow,
the stars behind the dust layer, and the stars in front of
it, end up as distinct populations on the CMD – unless
the reddening is very small – and hence the optical depth
through the dust layer can be estimated. Variations in the
intrinsic locus of unreddened RGB stars are handled by
constructing reference CMDs from the observed population
in regions where (a) the extinction is known to be weak (for
example, from dust emission mapping, Draine et al. 2014)
and (b) the surface-density of stars is comparable, hence
problems due to confusion are similar. Thus the analysis
allows for the fact that there are likely to be systematic
variations in the intrinsic colours of RGB stars, both due
to the the radial increase in mean stellar age, and the
radial decrease in mean stellar metallicity (fortuitously,
these two effects tend to cancel each other out), and across
the main star-forming rings at ∼ 6 kpc, ∼ 11 kpc and
∼ 15 kpc. Variation in the dust optical depth on different
lines of sight through the same tile are characterised by a
log-normal distribution, with median visual extinction, A˜V
and dimensionless standard deviation, σ; it is assumed that
A1.1µm = 0.3266AV and A1.6µm = 0.2029AV . By considering
a wide range of effects, it is estimated that the resulting
optical depths are accurate, except in regions (particularly
the outer reaches of M31) where the extinction is low and
there are few stars in a given tile, and in regions (near
the centre of M31) where the RGB population is very in-
homogeneous and there are serious problems with confusion.
APPENDIX C: DUST DISTRIBUTIONS FROM
DETAILED MODELLING
The most sophisticated analysis of the dust emission from
M31 to date (Draine et al. 2014) combines the six wave-
length bands of Herschel with the seven wavelength bands
of Spitzer, using a detailed irradiation algorithm (Draine
& Li 2007). The irradiation algorithm uses a specific dust
model, and fits observed fluxes by varying (i) the surface-
density of dust, ΣD ; (ii) the fraction of the dust mass that is
in PAHs, qPAH ; (iii) the ambient radiation field, Umin , which
heats most of the dust; (iv) the fraction of dust, γ, that is
more strongly irradiated than Umin ; and (v) the fraction of
the dust mass that is very strongly irradiated (in PDRs).
The dust model allows for a distribution of grain composi-
tions and sizes, and for PAHs to be transiently heated; as
with ppmap , there is a distribution of temperatures along
each line of sight. In a post-processing step, a notional equi-
librium dust temperature, T˜ , is derived on the basis of the
mean radiation intensity, and a notional emissivity index, β˜,
is estimated from the mismatch between the observed and
modelled fluxes at 250µm and 500µm.
APPENDIX D: THEORETICAL DUST MODELS
Table 2 gives values of β (Column 1) and Rmodelκ (Column
2) for commonly used dust models from the literature, along
with a brief indication of the ingredients of the model (Col-
umn 3), and the source reference (Column 4). These are the
models plotted on Fig. 5; they are also plotted on Fig. 8.
Rmodelκ is computed on the assumption that, when convolved
with an average RGB spectrum, the mean wavelength of the
F110W filter is 1.14µm.
Table D1 gives the same information for dust models
computed using Mie Theory and optical constants from the
literature. In all these models we assume a single grain ra-
dius rD , and in all but one case we adopt rD = 0.1µm; the
exception is model 9a where we adopt rD = 0.01µm. These
models are plotted on Fig. 8, unless they fall outside its
boundaries, i.e. β¯ outside the range [1.00, 3.00] or Rmodelκ
outside the range [0, 104]; this excludes fourteen models. We
see that many of the single-size models are clustered round
(β¯,Rmodelκ ) = (2.0, 400). Only four models populate the re-
gion of high β¯ and low Robs.τ observed in the star-forming
rings of M31; these are models 10, 13d, 13e and 13j.
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Table D1. Single-size models computed using optical constants from the literature. Columns 1 and 2 give the values of β and Rmodelκ .
Columns 3 and 4 give the mineralogy and the source reference. Column 5 gives the ID used to identify these models on Fig. 8. Values of
β and Rmodelκ that populate the high β and low Rmodelκ area of the plot (10,13d, 13e and 13j) are in bold, as are their IDs. The IDs of
models that fall outside Fig. 8 are in itallics
β R Model Mineralogy Source ID
2.04 5090 graphite-parallel Draine & Lee (1984) 5a
2.01 334 graphite-perpendicular Draine & Lee (1984) 5b
2.02 560 astronomical silicate Draine & Lee (1984) 5c
1.51 3870 silicon carbide Pegourie (1988) 6
0.98 826 amC(AC1) Rouleau & Martin (1991) 7a
1.57 2250 benzene Rouleau & Martin (1991) 7b
2.00 1170 circumstellar O-poor silicate Ossenkopf, Henning & Mathis (1992) 8a
2.00 1370 circumstellar O-rich silicate Ossenkopf, Henning & Mathis (1992) 8b
2.00 1180 interstellar O-poor silicate Ossenkopf, Henning & Mathis (1992) 8c
2.00 1390 interstellar O-rich silicate Ossenkopf, Henning & Mathis (1992) 8d
1.92 1400 neutral PAH Laor & Draine (1993) 9a
2.00 13600 silicon carbide Laor & Draine (1993) 9b
2.19 356 cosmic silicate Jaeger et al. (1994) 10
0.74 792 oxide, Mg:Fe=60:40 Henning et al. (1995) 11a
0.66 1120 oxide, Mg:Fe=50:50 Henning et al. (1995) 11b
0.64 1040 oxide, Mg:Fe=30:70 Henning et al. (1995) 11c
0.67 1040 oxide, Mg:Fe=20:80 Henning et al. (1995) 11d
0.63 994 oxide, Mg:Fe=10:90 Henning et al. (1995) 11e
0.87 1030 oxide, Mg:Fe=0:100 Henning et al. (1995) 11f
2.00 260 enstatite Dorschner et al. (1995) 12a
1.97 270 pyroxene, Mg:Fe=95:5 Dorschner et al. (1995) 12b
1.99 286 pyroxene, Mg:Fe=80:20 Dorschner et al. (1995) 12c
1.99 321 pyroxene, Mg:Fe=70:30 Dorschner et al. (1995) 12d
1.99 372 pyroxene, Mg:Fe=60:40 Dorschner et al. (1995) 12e
1.99 452 pyroxene, Mg:Fe=50:50 Dorschner et al. (1995) 12f
1.99 516 pyroxene, Mg:Fe=40:60, 0.1µm Dorschner et al. (1995) 12g
1.99 1220 olivine Dorschner et al. (1995) 12h
1.99 1220 glassy olivine Dorschner et al. (1995) 12i
1.99 452 glassy pyroxene Dorschner et al. (1995) 12j
2.02 319 olivine, Mg:Fe=100:0 Henning & Stognienko (1996) 13a
2.01 734 olivine, Mg:Fe=70:30 Henning & Stognienko (1996) 13b
1.97 964 olivine, Mg:Fe=60:40 Henning & Stognienko (1996) 13c
2.63 447 orthopyroxene, Mg:Fe=100:0 Henning & Stognienko (1996) 13d
2.42 353 orthopyroxene, Mg:Fe=70:30 Henning & Stognienko (1996) 13e
1.97 428 orthopyroxene, Mg:Fe=60:40 Henning & Stognienko (1996) 13f
1.78 5990 iron Henning & Stognienko (1996) 13g
0.43 7620 troilite Henning & Stognienko (1996) 13h
2.01 431 organics Henning & Stognienko (1996) 13i
3.89 235 water ice Henning & Stognienko (1996) 13j
1.57 5970 a-C(BE) Zubko et al. (1996) 14a
1.46 2530 a-C(ACAR) Zubko et al. (1996) 14b
2.05 1870 a-C(ACH2) Zubko et al. (1996) 14c
1.90 6350 a-C Hanner, Brooke & Tokunaga (1998) 15
1.21 3380 cellulose, 400 K Jaeger et al. (1998) 16a
1.44 23900 cellulose, 600 K Jaeger et al. (1998) 16b
1.99 2520 cellulose, 800 K Jaeger et al. (1998) 16c
2.09 4250 cellulose, 1000 K Jaeger et al. (1998) 16d
2.03 9600 crystalline olivine Fabian et al. (2001) 17a
2.04 14700 crystalline fayalite Fabian et al. (2001) 17b
2.01 11200 spinel Fabian et al. (2001) 17c
2.01 7690 spinel, 950 oC Fabian et al. (2001) 17d
1.90 354 enstatite Jaeger et al. (2003) 18a
1.98 362 forsterite Jaeger et al. (2003) 18b
2.09 5230 perovskite Posch et al. (2003) 19a
2.02 8560 anatase Posch et al. (2003) 19b
2.02 34000 brookite Posch et al. (2003) 19c
1.31 3950 a-C Jones (2012) 20a
1.16 2020 a-C(:H) Jones (2012) 20b
2.05 4620 a-Sil (Mg-rich pyroxene) Ko¨hler, Jones & Ysard (2014) 21a
1.99 3680 a-Sil (Mg-rich olivine) Ko¨hler, Jones & Ysard (2014) 21b
1.98 8030 magnetite Triaud, unpublished 22a
2.03 75100 hematite Triaud, unpublished 22b
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