Thresholding of Curvelet Coefficients, for image denoising, drains out subtle signal component in noise subspace. This produces ringing artifacts near edges and granular effect in the denoised image. We found the noise sensitivity of Curvelet phases -in contrast to their magnitude -reduces with higher noise level. Thus, we preserved the phase of the coefficients below threshold at coarser scale and estimated their magnitude by Joint Bilateral Filtering (JBF) technique from the thresholded and noisy coefficients. In the finest scale, we apply Bilateral Filter (BF) to keep edge information. Further, the Guided Image Filter (GIF) is applied on the reconstructed image to localize the edges and to preserve the small image details and textures. The lower noise sensitivity of Curvelet phase at higher noise strength accelerate the performance of proposed method over several state-of-theart techniques and provides comparable outcome at lower noise levels.
I. INTRODUCTION
Digital image is corrupted during acquisition, transmission and reception systems by different noises. The resultant noise due various sources in these situations can be modeled as additive Gaussian noise (AWGN). Thus the noisy image y may be represented as follows: y(P) = z(P) + η(P)
Where, the latent image, z(P) is contaminated with uncorrelated, zero mean additive white Gaussian noise (AWGN), η ∈ ℵ(0, σ 2 ) to produce noisy image y(P) on a 2D grid of P ∈ R 2 . Out of several attempts to recover the latent image, 'Sparse-Land' signal modeling and non-local (and/or local) patch based image synthesis in spatial domain are proved to be most powerful tools.
In 'Sparse-Land' modeling, an image is represented with minimum number of non-zero coefficients (sparse) in multiple scales. Thus a well estimated threshold -at different scales, γ -may be able to separate signal from noise subspace by keeping coefficients of higher magnitude. The thresholded coefficients (Ŷ γ ) is transformed back into spatial domain to produce the denoised image,ẑ(P) as formulated in Eq.2. S. Gupta (e-mail: sgupta.iitkgp@gmail.com) and S. K. Panigrahi (e-mail: susant146@gmail.com) are with the Department of Electrical Engineering, National Institute of Technology, Rourkela, Odisha-769008, India.
Among a number of image transformation techniques, researchers had used redundant or non-redundant wavelet dictionaries for denoising and kept the salient image features like edges [1] - [10] . Recently, Curvelet transform is observed to represent images with edges, even more sparsely [11] - [14] . In this technique, an image is decomposed into magnitude and phase at multiple scales and directions. A hard threshold based approach was reported in [11] to separate the signal from the noise subspace. Here, the threshold is computed from and applied to the magnitude of the Curvelet coefficients to recover the signal from the noisy observation. This removes the corresponding phases too. Moreover, portions of the signal components may spilled into noise subspace and are lost. The hard thresholding also introduces ringing artifacts around the edges due to sudden jump in coefficient magnitudes. At the finest scale signal and noise magnitudes are comparable. Therefore, removal of coefficients with thresholds introduces granular artifacts in the denoised image.
Unlike frequency domain approaches, modern spatial filters extract self similarities among local or non-local regions for denoising [16] - [19] . Among these methods, Bilateral Filter [16] and its variants [20] -while retain edges effectively -fail to restore smooth regions . This low contrast region can be recovered by determining the chromatic distance of bilateral filter from additional image different from the image of concern. This leads to Joint Bilateral Filter for image restoration [21] .
Recently, several methods utilized the advantages of one domain to improve the denoising performance in another domain [22] - [25] . Multiresolution Bilateral Filter (MBF) implements BF in the approximation scales to suppress the coarser-grain (low frequency) noise and thresholds the wavelet coefficients in detail scales to remove the fine-grain (high frequency) noise [22] . Similar to MBF, DDID [26] integrated Joint Bilateral Filter (JBF) and Short Time Fourier Transform (STFT) based wavelet shrinkage technique for image denoising. Furthermore, Kumar et al. [27] applied wavelet thresholding to recover the lost image detail from the residual image of NLM filter. The inability of wavelets in handling curve singularity may limit the performance of these hybrid techniques. The Non Subsampled Shearlet Transform (NSST) -in contrast to wavelet -represents image along multiple directions [28] . A linear combination of local Wiener filter and its method noise thresholded image using NSST is proposed in [25] to recover the image from its noisy observation. However the selection of parameters for linear combination in [25] is intuitive, which may limit its performance for wide variety of natural images. In contrast with several variants of combined approaches, block matching 3D collaborative filtering (BM3D) technique excelled in denoising by grouping the similar (nonlocal) patches and collaboratively filtering the 3D blocks using 1D wavelet thresholding [29] . The state-of-the-art BM3D technique still inadequate in restoring few homogenous regions that manifests as low-frequency noise [30] .
We found the noise sensitivity of Curvelet phase -in contrast to its magnitude -reduces with higher noise level. This indicates preserving the phase of Curvelet coefficients may improve denoising quality. We (re)estimated the signal magnitude in the coarser scales by implementing JBF on the thresholded coefficients. This process recovers the signal residuals from the noise subspace, while retaining the indispensable phase information. On the other hand, the implementation (fast) BF (using Fourier kernels [31] ) in the finest scale ensures the elimination of granular artifacts with well-connected edges in the restored image. Finally, the reconstructed image is further processed using GIF (O(M )) for better preservation of local structures like: edges, textures and small details. The performance of the proposed algorithm is measured using a few statistical and edge localization measures to compare its efficacy with several state-of-the-art techniques.
The rest of the article is organized as follows: Section II provides few justification on the use of JBF and BF in Curvelet domain and also illustrates the noise sensitivity of the phase and the magnitude under additive Gaussian noise (AWGN). The proposed method for image denoising is explained in Section III. The experimental results are given and discussed in Section IV. Finally, Section V concludes the paper.
II. NOISE ANALYSIS IN CURVELET DOMAIN
Curvelet transform decomposes the pixel energy into magnitude and phase components. Literature indicates that the phases of any complex signal transform retain more structural information and are less sensitive to additive Gaussian noise compared to their magnitude [32] - [34] . Assuming, that the Curvelet uses tight frames to represent any square integral function f then it must obey Parseval's identity as [13] :
Panigrahi et al. [34] utilized the linearity property of Curvelet to derive the sensitivity of magnitude, ∂|Y | ∂|N | and phase, ∂ϕY ∂|N | as:
where, ϕ Z and ϕ N are the phase angles of the latent image, z and noise, η respectively. For experimental validation, we defined noise sensitivity as the ratio of difference between the magnitudes (or phase) of noisy curvelet coefficients to that of magnitude difference between the coefficients of AWGN for consecutive noise levels. The average of this measure is normalized between [0, 1] for σ = [5, 100] . The sensitivity measure of curvelet magnitude and phase for each reference image of TID2008 database [15] contaminated with AWGN are shown in Fig.1a and 1b, respectively. It indicates that the rate of change of Curvelet phase is less corrupted by AWGN compared to its magnitude. This justifies the preservation of phase in noise subspace, while estimating signal residuals using JBF.
The estimated PDF of Curvelet coefficients of a noisy image at different scales and orientations is shown in Fig.2 . It can be observed that the anisotropic scaling of Curvelet transform shapes the PDF of its magnitude at any scale (γ) and orientation (o) to leptokurtic i.e. very sharp peak at zero amplitude and extended tail on the either sides [35] , [36] . However, the threshold in [11] is estimated by assuming Gaussian distribution of the curvelet coefficients [36] . The imprecise assumption in Curvelet thresholding leaves a few portions of the signal components in the noise subspace. We then re-estimate the thresholded coefficients to recover the suppressed signal in noise subspace using JBF. The current approach also aides in preserving the corresponding phase information that may strengthen the edges of denoised image.
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III. PROPOSED IMAGE DENOISING FRAMEWORK
In contrast to the Curvelet thresholding (CT) approach in Eq.2, the proposed formulation in Eq.6 preserves the signal components in the coarser scales, if the coefficients, C ≥ λ γ . The spilled or residual signals in the noise subspace (for C < λ γ ) are estimated using multiscale Joint Bilateral Filter (JBF), A JBF,C<λγ A JBF,C<λγ A JBF,C<λγ . On the other hand the high frequency components such as: edges, textures and small details in the finest scale are retained maximally using Bilateral Filter, A BF,γ A BF,γ A BF,γ . In the proposed formulation the parameters (of different filters in Curvelet domain) are optimized by minimizing the mean square error (MSE) E γ E γ E γ between the estimated and the desired coefficients, assuming obtained by using the operator, B γ B γ B γ . Further, the post-processing Guided Image Filter (GIF), C GIF C GIF C GIF in the spatial domain is adopted for better localization and preservation of local image structures like: edges, textures and small details.
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The various steps involved in the proposed multiscale framework is illustrated in Fig.4 . The JBF followed by hard thresholding in the coarser scales is used to recover the lost signal in noise subspace. In the finest scale, BF ensures the preservation of well connected edges. However, the inevitable ringing artifacts in the reconstructed image requires further processing. We applied guided image filter (GIF) in the reconstructed image to localize the edges and to preserve the small details and textures of the latent image, maximally. The complete description and formulation involved in each step of the proposed image denoising technique are discussed in the following subsections.
A. Recovering Signal from Noise Subspace using JBF
Redefining Eq.2b, for curvelet transform and assuming Y γ,o as the noisy coefficients at any (coarser) scale γ and orientation o, the thresholded coefficient is obtained as [11] :
where, the threshold, λ γ,o is defined as:
Here, k is assumed to be a scale dependant constant and σ γ,o is estimated using Monte Carlo simulation of the Curvelet transform of a few standard white noise images [11] .
The initial estimate Y ′ γ,o introduces ringing artifacts and looses phase information due to thresholding. The thresholded coefficients in Eq.7 is further processed using JBF [21] to recover the lost signal from the noise subspace (below threshold) as:
where, ℵ JBF (U ) is the spatial neighboring window (in Curvelet domain) around U . The normalizing constant C c ensures the coefficient weights sum must converge to 1.0. The parameters, σ c d and σ c r are the standard deviations of the exponential functions defined for spatial and photometric distances, respectively. The photometric distance parameter is selected as α times of the total range of coefficient magnitude. The justification of JBF to extract information from below threshold is empirically examined over the Curvelet hard thresholding technique [11] . The original Curvelet coefficient and estimated coefficients using both Curvelet hard thresholding and proposed method in coarser scales are calculated for different noise strength σ on TID2008 image database. Table. I indicates that the estimated coefficients in noise subspace are highly correlated with original Curvelet coefficient. Therefore the proposed estimation of signal in noise subspace suppresses noise and retains better interdependency among the coefficients at different scales. Since the phase is indispensable for image representation [33] and it is also less corrupted compared to the Curvelet magnitude, thus we retain the corresponding phase of estimated magnitude in noise subspace.
B. Retaining Small Details using BF
High frequency components such as: edges, textures and small details are captured by the coefficients in the finest scale. It is observed that few signal and noise magnitudes in this scale are comparable. The application of hard threshold removes both noise and a part of these details resulting in granular effect -due to discontinuous edges as shown in Fig.5b -in the restored image. Thus, Unlike [11] , we have computed the denoised coefficients in the finest scale, γ using BF [16] :
Similar to the Eq.9, the falling rate parameters of the BF kernels in spatial and intensity domain is defined as σ f d and σ f r = k r × λ γ , respectively. As illustrated in Fig.5 the filtered output in the finest scale removes the granular effect, while preserving the well-connected edges compared to thresholding [11] .
C. Post Processing using GIF
Though the estimation of signal -in coarser scalebelow threshold attenuates the sudden jumps in coefficient magnitude, still requires further processing to remove the ringing artifacts in the reconstructed image. The fast (O(M )) "Edge-Aware" Guided Image Filter (GIF) is considered here to suppress the distortions around the edges of the reconstructed image,z. In the absence of guidance image G, it is assumed that G ≡z and the GIF is reformulated as [37] :
where,
are the average values of a P ′ and b P ′ for all the overlapping windows that covers the pixel P. The linear parameters, a P ′ and b P ′ that ensures the preservation edges are estimated as:
The regularization parameter ǫ = k 1 × σ penalizes the over smoothing of edges. The significance of the application of GIF can be observed in Fig.6 . Both the visual and quantitative improvement in terms of PSNR and SSIM [38] measure demonstrate its efficacy in preserving small details, while suppressing the distortion around the edge. 
IV. EXPERIMENTAL RESULTS & DISCUSSION
Most of the literatures are confined in using a particular type of image sets for the analysis of corresponding denoising algorithm/s [39] . Moreover, the image quality assessment (IQA) measures such as: Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) [38] may not completely evaluate the performance of several image Similarly, the SSIM measures is also obtained for image corrupted with AWGN of (c) σ = 10 and (d) σ = 50. The "black diamond" symbol indicates peak value. The experiment was conducted on the reference images of TID2008 database [15] denoising techniques [40] , [41] . Therefore, for completeness, in addition to the PSNR and SSIM indices, authors have considered the edge keeping index (EKI) to measure the edge strength (in terms of its magnitude) retained by the denoised imageẑ compared to its true edges in z as [42] :
13) where, the reference image, z and the denoised image,ẑ are passed though high-pass filter (viz. Laplacian operator) to obtain ∆z and ∆ẑ, respectively. Moreover, ∆µ z and ∆µẑ represent the mean of filtered output of original and restored image. A higher value of EKI -in an interval [0, 1] -indicates that the edge strength of original image is well preserved by the denoised image. In the following subsections, few parameters of the proposed algorithm is tuned empirically using above image quality assessment (IQA) indices for a wide variety of natural images, before accessing its performance, quantitatively.
A. Parameter Optimization
The performance of proposed image denoising algorithm depends on the selection of both spatial and intensity domain parameters of JBF and BF in the coarser and the finest scale. The weights of the BF (and JBF) are multiplied and if one of the weights closes to zero, then no smoothing occurs. Thus choosing a narrower spatial kernel with larger range kernel produces limited smoothing. The dependencies among the kernels require combined tuning of α and σ c d in the coarser scales for JBF (see Eq.9) and k r and σ f d in the finest scale for BF (see Eq.10). We experimentally tuned these parameters in terms of maximum PSNR and SSIM measures at low (σ = 10) and high (σ = 50) noise levels, assuming the other parameters as given in Table. II are constant. The tuning of σ f d and k r is shown in Fig.7 for TID2008 image database [15] . It may be observed that the optimal value of σ f d is relatively independent to the noise variance σ compared to k r . On the other hand, the parameter k r changes significantly with σ. At lower noise strength σ = 10 (see Fig.7a ), when k r is sufficiently large, increasing the spatial kernel parameter σ d over-smooth the coefficients. However, at higher noise strength σ = 50, when k r occupies larger value, the range kernel widens and flattens i.e. it becomes nearly constant over the intensity interval of the noisy coefficient. Therefore at higher σ the change in denoising quality is insignificant with further change in k r .
Literature suggests theoretically, it is difficult to select a single value of, σ r /σ (both in case of JBF and BF), which is optimal for all images and σ d value [22] . However, based on experimental observation, we fixed a single value for σ d for all noise levels. On the other hand, the range parameter 1 , σ r is selected according to the noise strength σ. Unlike, JBF and BF, the parameters k and k 1 in Eq.8 and Eq.12 are tuned independently to obtain maximum denoising quality. The final optimized values of these parameters are given 1 For JBF σ c r is selected by varying α and for BF σ f r = kr × λγ is selected by tuning the parameter kr.
in Table. II. In this article, the proposed image denoising technique is quantified and compared with several state-ofthe-art techniques considering the default parameter values as given in Table. II. 
B. Denoising Performance Evaluation
The efficacy of proposed algorithm is investigated for both artificial and natural images corrupted with additive white Gaussian noise (AWGN). Initially,the efficacy of proposed method -in terms of statistical, structural and edge keeping index -is compared with several state-of-the-art denoising techniques for Lena image corrupted with simulated additive noise of σ = 40. Fig.8 illustrates the respective quantitative measures for the following methods: BF [16] , Curvelet Thresholding (CT) [11] , K-SVD [43] , DWT-NeighSURE [6] , MBF [22] , NLM-SAP [44] , NLMNT [27] , BM3D [29] . A small patch of each denoised image is magnified (up to 300%) to indicate the performance of proposed technique in suppressing noise, while producing sharp edges with minimum loss of fine details even at higher noise strength (σ = 40).
The performance of our method was also investigated on a standard database with images that represent a wide variety of natural scenes. Here, the TID2008 database [15] -that consists of 24 natural images of different textural characteristic, homogeneous regions and edges -is considered to evaluate the performance of several image denoising algorithms. Initially, all the reference images are converted to grayscale and then resized to 512 × 512 for uniformity in comparison. Table. III yields the mean PSNR, SSIM and EKI measures for the reference images contaminated with AWGN of σ = [10, 20, 30, 40, 50, 60, 70, 75] . The following few facts may be observed from the comparative analysis:
1) The estimation of signal below threshold using JBF aides in attenuating the sudden jumps in Curvelet magnitude and also preservers the essential phase information. The multiscale JBF in coarser scales and BF in the finest scale improves the performance of proposed technique compared to the individual methods of BF [16] and Curvelet Threholding (CT) [11] .
2) The approach of GIF as a post-processing 'Edge-Aware' filter for the suppression of ringing artifacts and preservation of small image details aides in the enhancement of image quality. The improvement in EKI measures especially at higher noise levels indicate the importance of phase preservation 2 using JBF and the localization of ringing artifacts due to GIF.
3) The multiscale hybrid image denoising technique excelled in performance at higher noise strengths compared to several state-of-the-art image denoising techniques [22] , [29] , [43] . However its performance is comparable at lower noise levels. The intra-scale dependencies among the coefficients and the sparse recovery of any curve singularity during reconstruction motivated the authors to use Curvelet transform for image restoration. The multiscale (Joint Bilateral) filtering in Curvelet domain exploits the high co-dependency among the coefficients, while estimating signal residuals from noise subspace. The phases of the estimated magnitudes retain the essential location information of the image features. In contrast to multiscale filtering, spatial domain implementations fail to retain few image details in the low-contrast regions. It is also observed that the BF suffers from gradient reversal artifact near edges [37] . Similarly, the NLM filters search for similar patches in a larger neighboring window, which is again local compared to the whole image [45] and the similarity among patches further decreases with higher noise strength. Thus the performance of NLM-SAP [44] and NLMNT [27] degrades significantly at higher values of σ. On the other hand, one may notice from Fig.8 that the decimated wavelet transformin DWT-NeighSURE [6] and MBF [22] -yields distortions of the boundaries and suffers substantial loss of important image detail. A similar observation may also be noticed for Curvelet thresholding [11] . In addition, by setting higher threshold in Curvelet domain to avoid few of these distortion in the finest scale would cause even more of the inherent structure to be missed. We retained these structures using BF. The GIF, as illustrated in Fig.6 localizes the distortions of the boundaries, while keeping the edges, textures and small details of the latent image. Though the block-matching 3D (BM3D) collaborative filter improves the denoising quality significantly, it introduces few visible artifacts in the homogenous regions 3 as shown in Fig.8h . Further, in the absence of similar patches the performance of BM3D deteriorates at higher noise strengths. However, the competitiveness of proposed algorithm is comparable with several state-of-the-art techniques with maximum preservation of image details even at higher noise strength.
V. CONCLUSION
In this article, we proposed a multiscale filtering that improves the performance of classical Curvelet thresholding method for image denoising. The signal estimation in noise subspace using JBF and retention of phase seems to offer advantages in coarser scales, particularly in avoiding visible artifacts. The improvement in EKI measure justifies the importance of phase preservation during image restoration. Our experiments also reveal that Curvelet thresholding in the finest scale suffers substantial loss of important image detail.
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