We prove that the creator operators, on the d commuting indeterminates polynomial algebra, are linearly independent. We further study the connection between the classical (one dimensional) and the multi-dimensional (d-dimensional, d ≥ 1) Favard Lemmas. Moreover, we investigate the dependence of the Jacobi sequences on the linear change of basis of C d . Finally we prove that the Jacobi sequences associated to a product probability measure on R d , with finite moments of any order, are diagonal matrices in the basis introduced by the tensor product of the orthogonal polynomials of the factor measures (see page 21).
Introduction
The classical (or one-dimensional) Favard Lemma (cf [7] , [9] , [12] ) states that to any probability measure µ on the real line with finite moments of any order it associated two sequences, called Jacobi sequences of µ, ((w n ) n∈N , (α n ) n∈N ) , w n ∈ R + , α n ∈ R such that w n = 0 ⇒ w n+k = 0, ∀k ∈ N and conversely, given two such sequences, it is associated: (i) a state, induced by a probability measure on R, on the one indeterminate polynomial algebra P,
(ii) an orthogonal decomposition of P canonically associated to this state.
In the multi-dimensional case (cf [8] , [10] , [11] , [13] ) the formulations of these results are recently given by identifying the theory of multi-dimensional orthogonal polyomials with the theory of symmetric interacting Fock spaces (cf [1] ). The multi-dimensional analogue of positive numbers w n (resp. real numbers α n ) are the positive definite matrices (resp. Hermitean matrices).
In this paper we prove the injectivity and the linear independence properties of the creator operators. We show that the Jacobi sequences depend on the choice of basis of C d . We study the relation between the classical and d-dimensional Favard Lemmas in the case of d = 1. Moreover, we prove that the Jacobi sequences, in the case of probability measure product, are diagonal matrices in the basis introduced by the tensor product of the orthogonal polynomials of the factor measures.
This paper is organized as follows. In section 2, we recall from [1] the basic properties of the complex polynomial algebra in d commuting indeterminates and the multi-dimensional Favard Lemma. The dependence of the Jacobi sequences on the choice of a basis of C d is treated in section 3. In section 4, we discuss the connection between the classical and multi-dimensional Favard Lemmas (d = 1). Finally, in section 5 we give the explicit forms of the Jacobi sequences in the case of product probability measures on R d with finite moments of any order.
The multi-dimensional Favard Lemma
In this section, we recall the basic properties of the polynomial algebra in d commuting indeterminates and the multi-dimensional Favard Lemma. We refer the interested reader to [1] for more details.
The polynomial algebra in d commuting indeterminates
Let d ∈ N * = N {0} and let
be the complex polynomial * -algebra in the commuting indeterminates (X j ) 1≤j≤d with the involution uniquely determined by the prescription that the
A monomial of degree n ∈ N is by definition any product of the form
where, for any 1 ≤ j ≤ d, n j ∈ N and n 1 + . . .
Denote by P n] the vector subspace of P generated by the set of monomials of degree less or equal than n. It is clear that
Definition 1 For n ∈ N, a subspace P n ⊂ P n] is monic of degree n if
(with the convention P −1] = {0} and where+ means a vector space direct sum) and P n has a linear basis B n with the property that for each b ∈ B n , the highest order term of b is a single multiple of a monomial of degree n. Such a basis is called a perturbation of the monomial basis of order n in the coordinates (X j ) 1≤j≤d .
Note that any state ϕ on P defines a pre-scalar product
with 1 P , 1 P ϕ = 1, where 1 P = 1.
Lemma 1 Let ϕ be a state on P and denote ·, · = ·, · ϕ be the associated pre-scalar product. Then there exists a unique gradation
called the ϕ-orthogonal polynomial decomposition of P, with the following properties:
(i) (1) is orthogonal for the pre-scalar product ·, · on P, i.e. (1) is compatible with the filtration (P n] ) n in the sense that
(iii) for each n ∈ N the space P n,ϕ is monic.
Conversely, let be given:
is compatible with the filtration in the sens of (2) and such that P 0 = C.1 P , and for each n ∈ N, P n is monic of degree n, (jj) for all n ∈ N a pre-scalar product ·, · n on P n with the property that 1 P has norm 1 and the unique pre-scalar product ·, · on P defined by the conditions:
is such that the multiplication operators by the coordinates
Then, there exists a state ϕ on P such that the decomposition (3) is the orthogonal polynomial decomposition of P with respect to ϕ.
The symmetric Jacobi relations and the CAP operators
In the following, we fix a state ϕ on P and we follow the notations of Lemma 1 with the exception that we omit the index ϕ. We write ., . for the prescalar product ., . ϕ , P k for the space P k,ϕ and P k] : P → P k] for the ., . -orthogonal projector in the pre-Hilbert space sense (see [1] for more details). Put
It is clear that P n = P * n , n≥0 P n = 1 and P n P m = δ nm P n for all n, m ∈ N. Moreover, for any 1 ≤ j ≤ d and any n ∈ N, one has
with the convention that P −1] = 0. The identity (4) is called the symmetric Jacobi relation. Now, for each 1 ≤ j ≤ d and n ∈ N we define the operators a ε j|n , ε ∈ {+, 0, −}, as follows:
Note that in this context, the sum
is orthogonal and meant in the weak sense, i.e. for each element Q ∈ P there is a finite set I ⊂ N such that and one has
in the sense that both sides of (8) are well defined on P and the equality holds.
Identity (8) is called the quantum decomposition of the variable X j .
Moreover, for each j, k ∈ {1, . . . , d}, one has
Given a basis (e j ) 1≤j≤d of V , the operators (9) allow to define two complex linear maps
where ε ∈ {0, +} and L(P) is the vector space of the linear maps of P into itself. Then, one defines a
In particular, we have a η e j = a η j , where η ∈ {+, 0, −}. For all n ∈ N and v = d j=1 b j e j , we denote
The multi-dimensional Favard Lemma
Recall that
Now, denote ⊗ the algebraic tensor product and⊗ its symmetrization. The tensor algebra over V is the vector space
for all n, m ∈ N and all u j , v j ∈ V . The * -sub-algebra of T (V ) generated by the elements of the form
is called the symmetric tensor algebra over V and denoted T sym (V ).
Lemma 2 For all n ∈ N * , let P n be defined as above. Denoting, for v ∈ V , a 
extends uniquely to a vector space isomorphism with the property that for all v ∈ V and ξ n−1 ∈ V⊗ (n−1)
For n = 0 we put
The multi-dimensional Favard Lemma is given by the following theorem.
Theorem 2 Let µ be a probability measure on R d with finite moments of all orders and denote ϕ the state on P given by
satisfying:
(i) for all n ∈ N, Ω n is a linear operator on V⊗ n positive and symmetric with respect to the tensor scalar product given by
where ·, · V is a scalar product on V .
the pre-scalar product on V⊗ n defined by Ω n and | ·, · | n the associated pre-norm. For all n ∈ N, v ∈ V and η n−1 ∈ V⊗ (n−1) , one has
n is a linear map and for all v ∈ V such that v =v, α v|n is a linear operator on V⊗ n , symmetric for the pre-scalar product ·, · n on V⊗ n ;
(iv) the sequence Ω n defines a symmetric interacting Fock space struture over V endowed with the scalar product . , . V and the operator
is an orthogonal gradation preserving unitary isomorphism of pre-Hilbert spaces, where ·, · P k is the pre-scalar product induced by ϕ on P k .
Moreover, denoting
the symmetric interacting Fock space defined by the sequence (Ω n ) n∈N , A ± the creation and annihilation fields associated to it, P Γ,n the projection onto the n − th space of the gradation (14) , and N the number operator associated to this gradation i.e.
the gradation preserving unitary pre-Hilbert space isomorphism (13) satisfies
where α v,N is the symmetric operator defined by
Conversely, given two sequences (Ω n ) n∈N and (α .|n ) n∈N satisfying (i), (ii), (iii) and (iv) above, there exists a state ϕ on P, such that for any probability measure µ on R d , inducing the state ϕ on P, the pair of sequences (Ω n ) n∈N , (α .|n ) n∈N is the one associated to µ according to the first part of the theorem.
Remark: From the proof of the above theorem (cf [1] ) one has
Definition 2 The sequences (Ω n ) n and (α .|n ) n in Theorem 2 are called Jacobi sequences associated to the probability measure µ.
Injectivity of the creator opertaors
In this section we give some properties associated to the creator operators.
b j e j and ξ n ∈ P n such that
Since ξ n ∈ P n then ξ n is of the form
From the quantum decomposition it follows that
Note that
Therefore identities (17), (18) and (19) imply that
. . . Finally, using the same raisonment, we prove that c n 1 ,0,...,0,n j ,0,...,0 = 0 for all n 1 , n j such that n 1 + n j = n.
(ii) Now, let k ∈ {2, . . . , d−1} and suppose that c n 1 ,0,...,0,n i 1 ,0,...,0,n i k ,0,...,0 = 0 for all n 1 , n i 1 , . . . , n i k such that n 1 + n i 1 + . . . + n i k = n with i m ∈ {2, . . . , d} for all m = 1, . . . , k. Note that, by identification of the coefficient of X Similarly, by identification of the coefficient of X (20), we show that c n−k−2,0,...,0,n i 1 ,0,...,0,n i k+1 ,0,...,0 = 0 where n i 1 = 2 and n im = 1 with 2 ≤ m ≤ k + 1. We continuate the same raisonment as above we show that c n 1 ,0,...,0,n i 1 ,0,...,0,n i k+1 ,0,...,0 = 0 for all n 1 , n i 1 , . . . , n i k+1 such that n 1 + n i 1 + . . . + n i k+1 = n.
This proves that c n 1 ,...,n d = 0 for all n 1 , . . . , n d such that n 1 + . . . + n d = n. Therefore ξ n is of the form
But ξ n ∈ P n . It follows that ξ n = 0.
The Jacobi sequences and linear change of basis of V
In this section we fix a state ϕ and we denote ·, · Pn the pre-scalar product induced by ϕ on P n (see Lemma 1) . Let
(Ω n ) n , α .|n n be the associated Jacobi sequences (see Theorem 2) . Let e = (e j ) 1≤j≤d be a linear basis of V . Recall that for η ∈ {+, 0, −}
where v = 
Recall that the operator α (e)
.|n : V → L(V⊗ n ) is defined by
.|n e j = α 
for all j ∈ {1, . . . , d} where R = P ass(e, e ′ ), which is defined by
Proof. Since the map
is n-linear, it is sufficient to prove the theorem by taking v j and w j elements of the basis e ′ .
Let e 
Thus, identities (25) and (28) give
n e ln⊗ . . .⊗e l 1 V⊗ n
Note that
Finally, from (29) and (30), one gets
Now, for all j 1 , . . . j n ∈ {1, . . . , d}, note that
Then, one has
n,e a 0 e j |n U n,e e jn⊗ . . .
This ends the proof.
5 Connection between the classical and multidimensional Favard Lemmas in the case of d = 1
Let d = 1, µ be a probability measure on R with finite moments of any order. Let (α n , β n , P n ) n be the classical Favard Lemma sequences associated to µ. Then the Jacobi relation is given by
where (P n ) n is a family of orthonormal polynomials (unitary) with respect to the scalar product induced by µ.
In this case the CAP operators take the form 
where e = (e 1 ) is the canonical basis of C and denote Ω (e) n = Ω n . Then (e⊗ n 1 ) is a basis of C⊗ n ≃ C. Moreover, one has
Note that Φ = 1 P = 1 = P 0 . This yields
Using this and identity (31) it follows that
Now let v 1 , . . . , v n ∈ C. We have
which proves that α 1|n = α n .
Product probability measures
Recall that if ϕ is a state on P = C((X j ) 1≤j≤d ) and if we denote ., . Pn the pre-scalar product induced by ϕ on P n then one has
In the following, we will take V = C d equipped with the canonical scalar product.
Let µ 1 , . . . , µ d be d probability measures on R with finite moments of any order. By the classical Favard Lemma there exist sequences (α k,n , β k,n , P k,n ) n (1 ≤ k ≤ d) such that:
(i) (β k,n ) n is a sequence of positive real scalars, ii) (α k,n ) n is a sequence of real scalars, iii) (P k,n ) n is a family of orthonormal polynomials with respect to the scalar product induced by the probability measure µ k which satisfies:
be the probability measure on R d . It is clear that
wheren = (n 1 , . . . , n d ) and j indicates the j − th variable X j , is a family of orthogonal polynomials with respect to the scalar product induced by µ. Note that Pn are polynomials in d-variables X 1 , . . . , X d and P j,n j is understood as a polynomial acting only the j − th variable X j . Define the CAP operators with respect to the canonical basis (e j ) 1≤j≤d of C d as follows:
It is straightforward to show that a 0 k,n is a self-adjoint operator and a
* with respect to the scalar product induced by the probability measure µ k on P k,n] (it is sufficient to verify these identity on the orthonormal basis (P k,n ) n ).
3) The CAP operators (35) act on the tensor product (34) as follows: In the following, our purpose is to give the explicit form of the Jacobi sequences associated to the probability measure µ.
Define the equivalence relation R on {1, . . . , d} n by (i 1 , . . . , i n )R(j 1 , . . . , j n ) if and only if there exists a permutation π ∈ S n such that i k = j π(k) for all k ∈ {1, . . . , n}. Denote the R-equivalence class of an element (i 1 , . . . , i n ) ∈ {1, . . . , d} n by cl(i 1 , . . . , i n ). Put
ej n := e j 1⊗ . . .⊗e jn
Lemma 3
The family B = (ej n )j n∈An is a basis of (C d )⊗ n and
Proof. It is an easy to show that B is a basis of (C d )⊗ n . Moreover, it is well known that
This completes the proof .
Theorem 5
In the basis B, we have
. . .
. .
. . , j n ) ∈ A n and where
k=0 β l,k = 1 (this convention is used when m l = 0).
Then one has
But for all l ∈ {1, . . . , d} the creator a + l acts only on the l − th variable X l . Remember that
It follows that
Identity (39) is true because (a
Then from (39) one has (a
-Ifī n =j n , then there are two cases:
or there exists l ∈ {1, . . . , d} such that
. . , i n } = {j 1 , . . . , j n }, then there exists l ∈ {1, . . . , d} such that l ∈ {i 1 , . . . , i n } and l / ∈ {j 1 , . . . , j n } or the inverse. Without loss of generality, suppose that l = 1 ∈ {i 1 , . . . , i n } and l / ∈ {j 1 , . . . , j n }. Then from identity (37) it follows that n 1 = 0. Hence identity (38) implies that
because m 1 ≥ 1 and (P 1,m ) m is an orthogonal family with respect to the scalar product induced by µ 1 .
(ii) Second case: if there exists l ∈ {1, . . . , d} such that ♯ {i k = l, k = 1, . . . , n} = ♯ {j k = l, k = 1, . . . , n}
Without loss of generality, suppose that l = 1, i.e m 1 = n 1 . Then from (38) one has:
Ω n,īnjn = (a 
