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MULTIPLICATIVE BASES AND AN ERDO˝S PROBLEM
Pe´ter Pa´l Pach 1, Csaba Sa´ndor 2
Abstract
In this paper we investigate how small the density of a multiplicative basis
of order h can be in {1, 2, . . . , n} and in Z+. Furthermore, a related problem
of Erdo˝s is also studied: How dense can a set of integers be, if none of them
divides the product of h others?
Key words and phrases: multiplicative basis, multiplicative Sidon set, primitive
set, divisibility
1. Introduction
Throughout the paper we are going to use the notions [n] = {1, 2, . . . , n} and
A(n) = A ∩ [n] for n ∈ N and A ⊆ Z+. Let h ≥ 2 and S ⊂ Z+. We say that
the set B ⊆ Z+ forms a multiplicative basis of S, if every element of s ∈ S can
be written as the product of h members of B. The set of these multiplicative
bases will be denoted by MBh(S). While the additive basis is a popular topic
in additive number theory, much less attention was devoted to the multiplicative
basis. It is easy to see that every multiplicative basis B ∈ MBh([n]) contains the
prime numbers up to n. Let Gh(n) denote the smallest possible size of a basis in
MBh([n]). Chan [1] proved that there exists some c1 > 0 such that for every h ≥ 2
we have |Gh(n)| ≤ pi(n) + c1(h+ 1)2 n
2
h+1
log2 n
(in fact, he did not use the terminology
multiplicative basis). In the first theorem we determine the order of magnitude of
Gh(n) − pi(n) in the sense that h is not fixed, the only restriction is that n has to
be large enough compared to h.
Theorem 1. Let h, n ∈ Z+ such that h ≤
√
logn
12 log logn . Then for the smallest
possible size of a multiplicative basis of order h for [n] we have
pi(n) + 0.5h
n2/(h+1)
log2 n
≤ Gh(n) ≤ pi(n) + 150.4hn
2/(h+1)
log2 n
.
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2Raikov [5] proved in 1938 that a B ∈MBh(Z+) must be dense sometimes.
Theorem 2. (Raikov, 1938) Let B ∈MBh(Z+). Then
lim sup
n→∞
|B(n)|
n/ log
h−1
h n
≥ Γ
(
1
h
)−1
.
On the other hand, for every h ≥ 2 there exists a Bh ∈ MBh(Z+) such that
lim sup
n→∞
|B(n)|
n/ log
h−1
h n
<∞.
In the lower bound the quantity Γ
(
1
h
)
is asymptotically h. Our next theorem
determines the previous limit superior for multiplicative bases of order h up to a
constant factor (not depending on h).
Theorem 3. Let B ∈MBh(Z+). Then
lim sup
n→∞
|B(n)|
n/ log
h−1
h n
≥
√
6
epi
.
On the other hand, there exists some C > 0 such that for every h ≥ 2 one can find
a Bh ∈MBh(Z+) such that lim sup
n→∞
|B(n)|
n/ log
h−1
h n
= C.
On the other hand, a set B ∈ MBh(Z+) may be thin as our following theorem
shows:
Theorem 4. Let 1 < h ∈ Z+. If B ∈ MBh(Z+), then lim inf
n→∞
|B(n)|
n
log n
> 1. On the
other hand, for every ε > 0 there exists a B ∈MBh(Z+) such that
lim inf
n→∞
|B(n)|
n
logn
< 1 + ε.
The logarithmic density of a set B ⊂ Z+ is defined as the limit lim
n→∞
∑
b∈B(n)
1
b
logn
(if it exists). Our following theorem determines the possible lower densities of the
quantity
∑
b∈B(n)
1
b for a B ∈MBh(Z+).
Theorem 5. Let h ≥ 2 and B ∈MBh(Z+). Then
lim inf
n→∞
∑
b∈B(n)
1
b
h h
√
logn
≥
√
6
epi
.
3On the other hand, there exists a constant C such that for every h ≥ 2 there exists
a B ∈MBh(Z+) such that
lim sup
n→∞
∑
b∈B(n)
1
b
h h
√
logn
< C.
If one looks at the paper [3] of Erdo˝s, it seems that he deals with a quite different
problem. However, by a closer look it turns out that his problem is closely related
to the multiplicative bases. We say that A ⊂ S possesses property Ph, if there are
no distinct elements a, a1, . . . , ah ∈ A with a dividing the product a1 . . . ah. Denote
the set of these A’s by Ph(S). Let Fh(n) = max
A∈Ph([n])
|A|. Clearly the set of prime
numbers satisfies property Ph, therefore Fh(n) ≥ pi(n). The case h = 2, that is,
such sets of integers where none of the elements divides the product of two others,
was settled by Erdo˝s [3]. Chan, Gyo˝ri and Sa´rko¨zy [2] studied the case h = 3.
Furthermore, recently Chan [1] determined the order of magnitude of Fh(n)− pi(n)
for every fixed h.
Theorem 6. (Chan, 2011) There exist absolute constants c2, c3 > 0 such that, for
any positive integers n > e48 and 2 ≤ h ≤ 16
√
log n
log logn ,
pi(n) +
c2
(h+ 1)2
n2/(h+1)
log2 n
≤ Fh(n) ≤ pi(n) + c3(h+ 1)2n
2/(h+1)
log2 n
.
Our next theorem provides a better estimation for Fh(n). Here, the ”error term”
in the lower and upper bounds differ only by a constant factor not depending on h.
Theorem 7. Let h, n ∈ Z+ such that h ≤
√
logn
12 log logn . Then
pi(n) + 0.2
n2/(h+1)
log2 n
≤ Fh(n) ≤ pi(n) + 379.2n
2/(h+1)
log2 n
.
Our following two results show us that a sequence A ∈ Ph(Z+) must be thin
sometimes, but it may be as dense as allowed by the obtained upper bound in the
finite case.
Theorem 8. Let 2 ≤ h ∈ Z and A ∈ Ph(Z+). Then for every ε > 0
lim inf
n→∞
A(n)− pi(n)
nε
<∞.
On the other hand, there exists a constant c > 0 such that for every h ≥ 2 a set A ∈
Ph(Z
+) can be constructed in such a way that |A(n)| ≥ pi(n)+exp
{
(logn)
1− c
√
log h√
log logn
}
holds for every n.
4Proposition 9. For every h ≥ 2 there exists an Ah ∈ Ph(Z+) such that
lim sup
n→∞
|Ah(n)| − pi(n)
n2/(h+1)
log2 n
> 0.
The proof of this proposition is going to be omitted because the construction
can be easily built up by repeating the construction of the finite case for bigger and
bigger blocks.
Finally, let us mention that the logarithmic density of a set in Ph(Z
+) can be
easily treated because the prime numbers imply that for every A ∈ Ph(Z+) we
have
∑
a∈A(n)
1
a
> log logn− c. On the other hand, by Theorem 7 we have for every
A ∈ Ph(Z+)
∑
a∈A(n)
1
a
=
∑
k≤n
|A(k)| − |A(k − 1)|
k
=
∑
k≤n−1
|A(k)|
k(k + 1)
+
|A(n)|
n
≤
∑
k≤n−1
pi(k) + Chk
2/3
k(k + 1)
+ 1 < log logn+ ch.
The main part of the paper is organized as follows. In Section 2. we prove
Theorems 1 and 7 about the finite case and Section 3. contains the proofs of the
results about the infinite case.
2. Finite case
At first it is going to be considered how small a multiplicative basis of order h for
[n] can be. During the calculations the following well-known estimates [6] are going
to be used:
Lemma 10. For every x ≥ 17 we have xlog x < pi(x). For every x > 1 we have
pi(x) ≤ 1.26 xlog x .
Now the proof of Theorem 1 is going to be presented.
Proof of Theorem 1. Let n
1
h+1 (logn)−1 = s. We start by proving the first
statement. Let us assume that B is a multiplicative basis of order h for [n]. Clearly,
all the prime numbers not greater than n (and 1) have to be in B. Our aim
is to show that there are at least hs2/2 elements in B that are the product of
at least two primes. Let V denote the set of primes not greater than n1/(h+1):
V = {p | p ≤ n1/(h+1) and p is a prime}. According to Lemma 10, the size of
V is at least (h + 1)s. If {p1, p2, . . . , ph+1} is an (h + 1)-element subset of V ,
then a = p1p2 . . . ph+1 ≤ n, so a ∈ Bh implies that there exists a subset H of
5{p1, p2, . . . , ph+1} containing at least 2 elements such that
∏
pi∈H
pi ∈ B. Let G
be the hypergraph with vertex set V and edge set H, where H contains those
at least 2-element subsets H of V for which
∏
pi∈H
pi ∈ B. We have already seen
that each (h + 1)-element subset of V contains at least one hyperedge of H. As
|B| ≥ pi(n) + |H|, our aim is to give a lower bound for |H|. If each set in H is
replaced by one of its 2-element subsets – the new set of subsets is denoted by H′ –,
then it still remains true that each (h+1)-element subset of V contains an element
of H′. Moreover, |H| ≥ |H′|. Let G′ be the graph with vertex set V and edge set
H′. The graph G′ does not contain an independent set of size h+1, or equivalently,
the complement of G′ is Kh+1-free. By Tura´n’s theorem [7], the number of edges of
the complement of G′ is at most (1− 1/h)((h+ 1)s)2/2. Therefore, the number of
edges of G′ is at least (h+1)s((h+1)s−1)2 −
(
1− 1h
) (h+1)2s2
2 =
(h+1)2
2h · n
2/(h+1)
(logn)2 − (h+1)s2 .
Hence, |B| ≥ pi(n) + h2 · n
2/(h+1)
(logn)2 .
For proving the second statement our aim is to define a multiplicative basis of
order h for [n] of the claimed size. We are going to look for this basis in the form
B = P ∪X ∪Q where P consists of the primes up to n, X contains the integers up
to s2 and Q contains certain 2-factor products of primes:
P = {p | p ≤ n and p is a prime}, X = {x | x ≤ s2}, Q =
⋃
−4≤i≤v
Qi,
where the Qi sets (and v) are defined as follows. At first we are going to define Q
in the case h ≥ 14. Let Q−1 = {q1q2 | q1, q2 ∈ P, q1 ≤ (h + 1)−2n1/(h+1), q2 ≤
2n1/(h+1)} and Q−2 = {pq | p, q ∈ P, p ≤ n/qh, q ≥ 2n1/(h+1)}. For defining Q−3,
let us divide the set S of primes not greater than 21.8n1/(h+1) into r = ⌊0.61(h+
1)⌋ almost equal parts: S1, . . . , Sr. That is, for every 1 ≤ l ≤ r we have |Sl| =⌊
pi(21.8n1/(h+1))
r
⌋
or
⌈
pi(21.8n1/(h+1))
r
⌉
, and S is the disjoint union of the sets S1, . . . , Sr.
Let Q−3 = S21 ∪ · · · ∪ S2r . (For h ≥ 14 let Q−4 = ∅.)
Let v = ⌊log2(h + 1) + log2 0.07⌋. Now, if 0 ≤ i ≤ v let us divide the set Ri of
primes not greater than 2−in1/(h+1) into ri = ⌊0.07 ·2−i(h+1)⌋ almost equal parts:
Ri,1, . . . , Ri,ri . That is, for every 1 ≤ l ≤ ri we have |Ri,l| =
⌊
pi(2−in1/(h+1))
ri
⌋
or
|Ri,l| =
⌈
pi(2−in1/(h+1))
ri
⌉
and Ri is the disjoint union of the sets Ri,1, . . . , Ri,ri . Let
Qi = R
2
i,1 ∪R2i,2 ∪ · · · ∪R2i,ri .
If 2 ≤ h ≤ 13, then let Q = Q−2 ∪ Q−4, where Q−4 = {pq | p, q ∈ P, p ≤
n1/(h+1), q ≤ 2n1/(h+1)}.
Now, we prove that B is a multiplicative basis of order h for [n]. Let a ≤ n be
arbitrary. Let us write a as a = p1p2 . . . pt, where p1 ≥ p2 ≥ · · · ≥ pt are the prime
factors in the canonical form of a. At first we show that a ∈ (P ∪X)h unless h < t
and phph+1 > s
2. If t ≤ h, then a ∈ P t ⊆ (P ∪ X)h trivially holds, so assume
that h < t and phph+1 ≤ s2. Our aim is to distribute the primes appearing in the
6canonical form of a into h groups in such a way that in each group containing at
least two elements the product of the primes is at most s2. The primes are going
to be distributed into h sets with a greedy algorithm. Let the products in these h
sets be A1, A2, . . . , Ah. At the beginning A
(0)
1 = A
(0)
2 = · · · = A(0)h = 1. Then we
put p1 in the first set: A
(1)
1 := p1. If p1, p2, . . . , pl−1 are already distributed, then
we put pl into the j-th group, if A
(l−1)
j = min
(
A
(l−1)
1 , A
(l−1)
2 , . . . , A
(l−1)
h
)
, that is,
if Aj is currently one of the smallest products. (If there are more than one such
j-s, we choose one arbitrarily.) So, after the first h steps we have h many 1-factor
products: A
(h)
1 = p1, A
(h)
2 = p2, . . . , A
(h)
h = ph, then ph+1 goes to the h-th group:
A
(h+1)
h = phph+1 ≤ s2. We claim that by following this process at the end all of the
products A
(t)
1 , A
(t)
2 , . . . , A
(t)
h lie in P ∪X . For the sake of contradiction assume that
at least one of them is not in P ∪X . Let pl = q be the first prime which created a
product (with at least two prime factors) larger than s2. Let us assume that after
distributing the primes p1, p2, . . . , pl−1 the products are Ah ≤ Ah−1 ≤ · · · ≤ A1.
Note that according to the indirect assumption phph+1 ≤ s2 the number l has to
be at least h + 2. As Ahq > s
2, we have s2/q < Ah ≤ Ah−1 ≤ · · · ≤ A1. Hence,
(s2/q)hq < A1A2 . . . Ahq ≤ n, thus
q >
(
s2h
n
)1/(h−1)
=
n1/(h+1)
(log n)2h/(h−1)
.
Since l ≥ h+2, we have q ≤ n1/(h+2) which implies that n1/(h+1)(h+2) < (logn)2h/(h−1),
however this contradicts the assumption h ≤
√
log n
12 log logn .
It is obtained that if a /∈ (P ∪X)h, then phph+1 > s2. Therefore, p1p2 . . . ph−1 <
n/s2, which implies that ph ≤ ph−1 < (n/s2)1/(h−1) = n1/(h+1)(logn)2/(h−1).
Therefore,
ph+1 > s
2/ph ≥ n1/(h+1)(log n)−2h/(h−1)
and
p1 ≤ n/phh+1 ≤ n1/(h+1)(log n)2h
2/(h−1).
Summarizing these bounds we obtain that
n1/(h+1)(logn)2h
2/(h−1) ≥ p1 ≥ p2 ≥ · · · ≥ ph+1 ≥ n1/(h+1)(log n)−2h/(h−1). (1)
Furthermore,
a′ ≤ n/(p1p2 . . . ph+1) ≤ n/(phph+1)(h+1)/2 ≤ n/sh+1 = (logn)h+1, (2)
since the geometric mean of the numbers p1, . . . , ph+1 is bounded from below by
the geometric mean of the two smallest elements: ph and ph+1.
Hence, if a ∈ [n], but a /∈ (P ∪ X)h, then a = p1 . . . ph+1a′, where the primes
p1, . . . , ph+1 satisfy (1) and a
′ satisfies (2). We claim that if for all primes p1, . . . , ph+1
7satisfying (1) and p1p2 . . . ph+1 ≤ n there exist some indices 1 ≤ i < j ≤ h+ 1 such
that pipj ∈ Q, then B = P ∪ X ∪ Q is a multiplicative basis of order h for [n].
To prove this, let us assume that a = p1 . . . ph+1a
′ satisfies these conditions and
pipj ∈ Q for some 1 ≤ i < j ≤ h + 1. Let l ≤ h + 1 be maximal such that
l /∈ {i, j}. Then l ∈ {h − 1, h, h + 1}, hence, pl ≤ ph−1 ≤ n1/(h+1)(logn)2/(h−1).
As h ≤
√
logn
12 log logn , pla
′ ≤ n1/(h+1)(logn)(h2+1)/(h−1) < s2. Let q1, . . . , qh−2
be the list of primes from p1, . . . , ph+1 excluding pi, pj , pl (only one appearance
of each of them is excluded). Then q1, . . . , qh−2 ∈ P, pipj ∈ Q, pla′ ∈ X , so
a = q1 . . . qh−2(pipj)(pla′) ∈ Bh.
It only remains to show that for every primes p1, . . . , ph+1 satisfying (1) and
p1 . . . ph+1 ≤ n there exist some indices 1 ≤ i < j ≤ h+ 1 such that pipj ∈ Q.
We start with the case 14 ≤ h. At first let us assume that ph+1 ≤ (h +
1)−2n1/(h+1). If ph ≤ 2n1/(h+1), then ph+1ph ∈ Q−1, and we are done. Other-
wise, ph > 2n
1/(h+1) and ph+1 ≤ n/phh, hence, phph+1 ∈ Q−2. Thus it can be
assumed that ph+1 > (h+ 1)
−2n1/(h+1).
Let us denote the multiset of p1, . . . , ph+1 by T . For i ≥ 0 let Ni denote the
number of such elements of T that are at most 2−in1/(h+1). At first let us assume
that there exists some 0 ≤ i ≤ v such that Ni > 0.07 · 2−i(h + 1) ≥ ri. Since T
contains more than ri elements of the set Ri, by the pigeonhole principle there exist
some indices l1 and l2 such that pl1 , pl2 ∈ Ri,j for some j. Then pl1pl2 ∈ Qi, and
we are done.
Now let us assume that for every 0 ≤ i ≤ v we have Ni ≤ 0.07 · 2−i(h + 1).
Specially, Nv ≤ 1, that is, T contains at most one element (namely, ph+1) less than
2−vn1/(h+1), however, this element is at least (h + 1)−2n1/(h+1). Let the multiset
T1 contain those elements of T that are at most n
1/(h+1), the remaining elements
of T are in T2. Note that h+ 1 = |T | = |T1|+ |T2|.
Now, a lower bound is going to be given for
∏
pi∈T1
pi. Since all the elements of T1
except ph+1 are in the interval (2
−vn1/(h+1), n1/(h+1)], the double-counting of the
size of the set
{(i, j) | pi ≤ 2−jn1/(h+1), pi ∈ T1 \ {ph+1}, 0 ≤ j is an integer}
yields the estimate
∏
pi∈T1\{ph+1}
pi ≥ n(|T1|−1)/(h+1)2
−
v∑
i=0
Ni
.
8Therefore,
∏
pi∈T1
pi ≥ n(|T1|−1)/(h+1)2
−
v∑
i=0
Ni
ph+1 ≥ n(|T1|−1)/(h+1)2
−
v∑
i=0
0.07·2−i(h+1)
ph+1 ≥
≥ n(|T1|−1)/(h+1)2−0.14(h+1)ph+1 ≥ n|T1|/(h+1)2−0.69(h+1),
where we used that (h + 1)2 ≤ 20.55(h+1) for every h ≥ 14. Note that |T1| = N0 ≤
0.07(h + 1). As p1 . . . ph+1 ≤ n, the following upper bound is obtained for the
product of the elements of T2:∏
pi∈T2
pi ≤ n|T2|/(h+1)20.69(h+1).
Therefore, T2 contains less than 0.39(h+1) elements larger than 2
1.8n1/(h+1). Hence,
more than 0.61(h + 1) elements of T2 are at most 2
1.8n1/(h+1). Then, by the pi-
geonhole principle two elements of T2 lie in the same set Sj, therefore their product
is in Q−3 and we are done.
Finally, if 2 ≤ h ≤ 13, then ph ≥ 2n1/(h+1) implies phph+1 ∈ Q−2 and ph ≤
2n1/(h+1) implies phph+1 ∈ Q−4.
Hence, it is shown that B is a multiplicative basis of order h for [n].
Finally, an upper bound will be given for the size of B. Clearly, |P | = pi(n),
|X | ≤ s2.
For the size of Q−1 we have that |Q−1| ≤ 1.262 · 2s2 ≤ 0.3hs2 for every h ≥ 14.
As Q−2 = {pq | p, q ∈ P, p ≤ n/qh, q ≥ 2n1/(h+1)} =
⋃
1≤j
{pq | p, q ∈ P, p ≤
n/qh, 2jn1/(h+1) ≤ q < 2j+1n1/(h+1)} ⊆ ⋃
1≤j
{pq | p, q ∈ P, p ≤ 2−jhn1/(h+1), q ≤
2j+1n1/h+1}, we have that |Q−2| ≤ 1.262
∑
1≤j
2−jh+j+1(h+1)2s2 = 1.262 (h+1)
222−h
1−21−h s
2 ≤
14.3hs2 for every h ≥ 2.
If h ≥ 14, then 9 ≤ r, so ⌊0.61(h + 1)⌋ ≥ 0.61(h + 1)(9/10). Hence, |Q−3| ≤
1.262(5/4) (h+1)
222·1.8
0.61(h+1) s
2, that is, we have |Q−3| = 1.26
2(10/9)23.6
0.61 · 1514hs2 ≤ 37.6hs2.
If 0 ≤ i ≤ v, then ri ≥ 1, so ⌊0.07 · 2−i(h+ 1)⌋ ≥ 0.07 · 2−i(h+ 1)/2. Therefore,
|Qi| ≤ 2 1.2620.07 2−i(h + 1)s2, so for the size of the union of the sets Q0, . . . , Qv we
obtain that:
∑
0≤i≤v
|Qi| ≤ 97.2hs2 for every h ≥ 14.
If 2 ≤ h ≤ 13, then |Q−4| ≤ 1.2622(h+ 1)2s ≤ 47.9hs2.
Hence, |B| ≤ |P |+ |X |+ |Q| = pi(n) + 150.4hs2, if 14 ≥ h and |B| ≤ |P |+ |X |+
|Q| ≤ pi(n) + 63.2hs2, if 2 ≤ h ≤ 13. 
Now we continue with the problem of Erdo˝s, estimating Fh(n). We start with
proving two lemmas.
9Lemma 11. Let k be a fixed positive integer. Let S be a set of size n ≥ 2k2. Then
for every 1 ≤ t < k one can choose l many k-element subsets S1, S2, . . . , Sl ⊂ S
such that for every i 6= j we have |Si ∩ Sj | < t and l ≥
(
n
2k
)t
.
Proof of Lemma 11. By Bertrand’s postulate there exists a prime number q
between n2k and
n
k . It can be supposed that S ⊇ Fq × [k]. That is, it can be
assumed that S contains k disjoint copies of Fq. All the k-element sets are going
to contain one element from each copy of Fq in such a way that the intersection
of any two of them has size smaller that t. These qt ≥ ( n2k )t suitable sets Si
are defined in the following way: Let p(x) = a0 + a1x + · · · + at−1xt−1, where
a0, a1, . . . , at−1 ∈ [0, q − 1).
Sp(x) :=
⋃
1≤i≤k
(p(i), i).
It remains to prove that for different polynomials p1(x) and p2(x) we have |Sp1(x)∩
Sp2(x)| < t. For the sake of contradiction, let us assume that |Sp1(x) ∩ Sp2(x)| ≥ t.
Then there exist 1 ≤ x1 < x2 < · · · < xt ≤ k such that p1(xi) = p2(xi) for every
1 ≤ i ≤ t, which contradicts that the degree of p1 − p2 is at most t− 1. 
Lemma 12. Let A ⊆ [n] possessing property Ph and B ⊂ [n]. Then there exists a
one-to-one mapping A∩Bh → B such that for a→ b there exist integers b2, . . . , bh ∈
B such that a = bb2 . . . bh. As a special case, if B is a multiplicative basis of order
h for [n], then there is a one-to-one mapping A→ B such that for a→ b there exist
integers b2, . . . , bh ∈ B such that a = bb2 . . . bh.
Proof of Lemma 12. Let us write each element in A0 = A∩Bh as a product of h
(not necessarily distinct) elements of B. (If there are more than one possibilities, let
us choose one arbitrarily.) Let a ∈ A, and the representation of a be a = bλ11 . . . bλkk
where λ1 + · · · + λk = h. We claim that for some 1 ≤ i ≤ k the factor bi appears
in the representation of any element of A0 \ {a} at most λi − 1 times. For the
sake of contradiction assume that for every 1 ≤ i ≤ k there is an ai ∈ A0 \ {a}
such that bi appears in the representation of ai at least λi times. Let a
′
1, . . . , a
′
l be
the distinct elements of the multiset {a1, . . . , ak}. (That is, the elements are listed
without repetition, l ≤ k.) Then a|a′1 . . . a′l, which contradicts that A possesses
property Ph, since l ≤ k ≤ h. Therefore, there is an i for which the multiplicity of
bi in the representation of a is maximal. Let us assign such a bi to a. Clearly, this
is a one-to-one mapping.
In the special case when B is a multiplicative basis of order h for [n], we have
A0 = A ∩Bh = A. 
Now, we are ready to prove Theorem 7.
Proof of Theorem 7. Let n
1
h+1 (log n)−1 = s. At first we prove the lower bound.
Let S be the set of primes not greater than n1/(h+1). Since |A| ≥ 2h2, Lemma 11
10
implies that we can choose
(
|S|
2(h+1)
)2
many subsets of S of size h + 1 in such a
way that the intersection of any two of them contains at most one element. Let
these subsets be S1, . . . , Sm, where m ≥
(
|S|
2(h+1)
)2
. Now, let si =
∏
s∈Si
s for every
1 ≤ i ≤ m and A = {si : 1 ≤ i ≤ m} ∪ {q | n1/(h+1) < q ≤ n, q is a prime}. We
claim that A possesses property Ph. Since, if a, a1, . . . , ah are distinct elements of A,
and a is a product of h+1 primes, then every ai is divisible by at most one of these
prime factors implying that a can not divide a1a2 . . . ah. On the other hand, if a ∈ A
is a prime, then a > n1/(h+1) and there is no other element in A which is divisible
by a, hence a ∤ a1a2 . . . ah. Furthermore |A| ≥ pi(n)−pi(n1/(h+1))+
(
pi(n1/(h+1))
2(h+1)
)2
>
pi(n) + 0.2s2.
Now we continue with the upper estimate. Let A ⊆ [n] be a set possessing
property Ph. Lemma 12 implies that |A| ≤ Gh(n). In the proof of Theorem 1
we showed that for h ≤ 6 we have Gh(n) ≤ pi(n) + 63.2hs2, therefore, Fh(n) ≤
pi(n) + 379.2s2 also holds. From now on, we assume that 7 ≤ h.
Let P be the set of the primes up to n and X contain the integers up to s2:
P = {p | p ≤ n and p is a prime}, X = {x | x ≤ s2}.
Now a mapping from a subset of A to P ∪X is going to be defined in 3 steps:
(i) If a ∈ A and there exists a prime p ∈ P (s2) and an exponent α such that
pα|a, but pα ∤ a′ for every a 6= a′ ∈ A, then let us assign such a p to a.
(ii) Let us write each element of A ∩ (P ∪ X)h as a product of h elements from
P ∪X . If a ∈ A does not have an image yet, moreover, there exists a y ∈ P ∪X
and an α ∈ Z+ such that y occurs α times in the representation of a, but it
occurs at most α−1 times in the representation of any other a′ ∈ A∩(P ∪X)h,
then let us assign such a y to a.
(iii) Finally, if an element a ∈ A does not have an image yet, but there exists an
x ∈ X such that x|a, but x ∤ a′ for every a 6= a′ ∈ A, then let us assign such
an x to a.
Let A1 ⊆ A contain those elements of a that has an image and A2 := A \A1. If an
element of P ∪ X is assigned to more than one element of A1, then it has to be a
prime which is at most s2, and it is assigned to exactly two elements: one according
to rule (i) and one according to rule (ii). Therefore, |A1| ≤ |P |+2|X | ≤ pi(n)+2s2.
According to Lemma 12 we have A ∩ (P ∪X)h ⊆ A1.
Finally, our aim to show that |A2| ≤ 357.2s2. Let a ∈ A2. As we have seen
in the proof of Theorem 1, since a /∈ (P ∪ X)h, the number a can be written as
a = p1p2 . . . ph+1a
′, where the primes p1, p2, . . . , ph+1 satisfy the condition
n1/(h+1)(logn)2h
2/(h−1) ≥ p1 ≥ p2 ≥ · · · ≥ ph+1 ≥ n1/(h+1)(log n)−2h/(h−1), (3)
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moreover a′ ≤ (logn)h+1 and p1p2 . . . ph+1 ≤ n. Let us denote the multiset
{p1, . . . , ph+1} by T = Ta. Note that all elements of Ta are less than s2. We
claim that for every a ∈ A2 the multiset Ta contains h + 1 distinct primes. For
the sake of contradiction assume that the multiset Ta contains λ1 many q1’s, λ2
many q2’s, and so on, λt many qt’s, where q1, q2, . . . , qt are distinct primes and
t ≤ h. That is, a = qλ11 . . . qλtt a′, where λ1 + · · · + λt = h + 1. As a /∈ A1, there
exist b1, . . . , bt, bt+1 ∈ A \ {a} such that qλ11 |b1, . . . , qλtt |bt, a′|bt+1. Let the multiset
{b1, . . . , bt+1} contain the pairwise different elements c1, . . . , cu, where u ≤ t + 1.
Then a|c1 . . . cu, since qλ11 , . . . , qλtt and a′ are pairwise coprimes. If t+ 1 ≤ h, then
this contradicts the assumption that A possesses property Ph. Therefore, it can
be assumed that t = h. Then a = q21q2 . . . qha
′, and without the loss of general-
ity, it can be assumed that q2 ≥ q3 ≥ · · · ≥ qh. Since qh ∈ {ph−1, ph, ph+1}, we
have qh ≤ n1/(h+1)(logn)2/(h−1), hence, qha′ ≤ s2, that is, qha′ ∈ X . As a /∈ A1,
there exist b1, . . . , bh ∈ A \ {a} such that q21 |b1, q2|b2, . . . , qh−1|bh−1, qha′|bh. Let
the multiset {b1, . . . , bh} contain the pairwise different elements c1, . . . , cu, where
u ≤ h. Then a|c1 . . . cu, since q21 , q2, . . . , qh−1, qha′ are pairwise coprimes, however
this contradicts the assumption that A possesses property Ph. Therefore, for every
a ∈ A2 the multiset Ta contains h+ 1 distinct primes.
Now we claim that for any two different elements a, b ∈ A2 the intersection of
Ta = {p1, p2, . . . , ph+1} and Tb contains at most one prime, that is, |Ta ∩ Tb| ≤ 1.
For the sake of contradiction assume that for some a, b ∈ A2 we have |Ta ∩ Tb| ≥ 2.
Namely, let 1 ≤ i < j ≤ h + 1 be the two indices for which pi, pj ∈ Tb. Let l
be maximal such that l /∈ {i, j}. Then l ∈ {h − 1, h, h + 1}, thus pla′ ∈ X . Let
{q1, q2, . . . , qh−2} = Ta \ {pi, pj , pl}. As a ∈ A2, for every 1 ≤ m ≤ h − 2 there
exists bm ∈ A such that qm|bm and there exists bh−1 ∈ A such that pla′|bh−1. Let
c1, . . . , cu be the distinct elements of the multiset {b, b1, . . . , bh−1}, so u ≤ h. Then
a|c1 . . . cu, since q1, . . . , qh−2, pipj , pla′ are pairwise coprimes. This contradicts the
assumption that A possesses property Ph.
Therefore, each Ta (where a ∈ A2) contains h+ 1 distinct primes, moreover the
intersection of Ta and Tb contains at most one element (if a, b ∈ A2 and a 6= b).
Let C contain those elements a of A2 for which min{Ta} < (h + 1)−2n1/(h+1).
Let Q−1 = {q1q2 | q1, q2 ∈ P, q1 ≤ (h + 1)−2n1/(h+1), q2 ≤ 2n1/(h+1)} and Q−2 =
{pq | p, q ∈ P, p ≤ n/qh, q ≥ 2n1/(h+1)}. Let a = p1p2 . . . ph+1a′ ∈ C. If ph ≤
2n1/(h+1), then ph+1ph ∈ Q−1. Otherwise, ph > 2n1/(h+1) and ph+1 ≤ n/phh, hence,
phph+1 ∈ Q−2. Therefore |C| ≤ |Q−1| + |Q−2| ≤ 31.8s2, where the upper bounds
for the sizes of Q−1 and Q−2 can be obtained similarly as in the proof of Theorem 1.
From now on, it is assumed that a ∈ A2 \ C. For i ≥ 0 let us denote by Pi the
set of primes not greater than 2−in1/(h+1). Moreover, let Ni = Ni(a) denote the
size of Ta ∩ Pi. Let v =
⌈
log2(h+1)+log2 0.17
1−log2 1.2
⌉
− 1 ≥ 0. Let A′i be the set of those
elements a ∈ A2 for which Ni(a) ≥ ri = 0.17 · 2−i1.2i(h + 1). If i ≤ v, then ri > 1
and
(
Ni(a)
2
) ≥ (ri2 ) > 0. Each 2-element subset of Pi is contained in at most one Ta.
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However each Ta contains at least
(
ri
2
)
many 2-element subsets of Pi, therefore
|A′i| ≤
(|Pi|
2
)(
ri
2
) =
(
pi(2−in1/(h+1))
2
)(
ri
2
) ≤ 1.262 · 0.17−21.2−2is2.
Furthermore,
∑ |A′i| ≤ 1.262·0.17−21−1.2−2 s2 ≤ 179.8s2.
Now, if a ∈ A∗ = A2 \
⋃
0≤i≤v
A′i, then in Ta the number of elements smaller than
2−in1/(h+1) is Ni ≤ ri = 0.17 ·2−i1.2i(h+1) for every 0 ≤ i ≤ v. Specially, Nv ≤ 1,
that is, p1, p2, . . . , ph are all at least 2
−vn1/(h+1). Let T (1)a contain those elements
of Ta that are at most n
1/(h+1) and let T
(2)
a = Ta \ T (1)a .
Now, a lower bound is going to be given for
∏
pi∈T (1)a
pi. Since all elements of
T
(1)
a (possibly) except ph+1 are in the interval (2
−vn1/(h+1), n1/(h+1)], the double-
counting of the size of the set
{(i, j) | pi ≤ 2−jn1/(h+1), pi ∈ T (1)a \ {ph+1}, 0 ≤ j is an integer}
yields the estimate
∏
pi∈T (1)a \{ph+1}
pi ≥ n(|T1|−1)/(h+1)2
−
v∑
i=0
Ni
.
Therefore,
∏
pi∈T (1)a
pi ≥ n(|T (1)a |−1)/(h+1)2
−
v∑
i=0
Ni
ph+1 ≥ n(|T (1)a |−1)/(h+1)2
−
v∑
i=0
0.17·2−i1.2i(h+1)
ph+1 ≥
≥ n(|T (1)a |−1)/(h+1)2−c(h+1)ph+1 ≥ n|T
(1)
a |/(h+1)2−(c+0.75)(h+1),
where c = 0.17 · (1 − 1.2/2)−1 = 0.425 and we used that (h + 1)2 ≤ 20.75(h+1) for
every h ≥ 7. Note that |T (1)a | = N0 ≤ 0.17(h+1). As p1 . . . ph+1 ≤ n, the following
upper bound is obtained for the product of the elements of T
(2)
a :∏
pi∈T (2)a
pi ≤ n|T (2)a |/(h+1)21.175(h+1).
Therefore, T2 contains at most 0.51(h+1) elements larger than 2
2.3n1/(h+1). So at
least 0.49(h+1) elements of T2 are at most 2
2.3n1/(h+1). Hence, |A∗| ≤ (
pi(22.3n1/(h+1))
2 )
(0.49(h+1)2 )
≤
1.262·22·2.23
0.492 s
2 ≤ 145.6s2.
Therefore, it is obtained that |A| ≤ pi(n) + 359.2s2, if h ≥ 7. 
We note that in the proofs of Theorem 1 and Theorem 7 with a more careful
and lengthier calculation better constants can be obtained, especially, if h is large
enough.
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3. Infinite case
In this section the following lemma of Erdo˝s is going to be used ([3]).
Lemma 13. The set B =
{
k : k ≤ n2/3} ∪ {p : p ≤ n and p is a prime} forms a
multiplicative basis of order 2 for [n].
Our first lemma generalizes Erdo˝s’ previously mentioned lemma.
Lemma 14. Let h ≥ 2. The set B(h) = {k : k ≤ n 2h+1 }∪{p : p ≤ n and p is a prime}
forms a multiplicative basis of order h for [n].
Proof of Lemma 14. We prove the statement by induction on h. The base case
h = 2 was shown by Erdo˝s.
Now let us suppose that for every N the set {k : k ≤ N2/h} ∪ {p : p ≤
N and p is a prime} forms a multiplicative basis of order h − 1 for [N ]. We show
that B(h) = {k : k ≤ n 2h+1 } ∪ {p : p ≤ n and p is a prime} forms a multiplicative
basis of order h for [n]. Let m ≤ n. If there exists a prime divisor p of m such that
p > n
1
h+1 , then m = p · mp , where mp ≤ n
h
h+1 . Therefore, using the induction step
for N = n
h
h+1 we get that mp = b2 . . . bh such that either bi ≤ N
2
h = n
2
h+1 or bi is a
prime, so m = b1b2 . . . bh for some bi ∈ B(h).
If every prime divisor of m is at most n
1
h+1 , then let m = p1p2 . . . ps such that
p1 ≥ p2 ≥ · · · ≥ ps. We show that the multiset {p1, p2, . . . , ps} can be split into h
parts, A1 ∪A2 ∪ · · · ∪Ah, such that every number of the form bi =
∏
p∈Ai
p is at most
n
2
h+1 . Let A
(h)
1 = {p1}, . . . , A(h)h = {ph}. Now assume that for some h ≤ i < s we
have already defined the multisets A
(i)
1 , . . . , A
(i)
h . Let b
(i)
g =
∏
p∈A(i)g
p and j is chosen
in such a way that min{b(i)1 , b(i)2 , . . . , b(i)h } = b(i)j . Then let A(i+1)g = A(i)g for every
g 6= j and A(i+1)j = A(i)j ∪ {pi+1}. We claim that b(i+1)j+1 ≤ n
2
h+1 . For the sake of
contradiction let us assume that b
(i+1)
j+1 > n
2
h+1 . Then n ≥ m ≥ b(i+1)1 . . . b(i+1)h >
b
(i+1)
1 . . . b
(i+1)
j−1 b
(i+1)
j+1 . . . b
(i+1)
h n
2
h+1 , therefore n
h−1
h+1 > b
(i)
1 . . . b
(i)
j−1b
(i)
j+1 . . . b
(i)
h . Thus
min{b(i)1 , b(i)2 , . . . , b(i)h } < n
1
h+1 . Hence b
(i+1)
j = b
(i)
j pi+1 < n
2
h+1 is a contradiction.
Thus always adding the following prime to the set in which the product is currently
the smallest gives us an appropriate representation. 
Now, we prove Theorem 4.
Proof of Theorem 4. We start with proving the first statement by induction on
h for every h ≥ 1. First of all, note that the unique multiplicative basis of order
1 for Z+ is B = Z+, hence, for h = 1 the statement is trivially true. Now assume
that h ≥ 2 and for h − 1 the statement holds. Let B ⊆ Z+ be a multiplicative
basis of order h for Z+. Without the loss of generality it can be assumed that B is
not a multiplicative basis of order h − 1, otherwise the statement follows from the
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induction hypothesis. So, it can be supposed that there exists some m ∈ Z+ \Bh−1.
Clearly, all the primes (and 1) have to belong to B. Now let n be an arbitrary integer
large enough. Letm < p ≤ n/m be an arbitrary prime. Since pm ∈ Bh, the number
pm can be written as pm = b1b2 . . . bh in such a way that b1, b2, . . . , bh ∈ B. As
p is a prime, it divides some bi, so let us assume that p|b1. Then b1 > p, since
b1 = p would imply that m = b2b3 . . . bh ∈ Bh−1. Therefore, b1 ∈ B is a multiple of
p, moreover, b1/p ≤ m. Hence, b1 is a composite number and has a unique prime
factor larger than m. For each prime from the interval (m,n/m) we get such an
element of B and these elements are distinct, thus B(n) ≥ pi(n) + pi(n/m)− pi(m).
Hence, lim inf |B(n)|n
logn
≥ 1 + 1/m.
To prove the second statement, it is enough to do so in the special case h = 2,
since a multiplicative basis of order 2 is a multiplicative basis of order h for every
h ≥ 2. Let ε > 0 be arbitrary. We are going to find an increasing sequence (ni)∞i=1
of positive integers and sets Bi ⊆ [ni] in such a way that the following conditions
hold for every i ≥ 1:
(i) Bi is a multiplicative basis for [ni],
(ii) |Bi| < (1 + ε) nilogni ,
(iii) Bi ∩ [ni−1] = Bi−1.
If such numbers and sets are found, then let us define a sequence of positive integers
by B :=
∞⋃
i=1
Bi. We claim that B is a multiplicative basis for Z
+ satisfying that
lim inf |B(n)|n
logn
< 1 + ε. At first we show that B is a multiplicative basis. Let a ∈ Z+
be arbitrary. If i is large enough, then a ∈ [ni]. Since Bi is a multiplicative basis for
[ni], there exist b, c ∈ Bi such that a = bc. As Bi ⊆ B, the number a is a product
of two elements of B. This is true for every a ∈ Z+, so B is a multiplicative basis.
Condition (iii) implies that B(ni) = Bi, hence, by condition (ii) it follows that
for every i ≥ 1 we have
|B(ni)|
ni
logni
< 1 + ε.
From this the desired statement follows.
Now it remains to find appropriate ni numbers and Bi sets. Let n0 = N =
⌈max((32/(3ε))2, (16/ε)2)⌉ and B0 = [n0]. Now we define the numbers ni and the
sets Bi (for i ≥ 1) satisfying conditions (i), (ii), (iii) recursively. Let us assume that
ni and Bi are already defined in such a way that Bi ⊆ [ni] is a multiplicative basis
for [ni]. Our aim is to find ni+1 > ni and Bi+1 ⊆ [ni+1] satisfying conditions (i),
(ii), (iii). For simplicity let us introduce the notion x := ni, y := ni+1. Let us define
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Bi+1 in the following way:
Bi+1 = Bi ∪ {i | x < i ≤ y2/3x} ∪ {pv | y2/3 < p ≤ y/x, p is a prime, v ≤
√
x}∪
∪ {pv | y/x < p ≤ y/N, p is a prime, v ≤
√
y/p}∪
∪ {p | y/N < p ≤ y, p is a prime}.
If y > x2, we have min(y2/3, y/x) > x, so every element of Bi+1 \Bi is larger than
x, therefore condition (iii) holds.
Now we show that Bi+1 is a multiplicative basis for [y]. Let a ≤ y be arbitrary.
According to Lemma 13 the number a can be represented in the form a = uv, where
v ≤ u and either u ≤ y2/3, or u > y2/3 is a prime. At first assume that u ≤ y2/3.
If x < v, then both u and v lie in (x, y2/3x], so u, v ∈ Bi+1 and a = uv ∈ B2i+1. If
v ≤ x, then we distinguish two cases.
1. If x < uv, then a = 1 · (uv) is a good representation, since uv lies in (x, y2/3x].
2. If uv ≤ x, then a = uv can be written as a product of two elements from
the set Bi ⊆ Bi+1, since Bi is a multiplicative basis for [x] by the induction
hypothesis.
Secondly let us assume that u > y2/3 is a prime, denote it by p. As the first case
let y2/3 < p ≤ y/x. Since a ≤ y, we have that v = a/p ≤ y/p ≤ y1/3. If x < v, then
v ∈ Bi+1, so a = pv ∈ B2i+1. If v ≤ x, then v = v1v2 for some v1, v2 ∈ Bi, since Bi
is a multiplicative basis for [x]. Without the loss of generality it can be assumed
that v1 ≤ v2. Then v1 ≤ √v1v2 =
√
v ≤ √x, therefore both pv1 and v2 lies in Bi+1,
hence a = (pv1) · v2 ∈ B2i+1.
Now, as the second case let y/x < p. If y/N ≤ p, then v = a/p ≤ y/p ≤ N ,
so a = p · v is a good representation, since [N ] ⊆ Bi+1 and p ∈ Bi+1. Finally, if
y/x < p < y/N , then v = y/p < x. Since Bi is a multiplicative basis for [x], there
exist some v1, v2 ∈ Bi such that v = v1v2. It can be assumed that v1 ≤ v2 and in
this case v1 ≤ √v ≤
√
y/p. Therefore, a = (pv1) · v2 ∈ B2i+1. Thus we obtained
that condition (i) holds.
Finally, it is going to be proved that Bi+1 and ni+1 satisfies condition (ii), as
well. If x4 < y, then
|Bi ∪ {i | x < i ≤ y2/3x}| ≤ y2/3x < y11/12 < ε
4
· y
log y
,
if y is large enough. Moreover,
|{pv | y2/3 < p ≤ y/x, p is a prime, v < √x}| ≤ pi(y/x)√x ≤
≤ 2 y/x
log(y/x)
√
x = 2
y
log y
1√
x
1
1− log xlog y
≤ ε
4
y
log y
,
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since x4 < y and x ≥ N > (32/(3ε))2.
Let us continue with the estimation of the next term:
|{pv | y/x < p ≤ y/N, p is a prime, v ≤
√
y/p}| ≤
≤ |{pv | ∃j : N ≤ j ≤ x− 1, y/(j + 1) < p ≤ y/j, p is a prime, v ≤
√
j + 1}| ≤
≤
x−1∑
j=N
(
pi
(
y
j
)
− pi
(
y
j + 1
))√
j + 1
If x is fixed and y → ∞, then pi
(
y
j
)
= yj log y + o
(
y
j(log y)1.5
)
, therefore we obtain
that
pi
(
y
j
)
− pi
(
y
j + 1
)
=
1
j(j + 1)
y
log y
+ o
(
y
j(log y)1.5
)
.
(For instance it suffices to take y = ⌊xx⌋.) Hence,
x−1∑
j=N
(
pi
(
y
j
)
− pi
(
y
j + 1
))√
j + 1 =

x−1∑
j=N
1
j
√
j + 1

 y
log y
+ o
( √
x√
log y
)
y
log y
.
Therefore,
|{pv | y/x < p ≤ y/N, p is a prime, v ≤
√
y/p}| ≤ ε
4
y
log y
,
if N > (16/ε)2 and y is large enough.
Finally,
|{p | y/N < p ≤ y, p is a prime}| ≤ pi(y) ≤
(
1 +
ε
4
) y
log y
,
if y is large enough. Adding up the estimates we obtain that
|Bi+1| ≤ (1 + ε) y
log y
holds, if y is sufficiently large. 
The logarithmic density of a set B ⊂ Z+ is defined as the limit lim
n→∞
∑
b∈B(n)
1
b
logn
(if
it exists). Now, we prove Theorem 5 which determines how small
∑
b∈B(n)
1
b can be
for a multiplicative basis of order h.
Proof of Theorem 5. In order to prove the first statement let B ∈ MBh(Z+),
moreover let B = {b1, b2, . . . }, where 1 ≤ b1 < b2 < . . . . Let us denote by sB,h(k)
that how many ways k can be written as a product of h elements of the set B, that
is,
sB,h(k) = |{(i1, . . . , ih) ∈ (Z+)h : bi1 · · · · · bih = k}|.
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Clearly, 
 ∑
b≤B(n)
1
b


h
≥
∑
k≤n
sB,h(k)
k
≥
∑
k≤n,|µ(k)|=1
sB,h(k)
k
,
where µ is the Mo¨bius-function, that is, the summation ranges over the squarefree
integers. If there exists a representation k = bi1 . . . bih , with bi1 < bi2 < · · · < bih ,
then sB,h(k) ≥ h! holds. On the other hand, if for some squarefree integer k a
representation k = bi1 . . . bih with bi1 < bi2 < · · · < bih does not exist, then every
representation of k as a product of h factors contains b1 = 1. Hence,
∑
k≤n,|µ(k)|=1,
sB,h(k)<h!
sB,h(k)
k
≤
∑
k≤n,|µ(k)|=1,
sB,h(k)<h!
h!
k
≤ h!

 ∑
b∈B(n)
1
b


h−1
.
Thus
 ∑
b∈B(n)
1
b


h
≥
∑
k≤n,|µ(k)|=1
sB,h(k)
k
=
=
∑
k≤n,|µ(k)|=1,
sB,h(k)≥h!
sB,h(k)
k
+
∑
k≤n,|µ(k)|=1,
sB,h(k)<h!
sB,h(k)
k
≥
≥
∑
k≤n,|µ(k)|=1,
sB,h(k)≥h!
h!
k
+

 ∑
k≤n,|µ(k)|=1,
sB,h(k)<h!
h!
k
− h!

 ∑
b∈B(n)
1
b


h−1

 .
After some ordering we obtain by the binomial theorem that


 ∑
b∈B(n)
1
b

+ (h− 1)!


h
≥
∑
k≤n,|µ(k)|=1
h!
k
.
Applying the well-known estimate
∑
k≤n,|µ(k)|=1
1
k =
(
6
pi2 + o(1)
)
logn and the in-
equalities
√
6
pi2 ≤ h
√
6
pi2 and h! >
(
h
e
)h
we obtain the bound claimed in the first
part of the theorem.
To prove the second statement of the theorem let us denote the set of prime
numbers by P and the kth prime by pk. First we show that the set P can be
partitioned into h subsets, P = P1 ∪ · · · ∪ Ph, in such a way that
max
1≤i≤h


∑
p∈Pi(k)
1
p

− min1≤i≤h


∑
p∈Pi(k)
1
p

 ≤ 0.5 (4)
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hold for every k ∈ Z+. Let Pi = {pi+hm : m ≥ 0} for every 1 ≤ i ≤ h. Then it is
easy to see that max
1≤i≤h
{ ∑
p∈Pi(k)
1
p
}
=
∑
p∈P1(k)
1
p and min1≤i≤h
{ ∑
p∈Pi(k)
1
p
}
=
∑
p∈Ph(k)
1
p ,
moreover
∑
p∈Ph(k)
1
p >
∑
p∈P1(k)\{2}
1
p =
( ∑
p∈P1(k)
1
p
)
− 0.5, which proves that the
defined partition of the set of prime numbers satisfies (4).
For this partition P = P1 ∪ · · · ∪ Ph, we also have∣∣∣∣∣∣
∑
p∈Pi(n)
1
p
− 1
h
∑
p∈P (n)
1
p
∣∣∣∣∣∣ ≤ 0.5.
Now let us choose the sets Ai for 1 ≤ i ≤ h in such a way that in the set Ai every
integer k has prime factors only from the set Pi, that is,
Ai = {k ∈ Z+ : each prime factor of k belongs to Pi}.
Finally, let B =
h⋃
i=1
Ai. It is easy to see that B is a multiplicative basis of order
h. Therefore, it remains to prove that
∑
b∈B(n)
1
b
≤ Ch h
√
logn for some absolute
constant C. Obviously, ∑
b∈B(n)
1
b
=
h∑
i=1
∑
b∈Ai(n)
1
b
,
so it is enough to show that
∑
b∈Ai(n)
1
b ≤ C h
√
log n. Clearly,
∑
b∈Ai(n)
1
b
≤
∏
p∈Pi(n)
(
1 +
1
p
+
1
p2
+ . . .
)
.
Moreover, the following inequality holds for every prime number p:
1 <
1 + 1p +
1
p2 + . . .
e
1
p
=
1 + 1p−1
e
1
p
< e
1
p−1− 1p ≤ e 2p2 .
By the inequality
∑
1
p2 <
1
2 we obtain that
∏
p∈Pi(n)
(
1 +
1
p
+
1
p2
+ . . .
)
≤ e
∏
p∈Pi(n)
e
1
p ≤ e 32 e
1
h
∑
p∈P(n)
1
p
,
but the well-known estimate
∑
p∈P (n)
1
p = log logn + O(1) gives that e
1
h
∑
p∈P (n)
1
p
=
O( h
√
logn), which completes the proof. 
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We continue with proving Theorem 3 which strengthens Raikov’s result.
Proof of Theorem 3. To verify the lower bound lim sup
n→∞
|B(n)|
n/ log
h−1
h n
≥
√
6
epi
, by
Theorem 5 it is enough to show that lim sup
n→∞
∑
b∈B(n)
1
b
h h
√
logn
≤ lim sup
n→∞
|B(n)|
n/ log
h−1
h n
. Let
B = {b1, b2, . . . }, where 0 < b1 < b2 . . . . If lim sup
n→∞
|B(n)|
n/ log
h−1
h n
= c, then for
every ε > 0 there exists an n0 = n0(ε) such that
|B(n)|
n/ log
h−1
h n
< c + ε for n ≥ n0.
Hence,
|B(bn)|
bn/ log
h−1
h bn
< c + ε, therefore (c + ε)bn > n log
h−1
h bn ≥ n log
h−1
h n, that
is, bn >
1
c+ ε
n log
h−1
h n for n ≥ n0. Thus
∑
b∈B(n)
1
b ≤
n∑
k=1
1
bk
=
∑
k<n0
1
bk
+
n∑
k=n0
1
bk
<
C0 +
n∑
k=n0
c+ε
k log
h−1
h k
< C1 + (c + ε)
n∫
10
1
x log
h−1
h x
dx < C2 + (c + ε)h log
1
h n, which
completes the proof of the first part.
To prove the second statement it is enough to construct a multiplicative basis B of
order h for which lim sup
n→∞
|B(n)|
n/ log
h−1
h n
= ch, where the sequence ch is bounded. We
are going to show that Raikov’s construction (see [5]) is a suitable choice for B. The
set of prime numbers is denoted by 2 = p1 < p2 < p3 < . . . . The prime numbers are
distributed into h subsets in the following way: P =
h⋃
i=1
Pi, where Pi = {pi+hm :
m ≥ 0}. For 1 ≤ i ≤ h let Ni = {a ∈ Z+ : each prime factor of a belongs to Pi}.
We have already seen in the proof of Theorem 5 that the set N =
h⋃
i=1
Ni forms a
multiplicative basis of order h. Let ηi(s) =
∞∏
m=0
(1−p−si+hm)−1, if s ∈ C and ℜ(s) > 1.
Let us fix the integer 1 ≤ i ≤ h and take ϕi(s) =
∏
q 6=i
(
ηi(s)
ηq(s)
)1/h
. Raikov proved
that there exists an ε > 0 such that the function ϕi(s) is analytic for ℜ(s) > 1− ε
and |N(x)| ∼ ϕ1(1)+ϕ2(1)+···+ϕh(1)
Γ( 1k )
x log
1
h−1 x. Since Γ
(
1
h
)
=
∫ ∞
0
x
1
h−1e−xdx >∫ 1
0
e−1x
1
h−1dx =
h
e
, therefore it is enough to prove that ϕi(1) is bounded. Later
on s will denote a real number. We will show that for some suitable constants
0 < c2 < 1 < c3 we have c2 < lim
s→1+
ηi(s)
ηq(s)
< c3, therefore c2 ≤ ϕi(1) ≤ c3. For s > 1
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we have that
ηi(s)
ηq(s)
=
∞∏
m=0
1− p−sq+mh
1− p−si+mh
=
exp
( ∞∑
m=0
(
log
(
1− p−sq+mh
)
− log (1− p−si+mh))
)
= exp
(
−
∞∑
m=0
∞∑
t=1
(
p−tsq+mh
t
− p
−ts
i+mh
t
))
.
A routine calculation gives that
∣∣∣∣∣
∞∑
m=0
∞∑
t=2
(
p−tsq+mh
t
− p
−ts
i+mh
t
)∣∣∣∣∣ < c4, therefore it
remains to prove that
c5 <
∞∑
m=0
(
1
psq+mh
− 1
psi+mh
)
< c6.
Let us introduce a constant x which will be defined later. Hence∣∣∣∣∣
∞∑
m=0
(
1
psq+mh
− 1
psi+mh
)∣∣∣∣∣ <
<
∣∣∣ ∑
m: pq+mh≤x
(
1
psq+mh
− 1
pq+mh
)
−
∑
m: pi+mh≤x
(
1
psi+mh
− 1
pi+mh
)
−
∑
m: pq+mh≤x,pi+mh≤x
(
1
pi+mh
− 1
pq+mh
) ∣∣∣+∑
p>x
1
ps
+ c7 <
∑
m: pi+mh≤x
(
1
pi+mh
− 1
psi+mh
)
+
∑
m: pq+mh≤x
(
1
pq+mh
− 1
psq+mh
)
+
∣∣∣∣∣∣
∑
m: pi+mh≤x,pq+mh≤x
(
1
pi+mh
− 1
pq+mh
)∣∣∣∣∣∣+
∑
p>x
1
ps
+ c7.
The well-known estimation 1−y < e−y yields 1pq+mh− 1psq+mh < (s−1)
log pq+mh
pq+mh
, there-
fore
∑
m: pq+mh≤x
(
1
pq+mh
− 1psq+mh
)
≤ (s − 1) ∑
m: pq+mh≤x
log pq+mh
pq+mh
≤ c8(s − 1) log x.
Similarly,
∑
m: pi+mh≤x
(
1
pi+mh
− 1psi+mh
)
≤ c8(s− 1) log x.
We have seen in the proof of Theorem 5 that
∣∣∣∣∣∣
∑
p∈Pu,p≤x
1
p
− 1
h
∑
p≤x
1
p
∣∣∣∣∣∣ ≤ 0.5.
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Hence,∣∣∣∣∣∣
∑
m: pi+mh≤x,pq+mh≤x
(
1
pi+mh
− 1
pq+mh
)∣∣∣∣∣∣ =∣∣∣∣∣∣

 ∑
m: pi+mh≤x,pq+mh≤x
1
pi+mh
− 1
h
∑
p,p≤x
1
p

−

 ∑
m: pi+mh≤x,pq+mh≤x
1
pq+mh
− 1
h
∑
p,p≤x
1
p


∣∣∣∣∣∣ ≤ 1.
By the Prime Number Theorem we have
∑
p>x
1
ps
≤
∑
k≥c8 xlog x
1
(k log k)s
≤ c9
(log x)s
∑
k≥c8 xlog x
1
ks
≤
c10
(log x)s
∞∫
c8
x
log x
dt
ts
≤ c11
s− 1
1
xs−1 log x
.
Summarizing these bounds we get∣∣∣∣∣
∞∑
m=0
(
1
psq+mh
− 1
psi+mh
)∣∣∣∣∣ < c7 + 2c12(s− 1) log x+ c11s− 1 1xs−1 log x + 1.
Substituting x = e
1
s−1 we get∣∣∣∣∣
∞∑
m=0
(
1
psq+mh
− 1
psi+mh
)∣∣∣∣∣ < c7 + 2c12 + c11e + 1,
which completes the proof. 
The following lemma is going to be used in the proof of Theorem 8:
Lemma 15. Let Q be a subset of the prime numbers satisfying |Q(n)| ≪ nc for
some constant c > 0. Then for every ε > 0 there exists some integer N0 = N0(ε,Q)
such that for every n ≥ N0 we have
|{k : k ≤ n and every prime divisor of k is in Q}| ≤ nc+ε.
Proof of Lemma 15. Let the primes in Q be: q1 < q2 < . . . and denote by pn the
nth prime number. Let us define an injective mapping k → k′ in such a way that to
k = q
αi1
i1
. . . q
αis
is
we assign k′ = p
αi1
i1
. . . p
αis
is
. It is enough to prove that there exists
a suitable set Y satisfying |Y | = (logn)O(1) such that each k′ can be represented
as k′ = xy, where x ≤ nc+ ε2 and y ∈ Y . We know that n = |Q(qn)| ≪ qcn,
hence pn ∼ n logn ≪ qcn log qn. Thus there exists some C = C(ε,Q) such that
for every pl > C, we have pl ≤ qc+
ε
2
l . In k
′ =
( ∏
pl≤C
pαll
)( ∏
pl>C
pαll
)
we have
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∏
pl>C
pαll ≤ nc+
ε
2 , if k ≤ n. Furthermore, for the product ∏
pl≤C
pαll there are at most
(log2 n)
C possibilities, which completes the proof. 
Finally, we prove Theorem 8 about the infinite case of Erdo˝s’ problem.
Proof of Theorem 8. Let P be the set of primes, moreover let P1 = P ∩ A and
P2 = P \ A. Therefore, P1 and P2 are disjoint and P1 ∪ P2 = P . If P1 = P , then
A = P , otherwise let α = lim sup
n→∞
log |P2(n)|
logn
. Let B be a multiplicative basis of
order h defined in Lemma 14, and take the mapping A(n)→ B defined in Lemma 12.
We claim that if a → k, where k is not a prime number, then each prime factor
of k belongs to the set P2. Since, if p|k for some p ∈ P1, then for a0 = p ∈ A
and a1 = a ∈ A we have a0|a1, which contradicts the assumption that A possesses
property Ph.
If α = 0, then by Lemma 15:
|A(n)| ≤ pi(n) + |{k : k ≤ n 2h+1 , k is an image in the mapping A→ B}| ≤
≤ pi(n) + |{k : k ≤ n 2h+1 and each prime factor of k belongs to the set P2}| =
= pi(n) +O
((
n
2
h+1
)ε+ε/2)
= pi(n) +O (nε) .
If α > 0, then we prove that lim inf
n→∞ (|A(n)| − pi(n)) = −∞. First we show that
for every δ > 0 there exist infinitely many integers n such that |[2n−1, 2n] ∩ P2| >
2(α−δ)n. For the sake of contradiction assume that |[2n−1, 2n] ∩ P2| ≤ 2(α−δ)n for
n ≥ n0, then |P2(2N )| ≤M0+1+ 2(α−δ)1+2(α−δ)2+ · · ·+2(α−δ)N = O
(
2(α−δ)N
)
.
Hence for every n we have |P2(n)| = O(nα−δ), which contradicts the definition of
α. By Lemma 14 we have
|A(2n)| ≤ |{p : p ≤ 2n and p is an image in the mapping A→ B}|+
+ |{k : k ≤ (2n) 2h+1 , k is an image in the mapping A→ B}| ≤
≤ pi(2n)−|P2∩[2n−1, 2n]|+|{k : k ≤ (2n) 2h+1 , each prime factor of k belongs to P2}|
For infinitely many n this can be bounded by
|A(2n)| ≤ pi(2n)− 2(α−δ)n +
(
(2n)
2
h+1
)α+ε
.
The values ε = δ = α8 verify the desired statement.
In order to construct an always dense set A, a sequence ln → ∞ is going to
be chosen and sequences fn and gn are going to be defined recursively as follows:
Let f1 and g1 be large enough (we will specify them later), fn+1 =
(
fn
2lnh
)ln
and
gn+1 = g
hln
n . Then it easy to see that
fn+1 =
(
f1 (2h)
−1− 1l1−
1
l1l2
−···− 1l1l2...ln−1 l−11 l
− 1l1
2 l
− 1l1l2
3 . . . l
− 1l1l2...ln−1
n
)l1l2...ln
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and
gn+1 = g
hnl1l2...ln
1 .
Let us suppose that for every k we have lk ≥ 2 and
∞∑
n=1
log ln
l1l2 . . . ln−1
< ∞. In this
case for some c1 > 1 we have fn+1 > c
l1l2...ln
1 , if f1 is large enough. The set A is
defined with a little modification of the set of prime numbers. After the integer gm
we just omit fm prime numbers Pm = {p(m)1 , . . . , p(m)fm }, and instead of them we add
the integers from the set
Bm =
{
p
(m)
j
(i)
1
. . . p
(m)
j
(i)
hlm−h+1
: 1 ≤ i ≤
(
fm
2(hlm − h+ 1)
)lm}
,
where the sets Si = {j(i)1 , . . . , j(i)hlm−h+1} are the sets defined in Lemma 11 for
n = fm, k = hlm−h+1 and t = lm. If g1 is large enough, then for every m ≥ 1 the
elements of Bm are less than gm+1. Moreover, it is easy to check that b0 ∤ b1 . . . bh
for any distinct integers from the set Bm, therefore the set
A =
(
P \
∞⋃
n=1
Pn
)
∪
( ∞⋃
n=1
Bn
)
possesses property Ph. It remains to prove that the sequence lm can be chosen in
such a way that
|A(x)| ≥ pi(x) + exp
{
(log x)
1− c
√
log h√
log log x
}
holds for every large enough x. Let us suppose that gn+1 ≤ x < gn+2. In this case
A(x) > pi(x) −
(
n+1∑
i=1
|Pi|
)
+ |Bn|.
An easy calculation gives that
n+1∑
i=1
|Pi| < 1.1|Pn+1|, if n is large enough. On
the other hand ln → ∞ implies that |Bn| ≥
(
fn
2(hln−h+1)
)ln ∼ e h−1h ( fn2hln
)ln ∼
e
h−1
h fn+1 = e
h−1
h |Pn+1|, therefore
A(x)− pi(x)≫ fn+1 ≫ cl1...ln1 =
(
g
hn+1l1...ln+1
1
) c2
hn+1ln+1 = g
c2
hn+1ln+1
n+2 > x
c2
hn+1ln+1 .
It can be shown that an almost optimal (up to a constant factor) choice for lk is
lk = h
k. In this case gn+1 ≤ x < gn+2 can be rewritten as
gh
n+
n(n+1)
2
1 ≤ x < gh
n+1+
(n+1)(n+2)
2
1 ,
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therefore n ∼√2 logh log x. Hence
A(x) − pi(x) > xc2h−
√
c3 logh log x
> exp
{
(log x)
1− c4
√
log h√
log log x
}
.
4. Questions
Finally, we present some open problems.
Problem 1. Do there exist constants ch such that for the size of a smallest multi-
plicative basis for [n] we have
min
B∈MBh([n])
|B| = pi(n) + (ch + o(1))n
2/(h+1)
log2 n
?
If so, determine ch.
A similar problem can be formulated for Fh(n).
Problem 2. Do there exist constants dh such that
Fh(n) = pi(n) + (dh + o(1))
n2/(h+1)
log2 n
?
We can not improve the lower bound in Theorem 8. Is it true that it is almost
optimal, that is:
Problem 3. Is it true that there exists constant Ch such that if an infinite set A
satisfies |A(n)| ≥ pi(n)+exp
{
(log n)
1− Ch
√
log h√
log log n
}
for every n, then there are distinct
elements a0, a1, . . . , ah ∈ A with a0|a1 . . . ah?
Let us denote by Fr,s(n) the maximal size of A ⊂ [n] such that there are no distinct
elements a1, a2, . . . , ar+s ∈ A with a1 . . . ar | ar+1 . . . ar+s. Clearly F1,s(n) = Fs(n).
It is easy to see that for 1 ≤ r < s we have F1,s(n) ≤ Fr,s(n) ≤ Fs,s(n). We
know that F1,3(n) = pi(n) + n
1/2+o(1) and following the estimation of the size of
a multiplicative 3-Sidon sequence in [4] it can be shown that F3,3(n) ≤ pi(n) +
pi(n/3) + n2/3+o(1). Moreover, F2,3(n) ≤ pi(n) + n2/3+o(1) can be deduced also.
Problem 4. Is it true that there exists a constant c2,3 such that F2,3(n) = pi(n) +
nc2,3+o(1)? If so, determine c2,3.
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