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$k$ $\triangle x^{k}$ $\alpha^{k}$
$x^{k+1}=x^{k}+\alpha^{k}\triangle x^{k}$ (2)
$\alpha_{\iota’}^{k}(i=1, \ldots, n)$
$x_{i}^{k+1}=x_{i}^{k}+\alpha_{i}^{k}\triangle x_{i}^{k}(i=1, \ldots, n)$ (3)
(spectral method)
step 1 $k=0$ $x_{i}^{0}(i=1, \ldots, n)$
step 2
step 3 $\triangle x_{i}^{k}(i=1, \ldots, n)$
step 4 $\alpha_{i}^{k}(i=1, \ldots, n)$
step 5











minimize $c^{T}x$ subject to $Ax=bx\geq 0$ . (P)
$x\in\Re^{n}$ $A\in\Re^{m\cross n},$ $b\in\Re^{m}$ $c\in\Re^{n}$ (D) $y\in\Re^{m},$ $z\in\Re^{n}$
maximize $b^{T}y$ subject to $A^{T}y+z=cz\geq 0$ (D)
$X$ $x$
$Ax=b, x\geq 0, A^{T}y+z=c, z\geq 0, Xz=0$ (0)
[2,8,10]
$k$ Newton $\Delta w:=(\triangle x, \triangle y, \triangle z)$
$A\Delta x$ $=$ $b-Ax^{ }$ (5a)
$A^{T}\triangle y+\triangle z = c-A^{T}y^{k}-z^{k}$ , (5b)
$Z\Delta x+X\Delta z = \gamma\mu e-Xz^{k}$ , (5c)






[10, 18]. $D$ $p$
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( ) $=$ ( ) $\cross$ ( )
(6)
[12] [6]
1 $\alpha$ $x^{T}z$ $\alpha$
$\alpha$ 1( ) $\gamma x^{T}z$




$r_{p}:=b-Ax$ , $r_{d}:=c-A^{T}y-z$ $r:=(r_{p}, r_{d})$
2 $r\ovalbox{\tt\small REJECT}$ $\alpha$ $\alpha$ 1 $0$
$r_{p}:=b-Ax$ $A(x+\triangle x)=b$ $\triangle x$
$A\Delta x=b-Ax=r_{p}$









$\alpha^{*}:=\min\{1, \alpha_{c}\cross\max\{a : x+\alpha\triangle x\geq 0\}\}$ . (9)
$\alpha_{i}^{*}:=\min\{1, \alpha_{c}\cross\max\{\alpha_{i}:x_{i}+\alpha_{i}\triangle x_{i}\geq 0\}\}(i=1, \ldots, n)$ . (10)









$(x^{0}, y^{0}, z^{0})=(100e, 0,100e)$ IPMI IPM2
1
4.2 (2)
(complementarity term) xizi ( )
( ) $(0\leq\alpha\leq 1)$
$O$ 0
( $O$ ) 2
$n$ 2
$f_{i}(\alpha),$ $i=1,$ $\ldots,$ $n$
$f_{i}(\alpha);=(x_{i}+\alpha\triangle x_{i})(z_{i}+\alpha\triangle z_{i})$
(11)
$=x_{i}z_{i}+\alpha(z_{i}\Delta x_{i}+x_{i}\triangle z_{i})+\alpha^{2}\Delta x_{i}\Delta z_{i}.$
$f_{i}(0)=x_{i^{Z}i}>0$
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4.2.1 $\triangle x_{i}\triangle z_{i}=0$ ( )
$z_{i}\triangle x_{i}+x_{i}\triangle z_{i}=0$ xizi ( $\alpha=1$ $(\alpha$ ))




$\alpha^{*}\leq 1$ $0(\alpha=\alpha^{*}$ $)$
(12)
$\alpha^{*}>1$ $f_{i}(1)(\alpha=1$ $)$
4.2.2 $\Delta x_{i}\Delta z_{i}>0$ ( )
$\alpha^{*}<0$ xizi $(\alpha=0$ $)$
$0\leq\alpha^{*}\leq 1$







$f_{i}(1)\leq 0$ $0(\alpha=x^{*}$ $)$




$f_{i}(1)\leq 0$ $0(\alpha=x^{*}$ $)$
$\alpha^{*}\geq 1/2$ xizi $(\alpha=0$ $)$
4.3
$(\begin{array}{lll}X_{1} \ddots X_{n}\end{array})$ (16)
(SDP)[3,10, 16, 17]





$\mathcal{K}_{1}:=\{x_{1};=(x_{0}^{1}, x_{1}^{1}, \ldots, x_{n_{1}}^{1}):x_{0}^{1}\geq\sqrt{(x_{1}^{1})^{2}++(x_{n_{1}}^{1})^{2}}\}$
: (18)
$\mathcal{K}_{N}:=\{x_{N}:=(x_{0}^{N}, x_{1}^{N}, \ldots, x_{n_{N}}^{N}):x_{0}^{N}\geq\sqrt{(x_{1}^{N})^{2}++(x_{n_{N}}^{N})^{2}}\}.$









[1] F. Alizadeh and D. Goldfarb, “Second-Order Cone Programming,” Mathematical Programming,
Vol. 95, 3-51, 2003.
[2] E. D. Andersen, J. Gondzio, C. M\’esz\’aros and X. Xu, “Implementation of Interior-Point Methods
for Large Scale Linear Programs,” Interior Point Methods of Mathematical Programming, ed. $T.$
Terlaky, Kluwer Academic Publishers, Dordrecht, 189-252, 1996.
[3] A. Ben-Tal and A. Nemirovski, “Lectures on Modern Convex optimization: Analysis, Algo-
rithms, and Engineering Applications,” SIAM, Philadelphia, 2001.
86
[4] R. Fourer, “optimization Methods III. Solving Linear Programs by Interior-Point Methods,”
Lecture Note, Northwestern University, 2005.
[5] G. H. Golub and C. F. V. Loan, “Matrix Computations, Third edition,” Johuns Hopkins Uni-
versity Press, Baltimore, 1996.
[6] J. Gondzio, “Multiple Centrality Corrections in a Primal Dual Method for Linear Programming,”
Computational optimization and Applications, Vol. 6, 137-156, 1996.
[7] J. Gondzio, “Interior Point Methods 25 Years Later,” European Journal of Operational Research,
Vol. 218, 587-601, 2012.
[8] M. Kojima, N. Megiddo and S. Mizuno, “A Primal-Dual Infeasible-Interior-Point Algorithm for
Linear Programming,” Mathematical Programming, Vol. 61, 263-280, 1993.
[9] M. Kojima, S. Mizuno and A. Yoshise, “A Primal-Dual Interior-Point Algorithm for Linear
programming,” Progress in Mathematical Programming, Interior-Point and Related Methods,
Springer-Verlag, New York, 29-47, 1989.
[10] “ ” 2004.
[11] “ ” 1773:
107-114, 2012.
[12] S. Mehrotra, “On the Implementation of a Primal-dual Interior Point Method,” SIAM Journal
on optimization, Vol. 2, 575-601, 1992.
[13] “ (1)- $\triangleleft$ Vol. 35, 321-326, 1995.
[14] J. M. Ortega and W. C. Rheinbolt, “ Iterative Solution of Nonlinear Equations in Several Vari-
ables,” Academic Press, New York, 1970.
[15] “ “ 2009.
[16] M. J. Todd, “Semidefinite optimization,” Acta Numerica, vol. 10, 515-560, 2001.
[17] H. Wolkowicz, R. Saigal and L. Vandenberghe, “Handbook of Semidefinite Programming,”
Kluwer Academic Publishers, 2000.
[lS] S. J. Wright, “Primal-Dual Interior-Point Methods,” SIAM, Philadelphia, 1997.
87
