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A SIMPLE CHARACTERIZATION OF UNIFORM 
BOUNDEDNESS FOR A CLASS OF RECURSIONS 
JEFFREY F. NAUGHTON* AND YEHOSHUA SAGIV’ 
D Detecting bounded recursions is a powerful optimization technique for 
recursive database query languages, as bounded recursions can be re- 
placed by equivalent nonrecursive definitions. The problem is also of 
theoretical interest in that varying the class of recursions considered 
generates problem instances that vary from linearly decidable to NP-hard 
to undecidable. In this paper we review and clarify the existing definitions 
of boundedness. We then specify a class of recursions C such that 
membership in C guarantees that a certain simple condition is necessary 
and sufficient for boundedness. We use the notion of membership in C to 
unify and extend previous work on determining decidable classes of 
bounded recursions. a 
1. INTRODUCTION 
In recent years there has been a growing body of literature investigating the use of 
function-free Horn clauses as a deductive database query language. Many practical 
yet theoretically interesting problems have arisen in this area; one of these is the 
bounded recursion problem, which has been investigated in several papers in recent 
years [2, 4, 6, 9, 111. 
If a system with a nonprocedural, logic-based query language is to be practical, 
it must have powerful optimization techniques, especially for recursive queries. 
Detecting bounded recursions is a powerful optimization, for bounded recursions 
can be replaced by equivalent nonrecursive definitions. Furthermore, techniques 
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developed to detect bounded recursion have proven useful in optimizing un- 
bounded recursions [ 101. 
The bounded recursion problem is theoretically interesting in that by varying 
the problem parameters one can describe classes of programs for which detecting 
bounded recursion ranges from linearly decidable [6, 91 to NP-hard [7] to undecid- 
able [41. 
A linear recursive rule is a rule in which the predicate in the head, say t, 
appears exactly once in the body. The predicate t is called the recursive predicate. 
In this paper we consider only linear recursion, and assume that the same 
predicate t appears in the head of all rules. A program is nonrecursive if it does 
not contain any recursive rule. 
We review two different definitions for boundedness and show that they are 
equivalent. Informally, a program P defining a relation t is bounded if there is a 
nonrecursive program P’ such that P and P’ compute the same relation for t. A 
program P is uniformly bounded if there is a nonrecursive program P’ such that, 
for any initialization for t, P and P’ compute the same relation for t. (This is by 
analogy with uniform equivalence and equivalence as defined by Sagiv in [12].) We 
will use simple boundedness for boundedness when it is necessary to emphasize the 
contrast with uniform boundedness. 
Ioannidis [6] defined a recursive program to be bounded if there is some fixed k 
such that a bottom-up iterative evaluation will always converge to a fixpoint in I k 
iterations (assuming arbitrary initialization of the recursive predicate). Naughton 
[9] defined a program to be weakly data independent if it is equivalent to some 
finite union of conjunctive queries, and strongly data independent if adding an 
arbitrary initialization of the recursive predicate must produce a weakly data-inde- 
pendent program. In Section 3 we note that Ioannidis’s definition and strong data 
independence are both equivalent to uniform boundedness, and that weak data 
independence is equivalent o boundedness. 
Naughton [9] defined the A/V graph for a recursive rule, defined a chain-gener- 
ating path, and showed that the lack of a chain-generating path is a sufficient 
condition for uniformly bounded recursion. That paper also showed that there are 
linear recursive programs with chain-generating paths that are bounded and even 
uniformly bounded. Discovering the largest class of programs for which a chain- 
generating path is necessary and sufficient for unbounded recursion would repre- 
sent progress toward finding the (as yet unknown) boundary between decidable 
and undecidable classes of bounded recursions. This paper presents further 
progress toward that goal. 
We define a class of recursions C and prove that for any recursion in C, the lack 
of a chain-generating path is necessary and sufficient for uniformly bounded 
recursion. As there is a linear procedure for detecting chain-generating paths, for 
any recursion in the class C uniform boundedness is linearly decidable. 
The precise definition of the class C is technical and somewhat unintuitive: a 
linear recursive rule r is in the class C if, in any containment mapping between 
two elements of the expansion of r, no linking variable can be mapped to a 
persistent variable. (Containment mappings, persistent variables, linking variables, 
and expansions of recursive definitions are defined in Section 2.) 
As we demonstrate in Section 4, an algorithm for detecting membership in the 
class C would solve the open problem of decidability of uniform boundedness for 
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single recursive rule programs. However, even without such a decision procedure, 
the notion of the class C is useful for at least two reasons: 
It unifies and captures the essence of previous work on polynomially decidable 
classes of bounded recursion. 
It provides a tool for readily identifying new classes of bounded recursions, as 
proving a class of recursions S to be a subset of the class C immediately 
proves that there is a linear decision procedure for boundedness of recur- 
sions in S. 
Typically, demonstrating that a class is a subset of C is simpler than attacking the 
bounded recursion problem from first principles. 
Natural subsets of linear recursions that are properly contained in C include: 
(1) Any recursion in which no predicate appears twice in the rule body. 
(2) Any recursion in which there are no permutations of variables between the 
occurrence of the recursive predicate in the rule head and in the rule body. 
(3) Any recursion in which any variable appearing in the rule head appears in 
the rule body either in the recursive predicate, or in a nonrecursive 
predicate, but not in both. 
As the class C subsumes the classes considered in 16, 51 and in [9], the bounded- 
ness theorems of those papers follow immediately from and are extended by these 
results. 
We finish the paper by demonstrating a refinement of C, called C’, such that for 
any recursion in C’, a chain-generating path is necessary and sufficient for (simple) 
boundedness. The class C’ is incommensurate with the previously known decidable 
classes of simple bounded recursions given in [9]. 
Example 1.1. Let e be the edge relation of a digraph, and d be a subset of the 
nodes in the graph. Then the following program defines t to be the transitive 
closure restricted to paths starting at a node in d and such that all intermediate 
nodes have self-loops: 
t(X,Y>:-d(X)&t(X,W)&e(W,W)&e(W,Y). 
t(X,Y>:-d(X)&e(X,Y). 
By Theorem 4.2 and Lemma 4.8, the recursion is not uniformly bounded. By 
Theorem 5.1 and Lemma 5.2, the recursion is not bounded. This program is not 




For our purposes, a program P consists of a set of function-free pure Horn 
clauses. (This subset of Horn clause programs has been called “Datalog”, as the 
function-free restriction corresponds to the first normal form assumption of 
relational database query languages.) We will write our programs using PROLOG 
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notation; hence a clause t V 7 p1 V 7 pz V * . * V --I p,, is written t :-p,, pz, . . . , p,. 
We refer to such clauses as rules, where t is the head of the rule and p,, p2,. . . , p, 
is the body. We assume that the rules are well formed in that every variable that 
appears in the head of a rule also appears in the body. 
The predicates in a program P can be divided into two classes: extensional 
database (or EDB) predicates, and intensional database (or IDB) predicates. An 
EDB predicate p is defined by a collection of ground facts stored in a relation 
associated with p, while an IDB predicate t is defined instead by a collection of 
rules in which t appears in the head. 
A rule r is recursive if the head predicate also appears in the body, and it is 
linear recursive if the head predicate appears exactly once in the body. A predicate 
that appears both in the head and in the body of a rule is a recursive predicate. A 
program P is recursive if it contains a recursive rule. 
In this paper we will consider programs containing one IDB predicate, say t, 
and some number of EDB predicates. We consider programs that consist of one 
linear recursive rule, and some number of nonrecursive rules. Furthermore, we 
assume that there are no repeated variables in the heads of the rules, and no 
constants appear anywhere in the rules. 
2.2. Expansions 
Given a program P and an instance t of the IDB predicate defined by P, the 
expansion of t is the set of all conjunctions of EDB predicates that can be 
generated by some sequence of rule applications to t. (To “apply a rule” to a 
conjunction of predicates, find an IDB predicate instance p in the conjunction that 
unifies with the predicate instance p’ in the head of the rule. Then replace p by 
the body of the rule after the most general unifier of p and p’ has been applied to 
the conjunction and the rule.) 
Procedure ExpandRule (Figure 1) enumerates the expansion of an instance t of 
a predicate defined by a recursive rule r,. and a nonrecursive rule r,. We adopt the 
convention that, when writing a string of an expansion, we write the predicate 
instances added on iteration i + 1 to the right of those added on iteration i, and 
order the predicates added on the same iteration as they are ordered in the 
recursive rule. This convention imposes an ordering on the predicates in the 
conjunctions, so we will refer to the elements of the expansion as strings. The 
output is the expansion of t, represented by the infinite set S. 
Throughout the procedure, the string-valued variable C u r S t r i n g will have 
exactly one occurrence of the recursive predicate t. In the initialization, we 
subscript the variables in the rules by 1 so that no variable appears in both 
cur s t r i n g and one of the rules. On each iteration, we increment the subscripts 
in the rules for the same reason. 
On each iteration, each predicate instance p in the body of the recursive rule 
will add one predicate instance to the strings of the expansion. We say that the 
predicate instances added due to a predicate instance p in the body of the rule are 
produced by p. Note that if we ignore the predicates added by the nonrecursive 
rule, the string generated on iteration i is just the string generated on iteration 
i - 1 with the addition of the predicates produced on iteration i. 









Give all variables in rules subscript 1; 
S := 0; 
CurString:=t; 
while true do 
S:=SU(Curstringwithr,applied); 
CurString := CurString with r,. applied; 
increment he subscripts of all variables in rr and r,; 
endwhile; 
FIGURE 1. Procedure ExpandRule. 
Example 2.1. Consider the program 
0, Y>:- e(X, Z)& t(z, Y). 
t(X,Y):-e(X,Y). 
and the predicate instance to be expanded t(X, Y>. The first three strings in the 
set S are 
e(X,Y), 
A variable that appears in the original instance of t is a distinguished variable; 
all other variables are nondistinguished. 
The strings of the expansion are conjunctive queries. If Vi,. , . , J( are the 
distinguished variables, and W,, . . . , I$ are nondistinguished variables, then the 
relation specified by the string p, . . . p,,, is 
I( V 1,...,vl)l(~W,)...(3~)(p,n .** Ap,)}. 
The relation for the recursively defined predicate is the union of the relations for 
the strings in its expansion. 
We say that the relation for string s1 is contained in the relation for s2 if for all 
values of the predicates appearing in s1 and s2, the relation produced by evaluat- 
ing si is contained in the relation produced by evaluating s2. Throughout this 
paper we shall need to decide containments between relations specified by strings 
of expansions; to decide these containments we use results of Aho et al. (11 and 
Chandra and Merlin [3]. 
Definition 2.1. A mapping m from the variables of a string si into the variables of 
a string s2 is a containment mapping if (1) m maps distinguished variables to 
themselves, and (2) if p(X,, . . . , XJ appears in si, then p(m(X,), . . . , m<X,>> 
appears in s2. 
238 JEFFREY F. NAUGHTON AND YEHOSHUA SAGIV 
The following lemma [l, 31 shows how to characterize containments in terms of 
containment mappings. 
Lemma 2.1. The relation specified by a string s1 is contained in the relation specified 
by s2 if and only if there is a containment mapping from s2 to s,. 
2.3. A / V Graphs 
The existence of containment mappings between strings in an expansion depends 
upon the patterns of variables appearing in the strings. To relate the patterns of 
variables in the strings of an expansion to the structure of the rules, we define 
the argument/uariable (A/V) graph.’ To construct the A/V graph for recursive 
rule r,: 
For each variable appearing in the rule add a variable node. 
For each argument position in the body, add an argument node. (If there is 
some repeated predicate in the body, add distinct argument nodes for the 
arguments in each occurrence of the predicate.) 
Draw directed edges in both directions between each argument node and the 
variable that appears in that argument in the rule. This kind of edge is called 
an identity edge. 
Draw directed edges in both directions between each argument node corre- 
sponding to a position p in the recursive predicate and the node for the 
distinguished variable that appears in p in the rule head. This kind of edge is 
called a unification edge. 
The node for a variable X is labeled X, and the node for argument position i of a 
predicate p is labeled pi. A node for a distinguished variable is a distinguished 
variable node; all other variable nodes are nondistinguished. Because of the 
one-to-one correspondence between positions in the bodies of rules and the 
argument nodes in the A/V graph, we use position names to refer to both an 
argument position and the argument node that represents the argument position. 
Similarly, we use variable names to refer to variable nodes. 
The weight of an identity edge is 0; the weight of the unification edge from an 
argument node to a variable node is + 1, while the weight of a unification edge 
from a variable node to an argument node is - 1. The weight of a path in the A/V 
graph is the sum of the weights of its edges. 
‘Originally, in [9], A/V graphs were defined so that identity edges were undirected, while 
unification edges were dir&ted from the argument node to the variable node. Identity edges had weight 
zero, while forward-traversed unification edges had weight 1 and reverse-traversed unification edges 
had weight 0. The current formulation is equivalent and avoids the inelegance of having both directed 
and undirected edges in the same graph. 
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FIGURE 2. A/V graph for Example 2.1. 
Example 2.2. Figure 2 gives the A/V graph for Example 2.1. When drawing 
A/V graphs we collapse parallel edges of a given type (unification or identity) into 
single, possibly bidirected edges. Unification edges are drawn with thick lines, and 
identity edges with thin lines. 
There is a close relationship between the A/V graph and Procedure Expand- 
Rule. If a predicate instance first appears in an element of the expansion produced 
on iteration i of Procedure ExpandRule, then we say that predicate instance was 
produced on iteration i. (The first iteration of the while loop is iteration 0.) 
Consider iteration i. At line 8 on iteration i - 1, the variables in the rules were 
given subscript i. Because the heads of the rules contain no repeated variables or 
constants, the unification can be done by replacing the subscripted distinguished 
variables by the variables appearing in the instance of t in c u r s t r i n g. 
At the end of iteration 0, c u r S t r i n g is just the body of the recursive rule, 
except that nondistinguished variables have a subscript 1. Thus, the instance of t 
in c u r s t r i n g has a variable V (possibly with a subscript 0 if V is nondistin- 
guished) in argument position p if the node for p is connected to V by an identity 
edge. On the next iteration, when the instance of t in c u r s t r i n g is unified with 
the head of the rule, L’ replaces the distinguished variable X that appears at the 
end of the unification edge that emanates from position p. So V will appear in the 
body in the argument positions that are connected to X by identity edges. If one 
of those positions is some position q of t, then in the next iteration I/ will replace 
the distinguished variable at the end of the unification edge emanating from q. 
Thus, the following two propositions can be proven by induction: 
Proposition 2.1. A nondistinguished variable Wi appears in position p in a predicate 
of the recursive rule produced on iteration i + k if and only if there is a path from 
W to p of weight k. 
Example 2.3. In the A/V graph for the recursive rule of Example 2.1, there is a 
path from Z to e2 of weight 0. By Proposition 2.1, for any i 2 1, the variable Zi 
appears in position e2 of an instance of e produced on iteration i. 
Proposition 2.2. A distinguished variable V appears in position p of a predicate on 
iteration k if and only if there is a path from V to p of weight k. 
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Example 2.4. In the A/V graph for the recursive rule of Example 2.1, there is a 
path from X to e’ of weight 0; hence X appears in e’ in the instance of e 
produced by the recursive rule on iteration 1. 
We say that a connected component of the A/V graph is a persistent component 
if it has a cycle of nonzero weight. As shown in [9], only distinguished variables 
appear in persistent components of the A/V graph. Suppose a variable I/ appears 
in a persistent component of the A/V graph, and thus the persistent component 
has a cycle of weight k > 0. Now consider any argument node a in the component. 
Because a appears in the component, by definition of connected component there 
is a path from V to a. Let this path be of weight c. Then there is a path from I’ to 
a of weight mk + c, for all m 2 0. This in turn implies (by Proposition 2.2) that for 
any it, there is a predicate instance produced on iteration it’ > n with V appearing 
in position a. This motivates the following definition: 
Definition 2.2. Let G be the A/V graph for a recursive rule r. Then in the 
expansion of r, the variables that appear in persistent components of G are 
called persistent variables. 
The preceding argument proves the following proposition. 
Proposition 2.3. Let V be a persistent variable. Then if a is an argument node for a 
nonrecursive predicate p, and a appears in a cycle containing V in the A/V graph, 
then for any n, there is a predicate instance p produced on an iteration n’ > n such 
that V appears in p on iteration n’. 
Example 2.5. In the recursive rule of Example 2.1, the variable Y is persistent. 
On the other hand, consider a nonpersistent variable V, that is, one that 
appears in a connected component C in which there is no cycle of nonzero weight. 
Because there is no cycle of nonzero weight, there is a constant c such that there is 
no path between a variable and an argument node in C of weight greater than c. 
Then, by Propositions 2.1 and 2.2, if a nonpersistent variable V first appears on 
iteration n, it cannot appear in any predicate instance produced on iterations 
n’ > n + c. This is summarized by the following proposition. 
Proposition 2.4. For any nonpersistent variable V, there is a constant c such that if V 
appears in a predicate instance produced on iteration n, then V appears in no 
predicate instance produced after iteration n + c. 
2.4. Unbounded Chains 
A chain is a sequence of. distinct predicate instances, each of which shares a 
nondistinguished variable with the next. The predicate instances in the chain are 
members of the chain. An expansion contains unbounded chains if, for any n, we 
can find a string of the expansion that contains a chain of 2 n predicates. 
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Ignoring predicates produced by the nonrecursive rule, a chain appearing in 
string si will also appear in string si+i, p ossibly extended by some new predicate 
instances. If an expansion contains unbounded chains, then in every string there 
must be a chain such that for any n, there is another string in the expansion with 
an instance of that chain of length 2 n. We call such chains instances of the 
unbounded chain. We order predicate instances within chains as we order predi- 
cate instances in the strings-by the iteration number on which they were 
produced. 
Example 2.6. In the expansion of the transitive closure rules (Example 2.11, 
string IZ contains a sequence of n occurrences of e, linked by the 2,‘s. Thus the 
expansion contains unbounded chains. 
The existence of unbounded chains depends only on the recursive rule; to 
detect them, we use a modification of the A/V graph called the augmented A/V 
graph. To augment an A/V graph, 
Remove any persistent component (nodes and edges) of the A/V graph. 
Add predicate edges in both directions between adjacent arguments of each 
instance of an EDB predicate. 
The predicate edges have weight zero. 
Example 2.7. Figure 3 is the augmented A/V graph for the recursive role of 
Example 2.1. Again, unification edges are drawn in thick lines, identity edges in 
(solid) thin lines, and predicate edges as dashed lines. 
Adding predicate edges may introduce nonzero weight cycles in the augmented 
A/V graph (nonzero weight cycles from the original A/V graph were removed 
when augmenting the graph.) These new nonzero weight cycles are important 
enough to warrant a name: 
Definition 2.3. A cycle of nonzero weight in an augmented A/V graph for a 
recursive rule is a chain-generating path. 
The following lemma from [9] justifies the name “chain-generating path.” 
2 x 
A er e* t’ 
FIGURE 3. Augmented A/V graph for Example 2.1. 
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Lemma 2.2. The expansion of a recursive definition contains unbounded chains if 
and only if there is a chain-generating path in the augmented A/V graph for the 
recursive rule. 
The idea of the proof of this lemma (given in detail in [93> is to apply 
Proposition 2.1 to the chain-generating path to prove that an unbounded chain 
exists (for the “if’ direction), and to apply Proposition 2.1 to the shared variables 
in the unbounded chain to prove that a chain-generating path exists (for the “only 
if’ direction.) The shared variables in the instances of the unbounded chains are 
called linking variables. In terms of the augmented A/V graph we have the 
following more precise definition: 
Definition 2.4. Let G be the augmented A/V graph for a linear recursive rule r, 
and let P be a chain-generating path in G. Then in the expansion of r, the 
subscripted instances of the nondistinguished variables on P are the finking 
variables. 
If an argument position of an instance of a predicate p in the expansion of r 
contains a linking variable, then that position is a linking position. 
Example 2.8. In the augmented A/V graph for the recursive rule in Example 
2.1, there is a chain-generating path from e’ to e* to Z to t’ to X and back to e’. 
Thus the linking positions are e1 and e*, and the linking variables are the Zj. 
3. DEFINITIONS OF BOUNDEDNESS 
In this section we present two definitions of boundedness, and one definition of 
uniform boundedness. We prove that the two definitions of boundedness are 
equivalent, and show that uniform boundedness implies boundedness, but bound- 
edness does not imply uniform boundedness. The definitions and lemmas in this 
section can be generalized to arbitrary Datalog programs, although in this paper 
we shall not need to do so. 
In order to specify the following definitions of boundedness, we first need to 
define equivalence of programs and iterative tixpoint evaluation of programs. Let 
P be a program with EDB relations e,, e2,. . . , e,, and a single IDB relation. Then 
P and another program P’ are equivalent if, for any values for e,, . . . , e,, the 
minimal model for P containing those values is the same as the minimal model for 
P’ containing those values. Another useful definition is that of uniform equivalence: 
P and P’ are uniformly equivalent if they have the same set of models. For more 
detail on equivalence versus uniform equivalence, see Maher [81 or Sagiv [12]. 
As is shown by van Emden and Kowalski [14], the minimal model of a program 
can be computed by an iterative process. On iteration 1, every predicate in the 
program receives its initial value. On iteration i, for each rule in the program, the 
body of the rule is instantiated in all possible ways using the values for 
the relations on iteration i - 1, and the instantiated head of the rule is added to 
the relation for the predicate appearing in the head. (This process is well defined 
because of our assumption that any variable appearing in a rule head also appears 
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in the rule body.) If the initial relations are finite, there must be some k such that 
for all rz > k, the value of the relations on iteration n is the same as the value of 
the relations on iteration k. The iterative evaluation is said to converge on 
iteration k; note that in general, k will depend on the initial values for the 
relations. 
We now turn to definitions of bounded recursions. 
Definition 3.1. A program P is bounded if there is a nonrecursive program P’ such 
that P and P’ are equivalent. 
Definition 3.2. A program P is bounded if there is some k such that, for any value 
of the EDB relations, if the iterative construction of the fixpoint is begun with 
the recursive relation empty, it will converge in I k iterations. 
Many of the subsequent results use the following theorem from [9]. 
Theorem 3.1. A recursion de$ning a predicate t is bounded by Definition 3.1 if and 
only if, in the expansion of t, there exists an n, such that for all n > no, there is a 
string s,, where m < nO, such that there is a containment mapping from s, to s,. 
PROOF (Repeated from [91X Suppose there is such an n,. By Lemma 2.1, after 
evaluating the first n, strings, evaluating subsequent strings can return no new 
tuples, and the first no strings completely define the relation. If si, 0 I i I+,, are 
the first n, + 1 strings of the expansion, then the recursive definition can be 
replaced by the n, + 1 rules t :- si. 
Suppose that t can be defined by a set of k nonrecursive rules. Let t-t through 
rk denote the bodies of these k rules. If we view ri through rk as relational 
expressions, then the relation for t is the union of the relations for the ri. Let R 
denote the set containing the ri, and S denote the expansion of t. 
Consider some string r in R. Define a one-one mapping h from the variables of 
r to some set of constants. Then construct a representative database edb as 
follows: if p(V,, V2, . . . , V,> appears in r, add the tuple (h(l/,), h(T/,), . . . , h(V,)) to 
the relation for p in edb. By the definition of edb, if D,, . . . , D, are the 
distinguished variables, h is the instantiation demonstrating that (h(D,), . . . , h(D,J) 
is in the relation returned by evaluating r over edb. 
Because R and S both define t, there must be some string s in S such that 
(h(D,), . . . , h(D,)) is in the relation returned by evaluating s over edb. Thus there 
is a mapping g from the variables of s to the constants in edb such that for all i, 
the distinguished variable Di is mapped to h(Di), and the tuples of variables in s 
map consistently to tuples of constants in edb. Since h is one-to-one, it is 
invertible. Then the composition h-’ 0 g is a containment mapping from s to r. 
We can repeat this argument for every string in R to prove that every string in 
R is mapped to by some string in S. (This is the result by Sagiv and Yannakakis 
[131 concerning equivalences between unions of tableaux.) Because R is finite, 
there must be some n, such that every string in R is mapped to by one of the first 
n, strings of S. Now consider some string s’, where s’ is not in the first n, strings 
of S. Again using the preceding arguments, we can show that there is some r in R 
such that there is a containment of mapping m, from r to s’. But there is also a 
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containment mapping m2 from some s in the first n, strings of S to r. Then 
m, 0 m2 maps s to s’. This argument holds for any string s’ that does not appear in 
the first it,, elements of S, so the proof is complete. q 
Lemma 3.1. Definitions 3.1 and 3.2 are equivalent. 
PROOF. It is straightforward to show that in the iterative construction of the 
flxpoint, for i 2 1, the value for t on iteration i is lJisj, where sj is element j in 
the expansion of t. 
Suppose that a program P is bounded by Definition 3.1. Then by Theorem 3.1, 
there is some k such that for j > k the string sj is mapped to by some previous 
string. This implies that lJ,“sj completely defines t for any value of the EDB 
relations. But then the first k iterations of the fixpoint evaluation must also define 
t, and P is bounded by Definition 3.2. 
Now suppose that a program P is bounded by Definition 3.2. Let k be the 
constant such that, for any value of the EDB relations, the lixpoint iteration 
converges by iteration k. Then lJ,“sj coinpletely defines t. Thus the first k strings 
of the expansion form a nonrecursive program that is equivalent to P, so P is 
bounded by Definition 3.1. 0 
Definition 3.3. Let P be a program defining a recursive predicate t(X,, . . . , X,), 
where the Xi are distinct. Let t, be an EDB relation not appearing in P and of 
the same arity as t, and let r be the rule t(X,, . . . , X,1:- t,(X,, . . . , X,1. Then 
P is uniformly bounded if P’ formed by adding r to P is bounded. 
Note that this definition is actually two definitions, depending on which of 
Definition 3.1 or Definition 3.2 is used for boundedness. Lemma 3.1 implies that 
these two definitions of uniform boundedness are equivalent. 
The relationship between uniform and simple boundedness is given by the 
following theorem: 
Lemma 3.2. Every uniformly bounded recursion is bounded, but not all bounded 
recursions are uniformly bounded. 
PROUF. Suppose that a recursion P is uniformly bounded but not bounded. Let r 
be the new nonrecursive rule mentioned in Definition 3.3, and let P’ be the 
program produced by adding r to P. Then by Definition 3.3, P’ is bounded, so by 
Definition 3.2, there must be a constant k such that for any value of the EDB 
relations in P’, the iterative evaluation of P’ converges in no more than k 
iterations. In particular, this holds with t, set to the empty relation. But then for 
any value of the EDB relations in P, the iterative evaluation of P converges in 
I k iterations, contradicting the assumption that P is not bounded. 
To see that not all bounded programs are uniformly bounded, consider the 
following example program: 
t(X,Y):- t(X,W)&eW,Y). 
t(X,Y):-p(X)&eW,Y). 
The program is bounded-if t is initially empty, then the fkpoint iteration will 
converge on iteration 1. To see this, note that if t is initially empty, the tuples 
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(X, Y > added to t on iteration 1 are all tuples such that X appears in a tuple of p, 
and Y appears in the second column of a tuple of e. Now consider the recursive 
rule. The only tuples that can be added to t are those tuples (X, Y 1 in which the X 
value already appears in the first column of a tuple of t, and the Y value appears 
in the second column of a tuple of e. Thus the recursive rule will not add any 
tuples not already added by the nonrecursive rule, so the iterative evaluation of the 
lixpoint will converge on iteration 1. 
However, this program is not uniformly bounded. To see this, add the new rule 
t(X,Y):-t,,(X,Y). 
Let {cJ, i > 0, be some countably infinite set of distinct constants, and consider the 
following family of databases 0,: for all n > 0, in D,, the relation p is empty, 
the relation e is the set of tuples {(c,,c-J,. . .,(c,_~,c,,)}, and the relation to is 
the singleton set {cc,, cz)}. Then for all rr > 2, on D,, the hxpoint evaluation will 
not converge before iteration n, so the recursion is not bounded, which in turn 
implies that the original recursion is not uniformly bounded. 0 
4. UNIFORM BOUNDEDNESS 
In this section we consider uniform boundedness for programs with a single linear 
recursive rule for the predicate t(X,, . . . , XJ. When discussing uniform bounded- 
ness, we shall only refer to the recursive rule, since the nonrecursive rule can be 
assumed to be of the form t(X,, . . . , X,>:- t,(X,, . . . , XJ, where t, does not 
appear in the recursive rule. 
The following theorem from [9] demonstrates that the lack of a chain-generating 
path is sufficient for boundedness. 
Theorem 4.1. If the augmented A/V graph for a recursive rule r of a program P 
contains no chain-generating path, P is uniformly bounded. 
However, not all programs with chain-generating paths are unbounded. 
Example 4.1. The program 
t(X,Y,Z):-t(X,W,Z)&e(W,Y)&e(W,Z)&e(Z,Z)&e(Z,Y). 
has a chain-generating path but is uniformly bounded (the third string of the 
expansion maps to the fourth.) 
We now define the class C. 
Definition 4.1. Let r be a linear recursive rule, and let si and sj, where i <j, be 
any pair of strings in the expansion of r. Then r is in the class C if there is no 
containment mapping m from si to sj such that m maps a linking variable in si 
to a persistent variable in sj. 
Theorem 4.2. Let P be a recursive rule in the class C. Then P is uniformly bounded if 
and only if there is no chain-generating path in the A/V graph for P. 
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The proof uses the following sequence of lemmas. 
Lemma 4.1. Suppose that a recursion P with recursive rule r is bounded. Then in the 
expansion of r, there is at least one string s such that s maps to infinitely many 
strings of the expansion. 
PROOF. This lemma is an easy corollary to Theorem 3.1. Cl 
Lemma 4.2. There is a constant c such that in the chains produced by a chain-gener- 
ating path, there is a distinguished variable V that appears in a linking position in 
one of the first c predicates of the chain. Furthermore, that distinguished variable 
is not a persistent variable. 
PROOF. As a chain-generating path is a cycle of nonzero weight, it must include at 
least one unification edge. (Identity and predicate edges have weight 0.) By 
definition of unification edge, this unification edge must either originate from or 
terminate at a distinguished variable node. Hence there must be at least one 
distinguished variable node on the chain-generating path. 
Also, this cycle of nonzero weight must involve at least one predicate edge, or 
else it would have been a cycle of nonzero weight in the original A/V graph, and 
hence would have been deleted in the conversion to the augmented A/V graph. 
As predicate edges only connect nodes for arguments of the EDB predicates, the 
chain-generating path must pass through some argument node for a position of an 
EDB predicate. By definition of linking position, these argument positions are 
linking positions. 
Finally, note that the chain-generating path must contain an identity edge from 
a distinguished variable node to a linking position. This follows immediately from 
the definitions of A/V and augmented A/V graphs: every edge in the graph is 
either a unification edge, or an identity edge, or a predicate edge. Of those three, 
only identity edges connect variable nodes and nodes for arguments of EDB 
predicates. Hence if both distinguished variable nodes and linking positions appear 
on the same path in the augmented A/V graph, at least one distinguished variable 
node must be connected to a linking position by an identity edge. Let this 
distinguished variable node be V, and the linking position be p. 
Then, because identity edges have weight 0, there is a path from V to p of 
weight 0. Then by Proposition 2.2 the variable V appears in position p on iteration 
0. Hence if c is the number of predicates in the body of the recursive rule, then 
there is a predicate instance within the first c predicates of the unbounded chain 
that contains a distinguished variable in a linking position, as required by the 
lemma. 
All that remains is to demonstrate that V is not persistent. But that is trivial, for 
by definition of persistent variable, persistent variables appear in cyclic compo- 
nents of the original A/V graph, hence do not appear in the augmented A/V 
graph. q 
Lemma 4.3. Let r be a linear recursive rule, and let to be the predicate in the body of 
the nonrecursive rule. Zf the expansion of r contains unbounded chains, then in 
every string s in the expansion of r, the only occurrence of t, will be the last 
predicate in the instance of the unbounded chain in s. 
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PROOF. By the definition of Procedure ExpandRule and our convention that 
predicate instances produced on iteration i + 1 are written to the right of those 
produced on iteration i, Procedure ExpandRule adds exactly one instance of t, as 
the last predicate in every string of the expansion when it applies the nonrecursive 
rule to C u r S t r i ng. Hence we need only prove that C, appears in the instance of 
the unbounded chain in every string of the expansion. 
Consider a string si produced on iteration i, and let p be the last predicate 
instance produced by the recursive rule in the instance of the unbounded chain in 
si. By definition of unbounded chain, for some j > i, some linking variable W in p 
will be shared with a predicate instance q in sj, where q does not appear in si. 
This in turn implies that W appears in the instance of t in C u r S t r i n g at the 
beginning of iteration i + 1. Because the instance of 1, produced on iteration i + 1 
contains all the variables that appear in t in C u r S t r i ng at the beginning of 
iteration i + 1, W must appear in t,, which completes the proof of the lemma. •I 
Lemma 4.4. There is a k such that for every linking variable V, if Vfirst appears in a 
predicate instance produced on iteration n, then V will not appear in any predicate 
instance produced after iteration n + k. 
PROOF. Immediate from Proposition 2.4 and the fact that linking variables cannot 
be persistent. 0 
The following lemma is the key to the proof of Theorem 4.2. 
Lemma 4.5. If a uniformly bounded linear recursive rule r has a chain-generating 
path, then there are strings si and sj in the expansion of r, such that i <j and there 
is containment mapping from si to sj that maps a linking variable in si to a 
persistent variable in sj. 
PROOF. Suppose that the recursion is uniformly bounded, but there is a chain-gen- 
erating path in the augmented A/V graph for the recursive rule. Then by Lemma 
4.1, there must be some string s in the expansion that can be mapped to infinitely 
many other strings of the expansion. Because the strings of the expansion are 
strictly increasing in length (where the length is the number of predicate instances 
in the string), this implies that s can be mapped to an arbitrarily long string. 
If there is a chain-generating path in the A/V graph for a recursive rule, then 
the expansion must contain chains. By Lemma 4.3, the last predicate of every 
instance of the unbounded chain will be the only occurrence of the nonrecursive 
predicate t,. By definition of mapping, if s maps to s’, the instance of t, in s must 
map to the instance of t, in s’. Also, by Lemma 4.2, there is a distinguished 
variable V and an integer c such that V appears in at least one linking position in 
one of the first c predicates of the chain. Again by Lemma 4.2, I’ is not a 
persistent variable, so by Proposition 2.4, there is a c’ such that V cannot appear in 
any predicate instance produced after iteration c’. By the definition of mapping, if 
s is to map to s’, that distinguished variable must map to itself. 
Thus, if s is to map to s’, one end of the chain in s must map to the last 
predicate of the chain in s’, and the other must map to some predicate in the first 
c’ predicates of s’. Since we can assume s’ is arbitrarily long, there must be 
arbitrarily long sections of s’ that are not mapped to by any predicate in s. Then 
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for any k, there must be two consecutive predicates in the chain in s, say pi and 
Pi+13 such that pi is mapped to a predicate in s’ produced on iteration j, and pi+, 
is mapped to a predicate in S’ produced on iteration j + k. But since pi and pi + 1 
are consecutive predicates in a chain, they share a linking variable W. This means 
that W is mapped to some variable in s’ that appears in predicate instances 
produced k iterations apart. 
By the definition of persistent variables, Lemma 4.4, and Proposition 2.3, the 
only variables that appear in predicates produced k iterations apart for arbitrary k 
are persistent variables. This means that if there is a chain-generating path in the 
augmented A/V graph for P, and P is uniformly bounded, then some linking 
variable must be mapped to a persistent variable. 0 
We are now ready to prove Theorem 4.2. 
PROOF (Theorem 4.2). If there is no chain-generating path, then by Theorem 4.1 
the recursion is uniformly bounded. 
Suppose that the recursion is uniformly bounded, but there is a chain-gener- 
ating path in the augmented A/V graph for the rule. Then by Lemma 4.5, there 
must be a pair of strings si and sj in the expansion such that i <j and there is a 
containment mapping from si to sj that maps a linking variable in si to a persistent 
variable in sj. But this contradicts the fact that P is in C. q 
As membership in the class C is a powerful tool in deciding boundedness, one 
might suspect that deciding membership in the class C is also difficult. Unfortu- 
nately, this is true, as evidenced by the following theorem. 
Theorem 4.3. For single, linear recursive rule programs, membership in C is decidable 
if and only if uniform boundedness is decidable. 
PROOF. First, we note the following: if a single, linear recursive rule program is 
not in C, then it is uniformly bounded. Suppose that a single, linear rule program 
R is not in C. Then by the definition of C, in the expansion of R there are two 
strings, si and sj, where i <j, such that there is a mapping from si to sj. Consider 
the union of the relations for the first j - 1 strings. This is equivalent to the 
relation constructed by the first j - 1 iterations of the bottom-up evaluation of R. 
Now consider the relation for string j. Since si maps to sj, and i <j, the relation 
for string j is contained in the relation for string i; hence it is contained in the 
relation constructed by the first j - 1 iterations of the bottom-up evaluation of R. 
But the relation for string j is just the new tuples produced by iteration j of the 
bottom-up evaluation of R. Hence iteration j produces no new tuples, and the 
recursion must be bounded. 
With this fact established, we can continue with the proof. First, the “if” 
direction, that is, if uniform boundedness is decidable, then so is membership in C. 
Let R be a linear recursive rule. If R is not uniformly bounded, then by the fact 
established above, R is in C. Suppose that R is uniformly bounded. We can 
determine whether R is in C by testing whether it has a chain-generating path, as 
shown by the following two cases: 
Case 1: Rule R has a chain-generating path. In this case, r is not in C, 
because if it were, then it would not be uniformly bounded, by Theorem 4.2. 
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Case 2: Rule R has no chain-generating path. In this case, by the definition of 
linking variable, there are no linking variables in the expansion of R, so, 
vacuously, R is in C. 
Now consider the “only if’ direction, that is, if membership in C is decidable, 
then so is uniform boundedness. Suppose that a linear rule R is in C. Then, by 
Theorem 4.2, the test for a chain-generating path in the augmented A/V graph for 
R is necessary and sufficient for boundedness, so boundedness is decidable. If R is 
not in C, by the fact established at the beginning of this proof R must be bounded, 
so, again, boundedness is decidable. •I 
The decidability of uniform boundedness for single recursive rule programs is 
an open problem. By the preceding theorem, we cannot find an algorithm for 
membership in class C without simultaneously solving this open problem. Never- 
theless, even without an algorithm for membership in C, the class C is an 
important tool for devising and relating various tests for boundedness. 
The simplest way to prove that a recursive rule is in the class C is to prove that 
no persistent variable ever appears in a linking position. This technique allows us 
to prove that the following four classes are subclasses of C. 
Lemma 4.6. If the A/V graph for a recursive rule P contains no cycles of nonzero 
weight, then P is in C. 
PROOF. If the A/V graph contains no cycles of nonzero weight, then by the 
definition of persistent variable, it contains no persistent variables, and P must be 
in C. 0 
Lemma 4.6 and Theorem 4.2 together imply Theorem 6.1 from [5]. 
Lemma 4.7. If the body of the recursive rule in a recursion P has no repeated 
predicates, then P is in the class C. 
PROOF. Let p be a predicate in the body of the recursive rule. If, in the expansion 
of P, an argument position of an instance produced by p contains a persistent 
variable, then all instances produced by p have a persistent variable in that 
position. As linking and persistent variables are disjoint, this implies that there is 
no pair of instances produced by p such that one has a persistent variable in some 
position and the other has a linking variable in the same position. 
By definition of containment mapping, if a linking variable is to map to a 
persistent variable, then they must appear in the same position in two instances of 
some predicate p. By the last sentence of the previous paragraph, this is impossi- 
ble if there are no repeated predicates in the body of the recursive rule. q 
Lemma 4.7 together with Theorem 4.2 implies Theorem 4.1 from [93. 
Lemma 4.8. If no persistent variable appears in a nonrecursive predicate in the body 
of the recursive rule of P, then P is in C. 
PROOF. By the definition of the A/V graph, if no persistent variable appears in a 
nonrecursive predicate of the body of a rule r, then there can be no path from any 
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persistent variable to any argument node of a nonrecursive predicate in the body 
of r. Then by Proposition 2.2, no persistent variable can appear in any predicate 
instance produced by a nonrecursive predicate in r. But this implies that no 
persistent variable appears in any linking position in a predicate instance in the 
expansion, so again, P must be in C. 0 
In [6], Ioannidis has shown that his condition from [5] holds for the class 
described by Lemma 4.8 as well. This class includes recursions in which no 
distinguished variable appears in both a nonrecursive predicate and in the recur- 
sive predicate in the body. 
We finish by giving a class for which uniform boundedness was not previously 
known to be decidable. 
Lemma 4.9. Let r be a linear recursive rule. Suppose that no predicate p has an 
argument position that has a persistent variable (in some occurrence of p in the 
body of r) and is also a linking position (in another occurrence of p.) Then r is 
in C; 
PROOF. Analogous to that of Lemma 4.8. 0 
Note that a position violates the condition of the above lemma if in the A/V 
graph some node for this position is on a cycle of nonzero weight and in the 
augmented A/V graph some other node for this position is on a chain-generating 
path. 
Lemma 4.9 together with Theorem 4.2 imply that Example 1.1 from the 
Introduction is not uniformly bounded. 
The class of recursions described in Lemma 4.6 is subsumed by the class 
described by Lemma 4.8, while the classes described by Lemmas 4.7 and 4.8 are 
incommensurate. The class described by Lemma 4.9 properly includes that de- 
scribed by Lemmas 4.7 and 4.8, and has a polynomial-time membership algorithm. 
5. BOUNDEDNESS 
In this section we consider programs consisting of a single, linear recursive rule r,, 
and one nonrecursive rule r,. We show that knowing that r, is in the class C is 
useful for deciding simple boundedness of r, and re. We define a class C’, and 
show that for any recursion in the class C’, the lack of a chain-generating path is 
necessary and sufficient for the recursion to be bounded. 
Definition 5.1. Consider a recursion P consisting of a recursive rule r, and a 
nonrecursive rule ret and assume without loss of generality that the variables in 
corresponding positions in the heads of rr and r, are identical. Then P is in the 
class C’ if r, is in the class C and in re there is some predicate instance p such 
that 
p contains some variable from the head of r, that is on a chain-generating path 
in the augmented A/V graph for r,, and 
for any pair of strings si and sj in the expansion of P, if i <j and si maps to sj, 
then the predicate instance due to p in si maps to the predicate instance due 
to p in sj. 
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Theorem 5.1. Let P be a recursion in the class C’. Then P is bounded if and only if 
there is a chain-generating path in the augmented A/V/graph for the recursive rule 
in P. 
PROOF. The proof of Theorem 4.2 uses the fact that it deals with uniform 
boundedness (instead of simple boundedness) in only one place: it assumes that 
the nonrecursive rule adds a single instance of t, to every string of the expansion. 
Two properties of t, are used: 
(1) if there is a chain-generating path, then the last predicate of every instance 
of some unbounded chain will be t,, and 
(2) if a string s maps to a string s’, the instance of t, in s must map to the 
instance in s’. 
The class C’ is defined so that the predicate p will satisfy the same two properties. 
Because p contains a variable that appears on a chain-generating path, it follows 
that instances of p will appear at the end of an unbounded chain, and therefore 
the first property is satisfied. The second property is satisfied by the second 
condition in the definition of C’. 0 
As showing that a recursion R is in the class C’ requires first demonstrating that 
the recursive rule of R is in C, deciding membership in C’ is at least as difficult as 
deciding membership in C. However, just as was the case with class C, even 
without a decision procedure for membership in C’, the notion of membership in 
C’ is useful for deciding (simple) boundedness for many subclasses of recursions. 
There are several fairly simply identifiable subclasses of C’. 
Lemma 5.1. Let P be a recursion with rules rr and re, and suppose that r, is in the 
class C. If re has a predicate instance p such that p appears nowhere else in P, and 
contains a variable from the head of re that appears on a chain-generating path in 
the augmented A/V/graph for r,, then P is in C’. 
PROOF. Clearly p satisfies the first item in the definition of C’. If p only appears 
in the nonrecursive rule, then p only appears once in every string of the expansion. 
Then by definition of containment mapping, if s maps to s’, the instance of p in s 
must map to the instance of p in s’. q 
Another subclass of C’ is given by the following: 
Lemma 5.2. Let P be a recursion with rules rr and r,, and suppose that rr is in the 
class C. Then if re contains a predicate instance p such that 
p contains a variable from the head of re that appears on a chain-generating path 
in the augmented A/V graph for r,, and 
p contains a persistent variable that does not appear in any instance of p produced 
by r,, 
then p is in C’. 
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PROOF. Again, clearly p satisfies the first condition in the definition of C’. Also, 
because persistent variables must be distinguished, by the definition of contain- 
ment mapping, if a string s maps to some string s’, the instance of p due to re in s 
must map to the instance of p due to r, in s’. q 
The subclasses of C’ described by Lemmas 5.1 and 5.2 are incommensurate, and 
there are polynomial-time membership algorithms for each. 
In Example 1.1, the predicate instance e(X, Y) in the nonrecursive rule contains 
the variable Y, which appears on a chain-generating path in the augmented A/V 
graph for r,, and contains the persistent variable X. In the A/V graph for rr, 
there is no path from the variable node for X to any argument node of e. Thus, by 
Theorem 5.1 and Lemma 5.2, that recursion is unbounded (recall that rr was 
shown to be in C by Lemma 4.8). 
6. CONCLUSION 
The definitions of the classes C and C’ provide tools for discovering new classes of 
bounded recursions. Perhaps just as importantly, in abstracting the essence of 
previous work on polynomial-decidable classes of bounded recursion, they suggest 
future directions for research on the boundary between polynomially decidable 
and NP-hard decidable classes of bounded recursions. 
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