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Notes on symmetrization by Be´zoutiant
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∗
Abstract
Let p and q be a monic hyperbolic polynomials such that q separates
p and let H be the Be´zoutian (form) of p and q. Then H is nonnegative
definite and symmetrizes the Sylvester matrix associated with p. We give
a simple proof of this fact and at the same time prove that the family
of Be´zoutian of Nuij approximation of p and p′ gives quasi-symmetrizers
introduced by S.Spagnolo. A relation connecting H with the symmetrizer
which was used by J.Leray for strictly hyperbolic polynomials is also given.
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1 Be´zoutian as energy form
We recall well known facts about polynomials whose roots separate the roots
of other polynomials and energy forms obtained using these polynomials. Let
p(ζ) = ζm+a1ζ
m−1+ · · ·+am be a monic polynomial of degree m and consider
the differential operator
p(Dt)u =
m∑
j=0
am−jD
j
tu, Dt =
1
i
d
dt
where p(ζ) is assumed to be hyperbolic, that is all the roots are real so that one
can write p(ζ) =
∏m
j=1(ζ − λk) with λk ∈ R. For a polynomial in (ζ, ζ¯)
h(ζ, ζ¯) =
m−1∑
i,j=0
hijζ
iζ¯
j
, hij ∈ C
we associate a differential quadratic form
hˆ(Du,Du) =
m−1∑
i,j=0
hijD
i
tu ·D
j
tu
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where Du = (u,Dtu, . . . , D
m−1
t u). It is easy to see that
Dthˆ(Du,Du) =
m−1∑
i,j=0
hij(D
i+1
t u ·D
j
tu−D
i
tu ·D
j+1
t u) = gˆ(Du,Du)
where gˆ(z, z¯) is the quadratic form associated to g(ζ, ζ¯) = (ζ − ζ¯)h(ζ, ζ¯). For a
polynomial p(ζ) associate a linear form in z = (z0, z1, . . . , zm) ∈ Cm+1 by
pˆ(z) =
m∑
j=0
ajzj
such that pˆ(Du) = p(Dt)u. It is clear that
Lemma 1.1. If h(ζ, ζ¯) = p(ζ)q(ζ¯) with real polynomials p and q then one has
hˆ(z, z¯) = pˆ(z)qˆ(z¯).
To relate gˆ(Du,Du) to p(Dt) assume
(1.1) g(ζ, ζ¯) = p(ζ)q(ζ¯) + p(ζ¯)r(ζ)
with some real polynomials q and r. Then by Lemma 1.1 we obtain
(1.2)
d
dt
hˆ(Du,Du) = i
(
p(Dt)u · q(Dt)u + p(Dt)u · r(Dt)u
)
.
From (1.1) it follows (ζ− ζ¯)h(ζ, ζ¯) = p(ζ)q(ζ¯)+p(ζ¯)r(ζ). Taking ζ = ζ¯ one sees
that r(ζ) = −q(ζ) and hence
h(ζ, ζ¯) =
p(ζ)q(ζ¯)− p(ζ¯)q(ζ)
ζ − ζ¯
which is called the Be´zout form of p and q, or Be´zoutian of p and q (see for
example [13]). Denote by pk(ζ) the monic polynomial of degree m− 1 of which
roots are λj , 1 ≤ j ≤ m, j 6= k, that is
(1.3) pk(ζ) =
m∏
j 6=k
(ζ − λj).
A hyperbolic polynomial p is called strictly hyperbolic if all the roots λk are
different from each other.
Lemma 1.2. Assume that p is a strictly hyperbolic polynomial and q is a real
polynomial of degree at most m− 1. If there exists c > 0 such that
(1.4) hˆp,q(z, z¯) ≥ c
m∑
k=1
∣∣pˆk(z)∣∣2
2
then q(ζ) is a hyperbolic polynomial with positive coefficient of ζm−1 and sepa-
rates p(ζ), that is the zeros {µk} of q(ζ) verify
(1.5) λ1 < µ1 < λ2 < · · · < λm−1 < µm−1 < λm.
Conversely if q(ζ) is a hyperbolic polynomial of degree m− 1 with positive coef-
ficients of ζm−1 which separates p then (1.4) holds with some c > 0.
Corollary 1.1. Assume that p(ζ) is a strictly hyperbolic polynomial and q(ζ) is
a hyperbolic polynomial of degree m− 1 with positive coefficient of ζm−1 which
separates p(ζ). Let r(ζ) be a polynomial of degree m− 1. Then there is a C > 0
such that
Chˆp,q(z, z¯) ≥ |rˆ(z)|
2, z ∈ Cm.
The Be´zoutiant of p and p′ provides a positive definite energy form and plays
a fundamental role in studying strictly hyperbolic equations in [2] (see also [8],
[14]).
Next we study general monic hyperbolic polynomials. Let
p(ζ) =
s∏
j=1
(ζ − λ(j))
rj , λ(j) ∈ R,
s∑
j=1
rj = m
where λ(j) are different from each other. We also write the same p(ζ) as p(ζ) =∏m
j=1(ζ−λj) so that {λ1, . . . , λm} = {λ(1), . . . , λ(1), λ(2), . . . , λ(2), . . .} and pk(ζ)
is still defined by (1.3). Condition (1.5) could be generalized to
Definition 1.1. Let q(ζ) be a hyperbolic polynomial of degree m − 1. Then
q(ζ) separates p(ζ) if q has the form
q(ζ) = c
s∏
j=1
(ζ − λ(j))
rj−1
s−1∏
j=1
(ζ − µj), (c 6= 0)
where λ(1) < µ1 < λ(2) < · · · < µs−1 < λ(s).
Lemma 1.3. Assume that q(ζ) is a real polynomial of degree m−1 with positive
coefficient of ζm−1 and separates p(ζ). Then there exists c > 0 such that
(1.6) hˆp,q(z, z¯) ≥ c
m∑
k=1
|pˆk(z)|
2, z ∈ Cm.
Conversely if (1.6) is satisfied for a real polynomial q of degree m− 1 then q is
hyperbolic with positive coefficients of ζm−1 and separates p.
Lemma 1.4. Let p′ = ∂p/∂ζ. Then there exists c > 0 such that
hˆp,p′(z, z¯) =
m∑
k=1
|pˆk(z)|
2 ≥ c |pˆ′(z)|2.
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Corollary 1.2. Let p(ζ) be a hyperbolic polynomial. Then p′(ζ) separates p(ζ).
For the sake of completeness we give proofs of Lemmas 1.3 and 1.4 in the
last section.
Denoting p(j) = ∂jp/∂ζj it follows from (1.2) that
d
dt
hˆp(j) ,p(j+1)(Du,Du) = −2Im
(
p(j)(Dt)u, p(j+1)(Dt)u
)
≤ 2
∣∣p(j)(Dt)u∣∣∣∣p(j+1)(Dt)u∣∣.
(1.7)
Since p(j+1) separates p(j) in view of Corollary 1.2, from Lemma 1.4 one has
cj
∣∣p(j+1)(Dt)u∣∣ ≤ hˆp(j) ,p(j+1)(Du,Du) with cj > 0. Assume that the multiplicity
of the roots of p(ζ) is at most r then p(r−1) is a strictly hyperbolic polynomial
and hence |u(t)|2 ≤ Crhˆp(r−1),p(r)(Du,Du) by Corollary 1.1. Thus
γ2r
∫ t
−∞
e−2γs|u(s)|2ds ≤ C
∫ t
−∞
e−2γs
∣∣p(Dt)u∣∣2ds.
A family of energy forms defined by Be´zoutiant of p and q, where q is taken not
only to be p′ but also perturbations of p′, plays an important role in studying
even weakly hyperbolic equations in [3], [9].
2 Symmetrization by Be´zoutiant
With U = t(u,Dtu, . . . , D
m−1
t u) the equation p(Dt)u = 0 is reduced to DtU =
AU where A is called the Sylvester matrix associated to p(ζ);
A =


0 1 · · · 0
...
...
. . .
0 0 · · · 1
−am −am−1 · · · −a1

 .
Let h(ζ, ζ¯) =
∑m−1
i,j=0 hijζ
iζ¯
j
be the Be´zoutian of p and q then we call conve-
niently the matrix H = (hij) the Be´zout matrix of p and q.
Proposition 2.1. Assume that p is a monic hyperbolic polynomial and q sepa-
rates p. Let H be the Be´zout matrix of p and q. Then H is nonnegative definite
and symmetrizes A, that is HA is symmetric and detH is the resultant of p
and q.
Proof. The fact that H is nonnegative definite is obvious from Lemma 1.3 be-
cause
(2.1) (Hz, z) = hˆp,q(z, z¯) ≥ c
m∑
k=1
∣∣pˆk(z)∣∣2.
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Next show that H symmetrizes A. First treat the case when p(ζ) is a strictly
hyperbolic polynomial. By the Lagrange interpolation formula, one can write
(2.2) q(ζ) =
m∑
k=1
q(λk) p(ζ)
p′(λk) (ζ − λk)
=
m∑
k=1
αk pk(ζ), αk =
q(λk)
p′(λk)
.
Then one has
p(ζ)q(ζ¯)− p(ζ¯)q(ζ) =
m∑
k=1
αk pk(ζ)pk(ζ¯)(ζ − λk)−
m∑
k=1
αk pk(ζ¯)pk(ζ)(ζ¯ − λk)
= (ζ − ζ¯)
m∑
k=1
αk pk(ζ)pk(ζ¯) = (ζ − ζ¯)
m∑
k=1
αk |pk(ζ)|
2
which gives hp,q(ζ, ζ¯) =
∑m
k=1 αk|pk(ζ)|
2 and hence
(2.3) hˆp,q(z, z¯) =
m∑
k=1
αk|pˆk(z)|
2
where αk > 0 by (2.1).
Denote the elementary symmetric polynomials in (λ1, . . . , λk−1, λk+1, . . . , λm)
by
σℓ,k =
∑
1≤j1<···<jℓ≤m,jp 6=k
λj1 · · ·λjℓ , σ0,k = 1, ℓ = 0, 1, . . . ,m− 1.
Since pˆk(z) =
∑m
i=1(−1)
m−iσm−i,kzi−1 it follows from (2.1) and (2.3) that
(2.4) hij =
m∑
k=1
(−1)i+jαk σm−i,kσm−j,k.
Denoting by R the Vandermonde’s matrix;
R =


1 1 · · · 1
λ1 λ2 · · · λm
...
...
. . .
...
λm−11 λ
m−1
2 · · · λ
m−1
m


it is clear that
(2.5) AR = R


λ1
. . .
λm

 .
Denote by coR = (rij) the cofactor matrix of R and by ∆(λ1, . . . , λk) the
difference-product of λ1, . . . , λk. It is easily seen that rij is divisible by ∆i =
∆(λ1, . . . , λi−1, λi+1, . . . , λm), hence
(2.6) rij = gij(λ1, . . . , λi−1, λi+1, . . . , λm)∆i.
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Since rij and ∆i are alternating polynomials in (λ1, . . . , λi−1, λi+1, . . . , λm) of
degree m(m− 1)/2− j + 1 and (m− 1)(m− 2)/2 respectively, as a result gij is
a symmetric polynomial in (λ1, . . . , λi−1, λi+1, . . . , λm) of degree
m− j = m(m− 1)/2− j + 1− (m− 1)(m− 2)/2.
Therefore it follows that gij is a polynomial in σℓ,i. Noting that ∆i is of degree
m− 2 and rij (j 6= m) is of degree m− 1 respectively with respect to λℓ (ℓ 6= i),
one concludes that gij is of degree 1 with respect to λℓ (ℓ 6= i) which proves that
(2.7) gij = (−1)
i+jσm−j,i.
Thus denoting G = (gij) it follows from (2.4) and (2.7) that
H = (hij) =
tGΛG, Λ = diag(α1, . . . , αm)
here another proof of the nonnegative definiteness of the Be´zout matrix H of p
and q.
Set D = diag (∆1, . . . ,∆m) and note that D is invertible. It follows from
(2.6) that G = D−1(coR) = (detR)D−1R−1 and hence
GAG−1 = D−1(R−1AR)D.
It is clear that ΛGAG−1 is a diagonal matrix because R−1AR, D and Λ are
diagonal matrices. Then ΛGAG−1 = tG−1 tAtGΛ yields tGΛGA = tAtGΛG
which proves that HA is symmetric. From G = (detR)D−1R−1 it follows that
(2.8) G = diag
(
± p1(λ1),± p2(λ2), . . . ,± pm(λm)
)
R−1
and hence
(
detG
)2
=
∏m
j=1 pj(λj)
2/∆2 where ∆ = detR = ∆(λ1, . . . , λm).
Consequently, since pj(λj) = p
′(λj) one has
detH =
1
∆2
m∏
j=1
pj(λj)
2
m∏
j=1
αj =
1
∆2
m∏
j=1
pj(λj)
m∏
j=1
q(λj) =
m∏
j=1
q(λj)
which is the resultant of p and q and this completes the proof for strictly hy-
perbolic polynomial p(ζ).
Passing to the general case, following [12] introduce Nuij approximation of
p and q
(2.9) pǫ(ζ) =
(
1 + ǫ (d/dζ)
)m−1
p(ζ), qǫ(ζ) =
(
1 + ǫ (d/dζ)
)m−1
q(ζ)
for ǫ > 0. Making a closer look at the Nuij approximation one has
Lemma 2.1. For ǫ > 0, both pǫ and qǫ are strictly hyperbolic and qǫ separates
pǫ. Write pǫ(ζ) =
∏m
j=1
(
ζ−λj(ǫ)
)
where λ1(ǫ) ≤ λ2(ǫ) ≤ · · · ≤ λm(ǫ) then one
can find c > 0 depending only on m such that
(2.10) λk+1(ǫ)− λk(ǫ) ≥ c ǫ, j = 1, . . . ,m− 1.
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For the sake of completeness we give a proof in the last section.
Let Aǫ be the Sylvester matrix associated with pǫ and let Hǫ =
tGǫΛǫGǫ be
the Be´zout matrix of pǫ and qǫ. Note that every entry of Hǫ is a polynomial
in coefficients of pǫ and qǫ by definition, hence obviously, as ǫ → 0, we have
Aǫ → A, Hǫ → H , for the coefficients of pǫ(ζ) and qǫ(ζ) go to the ones of p(ζ)
and q(ζ). Similarly the resultant of pǫ and qǫ converges to that of p and q.
Letting ǫ→ 0 we obtain the result.
The next corollary is found in [5], [10].
Corollary 2.1. Assume that p is a monic hyperbolic polynomial and let H be
the Be´zout matrix of p and p′ = ∂p/∂ζ. Then H is nonnegative definite and
symmetrizes A and detH is the discriminant of p.
3 Quasi-symmetrizers by Be´zout matrices
Let p(ζ) be a monic hyperbolic polynomial of degree m. Assume that one can
find a family of monic strictly hyperbolic polynomials {pǫ(ζ)}ǫ>0 of degree m
pǫ(ζ) =
m∏
j=1
(
ζ − λj(ǫ)
)
, λ1(ǫ) < λ2(ǫ) < · · · < λm(ǫ)
and constants r ≥ 0, s > 0 and c > 0, C > 0 independent of ǫ > 0 such that
c ǫr ≤
∣∣p′ǫ(λj(ǫ))∣∣,(3.1) ∣∣qǫ(λj(ǫ))∣∣ ≤ Cǫs ∣∣p′ǫ(λj(ǫ))∣∣(3.2)
for j = 1, . . . ,m where p′ǫ(ζ) = ∂pǫ/∂ζ and qǫ(ζ) = p(ζ)− pǫ(ζ).
Proposition 3.1. Assume that pǫ(ζ) verifies (3.1), (3.2) and let Hǫ be the
Be´zout matrices of pǫ and p
′
ǫ. Then there exists C > 0 independent of ǫ such
that
ǫ2r|z|2 ≤ C (Hǫz, z), ∀z ∈ C
m,∣∣((HǫA−A∗Hǫ)z, w)∣∣ ≤ C ǫs (Hǫz, z)1/2(Hǫw,w)1/2, ∀z, w ∈ Cm.(3.3)
Proof. Denote by Rǫ and Gǫ which are defined by replacing λj by λj(ǫ). Let
Hǫ be the Be´zout matrix of pǫ and p
′
ǫ = ∂pǫ/∂ζ. Noting that αk = 1 in (2.2)
one has Hǫ =
tGǫGǫ. Since λj(ǫ) are bounded uniformly in ǫ > 0, which follows
from (3.2), it is clear that there is C1 > 0 independent of ǫ such that
(3.4)
∣∣Rǫz| ≤ C1|z|, |Gǫz| ≤ C1|z|.
From (3.4) one has |z| ≤ C|R−1ǫ z| then it follows from (2.8) and (3.1) that there
is c > 0 such that |Gǫz| ≥ c ǫr|z|. This implies
c2 ǫ2r|z|2 ≤ (Hǫz, z)
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for Hǫ =
tGǫGǫ. Denoting by A and Aǫ the Sylvester matrices associated with
p and pǫ respectively, one has
(3.5) A = Aǫ +Qǫ
where Qǫ is m ×m matrix whose first m − 1 rows are zero and of which last
row consists of the coefficients of qǫ, that is −
(
bm(ǫ), bm−1(ǫ), . . . , b1(ǫ)
)
where
qǫ(ζ) =
∑m
j=0 bm−j(ǫ)ζ
j . Since HǫAǫ is symmetric and hence
HǫA−A
∗Hǫ = HǫQǫ −Q
∗
ǫHǫ
by (3.5). It is easy to see from the definition that all entries of QǫRǫ are zero
except for the last row and the last row is −
(
qǫ(λ1(ǫ)), . . . , qǫ(λm(ǫ))
)
. Recall
that (2.8) gives
R−1ǫ = diag
(
± p′ǫ(λ1(ǫ))
−1, . . . ,±p′ǫ(λm(ǫ))
−1
)
Gǫ
then one can write Qǫ =
(
QǫRǫ
)
R−1ǫ = SǫGǫ where the last row of Sǫ is
∓
(
qǫ(λ1(ǫ))p
′
ǫ(λ1(ǫ))
−1, . . . , qǫ(λm(ǫ))p
′
ǫ(λm(ǫ))
−1
)
and hence |Sǫz| ≤ Cǫs |z| for z ∈ Cm thanks to (3.2). Therefore from (3.4) one
concludes ∣∣(HǫQǫz, w)∣∣ = ∣∣(SǫGǫz,Hǫw)∣∣ ≤ ǫs C∣∣Gǫz∣∣∣∣Hǫw∣∣
≤ ǫsCC1
∣∣Gǫz∣∣∣∣Gǫw∣∣ = ǫsC2(Hǫz, z)1/2(Hǫw,w)1/2.
Since the estimate for
∣∣(Q∗ǫHǫz, w)∣∣ = ∣∣(Hǫz,Qǫw)∣∣ is same as above one com-
pletes the proof.
The following corollary is found in [10].
Corollary 3.1. Assume that the multiplicity of any root of p(ζ) = 0 does not
exceed ρ then the Be´zout matrices Hǫ of Nuij approximation pǫ and p
′
ǫ is quasi-
symmetrizers, that is Hǫ verifies (3.3) with r = ρ− 1 and s = 1.
Proof. It suffices to check (3.1) and (3.2) with r = ρ − 1 and s = 1. Since the
multiplicity of the roots are at most ρ it is clear from Lemma 2.1 that
|p′ǫ(λj(ǫ))| =
m∏
k=1,k 6=j
∣∣λj(ǫ)− λk(ǫ)∣∣ ≥ c ǫρ−1, j = 1, . . . ,m.
Note that one can invert (1 + ǫd/dζ)m−1p(ζ) = pǫ(ζ) such that
p(ζ) = pǫ(ζ) + c1ǫ p
(1)
ǫ (ζ) + · · ·+ cmǫ
m p(m)ǫ (ζ), p
(ℓ)
ǫ (ζ) = d
ℓpǫ(ζ)/dζ
ℓ.
and hence qǫ =
∑m
ℓ=1 cj ǫ
ℓ p
(ℓ)
ǫ . Since
p(ℓ)ǫ (λj(ǫ)) =
∑
1≤k1<···<km−ℓ≤m,ki 6=j
∏(
λj(ǫ)− λki(ǫ)
)
it is clear from (2.10) that∣∣p(ℓ)ǫ (λj(ǫ))∣∣/∣∣p′ǫ(λj(ǫ))∣∣ ≤ C ǫ−(ℓ−1), ℓ = 1, . . . ,m
which proves (3.2) with s = 1.
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4 Rrmarks
Assume that p(ζ) is a strictly hyperbolic polynomial. From (2.5) it follows that
R−1AR is diagonal and hence symmetric which shows (R tR)A = A(R tR). Then
with S = R tR one sees that AS is symmetric. Since S is symmetric
S−1A = S−1(AS)S−1
is also symmetric. On the other hand, denoting S = (sij) it is clear that
sij =
∑m
k=1 λ
i+j
k which is a symmetric polynomial in (λ1, . . . , λm) and hence
a polynomial in (a1, . . . , am). Denote B = (detS)S
−1 then BA is symmet-
ric and B is positive definite because detS = (detR)2 = ∆2 > 0. Since
B is the cofactor matrix of S then every entry of B is also a polynomial in
(a1, . . . , am). This B is the symmetrizer which was used to derive energy esti-
mates for strictly hyperbolic equations in [8, Chapter V]. From (2.8) one can
write H = tR−1diag
(
(p′(λ1))
2, . . . , (p′(λm))
2
)
R−1. Then it is clear that
HR diag
(
(p′(λ1))
−2, . . . , (p′(λm))
−2
)
R−1 = tR−1R−1 = ∆−2B.
In particular, B = H if m = 2 and detB = ∆2(m−1).
Symmetrizations by Be´zoutiant or quasi-symmetrizers are applied to several
problems by several authors, see for example, [4], [5], [6], [1], [7], [15], [11]. In
particular, interesting results for the Cauchy problem for differential operators
with time dependent coefficients are obtained in [6] based on detailed study on
H , while quasi-symmetrizers Hǫ is applied to study propagation of the analyt-
icity for a class of semilinear weakly hyperbolic systems in [1].
5 Proof of Lemmas
First we give a proof of Lemma 1.3.
Proof of Lemma 1.3: If s = 1 then the assertion is clear. Let s ≥ 2 and denote
a(ζ) =
s∏
j=1
(ζ − λ(j)), b(ζ) =
s−1∏
j=1
(ζ − µj)
so that b(ζ)
{∏s
j=1(ζ − λ(j))
rj−1
}
= q(ζ). Set
(5.1) ak(ζ) =
s∏
j 6=k
(ζ − λ(j)), αk =
b(λ(k))
ak(λ(k))
> 0.
Writing b(ζ) =
∑s
k=1 αk ak(ζ), the same argument as before gives
a(ζ)b(ζ¯)− a(ζ¯)b(ζ) = (ζ − ζ¯)
s∑
k=1
αk ak(ζ)ak(ζ¯).
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Now we have
p(ζ)q(ζ¯)− p(ζ¯)q(ζ)
ζ − ζ¯
=
∣∣∣∏sj=1(ζ − λ(j))rj−1
∣∣∣2(a(ζ)b(ζ¯)− a(ζ¯)b(ζ))
ζ − ζ¯
=
s∑
k=1
αk
∣∣∣
s∏
j=1
(ζ − λ(j))
rj−1
∣∣∣2|ak(ζ)|2 =
s∑
k=1
αk
∣∣∣
s∏
j=1
(ζ − λ(j))
rj−δkj
∣∣∣2
where δkj is the Kronecker’s delta. This proves that
(5.2) hp,q(ζ, ζ¯) =
s∑
k=1
αk φk(ζ)φk(ζ¯), φk(ζ) =
s∏
j=1
(ζ − λ(j))
rj−δkj .
Since
m∑
k=1
∣∣pk(ζ)∣∣2 =
m∑
k=1
m∏
j 6=k
|ζ − λj |
2 =
s∑
k=1
rk φk(ζ)φk(ζ¯)
we get the desired inequality
hˆ(z, z¯) =
s∑
k=1
αk φk(z)φk(z¯) ≥ c
s∑
k=1
rk φk(z)φk(z¯) =
m∑
j=1
|pˆk(z)|
2
with c = minαk/rk. We turn to the proof of the converse. Note that (1.6)
implies hp,q(ζ, ζ¯) ≥ c
∑m
j=1 |pk(ζ)|
2. Since
(5.3)
∂p
∂ζ
(ζ)q(ζ) − p(ζ)
∂q
∂ζ
(ζ) = hp,q(ζ, ζ), ζ ∈ R
it is clear from the assumption that the zeros of q other than {λ(j)} are simple.
It is also clear from (5.3) that the coefficient of ζm−1 in q is positive. We examine
that q has no zero in (−∞, λ(1)). If there were, we denote the minimal one by
µ. Then we see that
∂q
∂ζ
(µ) > 0 (< 0)
if m is even (odd). On the other hand p(µ) has the sign (−1)m it follows that
−p(µ)
∂q
∂ζ
(µ) < 0
and hence hp,q(µ, µ) < 0, contradicting the assumption. We then examine that
q has no zero in ζ > λ(s). This can be checked by a similar way. We next
show that q has at most one zero in each (λ(k), λ(k+1)). If not there were two
successive simple zeros µi ∈ (λ(k), λ(k+1)), i = 1, 2 and hence p(ζ) ·∂q(ζ)/∂ζ has
different signs at µ1 and µ2 and hence a contradiction. Thus we can conclude
that either q(ζ) separates p(ζ) or some λ(j) is a zero of q(ζ) of order greater
than rj − 1. Suppose that this is the case. Then one can write
q(ζ) = (ζ − λ(j))
lr(ζ), l ≥ rj .
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Taking ζ = λ(j) + ξ we see that the right-hand side of (5.3) is O(|ξ|
l+rj−1). On
the other hand it is clear that
|hp,q(ζ, ζ)| ≥ c |ξ|
2(rj−1)
with some c > 0. This contradicts the assumption.
Noting that p(ζ)p′(ζ¯) = ∂(p(ζ)p(ζ¯))/∂ζ¯ and p′(ζ)p(ζ¯) = ∂(p(ζ)p(ζ¯))/∂ζ one
has
hp,p′(ζ, ζ¯) =
( ∂
∂ζ¯
m∏
j=1
(ζ − λj)(ζ¯ − λj)−
∂
∂ζ
m∏
j=1
(ζ − λj)(ζ¯ − λj)
)
/(ζ − ζ¯).
Since (∂/∂ζ¯ − ∂/∂ζ)(ζ − λj)(ζ¯ − λj) = ζ − ζ¯ one has
(5.4) hp,p′(ζ, ζ¯) =
m∑
k=1
m∏
j 6=k
|ζ − λj |
2 =
m∑
k=1
|pk(ζ)|
2.
Recalling p′(ζ) =
∑s
k=1 rkφk(ζ) one obtains
|pˆ′(z)|2 ≤
( s∑
k=1
r2kα
−1
k
)( s∑
k=1
αk|φˆk(z)|
2
)
=
( s∑
k=1
r2kα
−1
k
)
hˆp,p′(z, z¯)
which together with (5.4) proves Lemma 1.4.
Next we give a proof of Lemma 2.1.
Proof of Lemma 2.1: Let p be a monic hyperbolic polynomial and q be a hy-
perbolic polynomial which separates p. To prove the first assertion it suffices to
prove that writing
(
1 + ǫ∂/∂ζ
)
q = c
m−1∏
j=1
(ζ − µj(ǫ)),
(
1 + ǫ∂/∂ζ
)
p =
m∏
j=1
(ζ − λj(ǫ))
where λ1(ǫ) ≤ · · · ≤ λm(ǫ) and µ1(ǫ) ≤ · · · ≤ µm−1(ǫ) one has
(5.5) λ1(ǫ) ≤ µ1(ǫ) ≤ λ2(ǫ) ≤ · · · ≤ µm−1(ǫ) ≤ λm(ǫ)
and the multiplicity of multiple roots decreases by one by this procedure for
ǫ > 0. Let p(ζ) =
∏m
j=1(ζ−λj), λ1 ≤ λ2 ≤ · · · ≤ λm and q(ζ) = c
∏m−1
j=1 (ζ−µj),
µ1 ≤ µ2 · · · ≤ µm−1 and assume that
λ1 ≤ µ1 ≤ λ2 ≤ · · · ≤ µm−1 ≤ λm.
Denote
F (ζ) =
(1 + ǫ d/dζ)p(ζ)
p(ζ)
= 1 + ǫ
m∑
j=1
1
ζ − λj
,
G(ζ) =
(1 + ǫ d/dζ)q(ζ)
q(ζ)
= 1 + ǫ
m−1∑
j=1
1
ζ − µj
.
(5.6)
11
Noting that dF/dζ is strictly negative on each interval not including λk and
lim|ζ|→∞F = 1 there is a simple root of (1+ ǫ ∂/∂ζ)p = 0 to the left of λk. This
proves that the multiplicity of multiple roots of (1 + ǫ ∂/∂ζ)p = 0 decreases by
one from that of p. The same for q.
Assume (λk, µk) 6= ∅. Let ζ ∈ (λk, µk) then ζ − µk < 0 < ζ − λk and hence
ζ − λ1 ≥ ζ − µ1 ≥ · · · ≥ ζ − λk > 0 > ζ − µk ≥ ζ − λk+1 ≥ · · · ≥ ζ − λm.
This implies
m−1∑
j=k
1
ζ − µj
≤
m∑
j=k+1
1
ζ − λj
,
k−1∑
j=1
1
ζ − µj
≤
k∑
j=2
1
ζ − λj
and hence
(5.7) G(ζ) < G(ζ) +
1
ζ − λ1
≤ F (ζ), ζ ∈ (λk, µk).
Note that λk ≤ λk+1(ǫ) ≤ λk+1 and µk−1 ≤ µk(ǫ) < µk. If λk+1(ǫ) ≥ µk then
µk(ǫ) < λk+1(ǫ) is obvious. If λk ≤ λk+1(ǫ) < µk then thanks to (5.7) one
concludes µk(ǫ) < λk+1(ǫ). Therefore one has
µk(ǫ) < λk+1(ǫ).
Next assume (µk, λk+1) 6= ∅. Let ζ ∈ (µk, λk+1) so that ζ − λk+1 < 0 < ζ − µk
and hence
ζ − λ1 ≥ ζ − µ1 ≥ · · · ≥ ζ − µk > 0 > ζ − λk+1 ≥ ζ − µk+1 ≥ · · · ≥ ζ − λm.
This shows that
k∑
j=1
1
ζ − λj
≤
k∑
j=1
1
ζ − µj
,
m−1∑
j=k+1
1
ζ − λj
≤
m−1∑
j=k+1
1
ζ − µj
and hence
(5.8) G(ζ) > G(ζ) +
1
ζ − λm
≥ F (ζ), ζ ∈ (µk, λk+1).
Note that µk ≤ µk+1(ǫ) ≤ µk+1 and λk+1(ǫ) < λk+1. If µk+1(ǫ) ≥ λk+1 then
λk+1(ǫ) < µk+1(ǫ) is obvious. If µk+1(ǫ) < λk+1 then (5.8) shows the same
conclusion. Thus one has
λk+1(ǫ) < µk+1(ǫ).
Repeating the same arguments in (−∞, λ1) one obtains λ1(ǫ) < µ1(ǫ). Then
one concludes (5.5) and hence assertion.
Turn to the second assertion which is found in [16]. Write
(5.9) hℓ(ζ, ǫ) =
(1 + ǫ d/dζ)ℓp(ζ)
(1 + ǫ d/dζ)ℓ−1p(ζ)
= 1 + ǫ
m∑
j=1
1
ζ − λℓj(ǫ)
, ℓ = 1, . . . ,m
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where (1 + ǫ d/dζ)ℓ−1p(ζ) =
∏m
j=1
(
ζ − λℓj(ǫ)
)
, λℓ1(ǫ) ≤ λ
ℓ
2(ǫ) ≤ · · · ≤ λ
ℓ
m(ǫ).
Since λℓ1(ǫ), l ≥ 2, ǫ > 0 are simple roots it follows from (5.9) that
λℓ+11 (ǫ) ≤ λ
ℓ
1(ǫ) ≤ λ
ℓ+1
2 (ǫ) ≤ · · · ≤ λ
ℓ+1
m (ǫ) ≤ λ
ℓ
m(ǫ),
λℓ1(ǫ) < λ
ℓ
2(ǫ) < · · · < λ
ℓ
ℓ−1(ǫ) < λ
ℓ
ℓ(ǫ) ≤ · · · ≤ λ
ℓ
m(ǫ)
where λℓk(ǫ), 1 ≤ k ≤ ℓ − 1 are simple roots. Assume that there is cℓ > 0 such
that
(5.10) λℓk(ǫ)− λ
ℓ
k−1(ǫ) ≥ cℓ ǫ, k = 2, . . . , ℓ.
It is easy to see that (5.10) holds for ℓ = 2 with c2 = 1. It follows from (5.9)
that
hℓ(λ
ℓ
k(ǫ)− δǫ, ǫ)) ≤ 1 +
ǫ(k − 1)
λℓk(ǫ)− δǫ− λ
ℓ
k−1(ǫ)
−
1
δ
≤ 1 +
k − 1
cℓ − δ
−
1
δ
for 2 ≤ k ≤ ℓ, 0 < δ ≤ cℓ. Therefore choosing δ =
(
k+ cℓ−
√
(k + cℓ)2 − 4cℓ
)
/2
one has hℓ(λ
ℓ
k(ǫ)− δǫ, ǫ) ≤ 0 and hence λ
ℓ+1
k (ǫ) ≤ λ
ℓ
k(ǫ)− δǫ. Then taking
cℓ+1 = min
2≤k≤ℓ
(
k + cℓ −
√
(k + cℓ)2 − 4cℓ
)
/2 > 0
one has λℓ+1k+1(ǫ)−λ
ℓ+1
k (ǫ) = λ
ℓ+1
k+1(ǫ)−λ
ℓ
k(ǫ)+λ
ℓ
k(ǫ)−λ
ℓ+1
k (ǫ) ≥ λ
ℓ
k(ǫ)−λ
ℓ+1
k (ǫ) ≥
cℓ+1 ǫ for k = 1, . . . , ℓ. Thus (5.9) holds for ℓ = m by induction.
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