This article deals with threshold-asymmetric volatility models for over-dispersed and zero-inflated time series of count data. We introduce various threshold integer-valued autoregressive conditional heteroscedasticity (ARCH) models as incorporating over-dispersion and zero-inflation via conditional Poisson and negative binomial distributions. EM-algorithm is used to estimate parameters. The cholera data from Kolkata in India from 2006 to 2011 is analyzed as a real application. In order to construct the threshold-variable, both local constant mean which is time-varying and grand mean are adopted. It is noted via a data application that threshold model as an asymmetric version is useful in modelling count time series volatility.
Introduction
Over the past three decades, there has been increasing interest in modeling integer-valued time series because of the broad range of potential applicability to epidemiology (Cardinal et al., 1999; Hwang, 2015a, 2015b) , social science (McCabe and Martin, 2005; Truong et al., 2017) , experimental biology (Zhou and Basawa, 2005; Bartlett and McCormick, 2017) , environmental science (Thyregod et al., 1999; Pavlopoulos and Karlis, 2008) , and economics (Freeland and McCabe, 2004; Quoreshi, 2014) .
The first order integer-valued autoregressive model (INAR(1)) with Poisson distribution has been introduced by McKenzie (1985) . Alzaid and Al-Osh (1990) extended it to p th -order model (INAR(p)) and Al-Osh and Alzaid (1988) introduced a q th -order integer-valued moving average model (INMA(q)). A integer-valued ARMA models for dependent sequences of Poisson counts was investigated by McKenzie (1988) .
Although modeling time series of count data with Poisson distribution is a useful tool, in practice, over-dispersion and zero-inflation in the time series is easily led to a violation of major assumptions that the variance is equal to the mean, and the parameters are to be positive. Ferland et al. (2006) proposed an integer-valued GARCH model to study over-dispersed counts, and Fokianos and Fried (2010) , Weiß (2010) , Zhu and Wang (2010) , Zhu (2011 Zhu ( , 2012a , and Hwang (2015a, 2015b) made further contributions to the literature. Zhu (2012b) extended the model to address both overdispersion and zero inflation phenomenon in count data. Yoon and Hwang (2015b) presented a data application of the zero-inflated model via conditional Poisson and negative binomial marginals. Wang et al. (2014) proposed a self-exited threshold integer-valued Poisson autoregression model (SETPAR) which allows for more general modeling framework including the possibility of negative serial dependence in the time series of count data.
In this paper we study conditional variance (volatility) for over-dispersion, zero-inflation, and serial dependence of count time series data. The organization of this paper is as follows. Section 2 re-introduces existing models as threshold integer-valued analogue of the autoregressive conditional heterosckedastic (ARCH) model by adding threshold-asymmetric effects to the models. It is noted that innovation follows either Poisson distribution or negative binomial distribution. Their estimation method is discussed in Section 3. Section 4 illustrates appropriate threshold model building strategies via applying proposed threshold-models to actual, highly skewed, zero-inflated, and serially correlated data example of cholera disease in Kolkata in India from 2006 to 2011 (Ali et al., 2016) . Concluding remarks are presented in Section 5.
Various integer-valued threshold-asymmetric ARCH models

INTARCH(1) model
The first-order integer-valued ARCH (INARCH(1), for short) model (Ferland, 2006 ) is defined as a conditional Poisson model defined by 
where the parameters α 0 , α 1 , and α 2 are positive, and the initial value X 0 = x 0 is fixed. Here, m t is a (time varying) threshold variable that determines the dynamic switching mechanism of the model. The dynamics of the process is governed by a two-regime scheme. Specifically, if X t−1 > m t then we say X t lies in the upper regime, otherwise, X t belongs to the lower regime. Various choices of the threshold variable have been used in applications (Wu and Chen, 2007) . In the real data example, we employ two threshold variables: one is simply grand mean of the entire time series and the other is the local constant mean which is time-varying.
NB-INTARCH(1) model
To accommodate over-dispersion in the data, one may consider the model for which negative binomial distribution is used to model the process. The first-order integer-valued negative binomial ARCH (NB-INARCH(1), for short) model (Zhu, 2011; Yoon and Hwang, 2015a ) is defined as
where the parameter r is a positive integer. We propose the following threshold-asymmetric model as a generalization of (2.3). 
ZIP-INTARCH(1) model
In order to capture zero-inflation in the count data, Zhu (2012a) and Yoon and Hwang (2015b) investigated the following first-order zero-inflated Poisson ARCH (ZIP-INARCH (1)) model which is formulated as
where ZIP(λ t , w) is defined as the following probability mass function (pmf) The ZIP-INARCH(1) model is made to be threshold-asymmetric via 
ZINB-INTARCH(1) model
With replacing Poisson by negative binomial distribution in (2.5), the ZIP-INARCH(1) model becomes the following first-order zero-inflated negative binomial INARCH (ZINB-INARCH(1), for short) model which was considered in Zhu (2012a) and Yoon and Hwang (2015b) , given as
where ZINB(λ t , a, w) is defined by
where 0 < w < 1, λ > 0, the dispersion parameter a > 0, and Γ denotes the standard Gamma function. The index c (= 0, 1) identifies the particular form of the underlying NB distribution (Ridout et al., 2001) . For c = 0, this particular distribution is denoted by ZINB1(λ t , a, w) and the case of c = 1 refers to ZINB2(λ t , a, w). The ZINB-INARCH(1) model is now equipped with the threshold-asymmetry by using the equation
Here X (r)
t−1 and X (l) t−1 are again two threshold values described in (2.2). The model (2.9) can be referred to as zero-inflated negative binomial INTARCH(1), abbreviated as ZINB-INTARCH(1).
Estimation of parameters
For each model discussed in Section 2, we use EM algorithm to estimate the parameters following the method proposed by Zhu (2012a) . See also Hwang (2015a, 2015b) for the application of EM algorithm in the context of count time series. Since general steps are the same except conditional log-likelihood function, first-order and second-order derivatives of the log-likelihood function with respect to parameters, we discuss INTARCH(1) case only, defined by (2.2). Let θ = (α 0 , α 1 , α 2 ).
The likelihood function of Poisson distribution in INTARCH(1) model is
The conditional log-likelihood function is
The first derivative of the log-likelihood with respect to θ = (α 0 , α 1 , α 2 ) is given by
while the second derivative is
The iterative EM procedure estimates the parameter θ = (α 0 , α 1 , α 2 ) by maximizing the loglikelihood function. It consists of an E step and M step described as follows:
• E step: Given initial values of θ (0) and X 0 , calculate λ t . And in case of zero-inflation model, the missing data are replaced by their conditional expectation which is given by w/(w + (1 − w)e −λ t ) and zero respectively, according to X t = 0 and X t = 1, 2, . . . (Zhu, 2012a (Zhu, , 2012b . In the subsequent iteration, the estimated values in M step are used to calculate λ t and the conditional expectation of missing data in case of zero-inflation model.
• M step: The estimation of θ can be obtained by maximizing the log-likelihood function. Starting with initial values θ (0) , the values of θ in the subsequent iteration can be obtained as where θ (i) is the value in the i th iteration. The missing data and λ t are set from the previous E step of the EM procedure.
The estimates θ = (α 0 , α 1 , α 2 ) are obtained by iterating these two steps until convergence. In the data analysis presented in the next section, the convergence criterion of the EM procedure is given as
Real data analysis: the cholera data from Kolkata in India
In this section, via real data application, we illustrate INTARCH, NB-INTARCH, ZIP-INTARCH, and ZINB-INTARCH models which are defined in Section 3. We consider time series of weekly cholera cases from Kolkata in India, consisting of 260 observations starting from 39 th -week of 2006 to 38th-week of 2011. Figure 1 shows the time series plots and histograms for the entire period (in upper panel), 1 st half period (in middle panel) and 2 nd half period (in lower panel). For entire period, empirical mean and variance of the data are 2.58 and 27.51, respectively.
A histogram of the series shows there are 94 zeros which is 36% of the series. The zero-inflation index (zi) defined by Puig and Valero (2006) to measure the departure from the Poisson model is calculated using the formula where p 0 is the proportion of zero's and µ is the mean. It is noted that zi is zero if the count time series data is Poisson-distributed and zi > 0 if the count time series data is zero-inflated. The zero-inflation index in the entire period is 0.61, which indicates there is a zero inflation. Similarly, the time series of 1st half period and 2 nd half period also have high zero-inflation index, 0.57 and 0.62, respectively. However, when comparing these two period, the 1st half period shows lower mean (1.85) and variance (7.07) but higher proportion of zero counts (45%), while the second half period shows higher mean (3.3) and variance (47.1) but lower proportion of zero counts (28%).
The sample autocorrelation and partial autocorrelation function of the series in entire period, 1 st half period, and 2 nd half period are plotted in Figure 2 from which it is noted that there exists serial dependency. As in Tables 1-3 below, we consider various models including INTARCH(1), NB-INTARCH(1), ZIP-INTARCH(1) and ZINB-INTARCH(1). Each model is fitted to the entire period and then is fitted further separately to two subset periods: first half and second half period.
The initial values
1 , α
2 ) are randomly selected from the uniform distribution over the unit interval (0,1). Initial values for w = 0.5 and a = 0.1 are chosen arbitrary and first observation is taken as the initial value for X 0 . We then iterate the estimation procedure by using the previous estimated value as the next initial value and we stop the procedure when the convergence criteria
Motivated by incubation period (Azman et al., 2013) and transmission period (Ali et al., 2016) , the most recent 4 time points (which is 4 weeks (28 days)) is considered as local constant mean m t which is used as a threshold variable. Specifically,
2) where [x] denotes the greatest integer function not exceeding x. The results of model fitting for entire period and two subset periods are summarized in Tables  1-3 , respectively. It is noted that NB is further splitted as NB1 and NB2 according to the index c = 0 and c = 1, respectively, defined in the pmf equation (2.8). In conclusion, negative binomial models and zero-inflated negative binomial models accommodating over-dispersion and zero-inflation are best fitted both in the entire period data and in each subset period data. Considering Table 1 , based on Akaike information criterion (AIC) and Bayesian information criterion (BIC), we find that negative binomial model and zero-inflated negative binomial models are more appropriate. Among the models, ZINB1-INTARCH(1) model shows that a substantial improvement occurs when using the local constant threshold instead of grand mean threshold. To assess the adequacy of the "threshold" ZINB1-INTARCH(1) model over the "non-threshold" ZINB1-INARCH(1) model, we use the following likelihood ratio test (LRT) statistic
where log L(θ * ) and log L(θ ⋆ ) denotes log-likelihood function of ZINB1-INARCH(1) model and log-likelihood of ZINB1-INTARCH(1) model. Note that ZINB1-INARCH(1) is nested in ZINB1-INTARCH(1). Due to Self and Liang (1987) , the asymptotic distribution of LRT is given by the 50 : 50 mixture of the constant zero and the χ 2 (1) distribution under the null. It is noted that LRT is calculated as 3.6 which is slightly lower than 3.84 which is the upper 5 percent of χ 2 (1) distribution. Consequently, the adequacy of ZINB1-INTARCH(1) over ZINB1-INARCH(1) is highly significant with the p-value given by P(null distribution exceeds 3.6) = P(χ 2 (1) > 6.2). Another careful examination of Table 1 indicates that NB2-INTARCH(1) and ZINB2-INTARCH(1) using local constant are appropriate models. This confirms that there exist both over-dispersion and zero-inflation in the entire data.
In each subset period (see Tables 2 and 3) , it is seen overall that negative binomial models and zero-inflated negative binomial models are appropriate. See the ZINB1-INTARCH(1) model fitted in the 1st half period series and observe that a substantial improvement is obtained when using local parameters. Two threshold variables, viz., grand mean and local constant mean, are considered in various threshold models. It is noted that the local constant mean works usually better than the grand mean while the grand mean seems better than the local constant mean in case when high peak season is prominent in short time period (see 2 nd half period). We have compared models using likelihoodbased approaches of AIC, BIC, and log-likelihood. Non-likelihood approaches such as forecasting error evaluations via parametric bootstrap can also be implemented to compare various threshold models and this task is now under investigation.
