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Chapter 1. Introduction & Literature Review 
1.1 Polymer electrolytes 
 
The proper functioning of batteries requires an ionically conductive medium, known as 
an electrolyte, that transports ions between two electrodes to allow the electrochemical 
reactions to occur.(Fig.1) Electrolyte is the key component in a battery and it plays an essential 
role that could affect the cell capacity, working temperatures, safety and cyclability.1-3 
Generally, electrolytes can be divided into liquid and solid electrolytes according to their 
physical states. The majority of commercial electrolytes today are based on potentially toxic 
and flammable organic solvents, which are associated with safety problems. There is a growing 
trend in replacing liquid electrolytes with more secure and reliable solid electrolytes. Some 
common solid electrolytes include inorganic solid electrolytes such as ceramics and glasses, 
and polymer electrolytes.  
 
Fig. 1 Schematic diagram of a Na-ion battery 
 
Using polymer as an ion conductor was first recognized 40 years ago from a British 
polymer chemist, who showed that poly-ethylene oxide (PEO) can work as a solid electrical 
conductor as it is able to host a sodium or potassium salt4, 5.  Therefore, the general polymer 
electrolyte is mainly composed of a polar polymer matrix with alkali metal ions. Compared to 
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liquid electrolytes, the use of polymer electrolytes not only improves safety and durability, but 
also simplifies the cell design by eliminating the need for containment6, 7. Additionally, the 
mechanically resilient polymer electrolytes conform better to the electrodes, which may 
undergo expansion/contraction during charge and discharge7, and they can prevent the 
undesirable dendrite growth, especially when applied to Li metal batteries8.  
 
1.1.1 Polyelectrolytes (ionomer electrolytes) 
 
However, the conventional polymer electrolyte has one big disadvantage because salts 
are dissolved into a polymer matrix (Fig. 2(a)) such that the anions are mobile and they do not 
participate in the electrochemistry of the device. During the operation of the battery the anions 
tend to accumulate at the electrode/electrolyte interface, resulting in polarisation and ultimately 
poor performance of the battery.9, 10 Therefore, new designs of single ion conductor polymer 
electrolytes, also known as polyelectrolytes (Fig. 2(b)), have been developed to mitigate this 
issue and improve the battery performance.  
Polyelectrolytes are polymers whose repeating units bear an ionic group, i.e. the 
polymer itself is charged positively (polycations) or negatively (polyanions), and only the 
counter-ion can, in principle, move freely. For example, polyelectrolytes with anionic moieties 
only allow cations to conduct as the anions are covalently tethered to the polymer backbone, 
which means the transference number for the cation (e.g. Li+ or Na+) will be unity. Sometimes 
in this thesis, the term ‘ionomer’ is also used to refer to ‘polyelectrolyte’. For simplicity, these 
two words are interchangeable here, although, strictly, they are different.11 
 
Fig. 2. Illustration of a conventional (a) polymer electrolyte and a (b) polyelectrolyte.  
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1.1.2 Challenges of polyelectrolytes 
 
Despite the attractive advantage of uni-cationic conduction, polyelectrolytes typically tend 
to exhibit lower ionic conductivities than their salt-laden counterparts.12-17 The relatively low 
conductivity is typically attributed to a combination of decreased number of charge carriers 
(due to the immobilization of anions to the polymer backbone) and to an incomplete 
dissociation of the alkali metal ions within the polymer matrix.18 A polyelectrolyte can only be 
considered as promising when its conductivity reaches 10−5S/cm at accessible temperatures, 
but still maintains appropriate rigidity, though these criteria might depend on the thickness of 
the electrolyte19, 20. However, the need for high ionic conductivity in many cases conflicts with 
the desirable mechanical properties. In conventional polymer electrolytes, ion conduction 
normally largely relies on the segmental motion of polymer chains.21, 22 When temperature is 
above a polymer’s glass transition temperature (Tg), the active rearrangement of polymer 
segments could create pathways for fast ion transport, whereas when it is below Tg, ions 
become trapped in the glassy phase of polymeric materials. Thus, one common strategy to 
improve ion conduction is to lower the Tg of a polymer through adding plasticizers or designing 
a polymer with more flexible backbones3. Unfortunately, the enhanced ionic conductivity 
comes at the cost of the mechanical strength and may still lead to safety issues such as leakage 
and flammability, if organic solvents are added23, 24. 
The electrolyte ionic conductivity is one of the most crucial parameters for cell 
performance and has been used as a key criterion for possible application in devices as it can 
deﬁne how fast a battery can be charged or discharged.25 However, an ionically conductive, 
solvent-free polyelectrolyte, whilst attractive especially for the uses in Li metal batteries8, is 
challenging to achieve. To design a polyelectrolyte with sufficient conductivity, it is necessary 
to understand the fundamentals of ion conduction; however, based on authors’ best knowledge, 
there is still limited research that helps us understand the ion conduction at atomic scale. 
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1.2 Fundamental of ion transport in polymer electrolytes  
 
1.2.1 Ion transport models 
  
From the macroscopic point of view, a prominent characteristic of polyelectrolyte 
conductivity is its temperature dependence (usually coupled to the glass transition temperature 
Tg). Many studies 26-28 have suggested that ions preferentially migrate in the amorphous state 
above Tg, whereas there are only few exceptions that the ions could also transport in crystalline 
regions29, 30. Typically, as the temperature decreases and approaches to Tg, the conductivity 
will decrease dramatically; this temperature dependence is commonly explained by free 
volume theory (FVT)31, 32. Miyanmoto and Shibayama33 derived the ionic conduction in 
polymers based on a free-volume theory: 
                                       𝜎𝜎 =  𝜎𝜎0exp �− �𝛾𝛾𝑉𝑉𝑖𝑖∗𝑉𝑉𝑓𝑓 + �𝐸𝐸𝑗𝑗+𝑊𝑊/2𝜀𝜀�𝑘𝑘𝑘𝑘 ��                                 Eq.1                                              
In Eq. 1, 𝐸𝐸𝑗𝑗 is the activation energy for ion transfer in polymer, W is the dissociation energy of 
a salt in polymer, 𝜀𝜀 is the dielectric constant of polymer, k is Boltzman’s constant, T is the 
absolute temperature, 𝛾𝛾 is a numerical factor to correct for the overlap of the free volume, 𝑉𝑉𝑖𝑖∗ is 
the minimum hole size necessary for ion transfer, 𝑉𝑉𝑓𝑓 is free volume. This equation explains 
the temperature dependence of ionic conductivity by the dynamics of polymer chains. Above 
Tg, the polymeric materials become macroscopically rubbery rather than glassy. Though the 
interpretation based on FVT is conceptually simple and appealing, it sometimes gives the 
incorrect quantitative predictions of the pressure dependence of transport properties34, 35. 
Besides, the FVT is based on an assumption that free volume redistribution does not require 
any local free energy. It will become problematic when considering ion transport in a polymer 
host. An improved theory, called the configurational entropy model, takes entropy fluctuations 
rather than volume fluctuations into account, offering more accurate predictions on pressure 
dependence of ion transport.22 
However, both FVT and configurational entropy model are quasi-thermodynamic 
which fail to describe the actual motion of individual ions, so a microscopic model is needed 
and the most successful and well-known model is the dynamic bond percolation (DBP) 
model.22, 36 A distinction between DBP and FVT is that DBP involves a lattice-hopping model 
while FVT does not. According to Druger et. al., the DBP model is applicable to polymeric 
solid electrolytes, where polymer chains are constantly creating suitable coordination sites for 
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alkali ions to hop. The ion hopping is enabled by the rearrangement of local coordination 
geometry, which creates hopping sites. 
This model is characterized by three parameters: an average hopping rate between two 
sites available w, the percentage of available hopping sites 𝑓𝑓 and mean renewal time τ for 
dynamic motion of the medium to rearrange the assignments of closed and open bonds.36 In 
the standard percolation model, the hopping is either permitted or not permitted. w = �0,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 1 − 𝑓𝑓
𝑤𝑤,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑓𝑓                                                   Eq.2 
Each hopping rate is defined as either 0(the hopping is forbidden) or w (the hopping is allowed). 
Their relative probabilities are given by f and 1-f, respectively. Then, in the simplest one-
dimensional model, the diffusion coefficient obeys: 
D~<X2> /τ                                                                   Eq.3 
Here the numerator is the mean-square displacement of the ion without renewal, and 
the denominator is the average renewal time. The time corresponds to a characteristic 
relaxation time for a polymer’s configurational degree of freedom. Eq. 3 indicates that the 
diffusion coefficient is inversely proportional to the renewal time, which in turn is proportional 
to segmental time of the polymer host. Therefore, the DBP model explains the coupling 
between ion transport and polymer’s relaxation. The DBP model can explain why ion 
conduction is coupled with polymer mobility from a microscopic point of view, because when 
a polymer is in its amorphous state, fast changes in polymer local coordination environment 
are possible.36 However, this model does not allow for detailed atomistic modelling which is 
desirable for a better understanding of ion interactions, aggregation and their influence on ion 
transport. Thus, molecular dynamics modelling may provide a more detailed understanding of 
such phenomena. 
 
1.2.2 Ion structure in polyelectrolytes 
 
When the polyelectrolytes are present in polar solvents, their counterions typically 
dissociate into the solvents, such as sodium polystyrene sulfonate37, 38 and Nafion39-41. However, 
the counter-ions in polyelectrolytes are highly concentrated, and thus ion-ion interactions 
become pronounced. In the low dielectric environment, cations and anions are attracted by 
coulombic forces to form ion clusters or aggregates.42 Each ion pair in the clusters anchors the 
polymer chain in its close vicinity. Hence, the ion cluster tend to cross-link the neighbouring 
polymer segments (Fig. 3) and reduce their mobility, leading to a high Tg.42  
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As the conductivity can be represented by the product of the charge carrier 
concentration and charge mobility, it is necessary to increase both of them when designing a 
highly conductive polyelectrolyte. In most cases, the amount of available charge carriers is 
affected by cation solvation, while charge mobility is related to the polymer backbone 
dynamics. Since the ion aggregation impacts both polymer dynamics and cation solvation, it 
will influence the overall conductivity to a large extent. The ion aggregation is affected by 
factors like the polymer architecture, cation type, and strength of ion-ion interactions, of which 
the understanding is necessary and important to enable rational design of conducting ionomers.  
 
Fig. 3.  Illustration of crosslink in polyelectrolytes. 
 
 1.3 Factors affecting ion conduction 
 
Since structures of polymers have shown a significant effect on ion dynamics and 
conductivity, synthesizing and designing a polyelectrolyte that has a novel architecture could 
be an effective way to improve ionic conductivity. Some successful examples include using 
polymer blends43, 44, or by copolymerization of different monomers to make a more conductive 
copolymer 45, 46, or using network single ion conductors based on comb-branched polymers47. 
In any case, improving the performance of a conducting polyelectrolyte cannot be achieved 
without a better cognition of structure factors, such as spacers, counterions and plasticizers. 
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1.3.1 Spacer effect on ion mobility 
 
1.3.1.1 Polar units in spacer group 
 
In order to effectively solvate cations, a high concentration of polar groups is often 
present in the polymer chain to coordinate the cations. Most linear ionomers employ the 
copolymer architecture where the anionic units alternate with the polar units in the backbone 
or with pendant polar side chains.13, 45, 46, 48-51 These polar groups, or the so-called spacer, are 
usually located between the anionic groups. If they are strongly electronegative or have strong 
solvating ability, they will coordinate with alkali metal ions. The solvating power of the 
polymer matrix, often indicated by the dielectric constant, is an important parameter in 
selecting the polar repeat unit.52 Ideally, the cation should have modest interactions with the 
polymer such that it can allow salt dissolution (in case of traditional polymer electrolytes52) 
and cation dissociation simultaneously. 
Owing to their ability to dissolve high concentrations of a wide variety of metal salts 
and the availability of different molecular weight53, 54, the ether-based backbone (e.g. 
polyethylene oxide (PEO)) has drawn the most research interest with its presence in numerous 
ionomers. For instance, Colby et al.51 synthesized a series of PEO-sulfonate polyester ionomers 
(Fig. 4) with well-defined length of PEO spacer. Recently, a novel poly(styrene 
trifluoromethanesulphonylimide of lithium) P(STFSILi)-poly(ethylene oxide)(PEO)-
P(STFSILi) triblock copolymer 45 shows a promising conductivity of 1.3 × 10−5 S cm−1 at 60◦ 
C, higher than its PEO/salt analogue, whilst maintaining good mechanical properties required 
for dendrite growth suppression. In these ionomers, PEO can, to a greater or less extent, reduce 
the crystallinity and render lower glass transition temperatures. Apart from PEO, many 
promising ionomers based on various polymer backbones have also been studied45, 46, 51, 55-59. 
For example, polysiloxane-based ionomers have highly flexible backbones which enable fast 
polymer dynamics. Polyethylenimine(PEI)-based ionomers, with amines in the backbone and 
end groups of PEI coordinating with the cation, can weaken the ion-ion interaction and create 
more free cations available for conduction57. Enticed by the low Tg which provides faster 
segmental dynamics, the polar repeat units predominantly are ether (R-O-R’)45, 46, 51, siloxane 
(-Si-O-Si-)55, 56, ethylenimine(–CH2CH2NH–)57, 58 and perfluorinated alkyl59, etc. (Table. 1).  
 
 
 
 
 
CHAPTER ONE – Introduction & Literature Review 8 
Table. 1. listed the common repeat units and their thermal characteristics11 
 
 
1.3.1.2 Spacer length 
The spacer length may have a big impact on the ion conduction as it affects the overall 
ion content in a given ionomer and the cation state. For example, the aforementioned PEO-
sulfonate polyester ionomers51 (Fig. 4) with precisely-controlled length of poly(ethylene glycol) 
(PEG) spacer showed their ionic conductivities have strong dependence on PEG spacer length 
where the conductivity increased significantly with increasing PEG spacer length. This is 
because the longer spacer leads to faster PEO dynamics as indicated by lower Tg. Further 
investigation60 observed that the conductivity as a function of ion content (negatively correlated 
to spacer length) has a maximum. This is partly because below the crossover ion content 
corresponding to the maximum conductivity, cations are mostly solvated by the PEO matrix 
and the number of charge carriers increases upon adding ions, whereas above this crossover 
ion content PEO matrix become saturated with the extra cations joining into the anionic region, 
resulting in ionic aggregates and cross-linking of the polymer.  
 
Fig. 4 Chemical structure of the simulated polyester sulfonate ionomer (m=9, 13, 20) 
However, ion content is not the only cause for the difference in conductivity because 
varying spacer length is very likely to change the size or shape of ionic aggregation which in 
turn affects conductivity60. Thus, the ion transport mechanism in the short spacer system might 
be different from that in the long spacer system. In the case of short inter-spacing, Angell et 
al.61 reported a superionic conduction behaviour where the ionic conductivity can be decoupled 
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from the polymer dynamics.  In this case they used borate groups as strong anion binders to 
trap the anions of the alkali metal salts (Fig. 5) to achieve the so-called single-ion conductor62. 
This study observed a strong decoupling ion mobility in the case of the short chain poly-anion 
with the addition of NaCN. The reported conductivity is 7 orders of magnitude higher than the 
coupled system. This short spacer length might be extended to other polyelectrolyte systems in 
an effort to decouple the conductivity from Tg. Furthermore, a long spacer might result in 
crystallization which negatively impacts the conductivity60. Therefore, probing the optimal 
spacer length is crucial in designing a highly conductive and mechanically robust ionomer.  
 
Fig. 5 The chemical structure of boron-containing polyanion 62 
 
 
1.3.2 Counterion size effects 
 
The effect of cation type on overall conductivity is complicated. Cations have two types 
of interactions with an ionomer: one is the ionic interaction between the tethered anion and the 
counterion and the other is the ion–dipole interaction between the dissociated free cation and 
the polar spacer groups. If the ionic interaction dominates, there would be very few free ions 
since most cations are bound with two or more anions, forming ion clusters that could crosslink 
the polymer and lead to sluggish polymer mobility. If ion-dipole interactions dominate, there 
will be more free ions that could contribute to conductivity, but it also leads to a decrease in 
polymer mobility which adversely affects the cation diffusion63. 
A study 64 on poly(ethylene oxide methacrylate-co-alkali metal acrylamidocaproate) 
ionomers shows that the conductivity increases with increasing cation size (K+>Na+>Li+). This 
is because the cations of large size have lower dissociation energies than the small cations 
resulting in more free ions. On the contrary, another study on polyester-sulfonate ionomers 
with different alkali metal ions (Li+, Na+, Cs+) shows that the Li+ ionomer which has the 
greatest aggregation65 has the highest conductivity at room temperature51, 66 probably due 
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to  the ion hopping in those aggregates. Maranas et al.65 investigated the effect of different 
types of alkali metal ion (Li+, Na+, Cs+) on PEO backbone dynamics in the polyester-sulfonate 
ionomers (Fig. 4). Surprisingly, they found that the PEO dynamics are independent of cation 
type even though decreasing cation size from Cs+ to Li+ results in a transition of ionic states 
from isolated ion pairs to aggregated ion pairs. The Li ionomers contain mostly ion aggregates, 
Cs ionomers have mostly ion pairs and the Na ionomer has large variations for the cation 
environment. Thus, it is difficult to predict the behaviour of different ion structure and 
conductivity in such ionomer systems. Clearly the chemistry of the polymer and the nature of 
the counterion are important parameters. 
Moreover, the ionic aggregates of different cations show a significant temperature 
dependence. For the same polyester-sulfonate ionomer systems (Fig. 4), a X-ray scattering 
study67 observed a fully reversible process where the ion aggregation increases with increasing 
temperature and vice versa. This observation is contradictory to the conventional view that the 
ion aggregates dissociate at a sufficiently high temperature42. This is probably attributed to the 
temperature dependence of the dielectric constant. Since the dielectric constant of all polar 
liquids decreases on heating, the Columbic interactions between ions therefore increase and 
result in larger ionic aggregation67. 
Colby et al.68 studied the polyurethane-carboxylate ionomer with varying cations from 
small alkali Na+ to large multi-atom cations like ammonium, imidazolium and phosphonium.  
They found that Tg decreased dramatically with increasing cation size because the addition of 
a bulky cation creates more free volume than the small alkali Na+ does and thus plasticizes the 
polymer. The drop in Tg also resulted in a better conductivity. In addition to the plasticizer 
effect, the electrostatic charges of ammonium have been studied in several ionic liquid force 
field publications69, 70 and an ab initio study of quaternary ammonium71 showing that the 
bulkiness of ammonium-based cation leads to delocalization of charge, making it have weaker 
interactions with the ionomer’s anionic moieties. 
Colby et. al.72 further investigated the counter-ion dynamics in polyester-sulfonate 
ionomers (Fig. 4) with different type of ammonium cations. Their work indicated that, besides 
the plasticizer effect, the bulky ammonium cations are less vulnerable to ion aggregation, 
reducing physical cross-links and thus increasing conductivity. In addition, ether-oxygen 
functionality on cations provides self-solvating characteristics which stabilises isolated pairs 
from association and increases the conducting ion content. This self-solvation effect becomes 
pronounced when the polymer backbone has a small fraction of polar units (EO).  
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1.3.3 Plasticizer effect 
 
One of the most promising ways to improve ionic conductivity without altering other 
properties is to lower the cation-anion interaction. For a given cation, this can be accomplished 
by a combination of the three modifications(Fig. 6): 1) delocalized the anionic charge or 
provide a steric hindrance between cation and anion (red dotted curve); 2) raise the dielectric 
constant surrounding the ionomers (blue solid curve); 3) solvate the ions (green solid curve)52. 
 
Fig. 6 Schematic anion-cation interaction potential energy surgface modified by 
different approaches52. 
Based on these three ideas, many attempts have been made to improve the ionic 
conductivity. For instance, weakly basic or sterically hindered ionic centres can be incorporated 
on the chains 73. The use of cryptands as ligands to shield the ion interaction was reported 74 
and the high dielectric constant plasticizers such as propylene carbonate 75 may also be added. 
In general, the incorporation of plasticizers is an effective approach to improve ionic 
conductivity3. A great number of plasticized polymer electrolyte systems have been reported 
especially for Li batteries11. The plasticizers used to make gel-type polymer electrolytes are 
mainly organic solvents such as dibutyl phthalate (DBP), diethyl carbonate(DEC), dimethyl 
formamide(DMF), ethylene carbonate (EC).  
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Fig. 7 (N1222Na)PAMPS ionomers 
 
In terms of ionomers, recently, our group has studied the effect of introducing 
ammonium based ions as co-cations into the Na+ conducting poly(2-acrylamido-2-methyl-1-
propane-sulfonic acid) PAMPS copolymer 76 and  homopolymer 77 systems (Fig. 7). Here, the 
ammonium co-cations have two roles: one is to plasticize the polymer electrolyte; the other is 
to substitute some of the alkali metal ions and reduce the polymer’s physical cross-linking. The 
most interesting observation is that the conductivities in both ionomer systems are found to be 
decoupled from their Tg values, which is not seen to the same extent in Colby et al.’s fully 
ammonium neutralized system72. Moreover, the decoupling behaviour is strengthened with 
decreasing Na+ concentration. This decoupling behaviour might suggest a different ion 
transport mechanism to the polymer assisted transport usually envisaged. Since ammonium has 
weak electrostatic interaction with the tethered anion (SO3-), it may create some vacant 
coordinating sites of equal energy such that the Na+ ion may ‘hop’ between these, reminiscent 
of the high single ion conduction in rigid ceramic materials such as lithium aluminium titanium 
phosphate or 𝛽𝛽-alumina78-80. Furthermore, Noor et. al.77 plasticized an NaPAMPS ionomer 
with tetraglyme, a strongly coordinating ether molecule, and saw a great improvement in the 
conductivity. Similar experiments concerning addition of plasticizers to the dual-cation 
ionomer were carried out for the Li counterpart of these ionomer systems81, however, in this 
case, a surprisingly opposite result was observed, where the conductivity dropped precipitously 
upon the addition of tetraglyme. The unusual result plagued our understanding of the plasticizer 
effect in the ionomer system. Thus, in this work it will be of interest to explore the underlying 
mechanism of the tetraglyme effect in these ionomers. 
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1.4 MD study of ion transport in ionomers 
1.4.1 Ion aggregation and its dependence on various factors 
As most experimental techniques have a limited ability to provide detailed molecular-
level information of aggregate structure, molecular dynamics simulations have been previously 
employed to explore the 3-D ion aggregate morphology at an atomic scale. Atomistic 
simulations have been able to simulate the ionic clustering in a NaI/PEO82, 83 polymer system, 
showing that the ions present in dry polymer electrolyte are mainly in the form of large ion 
clusters rather than simple ion pairs. Additionally, such ionic clustering is found to be 
dependent on the salt concentration and temperature. The increase of the salt concentration 
and/or the further increase of temperature results in larger ion aggregates, ultimately leading to 
phase separation. The precipitation of salt was reported at an atomistic simulation of PEO/NaI84 
system (EO:Na=16:1) at about 540K and was also observed in a MD simulation of PEO/NaI 
85 system upon an increase in temperature from 500 to 1000K. 
 
Fig. 8 PEAA ionomers with various spacer length 
With respect to ionomers, Frischknecht’s group has well studied the poly(ethylene-co-
acrylic acid) (PEAA) (Fig. 8) in terms of its ion cluster dependence on a great variety of factors 
such as dielectric constant86, spacer length87, 88 and randomness of spacer group87. For instance, 
Bolintineanu et al. 89 reported atomistic MD simulations investigating the effect of cation 
identity on the ionic aggregates in a series of linear PEAA ionomers. As the binding energies 
between the carboxylate group and alkali metal ions decrease, the connectivity of ion 
aggregates increases, ranging from small spherical aggregates for Zn2+ and partially percolated 
aggregates for Li+ to string-like shapes and large percolated networks for Na+ and Cs+. 
Subsequently, they used coarse-grained molecular dynamics simulations to investigate a 
number of PEAA ionomers86 (Fig. 8) with precise spacer length, varying the dielectric constant 
of the polymer backbone, which mimics the range of typical ionomer backbone chemistries 
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from polyethylene to PEO. Increasing the dielectric constant will decrease the aggregate size. 
In a high dielectric constant system that mimics the PEO backbone, the coulomb interactions 
and the associated local order are weak, resulting in the linear arrangement of ions. Conversely 
in a low dielectric constant system, mimicking the polyethylene backbone, the system is rather 
glassy, showing large and compact ion aggregates. In summary, this previous work showed 
that a high dielectric polymer backbone can offer better solvating ability, creating more free 
ions and reducing the size of aggregates.  
Besides the dependence on dielectric constant, the aggregate morphology could also be 
affected by the randomness and length of spacer. The introduction of randomness into the 
charged beads spacing interrupts the aggregate ordering87. Systems with periodic spacing form 
roughly spherical discrete aggregates that are relatively uniform in size, while the randomness 
of spacing results in larger aggregates and more variations in shape. Another interesting 
observation in the coarse grained model of PEAA ionomers 86 (Fig. 8) is that the pendant 
charged beads formed somewhat locally thicker percolated aggregates at high ion 
concentrations  (short spacing of charged beads) but discrete aggregates at lower total ion 
content (long spacing). In ionomers, varying spacer length results in the changes of ion content. 
The ion content of the ionomer is also a crucial factor in influencing multiple-ion cluster 
formation. In this MD study86, the short spacer length (high ion content) leads to a large 
percolated ion aggregate, whereas the low ion content generally results in fewer ions present 
in the aggregates spanning across the simulation box. This observation is not exclusive to the 
coarse-grained model. An atomistic modelling of PEAA89 also found the longer spacers 
between functional groups leads to shorter strings and eventually compact, discrete aggregate 
shapes regardless of the cation type.  
Another atomistic simulation90 study of Na+ conducting poly(PEO-co-sulfoisophthalate)  
ionomers showed ions aggregation ranges from small to large string-like clusters. Some ions 
could align into string-like aggregates because the stacking of benzene ring prevents ions from 
forming spherical ion clusters. However, this atomistic simulation failed to fully grasp the 
overall picture of those ion aggregates as the sizes and lifetimes of ion aggregates being too 
small. A follow-up MD study91 of this ionomer system using coarse-grain model was able to 
probe the bigger picture of those ion clusters. It reproduced the string-like aggregates of 
alternating cations and anions, although it is not strictly “string-like” as some anions could 
attract a cation from its own chain, forming a “knot” in the aggregate chain and thus causing 
the chain to fold back on itself. 
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1.4.2 Ion transport mechanism 
A number of MD studies of polymer/salt systems92-96 and systems mixed with ionic 
liquids22-24 have been studied. The MD simulations of PEO/LiI97 and PEO/BF498 systems 
indicate that there are four possible cation transport mechanisms: cation motion along PEO 
chains, cation hopping from one PEO chain to the other, cation diffusion together with PEO 
segments, and cation diffusion within ion aggregates. In most cases, the dominant ion transport 
mechanism is the cooperative motion with the PEO segments.  
Compared to the well-studied PEO/salt systems, little is known for the ion transport in 
dry ionomers. Although there have been several experimental works studying the ion 
aggregation, spacer mobility and conductivity, their interplay with each other remains unclear. 
Recently, Maranas et al.90 conducted a MD study comparing a Na+ conducting polyester-
sulfonate ionomer (Fig.9) and its corresponding PEO/Na(Dimethyl 5-sulfoisophthalate) 
system.  They indicated that the ion transport is mainly controlled by the dynamics of polymer 
matrix in PEO/salt system; on the other hand, in the more rigid ionomer system, the ion 
transport not only relies on the PEO motion but also relies on the nearby coordination sites to 
facilitate ion hopping. A superionic conduction behaviour was observed in this ionomer system 
in which Na+ ions form chain-like aggregates, and one cation approaching the chain from one 
end causes another to leave from the other end, thus transferring charge over a larger distance 
than simple atom/ion movement. In this ion-hopping mechanism, the cation at the edge of an 
ion cluster is more likely to hop to an alternate coordination site than those at the centre of the 
ion cluster. Later on, an ion-mediated charge transport model99 has been proposed on this 
polyester ionomer system in which ion pairs and higher order clusters play a key role in 
transporting ions through consecutive coordination in the high ion density environment. It 
shows that larger ion aggregates can serve as ion-conducting paths for positive charges, and 
demonstrate how a highly-ordered ion aggregate network can improve conductivity by 
enhancing correlated ion transport. 
Another MD study based on a coarse-grained ionomer model100 observes that the 
counterion transport is via the breaking and formation of clusters instead of the individual ion 
hopping. Specifically, one cluster could approach and merge into another cluster, and then the 
merged cluster is likely to break and create new clusters. In this process, the counterion can 
move without leaving its aggregation environment. The counterion dynamics study for those 
PEAA-like coarse-grained models 100 suggests that the ion diffusion occurs via the 
rearrangement of ion clusters instead of via ion hopping. In this process, two ion clusters 
undergoing combination and separation create the new ion clusters so that the counterions can 
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transport without ever being separated from the ion cluster. In the systems with discrete clusters, 
counterions might diffuse via the breaking and recombination of ion clusters. In a percolated 
system, the counterion can move relatively easily within the large ion cluster without the need 
for a merging process. Thus, the counterions diffuse faster in the system with a percolated 
network compared with the system with isolated clusters. This cluster-rearranging mechanism 
suggests that one of the promising strategies for new ionomers design is to keep ion content 
high enough (relatively short spacer) and promote the ionic aggregates of suitable size or shape 
beneficial for ion hopping. If such a system can be achieved, ion dynamics can be decoupled 
from polymer dynamics, simultaneously delivering high conductivity with the desirable 
mechanical properties required to prevent dendrite growth. 
 
1.5 Motivation 
 In dry ionomers, the ion dynamics are strongly affected by the ion coordination 
environment. Due to the strong electrostatic interactions, ions usually exist in the form of ion 
aggregates.42 Both experimental60, 65, 68, 72, 101 and theoretical works86, 87, 100 have shown that the 
morphology of ion aggregates has a profound impact on the ion mobility and could even alter 
the ion transport mechanism. Several works have already contributed to understanding the ion 
aggregation and its dependence on the strength of ion-ion interactions63, 89, polymer 
architecture86, 87, 100-102 and temperature67, 88, 103. Depending on the cation type, the ion 
aggregation could show a huge variation in its size and shape ranging from small, isolated 
spheres to a large percolated network. 
Besides the effects of cation type, understanding the ion aggregation dependence on 
polymer architecture would be very helpful for new polyelectrolyte design. Most ionomers are 
based on a polymer backbone with high dielectric constant which can effectively solvate the 
cations and disrupt the ion aggregation. However, the block copolymer architecture, employing 
both low dielectric and high dielectric polymer backbones, is a very attractive approach as it 
can simultaneously achieve mechanical robustness and high conductivity.  One of the 
promising strategies to improve the ion conductivity of the block copolymer, such as the 
PSTFSI(B)-PEO(A)-PSTFSI(B) polyelectrolyte (Fig. 9), without sacrificing its mechanical 
robustness is to promote the ion transport in the low dielectric block. However, the different 
dielectric environments may result in different ion transport mechanisms.100, 104 The free ions 
solvated in the polar polymer matrix can diffuse relatively easier via the segmental motion of 
the polymer compared with those bound to anions. Understanding the ion transport mechanism 
in the low dielectric block would pave the way for the improvement of ion conductivity in 
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block copolymer ionomers. In addition, probing the optimal spacer length is of great 
significance for polyelectrolyte design because the spacer length affects the ion content, ion 
aggregation morphology, and polymer segment mobility. However, these effects interweave 
and complicate the prediction of ionic conductivity. Increasing the spacer length would 
improve the polymer segment dynamics but it leads to the reduction of ion content and 
alterations of ion aggregation morphology. The decoupling of conductivity from Tg was 
observed in a single ion conductor with relatively short spacer length 62. This type of superionic 
conduction provides a new direction to design a highly conductive, while mechanically robust, 
polyelectrolyte.  
 
Fig. 9 Chemical structure of the single-ion conductor triblock copolymer P(STFSILi)-
b-PEO-b-P(STFSILi) proposed as an electrolyte for lithium-metal-based batteries. 
 
Another way to obtain the superionic conduction is to partially replace the cations with 
the bulky ammonium in the ionomer systems 76, 77. It is believed that the weakly bound 
ammonium creates the vacant coordinating sites such that the co-cations such as Li+ or Na+ can 
hop between sites. However, little is known regarding the ion transport at the molecular level 
in such dual-cation ionomers, and some interesting experimental observations still lack a clear 
explanation. For instance, these Na and Li based dual-cation ionomers have opposite responses 
to the addition of plasticizer in which Na conducting ionomer105 underwent an increase in ionic 
conductivity whereas Li counterpart saw a huge drop106. As MD simulations have already been 
shown to provide valuable insights in simple systems, thus such an approach will provide 
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important information to understand the experimental evidence available and then predict the 
influence of polymer architectures, co-cation size and concentration and plasticizer effect on 
the structure and dynamics of ionomer for improved ion conduction. 
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Chapter Two Methodology 
2.1 Molecular dynamics simulation  
2.1.1 Basic principle 
There has been a wide spectrum of simulation techniques developed over the past 
several decades since their early uses in nuclear weapon development and code breaking during 
and after World War 2107. To simulate ion transport in polymer membrane, molecular dynamics 
(MD) simulation would be an appropriate technique as it allows to probe structural/dynamics 
properties without knowledge of experiment or empirical interaction potentials107. Molecular 
dynamics simulation is a force field based technique that uses the Newtonian motion law to 
compute the time-dependent trajectories of a classical many-body system. From the trajectory, 
we can extract useful information about structural and dynamics properties. All MD 
simulations in this thesis are carried out using DL_Poly108. The Newton’s equation of motion 
is expressed as  
𝐹𝐹 = 𝑚𝑚𝑝𝑝                                                                 Eq. 1 
where F is force, m is mass and a is acceleration. The force can be written as the gradient of 
the potential energy:  
𝐹𝐹 = −∇𝑉𝑉                                                                Eq. 2 
Combine the two equations to get: 
𝑑𝑑𝑉𝑉 𝑑𝑑𝑑𝑑 =  −𝑚𝑚𝑑𝑑2𝑑𝑑𝑑𝑑𝑑𝑑2                                                               Eq. 3 
A trajectory is obtained by solving this differential equation. 
 
In general, an MD simulation consists of several steps as follows 107: 
1. Specify the parameters for the run which include but not limited to initial temperature, 
number of particles, density, time step 
2. Initialize the simulation systems (i.e. initial position and velocities) 
3. Compute the forces on all particles and integrate Newton’s equations of motion. Step 2 is 
repeated until the simulated system has been computed for the desired length of time. 
4. After completion of the central loop, we compute and print the average of measured 
quantities and stop. 
 
CHAPTER TWO - Methodology 24 
2.1.2 Force Field 
To compute the forces on particles, we need a force field to describe the energy of the 
simulated system. The MD simulations of various PEO/salt systems have been extensively 
studied in a great variety of force field models, including united atom87, 88, atomistic109, 110 94, 
95, two body polarizable93 and many body polarizable force fields111. Regarding the treatment 
of electrostatic interaction, force fields can be divided into classical and polarizable force fields. 
The former assigns fixed net charges to particles, whereas the latter incorporates an additional 
term in its equation to take the polarizability into account. Due to the charge transfer of the 
molecule112, the ionic net charges would be lower than the full charges (+1 and -1). An 
originally nonpolar molecules present in an electric field can acquire a dipole moment due to 
distorted electron cloud, leading to an effective point charge interaction with its neighbours by 
an apparent reduced charge112. A simulation study of the PEO/NaI 94, 95 system using the full 
ionic charges (+1 and −1) showed considerable ion aggregates and resulted in premature phase 
separation within 1ns. Another MD study of PEO/LiClO4 109, 110 with full charges showed a 
large degree of ion clustering and the ionic conductivity is one order of magnitude lower than 
the experimental data. When full charges are applied, the dynamics are also too slow in 
PEO/LiI 113 system. These studies suggested that the dielectric constant of the system is 
underestimated and the interaction between the ions is too strong, leading to unrealistic 
predictions. To overcome this, the polarization effect should be taken into account when 
simulating polyelectrolytes. This is often achieved either by using the polarizable force fields 
or using a reduced charged model.  
Polarizable force fields have been proven to be able to reproduce the structural and 
dynamic properties of various PEO/salt systems such as PEO/LiBF4 98, PEO/LiI 114, PEO/LiPF6 
115 and PEO/LiTFSI 92, 116. However, the use of a polarizable force field significantly increases 
the CPU requirements115. In addition, MD studies of ion transport in polymer electrolytes can 
be very costly not only because of the complexity of polymer systems, but also because some 
ion motions need a certain amount of calculation time to be observed. For example, the inter-
segmental hopping of Li+ may take place once every 140-500ns in the PEO/LiBF4 system98.  
Since the ionomer generally exhibits slower ion mobility than its PEO/salt analogue, it will 
require more computational time. Due to the prohibitive computational time and lack of 
accurate polarizable potential functions in using polarizable force fields, another popular way 
is to use non-polarisable force field with scaled charges to account for the charge transfer. The 
reduced charge model for polymer system usually uses a factor of 0.5-0.58 93-95, 117, 118. One 
study of PEO/NaI95 compared the impact of reduced charge, full charge and two body 
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polarizable force field models on structural properties. This work shows that the inclusion of 
polarization effect by using the reduced charges leads to fewer I- ions coordinating to Na+ due 
to the weaker electrostatic interactions and a larger equilibrium distance between ions than in 
the two-body polarizable and full charge model. Furthermore, the dynamic properties of both 
the polarizable model and the reduced charge model are much faster than experimental data.  
 
2.2 Monte Carlo simulation 
Monte Carlo simulation is a Markov process in which a sequence of random walks is 
constructed to perform the simulation. Similar to MD simulation, pioneers applied MC 
simulation to simulate neutron diffusion for nuclear weapons. Nowadays, there are a great 
variety of Morte Carlo algorithms to solve various problems. Regarding simulations of 
polymers, the way to place the particles into the simulation box is of great importance. It should 
avoid any particles overlapped. For other materials that have crystal structure, it is often 
achieved by initial placing the particles into the lattice sites. Since polymer electrolytes are 
mostly amorphous materials, Monte Carlo simulation is very helpful to evolve the polymer 
configurations depending on acceptable rules. Some simulations would begin with randomly 
packing the polymer molecules into a simulation box and run for an extensive simulation time 
to equilibrate the system. A less time-consuming approach would be to use the Monte Carlo 
algorithms that places polymer segments into simulation box based on some criteria such as 
energy, relative positioning, which greatly reduce the subsequent equilibriation time. In our 
study, we used the commercial Amorphous module119 available in Materials Studio to generate 
the initial conformers. The algorithm basically functions by growing the polymer molecule 
segment by segment: it looks several steps ahead to see which placement of polymer segment 
will render the lowest overall energy and gradually grows polymer molecules into a cubic 
simulation box.  
 
2.3 Density function theory  
Density functional theory (DFT) is based on a Nobel prize winning theorem proposed 
by Hohenberg and Kohn in the 1960s120. It is a quantum mechanical based method that is 
presently the most successful (and also the most promising) approach to compute the electronic 
structure of matter, and it has been widely used in physics, chemistry and material science. Its 
applicability ranges from atoms, molecules and solids to nuclei and quantum and classical 
fluids. In its original formulation, the density functional theory provides the ground state 
properties of a system, and the electron density plays a key role. It enables us to calculate the 
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interactions of electron pairs without knowing the actual distribution of the pairs but only the 
distribution of the electrons. The original DFT has been generalized to deal with many different 
situations: spin polarized systems, multicomponent systems such as nuclei and electron hole 
droplets, free energy at finite temperatures, superconductors with electronic pairing 
mechanisms, relativistic electrons, time-dependent phenomena and excited states, bosons, 
molecular dynamics, etc. 
In this study, we applied DFT methods mainly to study molecular structures, charge 
distributions, ionic interactions, and so on. All the DFT calculations were carried out using 
Gaussian 09121. Regarding geometry optimization, it is a process to seek an arrangement in 
space of a collection of atoms that, according to some computational model of chemical 
bonding, represents a local or global energy minimum. The collection of atoms might be a 
single molecule or a charged ion, a condensed phase, a transition state or even a collection of 
any of these. With respect to the single point calculation, it calculates the wave function and 
charge density, and hence the energy of a particular arrangement of nuclei. By doing these, we 
were able to get the atomic charges for developing a force field for a MD or MC simulation.  
The atomic charges are of great importance for MD simulations based on empirical 
forcefields. These charges used in our study were derived from RESP procedure122. The 
traditional electrostatic potential derived (ESP) charges are subject to conformationally-
dependent electrostatic potential fit charges123, 124. It is hard to derive torsional parameters to 
adjust the conformational energies for certain classes of molecules, because charges on 
common functional groups are not consistent between homologous molecules.122 RESP 
charges can mitigate this problem by restraining the magnitude of the partial charges that are 
least well determined by the electrostatic potential-RESP charges.  
 
2.4 MD Trajectory Analysis  
2.4.1 Analysis tools  
When the properties of simulated systems do not change with time (system becomes 
equilibrated), we can do some analysis on the simulations and extract useful information from 
the systems. Common tools for MD analysis include VMD125, open-source dlputils and 
MDAnalysis126. VMD is a robust visualizer that comes with several common analysis tools 
such as RDF, movie making. It also enables some customized analysis using the TCL scripting 
language or Python programming language. We also employed a Fortran code package called 
dlputils to analyse our simulations. Dlputils is a collection of programs designed for some 
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routine MD analysis for DL_POLY and available on Github. Dlputils enables us to calculate 
various properties from molecular dynamics trajectories, as well as allow for some 
manipulation of those trajectories. Last but not least, MDAnalysis, an open-source object-
oriented python toolkit, aids us in the ion aggregate analysis. It gives more flexibility in terms 
of manipulating numerical data, as it allows one to read molecular dynamics trajectories and 
access the atomic coordinates through its user-friendly API. This provides a flexible and 
relatively fast framework for complex analysis tasks. More detailed descriptions of simulated 
system can be found in each chapter. 
2.4.2 Common analysis funcions 
• Radial distribution function 
Radial distribution function (RDF) is commonly used in probing the local structure of a given 
particle127. It gives the probability to find another particle around a tagged particle as a function 
of distance. RDF is usually denoted as g(r), which relates the local density to the bulk density 
for the particle127. This relationship can be expressed as 
ρ(r) = 𝜌𝜌𝑏𝑏𝑏𝑏𝑏𝑏𝑘𝑘𝑔𝑔(𝑝𝑝)                                                    Eq. 4 
Since the ionomers of study are amorphous, they do not maintain a constant structure and lose 
all of their long-range structure. At a longer distance, the g(r) will converge to 1 as the local 
density is close to the bulk density. Additionally, integrating the g(r) provides the coordination 
number of a particle in the range of each coordination sphere127, as shown in Eq. 5 
𝐶𝐶𝐶𝐶(𝑝𝑝) =  4𝜋𝜋 ∫ 𝑔𝑔(𝑝𝑝)𝑝𝑝2𝑑𝑑0 𝑑𝑑𝑝𝑝                                            Eq. 5 
The RDFs in our study were plotted using the analysis tool in VMD125. 
 
• Mean square displacement 
Regarding dynamics properties, mean square displacement (MSD) is widely used to probe the 
ion diffusion in MD simulations as it measures the ensemble average displacement for a 
selected ion species from initial position.  MSD =  〈(𝑥𝑥 − 𝑥𝑥0)2〉                                                    Eq. 6 
The MSD can be used to calculate the self-diffusion coefficient D 
𝐷𝐷 = 𝑀𝑀𝑀𝑀𝑀𝑀(∆𝑑𝑑)
6∆𝑑𝑑
                                                         Eq. 7 
• van Hove self-correlation function  
The van Hove correlation function, 𝐺𝐺𝑠𝑠(𝑝𝑝, 𝑝𝑝 ), is a time and position dependent function that 
gives the probability of finding a particle at a position r and time t, given that there was a 
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particle at the origin at time t = 0. The van Hove correlation function, 𝐺𝐺(𝑝𝑝, 𝑝𝑝 ), can be divided 
into two parts: self part, 𝐺𝐺𝑠𝑠(𝑝𝑝, 𝑝𝑝 ), and distinct part, 𝐺𝐺𝑑𝑑(𝑝𝑝, 𝑝𝑝 ).128 𝐺𝐺𝑠𝑠(𝑝𝑝, 𝑝𝑝 ) describe the average 
motion of the particle that was initially at the origin, whereas the distinct part, describes the 
behaviour of the remaining N-1 particles. In our study, self part was employed to probe ion 
diffusive dynamics. 
𝐺𝐺(𝑝𝑝, 𝑝𝑝 ) =  1
𝐶𝐶
〈�𝛿𝛿�𝑝𝑝 + 𝑝𝑝𝑖𝑖(0) − 𝑝𝑝𝑖𝑖(𝑝𝑝)�𝑁𝑁
𝑖𝑖=𝑗𝑗
〉 
 + 1
𝑁𝑁
〈∑ 𝛿𝛿�𝑝𝑝 + 𝑝𝑝𝑖𝑖(0) − 𝑝𝑝𝑖𝑖(𝑝𝑝)�𝑁𝑁𝑖𝑖≠𝑗𝑗 〉                           = 𝐺𝐺𝑠𝑠(𝑝𝑝, 𝑝𝑝 ) + 𝐺𝐺𝑑𝑑(𝑝𝑝, 𝑝𝑝 )                                                Eq. 8 
 
where 〈∙〉 represents an ensemble average and 𝛿𝛿(∙) is the three-dimensional Dirac delta 
function. At t = 0, Eq. 8 reduces to the static self-correlation function, which is defined as  
𝐺𝐺(𝑝𝑝, 0 ) = 𝛿𝛿(𝑝𝑝) + 1
𝐶𝐶
〈�𝛿𝛿�𝑝𝑝 + 𝑝𝑝𝑖𝑖(0) − 𝑝𝑝𝑖𝑖(0)�𝑁𝑁
𝑖𝑖≠𝑗𝑗
〉 
= 𝛿𝛿(𝑝𝑝) + ρ𝑔𝑔(𝑝𝑝)                                              Eq. 9 
where g(r) is the radial distribution function. Thus, we have 
𝐺𝐺𝑠𝑠(𝑝𝑝, 0 ) =  𝛿𝛿(𝑝𝑝)                                                    Eq. 10 
𝐺𝐺𝑑𝑑(𝑝𝑝, 0 ) = 𝜌𝜌(𝑝𝑝)𝑔𝑔(𝑝𝑝)                                                   Eq. 11
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Chapter Three - Na[PSTFSI] ionomer 
3.1 Introduction & Declaration  
 
The work presented in this thesis is part of the investigation of solid electrolyte materials for 
battery applications in the research group led by Professor Maria Forsyth. Extensive 
experimental research was made to produce ionically conductive polymer electrolyte; however, 
there is a lack of knowledge of ion dynamics and its dependence on various factors in polymer 
electrolytes, especially the ionomer systems. 
Ionomer electrolytes that only allow the cation to conduct are of great interest for 
battery applications because they can prevent the concentration polarization and improve the 
lifetime of a battery. However, an ionically conductive and mechanically robust polyelectrolyte 
remains intellectually challenging. One of the promising strategies is to employ the block 
copolymer architecture so that one block is responsible for mechanical reinforcement and 
another contributing to ionic conductivity. We simulate the ion transport of the poly[(4-
styrenesulfonyl) (trifluoromethanesulfonyl) imide](PSTFSI)-based copolymer at molecular 
level to study its dependence on the spacer length, spacer polarity and strength of ionic 
interaction, in an attempt to provide insights for the rational design of  polyelectrolytes. 
We conducted molecular dynamics simulations on a series of ionomers, and showed 
that the results support previous experimental studies, which have shown this decoupling 
phenomenon. The different spacer polarity was also investigated in copolymers and different 
transport mechanisms were suggested from our work. 
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Chapter Four- Decoupling Behaviour & Co-Cation 
Concentration 
4.1 Introduction & Declaration 
 
Ionomers designed to have only cations to conduct theoretically work for reducing the 
polarization side effects that developed at interface between electrode and electrolyte in 
Lithium ion batteries. However, incorporating anions into polymer backbone in these materials 
could also restrict the mobility of the Li cations due to ion pairing interactions. Therefore 
reducing the glass transition temperature (Tg) of the polymer is one way to enhance the Li ion 
movement since it is usually found to be coupled to the segmental motion of the polymer, the 
main factor affecting polymer Tg. Some recent studies have shown that introducing a second 
organic cation species into ionomers could help to improve the ionic conductivity without 
lowering Tg significantly.[Y.V. Oza et al. Electrochimica Acta 175 (2015) 80–86], and this 
suggest decoupling of ion transport from polymer segmental motions. Therefore, we can 
explore the rigid polymer electrolyte materials where ions could be conductive even at the 
temperature below Tg. In this work, we report a molecular dynamics investigation on this type 
of dual-cation ionomer system for the first time to provide an intensive understanding of ion 
transport mechanism, the ion-decoupling phenomenon, as well as the factors influencing this 
phenomenon. This knowledge is essential for applying this new method to design high 
conductive and robust all-solid-state Li ion batteries.   
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Chapter Five- Plasticizer effect on Na+/Li+ conducting ionomer  
5.1 Introduction & Declaration 
As novel battery technology has been advancing to meet the growing demand of clean energy, 
increasing research attention has been paid to novel electrolyte materials. In particular, a 
subclass of polymer electrolytes, ionomers, hold great promises in the future Li metal battery 
applications.  
Although it is generally known that the addition of plasticizer could improve polymer 
mobility and thus enhance the ionic conductivity, recent experimental research in our group 
has shown some contradictory results with respect to Li and Na ionomers, wherein added 
tetraglyme resulted in an improved ionic conductivity for the Na ionomer [Electrochimica Acta 
175 (2015) 62–67] but a decreased conductivity in case of the Li ionomer 
[Phys.Chem.Chem.Phys.,2016, 18, 19011].  
Here, we use molecular dynamics simulations to elucidate the structure and dynamics 
in these ionomer systems in an attempt to explain why the Li and Na ions respond differently 
in those ionomer systems. It was found that, in these low dielectric ionomer systems, an 
interconnected ion cluster network is a favorable condition for ion hopping. The addition of 
tetraglyme appears to break up ion clusters but facilitates ion cluster re-arrangement due to the 
effect of plasticization, and so if the former effect outpaces the latter one, ion mobility is likely 
to decrease and vice versa. The simulations show that the addition of tetraglyme results in more 
discrete ion clusters in the Li system (i.e. less interconnected) compared with the Na system, 
and thus less Li ion hopping, which leads to the decrease in the ionic conductivity observed 
experimentally. This study suggests that designing an ionomer with an extended ion cluster 
network that allows ion hopping would be a viable strategy to achieve sufficient mechanical 
strength and high ion mobility. 
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Chapter Six - Ammonium Co-Cation Size Effect 
6.1 Overview  
Previous experiments76, 81 showed the potential of these dual-cation ionomers with the 
addition of ammonium co-cations, to achieve decoupled alkali ion dynamics from polymer 
segmental motion (ie. from polymer Tg). One of the primary goals of this thesis is to provide 
some guidance on designing an ionically conductive yet mechanically robust ionomer 
electrolyte through understanding the factors that lead to this decoupling process and thus how 
to enhance this. Such decoupled alkali ion dynamics from structural dynamics is highly favored 
for optimum solid state electrolytes in Li or Na electrochemical device applications; if  the ion 
dynamics are in fact coupled, as in many ionomers, a significant drop occurs when temperature 
approaches the ionomer’s Tg.  
We have discussed two different concentrations of N1222+ ammonium co-cations in 
poly(N1222)xLi1-x(AMPS) ionomers in Chapter 4, which showed the higher Li concentration 
and the higher temperature would lead to the overall better Li dynamics. We then explained 
the specific role of the additionally added tetraglyme plasticizer in these dual-cation ionomers 
and its different effects in Li and Na systems in Chapter 5. Following these studies, another 
key factor that we would like to explore is the role of the chemistry and size of the ammonium 
co-cations (if any).  Since ammonium co-cations were shown to be successful as plastisizers, 
weakening ionic interactions between Li and ionomer, it would be interesting to continue the 
examination of different ammoniums in these ionomers in order to find out  how structural 
alterations in ammonium co-cations affect the alkali ion dynamics. 
Therefore, in this chapter, we conducted molecular dynamics simulations on two 
additional ammonium co-cations using the same ionomer system investigated in chapter 4 and 
5, consisting of 50 mol% Li cations. The new ammoniums chosen include the dimethyl dibutyl 
ammonium cation (N1144) and dimethyl butyl methoxyethyl ammonium cation (N114(2O1)). The 
latter one has a similar size to the first but with an electronegative, coordinating oxygen atom 
on one of the alkyl chains. The results from N1222 system are also presented in this chapter, 
with an aim to comparing the behavior between different ammoniums in terms of their effect 
on structure and ion dynamics in these ionomer systems. 
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6.2 Introduction 
 
As novel battery technology has been advancing to meet the growing demand of clean 
energy, increasing research attention has been paid to novel electrolyte materials. In particular, 
a subclass of polymer electrolytes, i.e. ionomers, hold great promise in future Li metal battery 
technologies. Such polymers eliminate anion motion by covalent attachment of anions to the 
polymer backbone leading to just the cation being able to contribute to conductivity. This then 
solves the problem of unwanted polarization concentration issues faced with traditional 
polymer/salt electrolyte systems. Polarization concentration10, 129 is an issue that results from a 
build-up of freely moving anions to the interface between electrode and electrolyte during 
charge/discharge cycle; and can lead to increase in internal resistance and ultimately shorten 
battery lifetime. 
Ionomers usually display a significant amount of ion aggregation87 due to the existence 
of long-range electrostatic interactions between ions, which can give rise to good mechanical 
strength but low polymer mobility. This depresses ionic conductivity42 which is usually 
strongly coupled with polymer motion. High dielectric polymer blocks, such as ether groups, 
are commonly used in ionomers to improve conductivity, as these can solvate alkali cations 
and dissociate them from anion heads; however, their structures are normally more flexible18, 
45, 51, leading to a drop in mechanical robustness. It is actually technically challenging to design 
an ionically conductive yet mechanically robust ionomer12-17. High ionic conductivity allows 
proper functioning of electronic devices and sufficient mechanical strength can suppress the 
unwanted dendrite growth especially when ionomers are applied in Li metal batteries. 
Another way to enhance ionic conductivity in ionomers, as previously reported, is 
through adding an ionic liquid counterion, such as ammonium-based cations, to exchange with 
the alkali ion. This is thought to disrupt ion aggregates and improve ionomer segmental 
dynamics. 72, 76, 77, 81, 105, 106 In previous experiment work 76, 77, 106, it was found that Li ion 
dynamics became much less dependent on polymer mobility when ammonium co-cations were 
added. This means the ionic conductivities of these ionomers would not undergo a sudden drop 
as temperature approaches or drops below the glass transition temperature (Tg). This is a 
promising way to develop an ionomer with suitable mechanical strength without compromising 
its ionic conductivity.  
The underlying reason for this behavior was investigated by conducting molecular 
dynamics simulations,130 which showed that the decoupling ion dynamics in the N1222/Li dual-
cation sulphonate-based PAMPS ionomer can be attributed to an ion hopping mechanism: ions 
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can migrate inside an interconnected ion cluster network via the internal re-arrangement of ion 
clusters, as was presented in the previous chapter. The concept of ion hopping is reminiscent 
of the well-known microscopic model called dynamic bond percolation proposed by Druger et. 
al.131. This model proposed that a polymer would re-arrange its local coordinating structure to 
create suitable coordination sites for alkali ions to hop.  
These results encourage further investigations on different ammonium cations and their 
effect on the ionic conductivity in these dual cation ionomers. These could include questions 
such as: what is the effect of the size of the ammonium co-cation? Does the chemistry of the 
co-cation affect the decoupling, for example what happens if the ammonium contains an 
electronegative heteroatom such as an ether oxygen? Does this help to dissociate Li cations 
from the covalently bound anions? In order to answer these questions, MD simulations have 
been undertaken, as in the previous chapters, to compare three different ammonium cations 
using the same ionomer chemistry with a concentration ratio of 1:1 between Li and ammonium 
cations. The structures of the simulated systems are shown in Fig. 1. These simulations have 
broadened our understanding of the role of the ammonium co-cations in these dual cation 
ionomers. 
 
 
 
Fig.1 Chemical structures of the (a) sulphonate-based PAMPS monomer unit with 50 mol% 
Li+ and 50 mol% (b) the quaternary ammonium cation methyl triethyl ammonium (referred to 
as N1222) or (c) dimethyl dibutyl ammonium cation(N1144) (d) the dimethyl butyl methoxyethyl 
ammonium cation (N114(2O1)). 
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6.3 Simulation details 
 
The force field for ionomer systems were prepared following our previous procedure.130 
The atomic charges and parameters were developed based on the repeat unit of poly-AMPS. 
The structure of repeat unit, AMPS, with a net charge of -1 were optimized using Density 
Functional Theory at B3LYP/6-31+G* level with Gaussian 09 Package121, and the partial 
charges on all atoms were obtained by restrained electrostatic potential (RESP) method. 132  
Force field parameters for Li+ ion and AMPS repeat unit were borrowed from the general 
AMBER force field (GAFF)133. The ammonium co-cation force field parameters in GAFF 
format were taken from Liu’s work70. The expression of GAFF was given in the previous 
chapters.  
To construct the initial structure, we built a simulation box consisting of 16 polymer 
molecules with each comprising of 12 AMPS repeat units. Correspondingly, there are 96 Li+ 
ions and 96 ammonium co-cations (N1222, N1144 or N114(2O1)) in the simulation system.  The 
polymer molecules were placed into the box with a periodic boundary condition applied based 
on Monte Carlo algorithms, which are from the Amorphous module of materials studio119. The 
generated initial simulation box was subsequently exported into the DL_Poly simulation 
package108, where the system was optimized and equilibrated. Then the system underwent an 
equilibrium run for 5 – 10 ns depending on the temperature and box size. This was carried out 
at 373 and 393K using the NPT ensemble under the algorithms of the Nosé-Hoover thermostat 
and barostat with relaxation time of 1.0 ps and 5.0 ps, respectively. The selected temperatures 
in experiments are below the Tg of each ionomer, where these ionomers exhibit attractive 
decoupled ion dynamics.  The van der Waals parameters for unlike atoms were treated using 
the Lorentz–Berthelot combining rule. The long-range electrostatic interactions were treated 
by the standard Ewald summation method with accuracy of 1×10-6 and a cut-off of 12.5 Å. The 
algorithm to compute the equation of motion uses verlet integration with a time step of 1.0 fs. 
After equilibrium, we ran a 30 ns simulation using NVT ensemble to produce the trajectory 
file which was used to extract a variety of structural and dynamic properties. Some result 
analysis employed the MDAnalysis software package126. 
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6.4 Results and discussion  
6.4.1 Structural Analysis 
 
 
Fig. 2 Radial distribution functions of Li-O and Li-S were plotted at 393K for (a) N1222, (b) 
N1144 and (c) N114(2O1) ionomer systems. The corresponding coordination number profiles 
were calculated from the RDFs and showed in (b), (d) and (f). 
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Radial distribution functions (RDF) provide information about local arrangement of a 
given ion species. For example, RDF of A-B here describes the possibility to find a particle B 
around a particle A as a function of distance. The integral calculation of the first RDF peak 
gives the coordination number of B in the first coordination shell of A. Since the differences 
in RDFs between two simulated temperatures are trivial in this study, only the results from 393 
K are presented. Fig 2. (a), (c) and (e) are RDF curves, g(r), calculated for  Li-OS (sulfonate), 
Li-S (sulfonate) in three systems with different ammoniums, and Li-O(ether) for N114(2O1) 
system only; their corresponding coordination number (CN) are shown on Fig.2 (b), (d) and 
(f). The CN indicated by the dash line is corresponding to the first minimum of the RDF curve. 
These RDF plots, either the shape or the peak position, present no prominent difference among 
three systems. Either g(r)Li-S or g(r)Li-O mainly show one or two main peaks relating to the very 
closed coordinating geometry between Li and SO3. The g(r)Li-S shows a broad, two component 
peak, with maxima at 2.7 Å and 3.5 Å respectively, relating to the bi-dentate and mono-dentate 
coordinating geometries with Li ions. The only slight variance in this band is the proportional 
height of the two components, which is related to the relative amount of the two types of 
coordinating geometries.  
CNs of O and S in the first Li coordination shell were indicated from the red dash line 
in Fig. 2 (b), (d) and (f). The CN of Li-Os is in an order of N1144 < N1222 < N114(201). The CN of 
Li-S is very similar between N1222 (3.2) and N1144 (3.1), and both are smaller than that for 
N114(201) (3.4).  Therefore, both the CN of Li-O or Li-S have a higher value in N114(2O1), 
suggesting an increase in bi-dentate coordination between Li and sulfonate oxygens in these 
systems. These coordination numbers are less in N1144 system, suggesting the ether oxygen in 
the N114(2O1) has a different effect on Li coordination structures compared with only alkyl chains 
as with N1144, although both ammoniums are larger than N1222. However, it is interesting that 
there is no significant peak for the RDF of Li-O(ammonium) (pink curve) (Fig. 2(e)), which 
suggests that, on average, Li+ ions are unlikely to interact with the ether oxygen in N114(2O1) 
cation to any significant extent.  
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Fig. 3 Stacked area graph of percentages of Li ions participating in small (green) and large 
(white) ion cluster through 30 ns trajectories at 373K for (a) N1222, (c) N1144 and (e) N114(2O1) 
ionomer systems and at 393K for (b) N1222, (d) N1144 and (f) N114(2O1) ionomer systems. 
 
 
Ion clustering is usually an obvious feature in ionomer systems and it also has an 
important influence on Li ion dynamics. As shown in the previous chapters, the Li ion moves 
via a hopping mechanism between coordinating sites, and the larger cluster structures actually 
appeared to favor such Li ion motion. Here we also analyzed ion clusters in three ammonium 
systems. Fig. 3 plots the fraction of Li ions participating in small and large ion cluster 
throughout the 30 ns simulation time at both 373 K and 393 K. The algorithm that groups the 
ions into either a small or a large cluster works by checking the number of anions around a 
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given Li cation within a cut-off distance. If found, this algorithm continues to look for further 
“connections” for these anions, and this process repeats until no connection can be found. The 
cut-off distance is selected by the distance marking the first solvation shell of the Li-S RDF. 
We categorized the ion clusters based on the number of cations they contain, e.g. an ion cluster 
having no more than 15 ions is considered a small ion cluster, otherwise it is classified as a 
large one. The areas representing the percentages of ions in small and larger ion clusters in Fig. 
3 are colored with green and white, respectively.  
Our previous MD simulations for the N1222 system showed that adding more N1222 co-
cations into the ionomer led to disconnections of large ion clusters in the system. Such 
disruption of aggregation was also observed for the two larger ammoniums simulated in the 
present work.  These two larger ammonium co-cations, either N1144 or N114(2O1), actually have a 
more disruptive effect on ion clusters than N1222 at both temperatures simulated. The green 
color areas, representing the percentage of small clusters, are more prevalent than the white 
area in Fig. 3(c)-(f), suggesting that smaller size ion clusters are more prevalent in the N114(2O1) 
and N1144 systems. Such differences could be attributed to the size of these two ammonium ions. 
Since ammonium co-cations have much weaker interaction with sulfonate groups than Li 
cations, they do not join Li-anion clusters. They are outside the ion cluster as shown in Fig. 4. 
The existence of these larger ammonium cations thus obstructs the interconnected ion clusters 
in these case, and leads to more discrete, smaller ion clusters. That is, the bigger ammonium 
co-cation results in more disruptive ion clusters. Lastly, it is worth noting that the oscillations 
observed between the two different color-coded areas in Figures 3a-f is a signal of breaking 
and formation of ion clusters. As the simulation progresses, ion pairs or ion triplets could join 
multi-ion cluster, and small ion clusters could merge into a large one. This process could be 
reversed with larger ion clusters breaking down into smaller ones. The changes in ion 
aggregation certainly influence the Li ion environment and thereby their dynamics, which are 
explained further in the following section.  
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Fig. 4 Space distribution of Li-SO3- clusters and ammonium (N1444 system); the volume 
surfaces are highlighted for the volume occupied by Li-SO3- clusters 
 
 
6.4.2 Dynamics Analysis 
 
Fig. 5 Mean square displacement of Li ions in N1222, N1144 and N114(2O1) at (a) 373 K and (b) 
393 K. 
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Mean square displacement is a conventional method to look at ion dynamics. It provides the 
ensemble average of ion displacement as a function of time. In Fig. 4, the 20 ns MSDs were 
generated for Li+ ion in each system. The Li ion dynamics exhibited in these systems are very 
sluggish. They could not achieve the diffusive region within 20 ns. At 373 K, the MSDs show 
Li ions having an averaged square displacement less than 20 Å2 after 20 ns, since the distance 
of Li-S from RDF in Fig. 2 is approximate 3.5 Å, this indicates the majority of Li ions are not 
able to leave their local ion cage, with a few exceptions. This type of analysis thus does not 
give a good comparison on dynamics among these three systems. In terms of 393 K, Li ions 
appear to be more active with a MSD value between 20 and 40 Å2 after 20 ns, due to more 
hopping events. The difference among the three systems is also more pronounced. The N1222 
system shows the most mobile Li ions, followed by N1144 and then N114(2O1) system. This is 
actually consistent with ion cluster analysis presented above, as there are more larger 
interconnected clusters in the N1222 system compared with more discrete, smaller clusters in the 
N114(2O1) system.  
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Fig. 6 Li+ ion average mean square displacement at 5 ns with standard deviation error bar versus 
number of hops throughout the 30 ns trajectory for N1222 systems at (a)373 K and (b) 393 K; 
for N114(2O1) systems at (c) 373 K and (d) 393 K.  
 
The hopping events of Li ions were also analyzed here and this analysis looks at how 
the ammonium co-cation affects the possibility of ion hopping. We plotted the averaged MSDs 
of Li ions versus number of hops in Fig. 6. First of all, we calculated each Li ion’s MSD at 5 
ns. Then the averaging was done on MSDs of those Li ions achieving the same number of hops. 
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For example, if 10 Li ions have the same number of hops, their MSDs would be averaged and 
plotted against the number of hops. We counted the number of hops for each ion achieved 
throughout the 30 ns trajectory. One hop is counted when an ion changes half of its coordinating 
anions. In order to completely map each Li ion’s partnering anions, we count the anions that 
are “connected” to this Li ion in two successive frames. For each Li ion, the hopping event is 
checked every 100 ps to avoid picking up some transient changes of the local ion cage.  
Overall, Li ions that hop more tend to attain larger displacements in the same system. 
Additionally, the same number of hops in the same system usually leads to the larger MSD 
when temperature is higher. Furthermore, interestingly, the achieved largest number of hops 
was bigger in both N1222 and N114(2O1) systems than in N1144 system. For example, it is 6 in the 
former two systems but only 4 in N1144 at 373 K. At 393 K, the highest number of hops increases 
to 7 and 9 in N1222 and N114(2O1) systems, but only 5 in N1144. These indicate that Li ions hop 
least in N1144 that also lead to small displacements. In fact, majority Li ions in both large 
ammonium systems are mainly moving inside a coordination cage with MSD less than 20 Å2, 
especially at 373 K; this is different from N1222 system in which there are a fraction of Li ions 
obviously hopping more often and much farther, even though its Tg is actually higher than that 
of the other two systems. In other words, the N114(2O1) or N1144 give a better plasticization effect 
in terms of reducing Tg106; however, they lead to a more disconnected ion clustering that is 
unfavourable for longer range Li ion diffusion.  
  
6.5 Conclusion 
This study based on PAMPS ionomers with 1:1 Li/ammonium dual-cations to study 
how three different ammonium ions affect Li ion dynamics. We concluded two major findings 
in these studies. First of all, ether oxygen present in the alkyl chain of ammonium co-cation 
has little interaction with the Li+ ions and does not appear to help Li+ ion dissociate from the 
ionomer anionic moieties. The factor contributing to the differences in conductivity for this 
family of co-cations appears to be predominantly the size of co-cation. Secondly, the use of 
larger ammonium cations would suggest that the alkali ion dynamics cannot be significantly 
improved in this case as they break down the connectivity and size of ion clusters which is a 
favorable environment for ion hopping as shown previously134. Since these ammonium co-
cations have a weak interaction with sulfonate groups, they do not participate in the formation 
of ion clusters. Instead, they stay outside of the ion cluster regime and often obstruct the 
formation of more extensive clusters, leading to disconnected ion clusters. As ion diffusion 
relies on interconnectivity with constant structural re-arrangement allowing continuous ion 
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hopping, these smaller or discrete ion clusters make such continuous hopping less likely. These 
findings suggest that in order to improve Li+ ion dynamics and encourage a higher lithium ion 
transference number, designing an ionomer whose chemistry and composition encourages 
interconnected ion clusters would be a viable strategy to meet both conductivity and 
mechanical strength requirements for polymer electrolytes to enable next generation energy 
storage devices. 
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Chapter Seven - Conclusions & Future Work 
 
7.1 Conclusions 
Molecular modelling techniques have been shown as a uniquely powerful approach to 
study ion structure and dynamics in polyelectrolyte systems. In this thesis, through using 
different modelling methods, including both quantum mechanics based Density Functional 
Theory method and molecular mechanics based Monte Carlo and Molecular Dynamics 
methods, we have conducted computational investigations on two different polyelectrolyte 
systems with potential for application as polymer electrolytes in solid state batteries, especially 
for the novel batteries such as Na and Li metal batteries. The first system was based on a state-
of-art ionomer, P(STFSI), which used the TFSA moiety to weaken the ionic interaction. The 
second one was a relatively simple and readily available sulphonate-based PAMPS monomer 
system with different concentrations of co-cations. We have explored a number of structure 
factors, including the polymer spacer, the anion type, different ammonium co-cations, as well 
as the cation concentration, to reveal their impact on ion dynamics. These results were 
informative and essential for the rational design of highly conductive polyelectrolytes. 
MD simulations of P(STFSI) homopolymer and two copolymers with different spacer 
polarities and chain lengths were conducted for investigating their effect on alkali ion mobility. 
The visualization of Na-anion aggregates from simulation results showed the introduction of 
either a non-polar spacer or a polar spacer tends to disrupt the ion aggregate network. In terms 
of ion dynamics, different spacer polarity leads to different Na-ion transport mechanisms. The 
polymer segmental motion appears to be the main contributor to Na-ion transport in the polar-
spacer systems, while an ion-hopping mechanism dominates in the homopolymer and non-
polar spacer systems. Simulations also suggested that the fastest ion transport via a hopping 
mechanism could happen in the homo-polymer system, even a rigid polymer framework could 
possibly deliver fast Na+ ion transport as long as the polymer architecture is tuned to deliver 
an interconnected ion aggregate network and the ionomer anionic groups are effectively 
‘softened’ leading to weaker coulombic interactions. 
Next, we have studied Li ion transport in the dual cation ionomer, poly(N1222)xLi1-
x[AMPS]. We focused on factors contributing to the decoupling of Li ions from polymer 
dynamics, as well as the influence from changing the concentration of ammonium co-cation. 
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The decoupling of Li ion dynamics could be attributed to the Li ion hopping events, which 
were independent of the segmental motion of polymer. These hopping events are mainly 
affected by temperature and the size of Li aggregates. Elevated temperature or interconnected 
ion clustering would be a favourable condition for ion hopping. Increased concentration of 
bulky ammonium co-cations effectively break down the ion aggregates and reduce physical 
crosslinks, which leads to the faster polymer dynamics as reflected in the lower Tg. However, 
this does not necessarily lead to the faster Li ion dynamics, as the Li dynamics was decoupled 
from polymer dynamics and actually dominanted by cross-linked aggregate structure. 
Therefore, Li ion dynamics in low ammonium concentration systems are comparable to, or 
even higher than, those in the higher ammonium ion concentration systems, even though the 
polymer matrix in the latter system is intrinsically more mobile130.  
Furthermore, the effect from an additional plasticizer, tetraglyme, on both Na and Li 
dynamics was investigated in the same dual-cation ionomer, in order to explain opposite 
consequences on ionic conductivities upon adding TG in experimental reports106.  The main 
reason lies in a fact that TG works as a double-edged sword here in that it not only plays a 
plasticizer role on polymer dynamics but also a destroyer role on the ion aggregation. On one 
hand, it softens polymers and facilitates ion cluster re-arrangement; on the other hand, it breaks 
down ion aggregates. The difference between Na and Li systems is that the former role 
dominates in the Na ionomer system while the latter role is prevalent in the Li analogue. 
Therefore, ion aggregates in Li ionomer system become more disrupted than in Na ionomer 
system, and this is unfavorable for Li ion hopping. Since this effect is much less pronounced 
in the Na ionomer system, we see an increase in the ion mobility in Na ionomer but a drop in 
Li ionomer system.  
Finally, the structure and size effect of ammonium co-cations were also investigated. 
The last study examines the ammnoium co-cation effect on Li ion dynamics. In addition to 
N1222, the ammoniums of choice include the dimethyl dibutyl ammonium cation (N1144) and 
dimethyl butyl methoxyethyl ammonium cation (N114(2O1)). The latter one has a similar size to 
the first one, but with an electronegative, coordinating oxygen atom on one of the alkyl chains. 
On one hand, this study showed that ether oxygen present in the alkyl chain of ammonium co-
cation has little interaction with the Li+ ions and it does not help Li+ ions dissociate from 
ionomer’s anionic moieties. On the other hand, we found that the use larger ammonium cation 
fails to improve the alkali ion dynamics since it breaks down the connectivity and size of ion 
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clusters which is a favorable environment for ion hopping. Since ion transport in these systems 
is mainly achieved by ion hopping through the structural re-arrangement of interconnected ion 
clusters. These disruptive ion aggregates have a detrimental effect on the ion’s ability to hop, 
the intended plasticization is thus largely offset. If the ion clusters are disruptive to a level that 
continuous ion hopping becomes difficult, the net effect of having a bigger ammonium co-
cation would result in decreased ion mobility as opposed to its intended plasticization effect. 
 
7.2 Future Work  
 
Although our simulation works have revealed many important influences from polymer 
architectures, spacers, co-cations, etc, it would never be an easy thing to cover all sides of 
polyelectrolytes. Due to the complexity of polyelectrolyte compositions, which could consist 
of ionomers, organic molecules and alkali ions, this also determines the numerous possible new 
types of polyelectrolytes to be synthesized, and many blank areas, new directions and unsolved 
questions need to be explored. Here we listed a few of near future works based on our research 
progress in this thesis. 
 
Other types of co-cations 
The use of ammonium co-cation shows success in decoupling the Li/Na ion dynamics from 
polymer mobility. It would be interesting to explore different ionic liquid-based cation such as 
ammonium, imidazolium and phosphonium as co-cations. The different charge distributions 
would have different impacts on the morphology, Tg, conductivity, dielectric constant, 
conduction ion content and mobility in ionomers of study68. MD simulations of different co-
cations would enable us to find the best option that delivers the most superior decoupling of 
alkali ion dynamics and an understanding of any differences that may eventuate. 
 
Morphologies of ion clusters in ionomer  
While the atomistic simulation was successful in providing a qualitative picture of 
aggregation states, it is still challenging to quantify those aggregates because of their sizes and 
lifetimes. As some ion aggregates are percolated in a network that spans across the simulation 
box, a larger simulation system using coarse graining model might be needed to probe the 
morphologies of these ion aggregate. Experimental techniques such as TEM or XRD cannot 
provide a clear 3-D image of the size and shape of ion aggregates. In contrast, such information 
is much easier to extract from MD techniques. For example, Lu et. al.91 have reported a spring-
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bead model that illustrates an overall picture of ion aggregate in ionomer system. A better 
understanding of ion aggregate morphologies would enable us to tune the ion aggregate via the 
manipulation of polymer architecture and to deliver a fast ion transport. 
 
 
 
Interfacial effect 
 
Perhaps one of the biggest attractions of polymer electrolyte is its potential use in the 
emerging Li metal, as the conventional liquid electrolyte are highly reactive on the Li metal 
and fails to prevent the Li metal dendrite growth. The polymer electrolytes featured with higher 
shear modulus are able to limit dendrite growth and deliver stable battery cycling. The solid 
electrolyte interface (SEI) is a subject of great interest for many researchers in this field, as 
how the polymer interacts with the metal anode remains unclear. The MD technique, as a 
commonly used technique in studying solid electrolyte, can provide some insights into this 
matter. However, very limited MD studies have been undertanken on SPE/electrode interfaces 
in Li ion batteries. For instance, PEO/V2O5 interfaces have been studied by MD simulations135 
and Borodin et al. have investigated the interface between PEO and TiO2 using a quantum 
chemistry-based force field136. It would be interesting to explore how alkali metal ions interact 
differently to the metal anodes as they do in the bulk materials in terms of structural and 
dynamic properties. 
 
 
Anion Strength 
 
As ionic interaction plays a key role in ion transport, one of main research directions in 
new ionomer systems, is to develop charge delocalized anions that are able to facilitate alkali 
ion dissociation and improve alkali ion mobility. Sulfonate (-SO3-) and carboxylate (-COO-) 
groups were commonly used for ionomers at early stage. Taking the Li+ conducting ionomer 
as an example, in 1980s, Kobayashi and his co-workers studied several carboxylate based 
ionomers13, 137, 138 and the best conductivity of 10−7 S∙cm−1 at 25°C was reported. In 1995, 
Benrabah et al. 139 further improved the room-temperature conductivity to 6×10−7 S∙cm−1 based 
on sulfonate groups. Later, charge delocalized anions such as TFSI-(—SO2—N-—SO2—CF3) 
became increasingly popular.  The bulky structure of TFSI- leads to the highly-delocalized 
charge and thus enables better ion dissociation. For instance, perfluorinated polymers with 
TFSI- anions were studied by DesMarteau’s group59, 140 and Watanabe’s group141. Recently, 
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Armand et al.142 proposed a delocalized polyanion, poly(styrene 
trifluoromethanesulphonylimide of lithium) P(STFSILi), and its conductivity was further 
improved either by incorporating the PEG spacer to form a block copolymer45 or by tethering 
the methoxy-polyethylene glycol acrylate pendant chain to the spacer46. The single-ion 
conductivity of the former block copolymer (1.3×10−5S∙cm−1 at 60°C) is almost half an order 
of magnitude higher than that of the state-of-the-art value 143 for such materials, and it is also 
combined with a markedly improved mechanical strength. Therefore, selecting a proper anion 
head would be another direction for designing high conductive polyelectrolytes. Thus, we can 
use DFT method to compare the common anionic groups such as COO-, SO3-, and TFSI- in 
terms of their interactions with alkali ions. 
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