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RESUMO: Neste trabalho, é apresentada uma análise do comportamento estocástico 
do algoritmo LMS filtrado (FX-LMS). É obtida uma expressão recursiva para os 
momentos de primeira e de segunda ordem dos coeficientes do filtro adaptativo para 
sem a consideraçao de adaptaçao lenta. O modelo proposto nao depende do tipo do 
sinal de referência, podendo ser sendo ruído branco ou colorido. Também, não é 
utilizada anclássica suposição da teoria da independência. A solução de Wiener é 
determinada explicitamente em função das estatísticas da entrada e as respostas ao 
impulso dos caminhos primário e secundário. É mostrado, também, que em regime 
permanente o valor esperado dos coeficientes do filtro convergem para a solução de 
Wiener para o caso em que o caminho secundário é estimado sem erro. Simulações 
mostram um excelente casamento com o comportamento predito pelo modelo 
teórico proposto.
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ABSTRACT : In this work is presented an statistical analysis of the filtered-LMS 
algorithm (FX-LMS). We derive recursive expressions for the first and second 
moments of the filter weights Without the common assumption of slow adaptation. 
The proposed model does not depend of the nature of the reference signal, white 
noise or a correlated process. Also, the model is derived Without invoking the 
classical assumption of the independence theory. The optimum Weight vector is 
determined as a function of the input signal statistics and the impulse responses of 
the primary and secondary paths. Simulation results show a very close agreement 
with the behavior predicted by the theoretical model.
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~ MOTIVAÇAO DO PRESENTE TRABALHO 
O princípio básico de funcionamento de um filtro adaptativo é a capacidade de variar seus 
parâmetros, através de um algoritmo de controle, de forma que convirjam a uma solução 
que minimize uma determinada função custo. A ampla aceitação dos filtros adaptativos é 
evidenciada pela vasta literatura pertinente, como também pelas mais diversas situações 
em que estes vem sendo aplicados. Dentre os algoritmos de controle o mais utilizado é, 
sem dúvidas, o algoritmo LMS (Least Mean-Square), principalmente pela sua simplicidade
~ e fácil implementaçao. 
Nos últimos anos, a área de controle ativo de ruido acústico e vibrações vem recebendo 
muita atenção por parte de pesquisadores e empresas envolvidas com este problema. O 
desempenho de um sistema de controle ativo é determinado, fundamentalmente, pelo 
algoritmo de controle ou algoritmo de adaptação. A efetividade de um algoritmo 
adaptativo depende de sua adequação ao problema sendo tratado e de um bom projeto. 
Tanto a adequação ao problema quanto a qualidade do projeto dependem, no entanto, 
do conhecimento que o projetista tem das propriedades de cada algoritmo considerado. 
Em geral, este conhecimento é obtido através de modelos analíticos que permitem 
predizer o comportamento do sistema, ao invés de avaliar seu desempenho por meios 
puramente experimentais. Modelos analíticos permitem a inferência sobre o 
funcionamento do algoritmo em diversas situações, o estudo sobre a adequação do 
algoritmo à aplicação, a comparação dos desempenhos de diferentes algoritmos e o 
estudo da estabilidade. Portanto, tais modelos viabilizam projetos mais rápidos e 
melhores. 
Uma variante do algoritmo LMS, o LMS filtrado ou FXLMS (Filtered X LMS), é o algoritmo 
mais utilizado em aplicações de controle ativo. Neste caso, o sinal de referência é filtrado 
para compensar os efeitos de operaçoes de filtragem presentes no caminho de 
adaptação. Essas filtragens modificam substancialmente o comportamento do algoritmo.
CAPÍTULO I: INTRODUÇÃO 
Por este motivo, as clássicas e consagradas aproximações matemáticas que permitem 
analisar o algoritmo LMS não são extensíveis ao algoritmo FXLMS. 
Neste trabalho apresentamos uma análise estatística do comportamento do algoritmo LMS 
filtrado. Esta análise dá origem a um modelo analítico que permite predizer o 
comportamento do algoritmo F)(LMS. A abordagem utilizada para analisar este algoritmo, 
e que representa uma alternativa importante em relação às abordagens usuais, foi a 
consideração de que a operação de filtragem no caminho de adaptação enfatiza a 
importância da correlação entre vetores de entrada consecutivos. Essa abordagem 
contradiz claramente a suposição clássica, utilizada para a análise do algoritmo LMS, que 
inclui-se na chamada teoria da independência [6]. Nessa teoria, considera-se que 
diferentes vetores de entrada são estatisticamente independentes. Tal consideração 
fornece muito bons resultados para o algoritmo LMS clássico. No entanto, a simples 
extensão para o caso filtrado leva a resultados que não refletem o comportamento real do 
novo algoritmo. Simulações numéricas e suas previsões usando o modelo proposto, 
validam a análise proposta. Os modelos analíticos obtidos para o comportamento dos 
momentos de primeira e segunda ordem dos coeficientes do filtro adaptativo constituem- 
se na principal contribuição desta tese. 
1.1 INTRoouçÃo Ao coNTRoLE AT1vo DE Ruíoo Acúsflco 
O termo Controle Ativo de Ruído Acústicol descreve a supressão de um campo sonoro 
não desejado através da superposição com outro campo sonoro de igual magnitude 
porém de fase invertida. Esta idéia não é nova, sendo Paul Lueg [1] o autor do primeiro 
artigo publicado em 1936 sobre este assunto. Através dos anos, esta área tem recebido 
muita atenção e diversas implementações da idéia original já foram exploradas. Algumas 
destas podem ser encontradas em artigos [2] e livros [3-4, 25]. 
Para entender o porquê da atenção recebida, é importante compreender as .vantagens do 
controle ativo quando confrontado com as técnicas tradicionais de redução de ruído 
(controle passivo). Nas técnicas passivas faz-se uso de materiais absorventes. Estes 
materiais são muito efetivos para altas freqüências, geralmente acima de 150 Hz. No 
1 Nesta seção estamos nos referindo ao controle ativo de ruído acústico, no entanto o caso de controle ativo de vibrações é 
completamente equivalente em relação aos princípios básicos. As principais diferenças situam-se nos transdutores 
utilizados.
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1 ~ 1 ~ entanto, para obter se uma apreciavel reduçao do ruido, as dimensoes dos dispositivos 
devem ser da ordem do comprimento da onda da freqüência a ser atenuada. Assim, para 
freqüências inferiores a 150 Hz, deve-se utilizar dispositivos de tamanho e peso 
excessivos, tornando esta solução muito onerosa e, às vezes, impraticável. Com o
~ advento das novas geraçoes de processadores digitais, as técnicas de controle ativo de 
ruído (e vibrações) tornaram-se possíveis. Sua utilização concentra-se na faixa de baixas 
freqüências, já que o controle ativo de ruído para altas freqüências é, no momento, de 
implementação difícil, devido principalmente à alta velocidade requerida para processar a 
grande quantidade de informação. Além disso, nesta faixa de freqüências o controle 
passivo é uma solução consagrada pela sua eficácia e baixo custo. O controle ativo em 
baixas freqüências representa uma soluçao viável e de baixo custo para a maioria dos 
casos práticos, vindo preencher o espaço para o qual o controle clássico é deficiente. 
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Fig. 1.1. Diagrama esquemático do sistema de controle ativo de ruído em dutos. 
A Fig. 1.1 apresenta o diagrama esquemático de um sistema de controle ativo de ruído 
acústico em um duto. Em geral, um sistema de controle ativo para esta aplicação consiste 
de um transdutor D (que pode ser um microfone, chamado de microfone de referência) 
para adquirir o sinal do ruído que deseja-se cancelar (proveniente da fonte primária); um 
sistema de processamento ou controlador para tratar o sinal adquirido pelo transdutor D e 
produzir o sinal que alimenta uma fonte secundária FS (ou sistema de fontes secundárias, 
dependendo da aplicação), que é geralmente um alto-falante que irradia o ant/-ru/210. Se 
o sinal recebido pelo microfone de referência for correlacionado com o ruído originado na
3
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fonte primária, o sinal de referência fornece a informação' necessária ao controlador sobre 
o ruído primário antes que este chegue ao ponto de cancelamento, sendo esta uma 
condição necessária para 0 caso de um controlador causal. O campo sonoro residual é 
monitorado, à direita da fonte secundária, através de um outro transdutor M (ou 
microfone de erro). Nesta aplicação, além da redução de custo, este sistema possui a 
vantagem de não obstruir o fluxo normal do ar. Outras aplicações em que esta técnica 
~ N vem sendo utilizada com sucesso sao: reduçao de ruído em cabina de aviões e no interior 
de carros, capacetes e fones de ouvido. 
Em geral, sistemas como o da Fig. 1.1 podem ser representados esquematicamente pelo 
seguinte diagrama em blocos: 











Fig. 1.2. Diagrama em blocos de uma aplicaçao de controle ativo. 
Neste diagrama, a planta modela a resposta (ou o sistema) do trecho de duto que vai 
desde o detector até a fonte secundária. Assim, o diagrama da Fig. 1.2. pode ser visto 
como um problema de identificação de sistemas. No entanto, é interessante notar os 
diferentes domínios em que se encontram as transferências e os sinais envolvidos, assim 
como o ponto de soma que encontra-se no domínio acústico, como indicado na figura. 
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1.2. ADAPTABILIDADE 
Alterações nas condições físicas do meio (tais como temperatura, umidade, etc.) e no 
fluxo de ar produzem, inevitavelmente, mudanças na resposta ao impulso da planta em 
função do tempo. Isto significa que o desempenho do sistema de controle tende a 
deteriorar-se se não for ajustado adequadamente em função destas mudanças. É nesse 
ponto, que é interessante introduzir a propriedade de adaptabi//'dade ao controlador. Um 
sistema de controle ativo adaptativoz de ruído acústico tem a habilidade de identificar 
mudanças nas características do duto pela adaptação da função de transferência do 
controlador. Estes tipos de sistemas, com uma certa capacidade de aprender, são 
conhecidos como s/lstemas adaptativos. Um sistema destes, pelo menos em teoria, pode 
convergir ao ponto ótimo de funcionamento partindo do completo desconhecimento do 
meio em que está envolvido. Isto faz com que o controle ativo utilize como ferramenta a 
teoria de sistemas adaptat/vos, permitindo que estes sistemas possam ser utilizados numa 
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Fig. 1.3. Diagrama em blocos de um sistema adaptativo. 
2 Na literatura, existe certa confusão em relação à classiflcação controle ativo e adaptativo. Existem controladores ativos 
projetados segundo a teoria clássica de controle [3, 25] sem capacidade de adaptação. Quando o controlador modiflca seus 
parâmetros através de um algoritmo adaptativo, utilizamos o termo controle ativo adaptativo.
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Para representar um sistema com estas características devemos alterar o diagrama em 
blocos da Fig. 1.2. Em geral, utiliza-se o sinal monitorado (ou também chamado de sinal 
de erro) como medida de discrepância entre as atuais respostas do controlador e do 
sistema desconhecido. O sinal de erro é utilizado como entrada para um algoritmo que 
modifica de forma contínua os parâmetros do controlador (filtro adaptativo) a fim de 
atingir o ponto de funcionamento ótimo. O diagrama em blocos que considera esta 
situação é apresentado na Fig. 1.3. ~ 
1.3 ALGoRrrMo ADAPTAT1vo.
~ 
Existe uma grande variedade de algoritmos adaptativos descritos na literatura. Na seleçao 
do algoritmo devem ser considerados aspectos como velocidade de convergência, 
robustez, capacidade para acompanhar as variações do sistema desconhecido e 
complexidade computacional. Em geral, a escolha do algoritmo baseia-se em um 
compromisso entre desempenho e facilidade de implementação. Para o caso de controle 
de ruído acústico ou de vibrações, esta escolha é crucial já que são necessários filtros 
com grande número de coeficientes. O algoritmo adaptativo mais utilizado pela sua 
simplicidade é o algoritmo LMS (Least Mean Squares), [5-6] implementado através de 
filtros FIR. Para sermos mais rigorosos em relação ao diagrama em blocos apresentado na 
Fig. 1.3, o mesmo deve ser complementado com as transferências decorrentes da 
passagem dos sinais entre os diferentes domínios (elétrico-acústico). Isto será 
brevemente discutido na próxima seção. 
1.4 ALGoRrrMo LMS F1|_TRADo 
A utilização do algoritmo LMS supõe que o sinal de erro seja diretamente disponível, 
sendo originado pela diferença entre o sinal da fonte primária e_a saída do filtro 
adaptativo. O processo de adaptação requer que o gradiente do erro médio quadrático 
seja aproximado pelo produto do valor instantâneo do sinal de erro e o sinal de entrada 
do filtro (sinal de referência). No entanto, as características particulares da configuração 
de um sistema de controle ativo adaptativo de ruído fazem com que o diagrama da Fig. 
1.3 deva ser modificado a fim de considerar as seguintes diferenças em relação ao caso
~ 
clássico: o ponto de soma representa a regiao do espaço (domínio acústico) onde ocorre
6
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~ r 1 1 ~ 
a superposiçao dos sinais acusticos oriundos das fontes primaria (ruido nao desejado) e 
secundária (antiruído). Outra diferença diz respeito ao sinal de erro, que corresponde ao 
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Fig. 1.4. Diagrama em blocos do algoritmo LMS filtrado. 
Nos sistemas de controle ativo adaptativo de ruído acústico, o sinal de erro de 
cancelamento acústico não pode ser acessado diretamente. Ele é acessado como um sinal 
elétrico apenas à saída de um transdutor (normalmente um microfone). Da mesma forma, 
o sinal de saida do filtro adaptativo não pode ser empregado diretamente na operação de 
cancelamento acústico. Este sinal elétrico é primeiramente processado por um sistema 
que o converte em um sinal acústico. Estas conversões de natureza dos sinais dão origem 
ao que chamamos de caminho secundário do sinal, o qual é composto pelas respostas do 
seguintes elementos: caminho secundário, que é composto pelas respostas dos seguintes 
elementos: o conversor digital-analógico (D/A) em série com o filtro adaptativo, filtro de
~ 
reconstruçao, amplificador de potência, alto-falante, caminho acústico que vai do alto- 
falante até o microfone de erro, pré-amplificador, filtro anti-recobrimento e, finalmente, 
conversor analógico-digital (A/D) que fornece o sinal de erro para o algoritmo. O caminho 
secundário, denotado por S, .afeta o comportamento do algoritmo podendo causar 
dificuldades no processo de convergência [14-15]. Portanto, seu efeito deve ser 
compensado, a fim de evitar a instabilidade do algoritmo adaptativo. Existem várias
7
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configurações possíveis que podem ser utilizadas para compensar o efeito de S. Uma 
N _ 
delas propõe a inclusao de um filtro inverso S ' em série com S a fim de remover seu 
efeito. Porém, a solução mais utilizada consiste na utilização de um filtro S com resposta 
ao impulso igual à de S para filtrar o sinal de referência. Na prática, S é uma estimativa 
da resposta ao impulso S. Finalmente, uma descrição mais precisa do diagrama em 
blocos da Fig. 1.3, representando o esquema do algoritmo conhecido por LMS Filtrado ou 
FXLMS3, é mostrada na Fig. 1.4. 
1.5 ESTIMAÇÃO DE S 
O algoritmo LMS filtrado requer, para seu funcionamento, o conhecimento da resposta do 
filtro S, chamado de caminho secundário. Assumindo que as características de S são 
invariantes no tempo, é possível modelar sua resposta através de um procedimento off- 
line numa primeira etapa de treinamento. Ao final desta etapa, o modelo S obtido é 
incluído no sistema para operação normal. Na etapa de treinamento, um ruído branco é 
utilizado como sinal de entrada, uma vez que possui uma densidade espectral constante 
para todas as freqüências. A montagem experimental para a determinação da estimativa 
de S é mostrada na Fig. 1.5 [4]. 
A modelagem off-//ne é uma ferramenta muito útil para a determinação da resposta S.
~ 
Entretanto, possui o problema de nao acompanhar possíveis mudanças do caminho 
secundário. Para os casos em que a resposta do caminho secundário possa ser variante 
no tempo, é desejável realizar tal modelagem de forma contínua (estimação em tempo 
real (on-//ne)). Outra opção a ser empregada, ao invés da estimação contínua, é a 
estimação em determinados intervalos de tempo. Supondo que S varie lentamente, as
~ adaptaçoes do controlador e do estimador do caminho secundário podem ser 
consideradas separadamente. Como exemplo, a Fig. 1.6 mostra o diagrama em blocos 
para o caso de estimação on-//ne proposto por Widrow e Stearns [5]. 
3 Sigla em inglês, derivada de filtered-X LMS.
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~ Como vimos, a utilizaçao do algoritmo FXLMS surge de forma natural devido às 
características particulares do sistema de controle ativo adaptativo. Portanto, existe a 
necessidade do detalhado conhecimento do comportamento do algoritmo para as diversas 
condições de funcionamento. 
1.6 EsTADo ATUAL DA ARTE
~ Os primeiros a proporem a utilizaçao do algoritmo LMS filtrado foram Widrow e Stearns 
[5]. A utilização deste algoritmo foi dentro do contexto da teoria de controle adaptativo, 
não sendo fornecida qualquer análise do seu comportamento. É citado, também, nessa 
referência, um exemplo com a utilização do algoritmo LMS filtrado para o controle de 
ruído acústico. Burgess [15], paralelamente a Widrow e Stearns, desenvolveu o algoritmo 
LMS filtrado aplicado ao problema de controle ativo de ruído acústico num duto. Em [15], 
a única análise realizada por foi a obtenção das expressões de atualização dos 
coeficientes do filtro adaptativo. Uma publicação recente [16], apresentou uma análise 
estatística do comportamento deste algoritmo sendo calculados os momentos de primeira 
e de segunda ordens. Entretanto, a análise em [16] aborda o problema do ponto de vista 
clássico, utilizando a teoria da independência [17-18]. Como demonstram os resultados 
obtidos a partir da análise proposta nesta tese, as equações apresentadas em [16] 
fornecem resultados que não descrevem o real comportamento do algoritmo. 
Análises do comportamento estatístico do algoritmo LMS freqüentemente empregam um 
conjunto de aproximações denominado “Teoria da Independência" [5,18]. Deste
~ 
conjunto, a aproximaçao talvez mais importante é a de que diferente vetores de entrada 
~ ~ sao independentes. Esta pode ser uma situaçao real nos sistemas adaptativos 
denominados combinadores lineares, nos quais cada coeficiente do filtro adaptativo atua 
sobre uma seqüência diferente de entrada. No caso de sistemas usando filtros adaptativos 
transversais com uma única entrada, vetores de entrada consecutivos de dimensão N têm 
(/l/-1) componentes em comum. Assim, tais vetores são altamente correlacionados. 
Apesar de desprezar a correlação entre os vetores de entrada, a aplicação da Teoria da 
Independência leva a resultados muitos bons quando aplicada à análise do 
comportamento estatístico do algoritmo LMS usando passos de adaptação reduzidos. 
Alguns trabalhos mais recentes analisam o comportamento do algoritmo LMS . A
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~ ~ modelaçao considerando esta correlaçao acarreta um tratamento matemático bastante 
complexo [19,21]. Em [19] é descrita uma análise para o LMS clássico que considera a 
correlação dos dados de entrada. Nessa análise, verifica-se que é possível obter predições 
mais exatas de seu comportamento estatístico e, também, que os limites de estabilidade 
obtidos para a taxa de aprendizagem são mais severos do que os resultantes da
~ 
consideraçao de independência. O custo desta descrição mais exata é um importante 
aumento da complexidade matemática do modelo. Como exemplo disto, o trabalho 
~ / ~ 
reporta que sao necessarias 28000 equaçoes para descrever o comportamento de um 
filtro de 6 coeficientes. Contudo, o algoritmo LMS tem a possibilidade de ser estudado à 
luz das duas abordagens, fornecendo muitos bons resultados em ambos os casos. Porém, 
no caso do LMS filtrado, verifica-se que um bom modelo depende da consideração da
N 
correlaçao entre vetores de entrada, como será mostrado mais adiante. 
Uma outra análise do LMS filtrado é apresentada em [4, pag. 65]. Nesse trabalho, é feita 
a suposição de que os coeficientes do filtro adaptativo variam lentamente e de que os 
sistemas que compõem o caminho adaptativo são lineares e invariantes no tempo, 
possibilitando assim a troca da ordem entre os mesmos. Neste caso, o diagrama em 
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Fig. 1.7. Diagrama em blocos modificado do algoritmo LMS filtrado.
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Esta versão fornece bons resultados para o caso em que o caminho secundário e sua 
estimação são iguais e com uma taxa de aprendizagem (p) muito pequena. Esse modelo 
torna-se limitado para o estudo da influência dos erros na estimação do caminho 
secundário ou para o estudo do comportamento do algoritmo para taxas de aprendizagem 
maiores. Em [22] é utilizado o modelo da Fig. 1.4, mas, com a inversão das posições do 
filtro adaptativo e do caminho secundário. Nesse trabalho, o objetivo é determinar a 
influência dos erros na estimação de S sobre o comportamento do algoritmo. Também é 
determinada uma expressão para descrever 0 comportamento dinâmico dos pesos 
baseada no intercâmbio das posições, a qual não modela o comportamento real. Outra 
deficiência do modelo da Fig. 1.7 pode ser apontada quando for necessário considerar 
uma não-linearidade (devido principalmente ao alto-falante). Nesse caso, não é possível 
efetuar a troca entre caminho secundário e filtro adaptativo. Portanto, para esse último 
caso a análise resulta impraticável. A abordagem proposta nesta tese não impõe grandes 
limitações ao valor da taxa de aprendizagem e não utiliza a simplificação decorrente da 
troca de posição dos blocos (Fig. 1.7). Isto permite uma análise mais realista do 
desempenho do algoritmo [30,33-34]. Um outro resultado importante é obtido para o 
caso especial em que o caminho secundário representa um atraso de um número 
determinado de amostras. Tal situação é conhecida na literatura por algoritmo DLMS 
(Delayed-LMS) [9, 26, 29, 32]. Neste caso, os trabalhos que conhecemos da literatura 
também utilizam a Teoria da Independência. Assim, não é possível estudar o efeito de 
erros na estimação do atraso nem determinar o comportamento dos coeficientes do filtro 
nesta condição. Com o novo modelo proposto, é possível obter dois resultados 
importantes: demonstrar porque o algoritmo DLMS não converge com ruído branco na 
entrada e em condições de erro na estimação do atraso e, em segundo lugar, sob similar
~ 
condiçao, o mesmo converge se a entrada for correlacionada. 
A proposta deste trabalho é o desenvolvimento de modelos para o comportamento dos 
momentos de primeira e de segunda ordens do algoritmo LMS filtrado. Os novos modelos 
permitem derivar um conjunto de importantes parâmetros de projeto (velocidade de 
convergência, erro mínimo, desajuste, etc.), oferecendo ao projetista a possibilidade de 




1.7 ORGANIZAÇ/-\o DA TEsE 
No Capitulo 2, abordamos o cálculo do momento de primeira ordem do algoritmo LMS
~ 
filtrado e apresentamos resultados de simulaçoes mostrando a validade da análise 
proposta. 
O momento de segunda ordem é tratado no Capítulo 3, no qual é apresentado 
primeiramente o caso mais simples, que é o algoritmo DLMS, seguido da análise do caso 
geral. Ao final de cada caso analisado são apresentados resultados de simulações. 
O Capítulo 4 é dedicado a uma análise exploratória, no domínio da frequencia, dos efeitos 
das operações de filtragem sobre o desempenho do algoritmo FXLMS. 
Finalmente, no Capítulo 5 são apresentadas as conclusões deste trabalho, assim como 




Neste capítulo é apresentada a análise do momento de primeira ordem (comportamento 
médio) dos coeficientes do filtro adaptativo usando o algoritmo FXLMS. Nessa análise, não 
é utilizada a chamada teoria da independência [18], usualmente empregada no estudo do 
algoritmo LMS clássico e em estudos recentes do algoritmo LMS filtrado [2-4,16,22]. Com 
esta nova abordagem é obtida, também, a solução Ótima e o valor em regime 
permanente dos coeficientes do filtro adaptativo. Um parâmetro importante para o estudo 
do comportamento do algoritmo, o vetor de erro nos coeficientes em relação ao valor em 
regime permanente, é também examinado. Finalmente, resultados de simulações são 
mostrados a fim de comprovar a qualidade do modelo proposto. Estes resultados são 
também comparados com os resultados obtidos utilizando a teoria da independência. A 
comparação mostra claramente que a teoria da independência não fornece resultados 
aceitáveis. 
2.1 CoNs1DERAçöEs IN1c1A1s - DIAGRAMA EM B|_ocos 
A Fig. 2.1 mostra o diagrama esquemático para uma aplicação de controle de ruído 
acústico. A Fig. 2.2, apresenta o diagrama em blocos para o algoritmo FXLMS [2-5], o 
qual pode ser usado para modelar o sistema da Fig. 2.1. Na Fig. 2.2, W° é o sistema 
desconhecido, W(n) é o filtro adaptativo e S, Ê são filtros lineares invariantes no 
tempo. Com relação à Fig. 2.1, W” modela a resposta desconhecida, localizada entre os 
pontos A e B. S modela a resposta entre C e B e Ê modela o correspondente filtro de 
compensação. A resposta entre A e E é desconsiderada em relação a outros efeitos de 
filtragem. Também é desconsiderada a realimentação acústica existente entre D e E [4]. 
Na literatura, a resposta de S é denominada resposta ao impulso do caminho secundário. 
O filtro Ê é projetado para ser uma estimativa da resposta do caminho secundário
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[2, capítulos 3 e 7]. No entanto, na prática, uma estimativa perfeita é muito difícil de ser 
obtida. Portanto, o caso mais geral corresponde ao de estimação imperfeita. Todas as 
respostas ao impulso são modeladas através de filtros lineares com resposta ao impulso 
finita, filtros FIR. Então, os sinais e respostas ao impulso envolvidos na presente análise, 
são:
, 
o Sinal de referência x(n): estacionário e com variância of; 
o Ruído de medição z(n) : ruído branco estacionário e não correlacionado com nenhum 
outro sinal do sistema, possuindo variância csi ; 
o W°: vetor representando a resposta ao impulso do sistema a ser identificado. Em 
controle ativo de ruído acústico,. representa a resposta do caminho acústico; 
o Os sistemas W” , S e Ê são modelados através de filtros FIR; 
o W(n) : vetor das amostras da resposta ao impulso do filtro adaptativo; 
o e(n) : sinal de erro; 
o y(n): saída do filtro adaptativo; 
o y,(n): saída do bloco em série com W(n); 
o x/._ (n): saída do bloco de estimação do caminho secundário; 
o d(n) : saída desejada; 
o X¡_(n) : vetor X(n) filtrado (saída de Ê). 
Fonte de ruído 
A Caminho acústico _P 
IIÊ 
M¡°r°fÍme_ de E 
. Altofalante 
referencia Filtro 
Adaptativo C B Sinal de erro 
Fig. 2.1. Diagrama esquemático para o caso de controle de ruído acústico.
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Z(n) 





_ W . Í 





z , ,z;z;z V' ~ *if 2 
LMS i 
Fig. 2.2. Diagrama em blocos do algoritmo LMS filtrado. 
Os vetores utilizados são definidos pela seguintes estruturas: 
vetor X(n) z X(n) = [x(n),x(zz -1),---,zm - N +1)]T 
vetor Wo): W<›z› =[w.,<n›,w.<n›,---,wN-.<›n›]T 
vetor S: S = [s0,s.,---,sM_,]T 
vetor Ê: Ê=[š š Y 0” 1” M-1 
vetor W°: W° = [w§,w1°,-~-,w§,_1]T 
vetor X¡(n): X¡ (n) = [xi (zz),x¡ (n -1),---,×¡, (fz - N +1)j' 
Note que é assumido igual dimensão para os vetores W° e W(n), com o objetivo de 
facilitar a notação. No caso que um desses vetores possua menor número de 
componentes, o mesmo poderá ser preenchido com zeros a fim de igualar as dimensões. 
Os vetores S e Ê possuem dimensões M e M , respectivamente.
16
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É 
2.2. EQuAc1oNAMENTo Do SISTEMA 
~ N Em funçao das definiçoes anteriormente apresentadas, temos que: 
M-1 
x¿. (n) = zm - z) (2.1)
€ 
X¡_(n) = 25,. Xm -1) (2.2) 
2.2.1 Sinal de erro 
Considerando o sistema da Fig. 2.2 temos: 
601) = 6101)* Yz (H) + 201) z (2-3) 
onde: 
dm) = XT<n)W°, (2.4) 
y(fl) = XT(f1)W(n) = WT(fl)X(f'l) z (2-5) 
M-1 M-l 
y,(n) = 25,. y(n-z') = 28,. X'(n-z')W(n-z'), (2.õ) 
i=0 i=0 
substituindo (2.6) em (2.3), temos: 
M.. 
zm) =d<n)- ZS, XT(n.-z')w(n-z')+z(n). (2.7)
N A Eq. (2.7), mostra que o erro é uma funçao do sinal desejado, dln) , e de M vetores 
consecutivos do sinal de entrada e do coeficientes do filtro adaptativo. 
2.2.2. Atualização dos coeficientes do filtro adaptativo 
A equação de atualização dos coeficientes do filtro adaptativo usando o algoritmo LMS 
filtrado [4, 30], é dada por: _
17
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M4 
w(n +1) = W(›‹z) + p@(n){z.‹,X<zz - pi 
= W(") + H@(fl)X¡. (11) z (2-3) 
onde p representa a taxa de aprendizagem. Se substituirmos (2.7) em (2.8) temos a 
expressão recursiva final para atualização dos coeficientes do filtro adaptativo: 




M-1 ' (Zig) 
- .š X(n-j)XT(n-z')w(n-z')+ z§,.X(n-j)z(n)}. 
= = j=() 
;MÊ :Mi 54 
2.3. SOLUÇÃO ÓTIMA
_ 
~ ~ Para a estrutura convencional nao filtrada, a soluçao de Wiener é dada por [5,6]: 
WWW, = R5'P . (2.10) 
Onde R0 =E[X(n)XT(n)] e P=E[d(n)X(n)]. Na presente análise, a presença do filtro 
~ ~ S no caminho secundário modifica a expressao da soluçao de ótima para o problema de 
filtragem linear. Portanto, é interessante determinar a expressão do vetor ótimo para este 
caso. Para a determinação da solução ótima para o caso filtrado, faremos uso do 




X<›1> W S 
sw) 
2 D N Fig. .3. iagrama em blocos para a determinaçao da solução de Wiener.
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~ A expressao do erro instantâneo obtido partir da Fig. 2.3 tem a mesma forma que a 
Eq.(2.7). No entanto, note-se que agora o vetor W de coeficientes é feito fixo. Com esta 
condição, a expressão para o erro instantâneo ao quadrado é: 
@2(n)=z12(n)-2{d(n)fiÊIs, XT(n-j)}W+W 
Í 
S X(n-¡)XT(zz-z')}W .(2.11) `l ;MÊ ;MÊ 3* 




;MÊ :Mi _D: E[z2(n)]= E[d2(n)]- fãs, E[d<n)xT (H - ¡)]w + W .S .E[X(n - ¡)xT(n - z')]w _ (2.12) 







;MÊ :Mi 54 
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Note que Ê” corresponde à matriz de autocorrelação do sinal X(n) filtrado por S. Da
~ mesma forma, P, corresponde ao vetor correlaçao cruzada entre d(n) e o sinal X(n) 
filtrado por S. Substituindo (2.14) em (2.13) e usando a notação J = E[e2(n)] , temos: 
- J = E[d2(n)]- zíffw + wT1"í_u,w. (z.15)
~ 
É interessante observar que a funçao custo, Eq. (2.15), para a estrutura filtrada possui a 
mesma forma que a do caso clássico. De forma análoga ao caso clássico, para obtermos o 
vetor de coeficientes ótimo W”, que minimiza o erro médio quadrático, derivamos (2.15) 
em relação à variável W e igualamos a derivada a zero. Com este procedimento 
determinamos as equações normais, expressas a seguir: 
R.v.vW‹›r _ P.v Í 
onde W”, é o vetor ótimo de coeficientes, O qual minimiza J . Pela definição da matriz 
Ê” é fácil observar que a mesma é uma matriz simétrica, já que R,_¡ = R/T._,. . Assumindo 
que a inversa de Ê_\__\_ existe, os coeficientes ótimos são dados por: 
_ _ ~_I~ W;›II _ RV.v.v P.\' ' 
Note que, novamente, a expressão (2.17) é do mesmo tipo que a obtida para a estrutura 
convencional. No entanto, a diferença principal encontra-se na definição das matrizes lim, 
e Piz, Onde fica em evidência O efeito do filtro em série com o filtro adaptativo. A 
expressão (2.17) foi apresentada em [22], onde a mesma foi derivada de forma 
heurística.
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~ É interessante expressar a relaçao entre a solução de Wiener, Eq. (2.17), e a resposta ao 
impulso da planta física, W”, para o caso da Fig. 2.2. Se considerarmos a definição de
~ 
Px , temos que: 
N M-1 M-1 
P, = ZS, P, z 2;, E[d(zz)X(zz-z')]. (2.1s) 
i=0 i=0 
A partir da Fig. 2.2 temos que a'(n)=XT(n)W°+z(n), substituindo d(n) em (2.18), 
temos: 













ou, definindo Rx = Zs, R_,. temos: 
i=0 
~ ~ 
Px _ R_`,W°. (2.19b) 
De (2.17) e (2.19), temos a relação que estamos buscando: 
íí,,_w,,, z íi_,.w° _ (2.2o) 
Assumindo que a inversa de existe, então 
~_¡..; 
VV”, _- RA\,_\,R_§_W°. (2.21)
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2.3.1.Princípio da ortogonalidade 
Da mesma forma que para a estrutura convencional, também pode-se obter a expressão 
do princípio de ortogonalidade para a estrutura com o filtro S. Para isto, vamos partir da 
ÀMÊ :Mi _'.'1 U1 
Eq. (2.16). Expandindo os termos, temos: 
M~l 
[X(n - z')XT in - j)]w,,, - 2 s,E[à(n)X(zz -1)] = 0. (2.22) 
i=0 







ou ainda como: 
M~l M-l 








eo = dm) - 2 s,,XT(n - j)W,,,, (2-25) 
Jp 
é o sinal de erro quando o filtro opera na condição ótima, ou seja, para W = WW. Note 
que (2.24) corresponde à ortogonalidade entre o sinal de erro e um sinal correspondente 
à filtragem de x(n) pelo filtro S. Este sinal não existe fisicamente na estrutura da 
Fig. 2.3, já que x(n) é aplicado à entrada do filtro W. O princípio da ortogonalidade 
provê a condição necessária e suficiente para que a função custo, o erro médio 
quadrático, atinja o mínimo valor. Tal condição corresponde ao erro eu ortogonal ao vetor 
M_l 
I na 
(2 s|_X(,1_¡)¶ , que e a versao filtrada do vetor de entrada. Este resultado também pode i=0
22
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ser obtido usando-se as propriedades de linearidade e invariância no tempo dos filtros W 
e S na Fig. 2.3 [22]; podendo-se inverter a ordem entre W e S. 
2.3.2. Superfície de erro - Mínimo erro médio quadrático 
A função custo J, definida pela equação (2.13) é, da mesma forma que na estrutura 
clássica, uma função quadrática do vetor de coeficientes do filtro, W. Utilizando a 
expressão (2.17) em (2.15) é possível determinar o valor mínimo para J, erro médio 
quadrático mínimo, sendo sua expressão dada por: 
~ J... = mih{E[@2<n›]}= E[z2<›z›]+ El¿12<n>]- ÊTIÍXÊ. - <2.2õ› 
Note-se que em (2.26) é adicionado um termo representando um ruído de medição, dado 
por z(n). Usando (2.17), obtém-se: 
JW.” z E[z2(n)]+ E[d2(n)]- 1">jW,,, . (2.27) 
Diminuindo (2.27) de (2.15) e usando (2.16), chega-se à seguinte expressão: 
J = Jm + (W f w,,,)Tñ_u,(w - WM). (2.2s)
~ Nas Figs. 2.4 e 2.5, sao mostradas as superfície de erro para os casos onde a entrada é 
ruído branco e ruído colorido, respectivamente. A superfície cinza corresponde à superfície 
para o caso filtrado e a quadriculada para o caso clássico. A partir dessas figuras pode-se 
observar o efeito da filtragem, correlacionando o sinal de entrada e, portanto, produzindo 
uma superfície com gradiente mais suave do que no caso não filtrado. Na medida em que 
o sinal de entrada for mais correlacionado (Fig. 2.5), a tendência é que a superfície de 
desempenho resulte mais achatada (as cun/as de nível são elipses). Este fato está 
diretamente relacionado com a velocidade de convergência mais lenta, tanto para o caso 
clássico quanto para o caso filtrado para o qual o efeito é ainda mais pronunciado. Na Fig.
~ 
2.4.b, é mostrado um detalhe da regiao correspondente ao ponto mínimo da superfície de
23
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erro. O gráfico mostra que a presença do filtro na malha de adaptação pode aumentar o 
erro mínimo da superfície de desempenho. 
E[eZ(n)] 
25 N 2 1 A ~' NÕ â _ . - ' 
.z, §QÇÓ z 1 zg _ ` ¡ ., _ 
¡ p 














u _2 Ifi V2 U 2 -4 -4 ' 
w2 
Fig. 2.4.a. Superfície de erro para o LMS ciássicoe filtrado com entrada sendo ruido 
branco. 
Elz1‹n›1 
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Fig. 2.4.c. Curvas de nível da Fig. 2.4.a para o caso filtrado.
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Fig. 2.5.a. Superfície de erro para o LMS clássico e filtrado com entrada sendo ruído 
colorido. 
E[e:(n)] 
5Q_. ........................ ......í.e›,_ ................................. _. 
w_ 
40- ~ ` 
30- . 4f-“LMS 
20-.. 5 . 
L Qí FXLMS 
10- ` = 
°¬..àà.z.âé¿.;..1 






fz z..~\ = z 3 2 _. Ú 
r ` 
. 0 
1 2 2 3 4 
Fig. 2.5.c. Cun/as de nível da Fig. 2.5.a para o caso filtrado.
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2.3.3. Forma canônica da superfície de erro 
~
_ ~ A matriz RH definida em (2.14b) pode ser expressa em funçao de seus autovalores e 
autovetores [5-6]. Tal decomposição é apresentada a seguir: 
= QÃQT, ‹2.29› 
onde Q e a matriz cujas colunas são os autovetores de e Ã = diag(7»O,---,ÃN_,) é a
~ 
matriz dos autovalores de RH. Substituindo (2.29) em (2.28) tem-se: 
J = 1...., + (W - W,.)*QÃQT(W - W,,,)z (230) 
chamando V =QT(W-WM), a expressão quadrática da superfície de erro pode ser 
rescrita na sua forma canônica como sendo: 
J'= Jmm +VT/W, (231)
~ ou em funçao dos autovalores kk , 
N-l ~ 2 J = J. +zÀ,|v,| , (2.32) mlfl 
_ 
L-=1 
onde V, corresponde à k-ésima componente do vetor V. Da mesma forma que no caso
~ ~ do LMS clássico, os componentes do vetor V estao contidos nos eixos principais da 
superfície de erro. Isto pode ser demonstrado caiculando o gradiente da função custo, 
W = 2/W = 2[x,,v,,, W, ,---,xN_,vN_, ]f. (2.z33) 
De (2.33) observa-se que se apenas um componente V, for diferente de zero, o vetor 
gradiente encontra-se sobre esse eixo. Também pode-se perceber de (2.33) a
26
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importância dos autovalores da matriz lñím; analisando o gradiente de J em relação a




ou ainda, a derivada segunda
2 
õTí=2Àk ,k=O,l,...,N~l. (2.35) 
Õv, 
A última expressão mostra que a derivada segunda de J em relação a V, é igual a duas 
vezes o autovalor correspondente nessa direção. Então, pode-se enunciar a seguinte 
propriedade: 
Os autovalores da matriz RH correspondem à derivada segunda 
da supe/T7'cie de erro J em re/ação aos eixos principais de J . 
No caso da estrutura clássica, a mesma propriedade é válida para os autovalores da 
matriz de autocorrelação da entrada [5]. Como conclusão, podemos dizer que do ponto 
de vista da superfície de desempenho, as estruturas clássica e filtrada são bastante 
semelhantes em relação a suas propriedades. Para passarmos de uma para a outra, 
devemos substituir R por lfiífl, o que corresponde a substituir o sinal X(n) por sua 
versão filtrada pelo filtro S. 
2.4. CÁLCULO Do MOMENTO DE PRIMEIRA ORDEM 
Nesta seção, é determinado um modelo para a evolução do valor esperado dos 
coeficientes do filtro adaptativo, E[W(n)]. Em análises do comportamento estatístico do 
algoritmo LMS, utiliza-se freqüentemente a teoria da independência [18]. Esta teoria 
assume a independência de vetores de entrada em diferentes instantes de tempo, como 
por exemplo X(n) e X(n-1) [5-7]. Esta hipótese, embora sabidamente incorreta, muitas 
vezes leva a uma simplificação significativa do equacionamento matemático, sem prejuízo
27
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da precisão na determinação do comportamento do algoritmo. Este é o caso do algoritmo 
LMS com aprendizagem suficientemente lenta [5-7]. No caso do algoritmo LMS filtrado I 
entretanto, a presença dos sistemas S e Ê introduz uma correlação entre vetores de 
entrada que não pode ser ignorada. Assim, a teoria da independência não pode ser usada 
na análise do comportamento do algoritmo LMS filtrado. 
A correlação entre vetores de entrada pode ser facilmente observada a partir da análise 
de dois vetores de entrada consecutivos, como é mostrado a seguir: 
x(n) x n - 
Componentes 
X01) : 
x(n _ 1) 
e X01 _ 1) : 
x(n _ 2) _¡> comuns (deslocadas) 
zm - N + 1) zm - N) -› §§§§§ë°“*“ 
Estes vetores compartilham N ~l componentes com apenas um componente diferente. 
Tomando o valor esperado em (2.9), temos: 
E[w‹n+1›]=ElW‹n>]+»(^Ê§,ElX<fz~¡›d<n>l 
1* (2.3õ) 
;éMff 2;MÍ' já \?› D1
ç
+ ;MÊ> &?› D1 - [Xm - j)XT (n - z')W(n - z')] [X(›z - j)z(n)]) 
Análises prévias [4,16,22] têm utilizado a teoria da independência (TI) [6,18] para 
determinar os valores esperados da Eq. (2.36). Isto significa que X(n-z`) e X(n- j) são 
estatisticamente independentes para i¢ j . Esta condição nem sempre é verdadeira para 
sistemas representados por filtros transversais. No entanto, a TI é de fundamental 
importância para a maioria das análises estatísticas do LMS, sendo razoavelmente exata 
para uma taxa de aprendizagem pequena [19]. No caso filtrado, a atualização do vetor de 
coeficientes depende das correlações entre sucessivos vetores de entrada. Então, a TI 
não pode ser a base para uma análise estatística do comportamento do algoritmo F)(LMS, 
exceto para casos muito particulares (por exemplo, quando a entrada é uma combinação 
linear de vetores independentes [26]). Através de exemplos vamos poder observar que o 
modelo obtido com a TI não consegue descrever corretamente o valor esperado dos 
28
¬
CAPÍTULO II: CÁLCULO DO MOMENTO DE PRnviEn‹A ORDEM 
coeficientes do filtro adaptativo, mesmo para caminhos secundários com respostas ao 
impulso contendo poucos coeficientes. 
Sem a utilização da TI a análise do FXLMS torna-se muito complexa, mesmo para o 
momento de primeira ordem [19]. Como pode-se observar, o valor esperado no terceiro 
termo da Eq. (2.36) depende das versões presentes e passadas do vetor de entrada, e 
não apenas daquele que está presente no instante de tempo considerado. Isto acarreta 
uma grande dificuldade matemática, se o que se pretende é uma análise exata. Neste 
ponto, deve-se recorrer a simplificações que resultem numa formulação matemática 
acessível e, ao mesmo tempo, mantenham a qualidade do modelo. De forma intuitiva, 
pode-se assumir como hipótese simplificadora que as correlações entre diferentes vetores 
de entrada sao mais importantes do que as correlações entre os vetores de entrada e o 
vetor de coeficientes. Tal intuição é consolidada através de extensivas simulações 
numéricas em que foram comparados os valores esperados E[X(n - j)XT (n -i)W(n - i)] 
e E[X(n-j)XT(n-i)]E[W(n-i)] para vários valores de i, j, W”, S e Ê. Na seção 
correspondente aos resultados experimentais são apresentadas simulações que ilustram
~ 
esta suposiçao. Então, pode-se assumir que: 
1I.i)E[X(z1 - px' (n - z')|W(n) W(n - 1)- --w(n - N +1)]z E[X(n - j)XT (n - 1)] , vi, j. 
Assim, 
II.ii) E[X(n - j)XT (zz - z')W(zz)] = E{E[X(n _ j)XT (n - z')lW(n), W(n ~1),---]W(n - z')} 
= E[X(H E j)XT (H - i)]ElW(" - i)] z VL] 
Note que (II.i) ou (II.ii) é menos restritiva do que a TI [18], que assume que vetores de 
entrada para instantes de tempo diferentes são independentes. Usando (II.ii) a correlação 
é preservada. Esta hipótese, porém, é menos restritiva do que a hipótese de 
independência entre os vetores de entrada e os vetores de coeficientes. Indicando à 
matriz de correlaçao do sinal de entrada por R._. _ E X(n-j)XT(n-i) , e chamando 1 J 
Pl. = E[d(n)X(n- j)] o vetor de correlação cruzada entre o sinal de entrada e o sinal 
desejado, a Eq. (2.36) pode ser rescrita como:
29
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_ _ J - 161-1 














E[W(n + 1)] _= E[W(n)] - H ZS.~§.›Rz-,-E[W(n ~ í)] + l›§‹›P0', (2-33) 
¡=o
~ A comparaçao fica mais simples se rescrevermos (2.37) na seguinte forma: 
m¡n(M,1\¡¡›-1 
E[W(n + 1)] = E[W(n)] - u Zs¡§¡R¡_,.E[W(n - i)] + |.Lš0P0 
fzo 
~ - M-1 
- ,_,E[w(n-z')]+uz§_,Pj. (239) 






Desta forma, na segunda linha da Eq. (2.39) são evidenciados os termos não 
considerados pela TI. 
2.4.1 Redução ao LMS clássico 
A partir da equação (2.37), pode-se obter a expressão do momento de primeira ordem
~ para o LMS clássico, em que S e Ê não representam operaçoes de filtragem. Para isto 
devemos fazer: 
sozâozl e s,.=§_,=0,1ézéM-1e1éjé1\?1-1. 
Com isto (2.37) fica da seguinte maneira: 
Eiww +1›1 = Eiw<n>1- »R0EiW<n›1 + HP = (I - »R0)Eiw<n>1+ HP, (140)
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~ que é a conhecida expressao do momento de primeira ordem para os coeficientes do filtro 
adaptativo utilizando o algoritmo LMS clássico [5,6], sendo R0 = E[X(n)XT(n)] e 
P = E[d(n)X(n)]. 
2.5. REGIME PERMANENTE QUANDO š ¢ S 
A partir da expressão (2.37), que é dada em função dos coeficientes do filtro estimado Ê , 
determina-se o valor dos coeficientes em regime permanente (n -l› oo ). Para n 
suficientemente grande, e assumindo que o algoritmo converge, observa-se que: 
E[W(n +1)]= E[W(n)] = E[W(n - 1)] = = E[W(n - T)] , T e Z*. 
Aplicando esta condição na Eq. (2.37), e definindo o valor médio do vetor dos coeficientes 
em infinito como sendo Ww = lim E[W(n)], temos que: 
- fl->00 
;Mš ;M_' 5° iv 2° 
- - M-1 
_ jww = §_;)§,.P,., (2.41a) 
OU 
R_\.¡W,, _ , (2.41b) 
onde 
;MÊ :Mi _?= J” 2° lim: = _ (2.42a)
G 
ZMÊ” 
3» J” í> = (2.42b) 
~ ~~ Determinando Ww em (2.41b) para Rm, nao-singular, substituindo Pš =RšW° e 
utilizando (2.21), pode-se expressar a relação entre o valor em regime permanente e o 
^ _ ~ 
valor ótimo dos coeficientes, quando S ¢ S. Tal relaçao é dada por: 
Ww : '
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A ..., ~ ~ ~~ No caso de uma identificaçao perfeita (S -S) _ e R, _ Rx. Assim, o vetor ótimo 
é pré-multiplicado pela matriz identidade e WW corresponderá à solução ótima. Caso 
contrário, W", é pré-multiplicado por uma matriz cheia, o que significa que cada 
componente de Ww será uma combinação linear dos componentes do vetor ótimo. 
2.5.1. Estimação do erro em excesso para o regime permanente
~ Para p suficientemente pequeno, é possível obter uma estimaçao do erro em excesso 
para o regime permanente a partir do momento de primeira ordem. O erro em excesso 
[6] é definido como sendo a diferença entre o erro médio quadrático, produzido pelo 
algoritmo adaptativo, e o Jmm, que acontece quando se trabalha na condição ótima 
(W = W”, ). Assim, 
JM 5 E[e2(n)|W = WM 1% - J,,,,,, , _ (2.44) 
OU, 
z W; (1`í;;R,,1'í;'ñ,,_, -IÍ11, (1"í;;1'i,ñ;'1'iA_,_ -I)w,,. (z.45) 
N .-V Da mesma forma que na seçao anterior, RX; = RH e R, = Rx se a estimação do caminho 
secundário for perfeita (Ê =S ). Neste caso, o erro em excesso é igual a zero. A validade 
desta aproximação será verificada nos exemplos apresentados ao final do capítulo. 
2.6. VEroR DE ERRO Nos coEF1c1ENTEs 
Em análises estatísticas do desempenho de algoritmos adaptativos, o comportamento do 
vetor de coeficientes do filtro adaptativo é freqüentemente estudado através de sua 
posição em relação ao vetor ótimo no espaço de soluções. No caso do algoritmo LMS, por 
exemplo, estuda-se o comportamento do vetor erro nos coeficientes em relação à solução 
de Wiener para cada iteração [5,6]. Esta análise é bastante conveniente porque, no caso 
do algoritmo LMS clássico, a solução de Wiener corresponde à solução ótima e coincide 
K 
1 1 A ~ com o va or medio do vetor dos coeficientes apos a convergencia. Assim, as expressoes
32
CAPÍTULO II: CÁLCULO Do MOMENTO DE PRIMEIRA ORDEM Q _ 31 LI , - 
matemáticas que determinam a evolução do vetor erro nos coeficientes tornam-se mais
~ 
simples do que as expressoes que expressam a evolução do vetor de pesos diretamente. 
No caso do algoritmo LMS Filtrado, a presença dos filtros S e Ê modifica 
substancialmente o comportamento do algoritmo. Conforme mostrado anteriormente, a 
solução de Wiener não pode ser atingida usando-se um filtro adaptativo com resposta ao 
impulso de duração finita. Assim, o filtro ótimoW,,, não coincide com a solução de
~ Wiener. Além disso, a expressao (2.43) mostra que o valor médio do vetor dos 
coeficientes só atinge WO, após a convergência quando Ê=S, uma situação 
praticamente impossível em implementações reais. Assim, a melhor forma de simplificar 
as expressões que determinam o comportamento do algoritmo é estudar a evolução do 
vetor dos coeficientes em relação ao seu valor em regime permanente Wa., . 
Definindo 
Voz) = w(zz) - wa, (2.4ô) 
e subtraindo Ww em ambos lados de (2.9), temos: 
M-1 
Voz +1) = Vw) + t{zâ,X(›z ~ j)d(n) 
j 0 
À (2.47) 
_ .š4.X(n - j)XT (n - i)(V(n - i) + Ww)+ Z§jX(n - j)Z(n)). 
_ _ /z 
;MÊ LMÊ* yz 
Tomando valor esperado em (2.47), e utilizando as suposições (II.i) e (II.ii) para a 
variável V(n) , obtém-se a seguinte expressão: 
E[v(n +1)]= E[v(n)]+ aí E[X(n 
- j)z1(n)] QMÊ 
;MÊ ;MÊ> h 3» D1 _ __ 
_ 
[x(n- j)xT (n-z')v(n -z')] (248) 
;,MÊ 
;MÊ' (4 ;M› U1 fil _›' _' _ _ X(n-j)XT(n-z')]wx_} 
zz iblioieca Universitaria
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O termo contendo o valor esperado de X(n- j) e z(n) não aparece em (2.48), porque, 
por hipótese, z(n) é de média zero e não correlacionado com nenhum outro sinal. 






io '- '- 
;MÊ ;MÊ› yz `f/1 FU ;MÊ :;MÊ> 31 J” 75 
(D ;;MÊ ZMÊ 31 %ø> FU 
- - M4 
A partir da igualdad ,_¡Ww = 2š¡lÍ,., Eq. (2.41), a expressão (2.49) pode 
= z ,¡=o 





ZMÊ' y \flJ> 'JU E[V(n +1)]_à E2[V(n)]~ . _ ,._jE[v(n - z')]. (2.5o) 
A Eq.(2.50) descreve o comportamento do valor médio do vetor erro nos coeficientes. 
Note que (2.50) é uma equação de diferenças vetorial de ordem M , não tendo' uma 
solução analítica simples, já que em geral as N equações são acopladas. Uma outra 
característica que diferencia o caso filtrado do caso clássico é que (2.50) não pode ser 
diagonalizada. Isto acontece porque, o termo com duplo somatório contém termos 
(matrizes) não diagonalizáveis, mesmo que a entrada seja ruído branco. Em [22] foi 
considerada tal diagonalização a partir da suposição de aprendizado muito lento. Em 
outras palavras, a aproximação utilizada em [22] foi E[V(n-i)]z E[V(n)], reduzindo 
assim (2.50) a uma equação de diferenças de primeira ordem. Nesta análise não fazemos 
esta aproximaçao. Finalmente, neste trabalho também não fazemos nenhuma 
consideração em relação à natureza dos sinais, ruído branco ou colorido, que geram a 
matriz R,._¡. Portanto, a Eq. (2.50) é válida para qualquer tipo de sinal de entrada, tal 
como será comprovado através de resultados experimentais. 
2.7 EFErro Dos ERRos DE Es11MAçÃo Do cAM1NHo sEcuNDÁR1o 
Na maioria das aplicações práticas é impossível obter uma estimativa perfeita do caminho 
secundário S. Então, como parâmetro de projeto, é importante obter uma avaliação dos
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efeitos dos erros cometidos na estimação da resposta S. O efeito de tais erros foi 
previamente estudado para sinais de referência periódicos [4, 27, 22, 28]. Estes erros 
também foram investigados em [16] para o algoritmo DLMS (De/ayed-LMS) com ruído 
branco de entrada. Em [16] foi utilizado um modelo analítico baseado na teoria da 
independência. Esta seção apresenta o estudo dos efeitos dos erros de estimação de S 
no comportamento do valor médio dos coeficientes para o algoritmo F)(LMS utilizando 
ruído branco como sinal de entrada. 
Considere o problema de filtragem linear da Fig. 2.3, onde W e S são assumidos 
lineares e invariantes no tempo. Neste caso podemos inverter a ordem das respostas W 
e S sem alterar O comportamento do sistema. Na nova configuração fica claro que o
~ 
vetor Wo, corresponde à soluçao de Wiener do problema de filtragem linear com entrada 
dada por: 
T M~l 
Xfín) =íxf(n) x¡›(n-1) xf(n-N+1)] = gs, X(n-i) (2.51) 
Pelo princípio da ortogonalidade, o sinal de erro é ortogonal à entrada x_,.(n), Eq. (2.51), 
para W=WU,. Considerando a Fig. 2.2, assumindo por simplicidade que M = M, 
usando a Eq. (2.7) e definindo o vetor de erro nos coeficientes como sendo 
V(n) = W(n) - W”, , o sinal de erro é escrito como sendo:
u 
M-1 __ 




e,,(n) = d(n)+ Z(n)- Ês,XT (n - i)Wm (2.53) 
i=0 
é O erro na solução ótima. Modelando os erros de estimação através do modelo 
A . T _ _ 
s, = s, +õ,, z= 0, ,M -1, com A = [50 5, ôM_¡] , sendo estatisticamente 
independente de qualquer entrada, substituindo (252) em (2.8) e expandindo os termos
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como funções de V(n) e X¡,(n), o valor esperado condicionado em A é dado pela 
seguinte expressãolz 







01 lL°° FU 




_ _ (254) 
+ HE[e‹z(”)Xõ ("ÁA]_ 1-1 E[V(” "ÍXAL 
M-l 
onde Xõ(n)= 28,. X(n-i). O regime permanente do valor esperado do vetor erro é 
1 O 
dado por: 
E[v(w1A]z (ig + (ig -âç(õfi;gi(Y)z (ig + (ig _ ), (255) 
onde, 
M-l M-IM-l 
ig z äõ,.E[d(zz)X(zz-z')|A] e ñsõ = §¿i,õ¡R,_j. 
1: = j= 
As Eqs. (2.54) e (2.55) mostram a maneira em que os erros de estimação do caminho 
secundário afetam os regimes transitórios e permanente do algoritmo _F)(LMS. Note que
~ para estimaçao on //'ne O valor esperado não é afetado se os Àôi 's possuem média zero 
[16] (o valor esperado de (2.54) neste caso reduz-se a (2.50)). Por outro lado, os erros 
alteram a velocidade de convergência e originam um desvio do regime permanente para 
uma estimação off-//ne (mesmos õ, 's para todas as realizações - não aleatório). Também, 
a Eq. (2.54) reduz-se à forma (2.50) para A = 0 e Ê = S.
~ 
2.8. RESULTADOS DE s1Muu\çoEs 
Nesta seção são apresentados resultados de simulações que avaliam a qualidade do novo 
modelo analítico proposto. Primeiramente são mostradas simulações que ilustram a 
1 O Apêndice A apresenta os detalhes da obtenção da Eq. (2.54).
36
CAPÍTULO HZ CÁLCULO DO MOMENTO DE PRIMEIRA ORDEM 
suposição (II)-(seção 2.4); e que permite separar o cálculo dos valores esperados a fim 
de viabilizar o tratamento matemático. Em seguida, são mostrados diferentes exemplos 
onde são apresentadas as curvas correspondentes à evolução temporal .do valor médio 
dos coeficientes do filtro adaptativo obtidas a partir da simulação e do modelo. Também, 
é realizada uma comparação entre o novo modelo e o modelo clássico, que utiliza a teoria 
da independência, a fim de mostrar o efeito de não considerar a correlação entre os 
vetores de entrada. Finalmente, é mostrada a evolução do erro médio quadrático a fim de 
verificar a aproximação (2.44) para determinar o erro em excesso. 
2.8.1 Avaliação da suposição (II) 
Para ilustrar a suposição (II) vamos utilizar uma planta representada pela seguinte 
resposta ao impulso: W” =[1,5;1,0;-0,7]. O caminho secundário é modelado pela 
resposta ao impulso S = [0,2;0,8] e assumimos a condição de estimação perfeita Ê =S. 
O máximo valor para a taxa de aprendizagem, determinado de forma experimental, é 
um =0,5. Como sinal de entrada é utilizado um ruído branco gaussiano de variância 
of, =1. A fim de testar a suposição realizada são utilizados os seguintes conjuntos de 
valores para a taxa de aprendizagem e o ruído de medição (branco e gaussiano): u = 0,1 
e oÍ=0,0001 (SNR 40dB); p=0,1 e of :0,01 (SNR 20dB); |.i=0,25 e oÍ=0,0001 
(SNR 40dB); p = 0,25 e of = 0,01 (SNR 20dB). 
As Figs. 2.6a e 2.6b mostram a evolução temporal do valor médio dos coeficientes do 
filtro adaptativo para os dois valores de p (0,1 e 0,25) e com SNR de 40 dB. Nessas 
figuras pode-se obsen/ar o excelente casamento entre a simulação e o modelo proposto, 
para os dois diferentes valores da taxa de aprendizagem. O modelo que utiliza a teoria da 
independência, claramente, nao reflete o comportamento real do valor médio dos 
coeficientes.
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E[W(n)] 
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Fig. 2.6a . Comportamento do valor médio dos coeficientes do filtro adaptativo para p = 0,1 e SNR 
40dB. E[W(n)] obtida usando (2.37) (linha preta), simulação (linha azul) obtida pela média de 
100 realizações e modelo baseado na teoria da independência Eq. (2.38) (linha verde). 
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Fig. 2.6b. Comportamento do valor médio dos coeficientes do filüo adaptativo para u = 0,25 e 
SNR 40dB. E[W(n)] obtida usando (2.37) (linha preta), simulação (linha azul) obtida pela média 
de 100 realizações e modelo baseado na teoria da independência Eq. (2.38) (linha verde). 
As Figs. 2.7a, 2.7b e 2.7c ilustram a suposição (II.ii)-(seção 2.4) para diferentes valores 
de i e j e u = 0,1. Essas curvas são obtidas através de simulações fazendo-se a média de
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100 realizações. Nessas figuras são mostradas duas curvas. Uma delas corresponde ao 
cálculo do valor esperado dado por E[X(n-i)XT(n- j)W(n- j)] e a outra realizando o 
cálculo dos valores esperados obtido de forma separada, ou seja 
E[X(n-i)XT(n- j)]E[W(n- j)]. A partir dos resultados obtidos, isto é, O bom 
casamento entre as curvas, podemos assumir que a suposição realizada é aceitável, 
permitindo o desenvolvimento matemático do modelo proposto. 
4 1 i 1 i l i i l 
3- š. _ 
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é. 
-~= 2~¬ I A 
1 - 

















.2 l ' l I l l l Y 
.
¡ 
0 100 200 300 400 500 600 700 800 900 1000 
Fig. 2.7a. Teste da suposição (II.ii) para u = 0,1 e SNR 40dB. E[X(n)X(n)W(n)] (linha cheia). 
R0E[W(n)] (linha pontilhada). 
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Fig. 2.7b. Teste da suposição (II.ii) para u = 0,1 e SNR 40dB. E[X(n)X(n -1)W(n -1)] (linha 
cheia). R,E[W(n -1)] (linha pontilhada).
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Fig. 2.7c. Teste da suposição (II.ii) para p = 0,1 e SNR 40dB. E[X(n)XT (n - 2)W(n - 2)] 
(linha cheia). R2E[W(n - 2)] (linha pontilhada). 
As Figs. 2.8a, 2.8b 3 2.8c ilustram a suposição (II.ii)-(seção 2.4) para diferentes valores 
~ 1 de i e j e p _ 0,25. Essas curvas sao obtidas atraves de simulações fazendo se a média 
de 100 realizações. Note que para o valor de u utilizado, que representa o 50% do valor 
limite, as duas curvas apresentam diferenças significativas. Isto significa que a suposição 
começa a perder validade à medida que a taxa de aprendizagem assume valores que 
estão perto da instabilidade. No entanto, o desvio das suposições não parece afetar o 
momento de primeira ordem dos coeficientes do filtro adaptativo. Por outro lado, como 
comprovaremos mais adiante, o modelo para o momento de segunda ordem evidencia 
este afastamento entre as curvas, resultando em que o modelo teórico proposto já não 
acompanha a simulação. 
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Fig. 2.8a. Teste da suposição (II.ii) para u = 0,25 e SNR 40dB. E[X(n)XT (n)W(n)] (linha 
cheia). R0E[W(n)] (linha pontilhada).
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Fig. 2.8b. Teste da suposição (II.ii) para u = 0,25 e SNR 40dB. E[X(n)XT (n -l)W(n -1)] 
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Fig. 2.8c. Teste da suposição (II.ii) para u = 0,25 e SNR 40dB. E[X(n)XT(n - 2)W(n - 2)] 
(linha cheia). R2E[W(n - 2)] (linha pontilhada). 
A Fig. 2.9 mostra a evolução temporal do valor médio dos coeficientes do filtro adaptativo 
para p = 0,1 e com SNR de 20 dB. Nessa figura pode-se observar que o aumento da SNR
~ nao modificou o casamento apresentado entre a simulação e o modelo proposto, para a 
taxa de aprendizagem utilizada. O modelo que utiliza a teoria da independência, 
claramente, não reflete o comportamento real do valor médio dos coeficientes.
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Fig. 2.9. Comportamento do valor médio dos coeficientes do filtro adaptativo para p = 0,l e SNR 
20dB. E[W(n)] obtida usando (2.37) (linha preta), simulação (linha azul) obtida pela média de 
100 realizações e modelo baseado na teoria da independência Eq. (2.38) (linha verde). 
As Figs. 2.10a, 2.10b e 2.10c ilustram a suposição (II.ii) para diferentes valores de 1 e J' e 
pz 0,1. A SNR utilizada é de 20 dB. Essas curvas são obtidas através de simulações 
fazendo-se a média de 100 realizações. Nessas figuras são mostradas duas cun/as. Uma 
delas corresponde ao cálculo do valor esperado dado por E[X(n-i)X"' (n- j)W(n- j)] 
e a outra realizando o cálculo dos valores esperados realizado em forma separada, ou 
seja E[X(n-i)X"'(n- j)]E[W(n- j)]. Novamente, dos resultados obtidos para uma 
SNR diferente, vemos que o bom casamento entre as curvas continua sendo aceitável, 
validando assim a suposição realizada. 
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Fig. 2.10a. Teste da suposição (II.ii) para ti = 0,1 e SNR 20dB. E[X(n)XT (n)W(n)] (linha 
cheia). R0E[W(n)] (linha pontilhada).
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Fig. 2.10b. Teste da suposição (II.ii) para u = 0,1 e SNR 20dB. E:X(n)XT (n - I)W(n -1)] 
(linha cheia). R,E[W(n -1)] (linha pontilhada). 
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Fig. 2.10c. Teste da suposição (II.ii) para u = 0,1 e SNR 20dB. E[X(n)XT (n - 2)W(n - 2)] 
(linha cheia). R2E[W(n - 2)] (linha pontilhada). 
A Fig. 2.11 mostra a evolução temporal do valor médio dos coeficientes do filtro 
adaptativo para u=0,25, com SNR de 20 dB. Dessa figura pode-se observar que o 
aumento da SNR não modificou o casamento apresentado entre a simulação e o modelo 
proposto, para os valores de taxa de aprendizagem utilizados. O modelo que utiliza a 
teoria da independência, claramente, não reflete o comportamento real do valor médio 
dos coeficientes.
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Fig. 2.11. Comportamento do valor médio dos coeficientes do filtro adaptativo para p = 0,25 e 
SNR 20dB. E[W(n)] obtida usando (2.37) (linha preta), simulação (linha azul) obtida pela 
média de 50 realizações e modelo baseado na teoria da independência Eq. (2.38) (linha verde). 
As Figs. 2.12a, 2.12b e2.12c ilustram a suposição (II.ii) para diferentes valores de z' e j e 
p=0,25 e SNR 20dB. Essas curvas são obtidas através de simulações fazendo-se a 
média de 100 realizações. Novamente, para o valor de p uülizado, que representa 50% 
do valor limite, as duas curvas apresentam diferenças significativas. Isto significa que a 
suposição começa a perder validade na medida em que a taxa de aprendizagem assume 
valores que estão perto da instabilidade e não devido ao valor da SNR. 
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Fig. 2.12a, Teste da suposição (H.ii) para u = 0,25 e SNR 20dB. E[X(n)XT (n)W(n)] (linha 
cheia). R,,E[W(n)] (linha pontilhada).
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Fig. 2.12b. Teste da suposição (II.ii) para u = 0,25 e SNR 20dB. E[X(n)XT(n - l)W(n -1)] 
(linha cheia). R,E[W(n -1)] (linha pontilhada). 
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Fig. 2.12c. Teste da suposição (II.ii) para p = 0.25 e SNR 20dB. E[X(n)XT (n - 2)W(n - 2)] 
(linha cheia). R2E[W(n - 2)] (linha pontilhada). 
2.8.2 Avaliação do modelo: Caso 1 
Para avaliar o modelo correspondente ao momento de primeira ordem dos coeficíentes do 
filtro adaptativo, como planta utilizaremos a função "coseno levantado" com 11 amostras, 
sendo sua resposta ao impulso dada por: 
W" = [ 1,0; 0,841 5; 0,4546; 0,0470; - 0,1892; - 0,1918; - 0,0466; 0,0939; 0,1237; 0,0458; - 0,0544] .
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O caminho secundário é modelado pela resposta ao impulso S = [l,5; 1,0;-0,7], a taxa de 
aprendizagem é p =0,002 ((umaX),MS =0,0606) e assumimos a condição de estimação 
perfeita Ê =S. O sinal de entrada é um ruído branco gaussiano de variância of =l. O 
ruído de medição é um ruído branco gaussiano de variância ci = 0,0001. Na Fig. 2.13a é
~ mostrada a relaçao entre as bandas passantes correspondentes à planta e ao caminho 
secundário. Considerando a banda passante o valor de freqüências correspondente a 3 dB
N de atenuaçao, constata se que o caminho secundário tem uma banda passante maior do 
que a da planta. 
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Fig. 2.13a. Relaçao entre as bandas passantes da planta (linha preta) e o caminho secundário 
(linha azul). 
Nas Figs. 2.13b e 2.13c, é mostrado o comportamento dos coeficientes do filtro 
adaptativo obtido por simulação, o qual é comparado com o modelo proposto (Eqs. (2.37) 
e (2.50)). A diferença entre as figuras reside no número de realizações utilizadas na 
simulação. Como pode-se observar, à medida em que se aumenta o número de 
realizações, tanto mais a simulação se aproxima do modelo, tal como se devia esperar.
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Fig. 2.13b. Uma realização dos coeficientes do filtro adaptativo, simulação (linha azul) e modelo 
proposto (linha preta) Eqs. (2.37) e (2.50). 
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Fig. 2.13c. Valor esperado (10 realizações) dos coeficientes do filtro adaptativo, primeiras 1000 
iterações. Simulação (linha azul) e modelo proposto (linha preta) Eqs. (2.37) e (250). 
A Fig. 2.13d mostra a comparação entre o modelo proposto Eq. (237) e o modelo que 
utiliza a teoria da independência Eq. (238). Como fie-se observar, este último não 
consegue predizer de forma adequada o comportamento dos coeficientes devido ao efeito 
dos termos não considerados indicados pela Eq. (239). A predição para o valor em 
regime permanente da Eq. (2.43) é 
Wa, = 105034; o,2i.65;0,3377;- 0,07a4;0,0638;- 0,1677;0,0752;- 0,0337;0,1117;- 0,0323;0.,0i 54)
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Fig. 2.13d. Comparação entre o modelo proposto Eq. (2.37) (linha preta) e o modelo baseado na 
teoria da independência Eq. (2.38) (linha verde). 
A Fig. 2.13e mostra a evolução do erro médio quadrático obtido pela média de 50 
realizações; nessa figura é possível verificar a validade da aproximação apresentada pela 
Eq. (2.44). 
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Fig. 2.13e. Estimação do erro em excesso, medido 0.0479; estimado pela Eq. (2.44) 0.0481.
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2.8.3 Avaliação do modelo: Caso 2 
Neste exemplo é estudado o caso de estimação imperfeita. A planta é representada pela 
resposta ao impulso W"=[1,5; 1,0;-0,71, o caminho secundário é modelado pela 
resposta ao impulso S=[1,0;-0,5] e sua estimação por Ê=[1,0;O.5], a taxa de 
aprendizagem é p=0,003 ((um),MS =0,222). O sinal de entrada é um ruído branco 
gaussiano de variância of =l. O ruído de medição é um ruído branco gaussiano de 
variância oi =0,000l. Na Fig. 2.14a são mostradas as bandas passantes da planta, do
~ caminho secundário e da estimaçao do caminho secundário. Note que S é um sistema 
passa-altas e Ê é um sistema passa-baixas. 
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Fig. 2.14a. Relaçao entre as bandas passantes da planta (linha preta), caminho secundário (linha 
verde) e estimação (linha azul). 
Na Fig. 2.14b são mostrados a evolução do valor médio dos coeficientes resultantes da 
simulação, obtida através da média de 10 realizações, e os coeficientes determinados pelo 
modelo proposto nas Eqs. (2.37) e (2.50). A Fig. 2.14c apresenta uma comparação do 
modelo da Eq. (2.38) e (2.50) com o modelo gerado usando a teoria da independência. 
Pode-se novamente observar a qualidade do novo modelo para predizer o comportamento 
dos valor esperado dos coeficientes quando comparado com o modelo obtido pela TI. A 
Fig. 2.14c não inclui as cun/as da simulação para uma melhor clareza. A Fig. 2.14b já
~ mostrou a semelhança entre a simulaçao e os resultados usando o novo modelo. O valor 
em regime permanente dado pela Eq. (2.43) é Ww =[1,5l37;l,7294;0,2l96], que pode 
ser verificado na Fig. 2.14b.
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Fig. 2.14b. Valor esperado (10 realizações) dos coeficientes do filtro adaptativo. Simulaçao (linha 
Fig. 2.14c. Comparação entre o modelo proposto Eq. (2.37) (linha preta) e o modelo baseado na 
A Fig. 2.14d mostra a evolução do erro médio quadrático obtido pela media de 50 










I I I I I 
500 1000 1500 2000 2500 3000 
iterações 








l I I I I 
%&__ _ Í
R 
1 i i i i i Í 
O 500 WW 1500 Zum 2500 30% 
iterações 
teoria da independência Eq. (2.38) (linha verde).
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Fig. 2.14d. Estimação do erro em excesso; medido 0.6582; estimado pela Eq. (2.44) 0.6581. 
2.8.4 Avaliação do modelo: Caso 3 
Neste exemplo é considerada uma entrada correlacionada. O sinal correlacionado é obtido 
a partir de um modelo AR (autorregressivo) de segunda ordem, dado pela seguinte 
expressão: 
x(n) = a,x(n - 1) + a2x(n - 2) + u(n) 
onde u(n) é um ruído branco gaussiano com variância unitária. Os coeficientes do 
processo usado são a, = -0,1950 e az = 0,95, a dispersão dos autovalores da matriz de 
correlação de x(n) é X = 1,22. A planta e o caminho secundário são representados pelas 
respostas ao impulso dadas por W” =[1,5; 1,0; -O,7]T, Ê = S = [1,0;-O,5]T, 
respectivamente; e u=0,003 ((unm),MS =O,222). Na Fig. 2.15a é mostrada a relação 
entre as bandas passantes da planta e do caminho secundário.
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Fig. 2.15a. Relação entre as bandas passantes da planta (linha preta) e do caminho secundário 
(linha azul). 
Dado que não foi feita hipótese alguma em relação às propriedades estatísticas do sinal 
de referência além da estacionaridade, o modelo proposto é válido para sinais brancos ou 
correlacionados. Tal fato pode ser observado pela Fig. 2.15b. Para o caso correlacionado, 
a TI também não proporciona uma descrição correta da evolução dos coeficientes, como 
4» fica claro da comparaçao realizada na Fig. 2.15c. 
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Fig. 2.15b. Valor esperado (10 realizações) dos coeficientes do filtro adaptaüvo para entrada 
correlacionada. Simulação (linha azul) e modelo proposto (linha preta) Eq. (2.37). 
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Fig. 2.15c. Comparação entre o modelo proposto Eq. (2.37) (linha cheia), e o modelo baseado na 
teoria da independência Eq. (2.38) (linha pontilhada). 
O valor de regime permanente dado pela Eq. (2.43) é Wu, = [l,6198;-0,0726;-0,4925]_ 
Esse resultado pode ser verificado na Fig. 2.15d que mostra a evolução dos coeficientes 
até atingir o regime permanente. 
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Fig. 2.15d. Evolução temporal do valor esperado (10 realizações) dos coeficientes do filtro 
adaptativo até atingir o regime permanente.
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A Fig. 2.15e mostra a evolução do erro médio quadrático obtido pela média de 50 
realizações; nessa figura é possível verificar a validade da aproximação obtida em (2.44). 
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Fig. 2.15e. Estimação do erro em excesso; medido 0.0075; estimado pela Eq. (2.44) 0.0075. 
2.9. CoNc|_usÕEs 
Este capítulo apresentou a análise do comportamento médio do vetor de coeficientes para 
o algoritmo LMS filtrado. O novo modelo não utiliza a teoria da independência, levando 
em consideração a correlação entre diferentes vetores do sinal de referência. Nenhuma
~ hipótese é feita com relaçao à velocidade de adaptação ou ao grau de correlação das 
amostras do sinal de entrada. 
O comportamento do valor esperado do vetor de coeficientes é determinado por uma 
equação de diferenças recursiva como função da estatística dos sinais de entrada. A partir 
dos resultados de simulações, pode-se observar que o modelo proposto prediz o 
comportamento médio dos coeficientes do filtro adaptativo, quando o algoritmo LMS é 
utilizado para atualizar os coeficientes. Também constatou-se que o modelo é válido para 
sinais brancos ou coloridos. Em relação às análises disponíveis na literatura, mostrou-se 
que para obter um modelo representativo para o comportamento do valor esperado dos
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coeficientes do filtro adaptativo, a teoria da independência não pode ser aplicada, e as 
correlações existentes entre os vetores de entrada devem ser levadas em consideração. 
Desta forma, o modelo proposto, que considera as correlações existentes entre do vetor 
de entrada, consegue predizer perfeitamente o comportamento do valor médio dos 
coeficientes. Também é obtida uma expressão para estimar o erro médio quadrático em 
excesso assumindo uma taxa de aprendizagem pequena. Com esta ferramenta podemos 
predizer o erro em excesso que o algoritmo pode atingir para uma determinada aplicação. 
Para desenvolver o modelo proposto é realizada a suposição (II)-(seção 2.4), com o 
objetivo de facilitar o tratamento matemático para obter o modelo do momento de 
primeira ordem. Esta suposição é verificada experimentalmente, sendo apresentados 
diferentes resultados de simulações que confirmam tal suposição. É verificado que para 
valores da taxa de aprendizagem perto do valor limite a suposição começa a perder 
validade. No entanto, raramente numa aplicação prática, o algoritmo LMS filtrado é 
utilizado com valores tão altos para a taxa de aprendizagem. Mas, como pode ser 
observado nas figuras correspondentes, a predição do comportamento do valor médio dos 
coeficientes continua sendo de boa qualidade; 
No capítulo seguinte é analisado 0 momento de segunda ordem (matriz de covariância). 
Primeiramente, será analisado o caso em que os filtros correspondentes ao caminho 
secundário e sua estimação possuem apenas um coeficiente, ou seja, representam um 
determinado número de atrasos em amostras; que é o caso do algoritmo DLMS (De/ayed- 
LMS). Através desta análise, que apresenta uma matemática mais simples, são 
estabelecidos os conceitos necessários para se desenvolver o modelo de cálculo do 
momento de segunda ordem do caso geral em que os sistemas do caminho secundário e 
~ ~ sua estimaçao realizam operaçoes de filtragem.
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Neste capítulo é apresentada uma análise correspondente ao momento de segunda 
ordem (matriz de correlação) dos coeficientes do flltro adaptativo usando o algoritmo LMS 
filtrado. Novamente, aqui não é empregada a teoria da independência para a obtenção da 
expressão recursiva da matriz de correlação. As expressões obtidas são válidas para sinais 
de entrada gaussianos, podendo ser brancos ou coloridos. Como resultado da análise é 
obtida uma equação recursiva para o comportamento da matriz de correlação do vetor de 
erro dos coeficientes do flltro adaptativo. Esta equação permite a determinação de uma 
expressão analítica para o comportamento do erro médio quadrático. 
Com o objetivo de facilitar a exposição do desenvolvimento matemático necessário para a 
obtenção do novo modelo, vamos abordar primeiramente o caso .em que as respostas ao 
impulso do caminho secundário e sua estimação possuem apenas um coeficiente. Este 
caso particular corresponde ao algoritmo conhecido na literatura como De/aye0LLMS, 
abreviado aqui pela sigla DLMS. Como as expressões matemáticas são consideravelmente 
mais simples para esse caso, pode-se realizar um estudo mais completo do que no caso 
geral. Uma vez obtidas as expressões finais desejadas, as mesmas são estendidas para o 
caso geral, que é nosso principal objetivo. Na literatura concernente ao algoritmo DLMS 
existe a afirmação, não demostrada, de que o algoritmo não converge se a estimação do 
atraso não for perfeita. Neste capítulo poderemos constatar, de forma teórica, quando a 
entrada for um ruído branco, porque o algoritmo não converge [26] com Ô¢D. No 
entanto, se a entrada for correlacionada ou ruído colorido, o algoritmo apresenta 
convergência para um adequado valor da taxa de convergência. Tais afirmações poderão 
ser verificadas na Seção 3.1.8. É importante ressaltar que estes fatos são possíveis de 
serem colocados em evidência porque não estamos utilizando a teoria da independência.
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3.1. ALGORITMO DLMS 
Nesta seção apresentamos a análise do algoritmo DLMS. O diagrama em blocos do 
sistema adaptativo é apresentado na Fig. 3.1. Note que este sistema corresponde ao 
algoritmo LMS filtrado no caso em que o caminho secundário é representado por apenas 
um coeficiente. W° é o vetor de amostras da resposta ao impulso do sistema 
desconhecido. W(n) é o vetor de coeficientes do filtro adaptativo. D e Ê representam 
os atrasos, em amostras, que sofre o sinal que entra em cada um desses blocos. 
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Fig. 3.1. Diagrama em blocos do algoritmo DLMS. 
3.1.1. Sinal de erro: 
A partir da Fig. 3.1, o sinal de erro é dado por: 
601) = d(f1) _ yz(fl) + 201) _= d(f1) _ y(n - D) + Z(f?) 
(3 1) zdm)-XT(n~D)w(n~D)+ zm).
`
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Note que agora a saída do caminho secundário corresponde à saída do filtro adaptativo 
atrasada em D amostras. Esta expressão pode ser derivada de (2.7) fazendo z' = D, 
sD=l e s,.=0 para i¢D. 




~ A equaçao de atua izaçao dos coeficientes do filtro adaptativo para o caso analisado é 
obtida a partir de (2.8), sendo dada por: 
W(n +1) = W(n) + uz(n)X(n - Ó). (3.2) 
Substituindo (3.1) em (3.2), temos: 
W(n +1) = W(n) + p(d(n)X(n - 15)- X(n ~ 15)XT (fz _ D)W(n - D)
( _ 3.3) 
+ z(n)X(n - D)). 
Utilizando as mesmas considerações (II.i e II.ii, p. 28) aplicadas para obter (2.37), o valor 
esperado de (3.3) é dado por: 
E[W(n +1)] = E[w(n)] + u(E[d<n)X(zz - 15)] - E[X<›z - ô)xT (n - D)]E[w(n - D)]
( 3.4) 
+ Eiz‹n›X<›z - Dn), 
ou, definindo RD_Ê = E[X(n - Ô)XT (n - D)] e PÉ = E[d(n)X(n - Ô)], podemos 
rescrever (3.4) como: _ 
E[w(n +1)1= E[w(zz)] + u(PÊ _ RD_ÔE[W(n - D)]) (3.5)
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3.1.3. Vetor de coeficientes ótimo 
O vetor de coeficientes ótimo pode ser obtido de (2.16). Para este caso, onde apenas um 
coeficiente do filtro S é diferente de zero, Rm se transforma em R0 e Px, em PD. 
~ 1 r ~ Entao o vetor otimo e dado pela expressao: 
RoW‹›z : PD (3-6) 
Com PD = E[d(n)X(n- D)]. 
3.1.4. Erro médio quadrático E[e2(n)] 
Elevando e(n) em (3.1) ao quadrado, temos: 
ézm) = d2 (zz) _ 2d(n)XT (n - D)w(n - D) 
- +WT<zz-D)X(zz_D)XT(zz-D)W<zz-D›+z2(n). 
Para determinarmos o valor esperado de e2(n), fazemos as seguintes considerações 
simplificadoras: 
III.Í) E[d(n)X(n - i)W(n - i)] E E[d(n)X(n - i)]E[W(n - i)] 
HI-ÍÍ) ElXT(fl-í)W(fl-í)XT('1-j)W(fl-j)]ëíf {ElX(fl-i)XT("-Í)]ElW('1-j)WT(fl“í)]} 
~ ~ ~ Note que (III.i) e (III.ii) sao uma extensao da aproximaçao (II) empregada na Seção 2.4 
para o cálculo do momento de primeira ordem. Basicamente, através dessas suposições, 
estamos atribuindo maior importância para a correlação entre vetores do sinal de entrada
N do que para a correlaçao existente entre o sinal de entrada e o vetor de coeficientes. 
Usando estas aproximações temos: 
E[@2(H)] = Eld 201)] - 2E[d(fl)XT(fl - D)]E[W(f1 - D)] 
(3 7) 
+ E[Wf(n - D)X(n - D)XT (n _ D)w<z»z - D)1+ E[z2(n)], 
ou,
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onde R0 = E[X(n - D)XT(n - D)] , de acordo com a definição 
R,-_, = E[X(" _ Í)XT (11 _ í)]- 
3.1.5. Valor em regime permanente do vetor de coeficientes
~ Dado que a expressão (3.6) nao leva em consideração a possibilidade de um erro na 
estimação do atraso D, é importante obter uma expressão para o valor em regime 
permanente que considere essa situação. Calculando lim E[W(n)]= Ww na Eq. (3.5), e 
resolvendo a equação para Ww, podemos obter uma expressão para o regime 
permanente dos coeficientes do filtro, que é expressa a seguir: 
RD_¿Ww = Pó (3.9) 
Esta relação vai possibilitar a obtenção de expressões mais simples, tanto para o 
momento de primeira ordem (tal como é o caso da expressão (2.50)) quanto para o 
momento de segunda ordem. 
Da relação entre W”, e WW, podemos fazer os seguintes comentários. O vetor Wu, 
corresponde ao mínimo da superfície de erro (EMQ) e sobre ele não recai nenhum efeito 
do algoritmo ou da estimação de D dada por Ô. No caso de Ww =1im E[W(n)] oI 
fl-)°0 
mesmo acarreta dois efeitos; o efeito da estimação incorreta Ê, e alguma polarização 
que pode ocorrer devido ao algoritmo. Analisando (3.9) quando Ê=D obtemos a 
expressão' (3.6). Isto significa que lim E[W(n)] é uma estimativa não polarizada de W", 
quando Ê = D.
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3.1.6. Vetor erro nos coeficientes em relação a Wu, 
Definindo o vetor erro nos coeficientes como sendo V(n) = W(n) - Wm e utilizando a Eq. 
(3.3), temos: 
V(n) =v(n-1)+u(z1(n-1)X<n-D-1)-X(zz-ô-1)XT(›«z-D-1)V(n-D-1) 
A A (3.1o) ~X(›z-D-1)XT(n-D-oww +z(n~1)X(n-D-1)) , 
a expressão (3.6) pode ser considerada como um caso particular de (3.9) quando 
D = D , da mesma forma que em (3.4), o valor esperado de (3.10), é dado por: 
E[V(n +1)]= E[V(n)] - ;,iRD_ÔE[V(n - D)] - uRD_¿Ww + uPÊ. (3.11) 
Com a ajuda da relação (3.9), (3.11) pode ser simplificada da seguinte forma: ' 
E[V(n +1)]= E[V(n)] ~ uRD_ÚE[V(n - D)]. (3.12)
~ A equaçao de diferenças (3.12) descreve o comportamento do valor médio do vetor de 
erro nos coeficientes do filtro adaptativo, usando o algoritmo DLMS. Através desta 
equação podem-se tirar conclusões interessantes em relação à convergência do 
algoritmo, algumas das quais sao mencionadas na literatura, mas não demonstradas. Tal 
é o assunto da próxima seção. 
3.1.7. Estudo do comportamento médio dos coeficientes quando D ¢ D
~ É bem conhecida da literatura a afirmação que na condiçao D1: D, o algoritmo DLMS 
não converge [26]. Através da presente análise, e principalmente pela não utilização da
~ 
teoria da independência, estamos em condiçoes de demonstrar que esta afirmação é 
válida unicamente para ruído branco gaussiano. Para uma entrada correlacionada 
gaussiana (ruído colorido gaussiano), tal afirmação não é verdadeira. Para ilustrar estas
~ afirmaçoes, faremos uso de dois exemplos. Suponha que o filtro adaptativo e a planta 
possuem dois coeficientes, e seja D = O e D = 1. Então, para ruído branco de entrada, a
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paitir da Eq. (3.5) e utilizando d(n) = XT(n)W“, temos que RD_Ê e PÓ são dados pelas 
seguintes expressões: 
0 O Y 1 0 (J I) 
R, = e P0 = E[X(n)XT(n)]W" =R,,w" = Wi = Wiz . 
1 O O 1 wl wl 
Substituindo em (3.5), temos:
' 
flrliizEni+~ll:fiiMlrf:íi1izEiitfiwiltfiel fil Wi Wi Wi Wi Wi W1 WO 
Dessa última equação vemos que o primeiro componente de W(n) é permanentemente 
adicionado com a quantidade uwg, portanto, a magnitude desse componente é 
monotonicamente crescente. Por outro lado, o segundo componente de W(n) é 
modificado pelo primeiro componente, que é indefinidamente crescente, resultando assim 
na não convergência do filtro adaptativo, qualquer que seja o valor de p. De (3.12) 
verifica-se a não convergência sempre que uma linha de R D_Ô é nula e V(0) ¢ 0. 
Consideremos agora uma entrada correlacionada, também para o caso de ordem dois. 
Para este caso as matrizes R D_ É e PD adotam a seguinte forma: 
ri r2 T 0 0 ro rl 0 R, z e Po z E[X(n)X (zz)]w z Row = W , 
ro ri ri ro 
onde, em geral, r,, i= O,1,--- são não nulos. Substituindo esses valores em (3.5), é fácil
~ observar que a equação resultante nao apresenta os problemas do caso com ruído 
branco. Neste caso, pela aplicação de (3.9), pode-se obter o valor do vetor de 
coeficientes em regime permanente. Na Seção 3.2, apresentando resultados de
~ 
simulaçoes, são mostradas as curvas obtidas para estes exemplos.
62
CAPÍTULO III: Mo1viENTo DE SEGUNDA ORDEM 
3.1.8. Erro médio quadrático em função de V(n) 
Utilizando ça definição de V(n) (Seção 3.1.6) e a Eq. (3.7), pode-se escrever uma 
expressão para o erro médio quadrático como sendo uma função do vetor de erro nos 
coeficientes, que é dado por: 
J(n) = EW (zm _ 2P,ÇE[V(n - D)] - 2P; WW 
+ zr{R0wwW;.}.'+ zr{R_,,E[V(z_1 _ D)1W;} 
(3 13) 
+ zr{R,,w,,E[VT (n - D)]}
` 
{ROE[v(n _ D)VT (n - D)1}+ aí ,+ 3 
ou, pela utilização das propriedades do traço de uma matriz, temos: 
J(n) = E[z12(n)1- 2P,§ E[V(i»z - D)1- 2P,§ wa, 
+W§1:0ww +W;R0E[v(n-D)] (114) 
+ E[v (n _ D)1R,,Ww 
+ z:r{R0E[V(n ~ D)vT (n _ D)]}+ <z§ . 
Como pode-se observar, o erro médio quadrático é função de E[V(n)], já determinado 
em (3.12), e da matriz de correlação E[V(n)VT(n)] , objeto de estudo da próxima seção. 
3.1.9. cálculo de E[V(n - D)VT(n - D)] 
Partindo da expressão do vetor V(n), uma expressão para V(n-D) é obtida da 
seguinte forma. Seja a expressão (3.10) repetida abaixo: 
V(n) =V(n-1)+u(d(z~z-1)X(n;Ê-1)-X<n-Ô-1)XT(fz-D-1)V(n-D~1) 
-X(n-15-1)XT(zz-D-1)Ww+z(n-1)X(n-13-1)) . 
Se substituirmos a variável n por n - D , a expressão para V(n - D) é dada por:
63






efetuando o produto V(n - D)VT(n -D) e tomando o valor esperado utilizando (III.i) e 
(III.ii), temos: .
' 
E[v(n _ D)vT(›z -D)]= E[v(n _ D_1)VT(zz _ D -1)] 
+ ,t1E[v(n _ D _ 1)]E[d(n _ D _ 1)xT(n _ D _ D _ 1)] 
- uE[v(zz _ D _ 1)vT(n _ 2D _ 1)]RÊ_D 
_ uE[v(›z _ D _ 1)]w§RM 




_ ]1RD_ÔE[v(n _ 2D _ 1)vT_(n _ D _ 1)] 
-,fiE[X(n_D-D_1)XT(n_2D-1)v(n_2D-1)d(n-D-1)XT(n_D_ D -1)] 
+,12E[x(n-D-D-1)Xf(›z_2D_1)v(›z-2D-1)vT(zz-2D-1)X(fz-2D_1)XT(n_D-D_1)] 
_+ u2E[X(zz _ D- D- 1)XT(z1- 2D- 1)v(n _ 2D_1)W__§X(fz _ 2D- 1)xT<fz _D_ D- 1)] 
_ ]1RD_ÕW_tE[vT(n _ D -1)] 
-u2E[x(zz_D-D-1)xT(n-2D_1)wtz1(›z-D-1)xT(n-D- D-1)] 
+ ]12E]X(n _ D _ D _ 1)xT(n _ 2D _1)w_,_vT<z1 _ 2D -1)X(n _ 2D _ 1)XT(zz -D -D _ 1)] 
+ u2E[x(›z _ D _ D -1)XT(n _ 2D _1)W,w;x(n_ 2D_1)XT(n _ D- D _ 1)] 
+u2R0o2z. 
(3.1õ) 
Com o objetivo de simplificar a forma de (3.16), vamos introduzir a seguinte notação: 
K(n-z`,n- j) = E[V(n~i)VT(n-j)], que também é utilizada em [6]. Com isso, a Eq. 
(3.16) fica da seguinte forma:
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Da mesma forma como (3.11) foi simplificada utilizando (3.9), pode ser aplicado à Eq. 
(3.17) 0 mesmo procedimento a fim de obter-se uma forma mais compacta através de 
(3.9). O processo de simplificação é realizado identificando termos que estejam 
relacionados através de (3.9). Para isto procedemos da seguinte forma, pós-multiplicando 
ambos lados de (3.9) por E[VT (n - D ~1)], temos: _ 
RD_óWwE[VT(fz ~D -1)] = PÔE[VT(fz -D-1)], 
o que significa que o quinto e o décimo terceiro termos de (3.17) podem ser cancelados 
por serem iguais. O mesmo acontece com os segundo e quarto termos. Para determinar 
os valores esperados contendo termos de quarta ordem (sexto, sétimo, oitavo, décimo, 
décimo primeiro, décimo segundo, décimo quarto, décimo quinto e décimo sexto) é 
utilizada a equação para momentos de quarta ordem de um processo gaussiano de média 
zero [6-7, 31]. O desenvolvimento é mostrado detalhadamente no Apêndice C. Uma vez 
calculados estes valores esperados e, utilizando novamente (3.9), é possível cancelar os
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seguintes termos: sexto, sétimo, oitavo, décimo, décimo segundo, décimo quarto, décimo 




+ u2(2RD_ÔK(n_2D_1,n _2D_1)RÔ_D +R0zr{R,,K(n_2D_1,›z _2D_1)}) 
+u2R0GÍ 
Com o objetivo de simplificar ainda mais a expressão da matriz de correlação, adotaremos 
a seguinte notação K ,¡(n) = K(n-i,n~ j). Esta notação não foi diretamente aplicada 
em (3.16) para não prejudicar a clareza do texto. Note que com a nova notação, atrasos 
~ r ~ sao expressos atraves da modificaçao dos índices i e j de K,¡(n). Isto possibilita a 
redução do modelo a um número finito de equações recursivas. Desta forma, (3.18) é 
rescrita como: 
K,,,,, (n) _ K,,Y,, (n _ 1) _ HK M, (fz _ 1)RÔ_D _ uRD_ôK,,,,, (n _ 1) 
+u2(2RD_ÔK,,,,(n_D_1)RÊ_D +R,,ff{R,,K,,,,,(zz_D_1)}) (3.19) 
+u2R0csÍ. 
A Eq. (3.19) ainda pode ser trabalhada a fim de que fique mais compacta. O primeiro 
passo é utilizar a relação entre atrasos e os índices de tempo das matrizes de correlação 
K ,¡(n) _ Considere a seguinte igualdade: 
K,,Y,,(n) = E[V(n_D)VT(n_D)] = K0,,(n_D). (3.2o) 
Isto significa que K,,,,,(n) e K0¶0(n-D) representam a mesma variável. Assim, 
podemos reduzir pelo menos um dos índices de todas as variáveis de (3.19) para o valor 
zero através da igualdade KW (n) = K,._AJ._A (n - A), o que nos permite escrever:
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Koyom-D) = K,,,0(zz_D-1)-tzK,,,,,(fz-D-1)Ró_D -pRD_ÔKDY0(n_D-1) 
+ p2(2RD_óK,,,,(n _ 2D -1)RÔ_D + R0zr{R0K,,,,(n - 2D -1)}) (3.21) 
+p2R0õÍ. 
Fazendo n = n + D em (3.21), temos: 
KW, (n) = KOYO (n -1) - ILKOED (n -1)RÕ_D - uRD_ÔKD,0 (n -1) 
+ p2(2RD_óK,,,,<n - D - 1)R M + R0zr{R0K0,,(n - D -1)}) (3.22) 
+u2R06Í . 
Note que no caso da variável K2D_,,(n) em (3.19) apenas um dos índices é reduzido a 
zero. A recursão (3.22) é função de KO,O(n), K0,D(n) e K DV0(n). Logo, precisamos 
determinar expressões explícitas para KOYD (n) e K M (n). Pela sua definição sabemos 
que essas variáveis estão relacionadas entre si por: K ,,¶0(n) =K,f`D (n). Assim, 
precisamos determinar uma expressão para calcular apenas uma dessas duas variáveis. 
Escolhendo arbitrariamente K0,D(n), pós-multiplicamos ambos os lados de (3.10) por 
VT (n - D) e tomamos o valor esperado, obtendo: 
E[v(n)VT (n - Dl] = E[v(zz -1)VT(n - D)1+ tz(PÉ Ervf (zz - D)] 
- RD_óE[V(n ~ D -1)VT(n _ 0)] (3.23) 
- RD_ÊWwE[VT(zz-D)1, 
usando a relação (3.9) e empregando a notação adotada, (3.23) é expressa como: 
KOYD (n) = K0,D_l (n -1) - pR D_óKDYD_, (n -1). (3.24) 
Neste ponto, estamos em condições de caracterizar a matriz de correlação do vetor de 
erro nos coeficientes através do seguinte sistema de equações recursivas:
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K0_0(n) = K0¶O(n -1) - uKO_D (n - l)R¡)_D - pRD_ÔKD,0(n -1) 
+ ,E (2RD_ÕK0,0 (fz - D -1)RÓ_D + R0zr{R0K0,0(zz - D ~1)}) (3.25â) 
+u2R0oÍ, 
Koyü (n) = KO3D_¡ (n - 1)- uR D_ÔKD)D_, (n -1), (3.25b) 
K(,,,,(n) = Kzqom). (3.25c) 
Antes de continuarmos com o manuseio da Eq. (3.25), é útil ilustrar com um exemplo sua 
nl A I A: 
utilizaçao. Suponhamos que D - 2 e seja D qualquer valor arbitrario. Entao, temos: 
Eq. (3.25a): 
KOYO (n) = KOYO (n -1) - uK0,2 (n -1)RÔ_2 - uR2_ÔK2,0 (n -1) 
+ u1(2R2_ÔK0Y0(n-2 -1)RÔ_2 + R0zf{ROK0,0(n- 2-1)}) (3.2õa) 
+ u2R0‹3Í , 
vemos que Ko_0(n) depende de suas versões atrasadas K0¶0(n -1) e K0,0(n ¬3) , assim 
como de K032(n-1) e K2V0(n-1). Para calcular esses últimos termos, recorremos 
novamente para à Eq. (3.25b), obtendo: , 
Km (n) = K0,2_¡ (n -1) - uR 2_ÔK2_2_, (n -1) 
= Km (n -1) - uR2_ÓK2_1 (n -1) . 
Para determinarmos K0_2(n) devemos conhecer KOY, (n -1) e Km (n -1). Como: 
K2”, (n -1) = Km (n - 2), a expressão anterior é rescrita como: 
K0¿(n) =K0_,(n-1)-uR2_ÔK¡_O(n-2). (3.26b) 
Aplicando novamente (3.25) temos que Km (n) é dado por:
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K0!l(n) =K0,0(n-1)-;,LR2_ÔK,)0(n-1), (3.26C) 
finalmente, de (3.25c) temos que: K0',(n)=Kf0(n). Desta forma, fica completa a 
descrição do cálculo em forma recursiva da matriz de correlação. Em virtude da forma da 
Eq. (3.25b), originaram-se as Eqs. (3.26) para determinação de K0Y2(n). Em geral, para 
o cálculo de K0,D(n) com (3.25b), para um valor qualquer de D, é gerado O seguinte 
conjunto de equações: 
Ko,D : K0.D-1 (n _ 1) _ UR D_¡3K D,D-1(n _ 1) 1 
Ko,D-1 (n) = Ko,D-2 (fl _ 1) _ URD_¿5KD-|,D-2 (n _ 1) 1 
K0), (n) = K0,O(n -1) -pRD_ÔK,'0(n -1) 
Tal conjunto pode ser representado pela seguinte expressão: 
K0,D_j(n) = K03D_j_, (n -1)-uRD_ÕKD_¡YD__,_,(n-1) com j = 0,~--,D ~1. (3.27) 
Pela utilização de KD_j,,,_¡._, (n) = K,¶O(n-D + j+1) , (3.27) pode ser escrita como: 
K0YD_¡(n)=K0,D_¡_,(n-1)-pRD_óK,_0(n-D+j) com j=O,---,D-1. (3.28) 
Neste ponto, estamos em condições de escrever o sistema de equações que descreve o 
comportamento da matriz de correlação do vetor de erro nos coeficientes do filtro 
adaptativo, para o algoritmo DLMS:
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K030(n) = K0_0(n - 1) - uK0,D (n -1)RÓ_D - uRD_¿KD_0(n ~ 1) 
+p2(2RD_ôK0Y0(n-D-1>RÓ_D+R0zf{R0K0,0<zz-D-1)}) (3.29a) 
+u2R0oÍ, 
K0$D_¡(n) = K0YD_¡_,(n-1)-uRD_¿K¡_0(n-D + j) Com j = 0,---,D -1, (3.29b) 
Km_(n) = Kf,_,(n) . (3.29C) 
É interessante notar que (3.29) também pode ser escrita como um conjunto de equações 
de diferenças de ordem 1 em várias variáveis. Podemos rescrever (3.29) da seguinte 
forma: 
KM (n) = KM (n -1) - uK0!D (n -l)R¿_D - uRD_ÊKD3o (n -1) 
+ u2(2RD_ÔK,,,, (n -1)RÔ_D + R,,zr{R,,K,,,,, (fz -1)}) (3.3oa) 
+ u2R0oÍ , 
K,,ç,,_, (n) z K0_,,_j_, (fz -1) _ uRD_ÊK,,_,Y,,_j_, (n -1) com jz 0,- - -,D - 1, (3.3ob) 
(fz) = K§,(n), (3.3oc) 
(n) = K,_M_A (n - A). (3.30d) 
Esta representação pode ser interessante para formulações matriciais do comportamento 
do algoritmo. Em especial, tai representação será útil no estudo da estabilidade do 
algoritmo. 
3.1.10. Estudo do caso com estimação perfeita do atraso 
Nesta seção vamos considerar o caso de estimação perfeita do atraso, Ô = D. Esse caso 
é importante porque permite estabelecer o comportamento do algoritmo em uma situação 
ideal, a qual pode ser usada como referência para casos mais práticos. Com esta condição 
simplificada o tratamento matemático do problema permite chegar a algumas conclusões 
relativas à estabilidade do algoritmo. Para esse caso o sistema (3.30) (essa representação
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foi escolhida arbitrariamente, não afetando o resultado final desta seção) adota a 
seguinte forma: 
K0çO(ff) = K0,(,(ff -1)-u1<0,,,(ff -1)R0-11R0KD_0(fz - 1) 
+ ,12(2R01<,,_D(ff -1)RO + R0zf{R<,K,,,,,(fz -1)}) (3.31a) 
+p2R0oÍ , 
1<0_,,_4,(fz) z K0V,,__,._, (fz _ 1) _ 11R(,K,,_.,,,,_j_, (ff - 1) com jz 0,- - -,D - 1, (3.31b) 
K,,_,,(fz) = (ff), (3.31c) 
(ff) z K,_,ç._, (ff -1). (3.31d) 
Pela utilização de uma transformação ortogonal, podemos expressar a seguinte relação: 
T _. Q RQQ :E I 
onde Q é a matriz cujas colunas são os autovetores de R0 e É = diag(Ã0,---,ÀN_,) é a 
matriz dos autovalores de R0. Pré e pós-multiplicando o sistema de equações (3.31) por 
QT e Q, respectivamente, e utilizando a notação: 
QTK¡,¡ : Cfzj (71) 
|DOd€I'TlOS €SCl'€Vel'I 
C0¶(,(fz) = c0)‹,(f»z - 1)-11C0,,, (ff -1)A-11AC,,,0(ff - 1) 
+ 112 (2ACD,,, (fz -1)A + Azf{ z\c,,,,, (fz -1)}) 
+ u2A6Í 
(3.32a) 
com (fz) = C0Y,,_j_, (fz - 1) - 1zAC,,_,,D_,_, (fz - 1) com jz 0,- - -,D -1 (3.32b) 
(ff) =Cí,<n) (3.32c) 
Cm, (n) = C,_l_S_, (n -1) (3.32d)
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Se aplicarmos a mesma transformação à Eq. (3.8), obtemos: 
Jin) = Elf (mi = Eid2‹n›1 - 2Eiz1‹n>X* <›z ~ D>1EiW‹n - Dn 
+ z‹f{AC,,,,(n)}+ õfi . 
Agora vemos que J (n) depende do rraço(AC0,0(n)). Isso mostra que o comportamento 
do algoritmo pode ser estudado a partir dos elementos da diagonal da matriz CO_O(n). 
Definindo o vetor ci, J. (n) contendo os elementos da diagonal da matriz C,,_,.(n), e seja o 
vetor Ã que contém a diagonal de A. Temos, a partir de (3.32): - 
00.0 (71) = 60.0 (71 ` 1)'Uco,D(n _ 1)/\`l1ACD.o (n -1) 
+ if (2A¢,,,,,(n -1)A + Azr{A‹z,,Y,,(n-1)}) (3.33a) 
2 2 + p Ao! , 
c0,D_¡(n) = c0,D_¡_¡ (n -1) - uAcD_¡,D_j_,(n -1) com j = 0,---,D - l , (3.33b) 
cm (n) = c,3,(n) , (3.33C) 
cm (n) = c,_,_s_, (n -1) . (3.33d) 
Utilizando as seguintes propriedades, pode-se simplificar as equações (3.33): 
gi) como C(,,,,(zz)=C”,_§,,(›z), c,,V,,(zz)=c,,_,,(zz), 
ii) ÃXTCDVD (n) = diag(Atr{AcD_D (n)}) . 
Com isto, podemos rescrever (3.33) como: 
_ 2 2 cO,0(n) - c0V0(n-1) -21,1/\c0,D(n -1)+ Zp A CDED (n~1) 
2 2 2 (3.34a) +u 7t7»TcD,D(n-l)+u ÃO, , 
¢,,,,,_,.(n) = ¢0?,,_j_, (n _ 1) - ll/\¢,,_,,,_,«_, (fz _ 1) com j = 0,. › - , D - 1, (3.34b) 
(n) = ¢,_,__Y_, (n - 1) . (3.34c) 
Com o objetivo do estudo da estabilidade, ainda é possível manipular as Eqs. (3.34) para 
colocar em evidência o atraso D e, desta forma, calcular o limite superior da taxa de
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aprendizagem (p) que assegura a convergência do sistema de equações (3.34). Para 
isto, vamos estudar a Eq. (3.34b). Seja um atraso D arbitrário, que produz o seguinte 
conjunto de equações: 
j = o, CW, (n) = ¢OV,,_, (n - 1) - )1A¢D,D_1(n -1), (3.35a) 
j =1, c0¶D_1(n) = c0,D_2 (n -1) - uAcD_,,D_2 (n -1) , (3.35b) 
j = D - 2 , cm (11) = 60,1 (n -1_)- 1,1Ac2v, (n -1) , (3.35C) 
j = D -1, cm (n) = coyo (n -1)- uAc,_0 (n -1) . (3.35d) 
Substituindo (3.35d) em (3.35c), temos que (3.35c) pode ser escrita como sendo: 
j = D - 2, col (n) = cw (n - 2)- pAc,y0(n - 2)- uAc2,, (n -1) (3.35c) 
de (3.34c) sabemos que cl, (n ~1) = em (n - 2), então (3.35c) adota a seguinte forma: 
j = D - 2 , cw (n) = coyo (n - 2)- 211/\c,_0(n - 2) (3.35c) 
Continuando com o processo de substituição, é fácil obter a seguinte expressão 
equivalente para a (3.35a), que é dada por: ~ 
j = O, cw (n) = cm (n - D) - Du/\cL0(n - D). (3.36) 
Substituindo (3.36) em (3.34a), temos: 
covo (n) = coto (n -1)-2uA(c0,0(n - D -1) - DuAÇ¡_0(n - D -1)) 
+ 2112A2¢,,yD(zz - 1) (3.37a) 
+ u2À7»TcD'D(n -1) + uzkoš ,
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OU, 
c0_0(,z) = ¢0_0(n -1)-2t1A¢0_0(zz - D- 1) + 2u2DA2¢,_0(zz - D-1)) 
' + 2|.12A2cD_D(n - 1) (3.37b) 
_ 2 + p2mJ¢,,_,, (n _ 1) + ¡Exú! . 
De (3.37b) vemos que agora são necessárias apenas duas equações para caraterizar o 
comportamento da matriz de correlação do vetor erro nos dos coeficientes: (3.37b) e a 
~ ~ expressao associada (3.35d), para calcular a variável c,`0(n). Então, as equaçoes que 
descrevem o presente caso são: 





+ )12›.›J¢,,,,,(›z - 1) + matei , 
C1,‹›(n) =C0_0(fl-1)-fl^C1,0(fl-1). .. (3-35d) 
É interessante expressar (3.37b) e (3.35d) em forma matricial. Para isto utilizaremos um 
exemplo a fim de ilustrar o procedimento. Seja D=l, então de (3.37b) e (3.35d) são
~ 
obtidas as seguintes expressoesz
I 
¢0_0(zz) = ¢0_0(n -1)-2uA¢0'0(n - 1 - 1) + 2p2A2¢,_0(zz -1'-1)) 
+ 2u2A2¢,Y, (fz -1) + t12>t›J¢,_, (fz - 1) + pzxõfi , 
c¡V0(n) = covo (n -1)- uAc1,0 (n -1) 
pela Eq. (3.34c) temos que: c,_0(n-A2)=c2_,(n-1) ou c2`,(n)=c,_0(n-1) e 
c,_,(n) = c0_0(n -1) . Desta forma, podemos escrever o seguinte conjunto de equações: 
c0_o (n) = Covo (11 -1) + 2},12A2c2', (n -1)) 
+(- zpzx + 2112112 + u2ÀÀT)¢,_, (fz - 1) 
+u2)toÍ , 
cm (n) = cw (n - 1) - ;.1Ac,_0(n - 1) 
cm (fz) = em (n -1) 
c, ,(n) = c00(n -1)
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ou, pode-se escrever na seguinte forma matricial: 
CW) (H) O ~2p./\ + 2u21\2 + u2MtT 2uZD/\2 C0_‹,(" " 1) ulof 
CL. (11) 0 0 O C1_.(H “ 1) 0 














Para um D genérico obtemos a seguinte expressão: 
¢0_0(n) ~ zuzx + 2112/V + LBÀÀT 21121)/V c0,(,(n - 1) uxõf 
C‹›.i(") _”/\ O Co.i("`l) 
Cl›z|.r›-2 O I O O cn-1.1)-2(n _1) O 
(3.38) 
ou, em forma equivalente, 
cn = Acn_, +u (3.39) 
A evolução do erro médio quadrático (EMQ) fica completamente determinada usando-se 
as equações (3.39) e (3.12) em (3.13) ou (3.14). As informações relativas à estabilidade 
do algoritmo podem ser obtidas a partir da matriz A, especificamente de seus 
autovalores. Dado que estes últimos dependem de um parâmetro variável, que é a taxa 
de aprendizagem p, devemos obter um limite.superior para esta taxa. Através deste 
limite vamos garantir que os autovalores sejam menores do que a unidade, assegurando 
assim a convergência de (3.39). Tal é o assunto da próxima seção. 
3.1.11. Estudo da estabilidade do algoritmo DLMS 
Como já foi mencionado, a estabilidade do algoritmo DLMS pode ser estudada a partir dos 
autovalores da matriz A em (3.39). Como estes autovalores são função da taxa de 
aprendizagem u, devemos impor os limites para u de forma que os autovalores sejam 
menores do que a unidade, que é a condição de estabilidade [23,24]. Para esta análise,
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devemos obsen/ar a primeira linha de A . Note, que os elementos de A são matrizes. Se 
os elementos dessa primeira linha de matrizes satisfazem a condição:
N 
1-zpx,+u2{2D›tÊ+2›.§+>t,ZÀ,)<1 com z'=1,~-,N, (3.40) 
¡l 
onde N é a 'dimensão do vetor de entrada. Então de (3.40) podemos obter o seguinte 
limite superior para uz
2 
tz <_-íp,-, (3.41) 
2(D+1)>t, +2x, 
jzi 
O menor valor deste limite é determinado pelo máximo autovalor kmax . Então: 
..<__2¬* mz) 
zw +1)x + zxi max
_ 
¡=i
N Uma expressao similar a (3.40) é obtida em [21, pag. 172] para o algoritmo LMS clássico. 
Para 0 caso de ruído branco gaussiano como sinal de entrada, os autovalores são todos 
iguais a AJ. = of, Vj . Com isso (3.42) assume a seguinte forma:
2 W
X 
Em [9,29,31] são apresentados limites de estabilidade para o caso em que 'o atraso se 
encontra no caminho do erro, e não em cascata com o filtro adaptativo como é o nosso 
caso. Na Fig. 3.2 são mostradas as curvas correspondentes aos limites dessas referências 
e da Eq.(3.43). Com o objetivo de comparar resultados, foram utilizadas as mesmas 
condições que em [29], ou seja, entrada ruído branco e N=100.
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Atraso D 102 
Fig. 3.2. Gráfico das Eqs.(c.8) e (c.10) de [29] e (3.43). 
Como pode-se obsen/ar da figura, os limites dados pelas Eqs. (c.8) de [29] e (3.43) são 
iguais. No entanto, as equações (c.8) e (c.10) foram obtidas em [29] através de uma 
série de aproximações. Em [32] um limite superior é obtido a partir do momento de 
primeira ordem. Este limite não foi mostrado na Fig. 3.2, uma vez que é muito superior 
aos aqui apresentados. Este resultado está de acordo com o esperado, uma vez que o 
limite obtido a partir de momentos de segunda ordem é mais restritivo do que o obtido 
através do momento de primeira ordem. 
3.1.12. Análise do caso geral (Ê ¢ D) 
O caso mais geral Ô ¢ D, representado pelas Eqs. (3.30), pode ser trabalhado da mesma 
forma que em (3.35) e (3.37), de modo que o sistema seja reduzido para apenas duas 
equações. Logo, seguindo o mesmo procedimento, o sistema (3.30) pode ser rescrito da 
seguinte forma:
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K0_0(n) = K_oV0_(n -1) - uK0`0(n - D -1)Rô_D - uRD_óK0'0 (gn - D -1) 
_ + u2DRD_Õ(K,_0(zz'-D -_1)+K,,,,(zz__- D_-1))RÔ_D 
(3 448) 
+ U2 (2RD_ôK ,,_,, (zz -1)R,)__D + R0zr{R0K DJ, (fz -1)}) 
. 
. + u2R0oÍ , 
H
_ 
K0_¡(n) =K0,¿(n-1)-uRD_ÓK,_0(n-1), (3.44b) 
K,,,,(zz) = KÇ,(z»z). 
V 
(3.44c)
~ Como pode se observar, o sistema de Eqs. (3.44) nao pode ser manipulado como feito na 
Seção 3.1.11 com o sistema (3.31). Isto é, aqui não é possível a utilização de uma 
transformação ortogonal aplicada sobre a matriz de correlação da entrada, já que não 
temos uma matriz única para diagonalizar. Neste caso, as matrizes para serem 
diagonalizadas são: RD_Ô, RÔ_D e R0, o que não é possível realizar através de uma 
única transformação. Esta dificuldade não permite avançar no tratamento matemático de 
(3.44), a fim de realizar um estudo analítico da estabilidade do algoritmo, como na Seção 
3.1.12. 
3.1.13. Análise do DLMS utilizando a teoria da independência 
Como as análises do comportamento do algoritmo DLMS, disponiveis na literatura, 
baseiam-se na teoria da independência, é importante compararmos os resultados aqui 
obtidos com os propostos na literatura. Assim, nesta seção vamos determinar o 
equacionamento do caso DLMS estudado à luz da teoria da independência (TI). O 
primeiro ponto a ser analisado é a Eq. (3.4), rescrita aqui por conveniência: 
E[w(n +1)1= E[w(›»z.)1 + p(E[d(n)x(n - ô)1- E[X(›z - ó)xT (n - D)1E[w(n _ D)1
( 3.4) 
+ Eiz<n›X<n - Dn), 
Segundo a TI os componentes dos vetores de entrada são independentes para instantes 
de tempo diferentes. Então, o valor esperado E[X(n-Ô)XT(n-D)], para Ô ¢ D, é 
zero. Dado que o sinal desejado é d(n)=XT(n)W”, o vetor de correlação cruzada
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Pô = E[d(n)X(n-Ê)] = E[X(n -Ô)XT(n)]W“ também é zero. Com estes resultados, a 
Eq. (3.4) fica reduzida à seguinte expressão: 
E[W(n + 1)] = E[VY(n)]- 
Isto significa que sob a ótica da TI, o desenvolvimento posterior à Eq. (3.4) não existe. 
Mesmo para o caso mais simples de estimação perfeita do atraso, Ô = D, já que o vetor 
Pó :PD (PD =E[X(n-D)XT(n)]W” =0) é igual a zero, o que leva a um modelo 
errado para o comportamento do valor médio dos coeficientes. Com o fato de PD ser 
zero, não poderíamos calcular o valor ótimo, como em (3.6), nem as equações seguintes, 
vetor de.erro nos coeficientes, etc. 
~ ~ ~ Como resumo, pode se concluir que a nao utilizaçao da TI permitiu a elaboraçao de um 
modelo matemático para descrever adequadamente o comportamento do sistema 
adaptativo, utilizando o algoritmo DLMS. 
3.1.14. Conversão do caso sob análise no caso estudado por Long et al. 
O artigo de Long et al., [9]1, pode ser considerado com sendo um trabalho pioneiro em 
relação à análise do algoritmo DLMS, tendo como parâmetro disto o grande número de 
vezes que o mesmo tem sido referenciado. Nesta seção, comparamos a análise realizada 
neste trabalho com os resultados de [9,29]. Para tal, vamos modificar a estrutura 
proposta em [29], obtendo-se assim, uma estrutura que se aproxime do caso que 
estamos estudando. Tal modificaçao pode ser melhor compreendida pelas seguintes 
transformações de blocos. 
Diagrama da estrutura proposta em [9,29]: 
] 
. . . _.. Posteriormente foi publicada uma correçao deste trabalho, Referência [29].
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d(n) 
~ × z,. , ,an 
X (n) + 










na direção indicada pelas setas. Também vamos substituir por Ô o bloco correspondente 
à estimação do atraso, o que confere maior generalidade ao estudo realizado em [9,29] 
A _ 




_,‹ 6101- D) 
X<n› + 
V- y(n) WI-D) 
*bw
A 
A partir desse diagrama, vemos que o caso analisado em [9,29] corresponde a 
substituirmos d(n) por d(n-D) em nossas equações. As equações modíficadas são 
apontadas a seguir. De (3.1) obtemos: 
e(n) = d(n - D) - XT (n - D)W(n - D) + z(n). (3.45) 
As Eqs. (3.2), (3.3) e (3.4), resultam em:
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E[W(n + 1)] = E[w(n)1 + u(E[â(›z ~ D)X(n - D)] - Eixm ~ zõ)XT (n - D)]E[w(zz - D)] 
+ Eiz‹n›X‹n - bn), 
(3.4õ) 
Chamando PD_ó = E[d(n-D)X(n-Ô)], podemos rescrever a expressão equivalente 
para a (3.5), dada por: 
E[w(n + 1)] = E[w(n)1+ p(PD_Ô - RD_ÔE[w(›z - D)]) (3.47) 
A Eq. (3.6), é modificada para 
Row”, = P0 (3.49) 
onde P0 = E[d(n - D)X(n - D)] _ 
A Eq. (3.9) resulta em: 
Rmww z PM .(3.5o) 
Note que para estimação perfeita do atraso, (3.50) reduz-se a (3.49). É importante 
observar, também, que o valor em regime permanente (3.50) é diferente do obtido de 
(3.9). 
As Eqs. (3.10) e (3.11) são também afetadas; no entanto, considerando a relação (3.50), 
a Eq. (3.12) é mantida inalterada. 
As Eqs. (3.13) ou (3.14), resultam em:
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Jmpúmfimn-nfflvm-Dn-ufiwç 
+ wzkoww + wzR0E[v(n - Dn 
+ Eivf (zz _ D)]R0Ww 
+ fr{R0E[v(fz -D)vT(zz - D)1} + <z§ . 
(351) 
As Eqs. (3.15) a (3.17) são modificadas. No entanto, aplicando-se (3.50), verifica-se que 
o sistema de equações que descreve o momento de segunda ordem não apresenta 
a|teração.Assim, continuam valendo as Eqs. (3.37b) e (3.35d) para o caso de estimação 
perfeita e, as (3.44) para o caso mais geral Ê ¢ D. 
As equações que permitem descrever o comportamento do algoritmo DLMS para os casos 
da Fig. 3.1 e o estudado em [9,29] são resumidas nas tabelas I e II. 
Tabela I. 
Valor dos coeficientes em regime permanente 
Caso Ê=D ô¢D 
DLMS 
Fig. 3.1 
Row”, = PD RD-ôww = Pó 
DLMS 
R0W,,, = P0 Não considerado 
Long et al. [9,29] 
DLMS da Fig. 3.1 
Substituindo ROWU, = P0 R D_ÔWw = PD_Ô 
d(n) por d(n - D)
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Tabela II. 
Caso 
Equações que descrevem o comportamento do algoritmo 
utilizando o vetor erro nos coeficientes V(n) 
ôzzb Ô¢D 




















Long et al. 
(3.12) 
subs. 
















DLMS da Fig 




















Como as equações de diferenças que descrevem 0 momento de segunda ordem para o 
caso Ô=D não são modificadas, o limite de estabilidade dado pela Eq. (3.42) é o 
mesmo para qualquer um dos casos da Tabela II. 
Assim, a análise apresentada nesta seção inclui as análises do algoritmo DLMS presentes 
na literatura, permitindo ainda o estudo do caso de erro na estimação do atraso. Uma 
outra vantagem desta análise é a forma mais compacta das equações que descrevem o 
momento de segunda ordem. A expressão apresentada em [9,29] tem infinitos termos.
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3.2 REsuLTAoos DE s1MuLAçöEs PARA o /-\LGoR1'rMo DLMS 
Nesta seção são apresentados resultados de simulações a fim de avaliar a modelagem 
proposta. Primeiramente, são mostrados dois exemplos relativos à estabilidade do 
algoritmo DLMS quando Ô¢D (Seção 3.1.8). Os exemplos restantes mostram as 
evoluções temporais do vetor erro nos coeficientes e do EMQ correspondentes à
~ simulaçao e ao modelo proposto. 
3.2.1 Simulação 1: 
A planta utilizada para este exemplo é W” =[-1,5;.1; -0,71. Assumimos estimação 
imperfeita do atraso no caminho secundário, sendo D =1 e sua estimação Ô = O. A taxa 
de aprendizagem é p=0,01 ((pmaX)LMS =O,2). O sinal de entrada é um ruído colorido 
gaussiano com variância of =1. O ruído de medição é um ruído branco gaussiano com 
variância csi =0,0001. Os coeficientes do processo AR que gera o sinal de entrada são 
a, = -0,195 e a2 = 0,95 _ A dispersão dos autovalores é X = 1,22 e os elementos da matriz 
de correlação são ro =l, r, = 0,1 , rg = -0,9305 e r_. = 0,2764. 
A Fig. 3.2a apresenta o comportamento médio dos coeficientes do filtro adaptativo,
~ 
obtidos por simulaçao e usando o modelo dado pela Eq. (3.5). Da Eq. (3.9) temos que o 
valor em regime permanente é Ww =[2897;-596,5;3048,1], o qual pode ser verificado 
nesta figura.
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E[W(_r¡)j 
3500 






500 - - 
Q - .wgx _, 
-1000 ' ' ' ' ' ' ' l 
Cl 3 6 9 12 15 18 21 24 27 
iterações × 10
5 
Fig. 3.2a. Evolução dos coeficientes do filtro adaptativo para entrada correlacionada e usando o 
algoritmo DLMS. 
Na Fig. 3.2b é mostrado um detalhe da Fig. 3.2a correspondente às primeiras 5000 
iterações. A simulação, em linha pontilhada, é obtida pela média de 20 realizações. Pode- 
se observar que o modelo proposto prediz satisfatoriamente o comportamento oscilatóiio 
dos coeficientes do filtro. Este comportamento nao pode ser previsto usando a TI, a qual 
leva a um comportamento médio emnencial para os coeficientes. 
E[w (zz)] 
2 i' i i i i 








V f/ Í- 
_2_ L/ ` 
-3 - \ › 
_4.i I I i i i u I i 1 0500100015002000250030003500400045005000 
ilcraçõcs 
Fig. 3.2b. Detalhe das primeiras 5000 iteraçñes da Fig. 3.2a. Simulação (linha azul) e modelo Eq. 
(3.5) (linha preta).
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3.2.2 fiimulaçãg 2: 
Neste exemplo, a planta é dada por W” :[1 ; 0,51. O atraso do caminho secundário é 
D =1 e sua estimação Ê = 0. A taxa de aprendizagem utilizada é u = 0,01. Como sinal 
de entrada usamos um ruído branco gaussiano com variância of; = 1. O ruído de medição 
é, também, branco e gaussiano com variância of = 0,0001. 
A Fig. 3.3, apresenta o comportamento médio dos coeficientes de acordo com (3.5). 
Veriflca-se que o algoritmo não converge, conforme previsto na seção 3.18. A 
impossibilidade de convergência para Ú ¢ I) com entrada ruído branco foi comentada em 








M- .50||ll‹+|ii 01002003W4005(×)5(X)7008W¶I)1(XD 
ilcraçocs 
Fig. 3.3. Evolução dos coeficientes do filtro adaptativo, caso DLMS, com entrada não 
correlacionada. Coeficiente w‹,(n) (linha azul) e w,(n) (linha verde). 
3.2.3 Simulação 3: 
Para este exemplo utilizamos como planta: W” = [ - 0,197; 0,1179; 0,8; 0,19; -0,0197]_. 
Os. atraso do caminho secundário e sua estimação são 1)=Ô=l. A taxa de 
aprendizagem utilizada é uz 0,005, sendo o máximo valor dado pela Eq. (3.43) 
um = 0,222. O sinal de entrada é um ruído branco gaussiano com variância oi = 1. O 
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ruido de medição adicionado é branco e gaussiano com variância oi = 0,0001. A partir da 
Eq. (3.9), o valor em regime permanente é Wo, : [ 0,1 179; 0,8; 0,19; -0,0197; 0]. 
A Fig. 3.4.a ilustra a evolução temporal do vetor erro nos coeficientes. Assim, pode-se 
avaliar o uso da Eq. (3.9). Os componentes do vetor erro nos coeficientes (Eq. (3.12)) 
tendem a zero com o decorrer das iterações. 
ElV(f1)l 




-0.3 - -› 
-0.4 - - 
-05 ~ - 
-0.6 ‹ - 
-0.7 - - 
-0.8 - 
.0_9 _ i i 4 i i i i i i 
0 100 200 300 400 500 600 700 800 900 1000 
itemções 
Fig. 3.4a. Evolução dos coeficientes do vetor erro nos coeficientes. Simulação (linha azul), modelo 
Eq. (3.12) (linha preta). 
Na Fig. 3.4b é mostrado o erro médio quadrático obtido a partir das Eqs. (3.12), (3.37b), 
(3.35d) e (3.14). Desta figura, pode-se avaliar o uso da Eq. (2.44), a qual estima o erro 
cometido pelo algoritmo.
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EMQ [(131 
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Fig. 3.4b. Erro médio quadrátioo. Simulação (linha azul), modelo (linha preta). Erro medido 0,0404, 
erro estimado pela Eq. (2.44) 0,0403. 
5.2.4 Simglafig 4: 
Neste exemplo são utilizadas as mesmas respostas da Simulação 3. No entanto, 
aumentou-se o valor do atraso para: D 215 ;..2. A taxa de aprendizagem é u ;0,005. 
sendo o máximo valor dado pela Eq. (3.43) um = 0,1818. O sinal de entrada é um ruído 
branco gaussiano com variância of =1. O ruído de medição utilizado tem variância 
oi =0,0001. Da Eq. (3.9), o valor em regime permanente dos coeficientes do fiitro 
adaptativo é Ww =[0,8; 0,19; -0,0197; 0;0], o qual pode ser verificado a partir da Fig. 
3.5a, uma vez que o vetor erro nos coeficientes (Eq. (3.12)) tende a zero com o decorrer
~ das iteraçoes.
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Fi.3.5a..E lu" d 00ef` ` ` " g vo çao os icientes do vetor erro nos coeficlentes. Simulaçao (linha azul) modelo 
Na Fig. 3.5b é mostrado 0 erro médio quadrático obtido a partir das equaçoes (3 12), 
(3.37b), (3.35d) e (3.14). Desta figura, pode-se avaliar 0 uso da Eq. (2.44), a qual estima 
Eq. (3.12) (linha preta). 
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Fig. 3.5b. Erro médio quadráüco. Simulação (linha azul), modelo (linha preta). Erro medido 0 0536 
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erro estimado pela Eq. (2.44) 0,054.
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Da comparação entre as Figs. 3.4b e 3.5b, observa-se que, à medida que o atraso 
aumenta, o EMQ também aumenta, como se devia esperar. Este fato também é previsto 
pela Eq. (2.44). 
3.3 CAso GERAL 
~ 1 ~ 
Esta seçao estende a analise da seçao 3.2 para o estudo do comportamento dos 
momentos de segunda ordem dos coeficientes do filtro adaptativo correspondente ao 
caso mais geral. Neste caso os blocos correspondentes ao caminho secundário e sua 
estimação realizam operações de filtragem. 
Por conveniência, é repetida a figura correspondente ao diagrama em blocos do algoritmo 
LMS filtrado da Fig. 3.6. Da mesma forma que na Fig. 3.1, W° é o sistema desconhecido 




re açao ao caso DLMS, reside em que S e S sao modelados agora por filtros FIR lineares. 
z(n) 










zšéëâíjz \«l›`»> ' 3l3:z.'¡‹.`Àí¿S 
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Figura 3.6. Diagrama em blocos do algoritmo LMS filtrado. 
Tal como na seção anterior, vamos começar determinando a expressão do erro 
instantâneo, para depois calcular o valor esperado do erro instantâneo ao quadrado. Uma
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vez obtida esta última expressão, podemos conhecer a forma da matriz de correlação que 
devemos determinar. 
3.3.1. Sinal de erro 
A partir do diagrama em blocos da Fig 3.6, o sinal de erro é dado por: 
em) = d‹›z› - y,‹›«› + zw), 
onde, 
d (H) = XT(n)W°, 
>'(f1) = XT (n)W(n) = WT(fl)X(fl) z 
M-I M-l
T 





Substituindo (3.47) e (3.48) em (3.45), obtém-se a expressão para o erro instantâneo, 
dada por: 
M-I 
zm) = z1(n)- 2;, XT (n - z')w(n - z') + z(n). 
i=0 
3.3.2. Erro Médio Quadrático 
Elevando ao quadrado a Eq. (3.49), temos: 
e1(n)= d2(n) - 2Ês,d(n)XT(n -z')W(n -1) 
i=0
+ ;MÊ ;MÊ __h 
M-l 




.S XT (zz - z')w(n - z')XT (fz - ¡)W(n - j) (3.5o)
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Tomando o valor esperado em ambos lados da Eq. (3.50), temos: 
M-l 


















[z(n)XT(n -z')W(n -1)] 
+215 z1(fz)z(›z)]+ E[z2(n)]. 
Para obtermos a expressão do erro médio quadrático (EMQ), a partir da Eq. (3.51) vamos 
utilizar as suposições (III.i) e (III.¡i), resultando na seguinte expressão: 
E[e2 (›z)] = E[z12 (n)] - ff s,.P,TE[w(n - ¡)] 
'=° (352)
+ ;MÊ ;;MÊ 3° š' 
H ã 
{R,._,E[w(n- j)wT(n-z')] }+õ§. 
Expressando a Eq. (3.52) em função do vetor erro nos coeficientes V(n) = W(n)-Ww, 
obtém-se a seguinte expressão: 
E[z1(n)]= E[z11(n)1-zfí s,P,TE[v(n -z')]-2IÊIs,.l>,TWw 
i=0 i=0
+ ;MÊ :Mi Je J.” =z' f-^-` + 
_;MÊ :,MÊ _? J" 
I! /-×\¬ R._.E[v(n- ¡)]w§ } R ,_,.wwE[vT(n-z')]} (3-53)
+ ;MÊ ;MÊ Ja J” 2? + ;;MÊ ;MÊ _? =‹' f-'\¬ 75 {R,_,.w,,w§ } ¡_,.E[v(›z- ¡)vT(n-z')]}+õ§. 
A partir da Eq. (3.53), da mesma forma que em (3.14), pode-se observar que para 
descrever o comportamento do erro médio quadrático, deve-se conhecer o valor esperado 
do vetor erro E[V(n)], já determinado no Capitulo 2 (Eq. (2.50)), e a matriz de 
correlação E[V(n- j)VT(n-i)]. De maneira análoga ao cálculo de (3.17), o primeiro 
passo é calcular o produto V(n-j)VT(n-í), como em (3.16), utilizando (2.47). Em
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seguida, calcula-se 0 valor esperado utilizando (III) e, empregando a notação adotada 
para escrever (3.19), a expressão recursiva para K ¡_,(n) pode ser escrita como: 














` L-š/K1./‹+¡(n _1)R/-I _ I§1R/‹-/KI‹+¡.¡(n _ 1) 
_ 
: = : = 
kš/sfš»z(R/‹-/KI-+j.r+f(n_1)R»z-r (354) 
+ R,-+z>/-,¡Kr+¡./.-+,¡ (n _ 1)Rm+¡-À--j 
+ Rm+¡-/-jtr{Rr+¡-/‹-jK/z+j,r+¡ (71 _ 1)
+ .CQ :MÊ ;MÊ 
›_h 
bz ' :_ 
: 
1R/+¡-/<-¡E[Z(n_í_1)Z(”_j_l)]- 
No Apêndice B são detalhados os passos para a obtenção de (3.54). Para descrever 
completamente a variável K 
I. ,(11), devem-se conhecer também as variáveis 
K]._,,+,(›»z) = E[V(n _ j)VT(n - 1< _ z')] e K,+j_,(n) = E[V(zz - 1< - j)VT(n - z')]. O cálculo de 
K_¡',,+,(n) ou K,,+¡_,.(n) é realizado como em (3.23). Partindo de (2.47) determina-se, por 
exemplo, V(n- j). Pós-multiplicando ambos lados por VT(n-k-i), o valor esperado 






EU: K¡.k+¡ (n) = KN-+¡-1 (n _ 1) _ §1Rz›z-/Km+¡,/.›+¡-1 (n _ 1) (355) 
Após a aplicação do processo de redução dos índices das matrizes K ¡_,(n), procedendo 
como em (3.21), obtém-se o seguinte sistema de equações que descrevem o 
comportamento da matriz de correlação:
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»§4§ ;MÊ ,ví/1 
_ 
'§Isršr11(Rk-IKk.r(n _ l)Rn¡~r 









K,,_A<fz›=KW(zz-1)-p2zsk§,Rk_,Kk_A_,(›z-1), A=1.....M~1 (3-56b) 
k=UI=() 
As Eqs. (3.56) são completamente análogas às (3.25). No Apêndice B, é descrito o
~ procedimento para a determinação das Equaçoes (3.56a) e (3.56b). 
3.4 RESULTADOS EXPERIMENTAIS
~ 
Nesta seção são apresentados resultados de simulaçoes que avaliam a qualidade do novo 
modelo proposto. São mostradas as curvas correspondentes à evolução temporal do erro 
médio quadrático obtidas por simulação e, a partir do novo modelo proposto Eqs. (3.53) e 
(3.56). 
3.4.1 Simulação 1: 
A planta utilizada neste exemplo é dada pela seguinte resposta ao impulso: 
W" = [ 1; 0,8415; 0,4546; 0,0470;-0,1892;-0,1918;-0,0466;0,0939;0,l237;0,0458;-0,0544] . 
O caminho secundário e sua estimação são representados pela resposta ao impulso 
S = Ê = [l; 0,5] . A taxa de aprendizagem é u = 0,005 ((umM )¿MS = 0,0909). Como sinal de 
entrada utilizou-se um ruído branco gaussiano com variância of =1 e como ruído de 
medição foi utilizado um ruído branco gaussiano com variância of = 0,0001. 
A Fig. 3.4.1a ilustra a relação entre as bandas passantes das funções de transferência 
correspondentes à planta e ao caminho secundário.
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Fig. 3.4.1a. Relação entre as bandas passaflies de planta (liflhfl preta) e de ‹f=mi;r@h‹°› ‹_=ef:=e=='=d='râiš:f= 
(linha azul). 
Na Fig. 3.4.1b, é mostrado o erro médio quadrático obtido por simi_â!açâe ef sz zf.â!-cdeiëêàdfz 
das Ene, !3_56\_ (3.53\, e ,I 2.501. Ma mesma fieura ser â.;;=_-:_ É-:Z 
(2.44) que oferece uma estimaçãe de erro em evf_'e9'_=f.¬ A partir de ‹_=i=¬¬=¡fe-:ie Ó em) em 
excesso medido é 7,3410* e através da Ed, (2144) øbtém-se 7;44i0“'_. ci que reprââeniz 
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Fig. 3.4.1b. Erro médio quadrátim: simeieçãc (linha -_=1â=.!)e {2.'šã`.f f' "- 
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3.4.2 Simulaga"o 2: 
C3 C) ul A planta para este exemplo é dada porW° =[-0_,02;,0.i i',»'fz.>;_ -3 
caminho secundário é S =[1; 0,5] e sua estimativa é š:[1;-0,5]_ A tara de 
aprendizagem é u = 0,005 ((um)M. = 0,2). Como sinal de entrada 52€ =.:tš!š::-.;'~: :'21 :¬;:':.': 
branco gaussiano com variância of -1 . O ruído de medição é braoco e gwssiaoo com 
vanância aí = 0,0001. 
A Fig. 3.4.2a mostra a relação entre as bandas oassantes correspondentes 
caminho secundário e à estimação do caminho secundário. Neste exemplo foi utššizafša 
como estimacão do caminho secundário, uma transferência 
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Fig, 3,423, Re|aÇã0 entfg as Ltgptjgg pggçgnljnc ri: rxlznl-:› linha rural-2). rln râminhn cørunrlárin 
(linha azul) e de sua estimação (liriha vei'-f-ei. 
A partir da Fig. 3.4.2b, pode-se observar que a falta de casamento entre S e sua 
estimação se traduz num aumento do erro Da simuiação temo; erro 
medido em reoime Dermanente é 0.0060. Llsando -, osu -> .ä ...I 
corresponde a uma boa indicação do erro que será atingido pelo eigoritrrfo. 
flL`
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EMQ [dB] 
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Fig. 3.4.2b. Erro médio quadrático: simulação (linha avuli e modelo Fo (3 .'š6\. flfflha prof» Foo 
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3.4.3 Simulação 3: 
A planta utilizada é W” =[-l,5;l;-0,7]. O caminho secundáno e 
dados por S=Ê=[1;0,5]. A taxa de aprendizagem utilizada é p=0,008 
((u,m_\;),MS =0,2). Como sinal de entrada foi utilizado um ruido colorido gaussieno 
variância of =1. Como ruído de medição foi utilizado um ruido branco gaussiano 
variância of = 0,0001. O sinal correlacionado é gerado de ;:z':::::: .^P. 





correlação é =1,22. Os elementos da matriz de correlação são dados :fa _ 1 _, 
fl = 0,1, r, = -0,9305 e ra = 0,2764. 
A Fig. 3.4.3a apresenta as bandas passantes o;=r-z~=:íê¿.t«¬:-:z-i»::::-2; 
mclário e filtrn nue cria 0 nrnressn mrr‹==lar:ir_>r¬=;ê¿“z›zf= 5;-°i°:'* 3. 
[V7
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Fig. 3.4.3a. Relação entre as bandas passantes da planta (linha preta), do caminho secundário 
(linha azul) e do filtro que cria a entrada correlacionada (linha vermelha). 
Na Fig. 3.4.3b é mostrado o erro médio quadrático. Desta figura pode-se observar O bom 
casamento entre a predição, obtida a partir do modelo proposto (Eq (3.56)), e o resultado
~ da simulaçao. 
EMO [dB]
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: 




10 " r 1 1 1 - - - - ' - ' - - - - - ~ ~ - - - ' - - - --- 
-2 
10 - - - . . ._ 
I - - I - I - . . 
I I . z . . . . I »3 
10 I I I I I I I I I 
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 
IÍCTZIÇOCS 
Fig. 3.4.3b. Erro médio quadrático: simulação (linha azul) e modelo Eq. (3.56) (linha preta). Erro 
medido 0,0079, erro estimado pela Eq. (2.44) 0,00791. 
3.4.4 Simulação 4: 
Neste exemplo vamos comparar o modelo proposto com o modelo obtido utilizando a 
teoria da independência. Para isto, vamos utilizar os mesmos dados que na simulação 1. 
A Fig. 3.4.4 ilustra o erro médio quadrático obtido a partir de (3.56) e o mesmo baseado 
na teoria da independência. Para obter este último modelo devemos zerar as matrizes
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R,._j quando i¢ j. Isto ocasiona que muito termos sejam desconsiderados, tanto na 
expressão do cálculo do valor esperado quanto nas equações do cálculo da matriz de 
correlação. Desta figuia, pode-se observar que a predição do comportamento do erro 
médio quadrático, obtida a partir do modelo que utiliza a teoria da independênciai 
representa o comportamento real. 
EMQ [dB] 
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10° .-..~. ........ .--¡...- _ ........... ..-t t ............... ... ............. - z -.-.. ...... .._-...._ 
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Fig. 3.4.4. Erro médio quadrático: modelo utilizando a teoria da independência (linha vermelha) e 
modelo proposto Eq. (3.56) (linha preta). 
3.5 CoNcLusõEs 
Este capitulo apresentou uma análise do comportamento dos momentos; 
ordem dos coeficientes para o algoritmo LMS filtrado. O novo utãëšza 2 
da independência, levando em consideração a correlação entre cfšfarârztaí '.fât~:z“s: -É: 
sinal de referência. A partir do apresentado neste capitulo, pode-se observar a 
importância de não considerar a teoria da independência na determinação do modelo 
analítico. Sem a utilização desta simplificação, conseguimos estudar o 
quando existe um erro na estimação do atraso no caso do algoritmo !.`>*._z'*-'!':`z, para 
diferentes tipos de entradas: mído branco gaussiano e ruido coloficšs .^.: 
conclusões que resultaram deste estudo não poderiam ser obtidas à tcc;-E.: :5.:
flfl
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independência, tal como foi mostrado na Seção 3.1.8 e na Seção 3.1.14. Foram obtidas as
~ equações recursivas matriciais que governam o comportamento da matriz de correlaçao 
dos coeficientes do filtro adaptativo em função da estatística do sinal de entrada, para 
~ ~ estimaçao perfeita do atraso e para o caso de erro de estimaçao, para o algoritmo DLMS. 
Mostrou-se, também, que a análise proposta deste algoritmo é uma análise geral, e que 
os estudos presentes na literatura podem ser considerados como casos particulares. 
Finalmente, foram obtidas as equações recursivas matriciais para os momentos de
~ segunda ordem para o caso geral. Neste caso, a dificuldade matemática nao permitiu 
avançar nos cálculos visando à obtenção de um limite superior para a taxa de 
aprendizagem. Através de resultados de simulações foi possível avaliar a qualidade do
N novo modelo proposto. Na próxima seçao são apresentados exemplos onde o 
comportamento do algoritmo (velocidade de convergência e erro em regime permanente) 
são observados em relação aos tipos de respostas em freqüência que apresentam a
~ 
planta, o caminho secundário e sua estimaçao. 
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Neste Capítulo são apresentados alguns exemplos de aplicação onde as respostas ao 
impulso utilizadas representam situações que podem ser encontradas na prática. Em 
todos os casos é comparado o modelo teórico proposto com a simulação. O objetivo 
principal deste capítulo é fornecer um conhecimento do desempenho que pode-se esperar 
do algoritmo, através da apresentação de uma série de exemplos. O conhecimento que 
pretendemos abordar consiste em relacionar o número necessário de iterações para 
atingir o regime permanente e o erro médio quadrático, que o algoritmo fornece nessa 
condição, com os tipos de resposta em freqüência da planta, do caminho secundário e de 
sua estimação. 
Exemplo 4.1 
Neste exemplo é utilizada uma planta com uma resposta em freqüência do tipo passa 
baixas, modelada pela seguinte resposta ao impulso: 
W” =[ 0,0061; 0,0343;0,0954;0,167l;0.2;0,1671;0,0954;0,0343;0,0061] 
Este tipo de resposta em freqüência é usualmente apresentado pelo caminho primário em 
aplicações de controle ativo de ruído acústico. O caminho secundário apresenta uma 
característica de resposta em freqüência do tipo passa faixa de banda larga, 
apresentando uma atenuação importante na região de baixas freqüências. Esta atenuação 
é uma característica do transdutor utilizado, que é geralmente um alto-falante, possuindo 
uma resposta deficiente para freqüências muito baixas. Para avaliar o que acontece nesta 
situação, uma resposta ao impulso do caminho secundário com tais características é dada 
por: 
S =[ - 0,0801; 0,2561; - 0,058; 0,2523; - 0,4996; - 0,333; 0,6396; - 0,2824; 0.108]
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A Fig. 4.1a mostra a relação entre as bandas passantes da planta e do caminho 
secundário. Nessa figura pode-se observar o mencionado em relação às características 
das transferências utilizadas. Neste exemplo assumimos estimação perfeita, É = S. 
Outros parâmetros utilizados são: taxa de aprendizagem p = 0,005, sendo o valor limite 
determinado em forma experimental, para o qual o algoritmo não converge, 
pm =0,075. O sinal de entrada é um ruído branco gaussiano com variância of =l e o 
ruido de medição é um ruído branco gaussiano com variância oi = 0,0001. 
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Fig. 4.1a. Resposta em freqüência da planta (linha preta) e do caminho secundário (linha azul). 
Na Fig. 4.1b é mostrado o comportamento dos coeficientes do filtro adaptativo obtido 
pela média de 50 realizações, até atingir o regime permanente. Também, nessa figura 
podemos verificar a expressão (2.21), que prediz o valor em regime permanente dos 
coeficientes do filtro, para o caso Ê = S , sendo dado por: 














_ I I I I l 
' 'O 1 2 3 4 5
4 
iteiações X 10 
Fig. 4.1b. Valor médio dos coeficientes do filtro adaptativo, obtido através de 50 realizações. 
Na Fig. 4.1c é comparado o resultado da simulação com o modelo (Eqs. (2.37)), para as 
primeiras 12000 iterações. Dessa figura pode-se observar o excelente casamento entre a 
simulação e o novo modelo proposto. Esta figura também mostra a evolução dos 
coeficientes do filtro adaptativo utilizando o modelo obtido usando a teoria da 
independência (Eq. (2.38)). Note que a predição do comportamento dos coeficientes 
deste modelo está longe do que acontece na prática. 
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Hg. 4.1c. Detalhe do comportamento transiente dos coeficientes do fillm adaptativo. Simulação 
(linha azul), modelo Eq. (2.37) (linha preta) e modelo utilizando a teoria da independência Eq. 
(2.38) (linha verde). 
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A Fig. 4.1d mostra o erro médio quadrático obtido da simulação e a partir do modelo 
utilizando as Eqs. (3.51) e (3.56). Também, podemos verificar a Eq. (2.44) que prediz o 
erro mínimo, sendo erro medido igual a 0,093 e da Eq. (2.44) 0,0935. 
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Fig. 4.1d. Erro médio quadráüoo simulação (linha azul) e modelo Eqs. (3.51) e (3.56) (linha cinza). 
A Fig. 4.1e apresenta a resposta em freqüência da convolução entre a resposta do filtro 
adaptativo em regime permanente e o caminho secundário (linha vermelha), junto com as 
correspondentes à planta (linha preta), ao caminho secundário (linha azul) e do filtro 
adaptativo em regime permanente (linha verde). Note-se que o caminho de adaptação, 
dado pela convolução entre o filtro adaptativo e caminho secundário, não consegue 
modelar a planta na região de freqüências baixas, estando limitado pela característica do 
caminho secundário nessa região. Entretanto, o filtro adaptativo acompanha à planta até 
o ponto em que a atenuação desta última começa ser importante, a partir de, 
aproximadamente, o valor de freqüência normalizada 0,4.
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Fig. 4.1e. Respostas em freqüência da planta (linha preta), caminho secundário (linha azul), 
oonvolução do filtro adaptaüvo em regime pemianente e o caminho secundário (linha vermelha) e 
o filtro adaptativo (linha verde). 
A partir dos resultados obtidos, pode-se inferir que a lenta convergência apresentada e o 
elevado erro residual estão relacionados com a resposta em freqüência dos sistemas 
envolvidos. A “janela” de freqüências onde o algoritmo recebe energia é determinada pela 
combinação do caminho secundário, na região inferior, e pelo caminho primário na região 
superior. Esta situação também se reflete no erro médio quadrático em excesso que, 
como pode-se observar na Fig. 4.1d, possui um valor alto em regime permanente. Nos 
próximos exemplos vamos ver o que acontece quando se aumenta o valor da taxa de 
aprendizagem, quando a estimação do caminho secundário não é perfeita e, no exemplo 
4.4, vamos ver o comportamento do algoritmo quando o caminho secundário não impõe 
restrições na faixa de freqüências do caminho primário, ou seja, quando aumentamos o 
tamanho da janela de freqüências. 
Exemplo 4.2 
Neste exemplo vamos investigar a influencia da taxa de aprendizagem no comportamento 
do algoritmo e, também, avaliar o modelo proposto para outro valor de u. Para isto, são 
utilizadas as mesmas condições que no Exemplo 4.1, sendo a única diferença para este 
caso o valor da taxa de aprendizagem, sendo dada por p = 0,03 , o que representa o 40% 
do valor máximo. Em relação ao valor anteriormente utilizado, o novo valor é 6 vezes
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maior portanto é nosso interesse avaliar a Eq. (2.44) com o objetivo de determinar se a 
predição do erro continua valendo. 
Dado que a planta, o caminho secundário e sua estimação são as mesmas que no 
Exemplo 4.1, a figura correspondente às respostas em freqüência é a Fig. 4.1a. Na Fig. 
4.2a é comparado o resultado da simulação com o modelo (Eqs. (2.37)). Dessa figura 
pode-se observar o excelente casamento entre a simulaçao e o novo modelo proposto, 
para os diferentes valores de p utilizados. A F|g.4.2a, também mostra a evolução dos 
coeficientes do filtro adaptativo utilizando o modelo obtido da teoria da independência Eq. 
(2.38). Note que a predição do comportamento dos coeficientes deste modelo está longe 
do que acontece na prática. Também podemos verificar a Eq. expressão (2.43), que 
prediz o valor em regime permanente dos coeficientes do filtro, sendo dado por: 
Wo, =[ - 0,0269; 0,0547; 0,185; 0,2922; 0,3306; 0,3085; 0,249l;0,1687;0,0856] 
O valor médio dos coeficientes em regime permanente, obviamente, é o mesmo que no 
exemplo 4.1. No entanto, da mesma forma que no algoritmo LMS clássico, as flutuações 
do valor do coeficientes ao redor do valor médio são maiores na medida em que a taxa 
de aprendizagem aumenta. Portanto, neste exemplo foi efetuada a média de 100 
realizações a fim de obter as curvas, obtidas da simulação, com a menor flutuação 
possível. Em função do valor de p observamos que os coeficientes atingem o regime 
permanente, aproximadamente, na iteração 6000; sendo que antes deviam transcorrer 
aproximadamente 50000 iterações para o regime permanente. 
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Fig. 4.2a. Evolução dos ooeficientes do filiro adaptaüvo. ãmulação (linha azul), modelo Eq. (2.37) 
(linha preta) e modelo utilizando a teoria da independência Eq. (2.38) (linha verde). 
A Fig. 4.2b mostra o erro médio quadrático obtido da simulação e a partir do modelo 
utilizando as Eqs. (3.51) e (3.56). Também, verificamos que a predição do erro mínimo da 
Eq. (2.44) começa a se afastar do valor real, na medida em que o valor de p aumenta. 
Isso é esperado, já (2.44) foi obtida para valores pequenos da taxa de aprendizagem, 
sendo erro o medido 0,0941 e o dado pela Eq. (2.44) igual a 0,0935. Note-se que o EMQ 
medido, em regime permanente, aumentou em relação ao caso do exemplo anterior. Este 
fato está de acordo com o que também acontece com o LMS clássico, ou seja, um 
aumento na taxa de aprendizagem produz um aumento do erro médio quadrático 
residual. 
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Fig. 4.2b. Erro médio quadrátioo simulação (linha azul) e modelo (linha cinza) Eqs. (3.51) e (3.56). 
Em relação à suposição (II)-(seção 2.4), tal como verificamos no capitulo 2, para o valor 
da taxa de aprendizagem utilizada que pode ser considerada alta, não registrou-se 
nenhum efeito apreciável no modelo proposto, no sentido de que o mesmo continua 
acompanhando a simulação. Tendo visto o que acontece quando se aumenta o valor da 
taxa de aprendizagem, no próximo exemplo vamos analisar o efeito dos erros na 
estimaçao do caminho secundário. 
Exemplo 4.3 
Neste exemplo vamos investigar a o que acontece quando a estimação do caminho 
secundário não é perfeita. Para isto, são utilizadas as mesmas condições que no exemplo 
4.1 e 4.2. Neste caso, a diferença reside em que vamos admitir erro na estimação do 
caminho secundário. A flm de comparar as respostas impulsivas do caminho secundário e 
sua estimação, as mesmas são colocadas a seguir: 
S = [- 0,0801; 0,2561 ; - 0,058; 0,2523; - 0,4996;-0,333; 0,6396; - 0,2824; 0,108] 
Ê = [ - 0,1; 0,23; 0,0; 0,27; - 0,45; - 0,4; 0,6; - 0,3; 0,0] 
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Os outros parâmetros são: taxa de aprendizagem p=0,03, para este caso o valor 
máximo, determinado experimentalmente, continua sendo 0,075. Como sinal de entrada 
utilizamos um ruído branco e gaussiano com variância of, =1, a variância do ruído branco 
gaussiano aditivo é of = 0,0001. A Fig. 4.3a mostra a relação entre as bandas passantes 
da planta, o caminho secundário e sua estimação. Nessa figura pode-se obsen/ar o 
mencionado em relação às características das transferências utilizadas. 
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Fig. 4.3a. Resposta em freqüência da planta (linha preta), do caminho secundário (linha azul) e 
estimação (linha verde). 
Na Fig. 4.3b é comparado o resultado da simulação, através da média de 100 realizações, 
com o modelo (Eqs. (2.37)). Dessa figura pode-se observar o excelente casamento entre 
a simulação e o novo modelo proposto para a situação analisada. A Fig.4.3b, também 
mostra a evolução do valor médio dos coeficientes do filtro adaptativo utilizando o modelo 
obtido usando a teoria da independência (Eq. (2.38)). Note que a predição do 
comportamento dos coeficientes deste modelo está longe de predizer o real 
comportamento dos coeficientes. Também podemos verificar a expressão (2.43), que 
prediz o valor em regime permanente dos coeficientes do filtro, para o caso Ê ¢ S , sendo 
dado por: 
Wu, = [- 0,0468; 0,0193; 0,1527; 0,272; 0,3318; 0,330; 0,285; 0,204; 0,1 128] 
Em função do erro de estimação, note que os valores de regime permanente são 
diferentes em relação aos obtidos nos exemplos anteriormente apresentados. Também, 
pode-se perceber o menor número de iterações necessárias para entrar em regime 
permanente. Este fato, que pode ser considerado como sendo interessante, depende da 
qualidade da estimação. 
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Fig. 4.3b. Detalhe do oomportamento transiente dos coeficientes do filtro adaptativo. Simulação 
(linha azul), modelo Eq. (2.37) (linha preta) e modelo utilizando a teoria da independência Eq. 
(2.38) (linha verde). 
A Fig. 4.3c mostra o erro médio quadrático obtido da simulação e a partir do modelo 
utilizando as Eqs. (3.51) e (3.56). Também verificamos que a predição do erro mínimo da 
Eq. (2.44). Para este caso, temos que o erro medido é 0,0964 e, a partir da Eq. (2.44) 
obtemos 0,0953. Comparando com o exemplo 4.2, vemos que o EMQ em regime 
permanente aumentou devido a dois fatores: a falta de casamento entre o caminho 
secundário e sua estimação, e ao u mais elevado. 
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fig. 4.3c. Eno médio quadráüoo simulação (linha azul) e modelo (linha cinza) Eqs. (3.51) e (3.56). 
A Fig. 4.3d apresenta a resposta em freqüência da convolução entre a resposta do filtro 
adaptativo em regime permanente e o caminho secundário (linha vemwelha), junto com as 
correspondentes à planta (linha grossa), ao caminho secundário (linha azul), à estimação 
(linha verde) e ao filtro adaptativo (linha verde clara). Note que o caminho de adaptação 
está sempre limitado pelo caminho secundário. O motivo da lenta convergência e do erro 
elevado reside na faixa estreita de freqüências, ao redor da freqüência 0,2, onde caminho 
de adaptação permite passar a máxima energia. 
(dB) 
50 | | 
, . 
1 1 1 1 1 1 1 
O ttttt ...___ _ tt %__. tttt .... .. . .. 
-50 .‹ , ........... .g .......... .. .' ..... .,.. 
_1QQ ...... . . . . . - . , ................. .. 
-150 .i l i i i i 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Freqüência norrnalizada 
l=|g. 4.3d Respostas em freqüência da planta (linha preta), caminho secundário (linha azul), 
estimação (linha verde), oonvoluäo do filtro adaptativo em regime pennanente e o caminho 
secundário (linha verrnelhaa) e o filtro adaptativo (linha verde dam). 
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Verifica-se que o tipo de resposta em freqüência do caminho secundário tem forte 
influencia tanto na velocidade de convergência quanto no EMQ mínimo que o algoritmo 
fornece. Isso será comprovado, no próximo exemplo vamos comprovar este fato. 
Exemplo 4.4 
Para investigar a influência do caminho secundário, neste caso usamos uma característica 
de resposta em freqüência do tipo passa baixa menos restritiva que a da planta. A 
resposta ao impulso dada por é S = [1;0,5]. A planta para este exemplo é a mesma que 
vem sendo utilizada nos exemplos anteriormente apresentados. Neste exemplo 
assumimos estimação perfeita, Ê=S. Os outros parâmetros utilizados são: taxa de 
aprendizagem u=0,005. O valor para o qual o algoritmo não converge é 0,08, 
determinado de forma experimental. O sinal de entrada é um ruído branco gaussiano com 
variância cf, =1, a variância do ruído branco gaussiano aditivo of =0,000l. Estes 
parâmetros são iguais aos do exemplo 4.1 a fim de deixar como única variável o caminho 
secundário. A Fig. 4.1a mostra a relação entre as bandas passantes da planta e a do 
caminho secundário. Nessa figura pode-se obsen/ar que o caminho secundário não impõe 
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Fig. 4.4a. Resposta em freqüência da planta (linha preta) e do caminho secundário (linha azul). 
Na Fig. 4.4b é mostrada a evolução do valor médio dos coeficientes do filtro adaptativo 
obtidos a partir da simulação (linha azul), através da média de 10 realizações, e do 
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modelo (linha preta) dado pela Eq. (2.37). Dessa figura pode-se observar o excelente 
casamento entre a simulação e o novo modelo proposto. Também nessa figura podemos 
verificar a expressão (2.21), que prediz o valor em regime permanente dos coeficientes 
do filtro para o caso Ê = S , sendo dado por: 
Wo, = [0,0062; 0,031 1; 0,0798; 0,1273; 0,1364; 0,099; 0,0459; 0,01 14; 0,0002] 
A Fig.4.4b, também mostra a evolução valor médio dos coeficientes do filtro adaptativo 
utilizando o modelo obtido da teoria da independência. Note que a predição do 
comportamento dos coeficientes deste modelo não reflete o comportamento real dos 
mesmos. Pode-se observar que mesmo para um valor de p pequeno, como no exemplo 
4.1, o regime permanente começa a partir de, aproximadamente, n=500, lembrando que 
no primeiro exemplo a convergência ocorria após 50000 iterações. 
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Hg. 4.4b. Comportamento dos coeficientes do filtro adaptativo. Simulação (linha azul), modelo Eq. 
(2.37) (linha preta) e modelo utilizando a teoria da independência Eq. (2.38) (linha verde). 
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A Fig. 4.4c mostra o erro médio quadrático obtido da simulação e a partir do modelo 
utilizando as Eqs. (3.51) e (3.56). Também verificamos a Eq. (2.44) que prediz o erro 
-4 -4 mínimo, sendo o erro medido l,031410 e da Eq. (2.44) temos l,029l0 . Comparando 
com os exemplos antes apresentados, notamos o menor número de iterações necessárias 
para atingir o regime permanente, assim como 0 menor erro em regime permanente que 
o algoritmo fomece. Este fato é devido à característica do caminho secundário, já que o 
mesmo não atenua 0 sinal de entrada para nenhuma freqüência contida na banda 
passante do caminho primário. 
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Fig. 4.4c. Erro médio quadrático simulação (linha azul) e modelo (linha preta) Eqs. (3.51) e (3.56). 
Na Fig. 4.4d são apresentadas as respostas em freqüência dadas pela convolução entre a 
resposta do fillro adaptativo em regime permanente e 0 caminho secundário (linha 
vermelha), da planta (linha preta), o caminho secundário (linha azul) e do fillro 
adaptativo (linha verde). Pelo fato que o caminho secundário tem uma banda passante 
que inclui a do caminho primário, o resultado é que o caminho de adaptação consegue 
modelar muito bem a planta para quase toda a faixa de freqüências na banda passante 
do caminho primário. Nos exemplos anteriores, o caminho secundário atuava como fator 
limitante. 
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Fig. 4.4d. Respostas em freqüência da planta (linha preta), caminho secundário (linha azul), 
convoluáo do filtro adaptativo em regime pemwanente e o caminho secundário (linha vermelha) e 
o filtro adaptativo (linha verde). 
A partir dos exemplos até aqui apresentados, podemos ver que as relações entre as 
bandas passantes da planta, do caminho secundário e de sua estimação influenciam 
fortemente o comportamento do algoritmo quanto à velocidade de convergência e ao 
EMQ mínimo. Para o próximo exemplo vamos investigar o que acontece com o modelo 
quando são utilizados valores de p perto do limite superior, em função do que tínhamos 
observado em relação à suposição (II) no capitulo 2 para estes valores de p. 
Exemplo 4.5 
Neste exemplo é investigada a utilização de um valor da taxa de aprendizagem perto do 
valor limite, para o qual o algoritmo não converge. Para isto foram utilizados os dados do 
exemplo 4.4. A única diferença é, então, o valor da taxa de aprendizagem, sendo seu 
valor p=0,07. O valor selecionado p corresponde ao 87% do valor para o qual o 
algoritmo nao converge. 
A figura correspondente às respostas em freqüência é a Fig. 4.4a, já que as respostas ao 
impulso utilizadas não foram alteradas. Na Fig. 4.5a é mostrada a evolução do valor 
médio dos coeficientes do filtro adaptativo obtidos a partir da simulação (linha azul), 
através da média de 500 realizações, e do modelo (linha preta) dado pela Eq. (2.37). 
Dessa figura pode-se observar o excelente casamento entre a simulação e o novo modelo 
proposto mesmo para o elevado valor de u utilizado. Também, nessa figura podemos 
verificar a expressão (2.21), que prediz o valor em regime permanente dos coeficientes 
do filtro para o caso Ê = S , sendo dado por: 
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Wo, = [ 0,0062; 0,031 l; 0,0798; 0,1273; 0,1364; 0,099; 0,0459; 0,01 14; 0,0002] 
A Fig.4.4b, também mostra a evolução dos coeflcientes do filtro adaptativo utilizando o 
modelo obtido da teoria da independência. Note que a predição do comportamento dos 
coeflcientes deste modelo não reflete 0 comportamento real. 
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Hg. 4.5a. Comportamenho médio dos ooeficientes do fillro adaptaüvo. Simulação (linha azul), 
modelo Eq. (2.37) (linha preta) e modelo utilizando a teoria da independência Eq. (2.38) (linha 
verde). 
A Fig. 4.5b mostra o erro médio quadrático obtido da simulação e a partir do modelo 
utilizando as Eqs. (3.51) e (3.56). Também verificamos a Eq. (2.44) que prediz o erro 
mínimo, sendo o erro medido 5,3810* e da Eq. (2.44) l,029l0“'. Tal como devíamos 
esperar, a predição afasta-se do valor real na medida em que o valor da taxa de 
aprendizagem assume valore significativos, tomando como referência o valor para o qual 
o algoritmo não apresenta convergência. 
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I-ig. 4.5b. Erro médio quadráüoo simulação (linha azul) e modelo (linha preta) Eqs. (3.51) e (3.56). 
Neste exemplo pode-se comprovar que as suposições realizadas para desenvolver o novo 
modelo funcionam muito bem para o momento de primeira ordem dos coeficientes do 
flltro adaptativo, mesmo para valores elevados de p. O mesmo não acontece, entretanto, 
para o momento de segunda ordem, onde a violação da hipótese faz com que o modelo 
para este momento não acompanhe a simulação. Entretanto, em nenhuma aplicação 
prática é utilizada uma taxa de aprendizagem de valor próximo ao limite de estabilidade. 
Portanto, o modelo proposto pode ser utilizado para predizer o comportamento do 
algoritmo LMS filtrado para as aplicações práticas usuais.
r. _. _ .. _ ___.. ... .._.__
i 
~ Conclu õe 
l
I 
O objetivo deste trabalho foi o estudo do comportamento estatístico do algoritmo LMS 
filtrado. Este estudo levou à determinação de modelos analíticos para o comportamento 
dos momentos de primeira e de segunda ordem dos coeficientes do filtro adaptativo. 
Estes modelos permitem descrever e predizer o comportamento deste algoritmo, tanto no 
regime transiente quanto para o regime permanente. Também foi estudada a influência 
do tipo de resposta da planta e do caminho secundário exercem sobre o desempenho do 
algoritmo. Esta influência não é descrita na literatura técnica existente. Outro problema 
tratado foi o efeito dos erros de estimação do caminho secundário sobre o 
comportamento do sistema. Quando o tratamento matemático permitiu, foi obtido um 
limite superior para a taxa de convergência. Este foi o caso do algoritmo DLMS. 
Os modelos matemáticos desenvolvidos nesta tese foram obtidos sem invocar a suposição 
usual, empregada nas análises existentes na literatura, da teoria da independência. Isto 
representa uma novidade na análise de um problema que utiliza uma variante do 
algoritmo LMS. Ao longo deste trabalho, demonstrou-se que a teoria da independência 
não produz resultados satisfatórios na análise do algoritmo FXLMS. Como o caminho 
secundário correlaciona as amostras oriundas do sinal de entrada, tais correlações devem 
ser consideradas. Como além da distribuição gaussiana (no caso dos momentos de 
segunda ordem) não foi feita nenhuma suposição simplificadora em relação ao tipo de 
sinal de entrada, os modelos desenvolvidos são válidos para ruído branco ou ruído 
colorido gaussiano. 
Em relação ao algoritmo DLMS, foi possível refutar, através do modelo proposto, o fato 
que o algoritmo DLMS não converge se a estimação do atraso não for perfeita. Com o 
novo modelo pode-se verificar que o algoritmo não converge para uma entrada sendo 
ruído branco gaussiano. Até o presente trabalho, este caso somente podia ser verificado 
de forma experimental. Para uma entrada colorida e gaussiana demonstrou-se que o 
algoritmo também converge na condição de estimação imperfeita do atraso. Na literatura
CAPÍTULO V: CONCLUSÕES 
não é relatado este comportamento, já que os modelos existentes não permitem predizê- 
lo. Também, foi demonstrado que os novos* modelos correspondentes ao momento de 
primeira e segunda ordem dos coeficientes do filtro adaptativo são mais gerais que os 
que se encontram na literatura. Adicionalmente, as equações teóricas são expressas de 
maneira mais compacta. 
Como proposta para futuros trabalhos pode-se citar, como ponto principal, o estudo da 
estabilidade para o caso geral e para o caso do algoritmo DLMS com erro na estimação do 
atraso. Outra possibilidade de trabalho futuro seria uma tentativa do aproveitamento dos 
modelos aqui propostos no desenvolvimento de novos algoritmos adaptativos para o
~ 
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Substituindo (2.52) em (2.9) e expandindo os termos em funçao de V(n) e X¡_ (n) , tem 
se: 
M-IM-1 
E[v(n + 1)] = E[v(›z)] _ H ;s,.§].E[X(n - ¡)XT(n - z')v(n - 1)] + pE[z,,(n)X¡ (n)]. (a.1) 
Utilizando (2.2), (2.22) e (2.53), o último termo de (a.1) pode ser escrito como 
_~ _~ ~-1~ 
E[.‹z,,(n)X¡(n)] _ P5 Rsš RSS Px. (a.2) 
A Eq. (a.2) é zero se e somente se Ê =S. Para 5,. = s, +õ,., í= 0, ,M, X¡(n) pode ser 




X(n -í) + êõlz X(n -Í) = X¡(n) + X5(n) . (a.3) 
Tomando o valor esperado em (a.3) e aplicando o princípio da ortogonalidade, obtem-se:
Apêndice A 
E[z(,(n)x¡(zz) z E[z(,(n)xy,s‹,z)] + E[@(,<n)xõ(n)] z E[z(,<n)xõ(n)]. <a.4
N 
Logo, desconsiderando as correlaçoes entre V(n -i) e X(n- j), Eq. (a.1) é rescrita da 
seguinte forma: 
M-IM-I 
E[V(n +1)] = E[V(n)] - pg ês,.s¡R,.__¡E[V(n ~ 










MATRIZ DE coRRELAÇÃo 
A Equação (3.54), dada pelo valor esperado E[V(n- j)VT(n-i)], é obtida da seguinte 


















M _ _ 
Vim-z')=VT(z1-z'-1)+t{Êâkà(zz -z'~1)xT(n-/z -z'-1) 
ZMÊ OMÊ* ,ía - §,W§X(n-/z-z~1)XT(n-1-1-1) 
= = 
(b.2) 





N Tendo as duas expressoes, o próximo passo é calcular o produto V(n-j)VT(n-i) e 
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Na equaçao (b.3) não foram colocados os termos contendo z(n), uma vez e 

































t Apêndice B 
/) E[X(›»z - z')XT (fz - j)W(n - z')] z E[X(n ~ z')XT (zz _ j)1E[V(n -01; R,._,.E[v(›z - z')], 
/7) 
E[X(/1 _ i)XT (11 _ j)V(f'l ~ JWT (11 - í)] E E[X(fl - í)XT (fl - j)]E[V(f1 - j)VT (fl - i)] 
z R,._¡E[V(n - j)VT (fz - 1)] . 
U.|. . \d .Nd _ ~ tu lzando tambem a efin|çao a matr|z de correlaçao cruzada entre o sinal de entrada e 
o sinal desejado Pj_, = E[d(n - - j)], a equação (b.3) pode ser escrita como: 

















































































































































Simplificação da Equação (b.4) 
Para simplificar a (b.4) é utilizada a relação, obtida a partir da condição de regime 
permanente para os coeficientes do filtro adaptativo Eq. (2.41), e colocada a seguir: 
- - M-1 
šhRa-bww : Zšcp-c ' 






Como exemplo vamos considerar o te'rmo (2) dado por 2š,,E[V(n- j -1)]PkT . Vemos 
' k=0 
que este termo tem a mesma forma que o lado direito de (b.5), se o mesmo for 
transposto e pre-multiplicado por E[V(n- j- 1)]. Então, transpondo e pre-multiplicando 






- - M-1 
§,,Eiv<n ~ 1-1›1W;Rb-. = Z§.EiV<›z - J -1›1PI - 
c=0 
Dessa igualdade, pode-se observar que tem a mesma forma que os termos (2) and (3), 
isto significa que ambos podem ser cancelados. Pelo mesmo procedimento é, também, 
possível cancelar os termos (5) e (9). Os termos contendo momentos de quarta ordem 
são calculados pela utilização do teorema para momento de quarta ordem de uma 
variável gaussiana [7,31], desenvolvido no Apêndice C e, expresso a seguir: 
E Xçn - z')Xf gn _ ¡)ÀBTX(›z - 1<)XT (fz -1) = R ._,ABTR _ . 1 l A 
+ R,_,BATR,_, + R,_,zf{R,_J.BAT} 
Onde A e B são vetores e R,,,_, são matrizes de correlação çla entrada, calculadas pelo 
valor esperado E[X(n -m)XT(n -l)] . Pela aplicação deste teorema e da igualdade (b.5) 
são eliminados todos os termos que contem as variáveis WM , d (n) e E[V(n -m)], Vm . 
Isto significa que são cancelados os seguintes termos: (6), (7), (8), (10), (11), (12), (14) 
e (15). Portanto, a expressão recursiva final para o cálculo da matriz de correlação para 
os coeficientes do filtro adaptativo é dada por: 
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- §,R,_,E[v(n - 1< - j -1)vT(fz -¡-1)] 
(b 6) 
_ 







+ R,,+,._,_,1:[v(fz - m -z' -1)vT(n - k - ¡-1)]R,+,_,_, 
+ R,+,_,_,zr{E[v(›z - m - z' -1)vT(›z - k - j - 1)]R,,+,._,_,
+ IN :Mi ;MÊ' ,ía ^.§,R,+,_,_,E[z(n-¡-1)z(›z~ ¡-1)]. 
Utilizando a notação K .. = E[V(n - j)VT (n -i)] (b.6) pode ser rescrita como: ¡,1 
- _ M-1161-1 
K_,,,(n) = K ,,(n - _ §,K,,,+,(n -1)R,_, - uz Zs,§,R,_,K,+,,,(n - 1) 
= = k=O 1=0 
š1s›zzšf(R/‹-:K/‹+¡,zzz+¡(" _1)Rf-m 
+R,,+ K +(n-1)R,,, . (D-7) í-I-j m+i,k j '-k-1 





















+ :IU ZMÊ ;MÊ *E4 ^ §,R,+,_,_,E[z(n - z' -1)z(n - j-1)] 
Determinação da Equação associada à (_ b.4) 
Da mesma forma que em (3.22), onde a matriz de correlação com mesmo índice 
dependia de uma matriz com índices diferentes, em (b.7) acontece a mesma situação. 
Quando foi tratada a Eq. (3.22), foi necessária a introdução da Eq. (3.23) a fim de 
determinar todas as variáveis que descrevem a matriz de correlação. Por este motivo, 
vamos precisar contar com uma expressão associada, equivalente à (3.23), para 
complementar (b.7). Novamente, para obter esta equação vamos partir da expressão de 
V(n- j), dada pela equação (2.47). Então, se pós-multiplicarmos ambos os lados de 
'(2.47) por VT (n -k - i) e tomamos o valor esperado, a expressão resultante é: 
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Apêndice B 
E[V(n ~ J`)VT(11 ~ ¡< ~ i)] = E[V(" ~ .Í -1)VT (H ~ k - i)] 



















+ pz§,,E[X(fz - ffz _ j -1)E[z(fz - j - 1)]E[VT (fz ~ k _ z)1. 
(b.8) 
Utilizando a notação corrente, e considerando que o valor esperado da variável z(n) é 
zero, por ser um processo de média zero, (b.8) pode ser rescrita como: 
M-1 
K .,+, (fz) = K .,+,_, (fz - 1) + uz-â,,P_,,E[vT (fz - fz - 1)] Jf' J-' 
m=0 
A _ (b.9) 











-,Mš OM- Eh 
A expressão (b.9) pode ser simplificada pelo uso da relação (b.5). Para isto se pós- 
multiplicarmos ambos os lados de (b.5) por E[VT(n-k-i)], pode-se observar que o 
segundo e o último termo em (b.9) são iguais. Portanto, podemos rescrever a seguinte




ÇM- ;MÊ :fa Kj,/<+¡V(n) : Kj./‹+¡-1 (n _ I) _ zš1Rfzz-1Kfzz+j,Á›+¡-1 (n _ 1) - (b'10) 
Com as equações (b.7) e (b.10) estamos em condições de modelar o comportamento do 
momento de segunda ordem do vetor erro nos coeficientes do filtro adaptativo, utilizando 
o algoritmo LMS filtrado. A fim de acondicionar os índices, tal como foi realizado para 
obter-se as equações (3.30), devemos ,manipular os índices das matrizes de correlação. A 
forma em que estes devem ser trabalhados é obtida a partir da Eq. (3.53). Nessa 
expressão, aparece o cálculo do traço de Kj¿,.(n) = E[V(n ~ j)VT (fz - i)] , onde os índices 
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i e j podem assumir duas condições, serem iguais ou diferentes. Em função desta 
premissa, o procedimento é o seguinte: 


















Ol\4_ zP4Ê Kg, KD,D (n) : KD,D(" _ 1) ` š/KD,k+0(n _ DR/-k _ š/R/‹-/K/<.+D,D (H _ 1) 
slsmsr (Rk-IKk+D,››i+D (n _1)Rr-m 
+Rm-1Km+D,/‹+D(n _1)Rr-/‹ (b'11) 









Utilizando a relação KDYD (n) = K0,0(n -D) , chamando/Wi oi = E[z(n)z(n)] e fazendo 
n - D = n, (b.11) é rescrita como: 
M-mí:-1 M~iM«i 
Ko,o(") : Ko.o(" _ 1) ' HZ 2:5/‹š1Ko,/.› (n _])R1-/‹ _ HZ ZS/‹§/R/‹-/K/.›,o(” _ 1) ` 
/zzo 1=o /‹=o /=o
+ `S: I\) ÍMÊ gm? QMÊ OM? *Í/1 šlsmšr (Rk-IKk,m-(n _1)Rr-m 
+ Rm-1Km,1‹ (n _ 1)Rr-/‹ (blz) 





;MÊ> Ca ^,§,R,_,E[z(n -1)z(n -1)] 
De (b.12) vemos que K0_0(n) depende das matrizes K0_,,(n) e K ,V0 (n). Entretanto, as 
matrizes K ,W (n) sempre poderão ser colocadas na forma K0), (n) ou K,_0(n) através 
da relação Kk.m(n)=K,_m_0(n-m) se k >m, ou Kk¶m(n)=K0_m_k(n-k) em caso 
contrario. Tais matrizes são versões atrasadas de K0_,(n) ou K,,0(n), as que são 
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vamos continuar com a suposição z' = j = D, mas agora apiicada em (b.10), obtendo:
› 
KD,k+D : K D,/‹+D-1(n _ 1) “ š1Rm-/K»z+D.1‹+D-1 (n " 1) 1 (b'13) 
ou, 











Ap êndice ~ 
CÁLCULO DO MOMENTO DE QUARTA ORDEM DE UMA VARIÂVEL GAUSSIANA 
No Capítulo 3, foi utilizado o teorema para os momentos de quarta ordem de uma 
variável gaussiana. Este teorema foi aplicado para determinar os valores esperados 
contendo termos de quarta ordem dentro da expressão da matriz de correlação. Na 
literatura de filtragem adaptativa [6,7,16,29,35], este teorema é formulado utilizando a 
teoria da independência. No presente trabalho, este teorema foi reformulado sem a 
utilização desta teoria, preservando assim a correlação entre os vetores de entrada para 
os diferentes instantes de tempo, e cuja expressão é escrita a seguir: 





~ ~ onde X(n), A e B sao vetores coluna de dimensao N xi. Para obter-se a equação 





G = X(n«- k)XT(n -l), 
e seja M,ça matriz definida pelo produto dessas matrizes, então: 
M = DFG , 
sendo seus elementos definidos pela relação:
Apêndice C 
âmz 
iqiz ‹M>,,, = D›,,,,<F›W,‹G›,,p. 
Ou, em forma equivalente 
Í[\/12 il;/12 (M),p = (n-i-r)x(n-j-m)(F)mqx(n-k -q)x(n-l- p). (C.2) 
Quando é aplicado o valor esperado em ambos os lados da equação (c.2), temos: 
N N
` 
E[(M),,,1= zzE[x(n _ â _ r)z(n _ j- m)x(›z _ lz _ q)x(n _ 1 _ p)1(F)mq. (c.3) 
q=l m=l 




ÍMz U1 E[(M),,,] = [X(fl - í - f)X(f1 - j * m)X(f'l ~ Í< _ ¢I)X(f1 -1 _ P)](F),,.q = 
(EW _ f - f››‹<n - 1- m›1Er›‹<n ~ f‹ - ‹z>›‹<n -1 - p›1<F›:,q (c.4) 
+ E[x(n - í ~ r)x(n - k - q)]E[x(n - j - m)x(n -l - p)](F)mq 
+ E[x<n _ z' _ r)x(zz _ 1 _ p)1E[x(n _ j _ m)x(n _ fz _ q)1(F)mq ). 































E[(X(n -z')XT(z1 -1)) 
Juntando os termos (el), (e2) e (e3), obtêm-se a equação (c.1), que desejava-se 
constatar. 
[x(n - i - r)x(n - k ~ q)x(n - j- m)x(n -l ~ p)](F)mq = 
(X(n - z')XT (H - 1<)),q1<F)qmE[(X(fz - ¡)XT (zz -1))mq] = Rk_,FTR,_,. , 
[x(n - i - r)x(n -l - p)x(n - j- m)x(n - k ~ q)](F) mq =
É L_› Í[\/12 3 
M2 
/N 
(X<›z-f›XT<›z~1›),,,1‹F›",,,E[(X<n« f>Xf<›z~k›),,u,1 = 
F›W,E[(X<n~ j›Xf‹n-1‹›)»,,,1 = R,-.mFRküu,} 
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