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Abstract 
Metal mine with fractured blocky rock mass is much different from coal mine, which shows discontinuity 
and irregularity, meanwhile large differences also exist in stratum structure, geological condition, ore 
body shape and mining methods, so the influential factors in metal mines is more complex and volatile. 
The research on theory and application of ground subsidence has not reached a mature stage at present. 
So this paper focused on the study of this issue based on neural network with its characteristic that it has 
fast learning speed and could approach to any non-liner mapping, which are adapted to the complex 
environment in metal mine. The time series prediction model was established, which is based on the 
measured data of the roof subsidence in the goaf of metal mine, and the tested sample data were trained 
and tested by many times. Finally the predicted value of the neural network was compared with the 
measured value by automatic optical level, which showed that the prediction model achieved good 
accuracy, and could be accepted in the engineering application. This method could fill the gap of 
incomplete monitoring data in mine ground subsidence, and provide a reference for production in the 
metal mine.  
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1. Introduction 
 The law of overlying strata movement and the surface subsidence mechanism of metal mine with 
fractured blocky rock mass is different much from that of coal mine with layered rock mass, which shows 
discontinuity and irregularity, meanwhile large differences also exist in stratum structure, ore body shape, 
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geological condition and mining methods, so the influential factors in metal mines is complex and 
volatile[1-2]. The ground surface subsidence in metal mine often occurs suddenly, in most cases are 
discontinuous subsidence, such as sunken pit, bench-shape, tubular, shaft or funnel-shaped subsidence, 
which is not like slow subsidence of coal mine, so the prediction of overlying strata movement and ground 
surface subsidence in metal mine is often lack of objectivity, and often have distinct nonlinear feature, 
which belongs to the nonlinearity category, thus it is very difficult to predict. All these lead to big 
problems in controlling the overlying strata movement and the ground surface deformation in metal mine. 
Certain theories and methods of the ground subsidence prediction (such as stochastic medium theory 
and numerical simulation method, etc.) have been applied in the ground subsidence prediction. However, 
the rock of underground mine itself has the characteristics of heterogeneity and nonlinear, while there are 
also some other uncertain factors, such as joints , fractures and faults in overlying strata, and the hole and 
empty area caused by the goaf in the surrounding rock, etc. All these factors would cause the fuzziness 
and randomness of the overlying strata movement and the ground surface deformation. Ultimately there 
are deficiencies and difficulties when dealing with the problems by these theories and methods. Artificial 
neural network (ANN) is a kind of intelligent computing system of simulating biological neural network. 
It has the characteristics of self-learning, self-organizing, nonlinear dynamic process and high fault-
tolerance, meanwhile it also possesses associative inference and adaptive capacity, and especially it can be 
applied to processing various kinds of nonlinear problems[3]. Some data missing existed in ground 
subsidence monitoring by the destruction of human factors. Meanwhile time series monitoring data have 
large discreteness and uncertainty in practical monitoring, but through artificial neural network fitting, 
there is an incomparable superiority. In addition, artificial neural network has generalization capability, 
which is quite practical in the time series predicting. Therefore, many research results at home and abroad 
showed that the neural network has relatively high precision in predicting the ground subsidence[4-5]. 
Therefore, the ground subsidence of a metal mine was studied based on neural network method in this 
paper, so as to remedy and amend the shortcomings of some data loss and discreteness of some measuring 
data, and offer a reference for the safety production in the metal mine. 
2. Ground Subsidence Prediction Model of Artificial Network Construction 
2.1. Network model building 
The research object of this paper is the ground subsidence above the goaf. As the geological structure 
of this metal mine and relevant influential factors are very complex, the strata movement is nonlinear and 
fuzzy, thus, it is difficult to quantify or apply a mathematical model to study it. Therefore, the data of 
ground subsidence measured in the field could be used to predict the future movement of the ground by 
neural networks. 
The first step is to build the BP network, different aspects, such as the network layer, the number of 
neurons in each layer and the activation function and learning rate, etc., should be taken into 
consideration. To improve the technical accuracy, the hidden layers should be increased, but this would 
complicate the network structure, increasing the training time of the network weights; another way to 
improve accuracy is to increase the number of neurons in hidden layer, the effect of which is easier to 
observe and adjust than that of the previous[1]. In order to simplify this model and improve computing 
speed, under the condition of completing the training purpose and achieving the computing accuracy in a 
single hidden layer, 3-layer network model with one hidden layer has been chosen for study. The number 
of Neurons in Input layer node is 7, while one Neuron in output node, node number in hidden layer 
should meet the next formula[5]: 
1 ( 3)i m ld                                                                                             (1) 
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In this formula, m is the number of sample, which is set at 10 in this paper. Thus the node number in 
hidden layer is 6. 
2.2. Learning function 
BP neural network was built by Newff, the transfer function of hidden layer was tangent S-type 
(tansig), the function prototype of which is: 
F(x)=1/(1+e-x)                                                                                          (2) 
The learning process is as follows: 
(1) Firstly, weight W and threshold θ were initialized, randomly given all the weights and neuron 
threshold value the initial value. 
(2)The research objects will be taken as learning sample pair (input value and expected output value), 
namely the input vector Xi=(x0, x1,…,xn-1) and expected output vector Di=(d0, d1,…,dm-1), among which 
subscript i denotes each sample or input mode. 
(3) Use S-type function and the following formula to calculate the output xj of each hidden layer and 
output yk of output layer, the output value of the input layer node is equal to the input value, the output 
value of the input layer node is equal to its input value, if the hidden layer is n1 units, output layer is m 
units and input layer is n units. 
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(4) Starting from the output layer to amend weight, errors are transmitted reversely from the output 
layer to the first hidden layer by using recursion algorithm, and use the following formula to adjust the 
weight, minimizing the error. 
/( 1) ( )ij ij j iw t w t x  KG                                                                              (5) 
In this formula, wij(t)is the weight from hidden layer node i to j at time t; η is gain; 
/
ix is the output of 
the node i; δj is the error term of nodes j. if node j is an output node, the formula is as follows: 
(1 )( )j j j j jy y d yG                                                                                   (6) 
In this formula, dj is the expected goal of node j, yj is the output value of calculation. If j is an internal 
hidden node, the formula is: 
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In this formula, k is the node in previous layer of node j. 
Similar approach can be used to adjust the threshold of hidden nodes. If adding a momentum a and 
making weights change slowly according to the following formula, the convergence of the process may 
be more rapid. 
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 (5) Calculate the average errors of the system, and make sure the results reach the requirements of 
error precision or cycling times. The square error of i in each (input and output) mode is: 
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The system average error is (if there are p samples): 
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Fig.1 shows the function curve. Output layer use linear transfer function (purelin), while training 
function use trainlm. The training times are 19860 and error is 0.001. 
Therefore, the BP neural network model built in this paper is shown as in fig.2, and fig.3 is the 
algorithm process. 
 
 
 
 
 
 
 
 
 
 
 
3. Ground Subsidence Network Training and Inspection 
3.1. Network sample design 
In order to ensure the safety of the ground building and structure, netted observation station was 
positioned in the metal mine, which measures the subsidence displacement by automatic optical level, the 
device is AT-G1 of TOPCON. A typical point was selected as the research object in the paper. 
Learning of neural network can be study under guidance, by providing neural network some learning 
sample pairs (input and output), and learning algorithm to modify network connection weights. That is, 
the sample pairs (experimental data) were divided into two parts, a large part of samples were taken for 
neural network learning, while a small part of them were for the neural network testing after learning. 
New input data were predicted by tested neural network, then its learning effect was evaluated, and the 
effect of learning sample database was judged. In the research, "Time" was taken as the input value and 
"measured cumulative subsidence" as expected output value, which composed sampling pair in the 
research. 
Taking the advantage of neural networks that it can solve nonlinear problems, data of the ground  
subsidence were measured, which were taken as studying and training samples for future ground 
subsidence law research, so as to provide reference to protect the ground building and structure. 
The mine monitoring time is from November 2009 to August 2010, monitoring once a month, 10 times 
in total. Table 1 shows the monitoring data in detail (In order to facilitate the description of time in table, 
the measured data of November 2009 is regarded as the data of the first month, in turn, the measured data 
of August 2010 is the data of the 10th month). The monitoring data of 10 times were considered as data 
Fig.1. Function curve  
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Fig.3. The algorithm process of network model 
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Fig.2. Structure of BP neural network  
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sample, the monitoring data of the first 7 months were the learning samples, and data of the last 3 months 
were regarded as network testing samples. 
3.2. Neural network inspection and results analysis 
The code of the neural network was programmed by using network toolbox of the matlab software, 
and the created model is trained and tested to check whether it is correct or not. Fig.4 shows the relations 
of training steps and error, from which we can conclude that when training times reach 19860 steps, the 
model has achieved the desired accuracy as error is lower than 0.001. 
The prediction performance of Neural Network was judged by the relative error between predicted 
value and measured value. The formula: 
Pr 100% Measured value edctied value
Measured value
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Roof subsidence of the last 3 months was predicted by well-trained samples, measured value and 
predicted value were compared as in table 2. The results showed that the predicted value of the 9th month 
has a good consistency with the measured value, as the absolute error is 0.02mm and relative error is 
1.67%. The biggest relative error is -2.7% in the 10th month. Compared with other theoretical calculation 
results, the calculating results of this network model have fewer error and higher accuracy, fully meeting 
the actual needs of engineering. 
Table 1. Measured data of ground subsidence                             Table 2. The comparison of measured value and predicted value                            
 
 
 
 
 
 
 
 
 
 
4. Conclusions 
The ground deformation and overlying strata movement in metal mine were influenced by relatively 
complicated factors, which not only correlated with factors like physico-mechanical properties of rock, 
orebodyĄs buried depth and occurrence conditions, stratigraphic configuration and mining methods, and 
so on. Geological structural surface in rock, such as faulting structure, shear fault zone, also plays a 
controlling role in the stability and movement of strata. In addition, the choice of mining method is 
another dominant role which human factor plays in controlling overlying strata movement, whether the 
goaf is disposed and the effect of goaf disposal are key roles for overlying strata movement and ground 
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deformation. Because ground subsidence is influenced by many factors, these factors are fuzzy and non-
linear, so it is difficult to express quantification by mathematical formula. 
Based on the great function of neural network that it can handle nonlinear problems, without knowing 
the geological conditions of the mine, the mined-out region size and shape parameters and rock 
mechanical parameters, the roof subsidence prediction of the goaf in the metal mine was researched, and 
the results were compared between the predicted and the measured one, which showed a good 
consistency. All these testified the superiority of the neural network. Time series prediction model of 
neural network established in the paper could accurately predict the ground subsidence, especially remedy 
and amend ground subsidence measuring data in case of some data loss and large discreteness, and offer 
reference for the future development trend in the metal mine ground subsidence. 
Neural network has its unique advantages, however, in actual application, because the characteristics 
of approached samples were unable to learn accurately, even when the network error is zero, it is also 
unlikely to achieve research demands, which often arise "over-fitting" phenomenon. This phenomenon 
is an inevitable result because of too much hidden nodes, which affects the generality of network. Under 
given accuracy, for the order number of approached function, the fewer the better, as the low approached 
function can effectively prevention "over-fitting" phenomenon, so as to increase network predictive 
capacity[6]. But in practical applications, there is not any set of mature theoretical method to determine 
the network's hidden node numbers now, only by way of increasing or decreasing the trying calculating 
method to determine the number of the network hidden nodes. At present, there are many problems that 
must be solved in the application of neural network, and only by solving these problems can give full play 
to the advantages of neural network. 
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