Using a multivariate autoregressive model, we estimated the signal course of manually selected iEEG channels. Akaike information criterion (AIC) [5] and bayesian information criterion (BIC) [6] were calculated to determine the optimal order of the MVAR model. Changes of the optimal order prior to an occurring seizure were investigated as feature for seizure prediction by a receiver operator characteristic (ROC), and the significance of the resulting observations were validated by surrogate analysis.
Database
The methods were evaluated on a data set that has been acquired during presurgical diagnostics at the Clinic of Epileptology in Bonn. The database comprises iEEG recordings of 20 patients suffering from temporal lobe epilepsy. The left part of Table 3 provides an overview to the database including the number of electrodes, the recording time, the affected hemisphere, and the number of recorded seizures for each patient.
The affected hemisphere has been localized by magnetic resonance imaging (MRI) during presurgical diagnostics. For each patient, (163 ± 106) hours of data was recorded from an average number of 38 ± 23 intracranial electrodes with a sampling rate of 200 Hz. Each recording includes between three and ten epileptic seizures. Although the individual electrode placement differs amongst the patients, all recordings incorporate data from intra-hippocampal depth electrodes. An exemplary implantation scheme is provided in [7] .
Model Order as Feature
The complexity of a multivariate autoregressive model depends on the number of observations to be estimated and on the model order. In this contribution, the akaike and bayesian information criterions were applied to determine the optimal model order. The underlying mathematical concepts of the MVAR model, AIC, and BIC are described below.
Abstract:
For several decades, researchers are aiming for the detection of precursors of epileptic seizures. A system that is able to issue a warning about an impending seizure could dramatically improve the quality of life of affected patients. In this work, we apply multivariate autoregressive (MVAR) modeling to intracranial electroencephalography (iEEG) recordings of patients with therapy resistant epilepsy. As compared to our previous investigations, we studied the optimal model order of the autoregressive process as a feature for seizure prediction. In a statistical evaluation, we obtain significant results for 17 out of 20 patients. 
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Introduction
Forecasts of epileptic seizures by an implantable warning device would significantly improve the quality of life of a large number of patients affected by epilepsy. Research on this topic has been done for several decades, but a reliable method that is applicable to a large number of patients has not yet been found. An overview on selected studies in epileptic seizure prediction is given in [1] and [2] .
In time series analysis, signal prediction is a well-known method for estimating signal values and is widely used in speech analysis and synthesis [3] . Previously, the prediction error, as a measure of the signal prediction performance, has been investigated as a feature to detect preseizure states [4] .
In this work, the signal prediction approach is addressed in the framework of multivariate autoregressive modeling, followed by the calculation of the optimal order of the stochastic process. Through the investigation of the interdependencies of individual iEEG channels, we are aiming to improve the performance of our previous work.
Multivariate Autoregressive Models
A multivariate autoregressive model is described by (1) where is an -dimensional column vector containing the samples of each observation at time point . In our case, denotes the number of channels of the iEEG recordings. The parameter represents the model order, i.e. the maximum number of preceding samples taken into account for the signal estimation. The matrix comprises the model coefficients at time lag and denotes a zero-mean Gaussian noise term with covariance matrix . The theory for the estimation of an MVAR model can be found in [8] .
Assuming weak stationarity within small segments, the iEEG signals were cut into non-overlapping blocks of 1,000 samples, corresponding to 5 seconds in time. Furthermore, to avoid an underdetermined system of equations, the number of channels has to be limited 1 . For our investigation, we studied different subsets of four to ten iEEG channels, that were selected arbitrarily based on the individual implantation scheme of grid and depth electrodes. Overall, we analyzed between two and twelve different subsets for each patient.
Model Order
To obtain the optimal model order , the AIC and BIC values were calculated by (2) and (3) where is the number of samples per channel. Equations (2) and (3) consist of an error and a penalty term. A low signal prediction residuum can be obtained by high model orders, leading to a small error term. However, a high model order is associated with an increased penalty term. The model orders where the AIC and BIC values reach their minimum make a compromise between a high signal prediction quality and a low model complexity and are denoted as optimal model orders and , respectively.
To overcome that limitation, more samples could be taken into account, but this may violate the required stationarity.
Statistical Evaluation
For statistical evaluation, the iEEG data was divided into four different classes: The ictal state denotes the seizure time interval, the postictal state is a residual effect time interval following an ictal period, the preictal state specifies the time interval prior to an ictal period and the interictal state denotes all the remaining time intervals.
The goal of our method is to separate pre-from interictal data. Here, the seizure prediction horizon (SPH) is defined as the alarm time interval prior to an impending seizure and is assumed to coincide with the preictal state. The seizure occurrence period (SOP) comprises the ictal and postictal period and the residual data corresponds with the interictal state.
SPH and SOP are arbitrarily chosen in accordance with the literature [2] . In our study, the classification rate was investigated for 10, 20, 30, and 60 minutes of SPH and 25 minutes of SOP. Ictal and postictal data were excluded from the analysis, resulting in a binary classification problem of pre-and interictal segments. The evaluation of a quantitative classification metric and its significance assessment are described below.
Receiver Operator Characteristic
As a measure for the separability of preictal and interictal data segments, we used the receiver operator characteristic analysis with the area under the curve (AUC) as classification metric. We investigated two hypothesis:  H1: The optimal model order increases prior to an impending seizure.  H2: The optimal model order decreases prior to an impending seizure.
Surrogate Analysis
Surrogates are test data to prove the significance of posed assertions. For this purpose, a null hypothesis is postulated:
The optimal model order does not change prior to a seizure. The surrogates share all the properties from the original data but are also consistent with the null hypothesis. If the AUC values of the surrogates are lower than in the original data, the null hypothesis can be rejected at a level of significance that is determined by the number of surrogates. Here, the chosen significance level is 5 %.
In this paper, the generation of the surrogate data is based on the method of seizure time surrogates [9] and essentially involves the permutation of seizure onset times: The distances between the seizure onset times are maintained and at least 95 % of the original available average SPH time of a seizure has to be available in the surrogate. Moreover, the SPH of the surrogates must not contain SPH data of the original signal. Figure 1 illustrates an example of the relative frequency over the optimal model order values for randomly chosen segments of one patient with an SPH of 60 minutes. In the following, the set of parameters, hypothesis, and electrodes are attributed as suitable, if the corresponding surrogate analysis is significant and the related AUC value reaches a maximum. Table 1 contrasts the different results for the AIC and BIC values for patient D. The two subsets contain intrahippocampal depth electrodes (nine electrode contacts in the left hemisphere in subset 1 versus ten contacts in the right hemisphere in subset 2). For the sake of simplicity, only the AUC values for 10 and 20 minutes SPH are listed, since those of 30 and 60 minutes SPH are in the same range for this patient. Table 2 reveals the correlation between the patients affected hemisphere, location of the electrode grid and the suitable hypothesis. An overview of the best AUC values for all patients is given in Table 3 in comparison with former results on the same database.
Results
Discussion
By taking the MVAR model order gained from the AIC and BIC optimization as a feature for the identification of preictal states, we achieved significant results for 17 out of 20 patients. In comparison, the previous studied feature prediction error led to only nine patients with significant results [4] .
From Table 3 we observe that AIC and BIC parameters yield almost the same number of highest AUC values, leading to the conclusion that none of the two parameters can be favored. This also applies to the different prediction horizons and the choice of the hypothesis. The intraindividual differences in the performance of the AIC and BIC values and the importance of the choice of electrodes is emphasized in Table 1 . Table 2 indicates a correlation between the location of the electrode subset on the affected hemisphere and the appropriate hypothesis. In this regard, a patient with an affected left hemisphere is likely to show an increase in the optimal model order prior to a seizure when the underlying subset of electrodes is located on the left hemisphere as well. However, for the same patient a decrease in the optimal model order could rather be observed prior to a seizure, if the subset of electrodes is placed on the right hemisphere.
The results indicate that considering multiple channels in a multivariate autoregressive model leads to more significant results for the given patient database. However, the automated selection of a suitable subset of electrodes in an additional pre-processing step is desirable. Moreover, the optimal model order is a discrete measure, that is not sensitive enough to detect the preictal states for certain patients (in our case, patients E, L and N). Instead, using the prediction error as a continuous parameter may lead to more convincing results. Finally, the model order shows promising results as a feature for seizure prediction if the affected brain hemisphere is incorporated into the analysis. Thus, in further investigations the model order shall be considered. 
