In this paper 
Introduction
Consider a scenario where vegetables are stored in a cold storage. In such a scenario, it is crucial to keep the temperature constant. In order to extend the shelf-life of the vegetables, it is necessary to ensure that the cooling system is able to respond accurately to external events, e.g. opening of doors, which might result in a sudden rise of temperature. The cooling system monitors the temperature using wireless sensor nodes that are equipped with temperature sensors. When a temperature sensor is biased, the output of the sensor is always e degrees too high or too low (where e is constant). Temperature sensors generating biased readings could result in the cooling system switching on or off prematurely, or later than it should be, which may affect the freshness of the vegetables. In order to have an accurately functioning system it is imperative to ensure that the sensors are properly calibrated. Since our temperature sensors operate within normal environmental temperatures, in the middle of the range of the sensors, we do not deal with errors that are caused due to nonlinearity. When measuring at the borders of the range of the sensors, these non-linearity errors must be taken into account. Random errors, e.g. noise or transient events, are suppressed by averaging multiple samples. By applying the proposed calibration algorithm, systematic (bias) errors can be reduced, resulting in extended shelf-life of the vegetables in the example scenario. This paper will discuss related calibration algorithms with their drawbacks, section 3 and 4. We provide a new algorithm, describe its characteristics in section 5. Simulations and real life results are stated in sections 6 and 7. Section 8 lists some future work to be carried out, a conclusion is stated in section 9.
Calibration
In [6] a formal definition of calibration is stated. Each device has a set of parameters, 3 C RP. The purpose of calibration is to choose the correct parameters for each device such that they, in conjunction with a calibration function, will translate any actual device output T into the corresponding desired output T*. The calibration function must therefore be of the form T* = f(, T).For a temperature sensor these set of parameters can be deduced by creating a controlled environment. In an absolute controlled environment the desired output T* is known. Directly observing each device and building a mapping from T to T* to directly optimize that device response is called micro-calibration. This can be done manually. In a Wireless Sensor Network (WSN) many temperature sensors are available, calibration relationships between two or multiple sensors can be obtained. E.g. Relative calibration, calibration of individual sensors relative to each other instead of some absolute reference. More approaches exists. The opposite of micro-calibration is macro-calibration. Macro-calibration does not optimize the accuracy of one individual sensor, but optimizes the accuracy of the whole system (the WSN). Macro calibration exploits the sensor redundancy in the WSN. Macro calibration contains three steps [6] . The first step is to parameterize individual devices and model the system accuracy as a whole using these parameters. The second step is to collect data from all the devices in the system. The third step is to optimize the accuracy of the entire system, by choosing parameters for the individual devices.
Related work
LaMarca et al [4] suggest to use a service robot. This service robot is equipped with calibrated sensors. The robot visits every node in the network and performs a pairwise calibration between the sensors of the service robot and the sensors of the node. This service robot runs in an office environment. Disadvantage of this approach is the intrusive and disruptive behavior of the robot. Problems might arise when reaching the nodes physically becomes more complicated (e.g. rough terrain). In [1] and [2] Bychovskiy et al proposes to use relative calibration in the first phase of their algorithm. In the second phase, the relative calibration relationships are optimized. Due to errors, calibration relationships are not globally consistent. With a Localized Consistency Maximization algorithm, calibration relationships can be improved on a local scale. Calibration relationships of short paths (nodes placed closely to each other) are trusted more than relationships of longer paths. Calibration relationships can be stored in a graph. A calibration cycle invariant was introduced; a calibration graph is consistent if and only if a convolution of calibration relationships over any cycle in the graph is a null transformation. Whitehouse and Culler [6] are using among mean-and iterativecalibration, macro-calibration in order to improve the system accuracy. They are using the MICA sensor platform connected with a mica sensor board. These boards consist of a sounder and a microphone. A total of 32 nodes are placed in 30cm x 30cm grid. When measuring the Time of Flight (TOF), the distance between two nodes can be calculated. In this scenario, two devices, the sounder and the microphone, on each node, have to be calibrated. With joint-calibration, a set of equations can be made, d* = BT + BR + GT d + GR d, where BT and BR represent startup times for oscillation (constants). GT and GR represents transmitter volume and receiver sensitivity, respectively and are proportional to the distance. Joint-calibration performed better than mean-and iterative calibration, due to the exploitation of the redundancy of the sensors. Results can be optimized, using a priori information. The distance between two sensors must be the same, d* dji> and the triangular inequality, dt*; + dj*Zd*;>O ij -[-di> k > 0.
Drawback of existing calibration algorithms
There are some drawbacks of the calibration algorithms mentioned in the previous section. This section explains why they are not completely suitable for calibration in a sensor network. Manual calibration of sensors in a sensor network is a time consuming task. Which makes manual calibration of sensors in a WSN simply too expensive. Relative and absolute calibration are based on the assumption that two sensors measuring the same physical process, should produce the same desired output T*. For nodes placed close to each other this is an acceptable assumption. When the distance between nodes increases, nodes are not measuring the same physical process. Therefore the desired output is not the same, which makes relative and absolute calibration less appropriate in larger areas. Mean-calibration will not work either. Assume that cooling-water (of e.g. a factory) has to be measured. The temperature directly at the drain will be higher than the temperature at a certain distance from the drain. The mean temperature can of course be calculated, but what is the meaning of this value? The described joint-calibration algorithm works for measuring the distance between two nodes, because a single measurement is a function of two nodes. Measurements between two nodes can be optimized due to known a priori information, like the triangular inequality. A priori information of this nature however is not available in the case of temperature measurements. A temperature measurement is a single and independent measurement.
Algorithm
A new calibration algorithm for temperature sensors in WSNs has to be designed, keeping in mind some properties of known calibration algorithms. As stated earlier, the main idea of the algorithm is to make a model of the distribution of the temperature. This idea is based on fact that there must be some sort of correlation between the measured temperatures by two The assumption is made that in a set of sensors the bias will be normal (Gaussian) distributed, N(,u, (u2) with mean ,u and variance (72.
The goal of macro-calibration is to improve the system accuracy as a whole. Every temperature sensor, as stated earlier, i has a bias error, Ej. Let's define the current system accuracy, R,y, as the summation of those bias errors Ej, where N is the total number of nodes. this value is T(i,t), where t is the time of the epoch.
The accuracy of the system is improved if and only if the following equation holds, where Ai is the correction for
Ideally the left side of the equation is zero, the error of each sensor is than reduced to zero and therefore also the accuracy of the system as a whole. Note that the system has a list of triples (i, , y). Where i is the node number, x and y are the positions belonging to node i.
Both notations are used in this thesis. So Ei is E(xi,y).
Phase one, parameterize individual devices
The first phase of the algorithm is to parameterize individual devices and the system as a whole. [ 
Results
Data was received from 24 distinct nodes. Temperature readings of the LM92 temperature sensors [5] seemed to be valid, all between 23.125°C and 26.125°C. To calculate the correction of the biases of the sensors the algorithm has been applied on a section of the measurement data. Only epochs where more than N (e.g. N = 8) nodes delivered temperature readings were used. The tests were influenced with communication problems, epochs were more than 20 nodes delivered measurements were rare. Increasing N did not make that much difference. In total 185 epochs were used. Calculations for the corrections of the biases (for every node) were made for 1st, 2nd 3rd and 4th order polynomials. These calculated corrections were averaged as described before. The algorithm decided not to apply the corrections of the biases. Calculated corrections were too high although close to the boundary (for different values of p) were it could apply the corrections. The average absolute value of the bias when having a large amount of LM92 temperature sensors is 0.08776°C. Note that the resolution of the sensor is 0.0625 'C so the algorithm should correct the measurements in the order of 1 or 2 times the resolution which is almost impossible in an uncontrolled environment. When looking at the results of the algorithm the calculated corrections seemed quite reasonable. From the 24 calculated corrections, 6 calculated corrections had a higher absolute value than 0.087760C, but these higher values have probably too much weight, so the algorithm decided not to apply the corrections. The highest calculated correction was 0.36G C. This value is a little bit more than the maximum bias error (0.33°C) according to the data sheet of the LM92.
According to the data sheet and assuming that the readings of the LM92 are correct, temperature readings of the internal temperature sensor of the MSP43OF149 micro processor [3] of the sensor node should be between 10°C and 40°C. Looking at the results, temperatures between 17.87 0C and 32.49 0C were measured, so the measurements seemed to be valid. Temperature readings of sensor node 1 are depicted in figure 3 . The internal temperature reads always -6.5 0C higher than the LM92 temperature sensor, the difference between both bias errors. The temperature course is more or less equal. The same phenomena is observed at all other nodes.
The calibration algorithm is also applied on measurement data generated by the internal temperature sensor. The algorithm decided to apply the corrections (for different values of p). In 
Conclusion
In order to improve the accuracy of sensor measurements, less accurate sensors must be calibrated. Without any question the best way to do this is, is manually. However, the labor needed for manual calibration makes this approach unusable. The proposed calibration algorithm is suitable for calibration of sensors in sensor networks. Simulations and practical tests have been carried out with temperature sensors. These simulations and tests showed that the accuracy of the temperature sensors can be improved. The amount of improvement depends on the environment, in a clean environment, where the distribution of temperature is smooth, large improvements of the accuracy are possible. Due to the conservative behavior of the algorithm, the chance of a decrease of accuracy (of the whole system) is small. Therefore the proposed calibration algorithm can be used to improve the accuracy of the measurements, without any harm. The proposed algorithm is an off-line algorithm, so it requires no additional hard-or software on the sensor nodes. Besides the possibility to calibrate sensors, the model of the distribution of the temperature can be used to check measurement values for validity. It is possible to interor extrapolate missing measurement data. This can be exploited while estimating (calculating) a measurement is more efficient in terms of energy than sampling a real physical sensor. This is useful in a WSN.
