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Abstract:
Graphite is the strongest diamagnet of all known materials to date. Recent
studies of the thickness dependence of the resistance of graphite have demon-
strated the heterogeneity of the charge distribution in bulk graphite and
prompted the study of its magnetic properties. The studies of the thickness de-
pendence of the magnetic susceptibility of graphite, done in this work, showed
that two-dimensional interfaces between the crystalline (Bernal or rhombohe-
dral stacking order) blocks in graphite make a dominant contribution to its
diamagnetic susceptibility. Previously proposed models of diamagnetism in
graphite are not suitable for explaining its magnetic properties, and therefore
new concepts should be considered. Additionally, the studies of the transport
and magnetic properties of graphite and multilayer graphene indicated the
existence of superconductivity at the interfaces in well-ordered graphite. The
possibility of creating permanent circulating currents around artificial holes
in highly oriented graphite was studied by highly sensitive magnetization
measurements. The obtained results provide hints for the possible existence
of superconducting regions inside the bulk highly ordered graphite.
In the present thesis, a further thickness dependent phenomenon on the
depinning line (DL) of the flux line lattice of the high-Tc superconductor
Bi2Sr2CaCu2O8+δ was studied. This geometrical effect shifts to notably lower
temperatures in micrometer ring, compared with bulk crystals and thin flakes.
The shift is related to a decrease in the overall pinning potential as a result
of size effects, caused by: a) the thickness of the sample being smaller than
the pinning correlation length, and b) the increase in the effective London
penetration depth of the vortices (Pearl vortices). The large shift of the DL to
lower temperatures may significantly influence the suitability of such elements
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Zusammenfassung:
Graphit ist der stärkste Diamagnet aller bisher bekannten Materialien. Jüng-
ste Studien zur Dickenabhängigkeit des Widerstands von Graphit haben
die Heterogenität der Ladungsverteilung in Bulk-Graphit gezeigt und die
Untersuchung seiner magnetischen Eigenschaften veranlasst. Die in dieser
Arbeit durchgeführten Untersuchungen zur Dickenabhängigkeit der mag-
netischen Suszeptibilität von Graphit zeigten, dass zweidimensionale Gren-
zflächen zwischen den kristallinen (Bernale oder rhomboedrische Stapelrei-
henfolge) Blöcken in Graphit einen dominanten Beitrag zu seiner diamag-
netischen Suszeptibilität leisten. Zuvor vorgeschlagene Modelle des Diamag-
netismus in Graphit eignen sich nicht zur Erklärung seiner magnetischen
Eigenschaften, weshalb neue Konzepte in Betracht gezogen werden sollten.
Zusätzlich deuten die Untersuchungen der Transport- und magnetischen
Eigenschaften von Graphit und einigen Graphenschichten auf die mögliche
Existenz von Supraleitung an den Grenzflächen in gut geordnetem Graphit
hin. Die Möglichkeit, permanent zirkulierende Ströme um künstliche Löcher
in hochorientiertem Graphit zu erzeugen wurde durch hochempfindliche
Magnetisierungsmessungen untersucht. Die erhaltenen Ergebnisse liefern
Hinweise auf die mögliche Existenz supraleitender Bereiche innerhalb des
hochgeordneten Graphit.
In der vorliegenden Arbeit wurde ein weiteres dickenabhängiges
Phänomen untersucht, das von der Depinning-Linie (DL) des Flussliniengit-
ters des Hoch-Tc-Supraleiters Bi2Sr2CaCu2O8+δ abhängt. Dieser geometrische
Effekt verschiebt sich zu deutlich niedrigeren Temperaturen im Mikrome-
terring im Vergleich zu Volumenkristallen und dünnen Flocken. Die Ver-
schiebung hängt mit einer Abnahme des gesamten Pinning-Potenzials infolge:
a) Die Probendicke ist kleiner als die Pinning-Korrelationslänge und b) die Zu-
nahme der effektiven Londoner Eindringtiefe der Wirbel (Pearl-Wirbel). Die
große Verschiebung der DL zu niedrigeren Temperaturen kann die Eignung
eines solchen Elements für Geräteanwendungen in Mikrostreifenantennen
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In this work, the investigation of the magnetic properties of quasi-two-
dimensional materials, such as graphite and Bi2Sr2CaCu2O8+δ (or Bi-2212),
was carried out. Both materials have a strong magnetic anisotropy and two-
dimensional (2D) features in the electronic structure.
Since 1934, graphite is known to exhibit a strong magnetic anisotropy [1].
Nowadays, graphite is the strongest diamagnet of all existing materials (after
superconductors), therefore it was especially important for us to understand
the origin of this unique property. Many attempts were made to explain the
diamagnetism in graphite, but many of them were incomplete or contradictory.
The influence of 2D interfaces on the electronic properties of graphite was
investigated in the last decade at the University of Leipzig [2–10]. However,
the influence of interfaces on the magnetic properties of graphite was not
studied.
One main goal of this work was to evaluate the contribution of 2D in-
terfaces in graphite to its diamagnetic properties. The dependence of the
magnetic susceptibility of graphite on the thickness was investigated and a
nonmonotonic behaviour was found.
Also in this work, the possibility to detect permanent superconducting
currents on graphite interfaces around artificially made holes was investigated.
Such a study was motivated by previous reports and investigations of high-
temperature superconductivity at interfaces in well ordered graphite [3, 5–9,
11]. The presence of a residual magnetic moment, created by currents flowing
around artificial holes, could help to better understand the distribution of
superconducting interfaces in highly oriented graphite.
Motivated by the intriguing superconducting properties, the influence
of sample geometry of the depinning phenomena in Bi2Sr2CaCu2O8+δ high
temperature superconductor (HTSC) was investigated. The need for such
research is explained by the importance of such elements in modern electronic
technologies and scientific interest. For example, Bi-2212 based emitters can
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be used as THz oscillators, which are based on stacked intrinsic Josephson
junctions [12–15]. Micrometer Bi-2212 rings are of potential interest as THz
emitters and microantennas in split-ring resonators [16]. Therefore, the in-
vestigation of depinning processes in the Bi-2212 micrometer rings is of high
interest for both science and industry.
In previous investigations, the presence of two diffusion modes in a
Bi2Sr2CaCu2O8+δ superconductor [17], as well as the anomalous mode associ-
ated with a flux line lattice phase transition at low temperatures [18], were
observed. A large number of factors (size, geometry and doping [19–24])
affect the pinning properties of HTSC, therefore it is important to study their
influence on the pinning properties of HTSC devices in more detail.
From magnetization measurements, a significant shift of the depinning
line of a Bi-2212 micrometer ring to lower temperatures was observed, which
reinforces the influence of the sample size and geometry on the depinning
properties. These effects must be taken into account when creating devices for
use in THz electronics.
The magnetic properties of graphite and Bi2Sr2CaCu2O8+δ were mainly
studied using highly sensitive torque magnetometry. Its sensitivity to
magnetic moments was of the order of m ∼ 5×10−10 emu at magnetic field of
the order of 1 kOe. The implementation of torque magnetometers for low to
room temperature measurements as well as the development of a method
for calculating the absolute value of the magnetic moment of the measured
samples were one of the key tasks of this work.
The investigated Bi2Sr2CaCu2O8+δ material was grown in the lab of Prof.
Dr. Kopelevich in the "Gleb Wataghin" Institute of Physics in Campinas, São
Paulo, Brazil. Raman spectra were recorded by Dipl.-Kryst. A. Setzer. EDX
measurements and STEM photos were made by Dr. W. Böhlmann. Some of
the magnetic measurements, included in this thesis, were done by Dipl.-Kryst.
A. Setzer. Torque magnetometer for use at low temperatures was designed





2.1 Basics of superconductivity
2.1.1 Introduction
In 1911, H. Kamerlingh Onnes discovered, initially for mercury, and then later
in other materials, that the electrical resistance drops to zero when passing
through the critical point [25–27]. This type of material was called a supercon-
ductor. Later it was revealed that in addition to zero resistance phenomena,
superconductors have the ability to completely push out a weak applied
magnetic field below the critical temperature Tc, which is characteristic of the
material. Such perfect diamagnetic effect is called the Meissner effect and was
found by W. Meissner and R. Ochsenfeld in 1933 [28].
A distinctive feature of a superconductor is the presence of an energy gap
between the normal state and the superconducting state, which characterizes
the energy of conduction electrons and is called a condensation energy of the
superconducting state. This energy barrier prevents the transition of electrons
from the superconducting state to the normal one, thus keeping the electrons
in the superconducting state even when colliding with ions and lattice defects,
not dissipating energy and thus keeping the resistance zero.
The first macroscopic description of the Meissner effect (the decay of the
magnetic field in a superconductor) was obtained by Fritz and Heinz London
brothers in 1935 [29]. The London equations establish the connection between
the current and the magnetic field in a superconductor.
In 1937, L. V. Shubnikov and his colleagues in Ukraine experimentally
discovered two critical fields in alloys, thus revealing a type-II superconductor
[30].
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In 1950, V. L. Ginzburg and L. D. Landau proposed a phenomenological
theory of superconductivity, based on the existence of superconducting elec-
trons [31]. In the Ginzburg-Landau theory, the superconductor is described
by the order parameter ψ, which is assumed to be small, and therefore they
considered the region of the second-order phase transition between the super-
conducting state and the normal state (in the normal state the order parameter
is equal to zero).
The penetration of flux lines into a type-II superconductor was quantita-
tively explained by A. A. Abrikosov in 1957 [32]. Based on the arguments of
Ginsburg, Abrikosov was able to describe the formation of a regular lattice
of magnetic lines, which are surrounded by ring currents. Such a structure is
called the Abrikosov vortex lattice.
In 1957, Bardeen, Cooper and Schrieffer in their theory (BCS) proposed
that electrons near the Fermi surface form Cooper pairs, which condensate
into a boson-like state [33, 34].
A fascinating prediction was made by Josephson in 1962 (termed as
"Josephson effect"), where it was shown that electric current can flow through
two superconductors, separated by a small non-superconducting barrier [35].
In 1986, J. G. Bednorz and K. A. Muller discovered superconductivity in a
complex La-Ba-Cu-O oxide with a critical temperature Tc ∼ 30 K [36]. This
discovery raised a new wave of interest in superconductors, leading to the
discovery of new high-temperature superconductive materials that contain Y,
Bi, Tl, and Hg instead of La.
Reaching room temperature for superconductivity remains one of the most
significant and challenging tasks. The discovery of high-temperature super-
conductivity (HTS) posed the problem of determining the pairing mechanism
in the new class of superconducting materials. Until now, this issue has not
been completely solved, but it has stimulated significant scientific interest,
contributing to the development of various areas of physics.
In 2015, A. P. Drozdov, M. I. Eremets and their colleagues published an
article about superconductivity in the sulfur hydride system at 203 K and
pressures above ∼ 150 GPa [37], which was considered the highest Tc value
in superconductors so far. In 2016, the group of P. D. Esquinazi in Leipzig
published hints of superconductivity in graphite at Tc ∼ 350 K, localized
at internal interfaces (Precker et al. [8]). These hints add to several others
published in the last 50 years for graphite (see the review by Esquinazi et al.
[9]). The localization of the superconducting regions as well as several other
intrinsic properties of the interfaces are subject of current interest.
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2.1.2 London theory
Fritz and Heinz London proposed a model where total electron density of
matter n is equal to the sum of density of electrons in the normal state nn and
density of superconducting electrons ns [29]. Taking into account that the two
types of electrons correspond to the velocities vn and vs, the total electron
density and current density~j are given by:
n = nn + ns
~j = ~jn +~js = −e(nn~vn + nn~vs), (2.1)
where e is a charge of an electron. Normal electrons are scattering, therefore
~jn = σn~E. Superconducting electrons have a zero resistance, so they obey











where m is a mass of an electron, and ~E is an electric field. Equation (2.2) is the
first London equation. Adding a magnetic field B to the first London equation,





where c is the speed of light.
















The solution of Equation (2.6) for the superconductor with a plane surface
and placed in the normal magnetic field has the form:
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Bz = B0e−
z/λL , (2.7)
where z is a distance from the surface to the superconductor depth. Thus,
the magnetic field penetrates into the superconductor exponentially only to a
certain depth, and the rest of the bulk superconductor remains screened.
2.1.3 Ginzburg-Landau theory
The London theory describes the Meissner effect well, but it is insufficient for
a situation of coexistence of a magnetic field and superconductivity, such as
an intermediate state of a type-I superconductor or a mixed state of type-II.
Ginsburg and Landau proposed their theory to explain the intermediate state,
based on the fact that the phase of the electrons is coherent on a macroscopic
scale [31]. The order parameter ψ is defined as a thermodynamic quantity
that has the property of a mean wave function, that describes the coherent
motion of the center of a group of electrons. Square of magnitude |ψ2| gives
the density of superconducting electrons. Assuming that the free energy of a
superconductor depends on the density of superconducting electrons, and the
transition point |ψ2| is sufficiently small, the free energy density F is presented
in the following form:











where Fn is the free energy density of the normal state in the absence of the
magnetic field ~H, α and β are temperature dependent coefficients, m and e are
respectively the mass and the charge of superconducting electrons, and ~A is
the vector potential.
In the absence of a magnetic field, Equation (2.8) takes the following form:
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In order to have |ψ|2 as a positive value, α is chosen to be negative below
Tc. This ensures that F(ψ) acquires a minimum value.
Substituting Equation (2.11) into (2.9), one obtains the density of free
energy in the equilibrium state:




Introducing the Gibbs free energy density Gs(H) = F− BH (where B is
the magnetic flux density inside the superconductor and H is the external
magnetic field), one obtains a connection between the energy of the Gibbs





The value of 12 µ0H
2
c is called the condensation energy density and it represents
the maximum difference of the free energy density between the superconduct-
ing and normal states.
Rearranging the Equation (2.8) with respect to ψ and A, the following two
equations are derived:
αψ + β|ψ|2ψ + 1
2m





These two equations are called the Ginzburg-Landau equations.
From the Ginzburg-Landau equations, two interesting characteristic
lengths are determined, namely, the penetration depth of magnetic field λ and
the coherence length ξ.







where ψ0 is the equilibrium value of the order parameter in the absence of an
electromagnetic field. The typical penetration depth of type-I superconductors
varies in the range of 10 - 100 nm, and type-II superconductors in the range of
100 nm - 1 µm.
The coherence length is given by:





The coefficients α and β of (2.8) can be expressed in terms of λ as:



















The typical coherence length of type-I superconductors varies in the range
of 40 nm - 2 µm, and type-II superconductors in the range of 1 - 20 nm.
The ratio of the two characteristic length is called the Ginsburg-Landau





The Ginsburg-Landau parameter allows to describe the type of supercon-
ductor. Superconductors of the type-I have k < 1/
√
2, and superconductors of




In 1956 L. Cooper considered the formation of a paired state of two electrons
with opposite spins and velocities and suggested that these pairs may be
responsible for the superconducting state [38]. He pointed out the possibility
of the formation of a paired state of two electrons at the Fermi level during the
exchange of phonons. In his model it was assumed that the details of metal
structure do not affect the qualitative features of the superconducting state,
and therefore band and crystal structure can be neglected.
One year later, in 1957, J. Bardeen, L. Cooper and R. Schrieffer proposed
their microscopic theory of superconductivity, known as the BCS theory [33,
34]. This theory gave a qualitative explanation for the absence of resistance in
superconductors at low temperatures, based on the quantum properties of the
motion of conducting electrons in a crystalline lattice. When an electron flies
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FIGURE 2.1: Sketch of formation of the Cooper pair of electrons
in an ionic lattice due to phonon interaction [39].
next to the ions, it attracts ions and creates a positive charge density behind
itself, which attracts another electron with opposite spin and velocity (in this
case, the interaction is maximal), see Figure 2.1.
The BCS theory is based on the assumption that there is an attraction
between electrons with energies close to the Fermi energy. The nature of this
attraction, in fact, is not essential for the BCS theory, but it is important that
such an attraction existed. The reason for this attraction in a low-temperature
superconductor is the formation of Cooper pairs.
The BCS theory has shown that the attraction leads to the appearance
of an energy gap in the spectrum of elementary excitations of the crystal
above the level of the electrochemical potential. The existence of such gap
leads to the need to use finite energy to break up the Cooper pairs, and at
low temperatures, the thermal motion can not give such energy to a pair of
electrons. Therefore, the Cooper pair moves in a crystal, without dissipating
neither in the oscillations of the crystal lattice, nor in the impurities, which
explains the effect of superconductivity.
Although, the BCS theory does not set the upper limit for the critical
transition temperature in the superconducting state, it is considered that addi-
tional, still unknown mechanisms are needed to explain the high-temperature
superconductivity discovered in 1986.
2.1.5 Quantization of magnetic flux
The phenomenon of magnetic flux quantization in superconductors was theo-
retically predicted by F. London in 1948 [40], and was experimentally recorded
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in 1961, independently, by Deaver and Fairbank [41] as well as Doll and
Näbauer [42].
The current density of a superconductor in a magnetic field can be given







where φ is the phase of the order parameter and |ψ|2 is a carrier density of the
current.
Asuume that the superconductor has a hole, around which a superconduct-
ing current flows. Integrating the equation for the supercurrent along some
closed circuit C covering the hole and passing far enough from the edge of the
hole (at a distance far greater than the London penetration depth), and bearing
in mind that~j = 0 due to the distance from the edges of the superconductor,
the following relation is obtained:
∮
C








~A dl = Φ is defined as a magnetic flux, with a flow through the






∇φ dl = h̄
2e
∆φ, (2.24)
where ∆φ is a variation in the phase after one circulation on C. Taking into
account the mathematical requirement that the order parameter should be a
single-valued function, ∆φ must be an integer multiple of 2π. Therefore
Φ = nΦ0, (2.25)




= 2.06783 · 10−15Wb, (2.26)
where Φ0 is called the magnetic flux quantum with a unit of the magnetic flux.
Thus, the magnetic flux is quantized in superconductors.
2.1.6 Josephson effect
In 1962, B. Josephson, a PhD student at Cambridge University, predicted
stationary and non-stationary effects, where the superconducting current
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flows through a thin insulating layer between two superconductors (Josephson
junction) [35]. Both effects were experimentally confirmed in 1963-65 [43, 44].
However, back in 1932, V. Meissner and R. Holm showed that the resistance
of a small contact between two metals disappears when both metals become
superconducting [45].
When a sufficiently low current is passed through the Josephson junction,
there is no voltage at the contact, i.e. the current is purely superconducting
(Josephson current). Its existence is associated with the incomplete destruc-
tion of the Cooper pairs of electrons as they pass through a very thin non-
superconducting layer. This phenomenon is called the DC Josephson effect. In
this case, the current will flow through the Josephson junction and is equal to:
IS = Ic sin ∆ϕ, (2.27)
where Ic is the maximum superconducting current that the junction can con-
duct at zero voltage drop, and ∆ϕ is the phase difference of the two supercon-
ductors across the junction.
If the current exceeds a certain critical value Ic, which is a characteristic of
the junction itself, a non-zero voltage drop appears on the junction and the
junction becomes a source of high-frequency electromagnetic radiation. This
phenomenon is called the AC Josephson effect. The angular frequency of an AC





The value 2e/h is called the Josephson constant and it is equal to the inverse
value of the magnetic flux quantum.
2.1.7 Type-I and Type-II superconductors, vortices and flux-
ons
Based on the Ginsburg-Landau theory [31], A. Abrikosov quantitatively ex-
plained the existence of two types of superconductors [32].
In the type-I superconductor, the Ginsburg-Landau parameter k = λ/ξ
is less than 1/
√
2, and the surface energy of a superconductor is positive.
In this case, there is only one value of the critical magnetic field Hc, at which
the superconductor completely excludes the external field from the material
below Tc (Meissner state).
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However, in the type-II superconductor, k is greater than 1/
√
2, and the
surface energy is negative. In this case, it is energetically favourable for the
superconductor to partially pass the external field through itself in the form
of flux lines (also called vortices, flux tubes, or fluxons), when external field
exceeds the critical field Hc1 at temperatures below Tc. The total penetration
in the type-II superconductor only occurs at an upper critical field Hc2, which
is normally much higher than the critical field Hc1. The schematic phase
diagrams of type-I and type-II superconductors are shown in Figure 2.2.
FIGURE 2.2: Phase diagram of (a) type-I superconductor and (b)
type-II superconductor.
For a type-II superconductor, the critical fields Hc1 and Hc2 can be ex-














When a superconductor is in the “mixed state” between Hc1 and Hc2, each
of the flux lines contains one magnetic flux quantum Φ0 = h/2e.
The structure of a single vortex is shown in Figure 2.3. The supercur-
rent circulates around a non-superconducting domain of a cylindrical form,
elongated in the direction of an external magnetic field. The radius of this
cylindrical domain is ∼ ξ. The supercurrent forms a vortex with the radius
∼ λ from the center of the domain. The magnetic field distribution of a single
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where K0(r) is a zeroth-order Bessel function. For r . ξ, the magnetic field is









FIGURE 2.3: Sketch of a single vortex in a superconductor with
the penetration depth λ and the coherence length ξ.
These vortices form a lattice in a triangular shape, provided that the super-
conductor is homogeneous and without defects. A sketch of such an array of
flux lines is shown in Figure 2.4(a) and is called flux line lattice (FLL).
The first experimental confirmation of the existence of the Abrikosov flux
lines was observed by neutron diffraction in 1964 by D. Cribier et.al. [49], and
the first image of the vortex lattice was obtained by decoration in 1967 by U.
Essmann and H. Träuble [48], see Figure 2.4(b).
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(a) (b)
FIGURE 2.4: (a) Sketch of the flux lines (black arrows), which
penetrate into the superconducting disk (blue disk), when the
external field Hc1 < H < Hc2 is applied. (b) The first image of the
vortex lattice, obtained by U. Essmann and H. Träuble [48].
2.1.8 Flux pinning and flux motion
As it was predicted by A. A. Abrikosov in 1957 [32], magnetic flux can pene-
trate through a type-II superconductor in the form of a FLL.
When a supercurrent passes through a superconductor, the vortices drift,
but this drift may stop, if the vortex is tied to a defect, such as grain boundaries,
inclusions of other phase, pores, impurities, and other lattice defects. This
binding is called the flux pinning. The vortex structure of a superconductor in
the Shubnikov state is unstable with respect to the superconducting current,
flowing normal to the applied magnetic field. This superconducting current
has a density~J and interacts with the FLL, leading to the appearance of the





where ~B is the average magnetic induction.
Considering the magnetic induction to be B = nvΦ0, where nv is the
density of vortices, the Lorentz force, which acts on the single vortex, is equal
to:
~fL = (Φ0/c)~J ×~n, (2.34)
where~n is a unit vector along the direction of the magnetic induction (~B = ~nB).
In this case ~FL = nv~fL.
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In an ideal type-II superconductor, free from defects, any small Lorentz
force will lead to the motion of vortices. Due to the fact that this motion is
viscous (since ohmic losses appear in the cores of the vortices), the part of the
power input must be dissipated to maintain motion. The energy dissipation
(per unit length) for one vortex is given by the formula:
P = ~fL · ~vv = (Φ0/c)~J ×~n · ~vv, (2.35)
where ~vv is a speed of vortex. Since the energy dissipation is P = ~J~E, the





Let us consider the forces acting on the vortex. If |~vv| = const, one obtains
the following relation:
~fL + ~fη = 0, (2.37)
where ~fν is the viscous friction force ~fν = −η~vv, where η is the viscosity of the
quantized vortex. Taking the vortex velocity ~vv = −~fν/η and substituting it
into (2.36), the following relation is obtained:
~E = (Φ0B/ηc2)~J = ρ f~J, (2.38)
where ρ f = Φ0B/ηc2 is the resistivity of the superconductor in the resistive
state. For B = Bc2, the expression turns to ρ f (Bc2) = Φ0Bc2/ηc2 = ρn, where
ρn is the resistivity of the superconductor in a normal state. Thus comparing







The physical meaning of Equation (2.39) is that ρ f is proportional to the
concentration of the normal phase in the volume of a superconductor repre-
sented by normal cores of vortices with a resistivity ρn [50].
In the theory of Anderson and Kim, it was assumed that the flux creep
occurs in the form of jumps of bundles of flux lines between neighbouring
pinning centres [51, 52]. These bundle jumps occur with the frequency:
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where f0 is an attempt frequency of the bundle to escape the pinning barrier
Upin. The speed of a flux creep is represented by [51–54]:












where Jc is the critical current density and v0 = lhop f0, where lhop is a mean
hopping distance.
2.1.9 Irreversibility line
The relationship between the thermal energy Eth, the vortex-vortex energy
Evv, and the pinning energy Upin shows a strong influence on the properties
of the magnetic flux line system. When the interaction between the vortices
is weak, the pinning centres become more efficient. The existence of the
irreversibility line in the H − T phase diagram depends on the competing
Eth and Upin energies. The physical meaning of the irreversibility line is that
at temperatures below this line, the pinning is strong enough to trap the
flux lines [46]. Above this line, the flux lines become depinned, hence the
irreversibility line is also called the depinning line [19, 55].
If one applies the magnetic field to the type-II superconductor in a sweep-
ing mode from 0 to H > Hc1 and then back to zero, the magnetization will be
irreversible. This irreversibility occurs due to the fact that when the external
field is turned off, some flux lines remain pinned in the superconductor.
The two possible cases of the effective pinning potential acting on a flux
bundle are shown in Figure 2.5. At the position A, the flux bundle with energy
Eth = kBT is thermally activated out of the local potential well. At position B
the flux bundle is trapped, because its thermal energy is not high enough to
overcome the pinning potential barrier [46].
It is also worth noting that there is no relationship between the line of
irreversibility and the melting line, although they sometimes coincide in
the H − T phase diagram [46]. The point is that the melting occurs when
Eth ≈ Evv, and the irreversible behaviour occurs when Eth ≈ Upin. Thus, it
turns out that the positions of the depinning line and the melting line are
determined by the energies Upin and Evv (Upin depends on the properties of
the defects in the sample, sample dimension, geometry and on the magnetic
field frequency [17, 19, 20, 55], whereas Evv is an intrinsic flux lattice property).
As a result, the depinning line and the melting line may coincide or overlap,
depending on the ratio of the corresponding energies [46].
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FIGURE 2.5: Sketch of the energy of (A) the thermally activated
flux bundle and (B) the trapped flux bundle [46].
The depinning line can be determined from various kinds of measure-
ments [56], for example from the resistive transition ρ(B, T), irreversibility-
reversibility point in the magnetization curve, maximum A.C. dissipation [57],
damping peak [17, 22, 56, 58], peak in the ultrasonic attenuation [59].
2.1.10 TAFF and flux diffusion
Thermally assisted flux flow theory (TAFF) at small driving forces was pro-
posed by Kes et al. in 1989 [60] for the type-II superconductor in the mixed
state.
When a magnetic field gradient ∆B occurs, thermally activated hopping
processes move vortices in the direction of the Lorentz force ~FL = ~J × ~B, or in
scalar form FL = −B∇B/µ0 [53, 61]. For the conservation of magnetic flux,
the continuity equation must be satisfied [53]:
∂~B
∂t
= −∇ ·~J. (2.42)
Two variants of the shape of a superconductor were considered: a slab
defined by −l ≤ x ≤ l and a solid cylinder with r ≤ a. The field is applied
























for a cylinder, (2.44)
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The physical meaning of the the flux-flow density ~D was defined by
Beasley et al. as the amount of flux that crosses a line perpendicular to B
and ∇B per unit length and time [53].
For a small perturbation B, Equations (2.43) and (2.44) can be linearised,










TAFF resistivity can be expressed by the Arrhenius law as [62–65]:







Thus, substituting Equation (2.48) into Equation (2.47), the diffusivity














Kes et al. considered two cases of applied magnetic field:
~H(t)AC = ~H0 +~h sin 2πνt, (2.50)




where ~H(t)AC and ~H(t)DC correspond to measurements in AC and DC mag-
netic fields, respectively [60].
It was shown by E. H. Brandt that a consequence of the flux diffusion is that
the response of the vortex system to a step-like perturbation decreases with a
characteristic time τ0 = L2i /π
2D, where Li is a characteristic length, width or
thickness of the superconductor [63, 66]. In the case of a periodic perturbation,
∝ exp(iωt), the dissipation has a maximum value at ω = 1/τ0 = π2D/L2i .
2.1. Basics of superconductivity 19
Alternatively formulated, when the flux lines can move, the transverse current
diffuses from the surface into the bulk by the vortex curvature and stabilizes
over the thickness during a relaxation time ' d2/π2D and over the width
during a relaxation time ' wd/π2D [66]. Various diffusion modes of the FLL
with a different orientation of the slab in a magnetic field were considered by
E. H. Brandt [63].
2.1.11 High temperature superconductors
The solid solution between Nb3Al and Nb3Se with critical temperature of 20 K
was synthesized by B. Matthias et al. as early as 1967 [67].
In 1973, superconductivity was observed in Nb3Ge with a Tc of 22.3 K
[68]. Later, in 1986, J. G. Bednorz and K. A. Müller, working at IBM in
Zürich, synthesised the compound La2−xBaxCuO4 with a Tc of 30 K [36]. This
gave rise to a new wave of interest in superconductors, and soon afterwards
superconductivity was discovered in various systems, such as Y-Ba-Cu-O
[69], Bi-Sr-Ca-Cu-O [70], Tl-Ba-Ca-Cu-O [71] and Hg-Ba-Ca-Cu-O [72] with
a Tc above the boiling point of nitrogen. The highest Tc value of 135 K was
reported for the HgBa2Ca2Cu3O8 superconductor [72].
All these high temperature (high-Tc) superconductors have highly
anisotropic crystal structures and contain CuO2 layers, which are respon-
sible for the superconducting charge carriers.
In 2015, a new superconductor with a high Tc was discovered by A. P. Droz-
dov, M. I. Eremets and their colleagues by applying an extremely high pressure
(around 150 GPa) to hydrogen sulfide (H2S) [37]. At these conditions, the
superconducting transition appears at 203 K (-70 ◦C) due the formation of H3S.
This discovery inspired a wide interest in the search for superconductivity in
hydrides at high pressures. For example, in 2017, Flores-Livas et al. reported
superconductivity in doped ice H2O with Tc ∼ 60 K under a pressure of
150 GPa [73]. In 2019, Somayazulu et al. reported high-Tc superconductivity
with Tc = 260 K (-13 ◦C) [74]. This was obtained by compressing lanthanum
superhydride LaH10 in pressures up to 180–200 GPa.
In 2016, the group of Pablo Esquinazi presented results on the investigation
of natural graphite crystals, which provided hints of granular superconduc-
tivity with a Tc ∼ 350 K and a transition width of ∼ 40 K [8]. Such high
temperature superconductivity might be possible in the framework of the flat
band model [7, 75–78].
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Up to now, many questions about the emergence of superconductivity at
high and room temperatures in graphite remain controversial and still open.
2.1.12 Pearl vortex
In 1964, J. Pearl, being a PhD student, was first to describe a superconducting
current vortex interaction in a thin film of a type-II superconductor, the so-
called "Pearl vortex" [79]. In thin superconducting films, the vortex interaction
is mediated mainly by the magnetic stray field, and the screening of the in-
plane supercurrents is governed by the effective 2D penetration depth Λ, also
known as "Pearl length", which is described by the ratio Λ = 2λ2/t (Λ t),
where λ is the London penetration depth and t is the thickness of the film
[79, 80]. The magnetic field profile of a Pearl vortex diverges as ∼ 1/r at
short distances from the center r  Λ, and decays slowly, following ∼ 1/r2
at long distances r  Λ [79, 81]. In contrast, the magnetic field profile of an
Abrikosov vortex diverge exponentially at distances far from the center of the
vortex, as described in Section 2.1.7.
The flow of the electrical current through a superconducting film may
cause the movement of these vortices with a constant velocity v in the di-
rection normal to the electrical current, leading to energy dissipation, as
described in Section 2.1.8. In superconducting strip of width w, the self-energy
of a single Pearl vortex in the middle of the strip is defined by the ratio
U0 ' (Φ20/2πµ0Λ)ln(w/πξ) [82, 83].
The size of the Pearl vortex can reach macroscopic dimensions (up to
∼ 1 mm [84]) in sufficiently thin films. Therefore, the Pearl vortices, which
are trapped in narrow samples of amorphous superconducting films, can be
observed directly by such methods as scanning SQUID microscopy. The scans
of such vortices on a superconducting MoGe disk are exemplary shown in
Figure 2.6. The magnitude of the magnetic flux Φ through the pickup coil
is indicated by the colour bar in Figure 2.6. Kokubo et al. observed that the
number of spots of the flux increased proportionally with the increase in the
magnetic field [83]. Since each spot is located inside the disk region, it is
considered to be a Pearl vortex. Magnetic flux spots are visibly well-spaced
(without strong overlaps) and are of nearly equal magnitude in the disk.
Such spots form a triple-shell configuration, which means that the innermost
shell has one (Pearl) vortex, the middle shell is formed by 6 vortices, and the
outermost shell by 11 vortices. Figure 2.6(b) shows an image of the same disk,
taken with a step size of 4 µm. Even with the large pixel blocks of 4 µm step
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size, it is possible to recognise how the vortices are arranged, confirming that
each flux spot represents a Pearl vortex.
FIGURE 2.6: Scanning SQUID microscopy images of a disk with
90 µm diameter after cooling to 3.2 ± 0.1 K under applied mag-
netic fields of 8.2 µT (a) and 8.4 µT (b), which were obtained with
step sizes of 1 µm and 4 µm, respectively. Adapted from [83].
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2.2 Basics of diamagnetism
Magnetic susceptibility χ is the degree of magnetization of a material in
an external magnetic field. The magnetic susceptibility per unit volume is





where M is the magnetization and H is the external magnetic field strength.
Susceptibility is considered frequently to be volumetric, since it is determined
by the volume magnetization M = mV , where m is the magnetic moment and
V is the volume of the material. However, it can also be represented in terms
of mass, mole, area, and so on, depending on how the magnetization M is






where ρ is the density of the material. Diamagnetic materials have a negative
value of χ, while paramagnetic materials are characterised by a positive χ.
Diamagnetism is a phenomenon, where electrical charges partially shield
the interior of a material body from an external magnetic field [85]. The
classical theory of diamagnetism was given by Langevin in 1905 [86] for
materials, which contain atoms with closed shells (i.e. dielectrics).
However, the Langevin theory does not provide the full picture for metals
due to the presence of non-localized electrons. In 1930, L. Landau proposed
the theory that describes diamagnetism in a free electron gas (i.e. metals) [87].
Details of both theories are presented in the following two sections.
2.2.1 Langevin diamagnetism
According to the Lenz law, when the flux through an electrical circuit changes,
the induced (diamagnetic) current assumes a direction opposite to the flux
change.
In particular, the Larmor theorem can be used to describe diamagnetic
properties of atoms or ions. A magnetic field B, applied to an electron, leads
to the Larmor precession with frequency ωL = eB2me . Since the number of
revolutions per unit of time is ωL2π , the Larmor precession of Z electrons is
considered to be the current equivalent:














where e and me are the charge and mass of an electron, respectively. Since the
magnetic moment of a current loop is given by m = I · S, and the area of the





















is the mean square of the distance of the electrons
from the field axis passing through the nucleus. In the case of a spherically











































where n is the number of atoms per unit volume. The obtained Equation (2.56)
is the classical Langevin expression.
In dielectric solids, the diamagnetic contribution of the ion cores can be
described roughly by the Langevin model. The contribution of conduction
electrons to the diamagnetic behaviour in metals can be understood within
the Landau theory, described in the next section.
2.2.2 Landau diamagnetism
In metals and semiconductors, some of the valence electrons can move from
atom to atom along the lattice within the entire sample, producing a conduc-
tion band of free electrons. An external magnetic field coerces free electrons
to move along spiral quantized orbits. This orbital motion of free electrons
causes diamagnetism, which was theoretically predicted by L. Landau in 1930
and therefore this phenomenon is called Landau diamagnetism [87].
Let us consider a magnetic field B applied to a system with free electrons.
The force, which acts on the electron, is expressed as:
~F = − e
c
~v× ~B, (2.57)
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where e and v are the charge and velocity of the electron, respectively.
The Hamiltonian for a single electron, considering that the vector potential
of the magnetic field is ~A = (0, xB, 0) and neglecting the intrinsic magnetic



































Ψ = EΨ. (2.59)
Assuming that the Hamiltonian does not depend on the y and z coordi-
nates, the solution can be written as:
Ψ(x, y, z) = eikyy+ikzzφ(x). (2.60)















φ(x) = 0. (2.61)
If we substitute x′ = x + h̄kymωc , where me is the mass of an electron, and ωc



















The obtained equation is the equation for a simple harmonic oscillator, and








where n = 0, 1, 2, . . . . Therefore, for an electron in the presence of a magnetic















To determine the allowed values of ky and kz, it is necessary to impose
the periodic boundary conditions. Assuming that particles are in a cube
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FIGURE 2.7: Sketch of the Landau energy level splitting of the
electron gas due to the quantization of orbits in the presence of
the magnetic field B (adapted from [88]).
In this way, for each value of n, kz (and spin s), there must exist meωcL
2
2πh̄
energy states. Figure 2.7 shows a schematic representation of the Landau
energy levels at a certain kz. The quantum-mechanical considerations indicate
that DC magnetic field affects the distribution of the Landau energy levels.
As a result, this change in the energy of the system leads to a diamagnetic
















where n0 is the number of free electrons per unit volume, ξ0 is the Fermi
energy at zero temperature, µB = eh̄2mec is the Bohr magneton, and m
∗
e is the
effective mass of electron. Thus, the total magnetic susceptibility of a metal
can be expressed as:
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where χP is the Pauli diamagnetic susceptibility [88]. Therefore, in electronic
systems where m∗e  me, the total magnetic susceptibility is mainly domi-
nated by Landau diamagnetic contribution.
In some materials, Landau diamagnetism is very large; for example, in bis-
muth and graphite, mass susceptibility reaches ∼ −(1.35−25)×10−6 cm3/g
(see Table 2.1).
The effect of Landau diamagnetism is responsible for various phenomena
in solid state physics, such as magnetoresistance, Hall effect, de Haas-van
Alphen effect and Shubnikov-de Haas oscillations. The quantization of orbits
(the occurrence of Landau levels) leads to quantum Hall effect with the appear-
ance of discrete steps in dependence on ρx(H) in a metal with a significant
number of defects. The complex topology of the Fermi surface of some metals
implies the existence of not only closed, but also open electron orbits in the
presence of a magnetic field.
Material χmass [cm3/g]
Graphite χ‖ [89] -(2.2 - 2.5)×10−5






TABLE 2.1: Table with mass magnetic susceptibilities of mate-
rials, which are most relevant for this study. The references for




3.1 Graphite and its interfaces
Graphite is one of the modified forms of solid carbon. Other carbon mate-
rial forms are, for example, graphene, diamond, graphene nanotubes and
fullerenes (see Figure 3.1). They possess a wide range of remarkable proper-
ties, such as hardness, elasticity, carrier mobility, plasticity, and so forth, which
distinguish them from other materials. Moreover, due to its abundance in
the geochemistry of our ecosystem, investigation of the properties of carbon
materials has great potential for use in electronics, engineering, energetics,
construction, and many others.
FIGURE 3.1: Different allotropes of carbon: (a) diamond; (b)
graphite; (c) lonsdaleite; (d)–(f) fullerenes: C60, C540, C70; (g)
amorphous carbon; (h) carbon nanotube [94].
This investigation is focused on graphite due to its unique magnetic and
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electrical properties, in particular, high electron mobility[95, 96], supercon-
ductivity [3–5, 8, 97–99], Hall effect [95, 100] and huge magnetoresistivity
[100–104], which makes graphite a promising material for applications in
electronic industry. Its distinctive feature is the presence of the highest value
of a negative magnetic susceptibility among all existing materials (after super-
conductors, see the Table 2.1). The nature of such a phenomenon is explained
by the peculiarities of the structure of graphite described in Sections 3.1.1
and 3.1.2.
3.1.1 Crystal structure
Graphite is the most stable crystalline form of carbon. Graphite can be formed
naturally in geological processes (called natural graphite) or can be obtained
synthetically by graphitization (pyrolytic graphite). The latter method is used
to produce graphite through chemical processes and heat treatment. If the
angular deviation of the c-axis from the normal to the base plane is less than
1◦, then pyrolytic graphite is referred to as highly oriented pyrolytic graphite
(HOPG). HOPG grade A (rocking curve width .0.5◦) is usually produced by
annealing up to 3300 K. Schematically, the creation of highly oriented graphite
structures by annealing is shown in Figure 3.2.
FIGURE 3.2: Diagram modelling the stages of the graphitization
process performed at different annealing temperatures, adapted
from [105, 106].
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The structure of graphite can be interpreted as a array of layers, with
graphene being its base. Graphene is a monolayer of carbon atoms com-
bined into a two-dimensional hexagonal crystal lattice. The carbon atoms in
graphene are bounded in sp2 orbital hybridization by combination of orbitals
s, px and py through the σ-bond. The other pz electron orbital combination
makes up the π-bond. This means that each carbon atom in graphene can
give only 1 electron, located on the pz orbitals, the other three are bound to
other carbon atoms.
FIGURE 3.3: (a) Sketch of the band structure of graphene. (b)
Enlargement of the band structure close to the discrete points
in the Brillouin zone showing the Dirac cones. Adapted from
[107].
Near the points of contact between the valence and conduction band, the
dispersion law for charge carriers (electrons) in graphene has a linear form
(see Figure 3.3). The dispersion law of graphene in the vicinity of those points
is expressed by the following equation [108]:
E = vF h̄|k|, (3.1)
where vF is the Fermi velocity (experimental value for graphene is ∼ 106 m/s
[109]) and~k is the electron wave vector. A detailed description of the band
structure of graphene is well described in the review of Castro Neto et al. [110].
Interestingly, the photons have the same kind of spectrum as quasiparticles in
graphene (i .e. electrons and holes, the energy for which is expressed by the
linear dispersion law). In this analogy, it is assumed that the effective mass of
charge carriers in graphene is zero (or close to zero).
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The linear dispersion law leads to a linear energy dependence of the





where the valley degeneracy gv = 2 and the spin degeneracy gs = 2, and the
energy module |E| is introduced to relate electrons and holes. Thus, it turns
out that when |E| = 0, the density of states in graphene is zero, i.e. there are
no carriers (at zero temperature).









where EF is the Fermi level. When the temperature is small compared to the













It is also worth noting that the carrier concentration in graphene can be
controlled by the gate voltage. This property of graphene makes it a promising
material for use in the electronic industry as a transistor [112].
Graphene layers of graphite are bound via weak van der Waals forces. This
allows the layers of graphite to be easily separated or slide along the planes.
Due to the small interaction between graphene layers, the band structure in
graphite differs from the two-dimensional model only in the vicinity of the
contact of the valence band and the conduction band. However, this small
interaction qualitatively changes the Fermi surface. Therefore, most electronic
properties in graphite, and, in particular, electrical conductivity, differ to some
degree from graphene.
When one layer of graphene lays on another (forming bigraphene or






where m∗ is the effective mass of carrier. Moreover, in this case an energy gap
arises at the zero point [114, 115]. As shown by recent studies, the magnitude
of this gap depends on the type of crystal lattice of graphite [2, 116].
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FIGURE 3.4: Sketch of the Bernal (AB) and rhombohedral (ABC)
stacking of graphite [113].
The most common forms of graphite are Bernal [117] and rhombohedral
[118], which differ by the type of packing of graphene layers [113]. Their
schematic illustration is shown in Figure 3.4. In hexagonal graphite, half
of the atoms of each layer are located above and below the centers of the
hexagons (A-B-A-B-A-B ...), while in rhombohedral graphite every fourth
layer repeats the first one (A-B-C-A-B-C ...). The distance between any closest
carbon atoms in the plane of the layer is 1.42 Å, and the interlayer distance is
3.35 Å. Such structure leads to the formation of a strong anisotropy of the phys-
ical properties of graphite. Typically, the relative amount of rhombohedral
graphite in natural graphite and HOPG is about 15% [118, 119].
The model of graphite structure with the parallel contribution of semicon-
ducting and normal metallic (and/or granular superconducting) regions was
proposed by García et al. [2]. From the electrical transport measurements, it
has been experimentally shown that Bernal graphite is a semiconductor with
a narrow gap of the order of 40 meV [2]. Later, Zoraghi et al. have experi-
mentally demonstrated that graphite can exhibit semiconducting character
with an energy gap of 110 ± 20 meV for the rhombohedral and 38 ± 8 meV
for the Bernal phase [116]. Over the past decade, it has been shown that, in
addition to the two semiconducting phases, interfaces between the crystallites
in graphite have a significant role in the electrical properties. They manifest
themselves most often as metallic-like [2, 116, 120], and in some cases they
may even exhibit superconductivity [2–5, 8, 9, 121, 122]. The interfaces are
discussed in detail in the next subsection.
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3.1.2 Interfaces in graphite
The latest studies of the electrical resistivity of graphite samples of various
thickness have clearly shown that graphite is not a homogeneous material [9,
116, 120, 122]. The effect of thickness on the transport properties of graphite
is due to the presence of interfaces between two twinned regions around a
common c-axis, with the same or different stacking orders, Bernal or rhombo-
hedral (see Figure 3.5).
FIGURE 3.5: (a)–(c) Transmission electron microscope scans of
lamellae taken parallel to the graphene layers: on HOPG sam-
ples of grade A at low (a) and high (b) resolution and on HOPG
sample of grade B at low resolution (c). On the sketch (b) a
different brightness of grey color identifies a possible rotation
of the two crystalline regions around the common c-axis. (d)–(f)
Transmission electron microscope images on lamellae taken on
the same natural graphite sample at different locations on the
sample. The scale bar at the bottom right has a value 1 µm.
Taken from [5, 122].
Figure 3.5 shows the scans of regions in HOPG samples (a)-(c) and of
a natural graphite sample (d)-(f), obtained by a transmission electron mi-
croscope with an electron beam parallel to the graphene layers. Different
brightness of grey color is due to different electron diffraction, caused by the
different orientation of crystallites in graphite relative to a common c-axis,
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which is normal to graphene planes. The quality of interfaces is determined
by how well graphite crystallites are ordered. As can be seen from Figure 3.5,
the interfaces are clearly visible in high-quality (i.e. well-ordered) samples of
graphite (a), (b), (d), (e) and less pronounced in less-ordered samples (c). How-
ever, it should be noted that the density of interfaces is often not uniformly
distributed, as visible in Figure 3.5(d)-(f). Consequently, some equal-sized
graphite flakes may have different electrical properties [122]. It is also evident
from Figure 3.5, that while reducing the sample thickness, the number of
interfaces with respect to the sample volume is expected to decline, therefore,
thin graphite samples should show an internal property of graphite without
a large contribution of interfaces, as it was shown previously [9, 116, 120,
122]. These studies have shown that interfaces in graphite have metallic-like
properties, that are not characteristic of the ideal structure of graphite [9, 122].
It is also important to note that the interfaces are not infinite along a-b
planes, but are limited to the size of grains, which have a length and width
within a range of ∼ 1 - 20 µm [120], see Figure 3.6.
FIGURE 3.6: (a) Sketch of graphite structure, adapted from the
TEM image of a HOPG lamella, where the c-axis is perpendicular
to the crystalline planes, and the electron backscattering image
of the in-plane orientation of HOPG [5, 120]. (b) Sketch of the
Bernal structure of graphite [123].
Of particular interest is the fact that, according to some theoretical works,
such interfaces can exhibit superconductivity up to room temperature [75, 76].
The explanation of this phenomenon, according to theory, is the occurrence of
flat bands [7, 77, 78, 124] at certain interfaces [125, 126] of graphite.
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3.2 Bi2Sr2CaCu2O8+δ
3.2.1 Structure of BSCCO
Superconductors of the bismuth-based cuprates Bi2Sr2Can−1CunO2n+4+δ (or
in abbreviated form BSCCO) are divided into three types (n=1, 2, 3) depending
on their structure: Bi2Sr2CuO6 (Bi-2201) with Tc < 20 K; Bi2Sr2CaCu2O8+δ
(Bi-2212) with Tc ∼ 90 K and Bi2Sr2Ca2Cu3O10+δ (Bi-2223) with Tc ∼ 110
K [127]. The structure of these compounds is shown in Figure 3.7. The
structure of the Bi-2201 compound contains single CuO2 planes, which are
separated by SrO-BiO-BiO-SrO spacers. The unit cell structures of Bi-2212 and
Bi-2223, as compared with Bi-2201, include one or two additional CuO2 planes,
respectively, and one or two Ca atoms between these planes, respectively.
Nevertheless, the spacers remain unchanged. Bi-2212 and Bi-2223 phases are
the most attractive for application in the industry due to the fact that they
retain the superconducting properties at liquid nitrogen temperatures (77K)
[128].
FIGURE 3.7: The crystallographic unit cells of
Bi2Sr2Can−1CunO2n+4+δ with n = 1, 2, and 3 [129].
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According to the concepts presented in Refs. [130–135], BSCCO alloys have
a layered structure of S-I-S-I. . . type, where the layer S represents a CuO2 plane
by superconducting properties, and layer I is an insulator and at the same
time dopant of CuO2 planes with introducing excess oxygen into the insulator.
At T < Tc, the doped BSCCO crystal behaves as a series array of Josephson
junctions with the superconducting current oriented in the c-direction, and
thus can be characterized a Josephson type (weak superconductivity) [130].
The high-temperature superconductivity of the Bi-2212 compound takes
place within blocks of two CuO2 planes, which are intercalated with calcium.
The interaction between two CuO2 effectively forms a single superconducting
layer with a thickness of ∼ 3 Å. Insulating blocks, consisting of SrO-BiO-
BiO-SrO planes, separate the superconducting layers with a distance of ∼ 12
Å.
Bi-2212 has a relatively large penetration depth of λab ∼ 185-260 nm and
a short coherence length of ξ ∼ 1 nm in the a-b plane at zero temperature
[46, 136]. The ratios of coherence lengths and depths of penetration into
the Bi2Sr2CaCu2O8+δ compound in the a-b plane with respect to the c plane




Therefore Bi-2212 compound has a strong anisotropy in magnetic [137–143],
transport [137, 144–147] and magnetotransport [148] properties.
3.2.2 Vortices in Bi2Sr2CaCu2O8+δ
High-temperature superconducting cuprates have a small coherence length
(ξ ∼ 1 nm) and a long penetration depth (λ ∼ 200 nm). Therefore, the vortices
have a very small core compared to the diameter of the vortex. Another
feature of cuprates is that their layered structure leads to strong anisotropy
of magnetic and electrical properties. Bi-2212 compound has the most pro-
nounced anisotropy, which in turn leads to a strong anisotropy of the vortices.
Thus, when the magnetic field is applied parallel to the c-axis of Bi-2212 (i.e.
⊥ CuO2 layers), 2D pancake vortices [149, 150] appear in CuO2 layers. When
the weak Josephson coupling interaction between the pancake vortices is
sufficiently strong, they line up in columns, thus forming the FFL [62, 65, 146,
151–153].
Interestingly, Bagnall et al. were able to visualize the Abrikosov vortex pin-
ning by dislocations in Bi2Sr2CaCu2O8+δ single crystals [154], see Figure 3.8.
When the magnetic field is applied parallel to the CuO2 layers, the Joseph-
son vortices (or Josephson strings) arise between the CuO2 layers [65, 153, 156,
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FIGURE 3.8: SEM image of the FLL in Bi2Sr2CaCu2O8+δ single
crystal [154].
157]. These vortices are expected to be comprised of tunnelling currents that
circulate in insulating layers.
It is assumed that the Josephson vortex core has a width λJ and a thick-
ness s, for which the ratio λJ/s = Γ is satisfied, where Γ is the anisotropy
parameter of the superconductor [158]. In this way, the Josephson vortex has
an elongated ellipsoidal shape due to the strong anisotropy of the Bi-2212.
A schematic representation of the pancake vortices and Josephson vortices
is shown in Figures 3.9(a) and 3.9(b), respectively. The cores were not yet
observed in Superconductor-Insulator-Superconductor (SIS) Josephson tun-
nel junctions, however, in 2015, the image of the Josephson vortex core was
obtained for Superconductor-Normal Metal-Superconductor (SNS) Josephson
tunnel junctions in Pb nanocrystals linked together by an atomically thin Pb
wetting layer [159].
When a magnetic field is applied at an angle with respect to the c-axis
of Bi2Sr2CaCu2O8+δ, Josephson vortices can interact with stacks of pancake
vortices, and in this case a new vortex state can be formed, in which all stacks
of pancake vortices intersect the Josephson vortices. If such an intersection
occurs, the pancake vortices shift along the direction of the Josephson tun-
nelling supercurrent due to weak attraction [155]. The interaction schemes of
the pancake vortices and Josephson vortices are shown in Figures 3.9(c) and
3.9(d).
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FIGURE 3.9: Schematic depiction of the vortex structures in lay-
ered superconductor, adapted from [155]. (a) When the magnetic
field is applied along the c-axis of the superconductor, vertical
stacks of 2D pancake vortices appear in the CuO2 layers and
arrange themself in the hexagonal order. (b) When the magnetic
field is applied normal to the c-axis, elliptical Josephson vortices
are formed with the core in the spaces between CuO2 layers
and ordered into a highly elongated rhombic lattice. (c) When
the magnetic field is tilted, two cases arise: (i) if the stack of
pancake vortices does not intersect with the Josephson vortex,
they do not interact directly; (ii) if the Josephson vortex abuts
against a stack of pancake vortices, an interaction occurs and
the Josephson supercurrents shift the pancake vortices. (d) 1D
vortex chain state for the case when all pancake vortex stacks
are trapped on vertical stacks of Josephson vortices.
3.2.3 Diffusive motion in Bi2Sr2CaCu2O8+δ
The crossover from 3D FLL to 2D FLL was detected in Bi-2212 at
Bcross ' 60 mT by use of µ-spin rotation measurements [160] and neutron
diffraction investigation [161]. It was concluded that that the vortex dynam-
ics in Bi2Sr2CaCu2O8+δ can be explained by considering diffusive motion of
vortex defects in the 2D superconductor in magnetic fields B > 60-100 mT [17,
38 Chapter 3. Graphite and Bi2Sr2CaCu2O8+δ
162].
Moreover, it was determined that in cuprates, including the
Bi2Sr2CaCu2O8+δ, when a sweeping DC field or an AC magnetic field is
applied, the dynamical processes of the Abrikosov vortices are not identical.
Such dynamics depend on the frequency of the applied magnetic field, the
size and the geometry of the superconducting sample [63, 65].
The diffusion flow in Bi-2212 is mainly associated with the diffusion of
pancakes in the Cu2O layers [22]. With oblique angular orientations, two
diffusion modes arise in the slabs, listed in Table 3.1. Mode 2.1 is associated
with the relaxation of stacks of pancake vortices, which are displaced relative
to the c-axis by the component of the magnetic field variation ∆B along the
a-b plane. The diffusion length of mode 2.1 is determined by the thickness dp
of the slab: L2.1 = dp [22, 63]. However, it was calculated that such equality
is valid only for approximation in the limit when the geometrical anisotropy
wp/dp  Γp, where Γp is the electrical anisotropy Γ2p = ρc/ρab  1, and wp
is the width of the slab [17, 163]. In the other limit, when wp/dp  Γp, the
corresponding diffusion length is L2.1 = wp/Γp.
Mode 2.2 is associated with the compression of the Abrikosov vortex
lattice, which is located in the CuO2 planes. This compression occurs under
the influence of the component of the magnetic field variation ∆B applied
normal to the a-b plane. The diffusion length of mode 2.2 is L2.2 = wp [17, 63].
Since the Bi2Sr2CaCu2O8+δ can be interpreted as a 2D superconductor,
the corresponding diffusivity takes a place along the a-b plane. Thus, the
diffusivity depends on the angle θ between the c-axis of the Bi-2212 (c-axis
normal to CuO2 layers) and the magnetic field B by [17, 22, 164]:
D(B, T, θ) = Dcab(B cos θ, T). (3.6)
Mode L2.1 D2.i/Dcab
2.1 dp , if wp/dp  Γp 1
wp/Γp, if wp/dp  Γp 1
2.2 wp 1
TABLE 3.1: Two diffusion modes, found in a 2D superconductor






In this work, torque magnetometry was the main tool for studying the mag-
netic properties of heterostructured materials. The advantage of this tool over
commercial SQUID magnetometers is its high sensitivity of the system to
magnetic moments of the order of m ∼ 5·10−10 emu at 0.1 T applied field [165].
However, it should be borne in mind that torque magnetometry is capable
of measuring the magnetic moment of only materials with strong magnetic
anisotropy and only if a high enough magnetic field is applied.
4.1.1 Use of piezoresistive cantilever
For estimation of the magnetic moment m of a strong anisotropic sample
(m‖  m⊥), placed at the edge of a cantilever tip (see Figure 4.1), the following
two assumptions are made:
~τ = ~m× ~B, (4.1)
~τ = ~F×~l, (4.2)
where ~τ is a torque, induced in an anisotropic sample by an applied field ~B,
and ~F is a force that acts on a tip of a cantilever with a length l. Relating the
two equations, the following expression is obtained:
mB sin(θ) = k∆x · l, (4.3)
where k is the spring constant, ∆x is the deflection of the edge of cantilever
and θ is an angle between the c-axis of the sample and direction of applied
magnetic field. From this equation we obtain the following expression for the






Note that the angle θ should not be equal to zero, because the magnetic
moment takes unrealistically large values at zero angle, and absolute values
of a magnetic moment are valid for θ  ∆x/l. Thus, in order to determinate
the magnetic moment, it is necessary to know the deviation at the end of the
cantilever. For this purpose, a piezoresistor is located at the opposite side of
the cantilever tip, which is sensitive to the deformation.
FIGURE 4.1: Schematic diagram of an anisotropic sample at the
edge of the cantilever tip with the piezoresistor at the base of
the cantilever tip.
For a cantilever which has a piezoresistor as a pressure sensor, the cali-
bration parameter is dependent on the gauge factor (GF), which shows the
relative variation of the piezoresistance with respect to the relative deflection







where R0 is the resistance of the piezoresistor in the undeflected state. Taking
into account the Equations (4.4) and (4.5), we obtain the formula for the
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4.1.2 Integrated Wheatstone bridge as an advantage of
piezoresistive cantilevers
A direct measurement of the change in the resistance of the piezoresistor ∆R
would give a large measurement error. Therefore, to increase the resolution
of a measured signal, we used the cantilevers with an integrated Wheatstone
bridge, see Figure 4.2. General equation for a Wheatstone bridge, where the







where R1, R2, R3 and R4 are resistors in a Wheatstone bridge, VBD is the
voltage between points B and D and VAC is applied voltage between points A
and C.
In our system we used the cantilevers with an integrated “half bridge”
circuit (see Figure 4.2), where two piezoresistors R2 and R4 were placed on
the tip of cantilever for a signal detection, and other two piezoresistors R1
and R3 were placed on the base of cantilever for compensation of the current.
Assuming that all piezoresistors have a similar resistance R0 (≈ 1 kΩ) in
a non-deflected state, and two piezoresistors change their resistance under




R0 + ∆R + R0
− R0 + ∆R



























Applied voltage between points A and C is equal to:
VAC = IACRtotal,−→ (4.10)
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where IAC is the current applied between points A and C. The obtained
expression is similar to the one presented in Ref. [170].
(a) (b)
FIGURE 4.2: (a) Picture of the pinout piezo-resistive cantilever
PRSA-L300 from SCL-Sensor.Tech. Fabrication GmbH with the
length of the tip of 300 µm; (b) schematic diagram of a Wheat-
stone bridge with two deflecting piezoresistors.
In our system we use an AC bridge to measure the change in the resistance
across the Wheatstone bridge. Therefore, the measured signal on an AC bridge












,−→ ∆R = 2Rmeas. (4.12)
Now we can calculate the magnetic moment of the sample from the mea-
sured change in the resistance across the Wheatstone bridge, taking into







The values of the constants of cantilevers used in our experiments are
presented in the Table 4.1, and the calibration of gauge factors for cantilevers
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is discussed in the Section 4.1.5. In order to calculate the spring constant k we





where w is the width and l is the length of the cantilever tip, tc is the cantilever













GF sample and its thick-
ness
153 (4) 305 110 5.1 22.6 1.206 1.57 NG No.13; 6.9 µm
189 (2) 305 110 3.8 8.7 1.212 1.75 NG No.16; 1.2 µm
101 (5b) 305 110 4.3 12.7 1.169 0.84 HOPG UC; 30.6 µm
211 (6) 305 110 4.0 10.5 1.165 0.69 Bi-2212 flake S1; 2.56
µm
198 (5) 305 110 3.8 9 1.196 0.78 Bi-2212 ring; 1.3 µm
TABLE 4.1: Parameters of the cantilevers used for the measure-
ments with the torque magnetometers: the length (l), the width
(w), the thickness (tc) and the spring constant of the cantilever
tip (k), the resistance of the piezoresistor in undeflected state
(R0), the gauge factor (GF) and samples measured by the corre-
sponding cantilever.
Additional experimental data and characterization of the cantilevers used
in this investigation are presented in Ref. [172].
4.1.3 Low temperature application
In order to conduct the measurement of the magnetization of the Bi-2212
samples, a torque magnetometer was constructed (Figure 4.3) from Oxford
Helium continuous flow cryostat [(1) in Figure 4.3], Oxford intelligent magnet
power supply IPS 120-10 [(2) in Figure 4.3], resistance bridge Lake Shore 370
AC [(3) in Figure 4.3], temperature controller LakeShore 340 [(4) in Figure 4.3]
and Keithley 2000 multimeter for Hall effect sensor [(5) in Figure 4.3]. The
setup used for the measurements allows to measure the magnetization of
the samples inside the cryostat as function of magnetic field (up to 8 T) at
constant temperatures varying from RT to 2 K and temperature stabilization
dT ≤ 1 mK. Oxford Helium continuous flow cryostat [(1) in Figure 4.3]
contains the superconducting coils, which were used together with Oxford
intelligent magnet power supply IPS 120-10 [(2) in Figure 4.3] to reach the
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FIGURE 4.3: Schematic diagram of the torquemeter, consisting
of a cantilever with piezoresistors, chip carrier with contacts
(yellow), the temperature sensor (blue), heater (red), Hall sensor
(green) and magnetic coils (violet). The insert shows the photo
of the OXFORD cryostat.
required magnetic field. The sample holder was connected to the motor,
which allowed to change the angle between the sample and the magnetic
field from 0◦ to 90◦. Measurements of the resistance of the cantilevers with
samples were carried out using the resistance bridge Lake Shore 370 AC [(3) in
Figure 4.3]. The temperature controller Lake Shore 340 [(4) in Figure 4.3] with
Pt-100 resistive sensor (thermometer) was used to stabilize the temperature
within an error range of 1 mK. Hall effect sensor was installed at the sample
holder to measure the magnetic field applied to the samples and to control
the angle between the magnetic field and the sample. The signal from Hall
effect sensor was recorded by Keithley 2000 multimeter [(5) in Figure 4.3].
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4.1.4 High temperature application
FIGURE 4.4: Photos of the closed circuit helium cryostat (Bell2)
with (a) water-cooled rotating magnet, (b) the cooling finger
with the chip carrier socket, (c) the specialized cantilever holder
without cantilever and (d) with the cantilever.
For the torque measurements of the graphite samples at room temperature,
the system was built on the base of the closed circuit helium cryostat (Bell2),
see Figure 4.4(a). The vacuum system allowed the pressure inside the chamber
to be reached down to the order of 10−5 mbar, which was kept stable during
the measurements. The water-cooled rotating magnet could generate the
fields up to 0.4 T and was capable of rotating within a range of 270◦. The
measurements of the change of the resistance on cantilevers were performed
by AC Resistor Bridge AVS-47 with a preamplifier. The Lake Shore Model
325 Cryogenic Temperature Controller was used for temperature stabilization
dT ≤ 10 mK at 300 K. In order to use the cryostat as a torque magnetometer,
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we designed and built a specialized holder [Figures 4.4(c) and 4.4(d)], which
consists of a standard chip carrier [which fits to the chip carrier socket on the
cooling finger of the cryostat, see Figure 4.4(b)], plastic and copper parts, a
cantilever socket (provided by company of used cantilevers SCL-Sensor.Tech.
Fabrication GmbH), a temperature sensor Pt-100, a heater and copper wires.
In this configuration, the cantilevers with the samples could be easily replaced
by metal tweezers with a wavy inner surface.
4.1.5 Cantilever calibration procedure
4.1.5.1 Calibration of sensitivity by a micromanipulator
In order to evaluate the absolute value of the measured magnetic moment of
the samples in the torquemeter, it was necessary to calibrate the sensitivity of
the cantilevers, or, more precisely, the gauge factor GF. Our estimates show
that cantilevers with a length l = 305 µm, a spring constant k ∼ 8-23 µm, with
a magnetic moment of the samples m ∼ 10−7-10−5 emu, at magnetic fields
B ∼ 0.1-2 T have the average deviation fluctuation of ∆x ∼ 0.1-5 µm. Thus,
in order to know the gauge factors GF of the cantilevers in this region, we
performed the calibration using the micromanipulator from SURUGA SEIKI
CO., LTD (see Figure 4.5) by the similar method as described in Ref. [166]. The
needle of the micromanipulator was lowered in steps of 0.1-1 µm and pressed
at the edge of the cantilever. The change in the resistance of the piezoresistor
on the cantilever was recorded by the AC Resistance Bridge. The calibration
data is depicted in Figure 4.6 and the obtained GF values from the linear fits
to the calibration points are listed in Table 4.1.
(a) (b)
FIGURE 4.5: (a) Calibration of cantilevers on the micromanipu-
lator with the AC Resistor Bridge AVS-47; (b) cantilever under
the microscope lens on a larger scale.
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FIGURE 4.6: Dependence of the relative change of piezoresis-
tance from the relative deviation of the cantilever edge, mea-
sured by the manipulator for the cantilevers with HOPG UC
sample(), NG flake13(N), NG flake16(•) and Bi-2212 ring().
Red fits are plotted linearly by Equation (4.5) with the gauge
factors GF indicated in the graph and listed in Table 4.1.
4.1.5.2 Calibration of the gauge factor with a SQUID magnetometer
To verify the accuracy of the calibration of the cantilevers, magnetic measure-
ments were performed on the HOPG UC sample with the mass mm = 0.16 mg
and dimensions 1.65×1.65×0.031 mm3 in the Superconducting Quantum
Interference Device (SQUID) magnetometer as well as torque magnetome-
ter. From the magnetic moment measurement of the sample in the SQUID
magnetometer at room temperature we extracted the value of the magnetic
susceptibility of the sample to be χ = 2.32·10−5 emu/gOe. After that the
HOPG sample was glued onto the edge of the cantilever tip with Araldite
[see Figure 5.2(c)]. Further, the torque measurement was carried out at room
temperature in the torque magnetometer at the constant magnetic field 0.2 T
in the angle range from 0◦ to 270◦. As a result, we obtained the curve of the
resistance signal of the HOPG sample in dependence on the angle θ between
the c-axis of the sample and the applied magnetic field (Figure 4.7). Hereafter
we have resorted to the following considerations.
The Equation (4.1), which was written at the beginning of this chapter for
torque, can be expressed in scalar form as:
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FIGURE 4.7: Measured resistance signal as a function of the
angle θ between the applied field and the c-axis of the HOPG
UC sample with a thickness of 30.6 µm.
τ = mB sin(θ). (4.15)
Assuming that graphite is a strong anisotropic material (χ‖ >> χ⊥) its
magnetic moment is:
m = χmmmB cos(θ), (4.16)
where χm is the mass magnetic susceptibility in the direction of the c-axis of
graphite and mm is the mass of sample.
Thus, taking into account the Equations (4.15) and (4.16), the final for-
mula of the torque converts to the following expression (identical to the one
obtained in Ref. [173]):




In turn, the torque of the anisotropic sample creates a force ~F acting on the
tip of the cantilever of length l. The elastic force of the cantilever tip acts as a
counterbalance to the force caused by the torque. In this way:
~τ = ~F×~l, (4.18)
or
τ = k∆x · l, (4.19)
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where k is a spring constant of cantilever and ∆x is a deflection of the edge of
cantilever.
Comparing Equations (4.17) and (4.19), we obtain the expression to relate
the deviation of the tip of a cantilever with magnetic field and angle:








With this formula we represent the relative resistance change of the piezore-
sistor, plotted in Figure 4.8(a), as a function of the relative deviation of the
cantilever, depicted in Figure 4.8(a) ().
Both calibrations turned out to be identical, given the slight non-linearity
of the magnetic calibration in the torque magnetometer, see Figure 4.8(b).
Note that the average percentage deviation of the measured calibration curve
from the ideal calibration curve [inset in Figure 4.8(b)] is not more than 10 per
cent.
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FIGURE 4.8: (a) Dependence of the relative change of piezoresis-
tance on the relative deviation of the cantilever edge in a wide
range of deflection. Calibration points are taken from the mea-
surement with the manipulator () and from the measurement
of the HOPG UC sample with a thickness 30.6 µm (). Red line
shows the linear fit for both calibrations using Equation (4.5)
with GF = 0.84. (b) Magnetization of the HOPG, obtained on the
SQUID magnetometer as a function of that obtained from the
torque magnetometer (). The inset shows the percentage devia-
tion of the measured calibration curve from the ideal calibration
curve (pink line).
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4.2 SQUID magnetometry
A SQUID magnetometer system from Quantum Design MPMS XL-7 (Fig-
ure 4.9) was used to measure the magnetic moment of the Bi-2212 and graphite
samples and is sensitive enough to measure a sample which magnetic moment
exceeds the resolution of the device (∼ 1·10−8 emu).
(a) (b)
FIGURE 4.9: (a) A SQUID magnetometer system from Quantum
Design MPMS; (b) Sketch of a SQUID magnetometer system.
The inset shows the SQUID response VSQUID depending on the
sample position (x-pos.), adapted from [174].
A SQUID magnetometer is an open-cycle cryostat, which contains super-
conducting magnets that create a magnetic field of up to 7 T and can perform
measurements in the range from 1.7 K to 400 K. The cryostat has a sample
space, which is filled with helium gas at low pressure, where the sample
is placed on the non-magnetic rod. The magnetic moment of a sample is
recorded using pick-up coils that transfer current to the radio frequency bi-
ased superconducting quantum interference device (rf-SQUID), as seen in
Figure 4.9(b). An rf-SQUID is a superconducting ring, which contains a single
Josephson junction and is based on the AC Josephson effect. An rf-SQUID
changes the frequency in an inductively coupled RLC-circuit depending on
the external magnetic field, and converts the signal to a voltage VSQUID.
The sample is clamped in plastic straw or glued with a cryogenic varnish
to the quartz slab. The sample position is denoted as the x direction, which is
parallel to the external magnetic field Bext. Obtaining raw data ("lastscan”),
VSQUID is plotted versus x-pos. [Figure 4.9(b)]. In order to suppress the
influence of various external magnetic fields, the pick-up coil has a form of a
second order gradiometer. The inset in Figure 4.9(b) shows an example of a
single SQUID scan, where the maximum VSQUID at x-pos. 2 cm corresponds
to the sample located between the double coil of the gradiometer [174].
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4.3 Dual Beam Microscope
The xT Nova NanoLab 200 Dual Beam Microscope (DBM) from FEI Company
(Figure 4.10) was used to determine the geometrical parameters of the samples,
the chemical structure of the measured materials with Energy-dispersive X-ray
spectroscopy (EDX), to produce the graphite lamellae, as well as for cutting
of the Bi-2212 ring and drilling of micrometer holes in HOPG flakes. With
an additional unit, ELPHY VI system (Raith GmbH), we could perform an
electron beam lithography to pattern the structure of electrical contacts on the
samples.
This microscope combines ion and electron beams for Focused Ion Beam
(FIB) and Scanning Electron Microscope (SEM) functionality in one machine
[Figure 4.10(b)]. The integration of two beams allows to switch between them
for fast and precise navigation and milling. The NanoLab 200 DBM has a high
accuracy, 5-axis stage, which can be tilted on 52◦ relatively to the horizontal
position of the stage.
(a) (b)
FIGURE 4.10: (a) Nanolab XT200 Dual Beam Microscope from
FEI Company; (b) Sketch of Dual Beam Microscope.
SEM is a microscope which uses a beam of accelerated electrons as a
source of illumination of the investigated material. To obtain an image in
SEM, special magnetic lenses are used to control the movement of electrons
in a device column using a magnetic field. SEM is designed to obtain an
image of the surface of sample with a spatial resolution up to 1 nm, as well as
information on the composition and structure of the surface layers. The basic
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principle of SEM operation lies in the interaction of the electron beam with
the investigated object.
FIB is designed similarly to SEM, but uses the beam of Ga+ ions instead of
electrons. FIB is a powerful tool for cutting any structures with nanoscale accu-





graphite and its dependence on the
sample thickness
5.1 Magnetization properties of natural graphite
and HOPG samples
5.1.1 Sample preparation and methods
In order to investigate the thickness dependence of the magnetization of
graphite samples, we selected several graphite samples with well-ordered
structure. The previous characterization with X-Ray Diffraction (XRD),
Scanning Transmission Electron Microscope (STEM), magnetotransport, and
Particle-Induced X-Ray Emission (PIXE) measurements were taken into ac-
count. The natural graphite samples from Brazil and Sri Lanka [8], as well as
HOPG samples of Grade ZYA (from Union Carbide, Advanced Ceramic, and
SPI companies) of very high purity [120, 175, 176] were used as the bulk sam-
ples. The selected samples had the total magnetic impurities’ concentration
below 3 ppm.
The presence of interfaces can be verified through the STEM scan1 (see
Figure 5.1, and also Ref. [122]). The existence of the two well-ordered stacking
orders was recognized by XRD [8, 116].
The mass of the graphite samples was measured by a Mettler Toledo
AG245 balance. The size measurements of the samples with thickness larger
than 100 µm were done with an optical microscope, otherwise using SEM.
1STEM scan was made with DBM by W. Böhlmann within the Division of Supercon-
ductivity and Magnetism at the Felix Bloch Institute for Solid State Physics, Universität
Leipzig.
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The magnetization measurement was done with two different magnetometers,
namely the SQUID and a torque magnetometer.
FIGURE 5.1: STEM scan of a HOPG (SPI) graphite lamella, which
was cut from a bulk sample. The electron beam is applied nor-
mal to the c-axis of the graphite structure and parallel to the
graphene layers. The crystalline regions with different stack-
ing orders (such as Bernal or rhombohedral) or regions twisted
around the c-axis by a certain angle with respect to the neigh-
bouring regions visually distinguished by different shades of
grey color. The two-dimensional interfaces are located between
these crystalline regions, which are limited by interface bound-
aries (yellow ellipsoids).
The preparation of the samples was done in the following way: we selected
the precharacterized bulk samples of HOPG ZYA (commercial) and natural
graphite samples (from Sri Lanka and Brazil mines2). To avoid the influence
of side contributions on the magnetic measurements in the SQUID magne-
tometer, we glued the HOPG ZYA samples with a small amount of cryogenic
varnish to a thin silicon substrate with dimensions of 4×4×0.18 mm3. The
magnetic moment of the silicon substrate had the value ∼ 10−6 emu under
an external magnetic field of 10 kOe. For comparison, the smallest magnetic
moment of a graphite sample with a thickness 7.7 µm had the value of the
order of 10−5 emu when the same magnetic field was applied.
2The natural graphite samples were provided by H. Beth at the Golden Bowerbird Pty
Ltd., Mullumbimby, NSW Australia and A. Champi at the Centro de Ciências Naturais e
Humanas, Universidade Federal do ABC, Santo André, São Paulo, Brazil, respectively.
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The natural graphite samples were fixed to a long, highly pure quartz rod
with a small amount of varnish in a such way that the c-axis of the samples was
parallel to the applied field. The exfoliation of the selected samples was neatly
done with Scotch tape so that the surface of the graphite flake remained as flat
as possible. The previous characterization of the varnish, the silicon substrate
and the quartz rod showed that their background magnetic signals were much
smaller (in absolute values) than the signal of the measured samples.
Then, the graphite samples, fixed on their substrates, were housed in a
plastic straw in such a way that the magnetic field direction was applied
parallel to the c-axis of the graphite samples within ±2◦. Before each mea-
surement, the superconducting solenoid was entered into equilibrium with
a remanence below 0.1 Oe, performing the oscillating mode option of the
SQUID magnetometer. The magnetization measurements were performed at
different settled fields at 300 K. After all this, the entire measuring process
was repeated. All susceptibility values, that are shown and discussed in this
section, were obtained under magnetic fields H 6 104 Oe.
The torque magnetometer is a powerful tool to investigate the magnetic
properties of graphite since this material has a strong magnetic anisotropy
[177]. Therefore we assembled the torque system that includes a vacuum
system with a water-cooled rotating magnet (which could generate fields up
to 4 kOe), an AC Resistor Bridge AVS-47 with preamplifier, a Lake Shore
Model 325 Cryogenic Temperature Controller, and the torque magnetome-
ter itself (see Section 4.1.4). The pictures of the cantilever tips of the three
magnetometers with the graphite samples are shown in Figure 5.2.
The bulk samples of natural graphite were cleaned in ethanol and in an
ultrasonic bath for 5–7 min. This procedure facilitated the purification and
a further fragmentation of the bulk piece. Then ethanol droplets containing
small graphite flakes were pipetted and dropped onto a silicone substrate,
which was covered by a 150 nm Si3N4 layer. After the substrates with the
samples were dried for more than one day, the samples were neatly attached
at the edge of the cantilever, see Figure 5.2. Afterwards, the cantilevers with
the samples were placed in a magnetometer. In order to stabilize the vacuum
and temperature (300 K), the system was held for two days before starting the
measurement. As the diamagnetic susceptibility at fields parallel to the c-axis
of well-ordered graphite does not have a strong temperature dependence (see
Figures 5.3 and 6.2), torque measurements were carried out at 300 K.
Apart from the fact that the cantilevers were calibrated mechanically (see
Section 4.1.5.1), we also checked the calibration in a simple way. The idea
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FIGURE 5.2: Optical microscope images of the samples on the
tip of cantilevers: natural graphite flakes with thicknesses (a) 1.2
µm and (b) 6.9 µm; and HOPG UC sample (c) with thickness
30.6 µm. The bend seen in picture (a) represents an insignificant
contribution to the total mass of the sample. As it was estimated
through side scans, it affects less than 1% the absolute value of
the susceptibility.
was to measure a big enough sample in a torquemeter so that it could also
be measured with the SQUID. We have done it with one HOPG sample
[Figure 5.2(c)] for calibration details see Section 4.1.5.2. After the torque signal
was calibrated, the calculation of the susceptibility was done by dividing
the magnetic moment field slope by the mass of the graphite samples. All
details of the calibration and estimates of the spring constant of the cantilevers
necessary for calculation the magnetic moment are given in Section 4.1.5. The
magnetic anisotropy and at the same time the quality of the samples was
checked by the measurement of the angle dependence of the torque under an
applied field of 2 kOe and within an angle range of 270◦, see Figure 5.4.
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5.1.2 Temperature dependence of diamagnetism
In order to track the temperature dependence of the susceptibility of graphite,
two HOPG samples of thickness 201 µm and 27 µm were taken for measure-
ment in the SQUID magnetometer. A magnetic field of 10 kOe was applied
parallel to the c-axis at 300 K, and the samples were cooled to 5 K in the sweep
mode with a 2 K/min rate. The results are presented in Figure 5.3.
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FIGURE 5.3: Temperature dependence of the mass susceptibility
of two HOPG samples with thicknesses of 201 µm (bottom curve)
and 27 µm (upper curve). Samples were taken from the same
source and measured with the SQUID magnetometer.
The diamagnetic c-axis susceptibility is rather weakly dependent on tem-
perature, having a maximal response of diamagnetic signal at ∼ 50 K with a
slight increase at lower temperatures, as shown in Figure 5.3. The presented
result of the bulk sample is similar to published results (see, for example,
Figure 6 in Ref. [178]). Proceeding from Figure 5.3 is seen that the absolute
value of the magnetic susceptibility of the thinner sample was '25% smaller
than samples with a thickness of 30.6 µm or 201 µm at 300 K. It is important
to note that the samples have similar areas and prepared from the same bulk
sample, and the difference in susceptibilities is not due to an error of the
measurement or because the quality of the sample has been changed through
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handling. Moreover, the susceptibility variations for similar samples of differ-
ent thicknesses (see also Figure 5.5) already indicate a non-intrinsic origin of
the main diamagnetic signal.
5.1.3 Angle dependence of the torque
When the sample is strongly magnetically anisotropic, i.e., |χ‖|  |χ⊥|, where
the two susceptibilities denote applied magnetic field parallel and perpendic-
ular to the c-axis, the torque magnetometer can be used to obtain the magnetic
moment for one field direction. According to previous investigations, the
ratio between the two susceptibilities in graphite is |χ‖/χ⊥| & 10 [11, 177, 179,
180]. It means that the torque signal is dominated by the magnetic moment
component parallel to the c-axis of the sample.
An example of the angular dependence of the measured torque signal
is shown in Figure 5.4. The torque signal measurements were performed
on two different pieces of a natural graphite sample of thicknesses 1.2 µm
and 6.9 µm under a constant magnetic field of 2 kOe at room temperature.
The measurements were done in the two field sweep directions, and a good
reproducibility was achieved with negligible hysteresis, depicted in Figure 5.4.
As shown in Figure 5.4, the magnetic moment obtained from the torque signal
depends on the angle θ between the applied magnetic field H and the c-axis
of the samples.
5.1.4 Thickness dependence of the diamagnetic susceptibil-
ity
Figure 5.5 shows the dependence of the c-axis diamagnetic susceptibility on
the thickness of graphite samples, have measured at 300 K and with the two
experimental methods. In the same figure (right y-axis), depicted are the
results of the conductivity of graphite as a function of the thickness obtained
at the same temperature, taken from [116, 181]. Our susceptibility data are
consistent with the literature data of highly ordered samples of thickness of
the order or larger than 100 µm. However, note that even similar samples
have the variations of ±∼25% (see the vertical bar in the upper right in
Figure 5.5). Moreover, we observe that when the thickness of the samples
was less than ∼ 50 µm, dimensional effects began to appear in the magnetic
susceptibility of graphite as well as in electrical conductivity. For the samples
with t < 50 µm, the experimental trend suggests a change of a factor of 10 in
the susceptibility within a change of ∼ 3 orders of magnitude in thickness. In
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FIGURE 5.4: Angular dependence of the torque signal of two nat-
ural graphite flakes with thicknesses of the samples 1.2 µm (♦)
and 6.9 µm (•). Angle θ is between the applied field H = 2 kOe
and the c-axis of the graphite structure. The lines are fits to
a sin(2θ) function. The thinnest sample has the magnetic mo-
ment of the order of ∼ −2× 10−9 emu.
other words, this roughly means a change of ∼30% in one order of magnitude
of thickness. It is worth noting here that all measured susceptibility points
had a constant, practically thickness independent background contribution
coming from the rest of the graphene layers (as it is shown later in this section),
and the observed decrease of the measured susceptibility with thickness is
not related to a decrease of the total or lateral sample area.
The experiments indicate that the internal microstructure of graphite plays
a major role in its magnetic and electrical properties. The transport [10,
116, 122] and structural studies [8] suggest that graphite samples have to be
considered not as homogeneous, but as heterostructures from an electronic
point of view. In more detail, each sample with thickness&20 nm may start to
demonstrate three contributions, apparent in conductivity and susceptibility
measurements. These three contributions are two semiconducting phases
with Bernal and rhombohedral stacking orders and some of the interfaces
with a metallic and/or superconducting-like behaviour [3, 6, 10, 98, 116, 122],
which are located between the semiconducting phases or twisted by a certain
angle within the same stacking order [122] (as described in Section 3.1.2). The
semiconducting phases and interfaces conduct electricity in parallel when
there is a current component applied parallel to the graphite planes. Therefore,
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FIGURE 5.5: Thickness dependence of c-axis susceptibility of
different graphite samples at 300 K measured with a torqueme-
ter () and a SQUID magnetometer (). The samples were
obtained from pre-characterized bulk natural graphite [8] and
HOPG samples of grade ZYA [8, 116, 175]. The HOPG sample
with a thickness of 30.6 µm was measured with the SQUID, as
well as with the torque magnetometer ( , see Section 4.1.5.2 for
details of the calibration of the torque magnetometers). The ver-
tical error bar at the top right denotes the values for differently
oriented samples at 300 K reported in the literature [1, 89, 177,
178, 182–184]. Right y-axis shows the thickness dependence of
the conductivity of several bulk and thin graphite samples at
300 K from ( ) [116] and (×) [181], calculated using the given
geometry in those publications. The inset demonstrates the esti-
mated effective number of interfaces (per 104 graphene layers)
contributing to the diamagnetic signal as a function of the sam-
ple thickness, obtained using Equation (5.1).
as the sample thickness decreases below a certain thickness, the diamagnetic
contribution to the magnetization, which is assumed in the first approximation
as a sum of the three magnetic contributions in series, would decrease because
the largest contribution, which is proportional to the diamagnetic response of
the interface, would also decrease.
The decrease of the absolute susceptibility value with decreasing the thick-
ness of well structured graphite samples, apparently, is not associated with
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extra defects that could be made by handling or preparing the samples. Nei-
ther the error in the displacement between the c-axis and the direction of the
applied field, nor the error in the sample size, nor the mass can cause the vari-
ations of ±25% which were observed in bulk samples, or a factor of 5 in the
susceptibility signal of thinner samples; as it is shown in Figure 5.5. The effect
of localized spins at the edges of graphene as well as the influence of impurity
nitrogen atoms [185] on the overall susceptibility of our samples should be
insignificant, insofar as the lateral surface of these samples is significantly
less than their volume, and the total susceptibility does not have a correla-
tion with the lateral surface of our samples, see Figure 5.6. In addition, our
measurements of magnetization were performed at room temperature, which
significantly weakened any influence of ferromagnetism or paramagnetism
caused by edge states or other possible localized magnetic moments. Thus, it
is obvious that due to the heterostructure of most graphite samples, or more
precisely, due to the presence of highly conductive (or superconductive) inter-
faces and the two semiconductive stacking orders, the models proposed in
the literature [186–188] are not suitable for explaining the magnetic properties
of graphite, therefore new concepts should be considered.































































FIGURE 5.6: c-axis susceptibility as a function of (a) the ratio
between the total surface and volume and (b) the ratio between
the lateral surface and volume of the graphite samples. Mea-
surements were obtained with a SQUID magnetometer (,  )
and torque magnetometers ( , ).
The observed behaviour can be understood if we consider the entire
magnetic moment of the sample as the sum of the the magnetic moment
of the interfaces (mint), the Bernal (mB), and the rhombohedral (mRH) phases:
m = mint +mB +mRH. Further estimates provide an order of magnitude along
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with an explanation for the decrease in the total susceptibility with sample
thickness.
It is worth noting that nowadays there are neither measurements of a high-
resolution band structure, nor calculations, particularly for Bernal stacking
orders, that could provide the energy gap. Such information would be useful
to estimate of the dispersion ratio, the Fermi velocity, and the effective mass
of carriers at a sufficiently low energy, which ultimately could be used for
accurate estimation of the susceptibility of each stacking order. Therefore, we
assumed that the contribution to the total susceptibility from each phase is
given by the 2D susceptibility of the graphene layers of one of the stacking
order, multiplied by the density of the corresponding layers.
Thus, given that the magnetic field H is applied perpendicular to the












where the parameters Ni(i = int, B, RH) denote the effective number of in-
terfaces and the number of graphene layers of the Bernal and rhombohedral
stacking orders in a certain specimen; N denotes the total number of layers
in a certain specimen with a thickness of t. The prefactor a is introduced in
Equation (5.1) as a normalization factor, which is inversely proportional to
the two-dimensional mass density and can be approximately estimated or
extracted by comparing with the measured χ at sufficiently large thicknesses.
The Pauli paramagnetic susceptibility of conductive carriers can be compen-
sated by the core diamagnetic susceptibility of carbon atoms [189]. Due to
the listed reasons, we discarded those contributions for estimation of the total
susceptibility of graphite.
Considering that the Bernal and rhombohedral semiconducting phases in
graphite have the energy gaps ∼38 meV and ∼110 meV [116], we estimate
the c-axis diamagnetic susceptibility of each phase using the formula for the
orbital magnetic susceptibility of a graphene plane with an energy gap ∆







where gs = 2 and gv = 2 are the valley and spin degeneracies, correspond-
ingly, and c is the velocity of light. The electron velocity vF is estimated for a
5.1. Magnetization properties of natural graphite and HOPG samples 63







where m? represents the effective mass of electrons. Considering the experi-
mentally obtained carrier concentration at room temperature n ∼ 1010 cm−2
[2, 3, 122], we estimated a carrier velocity vF ∼ 3× 105 cm/s. Here we used
the assumption that the effective mass of carriers for semiconductor phases is
the same as the mass of free electrons with a quadratic dispersion relation. We
point out here the need for future experiments to clarify the exact values of
the effective mass for the Bernal and rhombohedral stacking orders without
interfaces.
As a result, we obtained the 2D diamagnetic susceptibilities χB ∼
−4 × 10−17 emu/cm2Oe and χRH ∼ −10−17 emu/cm2Oe, where n is used
the same for both phases. χRH is expected to be even smaller in magnitude
than we estimated above.
Taking the formula for the Landau diamagnetism of a 2D electron gas, we
obtained the 2D diamagnetic susceptibility of the interfaces. The effective
mass was taken from experiments m? ∼ 0.05me [191, 192], where me is the
mass of free electron.
It is worth mentioning here that Shubnikov–de Haas (SdH) oscillations in
magnetoresistance of graphite are due to the carriers at the interfaces, and not
at the semiconductor phases. That is why the amplitude of the SdH oscillations
disappears with the decrease of the sample thickness [122, 193, 194], and, as
a result, smaller susceptibility in absolute value. This fact is obvious, since
the thinnest semiconducting samples without interfaces usually have a small
amount of conductive electrons at sufficiently low temperatures [10, 122].





∼ −2× 10−13 emu/cm2Oe . (5.4)
STEM studies allow us to observe that the ratio of the number of interfaces
and of the graphene planes may depend on the specimen as well as on the
position on the same specimen; see, for example, [8, 122]. In addition, as
shown by the electron backscattering diffraction pictures [195, 196], each
interface does not cover the entire area of the mesoscopic sample, but is limited
within the single crystalline regions, which have a length and width in the
range of ∼1–20 µm. From this it turns out that one interface generally covers
a region much smaller than the one of the graphene layers. Therefore, the
probability of presence of a similar diamagnetic moment due to the effective
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distribution of 2D interfaces should decrease with decreasing the sample
thickness. Simply put, each individual interface usually has the relative
weight of less than one, in contrast with graphene planes that occupy the
entire area of the sample.
We can estimate the total diamagnetic susceptibility depending on the
thickness. For this, the typical values of the thicknesses of semiconduct-
ing crystalline regions and the number of interfaces between corresponding
phases, obtained from STEM pictures, are required. This allows us to estimate
the effective ratio of the number of interfaces to the number of graphene
planes in a given sample NintN . For example, for interfaces, the trend has the
following character: NintN (t . 50 nm) → 0 and
Nint
N (t > 50 µm) ∼1.6×10−3,
i.e. ∼ 16 2D interfaces every 104 graphene planes. The ratio of the graphene
layers of the Bernal stacking order is in the range of NBN ∼ 0.8− 1 and of the
rhombohedral NRHN ∼ 0.2− 0.
Based on these estimates, it turns out that in real samples of well-ordered
graphite with a thickness of t & 30 µm with a characteristic ratio of the num-
ber of interfaces, the main contribution to the total diamagnetic susceptibility
is provided by the conducting interfaces. Furthermore, in the first approxi-
mation, the contribution of the rhombohedral phase to the total diamagnetic
susceptibility can be neglected. Using the above estimates together with the
measured total susceptibility χ(t > 50 µm) ∼ −2× 10−5 emu/gOe, the pref-
actor a is obtained ∼ 6× 1010 cm2/g. We also estimate the ratio of NintN as a
function of the sample thickness, (see the inset in Figure 5.5), based on the
experimental data and using Equation (5.1).
Here we draw attention to the need for further experiments to deter-
mine the susceptibility of graphite samples reducing their thickness down to
∼10 nm, since in such samples the probability of having the interface contri-
bution is apparently less. Such measurements could provide the values of the
susceptibility of the Bernal phase, which could be compared with the theoret-
ical model. However, such measurements will require the improvement of
methods for fabrication of the thinnest graphite samples, as well as methods
for measuring susceptibility with higher resolution.
In addition, we would like to draw attention to the really widespread
observation in laboratories, when a thin graphite flake may totally or partially
levitate under an non-uniform magnetic field from a permanent magnet. We
observed that thin flakes may react differently to the same distribution of
the magnetic field, even if their mass and shape are identical. Some of them
were completely insensitive to the magnetic field, and no matter how small
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their weight. From this simple observation it already becomes clear that
the simple assumption of a uniform diamagnetic susceptibility of graphite
samples cannot be true. These phenomena can be explained within our
interpretation that the different magnetic response of the selected thin flakes
is associated with a different number of conductive interfaces.
Finally, an interesting experimental demonstration has been presented,
where big and flat HOPG pieces levitate on a north-south chessboard grid
of neodymium magnets, and their movement, inclination or shift can be
manipulated using a powerful laser beam [197]. This phenomenon can be
explained by the heating of the interfaces, which locally causes a gradient of
the diamagnetic response in the sample, setting the sample in motion.
5.2 Transport measurement of HOPG and natural
graphite lamellae
In search of a granular superconductivity on graphite interfaces, we per-
formed the transport measurements on the HOPG ZYA lamella from the
Union Carbide company and lamella from Ukrainian natural graphite from
Zavalievsky Graphite Ltd. Both lamellae were prepared following the method
developed by A. Ballestar [198].
5.2.1 Preparation of the lamellae
(a) HOPG ZYA UC lamella. Initially, we selected a bulk piece of HOPG ZYA
from Union Carbide, which was previously characterized for impurities and
magnetic properties (see Section 6.1). In order to get a clean surface, the top
layer of a bulk graphite piece was peeled off with an adhesive tape. Then
this piece of graphite was fixed to the aluminium holder with copper tape
to prevent a charge effect. Further, the HOPG workpiece was placed in Dual
Beam Microscope. With the use of a focused ion beam, we cut out the lamella3
with a size of 17.5×4×0.6 µm3 [see Figure 5.7(a)]. We used an accelerating
voltage U = 30 kV and a current I = 3 nA for a rough milling, reducing it to
0.1 nA when polishing the main surfaces of the lamella. After the lamella was
cut out in a bulk HOPG piece, we attached it to the edge of a thin needle. This
procedure was performed by depositing Pt onto the point of contact between
3Patterning of HOPG lamella and depositing of Pd stairs were made with DBM by W.
Böhlmann within the Division of Superconductivity and Magnetism at the Felix Bloch Institute
for Solid State Physics, Universität Leipzig.
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the lamella and the needle, using Electron Beam Induced Deposition (EBID).
Then, cutting off the edges of the lamella with a Ga+ beam, we detached the
lamella from the bulk HOPG piece. Then the lamella was transferred to a
Si/Si3N4 substrate with a dielectric surface, using an optical microscope and
a micromanipulator. In order to bring the contacts to the lamella and to avoid
a possible break of the contacts at the borders of the lamella, the Pd stairs [see
Figure 5.7 (b)] were made by the use of EBID.
(a) (b)
FIGURE 5.7: SEM pictures of the HOPG ZYA UC lamella on a
Si/Si3N4 substrate: (a) as prepared and (b) with Pd stairs. The
white lines at the bottom right indicate scales of (a) 10 µm and
(b) 20 µm.
Then, already at room conditions, a 1 µm thick layer of a positive resist
PMMA (from AllResist GmbH, type AR-P 671.05; 950 K) was deposited on
the lamella with a use of a spin coater, rotating at a speed of 67 rps for 40
seconds. After that, the PMMA coated lamella was annealed in an oven for
30 minutes at a temperature of 120◦ C. Next, in order to perform an electron
beam lithography (EBL), we used SEM (which is a part of DBM), controlled by
an ELPHY PLUS pattern generator from Raith GmbH. The distance between
the voltage contacts was made ∼ 5.5 microns. The deposition dose of charge
was 150 µA·s/cm2 under a current of 0.54 nA. After lithography, the chemical
solvents, namely: developer AR 600-55 (methyl isobutyl ketone) and stopper
AR 600-60 (isopropyl alcohol), both from AllResist GmbH, were used to get
empty PMMA tracks (to create electrical contacts). Next, we performed a
gold deposition on top of sample structure in chamber of SC7620 Mini Sputter
Coater from Quorum Technologies company. We used a current of 11 mA for 4
minutes under a pressure of ∼ 5×10−2 mbar, eventually obtaining a thickness
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of the deposited gold layer of 20 nm. In order to remove the remaining layer
of deposited gold layer from a substrate (such called lift-off procedure), the
sample was placed in an acetone for one day to dissolve the PMMA, and
then removed the excess gold pieces by manipulating a glass pipette, leaving
only the electrical contacts and the lamella on a substrate. Some areas of gold
pieces could not be removed during the lift-off process from the first time,
therefore it was necessary to use the FIB in order to cut them off. A very low
current of 50 pA was applied to have a smallest irradiation of the sample.
Moreover, it was previously investigated, that the irradiation of graphite with
gallium ions parallel [199] and perpendicular to the c-axis [200] only leads to
amorphization of graphite and does not cause superconductivity above 5 K.
Finally, the substrate with the lamella was fixed to the holder with adhesive
tape and cryogenic vanish (GVL Cryoengineering IMI, 7031), and the gold
contacts of the sample were connected to the holder’s contacts using gold
wires with a diameter of 25 µm (Heraeus, 12378862) and a silver paste (Plano
GmbH, G3303A).
(b) Ukrainian natural graphite lamella. Ukrainian natural graphite flakes
were brought from the open-pit mine close to Zavallya town, Zavalievsky
Graphite Ltd. For the experiment, we chose graphite flakes of the type GP-T
with an average diameter of ∼ 0.3 mm and a declared purity of more than
99% carbon. Then we chose one flat flake and attached it to the aluminium
holder with adhesive copper tape. After that, the top surface of the flake was
cleaned by removing the top layer with an adhesive tape. Then the clean
flake was placed in a DBM chamber, where the lamella with the dimensions
of 22×5×0.8 µm3 was cut from this flake [see Figures 5.8(a) and 5.8(b)]. Ac-
celerating voltage U = 30 kV was used together with a current I = 7 nA for
a rough milling. Toward the end of the milling, a current was reduced to
1 nA for polishing the main surfaces of the lamella. After that, the lamella
was attached to the edge of a thin needle, depositing Tungsten Carbide (WC)
between the lamella and the needle by use of EBID. Then, the edges of the
lamella were cut with a Ga+ beam and the lamella was removed from the
flake. After that, we placed the lamella to a Si/Si3N4 substrate by use of an
optical microscope and a micromanipulator. Then 4 Pd stairs were made at
the borders of the lamella, using EBID [see Figure 5.8(c)].
Since for this lamella more rigid milling was performed than for HOPG
lamella, it was necessary to additionally clean the surface of the lamellae from
a possible amorphous carbon layer. Therefore, we performed the low pressure
oxygen plasma etching of the lamella for 20 minutes using ZEPTO plasma
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FIGURE 5.8: SEM pictures of the Ukrainian natural graphite
lamella: (a), (b) after the rough milling in the flake, and (c) on
a Si/Si3N4 substrate with Pd stairs. (d) Optical picture of the
same lamella with Au/Pd contacts.
system from Diener electronic GmbH + Co. KG. Such device was operated at
a pressure of ∼1·10−2 mbar and a power of 50 W.
Next, it was necessary to deposit a thick layer of PMMA on the lamella
with a thickness of 0.8 µm. To do this, the PMMA deposition was performed
twice: the first layer of a "thin" positive resist PMMA (from AllResist GmbH,
type AR-P 672.02; 950 K) was deposited by rotating on a spin coater with
a speed of 67 rps for 40 seconds, and then annealed in an oven at 120◦ C
for 30 minutes; then, after the sample cooling, the second layer of a "thick"
positive resist PMMA (from AllResist GmbH, type AR-P 671.05; 950 K) was
deposited with the same rotation parameters and also annealed under the
same conditions. As a result, the sample was covered by a double PMMA
layer of ∼ 1.1 µm.
Then, electron beam lithography and developing process were performed
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by the same procedure as for the HOPG lamella. The distance between the
voltage contacts for natural graphite lamella was made of ∼ 7.5 µm.
In order to get electrical contacts, a bilayer film was sputtered consisting
of 3 nm palladium and 20 nm gold on the sample structure in chamber of
SC7620 Mini Sputter Coater, see Figure 5.8(d). Then the "lift-off" process and
sample contacting with a silver paste and gold wires were done in the same
way as for the HOPG lamella.
5.2.2 Transport characterization of the lamellae
The next step was to measure the transport properties of the lamella using
a He-flow cryostat from Quantum Design with a superconducting solenoid.
The AC Resistance Bridge (16 Hz) LR-700 from Linear Research Inc. was used
to record the resistance of the sample. The sample was placed in a cryostat
at room temperature. The electrical contacts of the sample were grounded
through a joint resistor of 1 MΩ to avoid a spark that could damage the sam-
ple and the thin gold contacts around it. Before the transport measurements,
the grounding was removed, and then the optimal parameters for measuring
the resistance were selected, starting with the lowest input current. The super-
conducting solenoid was reset in order to eliminate the remanent magnetic
field and set it to zero. Next, the resistance vs. temperature measurements
were performed, applying an input current from 1 nA to 10 nA, as shown in
Figure 5.9.
As a result, we obtained the series of curves that showed a fairly systematic
character, where a rapid resistance drop was observed at low currents starting
from 1 nA, and then disappeared at currents approaching 10 nA. Based on
these curves, under the assumption of superconductivity, the dependence
of the critical current densities on temperature was built, at which a sharp
resistance drop was observed, see Figure 5.10. The dependence of the criti-
cal current density in this lamella can be well described using the equation
proposed for a granular superconductivity [201]:
Jc(t) = Jc(0)(1− t)2 exp(−b
√
t), (5.5)
where t = T/Tc, Tc is a critical temperature and b is a free parameter, related
to the barrier width N-S. With this fit we obtained the value for the critical
current density Jc(0) ' 0.461 A/cm2 and Tc ' 20 K as one can see from the
higher temperature resistance step in Figure 5.9. Note that the critical current
density was calculated as the current passing through the cross section along
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FIGURE 5.9: Temperature dependence of the resistance of the
HOPG ZYA UC lamella at input currents from 1 nA to 10 nA.
Inset shows the logarithmic scale of the same data.
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FIGURE 5.10: Temperature dependence of the critical current
density of HOPG ZYA UC lamella, obtained from the transport
measurement, shown in Figure 5.9. The blue line is the fit of the






, where t = T/Tc.
the entire lamella, so in fact the critical current density passing through the
superconducting interface/interfaces must be much higher. The negative
resistance on the curve of the temperature dependence of the HOPG lamella
(Figure 5.9) can be explained in the framework of the model presented by
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Jorritsma and Mydosh. In this model, it is shown that negative resistance may
occur due to a particular arrangement of the electrical contacts in combination
with the proximity effect in granular superconductors [202]. This phenomenon
occurs as well in graphite lamellae with superconducting interfaces [3].
However, not each graphite lamella may demonstrate superconductivity,
since not every lamella can have a superconducting interface. As we can see
from Figure 5.11(a), the lamella from Ukrainian natural graphite4 from Zava-
lievsky Graphite Ltd. showed a semiconductor behaviour in the temperature
dependence of the resistance.
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FIGURE 5.11: (a) Temperature dependence of the resistance of
Ukrainian natural graphite lamella at input currents of 1 nA ()
and 200 nA ( ). Insert demonstrates the logarithmic scale of
the same measurements. (b) Temperature dependence of the
resistance of Ukrainian natural graphite lamella at input current
of 10 nA under different constant magnetic fields up to 7 T. Insert
shows the logarithmic scale of the same data.
In addition, the magnet-transport measurements of Ukrainian natural
graphite lamella were conducted on a temperature scale from 4 K to 390 K,
see Figure 5.11(b). It was found that the resistance increased by 34% at 4 K
under the magnetic field of 7 T, and at 390 K the resistance increased by 9%.
Thus, it was shown that superconductivity may exist on highly oriented
graphite interfaces. We also note that a qualitative explanation of the nature
of this effect requires additional experimental and theoretical research.





Hints for the existence of persistent
circular currents around holes in
graphite flakes
Previous recent studies [3, 4, 6, 8], as well as our studies (see Section 5.2) of
the transport properties of high-oriented graphite, indicate the existence of a
granular superconductivity at the interfaces between the crystalline blocks of
Bernal and/or rhombohedral graphite.
To further verify this, we performed an investigation of the magnetic
moment created by the residual circulating current around artificially made
holes in graphite flakes with embedded interfaces.
6.1 Sample characterization
6.1.1 Raman spectroscopy on graphite
Before investigating of the magnetic properties of graphite, Raman spec-
troscopy measurements were performed on the HOPG samples. This method
allowed us to select a high-quality graphite.
Figure 6.1 shows the Raman spectrum1 of HOPG graphite used in our
study. The Raman spectrum has a sharp G peak at ∼ 1580 cm−1 and two
broad peaks: 2D1 at ∼ 2690 cm−1 and 2D2 at ∼ 2725 cm−1, which is typical
for high-quality graphite [203–205]. The G peak corresponds to the high-
frequency phonon vibration of the sp2 bonds of carbon atoms. The 2D peaks
are the D peaks overtone, which are caused by the breathing modes of six-
atom rings. The 2D peaks originate from a process that involves two phonons
with opposite wave vectors [203, 204].
1Raman spectrum was conducted by A. Setzer within the Division of Superconductivity
and Magnetism at the Felix Bloch Institute for Solid State Physics, Universität Leipzig.
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The D peak at ∼ 1360 cm−1 was not observable and therefore indicated
the absence of major defects, as previously described by Ferrari and Basko
[204].



























FIGURE 6.1: Raman spectrum of a bulk HOPG.
6.1.2 Selection of pure HOPG samples with the least contri-
bution of ferromagnetic impurities
In order to investigate the magnetic properties of pure graphite, it was es-
sential to have samples with the lowest content of impurities and defects.
Therefore, it was necessary to select pure graphite samples.
Initially, several HOPG samples of the highest crystalline quality (grade
ZYA) from Advanced Ceramics and Union Carbide with a rocking curve of
0.4◦ and with a length and width of about 2 - 3 cm were cut into cubes with
an edge length of about 3 - 4 mm. The diamond wire saw Well 3032-4 was
used to cut the samples.
After cutting, each HOPG cube was placed in the MPMS-7 SQUID mag-
netometer to measure field loopings from ±510 Oe up to ±50 kOe thorough
progressively higher magnetic fields at temperatures of 5 K and 300 K. The
magnetization measurements indicated that all HOPG pieces had a high pu-
rity and their magnetic properties did not depend on their primal position
in the original bulk piece. One of the typical magnetization measurements
of HOPG ZYA up to 50 kOe is shown in Figure 6.2. This HOPG ZYA sample
from the Union Carbide company had a mass of 36.2 mg.
6.1. Sample characterization 75
- 5 - 4 - 3 - 2 - 1 0 1 2 3 4 5- 2 . 0
- 1 . 5
- 1 . 0






- 7 . 2
- 5 . 4
- 3 . 6

















H  ( x 1 0 4  O e )
FIGURE 6.2: Typical magnetization dependence on a magnetic
field of HOPG at 5 K () and 300 K ( ), applied parallel to the
c-axis of graphite. The mass of this HOPG sample (from Union
Carbide) was 36.2 mg.
Hysteresis loops of all bulk samples have the form of a straight line up to
50 kOe with a magnetic c-axis mass susceptibility of the order of ∼ -3.2 ± 0.3
emu/gOe at 5 K and ∼ -2.2 ± 0.3 emu/gOe at 300 K in good agreement with
previously reported values for well-ordered bulk samples [89, 92, 177, 184].
Beginning from about 1 kOe on the straight line measured at 5 K, de
Haas–van Alphen oscillations appear. However, de Haas–van Alphen os-
cillations at 300 K are not observed. This feature allows us to measure the
susceptibility of graphite in any range of magnetic fields at room temperature.
Figure 6.3 shows examples of magnetic measurements of two HOPG ZYA
samples at low magnetic fields (up to 510 Oe) from Union Carbide with a
mass of 36.2 mg and from Advanced Ceramics with a mass of 18.7 mg. Their
magnetic field dependences of the magnetic moment under the fields applied
parallel to the c-axis have a linear diamagnetic character, and no visual hystere-
sis was observed. However, after subtracting a linear diamagnetic magnetic
moment (msub = mmeasured −mliniar), the HOPG sample from Union Carbide
showed a counterclockwise magnetic hysteresis. This type of magnetization
was previously observed in HOPG ZYA and explained by the presence of
a granular superconductivity at graphite interfaces [3, 206, 207]. This bulk
sample was selected to prepare further smaller flakes. Note that the HOPG
sample from Advanced Ceramics did not have this type of magnetization.
Additionally, in order to avoid artifacts associated with the effect of a trapped
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FIGURE 6.3: Magnetic moment versus magnetic field applied
parallel to the c-axis of the HOPG ZYA samples from (a) Union
Carbide and (c) Advanced Ceramics; and subtracted magnetic
moment versus magnetic field for the HOPG ZYA samples from
(b) Union Carbide and (d) Advanced Ceramics at 5 K () and
300 K ( ).
flux in a superconducting solenoid of a SQUID magnetometer on the magnetic
moment measurement of the samples [208], we calibrated the magnetic field
of solenoids. The average magnetic field deviation in the range of less than
510 Oe was ∼ 0.7%, and for fields up to 50 kOe it was less than 0.02%.
6.2 Preparation of graphite flake with holes
For our research, we chose the HOPG ZYA sample from Union Carbide
according to the principle described in Section 6.1.2. The HOPG flake with
an area of ∼ 1.35×1.45 mm2 and a thickness in the order of 10 µm was
peeled off from the bulk piece of HOPG using adhesive tape and then placed
on a Si substrate with the dimensions of 5×5×0.525 mm3, covered by a
10 nm oxide layer and a 150 nm Si3N4 layer [see Figures 6.4(a) and 6.4(b)].
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The substrate was preliminarily purified in an acetone and measured in a
SQUID magnetometer at temperatures of 5 K and 300 K. In order to obtain
a comparative database, we performed the magnetic measurements of this
HOPG flake without holes in a SQUID magnetometer. The details of these
measurements are shown in the next section. Then, we applied a 1 µm thick
positive resist PMMA layer (from AllResist GmbH, type AR-P 671.05; 950
K) to the sample to protect from possible irradiation by gallium ions. For
this action, we used a spin coater rotating at a speed of 67 rps for 40 seconds.
Afterwards, the sample was annealed in an oven at a temperature of 120◦C
for 30 minutes.
Next, the HOPG sample was placed in a DBM chamber, where we drilled
the square lattice with 176 holes in the flake parallel to the c-axis of graphite by
using a focused ion beam, see Figures 6.4(c) and 6.4(d). Holes were made with
a diameter of∼ 1 µm and a distance between the holes of∼ 10 µm. Previously,
we carried out tests on other HOPG samples, and the best parameters for
cutting holes were found at a voltage of 30 kV and a current of 100 pA. Then,
we placed the sample in an acetone for 3 hours to let the PMMA layer dissolve.
6.3 Magnetization measurements of graphite flake
with holes
The magnetic response from the artificially made holes in a highly oriented
graphite flake was measured using the MPMS XL-7 SQUID magnetometer
from Quantum Design described in Section 4.2.
Primarily, the magnetic moment of a Si/Si3N4 substrate was measured
at temperatures of 5 K and 300 K. The substrate exhibited diamagnetic be-
haviour, and its magnetic moment was ∼ 2.5·10−5 emu under an applied
magnetic field of 10 kOe. After the HOPG flake without holes was placed on
the substrate, we measured its magnetic moment versus the magnetic field
applied in parallel to the c-axis of the sample. The total magnetic response of
the HOPG sample on the substrate had predominantly diamagnetic behaviour
and a value of ∼ 4.5·10−5 emu under an applied field of 10 kOe. After we cut
176 holes with a diameter of 1 µm, we repeated the measurements. From the
measured magnetic moments, we subtracted the linear diamagnetic compo-
nents originating from the substrate and the HOPG flake and thus obtained
the magnetic signal coming specifically from the circulating currents around
the artificially created holes in the HOPG flake (see Figure 6.5).
78
Chapter 6. Hints for the existence of persistent circular currents around holes
in graphite flakes
FIGURE 6.4: SEM scans of (a), (b) the HOPG UC flake on a
Si/Si3N4 substrate and (c), (d) artificially made holes in the
HOPG UC flake. The embedded interfaces can be clearly seen
on the scan (a).
Figure 6.5 shows that magnetic hysteresis loops in the HOPG flake with
holes have a more pronounced shape at both 5 K and 300 K than in the flake
without holes. This indicates the presence of Josephson currents that circulate
around artificially made holes between the superconducting grains at the
graphite interfaces, as shown schematically in Figure 6.6. The size of these
superconducting grains is mainly determined by the quality of graphite and,
in particular, depends on the mosaicity of a graphite at the interfaces, that is,
the size of the superconducting grains does not exceed 1-20 microns as the
electron backscattering diffraction shows [195, 196].
After removing an external magnetic field, the persistent Josephson cur-
rents flow around the holes at various interfaces. The circular motion of these
6.3. Magnetization measurements of graphite flake with holes 79
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FIGURE 6.5: Subtracted magnetic moment vs. magnetic field,
applied parallel to the c-axis of the HOPG ZYA UC flake (a) ()
without holes and ( ) with holes at the temperature of 5 K; (b)
() without holes and ( ) with holes at the temperature of 300 K.
FIGURE 6.6: Sketch of a piece of bulk graphite with semicon-
ducting crystallites coloured in various shades of a grey and
with artificially made holes that have a diameter d ∼ 1 µm (left).
Interfaces with metallic-like properties are located between these
crystallites. Superconducting patches are embedded into these
interfaces (blue spots on the right). Josephson currents (red ar-
rows) circulate around holes between superconducting patches,
creating a magnetic moment.
currents creates a magnetic moment at each hole mh, and their total magnetic
moment mth in our sample has a magnitude of the order of ∼ 1·10−8 emu
(see Figure 6.5). We can roughly estimate the magnitude of these currents
assuming that the current flows in a circle with a diameter of ∼ 5 µm, the
average distance between the interfaces di = 50 nm [as seen in Figure 6.5(b)],
and the total magnetic moment is created by Nh = 176 holes with a depth
h ' 4 µm.
The magnetic moment created by one hole is therefore mh = mth/Nh '
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' 5·10−11 emu = 5·10−14 Am2. Since the magnetic moment is equal to the
product of the circulating current and the area of the current loop mh = Ih·S,
we determined that the current around one hole is Ih = mh/S ' 2.5 mA. Con-
sidering that there are about 80 interfaces per hole (Ni = h/di), we obtained
the value of an average circulating current per interface of ∼ 30 µA.
As a result, it was shown that the fabrication of a hole lattice in a HOPG
flake contributes to the appearance of a magnetic moment created by persis-
tent circulating currents around holes through weakly coupled superconduct-
ing grains at graphite interfaces.
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Magnetization properties of a
micrometer size Bi2Sr2CaCu2O8+δ
ring
Bi2Sr2CaCu2O8+δ (Bi-2212) is a high-Tc superconductor (HTSC), which su-
perconducting and magnetic properties remain interesting and relevant for
research [12, 16, 128, 209–214]. For instance, Bi-2212 single crystals are con-
sidered to be a key component for THz emitters in modern electronics [12–
15]. Recently, analytical calculations and numerical simulations classified
micrometer-size Bi-2212 rings as a class of low-loss subwavelength resonators
for THz devices and microstrip antennas [16]. Although these applications are
designed for zero or weak magnetic fields, the pinning of trapped Abrikosov
vortices within an HTSC ring should be taken into account in order to mini-
mize possible losses when it is surrounded by large-amplitude electromag-
netic waves.
The magnetization behaviour of superconducting cylinders and rings has
been studied over the past few decades theoretically [215–219] and experimen-
tally [220–225] both in HTSC millimeter rings and low-Tc superconducting
micrometer rings [226]. The presence of two thermally activated diffusion
modes of the flux line lattice (FLL) that determine the depinning line (DL) in
HTSC, was reported in previous studies [17], done on thick Bi-2212 samples.
Additionally, an anomalous mode, which is associated with a phase transition
at low temperatures, was observed in Ref. [18]. Due to different parameters of
a sample, such as the geometry and/or density of defects (or doping) [19–24],
influence the response of the FLL of HTSC’s to external perturbations, its
general physical description is complex.
In this work, we found a significant shift of the DL of the FLL of a
micrometer-size and thin Bi-2212 ring to lower temperatures, which empha-
sizes the influence of the sample size (and eventually its geometry) on the
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magnetic response of HTSC. Due to the small mass of the ring and conse-
quently a low amplitude of a magnetic moment, we used a torque magne-
tometer in order to determine the DL at different applied magnetic fields and
temperatures.
7.1 Structural characterization and sample pro-
cessing
In order to investigate the dynamic properties of FLL in Bi2Sr2CaCu2O8+δ
HTSC, we prepared the Bi-2212 micrometer-size ring, as well as the
Bi2Sr2CaCu2O8+δ single crystals with different sizes for comparison. The
Bi2Sr2CaCu2O8+δ material was grown using the self-flux method in the lab of
Y. Kopelevich in the "Gleb Wataghin" Institute of Physics in Campinas, São
Paulo, Brazil, with a method similar as described in Ref. [227]. Details of
structural characterization and sample processing are shown in this chapter.
Characterization measurements on the same Bi-2212 material were done and
published elsewhere [228, 229].
7.1.1 Energy-dispersive X-ray spectroscopy (EDX)
In order to determine the elemental composition of the Bi2Sr2CaCu2O8+δ
material, we performed energy-dispersive X-ray spectroscopy (EDX) measure-
ments of the bulk Bi-2212 crystal, from which the flakes were later extracted
and one of those flakes was processed in the shape of mesoscopic ring. Mea-
surements1 (Figure 7.1) were performed with an EDX detector in the Dual
Beam Microscope (DBM, Nova NanoLab 200, FEI Company) at 4 different
positions on the bulk crystal, using an acceleration voltage of 15 kV. The aver-
aged values over the sample surface show a ratio of Bi/Sr/Ca/Cu elements
2/1.7/0.8/2.2 with an error of ±0.2. These values are in agreement with
previously published characterizations on the same material [228, 229]. Note
that the carbon peak, seen in the spectrum in Figure 7.1, originates from the
tape on which the crystal was glued onto and it is not a sample impurity.
1EDX measurements were conducted by W. Böhlmann within the Division of Supercon-
ductivity and Magnetism at the Felix Bloch Institute for Solid State Physics, Universität
Leipzig.
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FIGURE 7.1: EDX measurement of the Bi2Sr2CaCu2O8+δ crystal.
7.1.2 Sample processing
The c-axis of each of the measured samples is oriented in the direction normal
to their main area, i.e. in the direction of their thickness. The thickness,
volume and mass of all measured Bi-2212 samples are presented in Table 7.1.
The mass of the Bi-2212 bulk crystal was measured using a Mettler Toledo
AG245 balance, whereas the masses of other samples were calculated based
on the mass density 6.71 g/cm3 [230].
TABLE 7.1: The thickness, volume and mass of the samples used
for magnetization measurements.
sample thickness [µm] volume [µm3] mass [g]
bulk 320 6.5·108 4.36·10−3
S7 7.44 9.0·105 6.1·10−6
disk 6.7 1.3·104 8.8·10−8
S1 2.56 5.6·103 3.7·10−8
ring 1.3 5.6·102 3.7·10−9
At the beginning of the Bi-2212 ring preparation, shown in Figure 7.2, we
placed a Bi-2212 flake of 1.3 µm thickness on a Si/SiN substrate and covered
it with a PMMA layer of 1 µm thickness. The protective PMMA layer on
top of the Bi-2212 flake assures that the ion beam etching procedure does
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not influence the ring material [224]. SRIM simulation shows that the lateral
contamination of the Bi-2212 ring by Ga+ ions is ∼ 17 nm, which is more
than 200 times smaller as the width of the ring. This flake with the PMMA
layer was treated in air at 120◦C for 30 min in oven. Such treatment had a
small influence on the sample critical temperature (Tc), in agreement with the
electrical resistance measurements, shown in the inset of Figure 7.3(a), as well
as by magnetization measurement (Figure 7.9). The Bi-2212 ring was then
prepared using a focused ion beam (FIB) with Ga+ ions accelerated with 30 kV
and with a current of 0.3 nA. The processing yielded a ring with a thickness
t ' 1.3 µm, an outer diameter of 38 µm and an inner diameter of 30 µm. The
width of the ring of w ' 4 µm was measured by the DBM. The Bi-2212 disk
was prepared by the same method as the ring with an outer diameter of 50
µm and a thickness t ' 6.7 µm.
(a) (b)
FIGURE 7.2: (a) SEM scan of the Bi2Sr2CaCu2O8+δ micrometer
ring, during FIB preparation of the flake. (b) Optical images
of the Bi-2212 micrometer ring fixed with a cryogenic vacuum
grease at the edge of the cantilever of the torque magnetometer.
7.2 Magnetization measurements of Bi-2212 sam-
ples
Since the Bi-2212 ring had micrometer dimensions, it was necessary to perform
the magnetic measurements on a magnetometer, which has more precise
resolution that a commercial SQUID magnetometer.
Given that Bi-2212 HTSC has a strong magnetic anisotropy (i.e., the mag-
netic response along the c-axis |m‖| is much larger than the one in-plane |m⊥|
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[139–143, 231]), its magnetization along the sample c-axis can be investigated
with torque magnetometry.
Proceeding from all these conditions, we constructed a torque magne-
tometer system capable of withstanding low temperatures down to 2 K (see
Section 4.1.3). To verify the reliability of the data obtained from the torque
magnetometer, we also carried out the measurements on the Bi-2212 flake S1
(see Table 7.1). Both samples were fixed at the edge of the cantilever with a
vacuum grease Apiezon “H”, exemplary depicted in Figure 7.2. All measure-
ments with the torque magnetometer were done with an applied magnetic
field sweep rate of ∼ 0.14 T/min.
In order to the determine the critical temperature (Tc), the measurements
of the temperature dependence of the magnetization M(T) of the Bi-2212
bulk crystal were performed by a SQUID magnetometer. Also, for a bet-
ter understanding of the angular dependence of the magnetic properties of
Bi2Sr2CaCu2O8+δ flakes, we carried out measurements of the Bi-2212 S7 flake
under different angles in a SQUID magnetometer. All SQUID magnetometer
measurements were done in the zero field cooled (ZFC) condition with a field
sweep rate of ∼ 0.02 T/min.
7.2.1 Transport properties
In order to characterize the transport properties of the Bi-2212 material, elec-
trical resistance measurements were performed on the sample L1 (thickness
of ' 22 µm, width of ' 2.2 mm and length of ' 0.3 mm), taken from the
same bulk Bi-2212 sample. The measurements were performed as a function
of temperature at fixed magnetic fields up to 2 T with the standard 4-point
method. The electrodes were made with silver paste along the sample’s a-b
plane. Measurements were performed with an AC Resistance Bridge LR-700
from Linear Research Inc., operating with a frequency of 19 Hz and a current
of 10 µA.
The temperature dependence of the electrical resistivity of sample L1 at
different applied fields, parallel to its c-axis, is shown in Figure 7.3(a). The
critical temperature at the middle point of the transition is Tc ' 87 K at zero
applied field. The behaviour of sample resistivity against temperature at finite
fields agrees with previously reported data on the same material [229]. The
high temperature resistance step, clearly visible at an applied field of 2 T,
can be explained within a model of weakly coupled superconducting layers,
where the motion of distorted vortices causes an excess dissipation [232]. Note
86 Chapter 7. Magnetization properties of a micrometer size Bi-2212 ring















 0  T
 0 . 0 2  T
 0 . 0 6 5  T
 0 . 1  T
 0 . 1 2  T
 0 . 1 7 5  T
 0 . 6  T
 1  T













- 0 . 4















6( b ) 0 . 6  T ,  3 0  K




T - 1  ( K - 1 )
 0  T
 0 . 0 2  T
 0 . 0 6 5  T
 0 . 1  T
 0 . 1 2  T
 0 . 1 7 5  T
 0 . 6  T
 1  T
 2  T
FIGURE 7.3: (a) Resistance vs. temperature of the sample L1
at different fields applied normal to the a-b planes. The inset
shows the temperature dependence of the resistance before (•)
and after () the thermal treatment in air at 120◦C for 30 min. In
the inset we show also the reversible part of the magnetization
temperature dependence (right y-axis. The whole measurement
can be seen in Figure 7.9) obtained at 0.01 T applied field on the
disk (+). This disk was prepared following exactly the same
procedure used to prepare the ring. The diamagnetic supercon-
ducting signal starts at the temperature where the resistance
shows percolation, as expected. (b) Arrhenius plot of the same
data as in (a). The thick horizontal line corresponds to a con-
stant resistivity of ρ = 4.5× 10−5 µΩcm. The intersection points
between this line and the extrapolated exponential behaviour
provides a DL for a diffusion mode, compatible with that of the
magnetization measurements, see Figure 7.11.
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that this phenomenon occurs at fields above 1 T and at high temperatures and
it is not related to the thermally activated DL, discussed here.
The mechanism, known as thermally activated flux flow (TAFF) [60], de-
scribes the thermally activated vortex motion of the FLL through a finite
potential barrier U0 in the sample matrix. At low external or internal shielding
currents, due to an external perturbation of the FLL, this mechanism leads to
a linear (ohmic) flux flow resistivity ρTAFF(B, T) ' ρ(U0, T)exp(−U0/kBT),
with ρ(U0, T) ∝ U0/T. In the first approximation, the main temperature
dependence of ρTAFF follows the Arrhenius law, i.e. ln(ρ) decreases linearly
with T−1, as shown in Figure 7.3(b). This model further predicts that a DL
approximately represents a line of constant diffusivity D = ρTAFF/µ0, result-
ing in a line of constant resistivity [17, 21]. The constant resistivity line at
ρ = 4.5× 10−5µΩcm and marked in Figure 7.3(b) approximately agrees with
the DL, obtained from the magnetization measurements, as discussed below.
7.2.2 Magnetization properties
In order to obtain the critical temperature (Tc) of used Bi2Sr2CaCu2O8+δ mate-
rial, the measurement of the temperature dependence of the magnetization
M(T) of the Bi-2212 bulk crystal was performed by the SQUID magnetometer.
The Bi-2212 bulk crystal was cooled down at zero field, and then the "zero-
field curve" (ZFC) measurement of a magnetic moment of the sample was
performed in a certain magnetic field (see Figure 7.4). The critical temperature
of Bi2Sr2CaCu2O8+δ was obtained from ZFC measurement as Tc = 90 K at the
point of temperature where the magnetization starts to decrease.
To verify the accuracy of torque measurements and to calibrate the abso-
lute values of magnetic moment obtained, the Bi-2212 flake S7, which has
similar aspect ratios, was characterized in the SQUID magnetometer. The
hysteresis loop measurements2 were carried out for the Bi-2212 flake S7 un-
der two different angles, see Figure 7.5(a). These measurements indicate
that the angle between the c-axis of sample and the field does not affect the
pinning mechanism in the thin Bi-2212 flake, but only the magnitude of the
magnetization M, which is proportional to the cos(θ).
To estimate the deflection at the edge of the cantilever tip ∆x, we performed
the calibration of the cantilevers. The gauge factor GF of the cantilever, that
2Magnetic measurements, shown on Figure 7.5(a), were conducted by A. Setzer within
the Division of Superconductivity and Magnetism at the Felix Bloch Institute for Solid State
Physics, Universität Leipzig.
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FIGURE 7.4: ZFC measurement of the magnetization versus tem-
perature of the Bi2Sr2CaCu2O8+δ bulk crystal at 0.5 mT, obtained
with the SQUID magnetometer.
- 1 . 0 - 0 . 5 0 . 0 0 . 5 1 . 0
- 2 0 0








B c o s ( θ)  ( T )
- 1 . 0 - 0 . 5 0 . 0 0 . 5 1 . 0
- 2 0 0
- 1 5 0











B c o s ( θ)  ( T )
(a) (b)
FIGURE 7.5: (a) Magnetic moment of the flake S7 as a function
of applied field, measured with the SQUID magnetometer at
10 K and at angles 0◦ () and 60◦ ( ) between the c-axis of the
sample and the applied field. (b) Magnetic moment of the flake
S1 as a function of applied field, measured with the torque
magnetometer (), and the flake S7 ( ), measured with a SQUID
magnetometer, both at 10 K and at an angle of 60◦ between the
c-axis of the samples and the applied field.
was used for the Bi-2212 ring, was mechanically determined by a manipula-
tor from SURUGA SEIKI CO., LTD, using the method described elsewhere
[165, 166]. Further calibration of the GF was performed by measuring the
magnetization of the Bi-2212 sample S7, that has an identical geometry ratio
[233] with the Bi-2212 sample S1, in a SQUID magnetometer, see Figure 7.5(b).
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Calibration was performed along the part of hysteresis line from the zero
field to the critical field Bc1, since this is the part of the loop where pinning
processes do not manifest.
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FIGURE 7.6: Magnetization of the Bi-2212 bulk crystal versus
the applied field at T = 10 K (), 20 K ( ) and 30 K (N), obtained
with the SQUID magnetometer. The c-axis of the sample was
parallel to the applied field.
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FIGURE 7.7: Magnetization of the Bi-2212 flake S1 versus the
applied field at 10 K (), 20 K ( ), 30 K (♦) and 40 K (N), obtained
with the torque magnetometer at the angle θ = 60◦ between the
c-axis of the sample and the applied field.
In order to determine the DLs (or irreversibility lines) from magnetization
measurements, magnetic field hysteresis loops were measured with both
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FIGURE 7.8: Magnetic moment of the Bi-2212 ring as a function
of applied field at 6 K (), 10 K (?) and 11 K (). The 6 K data are
presented here after subtraction of a diamagnetic line in order to
show the data at the 3 temperatures in the same scale. The inset
shows the difference between the up and down field sweep ∆m
measured on the Bi-2212 ring at 8 K (). The irreversibility fields
were determined at the values of magnetic field where ∆m was
approaching zero following [234], which are Birr ' 0.295 T at 6 K
(), 0.175 T at 8 K (), 0.17 T at 10 K (?) with an error given by
the horizontal bar in the middle of inset, and 0.15 T at 11 K ().
All measurements were obtained with the torque magnetometer
at the angle θ = 45◦ between the c-axis of the sample and applied
field.
magnetometers at different fixed temperatures. Prior to the measurements,
the sample temperature was stabilized within ±1mK. Before each hysteresis
loop measurement, the samples were heated to T = 100 K (above Tc) and
cooled at zero field.
The irreversibility field at a given temperature was determined at the field,
where the opening of the field loop reaches a difference between up and down
field directions ∆m of ± ∼ 10% of the largest ∆m measured near zero field.
Magnetization hysteresis loops, obtained for the bulk sample, the flake S1
and the disk, can be seen in Figures 7.6, 7.7 and 7.10. The positive applied
field region of the field hysteresis for the ring sample, performed at three
temperatures, is shown in Figure 7.8. The depinning field was determined
from the difference ∆m, as exemplary shown in the inset of Figure 7.8 for 8 K.
Note that the DLs of different samples were measured at different angles. Due
to the significantly large anisotropy of the Bi-2212 HTSC, the DL is determined
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by the field component applied in the direction normal to the a-b planes of the
structure, as shown in Fig. 7.5(a). The magnetization hysteresis loops for the
flake S7 (Figure 7.5), the bulk crystal (Figure 7.6) and the disk (Figure 7.10),
measured by the SQUID magnetometer, and the magnetization hysteresis
loops of the Bi-2212 flake S1 [Figures 7.5(b) and 7.7], measured by the torque
magnetometer, show a typical superconducting behaviour and are comparable
with the results, reported in Refs. [235–244].
The ZFC and FC magnetization measurements of the disk at 0.01 T (Fig-
ure 7.9) shows also a typical superconducting behaviour. As can be seen from
Figure 7.9, Tc of the superconducting disk is observed at ∼ 85 K, which indi-
cates the absence of a significant effect of annealing at 120◦C and irradiation
by gallium ions on the Tc of the samples.
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FIGURE 7.9: Magnetization of the Bi-2212 disk as a function of
temperature at fixed magnetic field 0.01 T.
7.2.3 Flux depinning of samples
In Figure 7.11 we plot the DLs obtained from the magnetization measurements
for the four characterized samples, shown in Section 7.2.2, together with
previously published data for bulk crystals [17]. The DLs, obtained for the
bulk and flake S1 samples, agree with the DL 1 (see Figure 7.11) . The disk
DL is slightly shifted to lower relative temperatures. The DL obtained for the
ring, however, shows a clear shift to significantly lower relative temperatures.
Previous investigations [17, 18, 22, 60, 63] demonstrate that the DLs in
HTSC at a given applied magnetic field (normal to the a-b planes of the
Bi-2212 structure) can be shifted in temperature upon the corresponding
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FIGURE 7.10: Magnetization of the Bi-2212 disk versus the ap-
plied field at 10 K (), 15 K ( ), 20 K (♦) and 25 K (N), obtained
with the SQUID magnetometer at the angle θ = 0◦ between the
c-axis of the sample and the applied field.
diffusion time τ0 for a given sample geometry and measuring method, e.g.
field sweep scans, as in our case, or AC field (susceptibility or vibrating reed)
measurements. Therefore, the diffusion time in question depends on the field
sweep rate (seven times shorter in the torque measurements than those by
SQUID magnetometry) and sample geometry. The DL is given by a constant
diffusivity D (or resistivity ρTAFF) line, defined as [17]:
D ' l2i /π2τ0 , (7.1)
where li is the relevant dimension of the sample where the main diffusion
mode takes place. The lower DL 1 in Figure 7.11 corresponds to the diffusion
mode along the thickness t of the measured samples. The DLs of the flake S1
and the bulk samples are similar within the experimental error. Note that any
influence of the (relatively small) difference of a factor of seven between the
used sweep rates as well as the difference in geometry are being normalized in
the selected scaling of Figure 7.11. This being the reason for the universal DL
obtained in a large number of Bi-2212 samples. The main result of this study,
therefore, is the lack of scaling and the clear shift of the DL to lower reduced
temperatures obtained for the ring sample. This result brings additional
questions to our understanding of the pinning processes in HTSC.
Note that the shifts of the DLs of the Bi-2212 ring and disk are not associ-
ated with the influence of the Ga+ irradiation during the preparation process
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FIGURE 7.11: DLs scaling of the Bi-2212 single crystals, shown
as reduced depinning temperature (T/Tc) dependence of c-axis
field component B‖ = B cos θ, where θ is the angle between
the c-axis of the sample and the applied field
(
( ) points are
taken from [17]
)
. DLs scaling of the Bi-2212 bulk crystal () and
the disk ( ), both obtained from the magnetization hysteresis
loop measurements in a SQUID magnetometer at the angle θ
= 0◦; the Bi-2212 flake S1, measured in a torque magnetometer
at the angle θ = 60◦ (I); and the Bi-2212 ring, measured in a
torque magnetometer at the angle θ = 45◦ (). The solid line
corresponds to the constant resistivity ρab line, obtained from re-
sistance measurement of Bi-2212 sample L1, shown in Figure 7.3.
because of the following reasons: (i) the samples were protected before prepa-
ration with a 1 µm thick layer of PMMA, which prevents the entering of the
Ga+ ions into the main part of the samples. (ii) In the case that some Ga
doping would occur, the DL shift to higher reduced temperatures might be
expected with the increase in the number of defects [143, 245–251]. Also, the
electrical resistivity measurements, as well as the magnetization measurement
[inset in Figure 7.3(a), Figure 7.9], revealed that the annealing treatment in air
nor the FIB using Ga+ ions do not decrease the Tc of the sample. Furthermore,
there is no decrease in Tc with the reduction of the sample thickness of Bi-2212
HTSC [214].
Interestingly, shift to lower temperatures of the DL has been observed at
T ≥ 76 K in Ref. [23] when the Bi-2212 sample was polished from a platelet
geometry into a prism shape, i.e. thereby reducing the geometrical barrier.
We note, however, that the main pinning potential, that influences the DLs
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shown in Figure 7.11, is not related to the influence of the geometrical barrier,
at least in the low reduced temperature region. Moreover, we do not expect
any change in the influence of the geometrical barrier because the edge shape
of the flakes or bulk samples and of the ring are similar.
It was experimentally shown that the irreversibility field can decrease in
Bi-2212 single crystals and films when the thickness of the samples is less than
the pinning correlation length L0, which for Bi-2212 is estimated to be∼ 10 µm
[252]. This phenomenon is also manifested in the DL of the disk, obtained
from the magnetic measurements. This behaviour was explained in Ref. [252]
by the fact that the flux line has a double structure for an external magnetic flux
and an internal normal core in the case of a two-dimensional superconductor.
That is, if the magnetic flux and the normal core behave as a whole in the three-
dimensional state of the flux lines, they behave independently of each other
in the two-dimensional state of the flux lines. In this case, the characteristic
length of the external magnetic flux is determined by L0 [252]. In turn, the
pinning correlation length L0 determines the pinning potential U0, which is








; t < L0, (7.3)
where kB is the Boltzmann constant, g2 is the amount of flux lines in the flux
bundle, and Jc0 denotes the virtual critical current density in the ideal flux-
creep free case. In this case, we expect a reduction of the pinning potential
U0 if the thickness of the sample decreases. According to Refs. [252–254], a
decrease of a factor of two in the thickness t < L0 between the ring and flake
S1 may produce a similar decrease in U0.
Moreover, the decrease of the sample thickness can produce an extra
decrease in the pinning potential of the FLL if the thickness is of the order or
smaller than the London penetration depth λ(∼ 0.4 µm at low temperatures).
Under such circumstance, the penetration depth is replaced by the Pearl’s
effective length Λ = 2λ2/t λ [79]. A broadening of the effective size of a
vortex is expected to decrease the pinning potential and, therefore, the DL.
Interestingly, these so-called Pearl vortices have been recently visualized in
narrow flat rings, made of amorphous MoGe superconducting thin films [83],
as well as in Y-123 HTSC thin films [255].
Therefore, the DL shift in the thin Bi-2212 ring can be interpreted as a result
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of the double size effect: a decrease in the pinning potential when the thickness
is below the correlation length L0 and the increase in the external size of the
vortices (Pearl’s vortices). This shift of the DL can have a detrimental effect
on the possible applications of thin rings as antennas or emitters. A possible
solution to reduce this influence on the energy dissipation could be a strong
doping of the device, although the shift of the DL through doping remains





The most important result of this work is a revision of the physical nature
of the origin of the magnetic susceptibility of graphite. We have shown that
the magnetic susceptibility of graphite is determined mainly by 2D interfaces
with a high carrier density, rather than volume, as was previously thought
over the past century. It was shown that the magnetic susceptibility decreases
with decreasing of the thickness of graphite samples. And even two samples
with the same thickness can have different susceptibilities. These results
were confirmed by comparing the magnetic susceptibility and conductivity
as a function of the thickness of the graphite samples. It was found that the
magnetic susceptibility of graphite correlates well with electron conductivity.
These studies of the nature of the magnetic susceptibility of graphite
nevertheless leave some questions open, for example: what is the effective
mass of electrons in crystallites of rhombohedral and Bernal graphite? Is it
possible to increase the magnetic susceptibility of graphite by doping the
interfaces with electrons? Answers to these questions can bring us closer
to a deeper understanding of the behaviour of electrons in graphite, as well
as the ability of massive objects to levitate over a magnetic field at room
temperature. Moreover, we call for a review of previously published models
on the electronic and magnetic properties of graphite.
Secondly, the presence of superconductivity on some interfaces in lamel-
lae of well ordered graphite was indicated by the transport measurements.
The residual magnetic moment emanating from persistent superconducting
currents around artificial holes in HOPG was detected using a SQUID magne-
tometer. It would be interesting to carry out a further study of the residual
magnetic signals with a magnetic probe for a more detailed study of the
distribution of a possible superconductivity in graphite, depending on the
location of crystalline grains. The questions of understanding the mechanisms
of the occurrence of superconductivity at interfaces, as well as the artificial
creation of such interfaces using blocks of crystalline graphite, remain open.
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The development of a control technology of Tc at such interfaces (using the
angle of rotation of graphite crystallites, pressure and so forth) remains an
important point.
And lastly, the pinning processes in superconducting Bi2Sr2CaCu2O8+δ
samples with various geometries and sizes were studied using magnetic and
transport measurements. These studies showed that the dynamics of vortices
in the Bi2Sr2CaCu2O8+δ samples can vary depending on the size and shape of
the sample. In particular, the depinning line of Bi2Sr2CaCu2O8+δ micrometer
ring can be shifted to lower reduced temperatures. This means that Abrikosov
vortices may have a low pinning in micrometer size ring, which can lead to the
energy dissipation. Such effect must be taken into account when using these
devices for application as micro- and nano- elements in HTSC-based devices
for THz range application, for example, in low-loss split-ring resonator [16],
which can be potentially used for a future 6G Internet. Therefore, it is impor-
tant to conduct additional studies to improve the superconducting properties
(for example, by doping or annealing in oxygen) of HTSC micrometer rings.
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Λ Pearl effective length
λ screening length
λL London penetration length






Φ0 magnetic flux quantum
χ magnetic susceptibility
χm magnetic mass susceptibility
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