Evolutionary optimization algorithms, a meta-heuristic approach, often encounter considerable challenges in many-objective optimization problems (MaOPs). The Pareto-based dominance loses its effectiveness in MaOPs, which are defined as having more than three objectives. Therefore, a more valid selection method is proposed to balance convergence and distribution. This paper proposes an algorithm using rotary grid technology to solve MaOPs (denoted by RGridEA).
Introduction
Many optimization problems in the real world are usually involved in many objectives. Generally, a MaOPs can be formulated as:
where D ⊆ R n is the decision space, x = (x 1 , x 2 , . . . , x n ) ∈ D is the decision variable and M ≥ 2 is the number of the objectives. For MaOPs , M is generally greater than three [1] . Examples of many-objective optimization problems include: time table problem [2] [8], radar optimization problem [3] , 5 water resource optimization problem [4] , ground water monitoring problem [5] , air traffic control problem [6] , wing design problem [7] , gearbox design problem [8] , storm drainage system problem [9] , vehicle design problem [10] and vehicle crash safety problem [11] . Most of those problems are NP-hard problems and many-objective optimization problems [2] . Due to high complexity and non- [13] , thereby, the fitness based Pareto dom-inance relationship will be difficult to distinguish the mutual relationship between the individuals, which could lead to greatly weaken the searching ability of the algorithms [14] [15] [16] [17] .
In order to overcome these difficulties many evolutionary algorithms have 30 been proposed to deal with MaOPs, and they can be divided into three classes.
• Based on traditional Pareto dominance relationship. Due to the Pareto relationship failing to prompt the convergence pressure in solving MaOPs, many efforts have been put into relaxing the Pareto dominance relationship. Drechsler et al. [18] put forward the winning relationship
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[40]- [43] method to determine the priority of the individuals in the nondominated solution set. To some extent, the method has reduced the strength of the pareto dominance relationship, but it has no transitivity in the solution set. Ikeda et al. [19] put forward the α-dominance, which is designed to strengthen or weaken the Pareto dominance relationship by 40 adjusting the α parameter, but it is difficult to find a suitable α in the optimization. Laumanns et al. [20] proposed the -dominance relationship.
Although this relationship can enhance the selection pressure and maintain the distribution of the solution set to some extent, but it is difficult to determine appropriate parameters to various problems. In addition,
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David Hadka et al. [21] put forward a diagnostic evaluation framework which can assess the effectiveness, reliability, efficiency and controllability of MOEA. Salem et al. [22] put forward two kinds of diversity maintaining mechanisms and investigated their influence on algorithm convergence.
• Based on Non-Pareto dominance relationship. Non-Pareto meth-
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ods mainly include indicators-or index-based methods and the methods based on decomposition [53] . Zitzler and Künzli [22] put forward the indicator-based evolutionary algorithms, namely, IBEA. Then several versions of improved IBEAs came out [23] . Literature [24] points out that the convergence of IBEA is better than that of the MOEAs based on 55 the Pareto dominance relationship in solving the MaOPs with 3 to 6 ob-jectives, but the computational cost is too much and selecting reference points is difficult. Zhang and Li [26] put forward the MOEA/D, and
Hughes [27] proposed the MSOPS. Both of these divide a MaOP into many sub-problems and then optimize the sub-problems simultaneously.
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They can solve the MaOPs,but need prior knowledge well.
• Dimension reduction. In order to reduce complexity and redundant objectives for solving MaOPs, Deb et al. [28] [29] [30] applied the Principal Component Analysis (PCA) method to MOEAs and achieved good results. In addition, some scholars put forward the feature selection method 65 [32] and subset covering method [31] [34] to reduce redundant objectives.
These kind of methods have two shortcomings. One is the loss of some important information after the reduction, and the other is the setting of parameters, increasing the complexity of the problem.
Although these three classes of methods have provided new ideas for solving
70
MaOPs, great improvements are still needed before EMO algorithms can be considered to be as effective for solving many-objective problems as they are for 2-and 3-objective problems. Existing algorithms, such as -MOEA, that have achieved good performance in solving MaOPs still have significant drawbacks like the difficulty in parameter setting. As highlighted by Purshouseet et al.
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[33] Research into evolutionary many-objective optimizations still in its infancy, and the need for efficient methodologies is pressing.
Thus, this paper proposes an algorithm using rotary grid technology to solve MaOPs (denoted by RGridEA). The algorithm uses the rotating grid to partition the objective space. It no longer uses the Pareto non-dominated sorting 80 strategy to layer the population but proposes a novel stratified method so as to enhance the convergence effectively and use of the grid to improve distribution and uniformity.
Motivation
For EMO problems [1] , with the increase of the number of objectives, the Pareto dominance relationship tends to be weakened in the optimization. The reason is that with the increasing of the number of objectives, the Pareto dominance relationship is invalid since most individuals are mutually non-dominated, thereby reducing selection pressure and search ability [14] [17]. Purshouse et al. [61] point out when the number of objectives increases to 4 or more, the 90 performance of the EMO algorithms based on Pareto dominance relationship greatly decrease. Hughes [35] has shown that MOEAs based on Pareto dominance ranking are very effective in solving problems with few goals (2 or 3).
However, their performance will be worse than that of the non-Pareto dominance based methods in dealing with the MaOPs [57] [58]. In addition, some 95 recent research shows that when the number of objectives increases to 10 or more, the MOEAs based on Pareto dominance perform even worse than the random search based algorithms [36] - [38] .
As shown in Figure 1 (a), convergence and diversity can be controlled through adjusting the value of the angle which control the dominated region in the 100 optimization. Sato et al. [62] put a similar idea into the frame of NSGA-II [44] , which enhances performance in many-objective optimization. In Figure 1 (a), individuals (A, B, C) are non-dominated in the Pareto dominance relationship (the region above the black solid line indicates the dominated area of a solution).
After relaxing the dominance relationship, the region above the red dotted line
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indicates the dominated area of a solution so that individuals A and C are dominated by C in this situation.
In Figure 1 (c), Laumanns et al. [38] put forward the -dominance relationship.
Its main idea is to enlarge the dominated region by 1+ times ( > 0). As shown in Figure 1 As Figure 1 (e) shows, S. Yang et al. [14] introduced the concept of grid-115 based dominance. By dividing the objective space into many small grids, then controlling the distribution of individuals in these small grids so as to enhance diversity. But the essence of the idea is still to relax the Pareto dominance relationship. In Figure 1 (e), the points (A, B and C) are non-dominated in the Pareto dominance sense. After the amplification dominance relationship,
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B dominates A. In the same grid, the individual close to the left corner of the gird will be preferred in comparison with other individuals in the same grid.
Therefore, the dominated region of a solution is changed much as shown in Figure 1 (e).
These algorithms that relax the Pareto dominance relationship are able to
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solve MaOPs to some extent with some advantages. First, they have the characteristic of guiding the individuals to converge to the Pareto Objective Front(POF). As shown in Figure 1 (a), 1(c), 1(e), the blue dashed lines show the direction of evolution or direction of convergence. Second, at the same time, these algorithms also keep the distribution [14] .
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On the other hand, these algorithms have some drawbacks. First, a common problem for the algorithms that relax the Pareto dominance relationship is that it is hard to control the degree of relaxation. For example, -MOEA has to adjust the parameter repeatedly to determine the best value for different problems.
As from Table 1 , it is specifically tests the influence of influence ε value in
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-MOEA algorithm , the experimental results has be great influenced by the value of . Second, relaxing the dominated relation will cause the missing of boundary individuals to a certain extent, as shown in Figure 1 
that the boundary individual A is dominated by individual B in all situations.
Furthermore it is known that the boundary individuals are very important in 140 keeping the spread or diversity of the solutions in the evolutionary process.
Third, some relaxation-based algorithms may destroy the partial order relation.
For example, in Figure 1 (c), the nondominated solutions C and D are in the same grid in the Pareto dominance sense. After the relaxation, C can dominate Therefore, this is a really crucial challenge to guide the the population evolving fast toward the optimal front while simultaneously maintaining the individuals's diversity during the evolutionary process. To handle these drawbacks and challenge, a many-objective evolutionary algorithm based on a rotation of grid (RGridEA) has put forward in this paper. On the one hand, the algorithm will 150 adopt the idea of grids to maintain diversity. On the other hand, it will consider convergence and diversity separately and add the evolutionary direction to guide optimization. Although the RGridEA has a parameter that denote the number of grids, the parameter R can be adjusted dynamically by the size of objective space determined by the individuals, so the parameter R setting is 
where t ij is the tth objective value of the jth individual. Then M is divided into R equal divisions and the length of each is M /R, namely, a = M/R.
We will divide each objective into R equal length with a, and construct a
through f i =ka, where k = (1, 2, · · · , R). After M turns, the objective space
The rotation grid is to rotate the original coordinate system and the grids together in 45 o and make sure that one axis coincides with the vector c=(1,1,· · · ,1), which is called the rotating grids(RGrid). Algorithm 1 presents the framework of rotating grid coordinates. In the ndimensional objective space by rotating method, we use the position of the rotating grid to represent the coordinate of the rotation grid. Given an indi-
T , its coordinate in the rotating coordinate system is
Then its rotation grid coordinate can be defined as follows:
In Figure 3 , if a = 1, f ' A = (4.6, 2.6), then π A = ( 4.6/1 , 2.6/1 ) = (4, 2). In the same way, π B = (2, −1), π C = (5, −1), π B = (4, 4). equal parts, and a hyper-plane will be constructed by parallelling to the coordi-
Therefore, the objective space is divided into R × R × ... × R hypercube grids.
After that, the orthogonal matrix In objective space, after the rotation, the individual f = (
T in the rotating coordinate system. Its ro-
n are pairwise orthogonal, and
Algorithm 1 how to calculate the rotation grid coordinate of an individual. Population size: m;
3:
Convergence direction vector c = (1, 1, · · · , 1) T ;
5:
Number of grids in each dimension: R.
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6: Output: Rotation grid coordinates of population S:
π i is a n-dimensional vector.
7:
The coordinate of population
after translation to the first quadrant.
8:
Step 1) calculate rotating coordinate matrix through orthogonal matrix. Step 1.1) set a coordinate matrix: a 1 , a 2 , · · · , a n are all linearly independent, and then
where one a i must be the identity matrix.
11:
Step 1.2) Transfer the matrix A into the orthogonal matrix
Step 1.3) Unitize matrix B and get rotation coordinate matrix P .
Step 2) calculate the rotation grid coordinates of population S { π 1 , π 1 , · · · , π 1 }.
13:
Step 2.1) translate the population S={ s 1 , s 2 , · · · , s m } to the first quadrant
14:
Step 2.2) calculate the length of grid a.
15:
For(i = 1; i <= m; i + +)
16:
For(j = 1; j <= n; j + +) 220 18:
} 225 23:
Step 2.3) calculate the π.
25:
26:
:
where the rotation grid coordinate of the jth individual in population A is π j .
Rotating grid layer and the rotating grid cluster
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This chapter makes the stratified individual layered again according to the rotating grid layer. in the same rotation grid cluster SC(π i ,π j ), or in the same rotation grid SG(π i ,π j ).
3:
Step 1) judging whether two individuals are in the same rotating network layer. 
return 1 //two individuals are in the same rotating network layer.
8:
Else return 0 9:
Step 2) judging whether two individuals are in the same rotation network cluster. Step 3) judging whether two individuals are in the same rotating network. If s==1 then return 1; //two individuals are in the same rotating network. Algorithm 3 how to choose the individuals in the critical layer during environmental selection.
4: The transferred population of G:
The rotating grid coordinate of population G:
6: The number of individuals which need to be chosen in the archive concentration: K.
7: Output: The chosen individuals:
Step 1) Select individuals in the critical layer by means of grid selection. If (SG(π k , π j )) //For any two individuals in the ith layer if they are in the same grid.
compare the corresponding f k and f j and select the individual with smaller value and add it into SE and archive set; Then add other individuals in the 330 same grid into the candidate set
19:
Else 21:
add other individuals in this layer to the SE and archive set, then 23 :
24:
Else(the number of individuals in the ith layer is more than the required for(p = 1; p <= r; p + +)
//compute the number of individuals in the same rotation grid cluster as the selected individual in the archive set.
32:
if (SC(πg p , π j ))
34:
//W j represents the number of individuals in the same rotating grid cluster as the jth individual in the archive set.
36:
sort(W j ); 38: While(N <= K) } End For
Step 2) When the number of individuals selected from the rotation grid layers still cannot reach the required number of solutions in the archive set, then select individuals from the candidate set according to the rotary grid 365 cluster.
47:
While(j <= s)
48:
//For each individual in the candidate set if (SL(πg p , πb j )) 54:
//W j represents the number of individuals in the same rotary grid cluster 375 with the ith individual in the archive set.
56:
sort(W j );
58:
While(N <= K) Figure 4 gives the overall flowchart of RGridEA.
As shown, RGridEA is applied to critical layer during the evolutionary process.
395
The framework of the algorithm is shown in Algorithm 4.
Algorithm 4 the framework of RGridEA and time complexity analysis 1: Input: the number of objectives: n, population size: l, maximum generations: g max .
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2: Output:
Randomly initiate population P 0 = i 1 , i 2 , · · · , i l and t → 0. R t = P t Q t ;
8:
9: //The challenge competition method [13] is used in the sort. 
12: //Put the individuals from the ith layer into the archive set.
13:
{ 14:
//output the individuals from the critical layer to the archive set S 19:
//select individuals from the archive set according to Algorithm 1 and Algorithm 3.
21:
P t+1 = P t+1 M t+1 ;
22:
Q t+1 = M akeN ewP op(P t+1 );
23:
//Do the operation of crossover, mutation and selection on the individ- Thus,the worst time complexity of RGridEA is O(m 2 n + m 2 n + m 2 n + nm).
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Due to n m in general, so the worst time complexity is O(m 2 n).
Comparative experiments and analysis
In order to test the performance of RGridEA, proposed algorithm was compared with the other 7 evolutionary algorithms. The mentioned multi-objective evolutionary methods, genetic algorithm, have the ability of achieving a Pareto 460 approximation set of multiobjective optimization problems in this paper. For completeness, we present a brief description of the 7 evolutionary algorithms.
1) Nondominated Sorting Genetic Algorithm II (NSGA-II). In NSGA-II [44] .
a nondominated sorting approach is used to for each individual to create
Pareto rank, and a crowding distance assign method is applied to implement 465 density estimation. Currently, the NSGA-II is supposed to be the best known and most frequently applied EMOA.
2) SPEA2 [50] .It is a general modification of the fitness assignment scheme that could make the SPEA2 better than its predecessor. The main differences of SPEA2 in comparison to SPEA are a fine-grained fitness assignment strategy,
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a density estimation technique, and an enhanced archive truncation method.
3) -MOEA. This approach was proposed in [45] , it consists of a steady-state imental results showed that HypE outperforms in some problems to some MOEAs.
7)
Preference ordering genetic algorithm (POGA) [49] . It uses the prefer- 
The test suite and indicators
In order to compare the performance of the algorithms, the DTLZ test suit
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[51] is chosen as the test problems. Providing that the number of objectives is m, and the number of decision variables is n, the DTLZ test suite can be defined as Table 2 shows according to [60] , where the decision vector is divided into two parts (distance vector − → x d , and position vector − → x p ).
In order to compare the performance of the algorithms, we adopted three widely-used indicators to evaluate the final obtained solution sets such as the Generational Distance [53] , Inverted Generational Distance [54].
Generational Distance(GD) was used to evaluate the convergence performance, and it is defined as follows:
where n is the number of individuals in the obtained solution set, and
the PF. Thus, the smaller the value of GD, the better the convergence.
Inverted Generational Distance(IGD)evaluates the comprehensive performance of an algorithm since it can also evaluate the convergence and the distribution of the obtained solution set, which is defined as follows:
IGD is a reverse mapping of GD.
the minimum Euclidean distance of an individual to the PF, so the smaller the value of IGD, the better.
The settings of experimental parameters
We applied the real code in the experiments. The distribution parameter of 530 crossover operator (Simulated binary crossover) was η c = 20, and the crossover rate was P c = 1. Also, the distribution parameter of mutation operator (Polynomial mutation) was η m = 20 and the mutation rate P m = 1 n where n is the number of decision variables. All experiments were conducted with 30 independent runs on the DTLZ test suite with 3, 4, 5, 6, 8 and 10 objectives. The population size was 100. The maximum generations for DTLZ1,DTLZ2,DTLZ4,DTLZ6 and DTLZ7 was 300, and of DTLZ3 was 1000 (because the DTLZ3 is designed hard to converge).
The experimental statistical results
In order to compare the performance of algorithms, the mean and standard 540 deviation of the GD and IGD values was applied in this paper. Furthermore, multiple comparisons on analysis of variance (ANOVA) and the sample mean were used, for the reason that an evolutionary algorithm is a kind of stochastic algorithm which may produce the sampling error caused by limited samples.
Hypothesis H 0 and alternative hypothesis H 1 are given follows:
According to the central limit theorem, the final obtained solutions obey the normal distribution after independent repeated trials, while this paper uses experiment which are independent repeated experiments. Therefore the Tamhane's T2 [56] method was chosen to handle the statistical data. The variance analysis uses the significance with P value, and P = 0.05 in this paper. The 550 bigger P value indicates that the original assumption is available with bigger probability.
The statistical results of the algorithm performance sample are given below in Table 3 and Table 4 . The first and second lines of the table are the sample mean and standard deviation, and respectively show the best algorithm in the 555 corresponding index with dark mark. At the same time,the P value given was calculated by the Levene method, if the value is less than it. It is worth noting that the P value is the result of Tamhane's T2 method.
IGD Values and their analysis
In this section, we compare the proposed RGridEA with all 7 algorithms. It can be seen from does not show such outstanding performance on DTLZ1-3 problems. From Table 3 we can see that the RGridEA does not perform better than -MOEA on DTLZ2, but the parameter setting for -MOEA is a big difficulty. RGridEA outperforms -MOEA in other test problems. For DTLZ3 problems, RGridEA
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shows an interesting search behavior, it remains competitive on 6-, 8-and 10-575 objective instances, but performs worst on 3-, 4-and 5-objective instances.
-MOEA is very competitive on DTLZ1, DTLZ2 and DTLZ3 instances. However, it does not show advantage over the other algorithms on the other problems. SPEA2 performs well on DTLZ2 problem instance. AR+CD , NSGA2
and AR+DMO are not competitive on DTLZ instances, which is reflected in 580 Table 3 . HypE generally has the medium-high performance on most of problems among the compared algorithms. It is worth noting, for DTLZ1 and DTLZ7
problems, HypE performs best on 3-and 10-objective instances. RGridEA, but in 5-and 8-objective problems, RGridEA performs better. AR+CD , AR+DMO, SPEA2 and NSGA2 consistently does not perform well in all higher dimensions of the problem. This is mainly due to its ineffectiveness of selection pressure in both mating selection and environmental selection in a highdimensional space. POGA cannot obtain very satisfying results on DTLZ test 595 suit. HypE has the medium-high performance on the most of the considered problems among the compared algorithm.
GD value and its analysis
For bias DTLZ4 problem, the difference in the performances between RGridEA and -MOEA is clear from Table 4 . RGridEA outperformed better than -MOEA on 6-, 8-and 10-objectives in terms of GD metric. HypE is very com-600 petitive on 3-and 4-objectives instances, which is reflected in Table 4 . However, it does not show advantage over the other algorithms on problems having more than three objectives.
Similar observation is made for the DTLZ5, DTLZ6 and DTLZ7 problem.
The proposed RGridEA works well on all the considered instances except for 
Experimental results of the parallel coordinates
In order to give a more intuitive description of the performance, the parallel The distribution of RGridEA is also good in comparison with other algorithms.
Thus, RGridEA has competitive convergence and distribution on DTLZ4.
Conclusion
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This paper has proposed a novel many-objective evolutionary algorithm based on rotating grids, which are denoted by RGridEA. The algorithm has three advantages. First, it uses rotating grids to partition the objective space, which can enhance the distribution. Second, it rotates the coordinate and grids to separate the convergence information and distribution information, thereby, avoiding the 635 interaction effect between the convergence and diversity in the original coordinate system. Third, it redefines the stratification mechanism which prevents the elimination of the boundary points in the optimization when relaxing the Pareto dominance relationship.
To demonstrate the strong competitiveness, we have made an extensive exper- In comparison with the other 7 algorithms, it can be concluded that the proposed RGridEA can generally maintain a good balance between convergence and diversity on most problems instances considered in this paper. In the fu-645 ture research, this advanced mechanism of rotated grid will be further extended in solving constrained and dynamic many-objective optimization problems.
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