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1 Einleitung
Ein Kernpunkt bei der statistischen Analyse von Finanzdaten, wie z.B. der in den Ab-
bildungen 1.1 und 1.2 zu sehenden Daten des DAX bzw. des Standard & Poor's 500
Index1, ist die geeignete Beschreibung des kurzfristigen Schwankungsverhaltens der Da-
ten, der sogenannten Volatilität. Die Schwierigkeit dabei ist, dass die Volatilität in den
Daten nicht direkt beobachtet werden kann und aus den Daten geschätzt werden muss.
In dieser Arbeit wird ein neues, nichtparametrisches Verfahren zur Bestimmung der
Volatilität hergeleitet.
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Abbildung 1.1: Kursverlauf und Zuwächse der DAX-Daten.
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Abbildung 1.2: Kursverlauf und Zuwächse der S&P-Daten.
1 Für nähere Informationen zu diesen und allen weiteren in dieser Arbeit betrachteten Datensätzen
siehe Anhang A.
2 1 Einleitung
Neben kurzfristigen Schwankungen weisen Finanzdaten oft auch langfristige Trends auf
(siehe die Abbildungen 1.1 und 1.2). Deshalb wird in einem zweiten Schritt ein ebenfalls
nichtparametrischer Ansatz zur Approximation dieser langfristigen Trends vorgestellt.
In einem weiteren Teil der Arbeit wird schließlich erläutert, wie die mit dem vorgestellten
Verfahren berechnete Volatilitätsfunktion zur Quantiﬁzierung des Schwankungsverhal-
tens der Volatilität und damit - zusammen mit weiteren Kriterien - zur Validierung von
Finanzdatenmodellen verwendet werden kann. In Simulationsstudien zeigt sich, dass
mehrere gängige Standard-Modelle - zumindest mit den getesteten Parameterkombina-
tionen - zur Modellierung der hier beobachteten Datenreihen ungeeignet sind.
Eine direkte Analyse der aufgezeichneten Preise s(t) eines Finanzgutes ist im Allgemei-
nen nicht sinnvoll, da bei vielen Ansätzen nicht die Preise selbst, sondern die Änderungen
zwischen aufeinanderfolgenden Preisen von Interesse sind. So beschreiben auch die Vola-
tilität und der langfristige Trend das Änderungsverhalten der Preise. Deshalb werden im
Weiteren vorwiegend die Zuwächse der Preise betrachtet und bei Bedarf - als Ersatz für
den Kursverlauf des Finanzgutes - die kumulierten Werte der Zuwächse (zukünftig kurz
kumulierte Zuwächse genannt). Wie in der Finanzmarktstatistik weit verbreitet, sollen
die Zuwächse r(t) dabei als Zuwächse der logarithmierten Preise deﬁniert werden:
(1.1) r(t) = log
(
s(t)
)− log (s(t−1)) = log( s(t)
s(t−1)
)
(vgl. z.B. Osborne (1959), Taylor (1986) und Schmid und Trede (2006)). Diese Deﬁnition
beruht auf dem Begriﬀ zeitstetiger Renditen und die Zuwächse und ihre Varianz hängen
im Gegensatz zu den absoluten Zuwächsen s(t)− s(t−1) nur unwesentlich von der Grö-
ßenordnung der Preise ab. Sind die Zuwächse r(t) klein, wie es bei den hier beobachteten
täglichen Daten in der Regel der Fall ist, so weichen sie zudem nur geringfügig von den
relativen Zuwächsen s(t)−s(t−1)
s(t−1) =
s(t)
s(t−1) − 1 ab (siehe Taylor (1986) und Schmid und Tre-
de (2006)). Die Abbildungen 1.1 und 1.2 zeigen die gemäß (1.1) berechneten Zuwächse
der DAX- und S&P-Daten. Wie üblich werden die Absolutbeträge und die quadrierten
Werte der Zuwächse im Weiteren kurz absolute bzw. quadratische Zuwächse genannt.
Die Volatilität von Finanzdaten ist im Allgemeinen über die Zeit nicht konstant. Statt-
dessen ist typischerweise eine Clusterbildung betragsmäßig großer und kleiner Zuwächse
zu beobachten (vergleiche auch die Abbildungen 1.1, 1.2 und A.1A.7). Diese Eigen-
schaft wird erstmals von Mandelbrot (1963) und Fama (1963, 1965) beschrieben und in
zahlreichen Analysen von Finanzdaten bestätigt (siehe z.B. French et al. (1987), Ding
et al. (1993), Granger und Ding (1996)). Sie gilt als stilisierendes Merkmal von Fi-
nanzdaten und wird als bedingte Heteroskedastizität der Volatilität bezeichnet (siehe
Bollerslev et al. (1994) und Schmid und Trede (2006)).
In der Literatur sind verschiedene Ansätze verfolgt worden, um die Volatilität - insbeson-
dere unter Berücksichtigung der bedingten Heteroskedastizität - geeignet zu modellieren.
Übersichten und Literaturhinweise zu den bekanntesten Modellen sind in den gängi-
gen Lehrbüchern zur Zeitreihenanalyse bzw. Finanzmarktstatistik wie z.B. Stier (2001),
Franke et al. (2001) und Schmid und Trede (2006) zu ﬁnden. Zu den populärsten Ver-
fahren gehören das ARCH-Modell von Engle (1982) und seine Verallgemeinerung, das
GARCH-Modell von Bollerslev (1986), zu denen viele Variationen und Erweiterungen
entwickelt worden sind (für einen Einblick siehe z.B. Bollerslev et al. (1992), Shephard
(1996) oder Gouriéroux (1997)). Nichtparametrische Methoden zur Approximation der
3Volatilität werden u.a. in Fan und Yao (1998), Mercurio und Spokoiny (2004), Polzehl
und Spokoiny (2002) und Peters (2004) vorgestellt.
In der vorliegenden Arbeit wird für die Zuwächse r(t), t = 1, . . . , n, die Standardzerle-
gung
(1.2) r(t) = σn(t) · z(t)
in einen Volatilitätsterm σn(t) und einen Rauschterm z(t) betrachtet und dem datenori-
entierten Zugang zur Statistik von Tukey (1993) und Davies (1995) folgend ein Verfah-
ren zur Berechnung einer möglichst einfachen Volatilitätsfunktion σn präsentiert, die
gleichzeitig die Schwankungen der Zuwächse adäquat approximiert. Nach der Deﬁni-
tion einer geeigneten Approximationsumgebung A für die Volatilität wird dabei - auch
um die bedingte Heteroskedastizität der Volatilität zu berücksichtigen - eine stückweise
konstante Funktion σn ∈ A mit minimaler Anzahl an konstanten Intervallen ermittelt
(zur genauen Vorgehensweise siehe Kapitel 2).
Der langfristige Trend in Finanzdaten ist in ihren Zuwächsen häuﬁg kaum zu erkennen.
Gewöhnlich wird er nur in Graphiken des Kursverlaufs bzw. der kumulierten Zuwächse
sichtbar (siehe die Abbildungen 1.1, 1.2 und A.1A.7). Seine Bestimmung wird da-
durch erschwert, dass eine strikte Trennung zwischen kurzfristigen Schwankungen und
langfristiger Entwicklung in der Regel unmöglich ist. Die bekanntesten Ansätze zur Er-
mittlung des langfristigen Trends sind der gleitende Durchschnitt sowie ARMA- und
ARIMA-Modelle (siehe etwa Granger und Newbold (1986) und Box et al. (1987)). Ein
nichtparametrisches Verfahren bietet die lokale polynomiale Regression nach Fan und
Gijbels (1996), das u.a. in Chen et al. (2005) beschrieben wird. Weitere Vorschläge zur
Trendschätzung sind z.B. in Taylor (1986) und Ahalpara und Parikh (2007) zu ﬁnden.
In dieser Arbeit wird ebenfalls ein nichtparametrischer Ansatz verfolgt. Dafür wird die
Zerlegung (1.2) der Zuwächse r(t), t = 1, . . . , n, um einen additiven Trendterm an(t)
erweitert zu
(1.3) r(t) = an(t) + σn(t) · z(t)
und eine geeignete gemeinsame Approximationsumgebung A für an und σn hergeleitet.
Anschließend wird analog zum Vorgehen bei der Volatiltät ein Verfahren vorgestellt, mit
dem zu einer gegebenen Volatilitätsfunktion σn eine stückweise konstante Trendfunktion
an mit (an, σn) ∈ A und minimaler Anzahl an konstanten Intervallen bestimmt werden
kann (siehe Kapitel 3).
Die in Kapitel 2 vorgestellte stückweise konstante Volatilitätsschätzung ermöglicht, das
Schwankungsverhalten der Volatilität eines Datensatzes mit Hilfe der Anzahl an kon-
stanten Intervallen und der Verteilung der Intervalllängen quantitativ zu erfassen und
so die bedingte Heteroskedastizität verschiedener Finanzdatensätze zu vergleichen. Ne-
ben der bedingten Heteroskedastizität der Volatilität werden bei der Validierung von
Finanzdatenmodellen zwei weitere stilisierende Merkmale von Finanzdaten im Mittel-
punkt stehen: die schweren Ränder und die Leptokurtosis2 der Verteilung der Zuwächse
sowie das lange Gedächtnis in den absoluten Zuwächsen.
Entgegen der von Bachelier (1900) und Osborne (1959) vertretenen These, dass die Zu-
wächse von Finanzdaten in der Regel einer Normalverteilung genügen, zeigen Kendall
2 Eine Verteilung heißt leptokurtisch oder auch steilgipﬂig, wenn ihre Kurtosis größer als drei ist.
4 1 Einleitung
(1953) und Fama (1965), dass die standardisierten Zuwächse von Finanzdaten im Ver-
gleich zu standard-normalverteilten Daten eine deutlich höhere Anzahl an extrem kleinen
und extrem großen Werten aufweisen, gleichzeitig aber auch wesentlich mehr Werte zu
beobachten sind, die nahe bei null liegen. Die schweren Ränder und das leptokurtische
Verhalten der Verteilung der Zuwächse sind in vielen Untersuchungen bestätigt worden
(siehe z.B. Clark (1973), Taylor (1986)) und werden seither als typisch für Finanzdaten
angesehen (siehe etwa Hafner (1998), Franke et al. (2001), Schmid und Trede (2006)).
Die Wechselwirkung mit der bedingten Heteroskedastizität der Volatilität ist evident.
Eine Möglichkeit, die beschriebenen Verteilungseigenschaften zu visualisieren, ist die der
Größe nach geordneten standardisierten Zuwächse gegen die entsprechenden Quantile
der Standard-Normalverteilung zu plotten. Abbildung 1.3 zeigt solche QQ-Plots für die
DAX- und die S&P-Daten.
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Abbildung 1.3: QQ-Plots der standardisierten Zuwächse der DAX- (links) bzw. S&P-Daten (rechts)
und der Standard-Normalverteilung.
Die Zuwächse von Finanzdaten sind gewöhnlich nahezu unkorreliert. Während die Au-
tokorrelationen erster und zweiter Ordnung oft noch signiﬁkant von null verschieden
sind, liegen die weiteren Werte der Autokorrelationsfunktion erfahrungsgemäß alle nahe
bei null (siehe auch Abbildung 1.4). Lässt man jedoch das Vorzeichen der Zuwächse
außer acht und betrachtet man die absoluten Zuwächse, so ist typischerweise eine empi-
rische Autokorrelationsfunktion zu beobachten, deren Werte lange Zeit deutlich positiv
sind (siehe nochmals Abbildung 1.4). In den Zuwächsen besteht also eine lang zurückge-
hende Abhängigkeitsstruktur, die die Größenordnungen, aber nicht die Vorzeichen der
Zuwächse zu betreﬀen scheint. Die beschriebenen Eigenschaften der Autokorrelationen
der Zuwächse und der absolute Zuwächse sind teilweise bereits von Fama (1965) erkannt
und von Taylor (1986) für 23 verschiedene Datensätze systematisch nachgewiesen wor-
den. Zahlreiche weitere Auswertungen wie z.B. in Baillie (1996) und Granger und Ding
(1996) bestätigen die Erkenntnisse. Das Merkmal der langsam abfallenden, lange Zeit
deutlich positiven Autokorrelationen der absoluten Zuwächse wird als langes Gedächtnis
der absoluten Zuwächse bezeichnet und ist in engem Zusammenhang mit der bedingten
Heteroskedastizität der Volatilität zu sehen (vgl. Taylor (1986)).
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Abbildung 1.4: Die empirischen Autokorrelationsfunktionen der Zuwächse (grau) und der absoluten
Zuwächse (schwarz) sowie die geglättete Autokorrelationsfunktion der absoluten Zuwächse (rot); links
für die DAX- und rechts für die S&P-Daten.
Das Phänomen des langen Gedächtnisses kann üblicherweise abgeschwächt auch in den
quadratischen Zuwächsen beobachtet werden und nach Ding et al. (1993) sogar in allen
Transformationen der Zuwächse der Form |r(t)|d mit einem d > 0. Da die Autokorrela-
tionen nach den dortigen Ergebnissen für d ≈ 1 am ausgeprägtesten sind, wird in dieser
Arbeit ausschließlich die Autokorrelationsfunktion der absoluten Zuwächse betrachtet.
Ferner ist nicht jeder einzelne Wert der empirischen Autokorrelationsfunktion von Inter-
esse, sondern vielmehr der Trend in den Autokorrelationen. Deshalb wird im Folgenden
eine geglättete Version der Autokorrelationsfunktion verwendet. Diese wird bestimmt,
indem zunächst mit dem Verfahren von Davies und Kovac (2004) die Spektraldichte-
funktion der Daten ermittelt und anschließend aus dieser die Autokorrelationsfunktion
berechnet wird.3 Abbildung 1.4 zeigt die entsprechenden Autokorrelationsfunktionen der
absoluten Zuwächse für die DAX- und die S&P-Daten.
In Kapitel 4 wird ein Verfahren zur Validierung von Finanzdatenmodellen anhand der
drei beschriebenen stilisierenden Merkmale von Finanzdaten - der leptokurtischen Ver-
teilung der Zuwächse mit schweren Rändern, des langen Gedächtnisses in den absoluten
Zuwächsen und der bedingten Heteroskedastizität der Volatilität - vorgestellt. Dem An-
satz von Taylor (1986) und Davies (1995) folgend wird ein Modell hierbei als geeignet
angesehen, einen Orginaldatensatz zu beschreiben, wenn unter diesem Modell simulierte
Datensätze bezüglich der stilisierenden Merkmale mit den Orginaldaten übereinstim-
men. Dabei wird für jedes Merkmal ein Kriterium aufgestellt, wann von einer Überein-
stimmung eines Modells mit einer Orginaldatenreihe bezüglich dieses Merkmals gespro-
chen werden soll. In Simulationsstudien werden einfache Formen des GARCH-Modells
von Bollerslev (1986), des Ornstein-Uhlenbeck-Modells aus Barndorﬀ-Nielsen und She-
phard (2001, 2002) und des zeitstetigen GARCH-Modells von Klüppelberg et al. (2004,
2006) untersucht. Es zeigt sich, dass keines der Modelle mit einer der getesteten Pa-
rameterkombinationen in der Lage ist, eine der in dieser Arbeit betrachteten täglichen
Orginaldatenreihen bezüglich der drei stilisierenden Merkmale adäquat zu beschreiben.
3 Zum genauen Zusammenhang von Autokorrelations- und Spektraldichtefunktion siehe z.B. Brockwell
und Davis (1987) oder Granger und Newbold (1986).
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2 Volatilitätsfunktion
In diesem Kapitel wird ein nichtparametrisches Verfahren zur Approximation der Vo-
latilitätsfunktion gegebener (Finanz-)Daten vorgestellt, dessen Grundidee auf den Aus-
führungen in Davies (2006) beruht.
2.1 Modell und Approximationsumgebung
Der Zusammenhang der Zuwächse R(t) und der Volatilität σ(t) soll durch das Standard-
Modell
(2.1) R(t) = σ(t) · Z(t)
mit Gauß'schem Weißen Rauschen Z(t) beschrieben werden. Dieser Ansatz ist in der
Finanzstatistik u.a. aufgrund der bei Finanzdaten zu beobachtenden bedingten Hete-
roskedastizität der Volatilität4 weit verbreitet (siehe auch die Deﬁnition des GARCH-
Modells in Abschnitt 4.5 und die Ausführungen in Mercurio und Spokoiny (2004)). Die
Volatilität wird hierbei als strikt positiv vorausgesetzt.
Es bezeichne In zunächst das System aller nicht-leeren Teilintervalle von {1, . . . , n}.
Nach (2.1) ist für jedes I ∈ In die Summe
∑
t∈I
R(t)2
σ(t)2
=
∑
t∈I Z(t)
2 χ2|I|-verteilt (χ
2-
verteilt mit |I| := #I Freiheitsgraden). Damit existiert zu α ∈ (0, 1) ein αn = αn(α) ∈
(0, 1) mit
(2.2) P
(
χ2|I|, 1−αn
2
≤
∑
t∈I
R(t)2
σ(t)2
≤ χ2|I|, 1+αn
2
, I ∈ In
)
= α ,
wobei χ2k,β das β-Quantil der χ
2
k-Verteilung bezeichnet.
Auf reelle Daten übetragen wird nach Modell (2.1) die multiplikative Zerlegung
(2.3) r(t) = σn(t) · z(t), t = 1, . . . , n
der Zuwächse5 r(t) = log
(
s(t)
s(t−1)
)
in einen Volatilitätsterm σn(t) und einen Rauschterm
z(t) betrachtet. Als adäquate Approximation der Volatilität sollen dabei alle Funktionen
σn : [0, n] −→ R+ angesehen werden, für die Modell (2.1) mit den Daten r(1), . . . , r(n)
vereinbar ist, d.h. nach (2.2)
(2.4) χ2|I|, 1−αn
2
≤
∑
t∈I
r(t)2
σn(t)2
≤ χ2|I|, 1+αn
2
für alle I ∈ In
4 Vgl. die Ausführungen zum Schwankungsverhalten der Volatilität in der Einleitung.
5 Entsprechend der Erläuterung in der Einleitung werden die Zuwächse der logarithmierten Preise
betrachtet.
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gilt. Dies führt zu folgender Deﬁnition einer Approximationsumgebung An(r, αn) für die
Volatilität:
(2.5) An(r, αn) :=
{
σn : [0, n] −→ R+ : χ2|I|, 1−αn
2
≤
∑
t∈I
r(t)2
σn(t)2
≤ χ2|I|, 1+αn
2
, I ∈ In
}
.
Ist αn = αn(α) ≥ 34 , gilt nach Tafeln der χ21- und χ22-Verteilungen (siehe z.B. Wetzel
et al. (1967)) sowie den Lemmata B.1 und B.2 χ2|I|, 1−αn
2
≤ |I| ≤ χ2|I|, 1+αn
2
für alle I ∈ In.
Damit liegt für hinreichend großes αn die Interpolation von r(1), . . . , r(n) in An(r, αn)
und folglich ist in diesem Fall An(r, αn) 6= ∅.
Für unter Modell (2.1) simulierte Daten R(1), . . . , R(n) gilt nach (2.2) und der Deﬁnition
von An(R,αn)
P
(
σ|[0,n] ∈ An(R,αn)
)
= α ,
so dass durch An(R,αn) ein universeller α-Konﬁdenzbereich für σ gegeben ist. Bezeich-
net In in (2.5) nicht die Menge aller nicht-leeren Teilintervalle von {1, . . . , n}, sondern
nur ein Teilsystem dieser Menge, wie es beim präsentierten Verfahren zur Berechnung
einer Volatilitätsfunktion der Fall sein wird, so gilt P
(
σ|[0,n] ∈ An(R,αn)
) ≥ α. Durch
die Einschränkung von In wird die Deﬁnition der Approximationsumgebung also nicht
negativ beeinﬂusst.
Die Approximationsumgebung An(r, αn) ist datenorientiert und setzt für reelle Daten
die Existenz einer datenerzeugenden Funktion σ nicht voraus. Deshalb wird An(r, αn)
im Folgenden schlicht als die Menge aller Funktionen σn interpretiert, für die Modell
(2.1) mit den Daten r(1), . . . , r(n) vereinbar ist. Weitere Ausführungen zur Deﬁnition
einer solchen Approximationsumgebung sind in Davies et al. (2008) zu ﬁnden.
2.2 Gestalt der Volatilitätsfunktion
Nach der Deﬁnition der Approximationsumgebung An(r, αn) sind nun im nächsten
Schritt wie bei anderen nichtparametrischen Problemstellungen (vgl. z.B. Davies et al.
(2008) und Davies und Kovac (2001, 2004)) weitere Vorgaben an die Art bzw. Gestalt
der gesuchten Volatilitätsfunktion erforderlich, unter denen eine konkrete Funktion aus
An(r, αn) bestimmt werden soll. Um die bedingte Heteroskedastizität der Volatilität
von Finanzdaten zu berücksichtigen und gleichzeitig eine möglichst einfache Funktion
zu erhalten, wird hier eine stückweise konstante Funktion σn ∈ An(r, αn) mit möglichst
geringer Anzahl an konstanten Intervallen gesucht. Als Intervallsystem In wird dabei
die Menge aller Teilintervalle von {1, . . . , n} betrachtet, auf denen σn konstant ist.
Eine Funktion σn : [0, n] −→ R+ liegt nach (2.5) genau dann in An(r, αn), wenn ihre
Werte σn(1), . . . , σn(n) Bedingung (2.4) erfüllen. Deshalb reicht es im Folgenden aus,
eine stückweise konstante Volatilitätsfunktion σn : {1, . . . , n} −→ R+ zu bestimmen mit
minimaler Anzahl an konstanten Intervallen und
(2.6) χ2|I|, 1−αn
2
≤
∑
t∈I
r(t)2
σn(t)2
≤ χ2|I|, 1+αn
2
für alle I ∈ In .
Jede solche Funktion σn kann zu einer stückweise konstanten Funktion σ˜n : [0, n] −→ R+
erweitert werden, die die gleiche Anzahl an konstanten Intervallen wie σn aufweist und
ebenfalls (2.6) erfüllt.
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Für eine stückweise konstante Volatilitätsfunktion σn : {1, . . . , n} −→ R+ bezeichne
I1, . . . , Ik ⊂ {1, . . . , n} die Intervalle, auf denen σn konstant ist, und σn,Iν ∈ R+ den
Wert von σn auf Iν . Dann lässt sich Bedingung (2.6) umformen zu∑
t∈J r(t)
2
χ2|J |, 1+αn
2
≤ σ2n,Iν ≤
∑
t∈J r(t)
2
χ2|J |, 1−αn
2
für alle Teilintervalle J ⊂ Iν , ν = 1, . . . , k
und damit schließlich zu
max
J ⊂ Iν
J Intervall
∑
t∈J r(t)
2
χ2|J |, 1+αn
2
≤ σ2n,Iν ≤ min
J ⊂ Iν
J Intervall
∑
t∈J r(t)
2
χ2|J |, 1−αn
2
für alle Iν , ν = 1, . . . , k.
Zusammengefasst gilt es nun also, folgende Zielsetzung zu erfüllen:
Ziel 2.1 Berechnung einer stückweise konstanten Volatilitätsfunktion σn : {1, . . . , n} −→
R+ mit minimaler Anzahl kmin an konstanten Intervallen I1, . . . , Ikmin und
(2.7) σn,l(sν , tν)
2 ≤ σ2n,Iν ≤ σn,u(sν , tν)2 für alle Iν = {sν , . . . , tν}, ν = 1, . . . , kmin,
wobei
(2.8) σn,l(sν , tν)
2 := max
J ⊂ {sν , . . . , tν}
J Intervall
∑
t∈J r(t)
2
χ2|J |, 1+αn
2
und
(2.9) σn,u(sν , tν)
2 := min
J ⊂ {sν , . . . , tν}
J Intervall
∑
t∈J r(t)
2
χ2|J |, 1−αn
2
die untere bzw. obere Grenze für σ2n,Iν auf dem Intervall Iν = {sν , . . . , tν} bezeichnen.
Bei den in dieser Arbeit präsentierten Berechnungen der Volatilitätsfunktion konkreter
Datensätze wird als Standardwert für αn grundsätzlich
(2.10) αn := 1− 1
4n
≥ 3
4
verwendet. Diese Wahl wird in Abschnitt 2.5 näher begründet. Eine mögliche andere
Wahl von αn ist die in Davies (2006) vorgeschlagene von
αn := 1− 2n
−1.15
√
4.3pi log n
.
2.3 Herleitung des Verfahrens
Ausgehend von Ziel 2.1 wird in diesem Abschnitt ein Verfahren zur Berechnung einer
stückweise konstanten Volatilitätsfunktion σn auf {1, . . . , n} mit den gewünschten Ei-
genschaften hergeleitet. Dabei werden die Wahl von σn auf den konstanten Intervallen
und Modiﬁkationen von Ziel 2.1 erörtert.
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Abbildung 2.1: σn,l(82, t) (blau) und σn,u(82, t) (rot) auf einem Ausschnitt der absoluten Zuwächse
der DAX-Daten. Ab t = 274 gilt σn,l(82, t) > σn,u(82, t), d.h. Bedingung (2.7) ist für I = {82, . . . , t}
nicht mehr erfüllt.
Für festes s ist die in (2.8) deﬁnierte untere Grenze σn,l(s, t)2 als Funktion von tmonoton
wachsend und die in (2.9) deﬁnierte obere Grenze σn,u(s, t)2 monoton fallend. Deshalb
kann ein Intervall I = {s, . . . , t} unter Einhaltung von (2.7) nur so weit nach rechts
ausgeweitet werden, bis erstmals σn,l(s, t + 1)2 > σn,u(s, t + 1)2 gilt. Abbildung 2.1
zeigt diese Situation auf einem Auschnitt der DAX-Daten. Analog kann für festes t das
Intervall I = {s, . . . , t} unter Einhaltung von (2.7) nur so weit nach links ausgeweitet
werden, bis erstmals σn,l(s − 1, t)2 > σn,u(s − 1, t)2 gilt. Auf diese Art beschränken die
untere und obere Grenze σn,l(s, t)2 bzw. σn,u(s, t)2 die maximale Länge jedes Intervalls,
auf dem σ2n konstant werden soll. Diese Eigenschaft kann nun ausgenutzt werden, um
eine Partition von {1, . . . , n} in Intervalle I1, . . . , Ikmin mit minimaler Intervallanzahl
kmin zu bestimmen, für die bei geeigneter Wahl von σn,Iν , ν = 1, . . . , kmin, Bedingung
(2.7) gilt.
Satz 2.2 Werden die Intervalle Iν = {sν , . . . , tν}, ν = 1, . . . , k, sukzessive vermöge
(2.11) sν := tν−1 + 1, tν := max
{
t ∈ {sν , . . . , n} : σn,l(sν , t)2 ≤ σn,u(sν , t)2
}
gewählt (t0 := 0), bis tk = n gilt, so bilden I1, . . . , Ik eine Partition von {1, . . . , n}
mit minimaler Intervallanzahl unter der Nebenbedingung σn,l(sν , tν)
2 ≤ σn,u(sν , tν)2 für
ν = 1, . . . , k.
Beweis: Oﬀensichtlich bilden Iν = {sν , . . . , tν}, ν = 1, . . . , k, eine Partition von
{1, . . . , n} mit σn,l(sν , tν)2 ≤ σn,u(sν , tν)2 für ν = 1, . . . , k. Sei nun angenommen, es
existiere eine Partition I˜µ = {s˜µ, . . . , t˜µ}, µ = 1, . . . , k˜, von {1, . . . , n} mit k˜ < k und
σn,l(s˜µ, t˜µ)
2 ≤ σn,u(s˜µ, t˜µ)2 für µ = 1, . . . , k˜. Dann gibt es ein ν ∈ {1, . . . , k − 1} und ein
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µ ∈ {1, . . . , k˜} mit
Iν = {sν , . . . , tν} ⊂ {sν , . . . , tν + 1} ⊂ {s˜µ, . . . , t˜µ} = I˜µ .
Aufgrund des zuvor beschriebenen Monotonieverhaltens von σn,l(s, t)2 und σn,u(s, t)2
sowie der Wahl von Iν folgt daraus
σn,l(s˜µ, t˜µ)
2 ≥ σn,l(sν , tν + 1)2 > σn,u(sν , tν + 1)2 ≥ σn,u(s˜µ, t˜µ)2
im Widerspruch zu σn,l(s˜µ, t˜µ)2 ≤ σn,u(s˜µ, t˜µ)2. 
Das in Satz 2.2 deﬁnierte Verfahren liefert also eine Partition I1, . . . , Ikmin von {1, . . . , n}
mit minimaler Intervallanzahl kmin unter Bedingung (2.7), wobei σn,Iν , ν = 1, . . . , kmin,
geeignet zu wählen ist. I1, . . . , Ikmin wird im Allgemeinen jedoch nicht die einzige Parti-
tion mit kmin Intervallen sein, die (2.7) genügt, da nach obigem Verfahren Iν zwar nicht
um tν+1 erweitert werden kann, ohne (2.7) zu verletzten, möglicherweise aber um sν−1.
Angewandt auf die DAX-Daten liefert der in Satz 2.2 beschriebene Algorithmus (mit
αn = 1− 14n = 0.999974) eine Partition der 9589 Zeitpunkte in 88 Intervalle der Längen
1 bis 482. Es fällt auf, dass viele einelementige Intervalle Iν = {sν} auftreten, für die die
obere Grenze σn,u(sν , sν)2 gleich null ist. Die Ursache hierfür sind die 26 Zuwächse der
Größe null im DAX-Datensatz (siehe Anhang A). Ist nämlich r(t) = 0 und r(t+1) 6= 0,
so gilt nach (2.9) und (2.8)
σn,u(t, t+ 1)
2 ≤ r(t)
2
χ2
1, 1−αn
2
= 0 <
r(t+ 1)2
χ2
1, 1+αn
2
≤ σn,l(t, t+ 1)2 ,
d.h. t und t+1 können nicht im selben Intervall Iν liegen. Analoges gilt im Fall r(t) 6= 0
und r(t+1) = 0. Somit liegen Zuwächse der Größe null immer in separaten Intervallen,
auch dann, wenn zeitlich benachbarte Zuwächse vom Niveau her nur minimal größer
oder kleiner sind. Dies führt zu einer künstlichen Erhöhung der Intervallanzahl der
Partition, und Vergleiche verschiedener Datensätze bzgl. der Intervallanzahl und der
Verteilung der Intervalllängen als Maß für das Schwankungsverhalten der Volatilität
verlieren an Aussagekraft. Um die zusätzlichen künstlichen Intervalle zu vermeiden,
werden die quadratischen Zuwächse r(t)2 wie folgt modiﬁziert:
(2.12) r(t)2 := max
{
r(t)2, 1
100
Median
(
r(1)2, . . . , r(n)2
)}
für t = 1, . . . , n.
Zukünftig werden also zunächst alle quadratischen Zuwächse r(t)2, die kleiner als ein
Hundertstel des Medians der quadratischen Zuwächse sind, auf diesen Wert gesetzt
und erst dann wird die Berechnung der Volatilität mit den so modiﬁzierten Zuwächsen
durchgeführt. Da die Hauptschwierigkeit bei der Bestimmung der Volatilitätsfunktion in
der Erfassung der großen Schwankungen der absoluten Zuwächse besteht, gehen durch
diese Festsetzung nahezu keine relevanten Informationen verloren. Angewandt auf die
DAX-Daten ergeben sich nach dieser Modiﬁkation des Verfahrens 45 Intervalle (zuvor:
88) der Längen 13 bis 628 (zuvor: 1 bis 482).
Der in Satz 2.2 beschriebene Algorithmus liefert bisher eine Partition Iν = {sν , . . . , tν},
ν = 1, . . . , kmin, sowie eine untere Schranke σn,l(sν , tν)2 und eine obere Schranke
σn,u(sν , tν)
2 für mögliche Werte der stückweise konstanten quadrierten Volatilitätsfunk-
tion σ2n auf Iν . Im nächsten Schritt gilt es nun, σ
2
n,Iν
unter der Bedingung σn,l(sν , tν)2 ≤
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Abbildung 2.2: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
DAX-Daten bei der Wahl von σ2n,Iν :=
1
2
(
σn,l(sν , tν)2 + σn,u(sν , tν)2
)
.
σ2n,Iν ≤ σn,u(sν , tν)2 sinnvoll zu wählen. Als erste Idee bietet sich hier das arithmetische
Mittel der unteren und oberen Grenze auf Iν an, also
(2.13) σ2n,Iν :=
1
2
(
σn,l(sν , tν)
2 + σn,u(sν , tν)
2
)
.
Abbildung 2.2 zeigt die so bestimmte Volatilitätsfunktion σn der DAX-Daten.
Die Wahl von σ2n,Iν gemäß (2.13) hat aber einen Nachteil. Da die Quantile χ
2
|Iν |, 1−αn2
für kurze Intervalle Iν = {sν , . . . , tν} sehr klein sind, liegen die quadratischen Zuwäch-
se r(sν)2, . . . , r(tν)2 auf diesen in der Regel wesentlich näher an der unteren Grenze
σn,l(sν , tν)
2, als an der oberen σn,u(sν , tν)2. Deshalb wird die Schwankungsintensität der
Daten auf kurzen Intervallen Iν durch das arithmetische Mittel von σn,l(sν , tν)2 und
σn,u(sν , tν)
2 verfäscht wiedergegeben. So gilt z.B. im Extremfall eines einelementigen
Intervalls I = {sν} und mit αn = 0.99 für die untere und obere Grenze σn,l(sν , sν)2 =
r(sν)
2/χ2
1, 1+αn
2
≈ 0.13 r(sν)2 bzw. σn,u(sν , sν)2 = r(sν)2/χ21, 1−αn
2
≈ 25445.29 r(sν)2
(siehe Tafeln der χ21-Verteilung z.B. in Müller et al. (1973)) und damit σ
2
n,I =
1
2
(σn,l(sν , sν)
2 + σn,u(sν , sν)
2) ≈ 12722.71 r(sν)2, d.h. σn,Iν ist über 112-mal größer als
|r(sν)|.
Um dieses Problem zu umgehen und eine bessere Anpassung der Volatilität σn auf
Iν = {sν , . . . , tν} an die absoluten Zuwächse |r(sν)|, . . . , |r(tν)| zu erreichen, wird ein
anderer Ansatz gewählt und
(2.14) σ2n,Iν :=
1
tν − sν + 1
tν∑
t=sν
r(t)2
gesetzt. Diese Festsetzung der quadrierten Volatilität auf Iν als Mittelwert der quadra-
tischen Zuwächse ermöglicht zudem eine leichtere (ökonomische) Interpretation und ist
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in verschiedenen Varianten in der Literatur wiederzuﬁnden, u.a. bereits in Artikeln aus
den 1980er Jahren (siehe z.B. Poterba und Summers (1986) und Schwert (1989)) und
im Rahmen des Realized-Volatility-Konzepts, auch wenn dort vorwiegend Hochfrequenz-
daten betrachtet werden (siehe z.B. Dacorogna et al. (2001), Andersen und Bollerslev
(1998), Andersen et al. (2000, 2001), Barndorﬀ-Nielsen und Shephard (2002, 2005) und
Christensen und Prabhala (1998)).
Da der Mittelwert der quadratischen Zuwächse auf einem Intervall Iν = {sν , . . . , tν} nicht
notwendig zwischen σn,l(sν , tν)2 und σn,u(sν , tν)2 liegt, ist im Weiteren zur Berechnung
der stückweise konstanten Volatilitätsfunktion also eine Partition von {1, . . . , n} mit
minimaler Anzahl kmin an Intervallen I1, . . . , Ikmin und
(2.15) σn,l(sν , tν)
2 ≤ 1
tν − sν + 1
tν∑
t=sν
r(t)2 ≤ σn,u(sν , tν)2
für alle Iν = {sν , . . . , tν}, ν = 1, . . . , kmin, gesucht.
Im Gegensatz zu σn,l und σn,u weist der Mittelwert der quadratischen Zuwächse im All-
gemeinen bei größer werdenden Intervallen kein Monotonieverhalten auf, so dass Bedin-
gung (2.15) für ein Intervall I auch dann erfüllt sein kann, wenn sie für ein Teilintervall
von I nicht gilt. Dies hat zur Folge, dass der in Satz 2.2 vorgestellte Algorithmus unter
Einbeziehung von Bedingung (2.15), d.h. die sukzessive Wahl von Iν = {sν , . . . , tν},
ν = 1, . . . , k, mittels
(2.16) sν := tν−1 + 1, tν := max
{
t ∈ {sν , . . . , n} : I = {sν , . . . , t} erfüllt (2.15)
}
bis tk = n gilt (t0 := 0), nicht notwendig eine Lösung mit minimaler Intervallanzahl
liefert. Die Ursache dafür ist, dass für ν = 2, . . . , k der Startpunkt sν des Intervalls Iν
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Abbildung 2.3: Zwei stückweise konstante Volatilitätsfunktionen auf einem Ausschnitt der S&P-
Daten, die beide (2.15) erfüllen: in blau die mittels (2.16) berechnete Funktion mit 9 konstanten Inter-
vallen auf diesem Ausschnitt und in rot eine weitere mit 8 Intervallen.
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Abbildung 2.4: Zwei stückweise konstante Volatilitätsfunktionen auf einem Ausschnitt der S&P-
Daten, die beide (2.15) erfüllen: in blau die nach dem Verfahren aus Davies (2006) berechnete Funktion
mit 9 konstanten Intervallen auf diesem Ausschnitt und in rot eine weitere mit 8 Intervallen.
durch den Endpunkt tν−1 des zuvor bestimmten Intervalls Iν−1 gegeben ist, möglicher-
weise ein Startpunkt s˜ν < sν aber zu einem Intervall I˜ν = {s˜ν , . . . , t˜ν} mit t˜ν > tν
führen würde. Durch solche Verschiebungen der Intervallanfangspunkte kann über den
gesamten Datensatz unter Umständen eine geeignete Partition von {1, . . . , n} mit einer
geringeren Anzahl an Intervallen, als sie (2.16) liefert, gefunden werden (siehe Abbildung
2.3).
Das in Davies (2006) beschriebene Verfahren zur Bestimmung einer geeigneten Partition,
bei dem das Intervall Iν = {sν , . . . , t} solange sukzessive um t+ 1 ergänzt wird, wie für
{sν , . . . , t+1} Bedingung (2.15) erfüllt ist, und ansonsten in t+1 ein neues Intervall Iν+1
begonnen wird, führt aus den gleichen Gründen nicht notwendig zu einer Lösung der
hier formulierten Problemstellung mit minimaler Intervallanzahl (siehe Abbildung 2.4).
Ebenso verhält es sich für alle anderen Ansätze, in denen die Intervalle der gesuchten
Partition sukzessive gewählt werden.
Eine Partition von {1, . . . , n} mit minimaler Anzahl an Intervallen, die (2.15) genügen,
kann nur durch eine rechenintensivere simultane Wahl der Intervalle bestimmt werden.
Ein eﬀektiver Algorithmus zur Lösung dieses Problems mit dynamischem Programmie-
ren wird im nächsten Abschnitt ausführlich vorgestellt. Abbildung 2.5 zeigt die mit die-
sem Algorithmus ermittelte Volatilitätsfunktion der DAX-Daten. Durch die zusätzliche
Forderung, dass auf jedem Intervall Iν = {sν , . . . , tν} der Partition der Mittelwert der
quadratischen Zuwächse zwischen σn,l(sν , tν)2 und σn,u(sν , tν)2 liegt (Bedingung (2.15)),
erhöht sich im Allgemeinen die minimale Intervallanzahl im Vergleich zum zunächst
vorgestellten Verfahren mit σ2n,Iν =
1
2
(σn,l(sν , tν)
2 + σn,u(sν , tν)
2) leicht (bei den DAX-
Daten von 45 auf 49 Intervalle). Dafür werden Schwankungen der absoluten Zuwächse
durch die stückweise konstante Volatilitätsfunktion besser erfasst (siehe Abbildung 2.6).
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Abbildung 2.5: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
DAX-Daten bei der Wahl von σ2n,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t)2.
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Abbildung 2.6: Vergleich der stückweise konstanten Volatilitätsfunktionen σn auf einem Aus-
schnitt der DAX-Daten bei der Wahl von σ2n,Iν :=
1
2
(
σl(sν , tν)2 + σu(sν , tν)2
)
(blau) bzw. σ2n,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t)2 (rot). Das Schwankungsverhalten der absoluten Zuwächse in den Bereichen 251
295 und 841852 wird im zweiten Fall besser erfasst.
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Abbildung 2.7: Zwei stückweise konstante Volatilitätsfunktionen mit minimaler Intervallanzahl, deren
Intervalle (2.15) erfüllen, auf den absoluten Zuwächsen der DAX-Daten.
In der Regel wird es nicht nur eine, sondern mehrere Partitionen mit minimaler Inter-
vallanzahl kmin geben, deren Intervalle (2.15) erfüllen, d.h. allein durch Bedingung (2.15)
und die Forderung der minimalen Anzahl an Intervallen wird im Allgemeinen keine ein-
deutige stückweise konstante Volatilitätsfunktion σn mit σ2n,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t)2
bestimmt (siehe Abbildung 2.7). Um die Anpassung der Volatilitätsfunktion an die Zu-
wächse weiter zu verbessern, soll deshalb im Folgenden unter allen Lösungen mit mini-
maler Intervallanzahl die (bzw. eine) Volatilitätsfunktion σn ausgewählt werden, für die
die Summe der quadrierten Abstände von r(t)2 und σn(t)2, d.h.
(2.17)
n∑
t=1
(
r(t)2 − σn(t)2
)2
=
kmin∑
ν=1
tν∑
t=sν
(
r(t)2 − σ2n,Iν
)2
,
minimal wird. Der im folgenden Abschnitt vorgestellte Algorithmus ermöglicht die Be-
rechnung einer solchen Kleinste-Quadrate-Lösung. Abbildung 2.8 zeigt die mit ihm be-
stimmte Volatilitätsfunktion σn auf dem gesamten DAX-Datensatz, Abbildung 2.9 spe-
ziell die im Vergleich zur vorher betrachteten Volatilitätsfunktion bessere Anpassung
der Kleinste-Quadrate-Lösung an die absoluten Zuwächse auf einem kurzen Ausschnitt.
Insgesamt wurde Ziel 2.1 also nun wie folgt modiﬁziert:
Ziel 2.3 Berechnung einer stückweise konstanten Volatilitätsfunktion σn : {1, . . . , n} −→
R+ mit minimaler Anzahl kmin an konstanten Intervallen I1, . . . , Ikmin und
(2.18) σn,l(sν , tν)
2 ≤ σ2n,Iν :=
1
tν − sν + 1
tν∑
t=sν
r(t)2 ≤ σn,u(sν , tν)2
für alle Iν = {sν , . . . , tν}, ν = 1, . . . , kmin.
Zudem soll σn die minimale quadratische Abweichung von r(t)
2 und σn(t)
2 unter allen
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Abbildung 2.8: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
DAX-Daten bei der Wahl von σ2n,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t)2 und Minimierung der quadratischen Ab-
weichung von r(t)2 und σn(t)2.
7000 7200 7400 7600 7800 8000
0.00
0.02
0.04
0.06
0.08
0.10
0.12
Abbildung 2.9: Vergleich der stückweise konstanten Volatilitätsfunktionen σn auf einem Ausschnitt
der DAX-Daten bei der Wahl von σ2n,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t)2 und ohne (blau) bzw. mit (rot) Mini-
mierung der quadratischen Abweichung von r(t)2 und σn(t)2. Die großen Schwankungen der absoluten
Zuwächse in den Bereichen 69567016, 74567457 und 79127915 werden im zweiten Fall besser erfasst.
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stückweise konstanten Volatilitätsfunktionen mit kmin konstanten Intervallen aufweisen,
die Bedingung (2.18) genügen.
2.4 Dynamischer Algorithmus
In diesem Abschnitt wird ein auf dynamischem Programmieren beruhender Algorithmus
zur eﬀektiven Berechnung einer stückweise konstanten Volatilitätsfunktion gemäß Ziel
2.3 vorgestellt. Um nicht sämtliche Partitionen von {1, . . . , n} überprüfen zu müssen,
wird in diesem eine geeignete Partition durch sukzessives Berechnen geeigneter Parti-
tionen von {1}, {1, 2}, {1, 2, 3}, . . . , {1, . . . , n} bestimmt. Dabei werden zur Berechnung
der Partition von {1, . . . , t} jeweils die schon ermittelten geeigneten Partitionen von
{1}, {1, 2}, . . . , {1, . . . , t − 1} verwendet. Der Algorithmus folgt den Ausführungen zur
schnellen Bestimmung von pönalisierten M-Schätzern in Friedrich et al. (2008).
Für I ⊂ {1, . . . , n} sei in diesem Abschnitt generell
(2.19) σ2n,I :=
1
|I|
∑
i∈I
r(i)2
und die quadratische Abweichung von r(i)2 und σ2n,I auf I
(2.20) abwI :=
∑
i∈I
(
r(i)2 − σ2n,I
)2
.
Zur Vereinfachung der Notation werden die folgenden Bezeichnungen eingeführt, bei
denen Bedingung (2.18) stets bzgl. αn (und nicht bzgl. αt) betrachtet wird.
Bezeichnungen 2.4 Für t = 1, . . . , n bezeichnet
(2.21) Jt :=
{
s ∈ {1, . . . , t} : σn,l(s, t)2 ≤ 1
t− s+ 1
t∑
i=s
r(i)2 ≤ σn,u(s, t)2
}
die Menge aller Intervallanfangspunkte s, für die das Intervall I = {s, . . . , t} Bedingung
(2.18) genügt,
(2.22) Pt :=
{
{I1, . . . , Ik} :
k⊎
ν=1
Iν = {1, . . . , t}, I1, . . . , Ik erfüllen (2.18), k ∈ N
}
die Menge aller Partitionen von {1, . . . , t}, deren Intervalle Bedingung (2.18) erfüllen,
(2.23) Lt := minP∈Pt
|P|
die minimale Intervallanzahl aller Partitionen von {1, . . . , t}, deren Intervalle Bedingung
(2.18) erfüllen, und
(2.24) LSt := minP ∈ Pt
|P| = Lt
∑
I∈P
abwI
die Kleinste-Quadrate-Abweichung von r(i)2 und σn(i)
2 aller Partitionen von {1, . . . , t}
mit Lt Intervallen, die Bedingung (2.18) erfüllen. Zusätzlich seien P0 := ∅, L0 := 0 und
LS0 := 0.
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Mit den eingeführten Bezeichnungen lassen sich nun die folgenden Aussagen beweisen,
die zeigen, dass für t ≥ 1 die Mengen Jt und Pt nicht leer sind und Lt und LSt sich
rekursiv bestimmen lassen.
Satz 2.5 Sei αn ∈ [0.5, 1). Dann gilt für t = 1, . . . , n
t ∈ Jt(2.25)
{{1}, . . . , {t}} ∈ Pt(2.26)
Lt = min
s∈Jt
Ls−1 + 1(2.27)
LSt = min
s ∈ Jt
Ls−1 + 1 = Lt
(
LSs−1 + abw{s,...,t}
)
.(2.28)
Beweis: Sei t ∈ {1, . . . , n} fest. Wegen αn ∈ [0.5, 1) gilt 0 < χ21, 1−αn
2
< 1 und χ2
1, 1+αn
2
> 1
(vgl. Tafeln der χ21-Verteilung z.B. in Wetzel et al. (1967)) und damit
(2.29) σn,l(t, t)
2 =
r(t)2
χ2
1, 1+αn
2
≤ r(t)2 = σ2n,{t} ≤
r(t)2
χ2
1, 1−αn
2
= σn,u(t, t)
2 .
Also gilt t ∈ Jt und, da (2.29) für alle t˜ ∈ {1, . . . , t} gilt, auch {{1}, . . . , {t}} ∈ Pt.
Weiter gilt oﬀensichtlich
(2.30) Pt = {P ∪ {{s, . . . , t}} : s ∈ Jt,P ∈ Ps−1}
und daher
Lt = minP∈Pt
|P| =
(2.30)
min
s ∈ Jt
P ∈ Ps−1
(|P|+ 1)
= min
s∈Jt
min
P∈Ps−1
|P|+ 1 = min
s∈Jt
Ls−1 + 1
und
LSt = minP ∈ Pt
|P| = Lt
∑
I∈P
abwI =
(2.30)
min
s ∈ Jt
P ∈ Ps−1
|P|+ 1 = Lt
(∑
I∈P
abwI + abw{s,...,t}
)
= min
s ∈ Jt
Ls−1 + 1 = Lt
(
min
P ∈ Ps−1
|P| = Ls−1
∑
I∈P
abwI + abw{s,...,t}
)
= min
s ∈ Jt
Ls−1 + 1 = Lt
(
LSs−1 + abw{s,...,t}
)
.
Für die vorletzte Gleichheit ist zu beachten, dass für s ∈ Jt und P ∈ Ps−1 mit |P|+1 =
Lt wegen
Ls−1 = min
P˜∈Ps−1
|P˜| ≤ |P| = Lt − 1 =
(2.27)
min
s˜∈Jt
Ls˜−1 ≤ Ls−1
|P| = Ls−1 gilt. 
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Um das Grundprinzip des vorgestellten Algorithmus übersichtlicher darzustellen, wer-
den im Folgenden der Fall betrachtet, dass eine beliebige Volatilitätsfunktion mit Ln
konstanten Intervallen, die Bedingung (2.18) erfüllen, gesucht ist, und der Fall, dass die
zu bestimmende Volatilitätsfunktion zusätzlich die quadratische Abweichung LSn hat.
Für die Berechnung der konstanten Bereiche der Volatilitätsfunktion werden neben der
minimalen Intervallanzahl Ln und ggfs. der minimalen quadratischen Abweichung LSn,
die nach (2.27) bzw. (2.28) rekursiv bestimmt werden können, auch die Anfangs- und
Endpunkte der Intervalle einer Partition P ∈ Pn mit Ln Intervallen (und quadrati-
scher Abweichung LSn) benötigt. Deshalb wird im Fall, dass eine beliebige Lösung mit
Intervallanzahl Ln gesucht ist, für t = 1, . . . , n ein
(2.31) pt ∈ argmin
s∈Jt
Ls−1
gewählt, und im Fall, dass die Lösung zusätzlich die quadratische Abweichung LSn haben
soll, für t = 1, . . . , n ein
(2.32) pt ∈ argmin
s ∈ Jt
Ls−1 + 1 = Lt
(
LSs−1 + abw{s,...,t}
)
.
Der folgende Satz zeigt, wie die gesuchte Partition per Rückwarts-Rekursion aus p1, . . . , pn
bestimmt werden kann.
Satz 2.6 Seien p1, . . . , pn gemäß (2.31) oder (2.32) gewählt. Dann ist durch die Rekur-
sion
(2.33) tLn := n, sLn := ptLn , tν−1 := sν−1, sν−1 := ptν−1
eine Partition Iν = {sν , . . . , tν}, ν = 1, . . . , Ln, von {1, . . . , n} gegeben, deren Interval-
le (2.18) genügen. Wurden p1, . . . , pn alle gemäß (2.32) gewählt, so hat die Partition
zusätzlich die quadratische Abweichung LSn.
Beweis: Solange sν ≥ 2 ist, ist tν−1 = sν − 1 ≥ 1 und nach Deﬁnition von Jtν−1
auch sν−1 = ptν−1 ≥ 1, d.h. Iν−1 = {sν−1, . . . , tν−1} ist ein Teilintervall von {1, . . . , n}.
Angenommen, es existiert ein ν0 ∈ {2, . . . , Ln} mit sν0 = 1. Dann ist Iν = {sν , . . . , tν},
ν = ν0, . . . , Ln, eine Partition von {1, . . . , n} mit Ln−ν0+1 < Ln Intervallen, die wegen
sν = ptν ∈ Jtν Bedingung (2.18) genügen. Dies steht im Widerspruch dazu, dass Ln
gleich der minimalen Intervallanzahl aller Partitionen aus Pn ist. Also gilt sν ≥ 2 für
ν = 2, . . . , Ln.
Weiter gilt wegen sν = ptν nach (2.27) und (2.31) bzw. (2.32)
Ln = LtLn = LsLn−1 + 1 = LtLn−1 + 1
= LsLn−1−1 + 2 = LtLn−2 + 2 = . . . = Ls1−1 + Ln ,
also Ls1−1 = 0 = L0 und folglich s1 = 1, da Lt ≥ 1 für t = 1, . . . , n.
Wurden pt1 , . . . , ptLn gemäß (2.32) gewählt, so gilt nach (2.28) zusätzlich
Ln∑
ν=1
abw{sν ,...,tν} = LSt1 +
Ln∑
ν=2
abw{sν ,...,tν}
= LSt2 +
Ln∑
ν=3
abw{sν ,...,tν} = . . . = LStLn = LSn ,
d.h. die Partition hat die quadratische Abweichung LSn. 
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Algorithmus 2.1: Berechnung einer stückweise konstanten Volatilitätsfunktion mit minimaler
Intervallanzahl und (2.18).
Eingabe: Datenlänge n ∈ N, quadratische Zuwächse r(1)2, . . . , r(n)2 ∈ R,
Quantile χ2
k, 1−αn2
, χ2
k, 1+αn2
∈ R+ für k = 1, . . . , n (mit festem αn ∈ [0.5, 1))
Ausgabe: stückweise konstante Volatilität σn(1), . . . , σn(n) ∈ R
lokal: Intervallgrenzen s, t ∈ N, Intervallanzahlen L0, . . . , Ln ∈ N0,
Intervallanfangspunkte p1, . . . , pn ∈ N, σn,l(s, t)2, σn,u(s, t)2 ∈ R gemäß (2.8) bzw. (2.9),
σ2n,{s,...,t} ∈ R gemäß (2.19), Hilfsgröße i ∈ N
begin
/* Berechnung von L1, . . . , Ln und p1, . . . , pn */
L0 ← 0;
L1 ← 1; /* nach (2.25) gilt σn,l(1, 1)2 ≤ σ2n,{1} ≤ σn,u(1, 1)2 */
p1 ← 1;
for t← 2 to n do
Lt ← Lt−1 + 1; /* nach (2.25) gilt σn,l(t, t)2 ≤ σ2n,{t} ≤ σn,u(t, t)2 */
pt ← t;
for s← t−1 to 1 do
if σn,l(s, t)2 ≤ σ2n,{s,...,t} ≤ σn,u(s, t)2 then
if Ls−1 + 1 < Lt then
Lt ← Ls−1 + 1;
pt ← s;
end
end
end
end
/* Berechnung von σn(1), . . . , σn(n) */
t← n;
while t > 0 do
s← pt;
for i← s to t do
σn(i)← σn,{s,...,t};
end
t← s−1;
end
end
Im einfacheren Fall, dass eine beliebige Lösung mit minimaler Intervallanzahl gesucht ist,
kann die stückweise konstante Volatilitätsfunktion σn mit dem zweigeteilten Algorithmus
2.1 bestimmt werden. In diesem wird zunächst dynamisch die minimale Intervallanzahl
Ln berechnet und dabei für jedes t = 1, . . . , n ein Anfangspunkt pt des letzten Intervalls
{pt, . . . , t} einer Partition P ∈ Pt mit Lt Intervallen festgehalten. Anschließend werden
die konstanten Stücke von σn mit Satz 2.6 rekursiv ermittelt.
Satz 2.7 Algorithmus 2.1 liefert eine stückweise konstante Volatilitätsfunktion σn auf
{1, . . . , n} mit minimaler Anzahl Ln an konstanten Intervallen, die Bedingung (2.18)
erfüllen.
Beweis: Da die while-Schleife im zweiten Teil des Algorithmus nach Satz 2.6 beendet
wird, liefert Algorithmus 2.1 ein Ergebnis für σn(1), . . . , σn(n). Nach (2.27) ist das be-
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rechnete Ln gleich der minimalen Intervallanzahl aller Partitionen aus Pn; nach Satz
2.6 werden Ln konstante Stücke von σn bestimmt, die (2.18) genügen. 
Im zweiten Fall, dass die Volatilitätsfunktion mit Ln konstanten Intervallen zusätzlich
die quadratische Abweichung LSn haben soll, muss im Vergleich zu Algorithmus 2.1 die
Wahl von p1, . . . , pn modiﬁziert werden. Gemäß (2.32) ist für t = 1, . . . , n ein Anfangs-
punkt pt des letzten Intervalls {pt, . . . , t} einer Partition P ∈ Pt mit Lt Intervallen
und quadratischer Abweichung LSt festzuhalten. Die programmiertechnische Umsetzung
zeigt Algorithmus 2.2.
Satz 2.8 Algorithmus 2.2 liefert eine stückweise konstante Volatilitätsfunktion σn auf
{1, . . . , n} mit minimaler Anzahl Ln an konstanten Intervallen, die Bedingung (2.18)
erfüllen. Zudem hat σn die minimale quadratische Abweichung LSn unter allen stück-
weise konstanten Volatilitätsfunktionen auf {1, . . . .n} mit Ln konstanten Intervallen, die
Bedingung (2.18) genügen.
Beweis: Analog zum Beweis von Satz 2.7 folgt, dass Algorithmus 2.2 eine stückwei-
se konstante Volatilitätsfunktion σn auf {1, . . . , n} liefert mit minimaler Anzahl Ln an
konstanten Intervallen, die Bedingung (2.18) erfüllen. Nach (2.28) ist das berechnte
LSn gleich der minimalen quadratischen Abweichung unter allen stückweise konstan-
ten Volatilitätsfunktionen auf {1, . . . .n} mit Ln konstanten Intervallen, die Bedingung
(2.18) genügen. Nach Satz 2.6 ist die quadratische Abweichung von r(i)2 und σn(i)2 auf
{1, . . . .n} gleich LSn. 
In den Algorithmen 2.1 und 2.2 werden die untere Grenze σn,l(s, t)2 und die obere Grenze
σn,u(s, t)
2 für {s, . . . , t} ⊂ {1, . . . , n} benötigt. Da die untere Grenze σn,l(s, t)2 nach (2.8)
durch Bildung des Maximums über 1
2
(t− s+ 1)(t− s+ 2) Werte bestimmt wird, ist die
separate Berechnung von σn,l(s, t)2 für 1 ≤ s ≤ t ≤ n sehr rechenintensiv. Analoges gilt
für σn,u(s, t)2. Das folgende Lemma zeigt, wie σn,l(s, t)2 und σn,u(s, t)2 rekursiv ermittelt
werden können. Diese Möglichkeit spart bei der Berechnung der stückweise konstanten
Volatilitätsfunktion viel Rechenzeit ein.
Lemma 2.9 Für 1 ≤ s < t ≤ n gilt
(2.34) σn,l(s, t)
2 = max
{
σn,l(s+1, t)
2, σn,l(s, t−1)2,
∑t
i=s r(i)
2
χ2
t−s+1, 1+αn
2
}
(2.35) σn,u(s, t)
2 = min
{
σn,u(s+1, t)
2, σn,u(s, t−1)2,
∑t
i=s r(i)
2
χ2
t−s+1, 1−αn
2
}
.
Beweis: Für 1 ≤ s < t ≤ n gilt
σn,l(s, t)
2 = max
J ⊂ {s, . . . , t}
J Intervall
∑
i∈J r(i)
2
χ2|J |, 1+αn
2
= max
{
max
J ⊂ {s+ 1, . . . , t}
J Intervall
∑
i∈J r(i)
2
χ2|J |, 1+αn
2
, max
J ⊂ {s, . . . , t− 1}
J Intervall
∑
i∈J r(i)
2
χ2|J |, 1+αn
2
,
∑t
i=s r(i)
2
χ2
t−s+1, 1+αn
2
}
= max
{
σn,l(s+1, t)
2, σn,l(s, t−1)2,
∑t
i=s r(i)
2
χ2
t−s+1, 1+αn
2
}
.
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Algorithmus 2.2: Berechnung einer stückweise konstanten Volatilitätsfunktion mit minimaler
Intervallanzahl Ln und (2.18), die zudem die minimale quadratische Abweichung LSn unter allen
Volatilitätsfunktionen mit Ln konstanten Intervallen und (2.18) hat.
Eingabe: Datenlänge n ∈ N, quadratische Zuwächse r(1)2, . . . , r(n)2 ∈ R,
Quantile χ2
k, 1−αn2
, χ2
k, 1+αn2
∈ R+ für k = 1, . . . , n (mit festem αn ∈ [0.5, 1))
Ausgabe: stückweise konstante Volatilität σn(1), . . . , σn(n) ∈ R
lokal: Intervallgrenzen s, t ∈ N, Intervallanzahlen L0, . . . , Ln ∈ N0,
quadratische Abweichungen LS0, . . . , LSn ∈ R, Intervallanfangspunkte p1, . . . , pn ∈ N,
σn,l(s, t)2, σn,u(s, t)2 ∈ R gemäß (2.8) bzw. (2.9), σ2n,{s,...,t} ∈ R gemäß (2.19),
abw{s,...,t} ∈ R gemäß (2.20), Hilfsgröße i ∈ N
begin
/* Berechnung von L1, . . . , Ln, LS1, . . . , LSn und p1, . . . , pn */
L0 ← 0;
L1 ← 1; /* nach (2.25) gilt σn,l(1, 1)2 ≤ σ2n,{1} ≤ σn,u(1, 1)2 */
LS0 ← 0;
LS1 ← 0; /* nach (2.20) gilt abw{1} = 0 */
p1 ← 1;
for t← 2 to n do
Lt ← Lt−1 + 1; /* nach (2.25) gilt σn,l(t, t)2 ≤ σ2n,{t} ≤ σn,u(t, t)2 */
LSt ← LSt−1; /* nach (2.20) gilt abw{t} = 0 */
pt ← t;
for s← t−1 to 1 do
if σn,l(s, t)2 ≤ σ2n,{s,...,t} ≤ σn,u(s, t)2 then
if Ls−1 + 1 < Lt or (Ls−1 + 1 = Lt & LSs−1 + abw{s,...,t} < LSt) then
Lt ← Ls−1 + 1;
LSt ← LSs−1 + abw{s,...,t};
pt ← s;
end
end
end
end
/* Berechnung von σn(1), . . . , σn(n) */
t← n;
while t > 0 do
s← pt;
for i← s to t do
σn(i)← σn,{s,...,t};
end
t← s−1;
end
end
Die Aussage für σn,u(s, t)2 folgt analog. 
Nach Lemma 2.9 können σn,l(s, t)2 und σn,u(s, t)2 mit Algorithmus 2.3 berechnet werden.
Da die for-Schleifen über dieselben Bereiche wie im ersten Teil der Algorithmen 2.1
und 2.2 laufen, ist auch eine Integration der Berechnung von σn,l(s, t)2 und σn,u(s, t)2
in diese Algorithmen möglich. Der Vorteil ist, dass dann nicht alle n(n + 1) Werte
von σn,l(s, t)2 und σn,u(s, t)2 gespeichert werden müssen, da zum Zeitpunkt t ≥ 2 für
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Algorithmus 2.3: Rekursive Berechnung der unteren Grenze σn,l(s, t)2 und der oberen Grenze
σn,u(s, t)2 für 1 ≤ s ≤ t ≤ n.
Eingabe: Datenlänge n ∈ N, quadratische Zuwächse r(1)2, . . . , r(n)2 ∈ R,
Quantile χ2
k, 1−αn2
, χ2
k, 1+αn2
∈ R+ für k = 1, . . . , n (mit festem αn ∈ [0.5, 1))
Ausgabe: untere Grenze σn,l(s, t)2 und obere Grenze σn,u(s, t)2 für 1 ≤ s ≤ t ≤ n
lokal: Intervallgrenzen s, t ∈ N,
kumulierte Summen der quadratischen Zuwächse rs(0), . . . , rs(n) ∈ R
begin
rs(0)← 0;
rs(1)← r(1)2;
σn,l(1, 1)2 ← r(1)2/χ21, 1+αn2 ;
σn,u(1, 1)2 ← r(1)2/χ21, 1−αn2 ;
for t← 2 to n do
rs(t)← rs(t−1) + r(t)2;
σn,l(t, t)2 ← r(t)2/χ21, 1+αn2 ;
σn,u(t, t)2 ← r(t)2/χ21, 1−αn2 ;
for s← t−1 to 1 do
σn,l(s, t)2 ← max
{
σn,l(s+1, t)2, σn,l(s, t−1)2,
(
rs(t)− rs(s−1))/χ2
t−s+1, 1+αn2
}
;
σn,u(s, t)2 ← min
{
σn,u(s+1, t)2, σn,u(s, t−1)2,
(
rs(t)− rs(s−1))/χ2
t−s+1, 1−αn2
}
;
end
end
end
die Berechnung von σn,l(t, t)2, . . . , σn,l(1, t)2 und σn,u(t, t)2, . . . , σn,u(1, t)2 nur noch die
Werte σn,l(t−1, t−1)2, . . . , σn,l(1, t−1)2 und σn,u(t−1, t−1)2, . . . , σn,u(1, t−1)2 benötigt
werden.
Aus den in Abschnitt 2.3 erläuterten Monotonieeigenschaften σn,l(s, t)2 ≤ σn,l(s−1, t)2
und σn,u(s, t)2 ≥ σn,u(s−1, t)2 der unteren bzw. oberen Grenze folgt zudem, dass (2.18)
auf allen Intervallen {r, . . . , t}mit 1 ≤ r ≤ s nicht erfüllt ist, wenn σn,l(s, t)2 > σn,u(s, t)2
für 1 ≤ s ≤ t gilt. Deshalb kann die innere for-Schleife im ersten Teil der Algorithmen
2.1 und 2.2 abgebrochen werden, sobald erstmals σn,l(s, t)2 > σn,u(s, t)2 gilt. Die dadurch
nicht berechnetenWerte σn,l(s−1, t)2, . . . , σn,l(1, t)2 und σn,u(s−1, t)2, . . . , σn,u(1, t)2 wer-
den auch in den nächsten Schritten nicht benötigt. Aufgrund der Monotonieeigenschaf-
ten gilt σn,l(s, t+1)2 ≥ σn,l(s, t)2 > σn,u(s, t)2 ≥ σn,u(s, t+1)2 und damit bricht für t+1
die innere for-Schleife spätestens für den Wert s ab, für den es bereits für t der Fall
gewesen ist.
Algorithmus 2.4 zeigt, wie die Berechnung der unteren und oberen Grenze und das
beschriebene Abbruchkriterium der inneren for-Schleife in den ersten Teil von Algorith-
mus 2.1 integriert werden können. Für Algorithmus 2.2 ist dies in völlig analoger Weise
möglich.
Insgesamt ist durch die Kombination von dynamischem Programmieren zur Ermittlung
einer geeigneten Partition von {1, . . . , n} und der rekursiven Berechnung von σn,l(s, t)2
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Algorithmus 2.4: Algorithmus 2.1 inklusive der rekursiven Berechnung der unteren Grenze
σn,l(s)2 und der oberen Grenze σn,u(s)2 für σ2n,{s,...,t}.
Eingabe: Datenlänge n ∈ N, quadratische Zuwächse r(1)2, . . . , r(n)2 ∈ R,
Quantile χ2
k, 1−αn2
, χ2
k, 1+αn2
∈ R+ für k = 1, . . . , n (mit festem αn ∈ [0.5, 1))
Ausgabe: stückweise konstante Volatilität σn(1), . . . , σn(n) ∈ R
lokal: Intervallgrenzen s, t ∈ N, Intervallanzahlen L0, . . . , Ln ∈ N0,
Intervallanfangspunkte p1, . . . , pn ∈ N, untere und obere Grenze σn,l(s)2, σn,u(s)2 ∈ R,
kumulierte Summen der quadratischen Zuwächse rs(0), . . . , rs(n) ∈ R, Hilfsgröße i ∈ N
begin
/* Berechnung von L1, . . . , Ln und p1, . . . , pn */
rs(0)← 0;
rs(1)← r(1)2;
σn,l(1)2 ← r(1)2/χ21, 1+αn2 ;
σn,u(1)2 ← r(1)2/χ21, 1−αn2 ;
L0 ← 0;
L1 ← 1; /* nach (2.25) gilt σn,l(1)2 ≤ σ2n,{1} ≤ σn,u(1)2 */
p1 ← 1;
for t← 2 to n do
rs(t)← rs(t−1) + r(t)2;
σn,l(t)2 ← r(t)2/χ21, 1+αn2 ;
σn,u(t)2 ← r(t)2/χ21, 1−αn2 ;
Lt ← Lt−1 + 1; /* nach (2.25) gilt σn,l(t)2 ≤ σ2n,{t} ≤ σn,u(t)2 */
pt ← t;
for s← t−1 to 1 do
σn,l(s)2 ← max
{
σn,l(s+1)2, σn,l(s)2,
(
rs(t)− rs(s−1))/χ2
t−s+1, 1+αn2
}
;
σn,u(s)2 ← min
{
σn,u(s+1)2, σn,u(s)2,
(
rs(t)− rs(s−1))/χ2
t−s+1, 1−αn2
}
;
if σn,l(s)2 ≤
(
rs(t)− rs(s−1))/(t−s+1) ≤ σn,u(s)2 then
if Ls−1 + 1 < Lt then
Lt ← Ls−1 + 1;
pt ← s;
end
end
if σn,l(s)2 > σn,u(s)2 then break;
end
end
/* Berechnung von σn(1), . . . , σn(n) */
t← n;
while t > 0 do
s← pt;
for i← s to t do
σn(i)←
√(
rs(t)− rs(s−1))/(t−s+1);
end
t← s−1;
end
end
und σn,u(s, t)2 ein Algorithmus gefunden worden, der ein exaktes Ergebnis von Ziel 2.3
liefert und gleichzeitig sehr eﬃzient arbeitet.
26 2 Volatilitätsfunktion
Satz 2.10 Algorithmus 2.4 liefert mit Zeitkomplexität O(n2) eine stückweise konstante
Volatilitätsfunktion σn auf {1, . . . , n} mit minimaler Anzahl Ln an konstanten Interval-
len, die Bedingung (2.18) erfüllen.
Die Komplexität erhöht sich auf O(n3), wenn der Algorithmus gemäß Algorithmus 2.2
so ergänzt wird, dass die berechnete Lösung zusätzlich die minimale quadratische Abwei-
chung LSn hat.
Beweis: Nach den Sätzen 2.7 bzw. 2.8 verbleibt nur die Komplexität zu zeigen. Da
die while-Schleife im zweiten Teil des Algorithmus nach Satz 2.6 in Ln ≤ n Schritten
beendet wird, ist die Komplexität von Algorithmus 2.4 oﬀensichtlich O(n2).
Wird der Algorithmus um die Bestimmung der Lösung mit minimaler quadratischer
Abweichung ergänzt, so erhöht sich die Komplexität durch die Berechnung der quadra-
tischen Abweichung abw{s,...,t} auf O(n3). 
2.5 Beispiele und Simulationen
In diesem Abschnitt werden Beispiele mit Algorithmus 2.4 berechneter Volatilitätsfunk-
tionen und Laufzeiten des Algorithmus u.a. im Vergleich zum Verfahren aus Davies
(2006) betrachtet. Zuerst soll aber die Wahl von αn näher erläutert werden.
Bei der Wahl von αn muss insofern ein Kompromiss eingegangen werden, als dass das
vorgestellte Verfahren in der Lage sein soll, wirkliche Wechsel im Schwankungsverhalten
der Daten aufzuﬁnden, gleichzeitig aber keine überﬂüssigen Intervallwechsel durch zu
enge Grenzen σ2n,l und σ
2
n,u verursacht werden sollen. In Simulationen sind zunächst die
folgenden Werte für αn bestimmt worden:
(2.36) α500 = 0.9997061, α1000 = 0.9998732, α2500 = 0.9999565,
α5000 = 0.9999794, α10000 = 0.9999907, α20000 = 0.9999958.
Dabei ist ausgehend von (2.2) jeweils 10000-mal für unabhängige N(0, 1)-verteilte Daten
z(1), . . . , z(n) das kleineste βn ∈ (0, 1) ermittelt worden, so dass χ2|I|, 1−βn
2
≤∑i∈I z(i) ≤
χ2|I|, 1+βn
2
für alle nicht-leeren Teilintervalle I von {1, . . . , n} gilt, und dann αn als der Me-
dian dieser 10000 βn gesetzt worden. Eine gute Näherung der simulierten Werte (2.36)
liefert die Bestimmungsgleichung αn = 1− 14n , die deshalb in dieser Arbeit bei der Be-
rechnung der Volatilitätsfunktion konkreter Datensätze generell als Standardwert für αn
verwendet wird (vgl. (2.10)). Die Eignung des Standardwertes αn = 1 − 14n wird durch
eine weitere Simulationsstudie bestätigt, in der für jeweils 10000 Datensätze Gauß'schen
Weißen Rauschens verschiedener Längen die Intervallanzahlen der berechneten stückwei-
se konstanten Volatilitätsfunktionen festgehalten worden sind (siehe Tabelle 2.1). Die
beobachteten Ergebnisse zeigen die einleitend geforderten Eigenschaften: Auf der einen
Seite sind die Intervallanzahlen fast alle sehr klein, so dass nahezu keine künstlichen
Wechsel im Schwankungsverhalten beschrieben werden. Andererseits stellen die Anteile
an Intervallanzahlen, die größer als eins sind, sicher, dass tatsächliche Veränderungen
der Volatilität in der Regel erfasst werden.
Als erstes Beispiel einer mit Algorithmus 2.4 inklusive Minimierung der quadratischen
Abweichung berechneten stückweise konstanten Volatilitätsfunktion ist in Abbildung 2.8
die Volatilitätsfunktion der DAX-Daten präsentiert worden. Die Abbildungen 2.102.16
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n 1 2 3 4 5 6 7 8 9 ≥ 10
500 49.68 36.25 11.63 2.22 0.19 0.02 0.01 0.00 0.00 0.00
1000 43.70 36.79 14.86 3.73 0.84 0.07 0.01 0.00 0.00 0.00
2500 38.03 36.73 18.34 5.46 1.20 0.18 0.05 0.01 0.00 0.00
5000 36.05 35.13 19.45 6.84 2.01 0.43 0.09 0.00 0.00 0.00
10000 30.78 34.95 21.04 9.34 2.97 0.68 0.18 0.06 0.00 0.00
20000 28.31 33.36 22.79 10.80 3.45 0.98 0.23 0.06 0.02 0.00
Tabelle 2.1: Die prozentualen Häuﬁgkeiten der Intervallanzahlen der mit αn = 1 − 14n berechne-
ten stückweise konstanten Volatilitätsfunktionen auf Gauß'schem Weißen Rauschen unterschiedlicher
Längen n. Für jede Datenlänge n sind 10000 Simulationen durchgeführt worden.
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Abbildung 2.10: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
S&P-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abweichung von
r(t)2 und σn(t)2).
zeigen die Volatilitätsfunktionen weiterer Datensätze.6 Die Funktionen lassen erkennen,
dass mit dem vorgestellten Verfahren zum einen große Schwankungen der absoluten
Zuwächse gut erfasst, zum andern aber auch Phasen geringerer Unterschiede der abso-
luten Zuwächse durch entsprechend längere konstante Intervalle geeignet wiedergegeben
werden.
In Tabelle 2.2 sind die Intervallanzahlen der Volatilitätsfunktionen verschiedener Daten-
sätze sowie die zugehörigen Laufzeiten von Algorithmus 2.4 ohne bzw. mit Minimierung
der quadratischen Abweichung auf einem AMD Athlon 64 3000+ (2.0 GHz) aufgelistet.
Zum Vergleich sind zusätzlich die Intervallanzahlen und die Laufzeiten des Verfahrens
aus Davies (2006) angegeben, das allerdings nicht den Anspruch erhebt, eine exakte
Lösung von Ziel 2.3 zu liefern, und zudem die quadratischen Abweichungen nicht mi-
nimiert. Es fällt auf, dass Algorithmus 2.4 bei der Berechnung einer beliebigen Lösung
6 Für Informationen zu den einzelnen Datensätzen siehe Anhang A.
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Abbildung 2.11: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
BMW-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abweichung von
r(t)2 und σn(t)2).
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Abbildung 2.12: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
Daimler-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abweichung
von r(t)2 und σn(t)2).
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Abbildung 2.13: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
BASF-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abweichung von
r(t)2 und σn(t)2).
0 2000 4000 6000 8000
0.00
0.02
0.04
0.06
0.08
0.10
0.12
Abbildung 2.14: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
Hoechst-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abweichung
von r(t)2 und σn(t)2).
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Abbildung 2.15: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
Dresdner-Bank-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abwei-
chung von r(t)2 und σn(t)2).
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Abbildung 2.16: Die stückweise konstante Volatilitätsfunktion σn auf den absoluten Zuwächsen der
Deutsche-Bank-Daten (berechnet mit Algorithmus 2.4 inklusive Minimierung der quadratischen Ab-
weichung von r(t)2 und σn(t)2).
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Algorithmus 2.4 Davies (2006)
Datensatz Länge n
Intervall- Laufzeit Laufzeit Intervall- Laufzeit
anzahl ohne LS mit LS anzahl (ohne LS)
DAX 9589 49 0.17 0.94 57 0.10
S&P 500 9558 50 0.17 0.85 54 0.10
BMW 9567 72 0.14 0.61 87 0.10
Daimler 9548 76 0.15 0.50 92 0.09
BASF 9590 58 0.16 0.66 72 0.10
Hoechst 9590 60 0.15 0.64 77 0.10
Dresdner Bank 9590 62 0.15 0.64 74 0.10
Deutsche Bank 9590 67 0.16 0.76 77 0.10
DEM/USD 25433 230 0.33 0.92 267 0.24
Gauß'sches
Weißes Rauschen 10000 1 2.01 - 1 1.00
Tabelle 2.2: Die Intervallanzahlen der Volatilitätsfunktionen verschiedener Datensätze und in Sekun-
den die zugehörigen Laufzeiten von Algorithmus 2.4 ohne bzw. mit Minimierung der quadratischen
Abweichung (ohne/mit LS) sowie zum Vergleich die entsprechenden Werte des Verfahrens aus Davies
(2006). Die Laufzeiten für Gauß'sches Weißes Rauschen der Länge 10000 sind die Mediane über 101
Datensätze, auf denen die berechneten Volatilitätsfunktionen konstant sind. (Alle Laufzeiten sind mit
einem AMD Athlon 64 3000+ (2.0 GHz) ermittelt worden.)
mit minimaler Intervallanzahl nur unwesentlich langsamer als das Verfahren aus Da-
vies (2006) arbeitet, die errechnete minimale Intervallanzahl aber teilweise doch stark
von dessen Intervallanzahl abweicht. Wird zusätzlich die Kleinste-Quadrate-Lösung be-
stimmt, so steigt die Rechenzeit deutlich an (passend zu den Ausführungen über die
Komplexität von Algorithmus 2.4 in Satz 2.10).
Die angegebenen Laufzeiten für Gauß'sches Weißes Rauschen der Länge n = 10000
sind die Mediane über 101 Datensätze, auf denen die zugehörigen Volatilitätsfunktionen
konstant sind. Da der Rechenaufwand für festes n mit der Länge der konstanten Inter-
valle überproportional zunimmt (vgl. die Deﬁnition der unteren und oberen Grenze σ2n,l
bzw. σ2n,u), ist dies der rechenintensivste Fall. Es zeigt sich, dass Algorithmus 2.4 hier
etwa doppelt so lange wie das Verfahren aus Davies (2006) braucht, um die konstante
Volatilitätsfunktion zu bestimmen.
Die stückweise konstante Volatilitätsschätzung ermöglicht neben der Anzahl an konstan-
ten Intervallen die Verteilung der Verweildauern auf einem konstanten Volatilitätsniveau,
d.h. die Verteilung der Intervalllängen, zu beobachten. Abbildung 2.17 zeigt exempla-
risch die empirischen Verteilungsfunktionen der Verweildauern für die DAX-, Daimler-
und Hoechst-Daten. Während alle drei Datensätze ähnlich viele kurze Intervalle auf-
weisen, sind bei den Anzahlen längerer Intervalle deutliche Unterschiede erkennbar. In
Kapitel 4 wird die Verteilung der Verweildauern eine entscheidene Rolle beim Vergleich
des Schwankungsverhaltens der Volatilität zweier Datensätze spielen.
2.6 Bestimmung von Sprungstellen
Zum Abschluss des Kapitels wird der Frage nachgegangen, mit welcher Wahrscheinlich-
keit und wie gut in Modell (2.1) vorgegebene Sprungstellen der Volatilitätsfunktion σ
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Abbildung 2.17: Die empirischen Verteilungsfunktionen der Verweildauern der stückweise konstanten
Volatilitätsfunktionen für die DAX- (schwarz), Daimler- (rot) und Hoechst-Daten (blau). Die Volati-
litätsfunktionen sind mit Algorithmus 2.4 inklusive Minimierung der quadratischen Abweichung von
r(t)2 und σn(t)2 berechnet worden.
durch eine gemäß Ziel 2.1 bestimmte stückweise konstante Funktion σn wiedergegeben
werden. Um auch Aussagen über die Asymptotik bei zunehmender Anzahl n an Beob-
achtungen treﬀen zu können, wird diese Fragestellung nicht auf [0, n], sondern auf [0, 1]
betrachtet, d.h. für eine stückweise konstante Volatilitätsfunktion σ : [0, 1] −→ R+ und
stückweise konstante Funktionen σn : { 1n , 2n , . . . , 1} −→ R+ mit den entsprechenden Ei-
genschaften. Dabei bezeichnet In jeweils die Menge aller nicht-leeren Teilintervalle von
{1, . . . , n}, auf denen die Funktion σn( ·n) konstant ist.
Im folgenden Satz wird zunächst der Fall behandelt, dass σ : [0, 1] −→ R+ genau eine
Sprungstelle besitzt.
Satz 2.11 Gegeben seien τ0 ∈ ]0, 1[, ε ∈ R+ mit ε 6= 1 und die Volatilitätsfunktion
σ : [0, 1] −→ R+ mit σ|[0,τ0[ ≡ 1 und σ|[τ0,1] ≡ ε sowie Z(t), t ∈ [0, 1], unabhängig N(0, 1)-
verteilt und die Zuwächse R(t) := σ(t)Z(t), t ∈ [0, 1].
Seien weiter k > 2, K > 0 und αn := 1 −Kn−k für n ∈ N. Ferner sei für n ∈ N und
ω ∈ Ω σn(·, ω) : { 1n , 2n , . . . , 1} −→ R+ eine stückweise konstante Funktion mit
(2.37) χ2|I|, 1−αn
2
≤
∑
i∈I
R( i
n
, ω)2
σn(
i
n
, ω)2
≤ χ2|I|, 1+αn
2
für alle I ∈ In
und mit minimaler Anzahl an konstanten Intervallen.
Dann gibt es ein C > 0 so, dass für alle hinreichend großen n ∈ N ein An ∈ A mit
P (An) ≥ 1− o(n−k+2) derart existiert, dass für alle ω ∈ An die Funktion σn(·, ω) genau
eine Sprungstelle τn(ω) besitzt und für diese
(2.38) |τn(ω)− τ0| ≤ C (1 + ε
2)2
(1− ε2)2
log n
n
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Abbildung 2.18: Die Volatilitätsfunktion σ mit Sprungstelle τ0 = 0.6 und σ|[0,0.6[ ≡ 1, σ|[0.6,1] ≡ 2
(schwarz) zusammen mit n = 100, 1000, 5000 bzw. 10000 gemäß R(t) = σ(t)Z(t) simulierten absoluten
Zuwächsen (grau) und jeweils den beiden Volatilitätsfunktionen σn mit genau zwei konstanten Inter-
vallen und (2.37), deren Sprungstellen τn maximalen Abstand zu τ0 = 0.6 aufweisen (rot, berechnet
mit αn = 1− 1n2.01 ).
gilt. Insbesondere gilt also
(2.39) lim
n→∞
P
(
|τn − τ0| ≤ C (1 + ε
2)2
(1− ε2)2
log n
n
)
= 1 .
Der Beweis zu Satz 2.11 folgt in Anhang B. Abbildung 2.18 zeigt die Situation aus Satz
2.11 beispielhaft an simulierten Datensätzen für n = 100, 1000, 5000, 10000. Es ist zu
erkennen, wie mit wachsendem n der maximale Abstand der berechneten Sprungstelle
τn zur vorgegebenen Sprungstelle τ0 kleiner wird.
Aus Satz 2.11 lassen sich nun analoge Aussagen für den Fall herleiten, dass σ mehrere
Sprungstellen besitzt.
Korollar 2.12 Gegeben seien l ∈ N, 0 < τ (1)0 < τ (2)0 < . . . < τ (l)0 < 1, ε1, . . . , εl+1 ∈ R+
mit εν 6= εν+1 und die Volatilitätsfunktion σ : [0, 1] −→ R+ mit σ|[0,τ (1)0 [ ≡ ε1,
σ|
[τ
(ν−1)
0 ,τ
(ν)
0 [
≡ εν für ν = 2, . . . , l und σ|[τ (l)0 ,1] ≡ εl+1. Zudem seien die weiteren Vor-
aussetzungen aus Satz 2.11 erfüllt.
Dann gibt es ein C > 0 so, dass für alle hinreichend großen n ∈ N ein An ∈ A mit
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P (An) ≥ 1− o(n−k+2) derart existiert, dass für alle ω ∈ An die Funktion σn(·, ω) genau
l Sprungstellen τ
(1)
n (ω) < . . . < τ
(l)
n (ω) besitzt und für diese
(2.40) |τ (ν)n (ω)− τ (ν)0 | ≤ C
(ε2ν + ε
2
ν+1)
2
(ε2ν − ε2ν+1)2
log n
n
gilt. Insbesondere gilt also
(2.41) lim
n→∞
P
(
|τ (ν)n − τ (ν)0 | ≤ C
(ε2ν + ε
2
ν+1)
2
(ε2ν − ε2ν+1)2
log n
n
, ν = 1, . . . , l
)
= 1 .
Beweis: Es seien J1 :=
[
0,
τ
(1)
0 +τ
(2)
0
2
]
, Jν :=
[ τ (ν−1)0 +τ (ν)0
2
,
τ
(ν)
0 +τ
(ν+1)
0
2
]
für ν = 2, . . . , l − 1
und Jl :=
[ τ (l−1)0 +τ (l)0
2
, 1
]
. Dann besitzt σ auf jedem der Intervalle Jν , ν = 1, . . . , l, genau
eine Sprungstelle und die Aussagen von Korollar 2.12 folgen mit Satz 2.11 angewendet
auf σ|Jν . 
Für die Rate logn
n
in Satz 2.11 und Korollar 2.12 sind die folgenden Abschätzungen der
Quantile χ2|I|, 1−αn
2
und χ2|I|, 1+αn
2
aus den Lemmata B.4 bzw. B.5 entscheidend (vgl. den
Beweis von Satz 2.11):
χ2|I|, 1−αn
2
≥ |I| − C
√
|I| log n ,
χ2|I|, 1+αn
2
≤ |I|+ C
√
log n max{
√
|I|,
√
log n} .
Der nächste Satz deutet an, dass wegen αn→ 1 diese Abschätzungen für hinreichend
lange Intervalle I bezüglich |I| und log n nicht verbessert werden können und damit
keine bessere Rate als logn
n
gefunden werden kann. Für festes n ∈ N kann zusätzlich in
Simulationen mit O(n log n) Schritten gezeigt werden, dass dieses auch für die kürzeren
Intervalle nicht möglich ist.
Satz 2.13 Es sei Z(n), n ∈ N, eine Folge unabhängig N(0, 1)-verteilter Zufallsvaria-
blen. Dann gibt es zu fast allen ω ∈ Ω und jedem ε > 0 ein n0 ∈ N und ein C > 0 so,
dass für n ∈ N mit n ≥ n0 und I ⊂ {1, . . . , n} mit |I| ≥ C log n gilt
|I| − 2(1 + ε)
√
|I| log n ≤
∑
i∈I
Z(i, ω)2 ≤ |I|+ 2(1 + ε)
√
|I| log n .
Auch der Beweis dieses Satzes folgt in Anhang B.
Weitere Konvergenzaussagen zur stückweise konstanten Volatilitätsschätzung mit Hilfe
der in Abschnitt 2.1 deﬁnierten Approximationsumgebung (und insbesondere zum Ver-
fahren aus Davies (2006)) sind in Zoldin (2007) zu ﬁnden. Allgemein mit Verfahren zum
Auﬃnden von Strukturbrüchen in Zeitreihen und ihrer Konvergenz beschäftigen sich
z.B. Chen und Gupta (2001), Csörg® und Horváth (1997) und Brodsky und Darkhovsky
(1993). In Wong et al. (2001) und Chen et al. (2005) werden speziell Strukturbrüche der
Volatilität betrachtet.
3 Langfristiger Trend
Betrachtet man die (logarithmischen) Zuwächse von Finanzdaten, so mag es den An-
schein haben, dass kein Trend in den Daten vorliegt und sich positive und negative
Zuwächse, was die Anzahl und Größenordnung angeht, in etwa die Waage halten. Ein
Blick auf die den Zuwächsen zugrunde liegenden Kurse lässt aber erkennen, dass in vielen
Finanzdaten langfristige Trends auftreten (siehe die Abbildungen 1.1, 1.2 und A.1A.6).
Simulationen zeigen, dass diese langfristigen Trends durch Modell (2.1) und die in Ka-
pitel 2 beschriebene Volatilitätsschätzung nicht erfasst werden (siehe Abbildung 3.1).7
Deshalb wird in Ergänzung zur Volatilitätsschätzung, die die kurzfristigen Schwankun-
gen der Zuwächse beschreibt, in diesem Kapitel ein nichtparametrisches Verfahren zur
Approximation des langfristigen Trends vorgestellt.
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Abbildung 3.1: Links die 95%-Grenzen 10000 simulierter Brown'scher Bewegungen mit der Volatilität
σn der S&P-Daten (blau) und die kumulierten Zuwächse der S&P-Daten (schwarz), rechts dasselbe für
die Deutsche-Bank-Daten.
3.1 Modell und Approximationsumgebung
Um den langfristigen Trend zu integrieren, wird Modell (2.1) erweitert. Die Zuwächse
R(t) werden nun durch das Modell
(3.1) R(t) = a(t) + σ(t) · Z(t)
mit langfristigem Trend a(t), Volatilität σ(t) und Gauß'schem Weißen Rauschen Z(t)
beschrieben. Wie in Kapitel 2 wird die Volatilität hierbei als strikt positiv vorausgesetzt.
Bezeichne In zunächst wieder das System aller nicht-leeren Teilintervalle von {1, . . . , n}.
Nach Dümbgen und Spokoiny (2001), Theorem 6.1, gilt für eine Brown'sche Bewegung
7 Eine genaue Erläuterung der Simulationen erfolgt in Abschnitt 3.5.
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B(t), t ∈ [0, 1],
sup
0≤s<t≤1
(B(t)−B(s))2
t−s − 2 log
(
1
t−s
)
log log
(
ee
t−s
) < ∞ f.s..
Da die normierten Summen 1√
n
∑
t∈I
R(t)−a(t)
σ(t)
= 1√
n
∑
t∈I Z(t), I ∈ In, in eine Brown'sche
Bewegung B(t), t ∈ [0, 1], eingebettet werden können, soll deshalb die Zufallsvariable
(3.2) sup
I∈In
1
|I|
(∑
t∈I
R(t)−a(t)
σ(t)
)2
− 2 log( n|I|)
log log
(
ee n|I|
)
betrachtet werden. Zu α ∈ (0, 1) existiert dann ein γn = γn(α) ≥ 0 mit
P
(
sup
I∈In
1
|I|
(∑
t∈I
R(t)−a(t)
σ(t)
)2
− 2 log( n|I|)
log log
(
ee n|I|
) ≤ γn) = α ,
also
(3.3) P
(
1√|I|
∣∣∣∣∑
t∈I
R(t)− a(t)
σ(t)
∣∣∣∣ ≤ √2 log( n|I|)+ γn log log(ee n|I|) , I ∈ In) = α .
Die Übertragung von Modell (3.1) auf reelle Zuwächse r(t) liefert die Zerlegung
(3.4) r(t) = an(t) + σn(t) · z(t), t = 1, . . . , n
in Terme an(t) und σn(t), die den langfristigen Trend bzw. die Volatilität beschreiben,
und einen Rauschterm z(t). Als adäquate Approximationen des langfristigen Trends
und der Volatilität sollen dabei alle Paare von Funktionen an : [0, n] −→ R und
σn : [0, n] −→ R+ angesehen werden, für die Modell (3.1) mit den Daten r(1), . . . , r(n)
vereinbar ist, d.h. nach (3.3)
(3.5)
1√|I|
∣∣∣∣∑
t∈I
r(t)− an(t)
σn(t)
∣∣∣∣ ≤ √2 log( n|I|)+ γn log log(ee n|I|) für alle I ∈ In
gilt. Damit ergibt sich als Approximationsumgebung An(r, γn) für den langfristigen
Trend und die Volatilität:
(3.6) An(r, γn) :=
{
(an, σn) : [0, n] −→ R×R+ :
∣∣∣∑
t∈I
r(t)−an(t)
σn(t)
∣∣∣ ≤ C(|I|, γn), I ∈ In} ,
wobei für k = 1, . . . , n
(3.7) C(k, γn) :=
√
2k log
(
n
k
)
+ γnk log log
(
ee n
k
)
gesetzt wird. Ist an die Interpolation von r(1), . . . , r(n), so ist (3.5) für jede Funktion
σn : [0, n] −→ R+ erfüllt und folglich An(r, γn) 6= ∅.
3.2 Gestalt der Trendfunktion 37
Ferner gilt für unter Modell (3.1) simulierte Daten R(1), . . . , R(n) nach (3.3) und (3.6)
P
(
(a, σ)|[0,n] ∈ An(R, γn)
)
= α .
Daher ist durch die obige Deﬁnition ein universeller α-Konﬁdenzbereich für a und σ
gegeben. Wird In in (3.6) auf ein Teilsystem der Menge aller nicht-leeren Teilinterval-
le von {1, . . . , n} eingeschränkt, gilt P((a, σ)|[0,n] ∈ An(R, γn)) ≥ α. Die Deﬁnition der
Approximationsumgebung wird dadurch also nicht negativ beeinﬂusst.
Wie die Approximationsumgebung in Abschnitt 2.1 setzt An(r, γn) für reelle Daten die
Existenz datenerzeugender Funktionen a und σ nicht voraus. An(r, γn) wird schlicht als
Menge aller Funktionenpaare (an, σn) interpretiert, für die Modell (3.1) mit den Daten
r(1), . . . , r(n) vereinbar ist.
3.2 Gestalt der Trendfunktion
Zu jeder Funktion σn : [0, n] −→ R+ existiert eine Funktion an : [0, n] −→ R mit
(an, σn) ∈ An(R, γn) und umgekehrt kann zu jeder Funktion an : [0, n] −→ R eine
Funktion σn : [0, n] −→ R+ mit (an, σn) ∈ An(R, γn) gefunden werden. Deshalb spielt
bei der Bestimmung einer konkreten Lösung (an, σn) aus An(R, γn) auch die Reihenfol-
ge eine Rolle, in der an und σn ermittelt werden. In reellen Zuwächsen ist eine strik-
te Abgrenzung zwischen kurzfristigen Schwankungen, die der Volatilität zuzurechnen
sind, und langfristigem Trend nahezu unmöglich. Allerdings überlagern die kurzfristi-
gen Schwankungen in der Regel den langfristigen Trend, der zumeist in den Zuwächsen
nicht direkt zu erkennen ist.8 Aus diesem Grund wird hier der Ansatz verfolgt, zunächst
eine Volatilitätsfunktion σn zu ermitteln und anschließend eine Trendfunktion an mit
(an, σn) ∈ An(R, γn).
Im Weiteren sei stets eine Volatilitätsfunktion σn gegeben. Um möglichst nur langfristige
Trends mit der gesuchten Trendfunktion wiederzugeben, wird eine stückweise konstante
Funktion an : [0, n] −→ R mit (an, σn) ∈ An(R, γn) und minimaler Anzahl an konstanten
Intervallen bestimmt. Analog zum Vorgehen bei der Volatilitätsberechnung in Kapitel
2 wird In dabei als die Menge aller Teilintervalle von {1, . . . , n} gewählt, auf denen an
konstant ist. Dieser Ansatz berücksichtigt die Langfristigkeit der Trendfunktion zusätz-
lich dadurch, dass C(|I|, γn)/
√|I| = √2 log( n|I|)+ γn log log(ee n|I|) mit zunehmender
Länge des Intervalls I immer kleiner wird und somit die standardisierten Summen in
(3.5) mit zunehmender Intervalllänge immer striktere Bedingungen erfüllen müssen.
Für eine Funktion an : [0, n] −→ R gilt nach (3.6) genau dann (an, σn) ∈ An(R, γn), wenn
ihre Werte an(1), . . . , an(n) Bedingung (3.5) erfüllen. Daher reicht es im Folgenden aus,
eine stückweise konstante Funktion an : {1, . . . , n} −→ R zu bestimmen mit minimaler
Anzahl an konstanten Intervallen und
(3.8)
∣∣∣∣∑
t∈I
r(t)− an(t)
σn(t)
∣∣∣∣ ≤ C(|I|, γn) für alle I ∈ In .
Ein solche Funktion an kann oﬀensichtlich zu einer stückweise konstanten Funktion
a˜n : [0, n] −→ R erweitert werden, die die gleiche Anzahl an konstanten Intervallen wie
an aufweist und ebenfalls (3.8) erfüllt.
8 Vgl. die Anmerkungen zu Beginn des Kapitels.
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In Anlehnung an Kapitel 2 werden für eine stückweise konstante Trendfunktion
an : {1, . . . , n} −→ R die Intervalle, auf denen an konstant ist, mit I1, . . . , Ik ⊂ {1, . . . , n}
und der Wert von an auf Iν mit an,Iν ∈ R bezeichnet. Damit lässt sich Bedingung (3.8)
umformen zu
max
J ⊂ Iν
J Intervall
∑
t∈J
r(t)
σn(t)
− C(|J |, γn)∑
t∈J
1
σn(t)
≤ an,Iν ≤ min
J ⊂ Iν
J Intervall
∑
t∈J
r(t)
σn(t)
+ C(|J |, γn)∑
t∈J
1
σn(t)
für alle Iν , ν = 1, . . . , k.
Zusammengefasst ergibt sich zur Bestimmung des langfristiegn Trends eine ähnliche
Zielsetzung wie in Ziel 2.1:
Ziel 3.1 Unter Vorgabe einer Volatilitätsfunktion σn : {1, . . . , n} −→ R+ Berechnung
einer stückweise konstanten Trendfunktion an : {1, . . . , n} −→ R mit minimaler Anzahl
kmin an konstanten Intervallen I1, . . . , Ikmin und
(3.9) an,l(sν , tν) ≤ an,Iν ≤ an,u(sν , tν) für alle Iν = {sν , . . . , tν}, ν = 1, . . . , kmin,
wobei
(3.10) an,l(sν , tν) := max
J ⊂ {sν , . . . , tν}
J Intervall
∑
t∈J
r(t)
σn(t)
− C(|J |, γn)∑
t∈J
1
σn(t)
und
(3.11) an,u(sν , tν) := min
J ⊂ {sν , . . . , tν}
J Intervall
∑
t∈J
r(t)
σn(t)
+ C(|J |, γn)∑
t∈J
1
σn(t)
die untere bzw. obere Grenze für an,Iν auf dem Intervall Iν = {sν , . . . , tν} bezeichnen.
Für die Berechnung der Trendfunktion eines konkreten Datensatzes werden in dieser
Arbeit stets die gemäß Algorithmus 2.2 mit αn = 1− 14n berechnete Volatilitätsfunktion
σn : {1, . . . , n} −→ R+ und die folgenden Werte γn verwendet:
(3.12) γ500 = 3.5, γ1000 = 3.8, γ5000 = 4.2, γ10000 = 4.4, γ25000 = 4.6.
Letztere sind in Simulationen bestimmt worden. Dabei ist ausgehend von (3.2) jeweils
10000-mal für unabhängige N(0, 1)-verteilte Daten z(1), . . . , z(n) das Supremum von(
1
|I|
(∑
t∈I z(t)
)2− 2 log( n|I|))/ log log(ee n|I|) über alle nicht-leeren Teilintervalle I von
{1, . . . , n} ermittelt und γn als der Median dieser Suprema gesetzt worden. In Abschnitt
3.5 wird nochmals auf die Wahl von σn und γn eingegangen.
3.3 Herleitung des Verfahrens
Nahezu analog zu Abschnitt 2.3 wird ausgehend von Ziel 3.1 ein Verfahren zur Berech-
nung einer stückweise konstanten Trendfunktion mit den gewünschten Eigenschaften
hergeleitet.
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Abbildung 3.2: Links die stückweise konstante Trendfunktion an der S&P-Daten bei der Wahl von
an,Iν :=
1
2 (an,l(sν , tν) + an,u(sν , tν)) und rechts die kumulierten Werte der Trendfunktion zusammen
mit den kumulierten Zuwächsen der S&P-Daten.
Die untere und die obere Grenze an,l bzw. an,u weisen die gleichen Monotonieeigenschaf-
ten wie die Grenzen σ2n,l und σ
2
n,u in Kapitel 2 auf. Deshalb kann in Analogie zu Satz
2.2 eine Partition Iν = {sν , . . . , tν}, ν = 1, . . . , kmin, von {1, . . . , n} mit minimaler Inter-
vallanzahl unter Nebenbedingung an,l(sν , tν) ≤ an,u(sν , tν), ν = 1, . . . , kmin, bestimmt
werden durch sukzessive Wahl der Intervalle Iν vermöge
(3.13) sν := tν−1 + 1, tν := max
{
t ∈ {sν , . . . , n} : an,l(sν , t) ≤ an,u(sν , t)
}
(t0 := 0), bis tkmin = n gilt. Für die S&P-Daten liefert dieses Verfahren eine Partition
der 9558 Zeitpunkte in drei Intervalle der Längen 2389, 5554 und 1615. (Dabei sind die
Grenzen an,l und an,u mit σn gemäß Algorithmus 2.2 und γn = 4.4 berechnet worden.)
Wie bei der Volatilitätsfunktion ist neben der Partition I1, . . . , Ikmin auch der Wert
an,Iν der Trendfunktion an auf einem konstanten Intervall Iν unter der Bedingung
an,l(sν , tν) ≤ an,Iν ≤ an,u(sν , tν) sinnvoll zu wählen. Die Wahl des arithmetischen Mittels
der unteren und oberen Grenze auf Iν , also
an,Iν :=
1
2
(an,l(sν , tν) + an,u(sν , tν)) ,
erweist sich wiederum als ungünstig. Aufgrund der Maximums- bzw. Minimumsbildung
bei der Berechnung von an,l(sν , tν) bzw. an,u(sν , tν) gibt das Mittel den langfristigen
Trend unter Umständen verfälscht wieder. So zeigt beispielsweise die auf diese Art be-
rechnete Trendfunktion der S&P-Daten einen deutlich stärkeren Trend als er in Wirk-
lichkeit vorliegt (siehe Abbildung 3.2).
Eine bessere Anpassung der Trendfunktion an den tatsächlich vorliegenden langfristigen
Trend wird durch die nahezu kanonische Festsetzung von an,Iν als Durchschnitt der
Zuwächse auf Iν erreicht, d.h.
(3.14) an,Iν :=
1
tν − sν + 1
tν∑
t=sν
r(t) .
Allerdings hat dieser Ansatz den Nachteil, dass der Mittelwert der Zuwächse auf einem
Intervall Iν = {sν , . . . , tν} nicht notwendig zwischen der unteren und oberen Gren-
ze an,l(sν , tν) bzw. an,u(sν , tν) liegen muss. Zur Berechnung der stückweise konstanten
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Abbildung 3.3: Links die stückweise konstanten Trendfunktionen an der S&P-Daten bei der Wahl
von an,Iν :=
1
2 (al(sν , tν) + au(sν , tν)) (rot) bzw. an,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t) (blau) und rechts die
kumulierten Werte der Trendfunktionen zusammen mit den kumulierten Zuwächsen der S&P-Daten.
Trendfunktion ist deshalb im Weiteren eine Partition von {1, . . . , n} gesucht mit mini-
maler Anzahl kmin an Intervallen I1, . . . , Ikmin und
(3.15) an,l(sν , tν) ≤ 1
tν − sν + 1
tν∑
t=sν
r(t) ≤ an,u(sν , tν)
für alle Iν = {sν , . . . , tν}, ν = 1, . . . , kmin.
Diese Abänderung von Ziel 3.1 führt wie bei der Volatilitätsfunktion in Kapitel 2 dazu,
dass alle Verfahren, in denen die Intervalle der gesuchten Partition sukzessive ermittelt
werden (also insbesondere auch eine Wahl gemäß (3.13) unter Einbeziehung von (3.15)),
nicht notwendig eine Partition mit minimaler Intervallanzahl liefern. Eine solche Parti-
tion kann erneut nur durch eine simultane Wahl der Intervalle bestimmt werden. Eine
eﬀektive Möglichkeit dazu bietet eine Modiﬁkation des dynamischen Algorithmus aus
Abschnitt 2.4, die im folgenden Abschnitt vorgestellt wird. Abbildung 3.3 zeigt die
mit diesem dynamischen Algorithmus berechnete Trendfunktion der S&P-Daten. Im
Vergleich zum zunächst vorgestellten Verfahren mit an,Iν =
1
2
(an,l(sν , tν) + an,u(sν , tν))
erhöht sich die minimale Intervallanzahl durch Bedingung (3.15) im Allgemeinen leicht
(bei den S&P-Daten von drei auf vier Intervalle). Dafür wird der tatsächliche langfristige
Trend durch die stückweise konstante Trendfunktion mit an,Iν =
1
|Iν |
∑
t∈Iν r(t) exakter
wiedergegeben (siehe Abbildung 3.3). Zudem wird die (ökonomische) Interpretation von
an,Iν erleichtert.
Wie bei der Volatilitätsfunktion in Kapitel 2 wird in der Regel durch Bedingung (3.15)
und die Forderung der minimalen Anzahl an konstanten Intervallen keine eindeutige
Trendfunktion an mit an,Iν =
1
|Iν |
∑
t∈Iν r(t) bestimmt (siehe Abbildung 3.4). Um
die Anpassung der Trendfunktion an die Zuwächse weiter zu verbessern, soll deshalb
im Folgenden unter allen Lösungen mit minimaler Intervallanzahl kmin eine Kleinste-
Quadrate-Lösung ausgewählt werden, also eine Trendfunktion an mit kmin konstanten
Intervallen, für die
(3.16)
n∑
t=1
(
r(t)− an(t)
σn(t)
)2
=
kmin∑
ν=1
tν∑
t=sν
(
r(t)− an,Iν
σn(t)
)2
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Abbildung 3.4: Links zwei stückweise konstante Trendfunktionen der S&P-Daten mit minimaler
Intervallanzahl, deren Intervalle (3.15) erfüllen, und rechts die kumulierten Werte der Trendfunktionen
zusammen mit den kumulierten Zuwächsen der S&P-Daten.
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Abbildung 3.5: Links die stückweise konstanten Trendfunktionen an der S&P-Daten bei der Wahl
von an,Iν :=
1
tν−sν+1
∑tν
t=sν
r(t) und ohne (blau) bzw. mit (rot) Minimierung von (3.16) sowie rechts die
kumulierten Werte der Trendfunktionen zusammen mit den kumulierten Zuwächsen der S&P-Daten.
minimal wird. Eine solche Lösung kann mit dem im folgenden Abschnitt beschriebenen
dynamischen Algorithmus ermittelt werden. Abbildung 3.5 zeigt die Kleinste-Quadrate-
Trendfunktion der S&P-Daten im Vergleich zu einer Trendfunktion ohne Minimierung
von (3.16).
Insgesamt wurde Ziel 3.1 also wie folgt erweitert:
Ziel 3.2 Unter Vorgabe einer Volatilitätsfunktion σn : {1, . . . , n} −→ R+ Berechnung
einer stückweise konstanten Trendfunktion an : {1, . . . , n} −→ R mit minimaler Anzahl
kmin an konstanten Intervallen I1, . . . , Ikmin und
(3.17) an,l(sν , tν) ≤ an,Iν :=
1
tν − sν + 1
tν∑
t=sν
r(t) ≤ an,u(sν , tν)
für alle Iν = {sν , . . . , tν}, ν = 1, . . . , kmin.
Zudem soll an die minimale quadratische Abweichung von
r(t)
σn(t)
und an(t)
σn(t)
unter allen
stückweise konstanten Trendfunktionen mit kmin konstanten Intervallen aufweisen, die
Bedingung (3.17) genügen.
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3.4 Dynamischer Algorithmus
Analog zum in Abschnitt 2.4 vorgestellten Algorithmus für die Bestimmung der Volatili-
tätsfunktion wird ein dynamischer Algorithmus präsentiert, der die eﬀektive Berechnung
einer stückweise konstanten Trendfunktion gemäß Ziel 3.2 ermöglicht. Dabei können die
Ergebnisse aus Abschnitt 2.4 im Wesentlichen übertragen werden.
In diesem Abschnitt sei stets eine Volatilitätsfunktion σn : {1, . . . , n} −→ R+ gegeben.
Weiter seien für I ⊂ {1, . . . , n} generell
(3.18) an,I :=
1
|I|
∑
i∈I
r(i)
und die quadratische Abweichung von r(i)
σn(i)
und an,I
σn(i)
auf I
(3.19) abwI :=
∑
i∈I
(
r(i)− an,I
σn(i)
)2
.
Zur Vereinfachung der Notation wird ferner analog zu den Bezeichnungen 2.4 deﬁniert:
Bezeichnungen 3.3 Für t = 1, . . . , n bezeichnet
(3.20) Jt :=
{
s ∈ {1, . . . , t} : an,l(s, t) ≤ 1
t− s+ 1
t∑
i=s
r(i) ≤ an,u(s, t)
}
die Menge aller Intervallanfangspunkte s, für die das Intervall I = {s, . . . , t} Bedingung
(3.17) genügt,
(3.21) Pt :=
{
{I1, . . . , Ik} :
k⊎
ν=1
Iν = {1, . . . , t}, I1, . . . , Ik erfüllen (3.17), k ∈ N
}
die Menge aller Partitionen von {1, . . . , t}, deren Intervalle Bedingung (3.17) erfüllen,
(3.22) Lt := minP∈Pt
|P|
die minimale Intervallanzahl aller Partitionen von {1, . . . , t}, deren Intervalle Bedingung
(3.17) erfüllen, und
(3.23) LSt := minP ∈ Pt
|P| = Lt
∑
I∈P
abwI
die Kleinste-Quadrate-Abweichung von r(i)
σn(i)
und an(i)
σn(i)
aller Partitionen von {1, . . . , t}
mit Lt Intervallen, die Bedingung (3.17) erfüllen. Zusätzlich seien P0 := ∅, L0 := 0 und
LS0 := 0.
Die folgenden Aussagen zeigen, dass für t ≥ 1 die Mengen Jt und Pt nicht leer sind und
Lt und LSt sich rekursiv berechnen lassen.
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Satz 3.4 Für t = 1, . . . , n gilt
t ∈ Jt(3.24)
{{1}, . . . , {t}} ∈ Pt(3.25)
Lt = min
s∈Jt
Ls−1 + 1(3.26)
LSt = min
s ∈ Jt
Ls−1 + 1 = Lt
(
LSs−1 + abw{s,...,t}
)
.(3.27)
Beweis: Sei t ∈ {1, . . . , n} fest. Dann gilt
an,l(t, t) = r(t)− σn(t)C(1, γn) ≤ r(t) = an,{t}(3.28)
≤ r(t) + σn(t)C(1, γn) = an,u(t, t) .
Also ist t ∈ Jt und, da (3.28) für alle t˜ ∈ {1, . . . , t} gilt, auch {{1}, . . . , {t}} ∈ Pt.
(3.26) und (3.27) folgen analog zu (2.27) und (2.28). 
Nach (3.26) und (3.27) können die minimale Intervallanzahl Ln und die minimale qua-
dratische Abweichung LSn rekursiv bestimmt werden. Wie in Abschnitt 2.4 wird nun
zur Ermittlung einer Partition P ∈ Pn mit Ln Intervallen für t = 1, . . . , n ein
(3.29) pt ∈ argmin
s∈Jt
Ls−1
gewählt und zur Bestimmung einer Partition P ∈ Pn mit Ln Intervallen und quadrati-
scher Abweichung LSn für t = 1, . . . , n ein
(3.30) pt ∈ argmin
s ∈ Jt
Ls−1 + 1 = Lt
(
LSs−1 + abw{s,...,t}
)
.
Dann kann die gesuchte Partition per Rückwarts-Rekursion wie folgt aus p1, . . . , pn
berechnet werden:
Satz 3.5 Seien p1, . . . , pn gemäß (3.29) oder (3.30) gewählt. Dann ist durch die Rekur-
sion
(3.31) tLn := n, sLn := ptLn , tν−1 := sν−1, sν−1 := ptν−1
eine Partition Iν = {sν , . . . , tν}, ν = 1, . . . , Ln, von {1, . . . , n} gegeben, deren Interval-
le (3.17) genügen. Wurden p1, . . . , pn alle gemäß (3.30) gewählt, so hat die Partition
zusätzlich die quadratische Abweichung LSn.
Beweis: siehe Satz 2.6. 
Zudem zeigt sich analog zu Lemma 2.9, dass die untere Grenze an,l(s, t) und die obere
Grenze an,u(s, t) für 1 ≤ s ≤ t ≤ n sehr eﬃzient rekursiv bestimmt werden können:
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Lemma 3.6 Für 1 ≤ s < t ≤ n gilt
(3.32) an,l(s, t) = max
{
an,l(s+1, t), an,l(s, t−1),
∑t
i=s
r(i)
σn(i)
− C(t−s+1, γn)∑t
i=s
1
σn(i)
}
(3.33) an,u(s, t) = min
{
an,u(s+1, t), an,u(s, t−1),
∑t
i=s
r(i)
σn(i)
+ C(t−s+1, γn)∑t
i=s
1
σn(i)
}
.
Beweis: siehe Lemma 2.9. 
Auch das im Anschluss an Lemma 2.9 beschriebene Abbruchkriterium, nach dem bei der
Volatilitätsberechnung Intervalle {r, . . . , t} mit r < s nicht betrachtet werden müssen,
wenn σn,l(s, t)2 > σn,u(s, t)2 gilt, kann aufgrund der Monotonieeigenschaften an,l(s, t) ≤
an,l(s−1, t) und an,u(s, t) ≥ an,u(s−1, t) auf die Bestimmung der Trendfunktion über-
tragen werden.
Algorithmus 3.1 zeigt, wie analog zu Algorithmus 2.4 die Aussagen zur Berechnung
einer Partition P ∈ Pn mit Ln Intervallen (Satz 3.5) sowie zu den Grenzen an,l(s, t) und
an,u(s, t) (Lemma 3.6 und Abbruchkriterium) programmiertechnisch kombiniert werden
können, um eine stückweise konstante Trendfunktion mit Ln Intervallen eﬃzient zu
bestimmen. Algorithmus 3.2 erweitert Algorithmus 3.1 so, dass die ermittelte Lösung
zusätzlich die minimale Abweichung LSn hat.
Satz 3.7 Unter Vorgabe einer Volatilitätsfunktion σn : {1, . . . , n} −→ R+ liefert Al-
gorithmus 3.1 mit Komplexität O(n2) eine stückweise konstante Trendfunktion an auf
{1, . . . , n} mit minimaler Anzahl Ln an konstanten Intervallen, die Bedingung (3.17)
erfüllen.
Die Komplexität erhöht sich auf O(n3), wenn mit Algorithmus 3.2 eine Lösung berechnet
wird, die zusätzlich die minimale quadratische Abweichung LSn hat.
Beweis: siehe Satz 2.10. 
Nach den Sätzen 2.10 und 3.7 ermöglichen die Algorithmen 2.4 und 3.1 die Bestimmung
einer stückweise konstanten Volatilitätsfunktion und anschließend mit Hilfe dieser die
Bestimmung einer stückweise konstanten Trendfunktion. Dabei werden beide Funktio-
nen so ermittelt, dass sie unter den jeweiligen Nebenbedingungen (2.18) bzw. (3.17) die
minimale Anzahl an konstanten Intervallen aufweisen. Die gesamte Berechnung erfolgt
in O(n2). Soll mindestens eine der beiden Funktionen eine Kleinste-Quadrate-Lösung
sein, so steigt die Komplexität auf O(n3).
3.5 Beispiele und Simulationen
In diesem Abschnitt werden Beispiele mit Algorithmus 3.2 berechneter Trendfunktionen
vorgestellt und ihre Adäquatheit mit Simulationen belegt. Weiter werden die Laufzeiten
der Algorithmen 3.1 und 3.2 auf verschiedenen Datensätzen betrachtet.
Für die Berechnung der Trendfunktion eines konkreten Datensatzes mit einem der Al-
gorithmen 3.1 oder 3.2 werden eine Volatilitätsfunktion σn : {1, . . . , n} −→ R+ und
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Algorithmus 3.1: Berechnung einer stückweise konstanten Trendfunktion mit minimaler Intervall-
anzahl und (3.17) (inkl. der rekursiven Bestimmung der Grenzen an,l(s) und an,u(s) für an,{s,...,t}).
Eingabe: Datenlänge n ∈ N, Zuwächse r(1), . . . , r(n) ∈ R,
Volatilität σn(1), . . . , σn(n) ∈ R+, γn ≥ 0
Ausgabe: stückweise konstanter Trend an(1), . . . , an(n) ∈ R
lokal: Intervallgrenzen s, t ∈ N, Intervallanzahlen L0, . . . , Ln ∈ N0,
Intervallanfangspunkte p1, . . . , pn ∈ N, untere und obere Grenze an,l(s), an,u(s) ∈ R,
kumulierte Summen rs(0), . . . , rs(n) ∈ R, y(0), . . . , y(n) ∈ R, z(0), . . . , z(n) ∈ R,
Hilfsgrößen C(1), . . . , C(n) ∈ R, i ∈ N
begin
/* Berechnung von L1, . . . , Ln und p1, . . . , pn */
rs(0)← 0;
rs(1)← r(1);
y(0)← 0;
y(1)← r(1)/σn(1);
z(0)← 0;
z(1)← 1/σn(1);
C(1)←√2 log(n) + γn log log(een);
an,l(1)← r(1)− σn(1)C(1);
an,u(1)← r(1) + σn(1)C(1);
L0 ← 0;
L1 ← 1; /* nach (3.24) gilt an,l(1) ≤ an,{1} ≤ an,u(1) */
p1 ← 1;
for t← 2 to n do
rs(t)← rs(t−1) + r(t);
y(t)← y(t−1) + r(t)/σn(t);
z(t)← z(t−1) + 1/σn(t);
C(t)←√2t log(n/t) + γnt log log(een/t);
an,l(t)← r(t)− σn(t)C(1);
an,u(t)← r(t) + σn(t)C(1);
Lt ← Lt−1 + 1; /* nach (3.24) gilt an,l(t) ≤ an,{t} ≤ an,u(t) */
pt ← t;
for s← t−1 to 1 do
an,l(s)← max
{
an,l(s+1), an,l(s),
(
y(t)−y(s−1)− C(t−s+1))/(z(t)−z(s−1))};
an,u(s)← min
{
an,u(s+1), an,u(s),
(
y(t)−y(s−1) + C(t−s+1))/(z(t)−z(s−1))};
if an,l(s) ≤
(
rs(t)−rs(s−1))/(t−s+1) ≤ an,u(s) then
if Ls−1 + 1 < Lt then
Lt ← Ls−1 + 1;
pt ← s;
end
end
if an,l(s) > an,u(s) then break;
end
end
/* Berechnung von an(1), . . . , an(n) */
t← n;
while t > 0 do
s← pt;
for i← s to t do
an(i)←
(
rs(t)−rs(s−1))/(t−s+1);
end
t← s−1;
end
end
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Algorithmus 3.2: Berechnung einer stückweise konstanten Trendfunktion mit minimaler Inter-
vallanzahl Ln und (3.17), die zudem die minimale quadratische Abweichung LSn unter allen Trend-
funktionen mit Ln konstanten Intervallen und (3.17) hat. (Aus Gründen der Übersichtlichkeit wurde
auf die ausführliche Darstellung der rekursiven Bestimmung der Grenzen an,l(s, t) und an,u(s, t)
verzichtet, siehe hierzu Algorithmus 3.1.)
Eingabe: Datenlänge n ∈ N, Zuwächse r(1), . . . , r(n) ∈ R,
Volatilität σn(1), . . . , σn(n) ∈ R+, γn ≥ 0
Ausgabe: stückweise konstanter Trend an(1), . . . , an(n) ∈ R
lokal: Intervallgrenzen s, t ∈ N, Intervallanzahlen L0, . . . , Ln ∈ N0,
quadratische Abweichungen LS0, . . . , LSn ∈ R, Intervallanfangspunkte p1, . . . , pn ∈ N,
an,l(s, t), an,u(s, t) ∈ R gemäß (3.10) bzw. (3.11), an,{s,...,t} ∈ R gemäß (3.18),
abw{s,...,t} ∈ R gemäß (3.19), Hilfsgröße i ∈ N
begin
/* Berechnung von L1, . . . , Ln, LS1, . . . , LSn und p1, . . . , pn */
L0 ← 0;
L1 ← 1; /* nach (3.24) gilt an,l(1, 1) ≤ an,{1} ≤ an,u(1, 1) */
LS0 ← 0;
LS1 ← 0; /* nach (3.19) gilt abw{1} = 0 */
p1 ← 1;
for t← 2 to n do
Lt ← Lt−1 + 1; /* nach (3.24) gilt an,l(t, t) ≤ an,{t} ≤ an,u(t, t) */
LSt ← LSt−1; /* nach (3.19) gilt abw{t} = 0 */
pt ← t;
for s← t−1 to 1 do
if an,l(s, t) ≤ an,{s,...,t} ≤ an,u(s, t) then
if Ls−1 + 1 < Lt or (Ls−1 + 1 = Lt & LSs−1 + abw{s,...,t} < LSt) then
Lt ← Ls−1 + 1;
LSt ← LSs−1 + abw{s,...,t};
pt ← s;
end
end
if an,l(s, t) > an,u(s, t) then break;
end
end
/* Berechnung von an(1), . . . , an(n) */
t← n;
while t > 0 do
s← pt;
for i← s to t do
an(i)← an,{s,...,t};
end
t← s−1;
end
end
ein Wert für γn benötigt. Wie bereits am Ende von Abschnitt 3.2 angegeben, werden
dafür in dieser Arbeit stets die gemäß Algorithmus 2.2 mit αn = 1 − 14n ermittelte
Volatilitätsfunktion σn und die für γn simulierten Werte verwendet (vgl. (3.12)). In ei-
ner Simulationsstudie ist diese Wahl hinterfragt worden. Analog zum Vorgehen bei der
Volatilitätsfunktion in Abschnitt 2.5 ist dabei für jeweils 10000 Datensätze Gauß'schen
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n γn 1 2 3 4 5 ≥ 6
500 3.5 67.14 30.46 2.28 0.12 0.00 0.00
1000 3.8 66.75 30.53 2.59 0.13 0.00 0.00
5000 4.2 63.61 32.49 3.67 0.23 0.00 0.00
10000 4.4 63.09 32.75 3.92 0.24 0.00 0.00
25000 4.6 61.80 33.81 4.06 0.31 0.02 0.00
Tabelle 3.1: Die prozentualen Häuﬁgkeiten der Intervallanzahlen der stückweise konstanten Trend-
funktionen auf Gauß'schem Weißen Rauschen unterschiedlicher Längen n. Für jede Datenlänge n sind
10000 Simulationen durchgeführt und dabei für die Berechnung der Trendfunktionen die gemäß Al-
gorithmus 2.2 mit αn = 1 − 14n ermittelten Volatilitätsfunktionen σn und die angegebenen Werte γn
verwendet worden.
Weißen Rauschens der entsprechenden Länge untersucht worden, wie viele konstante In-
tervalle die zugehörigen Trendfunktionen haben. Es zeigt sich, dass die Intervallanzahlen
in der Regel sehr klein sind (siehe Tabelle 3.1) und somit nahezu keine künstlichen Trends
durch die berechneten Trendfunktionen beschrieben werden. Dieses Ergebnis bestätigt
die praktizierte Wahl von σn und γn.
Die Abbildungen 3.63.13 zeigen die mit Algorithmus 3.2 berechneten Trendfunktionen
verschiedener Datensätze sowie jeweils die kumulierten Werte der Trendfunktion zusam-
men mit den kumulierten Zuwächsen des jeweiligen Datensatzes. Es ist zu erkennen, dass
mit dem vorgestellten Verfahren die wesentlichen Trends in den kumulierten Zuwächsen
erfasst werden, gleichzeitig aber - wie vom langfristigen Trend erwartet - kurzfristige
Schwankungen, die eher durch die Volatilität beschrieben werden sollen, unberücksich-
tigt bleiben. Weiter ist bemerkenswert, dass die Trendfunktionen der betrachteten Da-
tensätze fast durchgehend positive Werte haben. Nur in den Dresdner-Bank-Daten wird
zwischenzeitlich über einen Zeitraum von ca. drei Jahren ein negativer Trend ausgemacht
(siehe Abbildung 3.12). Im Vergleich zu den Werten der jeweiligen Volatilitätsfunktion
fällt auf, dass die Werte der Trendfunktionen insgesamt deutlich kleiner sind (vgl. die
Abbildungen 2.8 und 2.102.16). Dies rechtfertigt im Nachhinein nochmals das in Ab-
schnitt 3.2 begründete Vorgehen, zunächst die Volatilitätsfunktion zu bestimmen und
dann mit dieser die Trendfunktion zu ermitteln.
In einem nächsten Schritt sind für jeden Datensatz mit der berechneten Volatilitätsfunk-
tion σn und der ermittelten Trendfunktion an Simulationen gemäß Modell (3.1) erzeugt,
d.h. Brown'sche Bewegungen der Länge des Datensatzes mit Volatilität σn und Drift an
simuliert worden. Ausgehend vom punktweisen Median x(t) und punktweisen MAD y(t)
der simulierten Datensätze ist anschließend ein minimales λ > 0 so bestimmt worden,
dass 95% der simulierten Pfade zwischen den Grenzen x(t) − λ y(t) und x(t) + λ y(t)
liegen. Diese 95%-Grenzen sind ebenfalls in den Abbildungen 3.63.13 zu sehen und es
zeigt sich, dass bei sämtlichen betrachteten Datensätzen die kumulierten Zuwächse in-
nerhalb dieser Grenzen liegen (im Gegensatz zu Simulationen nur mit σn und ohne Drift,
vgl. Abbildung 3.1). Auch aus diesem Grund können die berechneten Trendfunktionen
in Kombination mit den jeweiligen Volatilitätsfunktionen als adäquate Darstellung des
langfristigen Trends angesehen werden.
In Tabelle 3.2 sind die Intervallanzahlen der Trendfunktionen verschiedener Datensätze
sowie die zugehörigen Laufzeiten der Algorithmen 3.1 und 3.2 auf einem AMD Athlon
64 3000+ (2.0 GHz) aufgelistet. Im Vergleich zu den entsprechenden Angaben für die
Volatilitätsberechnung in Tabelle 2.2 fällt auf, dass die geringeren Intervallanzahlen der
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Abbildung 3.6: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an der
S&P-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den kumulierten
Zuwächsen der S&P-Daten (schwarz) und den 95%-Grenzen 10000 simulierter Brown'scher Bewegungen
mit Volatilität σn und Drift an (blau).
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Abbildung 3.7: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an der
DAX-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den kumulierten
Zuwächsen der DAX-Daten (schwarz) und den 95%-Grenzen 10000 simulierter Brown'scher Bewegungen
mit Volatilität σn und Drift an (blau).
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Abbildung 3.8: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an
der BMW-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den ku-
mulierten Zuwächsen der BMW-Daten (schwarz) und den 95%-Grenzen 10000 simulierter Brown'scher
Bewegungen mit Volatilität σn und Drift an (blau).
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Abbildung 3.9: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an der
Daimler-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den kumu-
lierten Zuwächsen der Daimler-Daten (schwarz) und den 95%-Grenzen 10000 simulierter Brown'scher
Bewegungen mit Volatilität σn und Drift an (blau).
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Abbildung 3.10: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an
der BASF-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den ku-
mulierten Zuwächsen der BASF-Daten (schwarz) und den 95%-Grenzen 10000 simulierter Brown'scher
Bewegungen mit Volatilität σn und Drift an (blau).
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Abbildung 3.11: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an
der Hoechst-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den kumu-
lierten Zuwächsen der Hoechst-Daten (schwarz) und den 95%-Grenzen 10000 simulierter Brown'scher
Bewegungen mit Volatilität σn und Drift an (blau).
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Abbildung 3.12: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an
der Dresdner-Bank-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den
kumulierten Zuwächsen der Dresdner-Bank-Daten (schwarz) und den 95%-Grenzen 10000 simulierter
Brown'scher Bewegungen mit Volatilität σn und Drift an (blau).
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Abbildung 3.13: Links die mit Algorithmus 3.2 berechnete stückweise konstante Trendfunktion an
der Deutsche-Bank-Daten und rechts die kumulierten Werte der Trendfunktion (rot) zusammen mit den
kumulierten Zuwächsen der Deutsche-Bank-Daten (schwarz) und den 95%-Grenzen 10000 simulierter
Brown'scher Bewegungen mit Volatilität σn und Drift an (blau).
Trendfunktionen mit einem Anstieg der Laufzeiten einhergehen, der bei der Berech-
nung der Kleinste-Quadrate-Lösungen besonders stark ausfällt. Die Hauptursache für
die längeren Laufzeiten ist darin zu ﬁnden, dass durch die geringere Intervallanzahl die
innere for-Schleife im ersten Teil der Algorithmen 3.1 und 3.2 deutlich öfter durchlaufen
wird, bis das Abbruchkriterium an,l(s, t) > an,u(s, t) erreicht ist. Dadurch fällt speziell
in Algorithmus 3.2 die besonders zeitintensive Berechnung der quadratischen Abwei-
chung wesentlich häuﬁger an. Die angegebene Laufzeit für Gauß'sches Weißes Rauschen
der Länge n = 10000 ist der Median über 101 Datensätze des rechenintensivsten Falls
mit konstanter Trendfunktion. Die Laufzeit zeigt insbesondere, dass die Berechnung
der Trendfunktion nicht notwendig länger als die Bestimmung der Volatilitätsfunktion
dauert.
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Intervall- Laufzeit Laufzeit
Datensatz Länge n
anzahl ohne LS mit LS
DAX 9589 2 1.02 499.25
S&P 500 9558 4 1.11 149.01
BMW 9567 1 1.65 -
Daimler 9548 4 0.77 148.39
BASF 9590 2 1.66 1247.60
Hoechst 9590 1 1.66 -
Dresdner Bank 9590 3 0.85 230.45
Deutsche Bank 9590 6 0.48 73.13
DEM/USD 25433 3 5.44 4652.90
Gauß'sches
Weißes Rauschen 10000 1 1.84 -
Tabelle 3.2: Die Intervallanzahlen der Trendfunktionen verschiedener Datensätze und in Sekunden die
zugehörigen Laufzeiten der Algorithmen 3.1 und 3.2, d.h. ohne bzw. mit Minimierung der quadratischen
Abweichung (ohne/mit LS). Die Laufzeit für Gauß'sches Weißes Rauschen der Länge 10000 ist der
Median über 101 Datensätze, auf denen die berechneten Trendfunktionen konstant sind. (Alle Laufzeiten
sind mit einem AMD Athlon 64 3000+ (2.0 GHz) ermittelt worden.)
3.6 Mindestlänge der konstanten Intervalle
Die Trendfunktion soll die langfristigen Trends in den Daten wiedergeben und durch
kurzfristige Schwankungen der Daten möglichst nicht beinﬂusst werden. Dass mit Al-
gorithmus 3.2 berechnete Trendfunktionen diesem Anspruch nicht immer vollständig
gerecht werden, zeigt die Trendfunktion der Daimler-Daten mit einem sehr kurzen In-
tervall der Länge 21, auf dem die Trendfunktion einen im Vergleich zu ihren anderen
Werten unverhältnismäßig großen Wert annimmt (siehe Abbildung 3.9). Deshalb wird
zum Abschluss dieses Kapitels eine Variante von Algorithmus 3.2 zur Berechnung von
Trendfunktionen mit einer vorgegebenen Mindestlänge m der konstanten Intervalle vor-
gestellt.
In Algorithmus 3.2 wird aus allen Trendfunktionen mit minimaler Anzahl an konstan-
ten Intervallen, die (3.17) genügen, eine Lösung an ausgewählt, für die die quadratische
Abweichung von r(t)
σn(t)
und an(t)
σn(t)
minimal ist. Dieses Verfahren wird hier so modiﬁziert,
dass nur die Trendfunktionen mit minimaler Intervallanzahl betrachtet werden, deren
konstante Intervalle (3.17) erfüllen und zusätzlich mindestens die Länge m haben. Aus
diesen Trendfunktionen wird nun eine Lösung an mit minimaler quadratischer Abwei-
chung von r(t)
σn(t)
und an(t)
σn(t)
ausgewählt. Dabei ist zu beachten, dass aufgrund von (3.17)
nicht zu jeder geforderten Mindestlänge m eine Lösung existieren muss, deren konstante
Intervalle alle mindestens die Länge m haben. So müssen unter Umständen auch (einzel-
ne) kürzere Intervalle zugelassen werden, damit die gesuchte Funktion Bedingung (3.17)
erfüllen kann.
Fordert man für die Trendfunktion der Daimler-Daten eine Mindestlänge der konstan-
ten Intervalle von m = 125 Beobachtungen, was bei den täglich aufgezeichneten Daten
in etwa einem Zeitraum von 6 Monaten entspricht, so liefert das beschriebene Verfah-
ren eine Trendfunktion mit vier konstanten Intervallen der Längen 1845, 140, 3647 und
3916. Abbildung 3.14 zeigt diese Trendfunktion der Daimler-Daten im Vergleich mit der
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Abbildung 3.14: Links die mit Algorithmus 3.2 bzw. einer Modiﬁkation berechneten stückweise kon-
stanten Trendfunktionen a(1)n und a
(2)
n der Daimler-Daten ohne (rot) bzw. mit (blau) Vorgabe der
Mindestlänge m = 125 der konstanten Intervalle sowie rechts die kumulierten Werte der Trendfunktio-
nen zusammen mit den kumulierten Zuwächsen der Daimler-Daten (schwarz) und den 95%-Grenzen je
10000 simulierter Brown'scher Bewegungen mit Volatilität σn und Drift a
(1)
n (rot) bzw. a
(2)
n (blau).
Trendfunktion ohne Vorgabe einer Mindestlänge der Intervalle aus Abbildung 3.9. Die
Trendfunktion mit Mindestlänge der Intervalle ist auf dem nun längeren zweiten Inter-
vall deutlich kleiner, d.h. die durch die Trendfunktion ohne Mindestlänge aufgegriﬀenen
kurzfristigen Schwankungen beeinﬂussen die neue Trendfunktion nicht mehr so stark.
Die kumulierten Werte der beiden Trendfunktionen und die simulierten 95%-Grenzen
zeigen keine wesentlichen Unterschiede, was allerdings aufgrund der großen Überein-
stimmung der Trendfunktionen nicht anders zu erwarten ist. Auch die quadratische
Abweichung von r(t)
σn(t)
und an(t)
σn(t)
steigt durch die Forderung der Mindestlänge m = 125
der Intervalle nur geringfügig von 9493.51 auf 9500.44.
Insgesamt konnte also durch die Vorgabe einer dem langfristigen Trend angemessenen
Mindestlänge der konstanten Intervalle eine Trendfunktion gefunden werden, die nahe-
zu die gleichen Eigenschaften wie die Trendfunktion ohne Mindestlänge der Intervalle
aufweist, gleichzeitig aber die für den langfristigen Trend untypischen extrem kurzen
Intervalle mit extremen Werten vermeidet.
4 Validierung von Finanzdatenmodellen
In diesem Kapitel wird ein Verfahren vorgestellt, mit dem überprüft werden kann, ob ein
Modell zu einem Finanzdatensatz passt oder nicht (vgl. Davies (2006)). Wie in Taylor
(1986) und Davies (1995) für die Modellwahl gefordert, wird ein datenorientierter An-
satz verfolgt. Dazu werden markante Eigenschaften von Finanzdatensätzen ausgewählt.
Bei der Beurteilung eines Modells wird überprüft, ob unter dem Modell simulierte Da-
tensätze diese Eigenschaften eines vorgegebenen Orginaldatensatzes wiedergeben. Ein
Modell gilt dann als geeignet, den Orginaldatensatz zu beschreiben, wenn die simulier-
ten Daten bezüglich dieser Eigenschaften von den Orginaldaten nicht zu unterscheiden
sind.
Die markanten Eigenschaften, die hier betrachtet werden, sind die drei in der Einleitung
beschriebenen stilisierenden Merkmale von Finanzdaten: die leptokurtische Verteilung
der Zuwächse mit schweren Rändern, das lange Gedächtnis in den absoluten Zuwächsen
und die bedingte Heteroskedastizität der Volatilität. Für jedes dieser Merkmale wird
zunächst ein Kriterium aufgestellt, wann von einer Übereinstimmung eines Modells mit
Orginaldaten bezüglich dieses Merkmals gesprochenen werden soll. Anschließend wer-
den mehrere Standard-Modelle mit verschiedenen Parameterkombinationen daraufhin
getestet, ob sie einen der in dieser Arbeit betrachteten Orginaldatensätze beschreiben.
Im Weiteren sind die simulierten Datensätze immer von der gleichen Länge n wie die
Orginaldaten, mit denen sie verglichen werden sollen. Ferner werden die unter einem Mo-
dell simulierten Zuwächse zur besseren Unterscheidung von den Zuwächsen r(t) reeller
Datensätze durchgehend mit R(t) bezeichnet. Werden mehrere Simulationen betrach-
tet, so steht N für die Anzahl an Simulationen und Rj(t) für die Zuwächse der j-ten
Simulation.
4.1 Leptokurtische Verteilung mit schweren Rändern
In der Einleitung sind die typischerweise schweren Ränder und das leptokurtische Ver-
halten der Verteilung der Zuwächse von Finanzdaten beschrieben und mit QQ-Plots
visualisiert worden. Die nun vorgestellte Methode zum Vergleich der Verteilungen von
simulierten Datensätzen und Orginaldaten beschränkt sich auf die Quantile der absolu-
ten Zuwächse. Die Grundidee des Verfahrens ist Grenzen zu bestimmen, innerhalb derer
für 98% der simulierten Datensätze sämtliche Quantile liegen, und dann zu testen, ob
sich die Quantile der Orginaldaten ebenfalls in diesem Bereich beﬁnden.
Dafür bezeichne R˜j(t) die der Größe nach geordneten absoluten Zuwächse der j-ten Si-
mulation und analog r˜(t) die der Größe nach geordneten absoluten Zuwächse des reellen
Datensatzes. Im einzelnen wird nun wie folgt vorgegangen: Zunächst wird die Skalierung
der simulierten Zuwächse an die Orginaldaten angepasst. Im nächsten Schritt werden die
punktweisen Mittelwerte m(t) := 1
N
∑N
j=1 R˜j(t), Minima min(t) := minj=1,...,N R˜j(t) und
Maxima max(t) := maxj=1,...,N R˜j(t) für t = 1, . . . , n berechnet. Anschließend werden
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minimale λ, µ ∈ [0, 1] so bestimmt, dass für 99% der simulierten Datensätze
R˜j(t) ≥ m(t)− λ(m(t)−min(t)) =: lb(t) für t = 1, . . . , n
gilt und ebenfalls für 99% der simulierten Datensätze
R˜j(t) ≤ m(t) + µ(max(t)−m(t)) =: ub(t) für t = 1, . . . , n.
Dann gilt für mindestens 98% der Simulationen lb(t) ≤ R˜j(t) ≤ ub(t), t = 1, . . . , n, d.h.
die untere Grenze lb(t) und die obere Grenze ub(t) deﬁnieren einen Bereich um m(t),
in dem für mindestens 98% der Simulationen alle geordneten Zuwächse R˜j(t) liegen.
Abbildung 4.1 zeigt m(t), lb(t) und ub(t) für 10000 Datensätze der Länge n = 9589, die
unter einem GARCH(1,1)-Modell mit den Maximum-Likelihood-Schätzern der DAX-
Daten simuliert worden sind.9
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Abbildung 4.1: Die Quantile der absoluten Zuwächse im GARCH(1,1)-Modell mit den ML-Schätzern
der DAX-Daten: in schwarz der Mittelwert m(t) sowie in blau die 1%-Grenze lb(t) und die 99%-Grenze
ub(t) der geordneten absoluten Zuwächse von 10000 simulierten Datensätzen; dazu in rot die geordneten
absoluten Zuwächse der DAX-Daten.
Von einer adäquaten Wiedergabe der Quantile der Orginaldaten durch das Modell wird
nun gesprochen, wenn die geordneten absoluten Zuwächse r˜(t) zwischen den Grenzen
lb(t) und ub(t) liegen. Um diese Entscheidung unabhängig von einzelnen extremen Aus-
reißern treﬀen zu können, wie sie beispielsweise in den S&P-Daten zu beobachten sind
(siehe Abbildung 1.2), werden dabei nur die absoluten Zuwächse betrachtet, die kleiner
als ihr 99%-Quantil sind. Das Modell gilt also als geeignet die Quantile der Orginaldaten
zu beschreiben, wenn die Bedingung10
(Q) lb(t) ≤ r˜(t) ≤ ub(t) für t = 1, . . . , b0.99nc+ 1
9 Zur Deﬁnition des GARCH(1,1)-Modells und den ML-Schätzern der DAX-Daten siehe Abschnitt 4.5.
10 Für a ∈ R sei wie üblich bac := max{k ∈ Z : k ≤ a}.
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erfüllt ist, und andernfalls als ungeeignet. In Abbildung 4.1 ist zu sehen, dass die obigen
GARCH(1,1)-Simulationen die Quantile der DAX-Daten geeignet approximieren.
Für einen ersten Test mit einer kleineren Anzahl N an Simulationen bietet es sich an,
Bedingung (Q) folgendermaßen abzuschwächen:
(Q′) min(t) ≤ r˜(t) ≤ max(t) für mindestens 90% der t = 1, . . . , b0.99nc+ 1.
Ist (Q′) nicht erfüllt, kann davon ausgegangen werden, dass das Modell die Quantile
der Orginaldaten nicht adäquat wiedergibt. Andernfalls kann mit (Q) in ausführlichen
Simulationen getestet werden, ob das Modell tatsächlich geeignet ist.
4.2 Langes Gedächtnis
Das Phänomen des langen Gedächtnisses von Finanzdaten zeigt sich an einer langsam
abfallenden, lange Zeit positiven Autokorrelationsfunktion der absoluten Zuwächse (sie-
he Einleitung). Deshalb werden hier die Autokorrelationsfunktionen der absoluten Zu-
wächse von simulierten Datensätzen und Orginaldaten verglichen. Analog zum Vorgehen
bei den Quantilen im vorherigen Abschnitt wird überprüft, ob die Autokorrelationsfunk-
tion der Orginaldaten in einem Bereich liegt, der durch die Autokorrelationsfunktionen
von 98% der simulierten Datensätze bestimmt ist. Dabei werden nicht die empirischen,
sondern die in der Einleitung beschriebenen geglätteten Autokorrelationsfunktionen ver-
wendet.
Es bezeichne acf(k, y) die Autokorrelationsfunktion des Datensatzes y(t), t = 1, . . . , n,
an der Stelle k, also die Autokorrelation der Ordnung k. Ferner sei K die Ordnung, bis
zu der die Autokorrelationsfunktionen der simulierten Datensätze und der Orginaldaten
verglichen werden sollen.
Die Grenzen lb(k) und ub(k), innerhalb derer die Autokorrelationsfunktionen von 98%
der Simulationen liegen, werden wie für die Quantile ermittelt: Zu den punktweisen Mit-
telwerten m(k) := 1
N
∑N
j=1 acf(k, |Rj|), Minima min(k) := minj=1,...,N acf(k, |Rj|) und
Maxima max(k) := maxj=1,...,N acf(k, |Rj|) werden minimale λ, µ ∈ [0, 1] so bestimmt,
dass für jeweils 99% der simulierten Datensätze
acf(k, |Rj|) ≥ m(k)− λ(m(k)−min(k)) =: lb(k) für k = 1, . . . , K
und
acf(k, |Rj|) ≤ m(k) + µ(max(k)−m(k)) =: ub(k) für k = 1, . . . , K
gilt, also für mindestens 98% der Simulationen lb(k) ≤ acf(k, |Rj|) ≤ ub(k), k =
1, . . . , K.
Ein Modell wird nun genau dann als geeignet angesehen, die Autokorrelationen der
Orginaldaten zu beschreiben, wenn für jede Ordnung k = 1, . . . , K die Autokorrelation
acf(k, |r|) der Orginaldaten in dem Bereich liegt, in dem die Autokorrelationen von 98%
der Simulationen liegen, d.h. wenn die folgende Bedingung erfüllt ist:
(A) lb(k) ≤ acf(k, |r|) ≤ ub(k) für k = 1, . . . , K.
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Abbildung 4.2 zeigt die Grenzen lb(k) und ub(k) zusammen mit den Mittelwerten m(k)
für die gleichen 10000 GARCH(1,1)-Simulationen, die im letzten Abschnitt betrachtet
wurden. Die ebenfalls abgebildete Autokorrelationsfunktion der DAX-Daten erfüllt (A),
so dass die Autokorrelationen durch die Simulationen adäquat wiedergegeben werden.
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Abbildung 4.2: Die Autokorrelationsfunktion der absoluten Zuwächse im GARCH(1,1)-Modell mit
den ML-Schätzern der DAX-Daten: in schwarz der Mittelwert m(k) sowie in blau die 1%-Grenze lb(k)
und die 99%-Grenze ub(k) der Autokorrelationen bis zur Ordnung K = 600 von 10000 simulierten
Datensätzen; dazu in rot die Autokorrelationsfunktion der absoluten Zuwächse der DAX-Daten.
Ein möglicher Kritikpunkt am vorgestellten Kriterium (A) ist in Abbildung 4.2 zu se-
hen. Während die untere Grenze lb(k) ab k = 19 und die Mittelwerte m(k) ab k = 61
dauerhaft negativ sind, ist die obere Grenze ub(k) für alle betrachteten Ordnungen k
positiv. Es stellt sich die berechtigte Frage, ob ein Modell mit derart diﬀerierenden Au-
tokorrelationsfunktionen eine zufriedenstellende Approximation von Orginaldaten sein
kann - insbesondere vor dem Hintergrund, dass die Autokorrelationen der absoluten Zu-
wächse von Finanzdaten in der Regel deutlich positiv sind. Da (A) aber zumindest als
Ausschlusskriterium für ungeeignete Modelle angewendet werden kann, wird diese Frage
hier nicht weiter verfolgt. Dennoch sollte sich bei Simulationen mit stark diﬀerierenden
Autokorrelationsfunktionen an diese Problematik erinnert werden und gegebenenfalls
ein genauerer Vergleich der Autokorrelationsfunktionen von simulierten Datensätzen
und Orginaldaten erfolgen.
Wie im vorgestellten Beispiel wird in den Simulationsstudien dieser Arbeit in der Regel
K = 600 als Grenze für die Ordnungen der betrachteten Autokorrelationen verwendet,
was bei täglichen Daten einem Zeitraum von mehr als zwei Jahren entspricht. Analog zu
(Q′) bietet es sich an, für einen ersten Test mit einer kleineren Anzahl an Simulationen
Bedingung (A) abzuschwächen zu
(A′) min(k) ≤ acf(k, |r|) ≤ max(k) für mindestens 90% der k = 1, . . . , K.
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4.3 Bedingte Heteroskedastizität der Volatilität
Wie in der Einleitung erläutert, beschreibt die bedingte Heteroskedastizität der Volatili-
tät das aufgrund der Clusterbildung in den absoluten Zuwächsen spezielle Schwankungs-
verhalten der Volatilität von Finanzdaten. Ziel ist es deshalb, das Schwankungsverhalten
der Volatilität, die Volatilität der Volatilität, von simulierten Datensätzen und Orginal-
daten zu vergleichen.
Im Gegensatz zu den stilisierenden Merkmalen der leptokurtischen Verteilung mit schwe-
ren Rändern und des langen Gedächtnisses, die mit Hilfe der Quantile bzw. der Autokor-
relationsfunktion der absoluten Zuwächse erfasst werden können, gibt es in der Literatur
keine gängige Vorgehensweise zur quantitativen Beschreibung der Volatilität der Volati-
lität. Oft wird rein visuell überprüft, ob eine Clusterbildung in den absoluten Zuwächsen
eines Datensatzes zu erkennen ist. Die stückweise konstante Volatilitätsschätzung aus
Kapitel 2 bietet nun die Möglichkeit, mit der Anzahl an konstanten Intervallen und der
Verteilung der Verweildauern auf einem konstanten Volatilitätsniveau, d.h. der Vertei-
lung der Intervallängen, die Volatilität der Volatilität eines Datensatzes quantitativ zu
erfassen (vgl. auch Abschnitt 2.5).
Es bezeichne σn(·, y) die gemäß Algorithmus 2.4 inklusive Minimierung der quadrati-
schen Abweichung berechnete Volatilitätsfunktion des Datensatzes y(t), t = 1, . . . , n,
sowie L(σn(·, y)) die Anzahl an konstanten Intervallen und V (i, σn(·, y)) die Länge des
i-ten konstanten Intervalls von σn(·, y). Ferner stehe edf(u, z) für die empirische Ver-
teilungsfunktion des Datensatzes z(i), i = 1, . . . ,m, an der Stelle u ∈ R, so dass
edf(·, V (·, σn(·, y))) die empirische Verteilungsfunktion der Intervalllängen V (i, σn(·, y)),
i = 1, . . . , L(σn(·, y)), bezeichnet.
Das Kriterium, mit dem entschieden werden soll, ob ein Modell die Volatilität der Vo-
latilität eines Orginaldatensatzes adäquat wiedergibt oder nicht, unterteilt sich in die
Vergleiche der Intervallanzahlen und der empirischen Verteilungsfunktionen der Verweil-
dauern. Zu den Intervallanzahlen L(σn(·, Rj)), j = 1, · · · , N , der simulierten Datensätze
werden das 1%-Quantil L0.01 und das 99%-Quantil L0.99 berechnet und das Modell wird
als geeignet angesehen, die Intervallanzahl der Orginaldaten zu beschreiben, wenn die
Bedingung
(L) L0.01 ≤ L(σn(·, r)) ≤ L0.99
erfüllt ist. Für die bereits zuvor betrachteten 10000 GARCH(1,1)-Simulationen gilt
L0.01 = 43 und L0.99 = 65. Da die Volatilitätsfunktion der DAX-Daten 49 konstante In-
tervalle hat, wird ihre Intervallanzahl durch die Simulationen passend approximiert.
Zu den empirische Verteilungsfunktionen edf(·, V (·, σn(·, Rj))), j = 1, . . . , N , der Ver-
weildauern werden analog zur Vorgehensweise bei den Quantilen und den Autokorrela-
tionen in den vorherigen beiden Abschnitten Grenzen lb(δ) und ub(δ) so bestimmt, dass
für mindestens 98% der simulierten Datensätze lb(δ) ≤ edf(δ, V (·, σn(·, Rj))) ≤ ub(δ),
δ = 1, . . . ,∆, gilt. Dabei steht ∆ für die Länge des längsten konstanten Intervalls von
σn(·, r). Die simulierten Datensätze werden dann entsprechend als geeignete Approxima-
tion der Orginaldaten bezüglich der Verweildauern der Volatilitätsfunktion bezeichnet,
wenn die folgende Bedingung erfüllt ist:
(V) lb(δ) ≤ edf(δ, V (·, σn(·, r))) ≤ ub(δ) für δ = 1, . . . ,∆.
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Abbildung 4.3 zeigt lb(δ) und ub(δ) für die obigen GARCH(1,1)-Simulationen zusam-
men mit den Mittelwerten m(δ) über edf(δ, V (·, σn(·, Rj))), j = 1, . . . , N , sowie die
entsprechende empirische Verteilungsfunktion edf(δ, V (·, σn(·, r))) der DAX-Daten. Es
ist zu sehen, dass edf(δ, V (·, σn(·, r))) für δ < 20 zeitweise über ub(δ) liegt und daher die
Volatilitätsfunktionen der simulierten Datensätze im Vergleich zu der der DAX-Daten
zu wenig sehr kurze Intervalle aufweisen. Die Verweildauern der Volatilität werden in
diesem Fall also durch die Simulationen nicht adäquat angepasst.
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Abbildung 4.3: Die Verweildauern der Volatilitätsfunktion im GARCH(1,1)-Modell mit den ML-
Schätzern der DAX-Daten: in schwarz der Mittelwert m(δ) sowie in blau die 1%-Grenze lb(δ) und
die 99%-Grenze ub(δ) der empirischen Verteilungsfunktionen der Verweildauern der Volatilität von
10000 simulierten Datensätzen; dazu in rot die empirische Verteilungsfunktion der Verweildauern der
Volatilitätsfunktion der DAX-Daten.
Insgesamt gilt ein Modell nach den eingeführten Kriterien nun genau dann als geeignet,
die Volatilität der Volatilität der Orginaldaten zu beschreiben, wenn für die Intervallan-
zahlen (L) und für die Verweildauern (V) gilt.
In den Simulationsstudien dieser Arbeit werden die Volatilitätsfunktionen mit dem Stan-
dardwert αn = 1 − 14n berechnet (vgl. (2.10)). Für die acht betrachteten täglichen Da-
tensätze liegt ∆ dann im Bereich von 593 bis 859. Die genaue Wahl von αn ist für die
Anwendung des deﬁnierten Kriteriums zum Vergleich der Volatilität der Volatilität al-
lerdings nicht ausschlaggebend, solange sämtliche Volatilitätsfunktionen mit demselben
αn ermittelt werden.
Erneut können die Bedingungen (L) und (V) für einen ersten Test mit einer kleineren
Anzahl N an Simulationen abgeschwächt werden:
(L′) min
j=1,...,N
L(σn(·, Rj)) ≤ L(σn(·, r)) ≤ max
j=1,...,N
L(σn(·, Rj))
(V′) min(δ) ≤ edf(δ, V (·, σn(·, r))) ≤ max(δ) für mind. 90% der δ = 1, . . . ,∆.
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4.4 Kombination der Kriterien
Nach den Anmerkungen zu Beginn des Kapitels soll ein Modell, das einen Finanzda-
tensatz adäquat beschreibt, bezüglich der drei betrachteten stilisierenden Merkmale von
den Orginaldaten nicht zu unterscheiden sein. Deshalb werden die vorgestellten Kriteri-
en zum Vergleich der Quantile, der Autokorrelationsfunktionen und der Volatilität der
Volatilität kombiniert. In einem gemeinsamen Verfahren wird überprüft, ob unter einem
Modell simulierte Datensätze in Bezug auf einen vorgegebenen Orginaldatensatz (Q),
(A), (L) und (V) gleichzeitig erfüllen.
Da die Grenzen für die Quantile der absoluten Zuwächse, für die Autokorrelationsfunk-
tion der absoluten Zuwächse, für die Intervallanzahl der Volatilitätsfunktion und für die
Verteilung der Verweildauern der Volatilität jeweils mit 98% der simulierten Datensätze
bestimmt werden, genügen mindestens 92% der Simulationen allen vier Bedingungen.
Die beschriebene Vorgehensweise überprüft also insbesondere, ob für mindestens 92%
der simulierten Datensätze von einer Übereinstimmung mit den Orginaldaten gespro-
chen werden kann.
In den folgenden Abschnitten werden konkrete Finanzdatenmodelle betrachtet. In Simu-
lationsstudien über verschiedene Parameterkombinationen wird mit dem vorgestellten
Verfahren getestet, ob eines der Modelle einen der acht täglichen Orginaldatensätze
adäquat beschreibt.
4.5 GARCH(1,1)-Modell
Als erstes wird das in der Finanzmarktstatistik populäre GARCH-Modell (Generalized
Autoregressive Conditional Heteroskedastic Model) von Bollerslev (1986) untersucht. Es
ist eine Verallgemeinerung des ARCH-Modells (Autoregressive Conditional Heteroske-
dastic Model) von Engle (1982) und in zahlreichen Varianten untersucht worden. Hier
wird eine einfache Form des GARCH-Modells deﬁniert und in Simulationen getestet:
das GARCH(1,1)-Modell mit Zuwächsen, deren bedingte Verteilungen normal sind.11
Deﬁnition 4.1 Im GARCH(1,1)-Modell ist der Volatilitätsprozess σ(t), t ∈ N, gegeben
durch
(4.1) σ(t)2 = α0 + α1R(t−1)2 + β1σ(t−1)2
mit festen Parametern α0 > 0, α1, β1 ≥ 0 und der Prozess der Zuwächse R(t), t ∈ N,
durch
(4.2) R(t) = σ(t) · Z(t)
mit unabhängig N(0, 1)-verteilten Z(t), t ∈ N.
Gemäß (4.1) berechnet sich im GARCH(1,1)-Modell die quadrierte Volatilität zum Zeit-
punkt t also rekursiv aus dem quadratischen Zuwachs und der quadrierten Volatilität
zum Zeitpunkt t−1, während nach (4.2) die Zuwächse als Produkt der Volatilität mit
11 Zur allgemeinen Deﬁnition eines GARCH(p,q)-Modells siehe Bollerslev (1986) oder z.B. Franke et al.
(2001).
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Abbildung 4.4: Links die Zuwächse R(t), t ∈ N, einer mit den ML-Schätzern der DAX-Daten
erstellten GARCH(1,1)-Simulation und rechts die zugehörige Volatilitätsfunktion σ(t), t ∈ N.
Datensatz α0 α1 β1
DAX 4.2959 · 10−6 0.1531 0.8135
S&P 500 9.3657 · 10−7 0.0913 0.8996
BMW 1.4046 · 10−5 0.1697 0.7976
Daimler 6.6404 · 10−6 0.1425 0.8385
BASF 8.9317 · 10−6 0.1396 0.8076
Hoechst 7.1831 · 10−6 0.1487 0.8149
Dresdner Bank 3.0589 · 10−6 0.0987 0.8889
Deutsche Bank 3.0589 · 10−6 0.1143 0.8715
Tabelle 4.1: Die Maximum-Likelihood-Schätzer im GARCH(1,1)-Modell zu den betrachteten täglichen
Finanzdatensätzen.
einem Rauschterm modelliert werden (vgl. auch (2.1)). Für β1 = 0 ergibt sich in (4.1)
σ(t)2 = α0 + α1R(t−1)2 und damit ein ARCH(1)-Modell, für α1 = β1 = 0 erhält man
N(0, α0)-verteiltes Weißes Rauschen.
Nach der Deﬁnition des GARCH(1,1)-Modells stellt sich nun die Frage, welche Para-
meter α0, α1, β1 zur Modellierung eines konkreten Datensatzes geeignet sein könnten. In
der Literatur wird üblicherweise die Berechnung der Maximum-Likelihood-Schätzer vor-
geschlagen (siehe z.B. Franke et al. (2001), Stier (2001) oder Schmid und Trede (2006)).
Die ML-Schätzer der DAX-Daten sind α0 = 4.2959 · 10−6, α1 = 0.1531 und β1 = 0.8135.
Abbildung 4.4 zeigt beispielhaft einen mit diesen Parametern simulierten Datensatz der
Länge n = 9589. In den Abschnitten 4.14.3 sind zur Illustration der Kriterien (Q), (A),
(L) und (V) 10000 solcher Datensätze betrachtet worden. Dabei hat sich gezeigt, dass
die simulierten Datensätze und die DAX-Daten bezüglich der Quantile, der Autokorre-
lationsfunktion und der Intervallanzahl der stückweise konstanten Volatilitätsfunktion
zusammenpassen, die Simulationen im Vergleich zu den DAX-Daten aber zu wenige
sehr kurze Verweildauern der Volatilität aufweisen (vgl. auch die Abbildungen 4.14.3).
Insgesamt kann das GARCH(1,1)-Modell mit den ML-Schätzern also nicht als adäquate
Approximation der DAX-Daten angesehen werden.
In Tabelle 4.1 sind die ML-Schätzer der acht täglichen Orginaldatensätze angegeben.
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Abbildung 4.5: Darstellung der Simulationsergebnisse für das GARCH(1,1)-Modell mit den ML-
Schätzern der BMW-Daten: oben links ein simulierter Datensatz; in den anderen Graphiken jeweils in
blau die gemäß den beschriebenen Verfahren berechneten Grenzen von 10000 simulierten Datensätzen
für die Quantile (oben rechts), die Autokorrelationsfunktionen (unten links) bzw. die empirischen Ver-
teilungsfunktionen der Verweildauern der Volatilität (unten rechts) zusammen mit den Mittelwerten
(schwarz) sowie in rot die entsprechenden Funktionen der BMW-Daten.
Für keinen der Datensätze ist das GARCH(1,1)-Modell mit den entsprechenden ML-
Schätzern in der Lage, die Orginaldaten gleichzeitig bezüglich der Quantile, der Auto-
korrelationsfunktion und der Volatilität der Volatilität geeignet zu beschreiben. Abbil-
dung 4.5 visualisiert exemplarisch die Simulationsergebnisse für die BMW-Daten. Im
Unterschied zu den zuvor betrachteten Simulationen werden hier die Quantile der abso-
luten Zuwächse nicht adäquat angepasst. Neben den ganz kleinen absoluten Zuwächsen
der BMW-Daten liegen auch die absoluten Zuwächse der Größe 2 bis 3.5 nicht zwischen
den simulierten Grenzen. Während die Autokorrelationen der absoluten Zuwächse - zu-
mindest gemäß Kriterium (A) - geeignet wiedergeben werden, triﬀt dies auf die Ver-
weildauern der Volatilität erneut nicht zu. Wiederum weisen die stückweise konstanten
Volatilitätsfunktionen der simulierten Datensätze zu wenige sehr kurze Intervalle auf.
Da zudem für die Intervallanzahlen L0.01 = 47 und L0.99 = 70 gilt, die Volatilitätsfunk-
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tion der BMW-Daten aber 72 konstante Intervalle hat, ist auch das Kriterium an die
Intervallanzahlen nicht erfüllt. Insgesamt gilt also von den vier Bedingungen (Q), (A),
(L) und (V) nur (A) und somit beschreiben die simulierten Datensätze die BMW-Daten
nicht in der geforderten Weise.
Da die Simulationen mit den ML-Schätzern der Orginaldatensätze keine zufriedenstellen-
den Ergebnisse liefern, sind in einer Simulationsstudie weitere Parameterkombinationen
untersucht worden. Ausgehend von der Größenordnung der ML-Schätzer wurden dazu
folgende Werte für α0, α1 und β1 ausgewählt:
α0 : 5 · 10−7, 10−6, 4 · 10−6, 7 · 10−6, 10−5, 5.5 · 10−5, 10−4,(4.3)
10−3, 10−2, 5.5 · 10−2, 10−1, 1.5 · 10−1, 2 · 10−1
α1 : 0.05, 0.06, 0.07, 0.08, 0.09, 0.10, 0.11, 0.12, 0.13, 0.14,(4.4)
0.15, 0.16, 0.17, 0.18, 0.19, 0.20
β1 : 0.00, 0.77, 0.78, 0.79, 0.80, 0.81, 0.82, 0.83, 0.84, 0.85,(4.5)
0.86, 0.87, 0.88, 0.89, 0.90, 0.91, 0.92, 0.93, 0.94
Durch die Hinzunahme von β1 = 0 umfasst diese Parameterauswahl insbesondere auch
ARCH(1)-Modelle.
Für Parameterkombinationen mit α1 + β1 ≥ 1 sind in Simulationen Zuwächse mit Grö-
ßenunterschieden zu beobachten, die zur Approximation der hier betrachteten Finanz-
datensätze ungeeignet sind. Abbildung 4.6 zeigt ein Beispiel. Aus diesem Grund sind
im Weiteren nur Kombinationen der angegebenen Parameterwerte mit α1 + β1 < 1
betrachtet worden.
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Abbildung 4.6: Links die Zuwächse R(t), t ∈ N, einer mit den Parametern α0 = 0.01, α1 = 0.18,
β1 = 0.84 erstellten GARCH(1,1)-Simulation und rechts die zugehörige Volatilitätsfunktion σ(t), t ∈ N.
Jede der verbliebenen 2431 Parameterkombinationen ist zunächst mit 200 simulierten
Datensätzen daraufhin untersucht worden, ob die Kriterien für die Quantile, die Auto-
korrelationsfunktion und die Volatilität der Volatilität bezüglich der einzelnen täglichen
Orginaldatensätze erfüllt sind.12 Dabei sind die für eine geringe Anzahl an Simulatio-
12 Aufgrund der nahezu identischen Längen der acht Orginaldatensätze sind generell Simulationen der
Länge n = 9589 betrachtet worden.
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(Q′) 1080 584 7 38 379 95 0 0
(A′) 446 310 276 221 347 312 261 144
(L′) 631 621 252 188 539 499 462 347
(V′) 458 378 116 29 423 163 285 218
(Q′)+(A′) 446 296 6 32 289 88 0 0
(Q′)+(L′) 605 327 3 14 268 73 0 0
(Q′)+(V′) 423 99 0 0 163 1 0 0
(A′)+(L′) 220 148 107 64 216 200 156 68
(A′)+(V′) 60 14 21 0 113 4 35 19
(L′)+(V′) 416 367 114 29 403 160 274 207
(Q′)+(A′)+(L′) 220 147 2 10 191 67 0 0
(Q′)+(A′)+(V′) 60 13 0 0 94 1 0 0
(Q′)+(L′)+(V′) 390 99 0 0 162 1 0 0
(A′)+(L′)+(V′) 60 14 21 0 113 4 35 19
(Q′)+(A′)+(L′)+(V′) 60 13 0 0 94 1 0 0
Tabelle 4.2: Übersicht über die Ergebnisse der Simulationsstudie zum GARCH(1,1)-Modell. Unter-
sucht wurden 2431 verschiedene Kombinationen der Parameter α0, α1 und β1 gemäß (4.3)(4.5) mit
α1+β1 < 1. Angegeben sind für jeden Orginaldatensatz die Anzahlen an Parameterkombinationen, für
die 200 simulierte Datensätze die einzelnen Bedingungen (Q′), (A′), (L′) und (V′) bzw. Kombinationen
aus diesen erfüllen.
nen vorgeschlagenen vereinfachten Bedingungen (Q′), (A′), (L′) und (V′) angewendet
worden. Tabelle 4.2 zeigt für jeden Orginaldatensatz die Anzahlen an Parameterkombi-
nationen, die nach diesem ersten Test die einzelnen Bedingungen bzw. Kombinationen
aus diesen erfüllen. Es fällt auf, dass für Bedingung (Q′) die Ergebnisse der Orginalda-
tensätze sehr unterschiedlich sind. Während für die DAX-Daten mit 1080 nahezu die
Hälfte aller getesteten Parameterkombinationen (Q′) erfüllt, sind es nur sieben für die
BMW- und gar keine für die Dresdner- und Deutsche-Bank-Daten. Bei den Bedingun-
gen (A′), (L′) und (V′) sind die Unterschiede nicht so extrem. Dennoch sind auch hier
deutliche Abweichungen zwischen den Datensätzen zu erkennen, wie z.B. bei (L′) 631
Kombinationen für die DAX- und 188 für die Daimler-Daten. Die Anzahlen an Pa-
rameterkombinationen, die mehrere der Bedingungen gleichzeitig erfüllen, sind für die
einzelnen Datensätze ebenfalls sehr verschieden. So genügen für die DAX-Daten von
1080 bzw. 458 Kombinationen, die (Q′) bzw. (V′) erfüllen, 423 gleichzeitig (Q′) und
(V′), für die Hoechst-Daten von 95 bzw. 163 aber lediglich eine. Zudem scheinen die
Bedingungen auch unterschiedlich gut zusammenzupassen. Beispielsweise stehen für die
S&P-Daten 296 Kombinationen, die (Q′) und (A′) erfüllen, nur 99 gegenüber, die (Q′)
und (V′) genügen.
Die interessantesten Ergebnisse dieses ersten Tests sind die Aussagen über die Para-
meterkombinationen, die für mindestens einen der Orginaldatensätze alle vier Bedin-
gungen gleichzeitig erfüllen. Die zugehörigen GARCH(1,1)-Modelle sind möglicherweise
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Abbildung 4.7: Darstellung der Simulationsergebnisse für das GARCH(1,1)-Modell mit den Para-
metern α0 = 0.001, α1 = 0.12 und β1 = 0.86: oben links ein simulierter Datensatz; in den anderen
Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen von 10000 simu-
lierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (unten links) bzw.
die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts) zusammen mit
den Mittelwerten (schwarz) sowie in orange bzw. rot die entsprechenden Funktionen der DAX- und
S&P-Daten. (In der Graphik der Quantile ist die Skalierung der S&P-Daten an die der DAX-Daten
angepasst.)
adäquate Beschreibungen der Datensätze im geforderten Sinne. Es zeigt sich, dass für
die BMW-, Daimler-, Dredner-Bank- und Deutsche-Bank-Daten keine solchen Parame-
terkombinationen existieren, dagegen für die DAX-Daten 60, die S&P-Daten 13, die
BASF-Daten 94 und die Hoechst-Daten eine. Insgesamt sind es 140 verschiedene Pa-
rameterkombinationen, die für mindestens einen Orginaldatensatz als geeignet in Frage
kommen. Diese 140 Kombinationen sind nun in ausführlichen Simulationen daraufhin
untersucht worden, ob sie die Bedingungen (Q), (A), (L) und (V) einhalten. Dabei
hat sich herausgestellt, dass für keine der Kombinationen die simulierten Datensätze in
Bezug auf einen der Orginaldatensätze alle vier Bedingungen erfüllen.
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Abbildung 4.8: Darstellung der Simulationsergebnisse für das GARCH(1,1)-Modell mit den Parame-
tern α0 = 5.5 · 10−5, α1 = 0.15 und β1 = 0.83: oben links ein simulierter Datensatz; in den anderen
Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen von 10000 simu-
lierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (unten links) bzw.
die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts) zusammen mit
den Mittelwerten (schwarz) sowie in orange bzw. rot die entsprechenden Funktionen der BASF- und
Hoechst-Daten.
Die Abbildungen 4.7 und 4.8 zeigen exemplarisch die Simulationsergebnisse für zwei der
140 Fälle. Nach dem ersten Test ist das GARCH(1,1)-Modell mit diesen beiden Para-
meterkombinationen für die DAX- und S&P-Daten bzw. die BASF- und Hoechst-Daten
als geeignet in Frage gekommen. Im ersten Fall zeigen die Ergebnisse der ausführli-
chen Untersuchung, dass für die DAX- und die S&P-Daten sowohl (Q), als auch (A)
erfüllt sind. Da zudem L0.01 = 38 und L0.99 = 58 gilt und die Volatilitätsfunktionen
der DAX- und der S&P-Daten 49 bzw. 50 konstante Intervalle haben, gilt auch (L) für
beide Datensätze. Die Verweildauern der Volatilität werden hingegen durch die simu-
lierten Datensätze nicht adäquat beschrieben. Erneut weisen die Volatilitätsfunktionen
der simulierten Datensätze zu wenige sehr kurze Intervalle auf. Bei der anderen Parame-
terkombination werden die Quantile und die Autokorrelationen der absoluten Zuwächse
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der BASF- und der Hoechst-Daten nicht geeignet wiedergegeben. Im Vergleich zu den
beiden Orginaldatensätzen sind zu wenige der simulierten Zuwächse gleich null und die
Autokorrelationen bis zur Ordnung 22 zu groß. Neben (Q) und (A) ist erneut (V) nicht
erfüllt. Auch hier haben die Volatilitätsfunktionen der simulierten Datensätze zu wenige
sehr kurze konstante Intervalle. Lediglich Bedingung (L) gilt. Die Volatilitätsfunktio-
nen der BASF- und der Hoechst-Daten liegen mit 58 bzw. 60 Intervallen zwischen dem
1%-Quantil L0.01 = 47 und dem 99%-Quantil L0.99 = 68.
Insgesamt konnte in der vorgestellten zweistuﬁgen Simulationsstudie unter 2431 Para-
meterkombinationen also keine gefunden werden, für die das GARCH(1,1)-Modell als
adäquate Beschreibung eines der täglichen Orginaldatensätze angesehen werden kann.
Auch die 140 Kombinationen, die nach einer ersten Überprüfung von (Q′), (A′), (L′) und
(V′) möglicherweise geeignet scheinen, erweisen sich in ausführlichen Untersuchungen als
ungeeignet, die geforderten Bedingungen (Q), (A), (L) und (V) zu erfüllen.
4.6 Nicht-Gauß'sches Ornstein-Uhlenbeck-Modell
In diesem Abschnitt wird ein Modell aus der großen Gruppe der Stochastischen Volatili-
tätsmodelle betrachtet, das nicht-Gauß'sche Ornstein-Uhlenbeck-Modell aus Barndorﬀ-
Nielsen und Shephard (2001, 2002).
Deﬁnition 4.2 Im Ornstein-Uhlenbeck-Modell (OU-Modell) ist der Volatilitätsprozess
σ(t), t ≥ 0, bestimmt durch die Stochastische Diﬀerentialgleichung
(4.6) dσ(t)2 = −λσ(t)2dt+ dL(λt)
mit einem Parameter λ > 0 und einem Lévy-Prozess L(t), t ≥ 0, mit isotonen Pfa-
den.13 Der logarithmierte Preisprozess G(t), t ≥ 0, ist gegeben durch die Stochastische
Diﬀerentialgleichung
(4.7) dG(t) = (µ+ βσ(t)2)dt+ σ(t)dB(t)
mit Parametern µ, β ∈ R und einer Brown'schen Bewegung B(t), t ≥ 0, die unabhängig
von L(t), t ≥ 0, ist.
Ein nicht-Gauß'sches OU-Modell liegt vor, wenn der Lévy-Prozess L(t), t ≥ 0, keine
Brown'sche Bewegung ist.
Neben den drei Parametern µ, β und λ hängt das OU-Modell insbesondere vom Lévy-
Prozess L(t), t ≥ 0, ab. In den folgenden Simulationen werden spezielle Lévy-Prozesse
verwendet: bewertete Poisson-Prozesse (vgl. auch ihre Anwendung in Klüppelberg et al.
(2004, 2006)). Ein bewerteter Poisson-Prozess mit Parameter α > 0 und Q-verteilten
Sprunghöhen ist ein stochastischer Prozess L(t) =
∑N(t)
i=1 Z(i), t ≥ 0, mit einem Poisson-
Prozess N(t), t ≥ 0, zum Parameter α und unabhängig identisch Q-verteilten Zufalls-
variablen Z(i), i ∈ N, die unabhängig von N(t), t ≥ 0, sind. Damit ein bewerteter
Poisson-Prozess - wie für das OU-Modell gefordert - isotone Pfade hat, muss zusätzlich
Z(i) ≥ 0 für i ∈ N gelten. Das OU-Modell mit einem solchen bewerteten Poisson-Prozess
13 Ein Lévy-Prozess ist ein stochastischer Prozess L(t), t ≥ 0, mit L0 = 0 f.s., unabhängigen und
stationären Zuwächsen sowie Càdlàg-Pfaden (vgl. z.B. Bertoin (1996)).
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Abbildung 4.9: Darstellung der Simulationsergebnisse für das OU-Modell mit den Parametern µ = 0,
β = 0, λ = 0.02, α = 1 und Q = |N(0, 1)|: oben links ein simulierter Datensatz; in den anderen
Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen von 10000
simulierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (unten links)
bzw. die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts) zusammen
mit den Mittelwerten (schwarz) sowie in orange bzw. rot die entsprechenden Funktionen der DAX- und
BMW-Daten. (In der Graphik der Quantile ist die Skalierung der BMW-Daten an die der DAX-Daten
angepasst.)
ist nicht-Gauß'sch und wird durch die numerischen Parameter µ, β, λ und α sowie die
Verteilung Q beschrieben. µ, β, λ, α und Q werden zukünﬁg kurz als Parameter des
OU-Modells bezeichnet.
Für erste Simulationen sind wie in Barndorﬀ-Nielsen und Shephard (2002), Abschnitt
2.2, µ = 0, β = 0 und λ = 0.02 sowie α = 1 und für Q die einseitige Standard-
Normalverteilung |N(0, 1)|, d.h. Z(i) = |Y (i)| mit Y (i) ∼ N(0, 1), gewählt worden. In
einer Untersuchung mit 10000 simulierten Datensätzen hat sich herausgestellt, dass das
OU-Modell mit diesen Parametern für keinen der acht Orginaldatensätze geeignet ist,
diesen bezüglich der Quantile, der Autokorrelationen und der Volatilität der Volatilität
adäquat zu beschreiben. Abbildung 4.9 zeigt die Simulationsergebnisse beispielhaft im
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Vergleich mit den DAX- und den BMW-Daten. Für beide Datensätze werden die abso-
luten Zuwächse nicht geeignet wiedergegeben. Im Vergleich zu den DAX-Daten weisen
die simulierten Datensätze zu viele extreme Werte auf, im Vergleich zu den BMW-Daten
zu wenige. Kriterium (A) an die Autokorrelationen ist für die DAX-Daten erfüllt und
für die BMW-Daten nicht. Der anfängliche schnelle Abfall der Autokorrelationsfunktion
der BMW-Daten wird durch die Autokorrelationsfunktionen der simulierten Datensätze
nicht erfasst. Die stückweise konstanten Volatilitätsfunktionen der simulierten Datensät-
ze liefern L0.01 = 54 und L0.99 = 75 als 1%- bzw. 99%-Quantil der Intervallanzahlen. Da
die Volatilitätsfunktionen der DAX- und der BMW-Daten 49 bzw. 72 Intervalle haben,
gilt Bedingung (L) somit nur für die BMW-Daten. Die Verweildauern der Volatilität wer-
den für beide Orginaldatensätze nicht geeignet approximiert. Die Volatilitätsfunktionen
der simulierten Datensätze haben zu wenig kurze und im Vergleich zu den DAX-Daten
auch zu wenig lange konstante Intervalle. Insgesamt ist also von den vier Bedingun-
gen (Q), (A), (L) und (V) jeweils nur eine erfüllt, für die DAX-Daten (A) und für die
BMW-Daten (L).
Wie das GARCH(1,1)-Modell ist auch das OU-Modell in einer Simulationsstudie für
weitere Parameterkombinationen untersucht worden. Dabei wurden für µ, β, λ und α
die folgenden Werte ausgewählt:
µ : −0.5, −0.1, −0.01, 0, 0.01, 0.1, 0.5(4.8)
β : −1, −0.5, −0.1, −0.01, 0, 0.01, 0.1, 0.5, 1(4.9)
λ : 0.005, 0.01, 0.02, 0.03, 0.05, 0.1(4.10)
α : 0.5, 0.75, 1, 1.25, 1.5, 2(4.11)
Zusätzlich wurde die Verteilung Q der Sprunghöhen des bewerteten Poisson-Prozesses
variiert. Neben der einseitigen Standard-Normalverteilung |N(0, 1)| sind hier die einsei-
tigen Cauchy-Verteilungen |C(0, 1)| und |C(0, 0.01)| betrachtet worden.
In einem ersten Test ist für jede der 6804 Kombinationen aus den angegebenen Para-
meterwerten mit jeweils 200 Simulationen überprüft worden, ob die Bedingungen (Q′),
(A′), (L′) und (V′) erfüllt sind. Tabelle 4.3 zeigt für jeden der Orginaldatensätze die
Anzahlen an Parameterkombinationen, für die die simulierten Datensätze den einzelnen
Bedingungen bzw. Kombinationen aus diesen genügen. Wie beim GARCH(1,1)-Modell
liegen die Ergebnisse der acht Orginaldatensätze für Bedingung (Q′) sehr weit ausein-
ander, während die Unterschiede für (A′), (L′) und (V′) nicht so groß sind. Weiter fallen
- insbesondere im Vergleich zu den Angaben für die einzelnen Bedingungen - die gerin-
gen Anzahlen an Parameterkombinationen auf, die (Q′) und (V′) bzw. (A′) und (V′)
gleichzeitig erfüllen. Dies wirkt sich auf die Anzahlen an Kombinationen aus, die für
mindestens einen Orginaldatensatz allen vier Bedingungen genügen. Hier sind lediglich
für die DAX-Daten neun, die S&P-Daten vier sowie die BASF-Daten sieben solcher
Kombinationen zu beobachten.
Die insgesamt 17 verschiedenen Parameterkombinationen, die nach dem ersten Test für
mindestens einen Orginaldatensatz als geeignet in Frage kommen, sind in einem zwei-
ten Schritt daraufhin untersucht worden, ob sie die Bedingungen (Q), (A), (L) und (V)
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(Q′) 1879 2539 2006 2092 1352 1240 0 814
(A′) 1995 1574 1588 1570 1449 1333 1574 1173
(L′) 1440 1438 1284 1303 1355 1332 1289 1249
(V′) 352 309 266 101 410 178 339 271
(Q′)+(A′) 438 607 461 545 226 196 0 123
(Q′)+(L′) 694 802 469 487 363 312 0 125
(Q′)+(V′) 67 24 0 0 23 0 0 0
(A′)+(L′) 350 308 397 397 258 265 355 253
(A′)+(V′) 122 85 12 4 102 42 45 6
(L′)+(V′) 336 304 264 101 403 168 307 269
(Q′)+(A′)+(L′) 165 164 246 265 87 73 0 20
(Q′)+(A′)+(V′) 9 4 0 0 7 0 0 0
(Q′)+(L′)+(V′) 62 24 0 0 23 0 0 0
(A′)+(L′)+(V′) 119 85 12 4 100 40 41 6
(Q′)+(A′)+(L′)+(V′) 9 4 0 0 7 0 0 0
Tabelle 4.3: Übersicht über die Ergebnisse der Simulationsstudie zum OU-Modell. Untersucht wur-
den 6804 verschiedene Kombinationen der Parameter µ, β, λ, α gemäß (4.8)(4.11) und Q =
|N(0, 1)|, |C(0, 1)|, |C(0, 0.01)|. Angegeben sind für jeden Orginaldatensatz die Anzahlen an Parame-
terkombinationen, für die 200 simulierte Datensätze die einzelnen Bedingungen (Q′), (A′), (L′) und
(V′) bzw. Kombinationen aus diesen erfüllen.
erfüllen. Dabei hat sich in ausführlichen Simulationen herausgestellt, dass die mit die-
sen Parameterkombinationen simulierten Datensätze für keinen der Orginaldatensätze
allen vier Bedingungen genügen. Die Abbildungen 4.10 und 4.11 zeigen beispielhaft die
Simulationsergebnisse für zwei der 17 Parameterkombinationen, die nach dem ersten
Test für die S&P- und BASF- bzw. die DAX-Daten potentiell geeignet scheinen und
deshalb mit diesen verglichen werden. Im ersten Fall werden die absoluten Zuwächse der
S&P-Daten durch die simulierten Datensätze adäquat wiedergegeben, während dies für
die absoluten Zuwächse der BASF-Daten lediglich bis auf die vielen Zuwächse der Größe
null zutriﬀt. Wie (Q) ist auch Bedingung (A) an die Autokorrelationen der absoluten
Zuwächse nur für die S&P-Daten erfüllt. Im Vergleich zu den BASF-Daten sind die
Autokorrelationen der simulierten Datensätze bis zur Ordnung 11 zu groß. Bedingung
(L) an die Intervallanzahl der Volatilitätsfunktion gilt für beide Orginaldatensätze. Die
50 bzw. 58 konstanten Intervalle für die S&P- bzw. BASF-Daten liegen zwischen den
Quantilen L0.01 = 44 und L0.99 = 65 der Simulationen. Dagegen ist Bedingung (V) an
die Verweildauern der Volatilität für beide Datensätze erneut wegen zu weniger sehr
kurzer Intervalle der Volatilitätsfunktionen der simulierten Datensätze nicht erfüllt. Die
mit der anderen Parameterkombination durchgeführten Simulationen beschreiben die
DAX-Daten bezüglich der Quantile der absoluten Zuwächse sowie der Intervallanzahl
der Volatilitätsfunktion mit L0.01 = 36 und L0.99 = 55 in der geforderten Weise, genügen
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Abbildung 4.10: Darstellung der Simulationsergebnisse für das OU-Modell mit den Parametern
µ = 0.1, β = 0.1, λ = 0.03, α = 2 und Q = |C(0, 0.01)|: oben links ein simulierter Datensatz; in
den anderen Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen
von 10000 simulierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (un-
ten links) bzw. die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts)
zusammen mit den Mittelwerten (schwarz) sowie in orange bzw. rot die entsprechenden Funktionen der
S&P- und BASF-Daten. (In der Graphik der Quantile ist die Skalierung der BASF-Daten an die der
S&P-Daten angepasst.)
aber nicht den Bedingungen (A) und (V). Im Vergleich zu den DAX-Daten sind die
Autokorrelationen der Ordnungen 17 bis 25 zu groß und sehr kurze Verweildauern der
Volatilität wiederum unterrepräsentiert.
Alles in allem konnte somit in der vorgestellten Simulationsstudie unter 6804 Parame-
terkombinationen keine ermittelt werden, für die das OU-Modell einen der täglichen
Orginaldatensätze in der geforderten Weise adäquat beschreibt. Kommen nach dem er-
sten Test mit (Q′), (A′), (L′) und (V′) noch 17 Kombinationen hierfür in Frage, so zeigen
ausführliche Untersuchungen, dass unter diesen Parametern simulierte Datensätze nicht
in der Lage sind, die Bedingungen (Q), (A), (L) und (V) zu erfüllen.
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Abbildung 4.11: Darstellung der Simulationsergebnisse für das OU-Modell mit den Parametern
µ = −0.1, β = 0.01, λ = 0.02, α = 2 und Q = |C(0, 0.01)|: oben links ein simulierter Datensatz;
in den anderen Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen
von 10000 simulierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (un-
ten links) bzw. die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts)
zusammen mit den Mittelwerten (schwarz) sowie rot die entsprechenden Funktionen der DAX-Daten.
4.7 Zeitstetiges GARCH-Modell
Nach dem GARCH(1,1)- und dem OU-Modell wird in diesem Abschnitt ein Modell
betrachtet, das den GARCH-Ansatz mit dem Konzept der stochastischen Volatilität
verbindet: das zeitstetige GARCH-Modell (Continuous-time GARCH model) von Klüp-
pelberg et al. (2004, 2006). Auch wenn dieses Modell primär zur Beschreibung von Hoch-
frequenzdaten entwickelt worden ist, soll es hier auf seine Eignung zur Modellierung der
täglichen Orginaldatensätze getestet werden.
Deﬁnition 4.3 Im zeitstetigen GARCH-Modell (COGARCH-Modell) ist der Volatili-
tätsprozess σ(t), t ≥ 0, gegeben durch die Stochastische Integralgleichung
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(4.12) σ(t)2 =
(
β
∫ t
0
eX(s)ds+ σ(0)2
)
e−X(t-)
mit festen Parametern β > 0, 0 < δ < 1, λ ≥ 0 und dem Càdlàg-Prozess X(t) =
−t log δ −∑0<s≤t log (1+ λδ (∆L(t))2), t ≥ 0, wobei L(t), t ≥ 0, ein Lévy-Prozess mit
Sprüngen ∆L(t) = L(t)−L(t-) ist.14 Der logarithmierte Preisprozess G(t), t ≥ 0, ist
gegeben durch die Stochastische Diﬀerentialgleichung
(4.13) dG(t) = σ(t)dL(t).
Im Vergleich zum OU-Modell fällt in der Deﬁnition des COGARCH-Modells auf, dass der
Volatilitätsprozess und der logarithmierte Preisprozess durch den gleichen Lévy-Prozess
angetrieben werden. Dadurch kann der logarithmierte Preisprozess des COGARCH-
Modells insbesondere Sprünge aufweisen, während der durch eine Brown'sche Bewegung
angetriebene logarithmierte Preisprozess des OU-Modells stetig ist. Betrachtet man die
zu (4.6) äquivalente stochastische Integralgleichung σ(t)2 =
( ∫ t
0
eλsdL(λs)+σ(0)2
)
e−λt,
so zeigt sich im Vergleich mit (4.12) ferner, dass der Lévy-Prozess beim OU-Modell als
Integrator und beim COGARCH-Modell im Integrand auftritt (für einen ausführlichen
Vergleich der beiden Modelle siehe Klüppelberg et al. (2006)).
Wie beim OU-Modell werden in den Simulationen zum COGARCH-Modell für Lévy-
Prozesse bewertete Poisson-Prozesse verwendet. Das COGARCH-Modell hängt dann
von den Parametern β, δ, λ sowie dem Parameter α und der Verteilung Q der Sprung-
höhen des bewerteten Poisson-Prozesses ab. β, δ, λ, α und Q werden zukünﬁg kurz als
Parameter des COGARCH-Modells bezeichnet.
Zunächst sind Simulationen mit den Parameterwerten aus Klüppelberg et al. (2004), Bei-
spiel 3.1, erzeugt worden. Die mit β = 1, δ = 0.95, λ = 0.045, α = 1 und Q = N(0, 1)
simulierten Datensätze sind allerdings für keinen der acht Orginaldatensätze in der Lage,
diesen bezüglich der Quantile der absoluten Zuwächse und der Volatilität der Volatilität
geeignet zu beschreiben. Im Vergleich mit den Orginaldatensätzen weisen die simulierten
Zuwächse zu viele Werte nahe bei null und zu viele extrem kleine und extrem große Werte
auf. Die Unterschiede im Schwankungsverhalten der Volatilität machen sich zum einen in
den Intervallanzahlen der stückweise konstanten Volatilitätsfunktionen bemerkbar. Den
Quantilen L0.01 = 181 und L0.99 = 255 stehen hier 49 bis 76 konstante Intervalle der
Orginaldatensätze gegenüber. Zum anderen weichen die Verteilungen der Verweildauern
der Volatilität deutlich voneinander ab. Aufgrund der Ergebnisse für die Intervallan-
zahlen nicht unerwartet haben die Volatilitätsfunktionen der simulierten Datensätze
erheblich weniger längere konstante Intervalle. Im Gegensatz zu den Bedingungen (Q),
(L) und (V) ist Bedingung (A) an die Autokorrelationen für die acht Orginaldatensätze
erfüllt. Allerdings ist hier anzumerken, dass die Autokorrelationsfunktionen der simu-
lierten Datensätze nahezu linear abfallen, was bei den Orginaldatensätzen nicht der Fall
ist. Abbildung 4.12 zeigt die Simulationsergebnisse exemplarisch im Vergleich mit den
DAX- und den BMW-Daten.
14 Da die Càdlàg-Pfade von L(t), t ≥ 0, nur abzählbar viele Sprungstellen besitzen, ist der Prozess
X(t), t ≥ 0, wohldeﬁniert.
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Abbildung 4.12: Darstellung der Simulationsergebnisse für das COGARCH-Modell mit den Parame-
tern β = 1, δ = 0.95, λ = 0.045, α = 1 und Q = N(0, 1): oben links ein simulierter Datensatz; in den
anderen Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen von
10000 simulierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (unten
links) bzw. die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts) zu-
sammen mit den Mittelwerten (schwarz) sowie in orange bzw. rot die entsprechenden Funktionen der
DAX- und BMW-Daten. (In der Graphik der Quantile ist die Skalierung der BMW-Daten an die der
DAX-Daten angepasst.)
In einer Simulationsstudie ist das COGARCH-Modell für weitere Parameterkombinatio-
nen betrachtet worden. Für β, δ, λ und α wurden dabei die folgenden Werte verwendet:
β : 0.5, 1, 1.5(4.14)
δ : 0.94, 0.945, 0.949, 0.95, 0.951, 0.955, 0.96(4.15)
λ : 0.03, 0.035, 0.04, 0.044, 0.045, 0.046, 0.05, 0.055(4.16)
α : 0.1, 0.5, 0.75, 1, 1.25, 1.5, 2(4.17)
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(Q′) 0 0 0 0 0 0 1 0
(A′) 236 222 250 226 202 203 237 218
(L′) 6 6 46 53 19 32 36 43
(V′) 0 1 29 8 5 0 5 19
(Q′)+(A′) 0 0 0 0 0 0 0 0
(Q′)+(L′) 0 0 0 0 0 0 1 0
(Q′)+(V′) 0 0 0 0 0 0 1 0
(A′)+(L′) 1 3 25 26 6 14 23 28
(A′)+(V′) 0 0 16 1 0 0 1 9
(L′)+(V′) 0 1 29 8 5 0 5 19
(Q′)+(A′)+(L′) 0 0 0 0 0 0 0 0
(Q′)+(A′)+(V′) 0 0 0 0 0 0 0 0
(Q′)+(L′)+(V′) 0 0 0 0 0 0 1 0
(A′)+(L′)+(V′) 0 0 16 1 0 0 1 9
(Q′)+(A′)+(L′)+(V′) 0 0 0 0 0 0 0 0
Tabelle 4.4: Übersicht über die Ergebnisse der Simulationsstudie zum COGARCH-Modell. Unter-
sucht wurden 3528 verschiedene Kombinationen der Parameter β, δ, λ, α gemäß (4.14)(4.17) und
Q = N(0, 1), C(0, 1), C(0, 0.01). Angegeben sind für jeden Orginaldatensatz die Anzahlen an Parame-
terkombinationen, für die 200 simulierte Datensätze die einzelnen Bedingungen (Q′), (A′), (L′) und
(V′) bzw. Kombinationen aus diesen erfüllen.
Ferner wurden für die Verteilung Q der Sprunghöhen des bewerteten Poisson-Prozesses
die Standard-Normalverteilung N(0, 1) sowie die Cauchy-Verteilungen C(0, 1) und
C(0, 0.01) ausgewählt.15
Mit jeweils 200 Simulationen ist zunächst für jede der 3528 Kombinationen aus den
angegebenen Parameterwerten untersucht worden, ob die simulierten Datensätze als ge-
eignete Approximation eines der Orginaldatensätze in Frage kommen. Tabelle 4.4 zeigt
die Ergebnisse dieses ersten Tests. Angegeben sind wie bei den anderen Modellen für
jeden Orginaldatensatz die Anzahlen an Parameterkombinationen, für die die einzel-
nen Bedingungen (Q′), (A′), (L′) und (V′) bzw. Kombinationen aus ihnen erfüllt sind.
Auﬀällig ist, dass für sieben der acht Orginaldatensätze keine einzige Parameterkom-
bination existiert, für die die absoluten Zuwächse gemäß (Q′) wiedergegeben werden,
und für die Dresdner-Bank-Daten auch nur eine. Die Ursache hierfür ist in nahezu allen
Fällen die größere Schwankung in den simulierten Zuwächsen. Neben einer hohen An-
zahl an Zuwächsen nahe bei null weist die Verteilung der simulierten Daten oft deutlich
schwerere Ränder als die der Orginaldaten auf (vgl. Abbildung 4.12). Dies beeinﬂusst
auch das Schwankungsverhalten der Volatilität, so dass die simulierten Datensätze nur
15 Da der bewertete Poisson-Prozess beim COGARCH-Modell im Unterschied zum OU-Modell nicht
notwendig nicht-negative Pfade aufweisen muss, kann hier auf die Einschränkung auf die entspre-
chenden einseitigen Verteilungen verzichtet werden.
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Abbildung 4.13: Darstellung der Simulationsergebnisse für das COGARCH-Modell mit den Parame-
tern β = 1, δ = 0.94, λ = 0.03, α = 2 und Q = N(0, 1): oben links ein simulierter Datensatz; in den
anderen Graphiken jeweils in blau die gemäß den beschriebenen Verfahren berechneten Grenzen von
10000 simulierten Datensätzen für die Quantile (oben rechts), die Autokorrelationsfunktionen (unten
links) bzw. die empirischen Verteilungsfunktionen der Verweildauern der Volatilität (unten rechts) zu-
sammen mit den Mittelwerten (schwarz) sowie in orange bzw. rot die entsprechenden Funktionen der
Dresdner-Bank- und BMW-Daten. (In der Graphik der Quantile ist die Skalierung der BMW-Daten an
die der Dresdner-Bank-Daten angepasst.)
für wenige der getesteten Parameterkombinationen (L′) bzw. (V′) einhalten. Lediglich
Bedingung (A′) an die Autokorrelationen wird für jeden der Orginaldatensätze von einer
größeren Anzahl an Parameterkombinationen erfüllt. Hierbei ist aber anzumerken, dass
die Autokorrelationsfunktionen der simulierten Datensätze oft einen sehr großen Bereich
deﬁnieren, der dadurch wenig aussagekräftig ist (vgl. Abbildung 4.13).
Die geringen Anzahlen an Parameterkombinationen, die (Q′), (L′) und (V′) genügen,
führen dazu, dass für entsprechend wenige Kombinationen mehrere der Kriterien (Q′),
(A′), (L′) und (V′) gleichzeitig gelten und keine der Kombinationen einen der Orginal-
datensätze bezüglich allen vier Bedingungen beschreibt. Die 18 verschiedenen Parame-
terkombinationen, die für mindestens einen Orginaldatensatz drei der Kriterien erfüllen,
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sind nochmals in ausführlichen Simulationen überprüft worden - mit dem Ergebnis, dass
keine der Kombinationen einen der Orginaldatensätze im Sinne von (Q), (A), (L) und
(V) geeignet wiedergibt. Abbildung 4.13 zeigt beispielhaft die Simulationsergebnisse für
eine der Parameterkombinationen im Vergleich mit den BMW- und Dresdner-Bank-
Daten. Bedingung (Q) ist für beide Datensätze nicht erfüllt, da zu viele der simulierten
Zuwächse nahe bei null liegen. Zudem fällt in der Graphik der Quantile der absolu-
ten Zuwächse auf, dass die simulierten 98%-Grenzen sehr weit auseinander laufen, d.h.
sich die einzelnen Simulationen sehr unterschiedlich verhalten, und so die Aussagekraft
dieser Grenzen zu hinterfragen ist. Die Autokorrelationen der Dresdner-Bank-Daten
werden durch die simulierten Datensätze geeignet beschrieben, während dies bei den
BMW-Daten auf die Autokorrelationen der Ordnungen 24 bis 31 nicht zutriﬀt. Auch
bei den Autokorrelationsfunktionen liegen die berechneten Grenzen weit auseinander.
Zusätzlich ist der schon in Abbildung 4.12 zu beobachtende nahezu lineare Verlauf der
Autokorrelationsfunktionen auﬀällig. Wie Kriterium (A) sind auch die Bedingungen (L)
und (V) an die Volatilität der Volatilität nur für die Dresdner-Bank-Daten erfüllt. Mit
62 konstanten Intervallen passt ihre Volatilitätsfunktion zu den für die Simulationen
ermittelten Quantilen L0.01 = 44 und L0.99 = 67 und die der BMW-Daten mit 72 In-
tervallen nicht. Für die Dresdner-Bank-Daten werden auch die Längen der konstanten
Intervalle durch die Volatilitätsfunktionen der simulierten Datensätze geeignet wieder-
gegeben. Im Vergleich mit den BMW-Daten weisen diese allerdings erneut zu wenige
sehr kurze Intervalle auf.
Insgesamt konnte in der beschriebenen Simulationsstudie unter 3528 Parameterkombi-
nationen also keine ausﬁndig gemacht werden, für die das COGARCH-Modell einen der
acht Orginaldatensätze gemäß (Q), (A), (L) und (V) adäquat approximiert.
4.8 Zusammenfassung der Simulationsergebnisse
In den letzten drei Abschnitten sind das GARCH(1,1)-, das OU- und das COGARCH-
Modell daraufhin untersucht worden, ob sie einen der acht täglichen Orginaldatensätze
bezüglich der Quantile und der Autokorrelationen der absoluten Zuwächse sowie der
Volatilität der Volatilität geeignet beschreiben. Mit dem zuvor deﬁnierten Verfahren sind
die Modelle in den vorgestellten Simulationsstudien für eine Vielzahl an verschiedenen
Parameterkombinationen getestet worden. Dabei konnte keine Konstellation gefunden
werden, für die das entsprechende Modell einen Orginaldatensatz gemäß (Q), (A), (L)
und (V) adäquat wiedergibt.
Doch auch wenn kein geeignetes Modell ausgemacht werden konnte, demonstrieren die
präsentierten Untersuchungen, wie der deﬁnierte Test zur Validierung von Finanzdaten-
modellen eingesetzt werden kann. Dabei bewährt sich die stückweise konstante Vola-
tilitätsschätzung aus Kapitel 2 als praktikables Hilfsmittel zum Vergleich des Schwan-
kungsverhaltens der Volatilität von Orginaldaten und simulierten Datensätzen. In den
Simulationsstudien hat sich gezeigt, dass die Bedingungen (Q), (A), (L) und (V) unter-
schiedlich oft erfüllt sind. Während die Kriterien (A) und (L) für vergleichsweise viele der
betrachteten Parameterkombinationen gelten, ist Bedingung (V) an die Verweildauern
der Volatilität scheinbar schwerer zu erfüllen. Die Volatilitätsfunktionen der simulierten
Datensätze weisen in der Regel zu wenige sehr kurze Intervalle auf. Für Bedingung (Q)
ist keine allgemeine Aussage möglich.
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Trotz der vielen überprüften Parameterkombinationen lässt sich aus den Simulations-
studien nicht endgültig schließen, dass die betrachteten einfachen Formen des
GARCH(1,1)-, OU- und COGARCH-Modells generell ungeeignet zur Approximation
der Orginaldatensätze sind. Möglicherweise sind nur die verkehrten Parameterwerte
untersucht worden. Allein die Verteilung Q der Sprunghöhen des bewerteten Poisson-
Prozesses ermöglicht viele Variationen für das OU- und das COGARCH-Modell. Den-
noch liegt es nahe, aufgrund der Simulationsergebnisse komplexere Modelle zu betrach-
ten. Dies könnten zum einen kompliziertere Formen der getesteten Modelle sein wie
GARCH(p,q)-Modelle höherer Ordnungen, OU- und COGARCH-Modelle mit ande-
ren Lévy-Prozessen als bewerteten Poisson-Proszessen (siehe z.B. Bertoin (1996), Sato
(1999)) oder OU-Modelle mit Superpositionen von unabhängen OU-Prozessen als Vola-
tilitätsprozess (vgl. Barndorﬀ-Nielsen und Shephard (2002)). Daneben bieten sich aber
auch andere Modelle an wie etwa das CHARN-Modell von Bossaerts et al. (1996), das
Adaptive-Belief-Modell aus Hommes (2002) und die stochastischen Volatilitätsmodelle
aus Taylor (1994), Tsay (2002) und Chib et al. (2002). Aufgrund des großen Zeitraums
von über 30 Jahren, den die Orginaldaten umfassen, stellt sich zudem die Frage, ob
erwartet werden kann, dass ein Modell mit einer festen Parameterkombination in der
Lage ist, einen Orginaldatensatz zu beschreiben, oder ob vielmehr Strukturbrüche in
den Daten zugelassen werden sollten. Zum Auﬃnden von Strukturbrüchen sind in der
Literatur verschiedene Verfahren vorgeschlagen worden (siehe z.B. Csörg® und Horváth
(1988), Brodsky und Darkhovsky (1993), Chen und Gupta (2001), Wong et al. (2001),
Chen et al. (2005), Mikosch und St ric  (2004)). Eine andere Möglichkeit sind Modelle
wie die aus Ané und Geman (2000) und Davies (2006), die Strukturbrüche durch Zeit-
transformationen implizit beinhalten. Für Letzteres ist in Davies (2006) gezeigt worden,
dass es die S&P-Daten - annähernd in der hier deﬁnierten Weise - adäquat approximiert.
Da das Ziel dieses Kapitels die Beschreibung eines Verfahrens zur Validierung von Fi-
nanzdatenmodellen und seine Anwendung auf einige Modelle war, wird an dieser Stelle
von der Untersuchung weiterer Modelle abgesehen. Es sei aber darauf hingewiesen, dass
der vorgestellte Test modellunabhängig ist und damit insbesondere auch alle oben an-
gesprochenen Modelle mit ihm untersucht werden können. Ferner ist er nicht auf täglich
aufgezeichnete Daten beschränkt, sondern auch auf andere Datensätze wie z.B. Hoch-
frequenzdaten anwendbar.
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A Datensätze
Zur Illustration der präsentierten Verfahren werden in der vorliegenden Arbeit verschie-
dene Finanzdatensätze betrachtet, die im Folgenden näher vorgestellt werden.
Die zwei Hauptbeispiele sind tägliche Daten des Deutschen Aktienindex (DAX) bzw.
des Standard & Poor's 500 Index (S&P 500). Beide Datensätze umfassen jeweils einen
Zeitraum von ca. 38 Jahren mit etwa 9600 Beobachtungen, die DAX-Daten die Periode
vom 04.01.1960 bis zum 30.04.1998 und die S&P-Daten die vom 02.01.1953 bis zum
31.12.1990. Die Abbildungen 1.1 und 1.2 in der Einleitung zeigen den Kursverlauf und
die Zuwächse16 der beiden Datensätze. Abgesehen von DAX und S&P 500 werden sechs
weitere Beispiele täglich aufgezeichneter Daten verwendet. Hierbei handelt es sich um
die Aktienkurse von BMW, Daimler, BASF, Hoechst sowie Dresdner und Deutscher
Bank. Die sechs Datensätze beziehen sich alle auf den Zeitraum vom 04.01.1960 bis zum
30.04.1998 und weisen ebenfalls jeweils ca. 9600 Beobachtungen auf. Der Kursverlauf
und die Zuwächse dieser Datensätze sind in den Abbildungen A.1A.6 zu sehen.
Neben den täglichen Datensätzen wird an einigen Stellen der Arbeit auch ein Hoch-
frequenz-Datensatz betrachtet. Es ist der über den Zeitraum eines Jahres vom 01.10.1992
bis zum 30.09.1993 alle zwanzig Minuten festgehaltene Wechselkurs von Deutscher Mark
(DEM) und US Dollar (USD). Dieser Datensatz stammt von der MD*Base
(http://www.quantlet.org/mdbase) und umfasst knapp 25500 Beobachtungen. In Haf-
ner (1998) wird beschrieben, wie er um Messfehler etc. bereinigt worden ist. Abbildung
A.7 zeigt des Kursverlauf und die Zuwächse der DEM/USD-Daten.
In Tabelle A.1 werden einige Kennzahlen der neun genannten Datensätze aufgelistet.
Insbesondere die teilweise hohe Anzahl an Zuwächsen der Größe null ist erwähnenswert.
Der Frage, ob diese Zuwächse tatsächlich null sind oder ob es sich um Rundungs- bzw.
Datensatz n n0 min q0.01 q0.99 max MAD
DAX 9589 26 −0.1281 −0.0258 0.0255 0.1275 0.0058
S&P 500 9558 0 −0.2290 −0.0213 0.0222 0.0871 0.0043
BMW 9567 668 −0.1926 −0.0446 0.0505 0.2825 0.0076
Daimler 9548 573 −0.1629 −0.0422 0.0456 0.1568 0.0070
BASF 9590 715 −0.1020 −0.0315 0.0340 0.1303 0.0065
Hoechst 9590 773 −0.1098 −0.0315 0.0349 0.1287 0.0065
Dresdner Bank 9590 976 −0.1105 −0.0340 0.0395 0.1392 0.0065
Deutsche Bank 9590 778 −0.1341 −0.0303 0.0340 0.1123 0.0059
DEM/USD 25433 1135 −0.0115 −0.0022 0.0022 0.0095 0.0004
Tabelle A.1: Einige Kennzahlen für die Zuwächse der verschiedenen Datensätze. Angegeben sind die
Gesamtanzahl n an Zuwächsen und die Anzahl n0 an Zuwächsen, die gleich null sind, sowie Minimum,
1%-Quantil, 99%-Quantil, Maximum und MAD der Zuwächse.
16 Wie in der Einleitung erläutert werden in dieser Arbeit grundsätzlich die Zuwächse der logarithmier-
ten Kurswerte betrachtet.
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Abbildung A.1: Kursverlauf und Zuwächse der BMW-Daten.
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Abbildung A.2: Kursverlauf und Zuwächse der Daimler-Daten.
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Abbildung A.3: Kursverlauf und Zuwächse der BASF-Daten.
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Abbildung A.4: Kursverlauf und Zuwächse der Hoechst-Daten.
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Abbildung A.5: Kursverlauf und Zuwächse der Dresdner-Bank-Daten.
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Abbildung A.6: Kursverlauf und Zuwächse der Deutsche-Bank-Daten.
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Abbildung A.7: Kursverlauf und Zuwächse der DEM/USD-Daten.
Datenfehler handelt, soll in dieser Arbeit nicht nachgegangen werden. Die Zuwächse
der Größe null führen allerdings bei der stückweise konstanten Volatilitätsschätzung in
Kapitel 2 zu zusätzlichen Schwierigkeiten (siehe Abschnitt 2.3).
B Beweise zu Abschnitt 2.6
In diesem Anhang werden die Sätze 2.11 zum Auﬃnden einer Sprungstelle der vorge-
gebenen Volatilitätsfunktion σ durch die berechnete stückweise konstante Funktion σn
und 2.13 zur Begründung der Rate logn
n
in Satz 2.11 bewiesen. Vor den eigentlichen
Beweisen folgen jeweils Lemmata.
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also (B.2) auch für m+2. 
Lemma B.2 Ist m ∈ N mit m ≥ 2, so gilt für das 7
8
-Quantil χ2
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der χ2-Verteilung
mit m Freiheitsgraden
(B.3) χ2
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Beweis: Für m ∈ N mit m ≥ 2 und eine χ2m-verteilte Zufallsvariable X ist Ungleichung
(B.3) äquivalent zu
P
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also (B.4) auch für m+2. 
Lemma B.3 Für alle h ≥ 1 und d ≥ 0 gilt
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Beweis: Seien h ≥ 1 und d ≥ 0. Dann ist
(B.6) f(t) :=
(
t
h
)h−1
eh−t auf [h− 1,∞[ streng monoton fallend.
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Lemma B.4 Seien k,K > 0 und αn := 1 − Kn−k für n ∈ N. Dann existiert ein
C := C(k,K) ≥ 1 so, dass für alle n,m ∈ N mit n ≥ max{2, k√4K} und m ≤ n das
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der χ2-Verteilung mit m Freiheitsgraden die folgende Ungleichung
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Mit der Stirling'schen Formel und, da f(t) :=
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Aus (B.8) und (B.9) folgt
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Lemma B.5 Seien k,K > 0 und αn := 1 − Kn−k für n ∈ N. Dann existiert ein
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Beweis: Sei n ∈ Nmit n ≥ max{2, k√4K}. Dann gilt insbesondere 1 > αn = 1−Kn−k ≥
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≥ χ2
m, 7
8
≥
m+2 und somit existiert ein γ := γn,m ≥ log 2logm > 0 mit χ2m, 1+αn
2
= m +mγ. Daher gilt
für eine χ2m-verteilte Zufallsvariable X
P
(
X ≤ χ2
m, 1+αn
2
)
= P (X ≤ m+mγ)
= 1 − 1
2
m
2 Γ(m
2
)
∫ ∞
m+mγ
x
m
2
−1e−
x
2 dx
= 1 − 1
Γ(m
2
)
∫ ∞
m+mγ
2
t
m
2
−1e−t dt
und folglich mit der Stirling'schen Formel sowie Lemma B.3
P
(
X ≤ χ2
m, 1+αn
2
)
≥ 1 − 1√
2pi
(
m
2
)m
2
− 1
2 e−
m
2
∫ ∞
m+mγ
2
t
m
2
−1e−t dt
= 1 − 1√
pim
∫ ∞
m+mγ
2
(
2t
m
)m
2
−1
e
m
2
−t dt
≥ 1 − 4√
pim
∫ 2m+mγ
4
m
2
+m
γ
4
(
2t
m
)m
2
−1
e
m
2
−t dt .
Da f(t) :=
(
2t
m
)m
2
−1
e
m
2
−t auf [m
2
−1,∞[ streng monoton fallend ist, folgt daraus
P
(
X ≤ χ2
m, 1+αn
2
)
≥ 1 − 4√
pim
3
2
m
(
1 +
1
2
mγ−1
)m
2
−1
e−
1
4
mγ(B.12)
≥ 1 − 6√
pi
√
n exp
(
m
2
log
(
1 +
1
2
mγ−1
)
− 1
4
mγ
)
.
Ist nun γ ∈ (0, 1), so gilt mγ−1 ≤ 1 und daher existiert ein ξ ∈ (1, 1+ 1
2
mγ−1) ⊂ (1, 3
2
)
mit log(1 + 1
2
mγ−1) = 1
2
mγ−1 − 1
8ξ2
m2γ−2 ≤ 1
2
mγ−1 − 1
18
m2γ−2. In (B.12) eingesetzt folgt
P
(
X ≤ χ2
m, 1+αn
2
)
≥ 1 − 6√
pi
√
n exp
(
m
2
(
1
2
mγ−1 − 1
18
m2γ−2)− 1
4
mγ
)
= 1 − 6√
pi
√
n exp
(
− 1
36
m2γ−1
)
.
Ist andererseits γ ≥ 1, so gilt 1
2
mγ−1 ≥ 1
2
und wegen log(1 + x) ≤ 9
10
x für x ≥ 1
2
folgt
damit aus (B.12)
P
(
X ≤ χ2
m, 1+αn
2
)
≥ 1 − 6√
pi
√
n exp
(
m
2
9
20
mγ−1 − 1
4
mγ
)
= 1 − 6√
pi
√
n exp
(
− 1
40
mγ
)
.
Mit g(m, γ) :=
{
m2γ−1 für γ ∈ (0, 1)
mγ für γ ≥ 1 gilt also in beiden Fällen
P
(
X ≤ χ2
m, 1+αn
2
)
≥ 1 − 6√
pi
√
n exp
(
− 1
40
g(m, γ)
)
.(B.13)
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Ferner gilt
P
(
X ≤ χ2
m, 1+αn
2
)
=
1 + αn
2
= 1− K
2
n−k .(B.14)
Aus (B.13) und (B.14) folgt
K
2
n−k ≤ 6√
pi
√
n exp
(
− 1
40
g(m, γ)
)
und Umformen liefert
g(m, γ) ≤ 40((k+ 1
2
) log n+ log(12/
√
pi)− logK) ≤ C log n
mit C := 40k + 20 +
(
40 log(12/
√
pi)−40 logK
log 2
)+
.
Für γ ∈ (0, 1) gilt also m2γ−1 ≤ C log n und folglich mγ ≤ C√log n√m ; für γ ≥ 1 ergibt
sich mγ ≤ C log n.
Somit gilt für alle m ∈ N mit 2 ≤ m ≤ n
(B.15) χ2
m, 1+αn
2
= m+mγ ≤ m+ C
√
log n max{√m,
√
log n} .
Sei nun m = 1. Dann gilt für eine χ21-verteilte Zufallsvariable X Gleichung (B.14) sowie
wegen χ2
1, 1+αn
2
≥ χ2
1, 7
8
≥ 1 (siehe z.B. Wetzel et al. (1967))
P
(
X ≤ χ2
1, 1+αn
2
)
= 1 − 1
2
1
2Γ(1
2
)
∫ ∞
χ2
1, 1+αn2
x−
1
2 e−
x
2 dx(B.16)
≥ 1 − 1√
2pi
∫ ∞
χ2
1, 1+αn2
e−
x
2 dx = 1 −
√
2
pi
e−
χ2
1, 1+αn2
2 .
Aus (B.14) und (B.16) folgt K
2
n−k ≤
√
2
pi
e−
χ2
1, 1+αn2
2 und schließlich
χ2
1, 1+αn
2
≤ 2(k log n+ log(√8/pi)− logK)
≤ C log n ≤ 1 + C
√
log n max{1,
√
log n} .
Damit gilt (B.15) auch für m = 1. 
Für a ∈ R sei im Weiteren wie üblich dae := min{k ∈ Z : k ≥ a}.
Lemma B.6 Seien k,K > 0 und αn := 1 − Kn−k für n ∈ N. Dann gilt für jedes
τ0 ∈ ]0, 1[
lim
n→∞
χ2dnτ0e−1, 1−αn2
χ2dnτ0e−1, 1+αn2
= 1 und lim
n→∞
χ2
n−dnτ0e+1, 1−αn2
χ2
n−dnτ0e+1, 1+αn2
= 1 .
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Beweis: Sei τ0 ∈ ]0, 1[. Nach den Lemmata B.4 und B.5 existiert ein C > 0 so, dass für
n ∈ N mit n ≥ max{2, k√4K} und dnτ0e ≥ 2
1 ≥
χ2dnτ0e−1, 1−αn2
χ2dnτ0e−1, 1+αn2
≥ dnτ0e − 1− C
√
(dnτ0e − 1) log n
dnτ0e − 1 + C
√
log n max{√dnτ0e − 1,√log n}
≥ nτ0 − 1− C
√
nτ0 log n
nτ0 + C
√
log n max{√nτ0,
√
log n}
gilt. Wegen lim
n→∞
nτ0−1−C
√
nτ0 logn
nτ0+C
√
lognmax{√nτ0,
√
logn} = 1 folgt daraus
lim
n→∞
χ2dnτ0e−1, 1−αn2
χ2dnτ0e−1, 1+αn2
= 1
und analog
lim
n→∞
χ2
n−dnτ0e+1, 1−αn2
χ2
n−dnτ0e+1, 1+αn2
= 1 . 
Beweis von Satz 2.11: Für n ∈ N sei mn := dnτ0e − 1 ∈ {0, . . . , n−1}. Dann gilt für
jedes n ∈ N mit mn ≥ 1
(B.17) σ( i
n
) = 1 für i = 1, . . . ,mn und σ( in) = ε für i = mn+1, . . . , n
und Jn bezeichne die Menge aller nicht-leeren Teilintervalle von {1, . . . ,mn} und
{mn+1, . . . , n}, d.h. die Menge aller nicht-leeren Teilintervalle von {1, . . . , n}, auf denen
σ( ·
n
) konstant ist.
Sei weiter δ := 1
4
|1−ε2|. Nach Lemma B.6 existiert ein n0 ∈ N so, dass für alle n ∈ N
mit n ≥ n0 gilt mn = dnτ0e−1 ≥ 1 und
1− δ ≤
χ2
mn,
1−αn
2
χ2
mn,
1+αn
2
≤
χ2
mn,
1+αn
2
χ2
mn,
1−αn
2
≤ 1 + δ(B.18)
1− δ
ε2
≤
χ2
n−mn, 1−αn2
χ2
n−mn, 1+αn2
≤
χ2
n−mn, 1+αn2
χ2
n−mn, 1−αn2
≤ 1 + δ
ε2
.(B.19)
Sei im Folgenden n ∈ N mit n ≥ max{n0, 3, k
√
4K} fest. Da R( in )
σ( i
n
)
= Z( i
n
), i = 1, . . . , n,
unabhängig N(0, 1)-verteilt sind, gilt für jedes Intervall I ∈ Jn mit Wahrscheinlichkeit
αn
χ2|I|, 1−αn
2
≤
∑
i∈I
R( i
n
)2
σ( i
n
)2
≤ χ2|I|, 1+αn
2
,
und damit wegen |Jn| = O(n2) mindestens mit Wahrscheinlichkeit |Jn|αn − |Jn|+ 1 =
1− o(n−k+2)
(B.20) χ2|I|, 1−αn
2
≤
∑
i∈I
R( i
n
)2
σ( i
n
)2
≤ χ2|I|, 1+αn
2
für alle I ∈ Jn
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sowie insbesondere jeweils mit Wahrscheinlichkeit αn (beachte (B.17))
χ2
mn,
1−αn
2
≤
mn∑
i=1
R( i
n
)2 ≤ χ2
mn,
1+αn
2
(B.21)
ε2 χ2
n−mn, 1−αn2
≤
n∑
i=mn+1
R( i
n
)2 ≤ ε2 χ2
n−mn, 1+αn2
.(B.22)
Zunächst wird nun gezeigt, dass der Abstand von σn(·, ω)2 zu 1 auf { 1n , . . . , mnn } höch-
stens δ ist, sofern (B.21) gilt und σn(·, ω) auf { 1n , . . . , mnn } konstant ist. Sei dazu ω ∈ Ω
so, dass (B.21) und σn(·, ω)|{ 1
n
,...,mn
n
} ≡ s1 für ein s1 := s1(ω) > 0 gilt. Nach (2.37) gilt
dann
s21 χ
2
mn,
1−αn
2
≤
mn∑
i=1
R( i
n
, ω)2 ≤ s21 χ2mn, 1+αn2
und damit zusammen mit (B.21)
(B.23) max{1, s21}χ2mn, 1−αn2 ≤ min{1, s
2
1}χ2mn, 1+αn2 .
Ist nun s1 ≤ 1, so folgt aus (B.23) und (B.18)
1 ≥ s21 ≥
χ2
mn,
1−αn
2
χ2
mn,
1+αn
2
≥ 1− δ ;
gilt s1 > 1, so folgt ebenfalls aus (B.23) und (B.18)
1 ≤ s21 ≤
χ2
mn,
1+αn
2
χ2
mn,
1−αn
2
≤ 1 + δ .
Also gilt in beiden Fällen |s21 − 1| ≤ δ und damit
(B.24) |s21 − 1| ≤ δ für ω ∈ Ω, für die (B.21) und σn(·, ω)|{ 1
n
,...,mn
n
} ≡ s1
für ein s1 > 0 gilt.
Analog folgt
(B.25) |s22 − ε2| ≤ δ für ω ∈ Ω, für die (B.22) und σn(·, ω)|{mn+1
n
,...,1} ≡ s2
für ein s2 > 0 gilt.
Ist nun ω ∈ Ω so, dass (B.21) und (B.22) gelten und σn(·, ω) konstant ist, d.h. σn(·, ω) ≡ c
für ein c := c(ω) > 0, so gilt nach (B.24) und (B.25) |c2 − 1| ≤ δ und |c2 − ε2| ≤ δ
im Widerspruch zu |1 − ε2| > δ. Also gibt es kein ω ∈ Ω, für das (B.21) und (B.22)
gelten und σn(·, ω) konstant ist. Da (B.21) und (B.22) jeweils mit Wahrscheinlichkeit
αn gelten, ist σn(·, ω) somit mindestens mit Wahrscheinlichkeit 2αn−1 nicht konstant,
d.h. für A′n := {ω ∈ Ω : σn(·, ω) ist nicht konstant } gilt P (A′n) ≥ 2αn−1 = 1−o(n−k).
Seien weiter A˜n := {ω ∈ Ω : (B.20) ist erfüllt } und An := A˜n ∩ A′n. Dann gilt
P (An) ≥ 1− o(n−k+2) und als nächstes wird nun gezeigt, dass σn(·, ω) für ω ∈ An
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genau eine Sprungstelle besitzt und diese (2.38) erfüllt. Sei dazu ω ∈ An fest. Dann
wird durch σ˜n( in , ω) := σ(
i
n
), i = 1, . . . , n, eine stückweise konstante Funktion σ˜n(·, ω) :
[0, 1] −→ R+ mit genau einer Sprungstelle deﬁniert. Wegen ω ∈ A˜n erfüllt σ˜n(·, ω) zudem
Bedingung (2.37). Da σn(·, ω) nach Voraussetzung eine stückweise konstante Funktion
mit (2.37) und minimaler Anzahl an konstanten Intervallen ist, besitzt σn(·, ω) somit
höchstens eine Sprungstelle und daher wegen ω ∈ A′n genau eine Sprungstelle τn(ω).
Sei Mn := nτn(ω) − dnτ0e. Wegen τn(ω) ∈ { 2n , 3n , . . . , 1} und dnτ0e ∈ {2, . . . , n} gilt
Mn ∈ {−n+2, . . . , n−2}. Seien weiter s1, s2 ∈ R+, s1 6= s2, die Werte von σn(·, ω)
auf { 1
n
, . . . , τn(ω) − 1n} bzw. {τn(ω), . . . , 1}, d.h. σn(·, ω)|{ 1n ,...,τn(ω)− 1n} ≡ s1 und
σn(·, ω)|{τn(ω),...,1} ≡ s2.
Zunächst zum Fall Mn ∈ {1, . . . , n−2}, d.h. τn(ω) ≥ τ0 + 1n . Dann ist σn(·, ω) auf
{ 1
n
, . . . , mn
n
} konstant gleich s1 und, da wegen ω ∈ A˜n auch (B.21) gilt, folglich nach
(B.24) |s21 − 1| ≤ δ. Wegen ω ∈ A˜n gilt ferner (beachte (B.17))
ε2 χ2
Mn,
1−αn
2
≤
mn+Mn∑
i=mn+1
R( i
n
, ω)2 ≤ ε2 χ2
Mn,
1+αn
2
und, da σn(·, ω) (2.37) erfüllt, auch
s21 χ
2
Mn,
1−αn
2
≤
mn+Mn∑
i=mn+1
R( i
n
, ω)2 ≤ s21 χ2Mn, 1+αn2 ,
also zusammen
max{ε2, s21}χ2Mn, 1−αn2 ≤ min{ε
2, s21}χ2Mn, 1+αn2 .
Daher existiert nach den Lemmata B.4 und B.5 ein C˜ ≥ 1 mit
max{ε2, s21} (Mn − C˜
√
Mn log n) ≤
≤ min{ε2, s21}
(
Mn + C˜
√
log n max{
√
Mn,
√
log n}) .
Daraus folgt
|s21 − ε2|Mn ≤ C˜(s21 + ε2)
√
log n max{
√
Mn,
√
log n}
und schließlich
Mn ≤ C˜2 (s
2
1 + ε
2)2
(s21 − ε2)2
log n .
Ist ε > 1, so gilt s21 ≤ 1 + δ < ε2 und, da f(x) := (x+ε
2)2
(x−ε2)2 auf [0, ε
2[ streng monoton
steigend ist, folgt
Mn ≤ C˜2 (s
2
1 + ε
2)2
(s21 − ε2)2
log n ≤ C˜2 (1 + δ + ε
2)2
(1 + δ − ε2)2 log n .
Gilt ε < 1, so gilt s21 ≥ 1 − δ > ε2 und, da f(x) := (x+ε
2)2
(x−ε2)2 auf ]ε
2,∞[ streng monoton
fallend ist, folgt
Mn ≤ C˜2 (s
2
1 + ε
2)2
(s21 − ε2)2
log n ≤ C˜2 (1− δ + ε
2)2
(1− δ − ε2)2 log n .
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Also gilt in beiden Fällen
Mn ≤ C˜2 (1 + ε
2 + δ)2
(|1− ε2| − δ)2 log n ≤ C˜
2
(
5
4
(1 + ε2)
)2(
3
4
(1− ε2))2 log n
und damit
(B.26) 0 < τn(ω)− τ0 ≤ nτn(ω)−dnτ0e+1
n
=
Mn
n
+
1
n
≤ C (1 + ε
2)2
(1− ε2)2
log n
n
,
wobei C := 25
9
C˜2 + 1.
Im Fall Mn ∈ {−n+2, . . . ,−1}, d.h. τn(ω) < τ0, folgt mit M˜n := −Mn völlig analog
M˜n ≤ 259 C˜2 (1+ε
2)2
(1−ε2)2 (log n)
2 und damit
(B.27) 0 < τ0 − τn(ω) ≤ dnτ0e−nτn(ω)
n
=
M˜n
n
≤ C (1 + ε
2)2
(1− ε2)2
log n
n
.
Ist schließlich Mn = 0, d.h. τ0 ≤ τn(ω) < τ0 + 1n , so gilt
(B.28) 0 ≤ τn(ω)− τ0 ≤ 1
n
≤ C (1 + ε
2)2
(1− ε2)2
log n
n
.
Nach (B.26), (B.27) und (B.28) gilt also in allen drei Fällen
|τn(ω)− τ0| ≤ C (1 + ε
2)2
(1− ε2)2
log n
n
und somit (2.38) für alle ω ∈ An.
Da n ∈ N mit n ≥ max{n0, 3, k
√
4K} beliebig war, folgt daraus wegen P (An) ≥
1− o(n−k+2) insbesondere auch (2.39). 
Für eine Zufallsvariable X wird die zugehörige Chernoﬀ-Funktion ρX deﬁniert durch
ρX(x) := inft≥0 e−xtE(etX) und die sogenannte inverse Chernoﬀ-Funktion αX durch
αX(y) := sup{x ≥ 0 : ρX(x) ≥ e−
1
y } (vgl. z.B. Steinebach (1998)).
Lemma B.7 Es sei X eine χ21-verteilte Zufallsvariable und Y :=
1√
2
(X−1). Dann gilt:
(i) inf{t : E(etY ) <∞} = −∞, sup{t : E(etY ) <∞} = 1√
2
,
(ii) ρY (x) = e
− x√
2
√
1 +
√
2x für x ≥ 0,
(iii) ρY ist auf [0,∞[ streng monoton fallend,
(iv) αY (y) ∼
√
2
y
für y →∞.
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Beweis: (i) Für t < 1
2
gilt
E(etX) =
∫ ∞
0
1√
2pi
1√
u
e−(1−2t)
u
2 du
=
1√
1− 2t
∫ ∞
0
1√
2pi
1√
u
e−
u
2 du =
1√
1− 2t
und daher für t < 1√
2
E(etY ) = e
− t√
2E(e
t√
2
X
) =
e
− t√
2√
1−√2t
.(B.29)
Daraus folgt
inf{t : E(etY ) <∞} = −∞ und sup{t : E(etY ) <∞} = 1√
2
.
(ii) Da die Funktion h(t) := e
−(x+ 1√
2
)t√
1−√2t
in t = 1√
2
− 1
2x+
√
2
minimal wird, gilt mit (B.29)
für alle x ≥ 0
ρY (x) = inf
t≥0
e−xtE(etY ) = inf
t≥0
e
−(x+ 1√
2
)t√
1−√2t
= e
− x√
2
√
1 +
√
2x .
(iii) Für x > 0 gilt
ρ′Y (x) =
e
− x√
2√
2
( 1√
1 +
√
2x
−
√
1 +
√
2x
)
< 0
und damit ist ρY auf [0,∞[ streng monoton fallend.
(iv) Sei 0 < ε ≤ 1. Dann gilt für alle hinreichend großen y
ρY
(√2(1 + ε)√
y
)
= e
− 1+ε√
y
√
1 + 2(1+ε)√
y
≤
(
1− 1 + ε√
y
+
(1 + ε)2
2y
)(
1 +
1 + ε√
y
− 1(
1 + 2(1+ε)√
y
) 3
2
(1 + ε)2
2y
)
≤
(
1− 1 + ε√
y
+
(1 + ε)2
2y
)(
1 +
1 + ε√
y
− (1− ε)(1 + ε)
2
2y
)
≤ 1− 1
y
− 2ε
y
+
ε(1 + ε)2
2y
− ε
2
y
+
(2− ε)(1 + ε)3
2y
3
2
≤ 1− 1
y
≤ e− 1y
und
ρY
(√2(1− ε)√
y
)
= e
− 1−ε√
y
√
1 + 2(1−ε)√
y
≥
(
1− 1− ε√
y
+
e
− 1−ε√
y (1− ε)2
2y
)(
1 +
1− ε√
y
− (1− ε)
2
2y
)
≥
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≥
(
1− 1− ε√
y
+
(1− ε)3
2y
)(
1 +
1− ε√
y
− (1− ε)
2
2y
)
= 1− 1
y
+
2ε
y
− ε
2
y
− ε(1− ε)
2
2y
+
(2− ε)(1− ε)3
2y
3
2
− (1− ε)
5
4y2
≥ 1− 1
y
+
ε
2y
≥ 1− 1
y
+
1
2y2
≥ e− 1y ,
also
ρY
(√2(1 + ε)√
y
)
≤ e− 1y ≤ ρY
(√2(1− ε)√
y
)
.
Nach Deﬁnition von αY und, da ρY auf [0,∞[ streng monoton fallend ist (siehe (iii)),
folgt daraus für alle hinreichend großen y
√
2(1− ε)√
y
≤ αY (y) ≤
√
2(1 + ε)√
y
und schließlich∣∣∣∣√y2 αY (y)− 1
∣∣∣∣ ≤ ε .
Da 0 < ε ≤ 1 beliebig war, gilt somit lim
y→∞
√
y
2
αY (y) = 1, d.h. αY (y) ∼
√
2
y
. 
Beweis von Satz 2.13: Wegen Z(i)2 ∼ χ21 gilt E
(
Z(i)2−1√
2
)
= 0 und V
(
Z(i)2−1√
2
)
= 1
sowie nach Lemma B.7 (i)
inf
{
t : E
(
exp
(
tZ(i)
2−1√
2
))
<∞} = −∞ < 0 ,
sup
{
t : E
(
exp
(
tZ(i)
2−1√
2
))
<∞} = 1√
2
> 0 .
Daher gilt nach Steinebach (1998), Theorem 2.1, mit α := αZ(i)2−1√
2
(B.30) lim
n→∞
max
∅6=I⊂{1,...,n}
∣∣∑
i∈I
Z(i)2−1√
2
∣∣
|I|α( |I|
logn
) = 1 f.s..
Sei nun ω ∈ Ω so, dass (B.30) erfüllt ist, und 0 < ε ≤ 1. Dann gibt es nach (B.30) ein
n0 ∈ N so, dass für n ∈ N mit n ≥ n0 gilt
max
∅6=I⊂{1,...,n}
∣∣∑
i∈I
Z(i,ω)2−1√
2
∣∣
|I|α( |I|
logn
) ≤ 1 + ε
3
,
also
|I| −
√
2
(
1 +
ε
3
)|I|α( |I|
log n
)
≤
∑
i∈I
Z(i, ω)2(B.31)
≤ |I|+
√
2
(
1 +
ε
3
)|I|α( |I|
log n
)
für alle ∅ 6= I ⊂ {1, . . . , n}.
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Ferner existiert nach Lemma B.7 (iv) ein C > 0 so, dass für y ≥ C gilt
(B.32) α(y) ≤ (1 + ε
3
)√2
y
.
Wegen (1 + ε
3
)2 ≤ 1 + ε gilt nach (B.31) und (B.32) für n ∈ N mit n ≥ n0 und
I ⊂ {1, . . . , n} mit |I| ≥ C log n
|I| − 2(1 + ε)
√
|I| log n ≤ |I| −
√
2
(
1 +
ε
3
)|I|α( |I|
log n
)
≤
∑
i∈I
Z(i, ω)2
≤ |I|+
√
2
(
1 +
ε
3
)|I|α( |I|
log n
)
≤ |I|+ 2(1 + ε)
√
|I| log n .
Damit ist die Aussage des Satzes für fast alle ω ∈ Ω und alle ε > 0 bewiesen. 
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