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Abstract
In this work, we apply argumentation mining techniques, in
particular relation prediction, to study political speeches in
monological form, where there is no direct interaction be-
tween opponents. We argue that this kind of technique can
effectively support researchers in history, social and politi-
cal sciences, which must deal with an increasing amount of
data in digital form and need ways to automatically extract
and analyse argumentation patterns. We test and discuss our
approach based on the analysis of documents issued by R.
Nixon and J. F. Kennedy during 1960 presidential campaign.
We rely on a supervised classifier to predict argument rela-
tions (i.e., support and attack), obtaining an accuracy of 0.72
on a dataset of 1,462 argument pairs. The application of ar-
gument mining to such data allows not only to highlight the
main points of agreement and disagreement between the can-
didates’ arguments over the campaign issues such as Cuba,
disarmament and health-care, but also an in-depth argumen-
tative analysis of the respective viewpoints on these topics.
Introduction
In recent years, the analysis of argumentation using Natu-
ral Language Processing methods, so-called argument min-
ing (Green et al. 2014), has gained a lot of attention
in the Artificial Intelligence research community and has
been applied to a number of domains, from student es-
says (Stab and Gurevych 2014) to scientific articles (Teufel,
Siddharthan, and Batchelor 2009) and online user-generated
content (Wachsmuth et al. 2014; Habernal and Gurevych
2015). However, while some of these approaches have been
proposed to detect claims in political debates, e.g. (Lippi and
Torroni 2016a; Naderi and Hirst 2015), little attention has
been devoted to the prediction of relations between argu-
ments, which could help historians, social and political sci-
entists in the analysis of argumentative dynamics (e.g., sup-
ports, attacks) between parties and political opponents. For
example, this analysis could support the study of past po-
litical speeches and of the repercussions of such claims over
time. It could also be used to establish relations with the cur-
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rent way of debating in politics. In order to find argumenta-
tion patterns in political speeches, typically covering a wide
range of issues from international politics to environmental
challenges, the application of computational methods to as-
sist scholars in their qualitative analysis is advisable.
In this work, we tackle the following research question: To
what extent can we apply argument mining models to sup-
port and ease the analysis and modeling of past political
speeches? This research question breaks down into the fol-
lowing subquestions:
• Given a transcription of speeches from different politi-
cians on a certain topic, how can we automatically predict
the relation holding between two arguments, even if they
belong to different speeches?
• How can the output of the above-mentioned automated
task be used to support history and political science schol-
ars in the curation, analysis and editing of such corpora?
This issue is investigated by creating and analysing a new
annotated corpus for this task, based on the transcription of
discourses and official declarations issued by Richard Nixon
and John F. Kennedy during the 1960 US Presidential cam-
paign. Moreover, we develop a relation classification system
with specific features able to predict support and attack re-
lations between arguments (Lippi and Torroni 2016b), dis-
tinguishing them from unrelated ones. This argumentation
mining pipeline ends with the visualization of the resulting
graph of the debated topic using the OVA+ tool.1
The main contributions of this article are (1) an anno-
tated corpus consisting of 1,462 pairs of arguments in natu-
ral language (around 550,000 tokens) covering 5 topics, (2)
a feature-rich Support Vector Machines (SVM) model for
relation prediction, and (3) an end-to-end workflow to anal-
yse arguments that, starting from one or more monological
corpora in raw text, outputs the argumentation graph of user-
defined topics.
The paper is organized as follows: first, we provide some
basics about the argument mining pipeline and discuss the
related work. Then, we describe the Presidential election
campaign corpus, and we detail our experimental setting to-
gether with the obtained results. Finally, we present the vi-
sualization interface, and we analyse the argumentation pat-
terns emerging from it. Conclusions end the paper.
1http://ova.arg-tech.org/
Argument Mining
In the last years, the increasing amount of textual data pub-
lished on the Web has highlighted the need to process it in
order to identify, structure and summarize this huge amount
of information. Online newspapers, blogs, online debate
platforms and social networks, but also legal and techni-
cal documents provide a heterogeneous flow of information
where natural language arguments can be identified and an-
alyzed. The availability of such data, together with the ad-
vances in Natural Language Processing and Machine Learn-
ing, supported the rise of a new research area called argu-
ment mining. The main goal of argument mining is the au-
tomated extraction of natural language arguments and their
relations from generic textual corpora, with the final goal to
provide machine-readable structured data for computational
models of argument and reasoning engines.
Two main stages have to be considered in the typical ar-
gument mining pipeline, from unstructured natural language
documents towards structured (possibly machine-readable)
data (Lippi and Torroni 2016b):
Argument extraction: The goal of the first stage of the
pipeline is to detect arguments in natural language texts.
Referring to standard argument graphs (Dung 1995), the
retrieved arguments will thus represent the nodes in the fi-
nal argument graph returned by the system. This step may
be further split in two different stages such as the extrac-
tion of arguments and the further detection of their bound-
aries. Many approaches have recently tackled such chal-
lenge adopting different methodologies such as Support
Vector Machines (Palau and Moens 2011), Naı¨ve Bayes
classifiers (Biran and Rambow 2011), Logistic Regres-
sion (Levy et al. 2014).
Relation prediction: The second stage of the pipeline con-
sists in constructing the argument graph to be returned
as output of the system. The goal is to predict what are
the relations holding between the arguments identified in
the first stage. This is an extremely complex task, as it
involves high-level knowledge representation and reason-
ing issues. The relations between the arguments may be
of heterogeneous nature, like attack, support or entail-
ment (Cabrio and Villata 2013; Stab and Gurevych 2016).
This stage consists also in predicting the internal relations
among the argument’s components, such as the connec-
tion between the premises and the claim (Biran and Ram-
bow 2011; Stab and Gurevych 2014).
To tackle these challenging tasks, high-quality annotated
corpora are needed, as those proposed in (Reed and Rowe
2004; Palau and Moens 2011; Levy et al. 2014; Stab and
Gurevych 2014), to be used as gold standard data. For an
exhaustive overview of argument mining techniques and ap-
plications, we refer the reader to (Peldszus and Stede 2013;
Lippi and Torroni 2016b).
Few approaches apply part of the argument mining
pipeline to political debates. Among them, (Lippi and Tor-
roni 2016a) address the problem of argument extraction,
and more precisely claim detection, over a corpus based on
the 2015 UK political election debates; (Egan, Siddharthan,
and Wyner 2016) propose an automatic approach to sum-
marize political debates, starting from a political debates
corpus (Walker et al. 2012); (Duthie, Budzynska, and Reed
2016) apply argument mining methods to mine ethos ar-
guments from UK parliamentary debates, and (Naderi and
Hirst 2015) show how features based on embedding rep-
resentations can improve discovering various frames in ar-
gumentative political speeches. However, to the best of our
knowledge, there are no approaches in the argument min-
ing literature that tackle the problem of relation prediction
over political speeches. The most important feature of such
speeches is their monological nature, with unaligned argu-
ments, while debates are typically characterised by two in-
terlocutors answering each other. This leads to more im-
plicit attack and support relations between the arguments put
forward by the candidates.2 Applying the argument mining
pipeline, and more precisely, the relation prediction stage to
such speeches is the goal of our contribution.
Corpus Extraction and Annotation
Since no data for this task are available, we collect the
transcription of speeches and official declarations issued
by Nixon and Kennedy during 1960 Presidential campaign
from The American Presidency Project.3 The corpus in-
cludes 881 documents, released under the NARA public
domain license, and more than 1,6 million tokens (around
830,000 tokens for Nixon and 815,000 tokens for Kennedy).
We select this document collection because of its relevance
from a historical perspective: the 1960 electoral campaign
has been widely studied by historians and political scien-
tists, being the first campaign broadcast on television. The
issues raised during the campaign shaped the political sce-
nario of the next decades, for example the rising Cold War
tensions between the United States and the Soviet Union or
the relationship with Cuba.
Dataset creation
In order to include relevant topics in the dataset, we asked
a history scholar to list a number of issues that were de-
bated during 1960 campaign, around which argumentation
pairs could emerge. With his help, we selected the following
ones: Cuba, disarmament, healthcare, minimum wage and
unemployment (henceforth topics). We then extracted pairs
of candidate arguments as follows. For each topic, we man-
ually define a set of keywords (e.g., [medical care, health
care]) that lexically express the topic. Then, we extract from
the corpus all sentences containing at least one of these key-
words, plus the sentence before and after them to provide
some context: each candidate argument consists then of a
snippet of text containing three consecutive sentences and a
date, corresponding to the day in which the original speech
was given during the campaign.
2In argument mining, a support is a statement (source of the re-
lation) that underpins another statement (target of the relation). It
holds between a target and a source statement if the source state-
ment is a justification or a reason for the target statement.
3The American Presidency Project (http://www.
presidency.ucsb.edu/1960_election.php)
In the following step, we combine the extracted snippets
into pairs using two different approaches. Indeed, we want
to analyse two different types of argumentations: those be-
tween candidates, and those emerging from the speeches ut-
tered by the same candidate over time. In the first case, for
each topic, we sort all the candidate arguments in chrono-
logical order, and then create pairs by taking one or more
snippets by a politician and the one(s) immediately preced-
ing it by his opponent. These data are thus shaped as a sort
of indirect dialogue, in which Nixon and Kennedy talk about
the same topics in chronological order. However, the argu-
ments of a speaker are not necessarily the direct answer to
the arguments of the other one, making it challenging to la-
bel the relation holding between the two.
In the second case, we sort by topic all the candidate ar-
guments in chronological order, as in the previous approach.
However, each candidate argument is paired with what the
same politician said on the same topic in the immediately
preceding date. These data provide information about how
the ideas of Nixon and Kennedy evolve during the electoral
campaign, showing, if any, shifts in their opinions. We fol-
low these two approaches also with the goal to obtain a pos-
sibly balanced dataset: we expect to have more attack re-
lations holding between pairs of arguments from different
candidates, while pairs of arguments from the same candi-
date should be coherent, mainly supporting each other.
Through this pairing process, we obtain 4,229 pairs for
the Cuba topic, 2,508 pairs for disarmament, 3,945 pairs for
health-care, 6,341 pairs for minimum wage, and 2,865 pairs
for unemployment, for a total of 19,888 pairs.
Annotation
From the pool of automatically extracted pairs, we manually
annotate a subset of 1,907 pairs randomly selected over the
five topics. Annotators were asked to mark if between two
given arguments there was a relation of attack (see Example
1 on minimum wage), a relation of support (see Example 2
on disarmament) or if there was no relation (arguments are
neither supporting, nor attacking each other, tackling differ-
ent issues of the same topic).
Example 1
Nixon: And here you get the basic economic principles. If
you raise the minimum wage, in my opinion - and all the
experts confirm this that I have talked to in the Government -
above $1.15, it would mean unemployment; unemployment,
because there are many industries that could not pay more
than $1.15 without cutting down their work force. $1.15 can
be absorbed, and then at a later time we could move to $1.25
as the economy moves up.
Kennedy: The fact of the matter is that Mr. Nixon leads a
party which has opposed progress for 25 years, and he is a
representative of it. He leads a party which in 1935 voted 90
percent against a 25-cent minimum wage. He leads a party
which voted 90 percent in 1960 against $1.25 an hour mini-
mum wage.
Example 2
Nixon: I want to explain that in terms of examples today
because it seems to me there has been a great lack of un-
derstanding in recent months, and, for that matter in recent
years, as to why the United States has followed the line that
it has diplomatically. People have often spoken to me and
they have said, Why can’t we be more flexible in our dealings
on disarmament? Why can’t we find a bold new program in
this area which will make it possible for the Soviet Union
to agree? The answer is that the reason the Soviet Union
has not agreed is that they do not want apparently to disarm
unless we give up the right to inspection.
Nixon: People say, Now, why is it we can’t get some imagi-
native disarmament proposals, or suspension of nuclear test
proposals? Aren’t we being too rigid? And I can only say
I have seen these proposals over the years, and the United
States could not have been more tolerant. We have not only
gone an extra mile - we have gone an extra 5 miles - on
the tests, on disarmament, but on everything else, but every
time we come to a blocking point, the blocking point is no
inspection, no inspection.
The annotation guidelines included few basic instruc-
tions: if the statements cover more than one topic, annota-
tors were asked to focus only on the text segments dealing
with the chosen topic. Annotation was carried out by strictly
relying on the content of the statements, avoiding personal
interpretation. Examples of attack are pairs where the can-
didates propose two different approaches to reach the same
goal, where they express different considerations on the cur-
rent situation with respect to a problem, or where they have
a different attitude with respect to the work done in the past.
For example, in order to increase minimum wage, Nixon
proposed to set it to 1.10$ per hour, while Kennedy opposed
this initiative, claiming that 1.35$ should be the minimum
wage amount. In this example, the opponents have the same
goal, i.e., increase minimum wage, but their statements are
annotated as an attack because their initiatives are different,
clearly expressing their disagreement.
After an initial training following the above guidelines,
3 annotators were asked to judge a common subset of 100
pairs to evaluate inter-annotator agreement. This was found
to be 0.63 (Fleiss’ Kappa), which as a rule of thumb is con-
sidered a substantial agreement (Landis and Koch 1977). Af-
ter that, each annotator judged a different set of argument
pairs, with a total of 1,907 judgements collected. In order
to balance the data, we discarded part of the pairs annotated
with no relation (randomly picked).
Overall, the final annotated corpus4 is composed of 1,462
pairs: 378 pairs annotated with attack, 353 pairs annotated
with support, and 731 pairs where these relations do not
hold. An overview of the annotated corpus is presented in
Table 1.
Experiments on Relation Prediction
To facilitate the construction of argument graphs and support
the argumentative analysis of political speeches, we propose
an approach to automatically label pairs of arguments ac-
cording to the relation existing between them, namely sup-
port and attack.
4The dataset is available at https://dh.fbk.eu/
resources/political-argumentation
Topic Attack Support No Relation
Cuba 38 40 180
Disarmament 76 108 132
Medical care 75 72 142
Minimum wage 125 80 107
Unemployment 64 53 170
Table 1: Topic and class distribution in the annotated corpus
Given the strategy adopted to create the pairs, the paired
arguments may happen to be also unrelated (50% of the
pairs are labeled with no relation). Therefore, we first isolate
the pairs connected through a relation, and then we classify
them as support or attack. Each step is performed by a bi-
nary classifier using specific features, which we describe in
the following subsection. In the paper, we present the results
obtained with the feature set that achieved the best perfor-
mance on 10-fold cross validation.
Experimental setting
The first step concerns the binary classification of related
and unrelated pairs. In this step the pairs annotated with sup-
port and attack have been merged under the related label. We
first pre-process all the pairs using the Stanford CoreNLP
suite (Manning et al. 2014) for tokenization, lemmatization
and part-of-speech tagging. Then, for each pair we define
three sets of features, representing the lexical overlap be-
tween snippets, the position of the topic mention in the snip-
pet, as a proxy for its relevance, and the similarity of snippets
with other related / unrelated pairs.
Lexical overlap: the rationale behind this information is
that two related arguments are supposed to be more lexically
similar than unrelated ones. Therefore, we compute i) the
number of nouns, verbs and adjectives shared by two snip-
pets in a pair, normalized by their length, and ii) the normal-
ized number of nouns, verbs and adjectives shared by the
argument subtrees where the topic is mentioned.
Topic position: the rationale behind this information is
that, if the same topic is central in both candidate arguments,
then it is likely that these arguments are related. To measure
this, we represent with a set of features how often the topic
(expressed by a list of keywords, see previous section on
dataset creation) appears at the beginning, in the central part
or at the end of each candidate argument.
Similarity with other related / unrelated pairs: the intu-
ition behind this set of features is that related pairs should be
more similar to other related pairs than to unrelated ones. For
each topic, its merged related and unrelated pairs are rep-
resented as two vectors using a bag-of-words model. Their
semantic similarity with the individual pairs in the dataset is
computed through cosine similarity and used as a feature.
For classification, we adopt a supervised machine learn-
ing approach training Support Vector Machines with radial
kernel using LIBSVM (Chang and Lin 2011).
In the second step of the classification pipeline, we take in
input the outcome of the first step and classify all the pairs
of related arguments as support or attack. We rely on a set of
surface, sentiment and semantic features inspired by Menini
and Tonelli (2016) and Menini et al. (2017). We adopt the
Lexical overlap set of features used also for the first step,
to which we add the features described below. In general,
we aim at representing more semantic information compared
to the previous step, in which lexical features were already
quite informative.
Negation: this set of features includes the normalized
number of words under the scope of a negation in each ar-
gument, and the percentage of overlapping lemmas in the
negated phrases of the two arguments.
Keyword embeddings: we use word2vec (Mikolov et al.
2013) to extract from each argument a vector representing
the keywords of a topic. These vectors are extracted using
the continuous bag-of-word algorithm, a windows size of 8
and a vector dimensionality of 50.
Argument entailment: these features indicate if the first
argument entails the second one, and vice-versa. To detect
the presence of entailment we use the Excitement Open Plat-
form (Magnini et al. 2014).
Argument sentiment: a set of features based on the
sentiment analysis module of the Stanford CoreNLP suite
(Socher et al. 2013) are used to represent the sentiment of
each argument, calculated as the average sentiment score of
the sentences composing it.
Additional features for lexical overlap, entailment and
sentiment are obtained also considering only the subtrees
containing a topic keyword instead of the full arguments.
The feature vectors are then used to train a SVM with radial
kernel with LIBSVM, like in the first classification step.
Evaluation
We test the performance of the classification pipeline us-
ing the 1,462 manually annotated pairs with 10-fold cross-
validation. The first classification step separates the argu-
ment pairs linked by either an attack or a support relation
from the argument pairs with no relation (that will be sub-
sequently discarded). The purpose of this first step is to pass
the related pairs to the second step. Thus, we aim at the
highest precision, in order to minimise the number of errors
propagated to the second step. Table 2 shows the results of
the classification for the first step. We choose a configuration
that, despite a low recall (0.23), scores a precision of 0.88 on
the attack/support pairs, providing for the second step a total
of 194 argument pairs.
Unrelated Attack/Support Average
Precision 0.56 0.88 0.72
Recall 0.97 0.23 0.60
F1 0.71 0.36 0.65
Table 2: Step 1: classification of related / unrelated pairs
The second step classifies the related pairs assigning an
attack or a support label. We provide two evaluations: we
report the classifier performance only on the gold attack and
support pairs (Table 3), and on the pairs classified as related
in the first step (Table 4). In this way, we evaluate the clas-
sifier also in a real setting, to assess the performance of the
end-to-end pipeline.
Attack Support Average
Precision 0.89 0.75 0.82
Recall 0.79 0.86 0.83
F1 0.84 0.80 0.82
Table 3: Step 2: classification of Attack and Support using
only gold data.
Attack Support Average
Precision 0.76 0.67 0.72
Recall 0.79 0.86 0.83
F1 0.77 0.75 0.77
Table 4: Step 2: classification of Attack and Support using
the output of Step 1.
As expected, accuracy using only gold data is 0.82
(against a random baseline of 0.70), while it drops to 0.72
(against a random baseline of 0.51) in the real-world setting.
We also test a 3-class classifier, with the same set of fea-
tures used in the two classification steps, obtaining a pre-
cision of 0.57. This shows that support/attack and no rela-
tion are better represented by using different sets of features,
therefore we opt for two binary classifiers in cascade.
Notice that a comparison of our results with existing ap-
proaches to predict argument relations, namely the approach
of (Stab and Gurevych 2016) on persuasive essays, cannot
be fairly addressed due to huge differences in the complexity
of the used corpus. With their better configuration, (Stab and
Gurevych 2016) obtain an F1 of 0.75 on persuasive essays
(that are a very specific kind of texts, human upperbound:
macro F1 score of 0.854), and of 0.72 on microtexts (Peld-
szus and Stede 2013). The difference in the task complexity
is highlighted also in the inter-annotator agreement. Differ-
ently from persuasive essays, where students are requested
to put forward arguments in favour and against their view-
point, in political speeches, candidates often respond to op-
ponents in subtle or implicit ways, avoiding a clear identifi-
cation of opposing viewpoints.
Error analysis
If we analyse the classifier output at topic level, we observe
that overall the performance is consistent across all topics,
with the exception of minimum wage. In this latter case, the
classifier performs much better, with an accuracy of 0.94
in the second step. This is probably due to the fact that
Kennedy’s and Nixon’s statements about minimum wage
are very different and the discussion revolves around very
concrete items (e.g., the amounts of the minimum wage, the
categories that should benefit from it). In other cases, for ex-
ample disarmament or Cuba, the speakers’ wording is very
similar and tends to deal with abstract concepts such as free-
dom, war, peace.
Furthermore, we observe that the classifier yields a better
performance with argument pairs by the same person rather
than those uttered by different speakers: in the first case, ac-
curacy is 0.86, while in the second one it is 0.79 (Step 2).
Looking at misclassified pairs, we notice very challenging
cases, where the presence of linguistic devices like rhetorical
questions and repeated negations cannot be correctly cap-
tured by our features. Example 3 reports on a pair wrongly
classified as Support belonging to the health care topic:
Example 3
Nixon: Now, some people might say, Mr. Nixon, won’t it be
easier just to have the Federal Government take this thing
over rather than to have a Federal-State program? Won’t it
be easier not to bother with private health insurance pro-
grams? Yes; it would be a lot simpler, but, my friends, you
would destroy the standard of medical care.
Kennedy: I don’t believe that the American people are going
to give their endorsement to the leadership which believes
that medical care for our older citizens, financed under so-
cial security, is extreme, and I quote Mr. Nixon accurately.
Visualization and Analysis of the
Argumentation Graphs
In this section, we describe how the results of our relation
predition system are then used to construct the argumenta-
tion graphs about the debated topics.
Several tools have been proposed to visualize (and then
reason upon) argumentation frameworks in the computa-
tional argumentation field, e.g., Carneades5, GRAFIX6, and
ConArg27. However, two main problems arise when trying
to use such tools for our purposes: first, they are not tailored
to long, natural language snippets (the usual names of argu-
ments in computational argumentation are of the form arg1),
and second, they do not consider the possibility to identify
specific argumentation schemes over the provided text. For
all these reasons, we decided to rely upon a well-know tool
called OVA+ (Janier, Lawrence, and Reed 2014), an on-line
interface for the manual analysis of natural language argu-
ments. OVA+ grounds its visualization on the Argument In-
terchange Format (AIF) (Chesn˜evar et al. 2006), allowing
for the representation of arguments and the possibility to ex-
change, share and reuse the resulting argument maps. OVA+
handles texts of any type and any length.
The last step of our argument mining pipeline takes in
input the labeled pairs returned by the relation prediction
module and translates this output to comply with the AIF
format. This translation is performed through a script con-
verting the CSV input file into json file to be load on OVA+
through its online interface.8 In this mapping, each argu-
ment is extracted in order to create an information node (I-
node) (Chesn˜evar et al. 2006), and then, it is possible to cre-
ate the associated locution node (L-node) and to specify the
5http://carneades.github.io/
6https://www.irit.fr/grafix
7http://www.dmi.unipg.it/conarg/
8The script and the argumentation graphs about the five
topics in our corpus (both gold standard and system’s out-
put) are available at https://dh.fbk.eu/resources/
political-argumentation
name of the speaker. The locution appears, preceded by the
name of the participant assigned to it, and edges link the L-
node to the I-node via an “Asserting” YA-node, i.e., the illo-
cutionary forces of locutions, as in the Inference Anchoring
Theory (IAT) model (Budzynska and Reed 2011). Supports
or attacks between arguments are represented as follows, al-
ways relying upon the standard AIF model. A RA-node (re-
lation of inference) should connect two I-nodes. To elicit an
attack between two arguments, RA-nodes are changed into
CA-nodes, namely schemes of conflict. Nodes representing
the support and the attack relations are the “Default Infer-
ence” and the “Default Conflict” nodes, respectively. Fig-
ure 1 shows (a portion of) the argumentation graph result-
ing from the relation prediction step about the topic min-
imum wage, where three I-nodes (i.e., arguments) are in-
volved in one support and one attack relation. The Asserting
nodes connect each argument with its own source (e.g., K
for Kennedy and N for Nixon).
OVA+ allows users to load an analysis, and to visualize
it. Given the loaded argumentation graph, the user is sup-
ported in analyzing the graph by identifying argumentation
schemes (Walton, Reed, and Macagno 2008), and adding
further illocutionary forces and relations between the argu-
ments. This final step substantially eases the analysis process
by historians and social scientists. Moreover, at the end of
the analysis, OVA+ permits to save the final argumentation
graph on the user’s machine (image or json file).
This graph-based visualization is employed to support po-
litical scientists and historians in analysing and modeling
political speeches. This proves the usefulness of applying
the argumentation mining pipeline over such kind of data:
it allows users to automatically identify, among the huge
amount of assertions put forward by the candidates in their
speeches, the main points on which the candidates disagree
(mainly corresponding to the solutions they propose to carry
out or their own viewpoints on the previous administrations’
effectiveness) or agree (mainly, general-purpose assertions
about the country’s values to promote).
In the following, we analyze the argumentative structure
and content of two of the graphs resulting from the dis-
cussed topics (i.e., minimun wage and health care), high-
lighting main conflicting arguments among candidates, and
other argumentative patterns. Note that this analysis is car-
ried out on the proposed dataset, that contains a subset of all
the speeches of the candidates, but gives a clear idea of the
kind of analysis that could be performed by scholars on the
entirety of the speeches. In general (and this is valid for all
the analyzed graphs), we notice that the candidates almost
always disagree either on the premises (e.g., who caused the
problem to be faced) or on the proposed solutions (the minor
claims).
Minimum wage. A widely discussed topic by both can-
didates was minimum wage, i.e., the bill to set the lowest
remuneration that employers may legally pay to workers. It
is worth noticing that the argumentation graph for the min-
imum wage corpus is rather complicated, and it highlights
some main controversial issues. The candidates do not agree
about the causes of the low minimum wage in 1960 in the
US. More precisely, Kennedy attacks the fact that the ad-
ministration supported an increase in the minimum wage by
attacking Nixon’s argument “The misstatement: In the sec-
ond debate Senator Kennedy said: The Republicans in re-
cent years, not only in the last 25 years, but in the last 8
years, have opposed minimum wage. The facts : [. . . ] The
administration supported an increase in the minimum wage
in 1955, and in 1957 urged legislation to extend minimum
wage coverage to some 3 million additional workers, an
extension which the Democratic-led Congress failed to ap-
prove. In 1960, this administration sought to extend mini-
mum wage coverage to 3.1 million additional workers and
indicated support of an increase in the minimum wage to
$1.15 per hour.”. This argument is attacked from different
perspectives, leading to a disagreement on the actions the
administration carried out in the past years to deal with the
minimum wage problem. For instance, as shown in Fig-
ure 1, Kennedy states that “In the midthirties, 90 percent
of the Republican Party voted against a 25-cent minimum
wage. This summer, as your Congressman can tell you, in
the House of Representatives , 90 percent of the Republi-
cans voted against a minimum wage of $1.25 an hour, $50
a week for a 40-hour week, for a business that makes more
than a million dollars a year, and Mr. Nixon called it ex-
treme. He is frozen in the ice of his own indifference if I ever
saw a Republican candidate who was”. While we may say
that this source of disagreement is about the causes of the
minimum wage issue, another main source of disagreement
is represented by the solutions proposed by the two candi-
dates, which mainly differ regarding the amount of increase
of the minimum wage and the coverage of the two respective
bills. All these issues become evident and identifiable with
ease in the resulting argumentation graph about the mini-
mum wage topic.
Medical care. The problem of medical care for the el-
derly was a main problem in 1960, and this topic was
widely discussed in the campaign. The resulting argumenta-
tion graph highlights some relevant argumentative patterns
that are worth analyzing. In general, in the argumentation
graphs we are analyzing, the support relation holds between
arguments proposed by the same candidate, ensuring in this
way a certain degree of coherence in their own argumenta-
tion. Interestingly, in the argumentation graph on the topic
medical care, we can observe that a support relation holds
between an argument from Kennedy and one from Nixon,
i.e., “Those forced to rely on surplus food packages should
receive a more balanced, nourishing diet. And to meet the
pressing problem confronting men past working age, and
their families, we must put through an effective program of
medical care for the aged under the social security system.
The present medical care program will not send one penny
to needy persons without further action by the Congress and
the State legislatures.” supports “N: We stand for programs
which will provide for increased and better medical care for
our citizens, and particularly for those who need it, who are
in the older age brackets - and I will discuss that more a
Figure 1: The argumentation graph about the topic minimum wage visualized through the OVA+ tool.
little later. We stand for progress in all of these fields, and
certainly, as I stand here before you, I am proud to be a
part of that platform and of that program”. These instances
of support among candidates mostly concern general issues,
i.e., a program of medical care for the elderly is needed.
In summary, our system allows to ease the detection of
such argumentation patterns (i.e., topics on which both can-
didates agree, topics on which they disagree, topics on which
they provide contradictory assertions) as well as to study
how they connect with the other statements asserted in the
speeches.
Conclusions
In this paper, an argumentation mining system for relation
prediction has been presented and evaluated over a corpus
of political speeches from the Nixon-Kennedy U.S. election
campaign of 1960. The main advantage of the proposed ap-
proach is threefold. First of all, to the best of our knowl-
edge, this is the first approach in argument mining target-
ing the relation prediction task in monological speeches,
where interlocutors do not directly answer to each other.
Our approach enables scholars to put together - and more
importantly to connect - assertions from the two candidates
across the whole political campaign. The output is thus an
argumentation graph (one for each topic touched upon in
the speeches) summarizing the candidates’ own viewpoint
and the respective position. Such graphs are intended to
support researchers in history, social and political sciences,
which must deal with an increasing amount of data in dig-
ital form and need ways to automatically extract and anal-
yse argumentation patterns. Second, despite the complex-
ity of the task that constituted a challenge in the annota-
tion phase (and that can be observed in the reported exam-
ples), the results we obtained for relation prediction are in
line with state-of-the-art systems in argument mining (Stab
and Gurevych 2016). A third contribution of our work is a
resource of 1,462 pairs of natural language arguments anno-
tated with the relations of support, attack, and no relation.
In the dataset, each argument is connected to the source and
the date in which the speech was given.
As for future work, we face two major challenges. First,
to improve the system performances, we need a finer-grained
argument boundary definition. Namely, the goal is to iden-
tify within an argument its evidences and claims, so that the
relations of support and attack may also be addressed to-
wards these precise argument components. This would also
have an impact on facilitating the work of scholars in the
manual analysis of the argumentation graphs generated by
our system. Second, we plan to evaluate the system with
scholars in history and political sciences, who will be asked
to judge not only the classification output but also the way
in which it is displayed. We are currently working at a more
interactive interface to display graphs with their textual con-
tent, so that users can select and visualize subgraphs accord-
ing to the selected argumentative pattern.
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