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We generalize the 1 + 1-dimensional gravity formalism of Ohta and Mann to 3 + 1 dimensions
by developing the canonical reduction of a proposed formalism applied to a system coupled with a
set of point particles. This is done via the Arnowitt-Deser-Misner method and by eliminating the
resulting constraints and imposing coordinate conditions. The reduced Hamiltonian is completely
determined in terms of the particles’ canonical variables (coordinates, dilaton field and momenta).
It is found that the equation governing the dilaton field under suitable gauge and coordinate condi-
tions, including the absence of transverse-traceless metric components, is a logarithmic Schro¨dinger
equation. Thus, although different, the 3+ 1 formalism retains some essential features of the earlier
1 + 1 formalism, in particular the means of obtaining a quantum theory for dilatonic gravity.
PACS numbers: 04.50.Kd, 04.60.Ds
I. INTRODUCTION
Two of the oldest and most notoriously vexing prob-
lems in gravitational theory (which are possibly related
to each other) are (i) obtaining a quantum gravity theory
which is renormalizable and therefore amenable to mean-
ingful physical predictions, and (ii) determining the (self-
consistent) motion of N bodies and the resultant met-
ric they collectively produce under their mutual gravita-
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¶ Originally published in Physical Review D 93, 084017 (2016),
the present version has two additional appendices. In particu-
lar Appendix A has been extended into a more self-contained
derivation.
tional influence[1]. In the latter case, lower-dimensional
theories such as 1 + 1 dimensional gravity, (meaning one
spatial dimension and one time dimension) have been ex-
amined in large part because problems in quantum grav-
ity become much more mathematically tractable in this
context. However, the problematic issue for General Rel-
ativity (GRT) is that the Einstein tensor is topologically
trivial in 1 + 1 dimensions and cannot yield the correct
Newtonian limit. Through the addition of an auxiliary
field corresponding to a particle known as a dilaton, this
problem can be addressed and yields a successful many-
body gravity theory [1–3].
Regarding the first issue, in lower dimensions, namely
1+1, a normalizable quantum theory combining gravity,
quantum mechanics and even an electromagnetic inter-
action was found through the addition of a dilaton[4]. It
also reduces to the Newtonian N -body gravitational ac-
tion in the nonrelativistic limit [5–7]. The action for the
2gravitational scalar-tensor formulation in 1 + 1 dimen- sions [1, 3, 4, 8] coupled to N particles is, in the presence
of a cosmological constant Λ
I =
∫
d2x
[
1
2κ
√−ggµν
{
ΨRµν +
1
2
∇µΨ∇νΨ+ 1
2
gµνΛ
}
−
∑
a
ma
∫
dτa
{
−gµν(x)dz
µ
a
dτa
dzνa
dτa
}1/2
δ2(x− za(τa))
]
(1)
where Ψ is the auxiliary scalar field. Here gµν , g, R
and τa are the metric tensor of spacetime, det(gµν), the
Ricci scalar and the proper time of the a th particle,
respectively, and κ = 8πG/c4. The symbol ∇µ denotes
the covariant derivative associated with gµν .
The field equations derived from the variations δgµν
and δΨ are
−∇µ∇νΨ+ gµν(Ψ− 1
4
(∇Ψ)2) (2)
+
1
2
∇µΨ∇νΨ = κTµν +
1
2
gµνΛ ,
R− gµν∇µ∇νΨ = R− 1√−g∂µ(
√−ggµν∂νΨ) = 0 , (3)
where
(∇Ψ)2 = gµν(∇µΨ)∇νΨ =∇
λΨ∇λΨ ,
Ψ = gµν∇µ∇νΨ =∇
λ
∇λΨ
=
1√−g∂µ(
√−ggµν∂νΨ), (4)
is the d’Alembertian (four-dimensional Laplace-Beltrami
operator) and
Tµν = − 2√−g
δLM
δgµν
(5)
=
∑
a
ma
∫
dτa
1√−g gµσgνρ
dzσa
dτa
dzρa
dτa
δ2(x− za(τa)) ,
LM being the matter Lagrangian given by the second
term in brackets on the right-hand side of (1). The trace
of Eq. (2) is
Ψ =∇µ∇µΨ = κT
µ
µ + Λ , (6)
which yields
R = κT µµ + Λ . (7)
(hence, this is called R = T theory). If the stress-energy
tensor of the particles is absent the above equation re-
duces to that considered in earlier work of Jackiw [9, 10]
and Teitelboim [11]. Although GRT yields trivial field
equations in 1+ 1 dimensions, incorporating a dilaton in
the manner shown in (1) ensures a nontrivial set of field
equations with the correct Newtonian limit [1].
It was later found that in 1+ 1 dimensions the above
N -body problem could be mapped onto the quantum-
mechanical problem of an N -body generalization of the
problem of the H+2 molecular ion in one dimension, com-
bining into a normalizable theory represented by the
Schro¨dinger equation [4]. The formalism could also be
extended to include electromagnetic charges. However,
since our world is in 3+ 1 dimensions, the impact of this
work is not yet clear.
Our proposed generalization of the action (1) is sim-
ply the outcome of the d+ 1 generalization of Eq. (1) as
written in Sec. 9 of Ref. [1] i.e.
∫
dn+1xL where [Eq. (6.1)
of [12], Eq. (2.1) of [13]]
L = LF + LM = 
κ
√−g
{
ΨR+


gµν∇µΨ∇νΨ − Λ
}
− 

∑
a
√−g (gµνϕa,µϕa,ν +maϕa)
+
1
2
(Aµ,ν −Aν,µ)Fµν + 1
4
√−g FµνFαβgµαgνβ +Σi
∫
ds ei
(
dxi
µ(s)
ds
)
Aµ(x) δ
4(xi − x(s)) (8)
+ Σi
∫
ds
{
piµ
(
dxi
µ(s)
ds
)
− 1
2
λi(s)(piµpiνg
µν +m2i )
}
δ4(xi − x(s))
where κ2 = 32πG/c4 (note the redefinition of κ com-
pared to the 1+1 theory), and where Fµν = Aµ,ν −Aν,µ
is an electromagnetic field strength tensor density whose
gauge potential is Aµ. Note that piµ is the mechanical
momentum, ei is the charge and λi is the Lagrange mul-
tiplier of the ith particle. We have included coupling to
N neutral massive scalar fields ϕa, which for certain pur-
poses can be used instead of point particles in studying
the N -body problem.
The reasons for using (8) are as follows. As shown
in Ref. [1], the d + 1 generalization of Eq. (1) which
includes the dilaton guarantees the correct Newtonian li-
3mit in d + 1 dimensions. This was proven for d = 1, 2, 3
in Sec. 9 of [1] and, since it is a vital cornerstone in our
proposed generalization, the proof is reproduced here in
Appendix A with more detail.
Note that dimensional scaling pioneered by Hersh-
bach et al. [14] has provided much insight in quan-
tum theory and is suggestive of sound theories. For
example, dimensional scaling helped establish that the
mathematical structure of the energy eigenvalues for
the three-dimensional hydrogen molecular ion was a
generalized Lambert W function [15] from its simpler
one-dimensional counterpart, the double-well Dirac-delta
function model [16].
An obvious criticism is that in 3 + 1 dimensions, the
scalar-tensor theory of Eq. (8) is clearly a departure from
GRT. However, if we let [1]
Ψ = 1 + κψ (9)
where κ is small and take the limit κ → 0, then Ψ →
1 and Eq. (8) reduces to the familiar Einstein-Hilbert
action of GRT. The results for Appendix A prove that
both GRT and our scalar-tensor theory of Eq. (8) yield
the same correct Newtonian limit in 3 + 1 dimensions.
Thus in 3 + 1 dimensions, the effect of the dilaton is
very small; this is salutary as we do not, a priori, expect
it to contradict experiments vindicating GRT to known
accuracies as given by, e.g., the Gravity Probe A and B
experiments [17].
Another reason for retaining the dilaton is the obser-
vation of the unusual resemblance reported between the
dilaton (a particle whose origin can be traced to Kaluza-
Klein theory) and the Higgs boson (from the standard
model) to the extent that a number of authors have won-
dered if they represent two different signatures for the
same particle and so might even be the same particle
(e.g. see the work of Bellazzini et al. [18] and references
therein). Of course, it will take time for experiments to
sort out this issue, but it becomes tantalizing to consider
that perhaps the dilaton is closer to being discovered ex-
perimentally than the graviton. Thus retaining the dila-
ton becomes timely and instructive.
This paper is intended as a first in a series to flesh
out the proposed 3 + 1 scalar-tensor theory as a possi-
ble foundation for dilatonic quantum gravity through a
canonical reduction of Eq. (8). The goal of this work is to
isolate the effective field equation governing the dilaton
field. This is done as follows. After obtaining the field
equations, we apply the Arnowitt-Deser-Misner (ADM)
method [12] to our scalar-tensor theory as it proven use-
ful in decoupling the field equations for the 1 + 1 case.
Next, we then eliminate variables while trying to retain
the greatest generality. We examine the behavior in the
far field and, in general, under suitable gauge and coor-
dinate conditions. Finally, we obtain the essential partial
differential equations (PDEs) governing the dilaton field,
the canonical momenta and the metric, and see how the
outcome relates to that of the 1 + 1 case. Concluding
remarks are made at the end.
Throughout the paper, we use the Greek alphabet for
spacetime indices, the latin alphabet a; b; c; . . ., for spatial
indices, and i, j, k, . . ., for internal or particle indices.
II. HAMILTONIAN ANALYSIS
To obtain the field equations, we rely on the results
of Zhang and Ma (Sec. II of [19]). Although the latter
work was aimed towards loop quantum gravity (which is
not the intent of the current work), the initial derivations
of their Hamiltonian analysis use the ADM approach in
the context of f(R) gravity and thus their field equations
(obtained before the injection of the Ashtekar variables
in Sec. III of [19]) can be extracted (we only use Sec. II
of their work).
A. Field equations
In terms of the their own notation, the settings for
their coupling parameter ω and potential ξ are [19]
ω(Ψ) = −1
2
Ψ , ξ(Ψ) = −Λ and 8πG = 1
Variation with respect to gµν yields (in n = d+ 1 space-
time dimensions) [Eq. (2.2) of [19]]
ΨGµν −∇µ∇νΨ+ gµν
(
Ψ− 1
4
(∇Ψ)2 + Λ
)
(10)
+
1
2
(∂µΨ)∂νΨ =
κ2
4
Tµν =
8πG
c4
Tµν
which has the same functional form of Eq. (2) apart from
a nonzero Einstein tensorGµν and a slight rescaling of the
definitions for Tµν and the gravitational constant (and of
course the realization that a covariant derivative on a
scalar is just the partial derivative ∇µΨ = ∂µΨ). In
the limit Ψ → 1, Eq. (10) reduces to the standard Ein-
stein field equations. Variation with respect to Ψ yields
[Eq. (2.3) of [19]]
R = Ψ (11)
as in Eq. (3). However this is not R = T theory. Rather
the trace of Eq. (10) yields, using Eq.(11)
(n−1)R+(ΨR+ 1
2
(
∇Ψ)2
) (
1− n
2
)
=
κ2
4
T µµ −nΛ (12)
When n = 2, Eq. (12) does reduce to R = const. × T µµ
for Λ = 0. However, for n = 4, it becomes
(3−Ψ)R− 1
2
(∇Ψ)2 =
κ2
4
T µµ − 4Λ (13)
Zhang and Ma set 8πG = 1 [19]. We will do something
very similar and henceforth multiply the Lagrangian of
Eq. (8) by κ2/2.
4B. ADM method
Our derivation will follow the general ideas from the
original ADM method [20, 21]. In this formalism, the
metric is defined as
ds2 = −N2dt2 + gab(dxa +Nadt)(dxb +N bdt) (14)
where N = (−g00)−1/2 and Nb = g0b are the lapse func-
tion and the shift covector. Here γab = gab is the 3-metric
for the spatial coordinates of gab and
√
γ is the square
root of the determinant of γab where
√−g = N√γ.
By doing a 3 + 1 decomposition of the spacetime, the
four-dimensional scalar curvature can be expressed as
[Eq. (2.4) of [19]]
R = KabK
ab −K2 + 3R+ 2√−g∂µ(
√−gnµK)
− 2
N
√
γ
∂a
(√
γγab∂bN
)
, (15)
whereKab is the extrinsic curvature of a spatial hypersur-
face Σ, K = Kabγ
ab, 3R denotes the scalar curvature of
the 3-metric γab induced on Σ and n
ν is the unit normal
of Σ. The canonical momenta are respectively [Eq. (2.5)
of [19]]
πab =
∂L
∂(∂0γab)
=
∂L
∂ ˙γab
(16)
=
√
γ
2
[
Ψ(Kab −Kγab)− γ
ab
N
(Ψ˙ −N c∂cΨ)
]
and [Eq. (2.6) of [19]]
Π =
∂L
∂(∂0Ψ)
=
∂L
∂Ψ˙
= −√γ
(
K +
1
2N
(Ψ˙ −N c∂cΨ)
)
(17)
where N c is again the shift vector. Combining the trace
of Eqs. (16) and (17) gives [Eq. (2.7) of [19]]
(3− Ψ)(Ψ˙−N c∂cΨ) = 2N√
γ
(ΨΠ− π) (18)
where π = πabγ
ab. Note that we can write
nρ∇ρΨ = 1
N
(Ψ˙ −N c∂cΨ) (19)
using n0 = 1N and n
a = −NaN . The total Hamiltonian
can be derived as a linear combination of constraints as
Htotal =
∫
Σ
d3x(NaVa +NH) (20)
where the smeared diffeomorphism and Hamiltonian con-
straints read, respectively [Eqs. (2.8) and (2.9) of [19]]
V (N) =
∫
Σ
d3xNaVa (21)
=
∫
Σ
d3xNa
(−2Db(πab) + Π∂aΨ− Fa)
and
H(N) =
∫
Σ
d3xNH (22)
=
∫
Σ
d3xN
(
πabH˙ab +ΠΦ˙− L
)
=
∫
Σ
d3xN
[
2√
γ
(
πabπab − 12π2
Ψ
+
(π −ΨΠ)2
Ψ(3−Ψ)
)
+
1
2
√
γ
(
−3RΨ− 1
2
(DaΨ)D
aΨ+ 2DaD
aΨ− 2Λ
)
− F0]
where Da is the covariant derivative with respect to the
3-metric γab = gab. Note that DaΨ = ∂aΨ because Ψ is
a scalar and so [Eq. (A.4) of [19]]
(DaΨ)D
aΨ = γab(DaΨ)DbΨ = γ
ab(∂aΨ)∂bΨ
DaD
aΨ =
1√
γ
Da(
√
γγabDbΨ) =
1√
γ
Da(
√
γγab∂bΨ)
= Da(γ
ab∂bΨ) = γ
ab (∂a∂bΨ − Γcab∂cΨ) ,(23)
where Γcab are the Christoffel symbols of the second kind
[22] (see Appendix F).
The terms Fµ are contributions from the matter La-
grangian, such as that which appears in (8). According
to the ADM approach (Sec. 6.2 of [20]), the contributions
to the constraint equations (21) and (22) can be obtained
via
F0 =
∂LM
∂N
Fa =
∂LM
∂Na
(24)
upon using (14) in the matter Lagrangian LM . Although
we formally include these terms, we will not explicitly
resolve their effect on the metric. Rather, the focus of the
present work is on the treatment of the free Lagrangian
contribution LF [Eqs. (21) and (22) but without Fµ].
The approach to solving the constraint equations in
1+1 dimensions was to obtain coordinate conditions that
would set the conjugate momenta Π and γab to fixed nu-
merical values [1] and inject them into both the shift
covector constraint equation and the Hamiltonian equa-
tion. However, as we shall see, in 3 + 1 dimensions the
conjugate momenta do not generally collapse into fixed
numbers but are functions of the dilaton field Ψ. Fur-
thermore, the 1/Ψ and 3 − Ψ terms in Eq. (22) render
a solution to the constraints somewhat unwieldy. We
therefore use other important relationships determined
by Zhang and Ma, including relating the curvature Kab
to the momentum πab and Π Eq. (2.21) of [19]], i.e.
Kab =
2
(
πab − (2−Ψ)2(3−Ψ)πγab
)
Ψ
√
γ
− Πγab
(3−Ψ)√γ (25)
whose trace with respect to the 3-metric γab is
K =
2π
(
1− nγ(2−Ψ)2(3−Ψ)
)
Ψ
√
γ
− nγΠ
(3−Ψ)√γ (26)
5where nγ = 3 in 3 + 1 dimensions. Furthermore γ
ab and
Kab are related to each other by
πabπab − 1
2
π2 =
γ
4
[
Ψ2(KabKab −K2) (27)
−3
2
(nµ∇µΨ)
2 − 2ΨKnµ∇µΨ
]
where we discern the first two terms of Eq. (15) for R.
These relationships allow us to rewrite the constraint (22)
in terms of Kab [Eq. (2.17) of [19]] (valid in 3+ 1 dimen-
sions),
0 =
√
γΨ
2
(
KabK
ab −K2 − 3R) (28)
+
√
γ
2
(
2DaD
aΨ− 1
2
(DaΨ)D
aΨ
)
− √γ
[
(nν∂νΨ)
(
K +
1
4
nµ∂µΨ
)
+ Λ
]
− F0
upon using (19). The structural form of Eq. (28) is easier
to deal with than Eq. (22) since the problematic 3 − Ψ
term of Eq. (22) is embedded into the curvature Kab. It
is now a matter of eliminating variables where possible
to isolate the equation governing the dilaton field under
general conditions. Equation (28) will prove most useful
in this regard. The remainder of this work serves to elimi-
nate many of the variables of the formulations of Ref. [19]
to obtain the final equation governing the dilaton field.
III. ELIMINATION OF VARIABLES
A. Elimination of N and Na
An important simplification results from setting [23]
N = 1 Na = 0 (29)
which is allowed at the cost of abandoning explicit four-
dimensional general covariance [24–26]. The time deriva-
tives of N and Na are also taken as zero. These set-
tings are often used when applying standard ADM to
GRT. and are justified with more detail in Appendix C.
This section includes any restrictions to the class of so-
lutions from these settings. Though different, these set-
tings nonetheless agree respectively with Eqs. (94) and
(95) of Ref. [3] of the values for a gauge choice in the
limit κ → 0 and approximately agree with the results
N 6= 0 and Na = 0 for a different gauge choice in the
1 + 1 case [Eq. (99) of [3]]. Note that the canonical the-
ory of GRT does not directly determine the Na (Sec. 4 of
[13]); the latter are obtained later by the time evolution
of the system, through e.g. [Eq. (16) of [19]]
γ˙ab = 2NKab +DaNb +DbNa (30)
and the consistency of the coordinate and gravitational
equations. Equation (30) is nothing other than the defi-
nition of the extrinsic curvature Kab. Here, for the 3+ 1
case, nρ∂ρΨ =
1
N (Ψ˙ −N c∂cΨ) = Ψ˙. The d’Alembertian
of Eq. (4) reduces to
Ψ = −(Ψ¨ + c Ψ˙) +DaDaΨ . (31)
where
c = ∂t(ln
√
γ)
when ∂aN
a = 0. Note that under our choice of coordi-
nate conditions, the coefficient of Ψ˙ in Eq. (31) will add
nothing to the chosen class of solutions for the dilaton
field.
B. Curvature K
Another important equation is the left-hand side of
Eq. (2.15) in Ref. [19]
Π˙− ∂a(NaΠ)− ∂µ(
√−gnµK) = −1
2
∂ν
(√−gnνnσ∂σΨ)
(32)
which in light of (29) becomes
∂
∂t
[Π−K√γ] = −1
2
∂t(
√
γΨ˙) (33)
This also assumes that the spatial derivatives of N and
Na are also zero (note that the result obtained here will
be reiterated further in Sec. III C). The combination of
Eqs. (18), (26) and (29) yields an expression for Π,
Π = −√γK − 1
2
√
γΨ˙ (34)
and implicit differentiation of Eq. (34) above with respect
to the time t also yields a result for ∂tΠ and is consistent
with Eq. (33) if
∂t (K
√
γ) = 0 ⇒ K˙ = − K
2
∂t ln(γ) (35)
The expression above will be examined further but under
the assumptions made, we can see that K is a constant
of the motion ( K˙ = 0) if γ˙ is zero.
C. Coordinate Conditions
We begin by noting that any given symmetric sec-
ond rank tensor fab has the orthogonal decomposition
[Eqs. (4.7a) of Ref. [12], Eqs. (2.10)− (2.12) of [27]]
fab = f
TT
ab + f
T
ab + fa,b + fb,a
where
fTab =
1
2
(
fT δab − 1△f
T
,ab
)
fT = faa − 1△fab,ab
fa =
1
△
(
fab,b − 1
2△fbc,bca
)
6and fTTab = f
T
ab− 13fT δab is the transverse-traceless (TT )
part of fab and △ is the Laplacian for the 3-metric. We
apply this to gab and γ
ab. Next, we define
hab ≡ gab − δab = γab − δab (36)
πab → πabGRT ,
and then make an orthogonal decomposition
hab = h
TT
ab + h
T
ab + ha,b + hb,a
πab = πabTT + πabT + πa,b + π
b
,a (37)
The definition of hab in Eq. (36) is that of Kimura
[Eq. (2.4a) of [13]] and especially Ohta [Eqs. (2.10) −
(2.19) of [27]], and not that of ADM. This is essential for
our discussion. Also bear in mind that πab in Eqs. (37)
is the GRT quantity. The coordinate conditions and the
generator are worked out in Appendix D. Equation (16)
can be rewritten as
πab = −1
2
ΨπabGRT −
√
γγab
2N
(Ψ˙−N c∂cΨ) (38)
where πabGRT = −√γ(Kab −Kgij) is the standard defi-
nition in ADM [Eq. (3.3) of [12]]. This suggests treating
πabGRT as a function of the coordinates only (for a given
time, as is usually the most desirable scenario in stan-
dard ADM applied to GRT) and recasting our scalar-
tensor theory into the mold of standard ADM (or nearly
so). To this end, the ADM generator G is developed as
shown in Appendix D together with the orthogonal de-
composition of Eqs. (37) applied to πabGRT. This yields
the following coordinate conditions for πab and gab
γab = gab = δab(1 +
1
2
hT ) + hTTab (39)
πaa = −
√
γγaa
2N
Ψ˙ (Ψ 6= 0) (40)
since N c = 0. This reduces to the standard result πaa =
0 in the GRT limit as Ψ → 1 as expected, or simply if
Ψ˙ = 0. Equation (39) is the familiar result obtained by
standard ADM applied to GRT. In the absence of gravi-
tons, or generally for gTTab = 0, the metric gab reduces to
the isotropic form [Eq. (4.7) of [12]], i.e. ,
gab = γab = δabh = δab(1+
1
2h
T ) → √γ = h3/2 (41)
with the far-field boundary condition
lim
r→∞
hT (r) = 0.
In isotropic coordinates δabγ
ab = 3/h and, from Eq. (40)
π = h δabπ
ab = −3
2
√
γ
N
Ψ˙ = −3
2
√
γΨ˙
⇒ K = 0 (42)
Π = −1
2
√
γΨ˙ =
1
3
π
Substituting Π from Eq. (42) into an implicit differentia-
tion of Eq. (18) with respect to the time t yields the same
equation, Eq. (35), relating K˙ to K and thus vindicating
it [this is because this recent derivation did not require
explicit assumptions about the spatial derivatives of N
and Na being zero, but resulted rather from Eq. (29) and
the coordinate conditions].
Thus the simplifications of Eq. (29) with Eqs. (35)
and (42) lead to K˙ = K = 0. Consequently, the Ricci
scalar in Eq. (15) with (11) simplifies to
R = KabK
ab −K2 + 3R = Ψ . (43)
Note that there remains the term ∂a
(√
γγab∂bN
)
on the
far-right side Eq. (15) but even if ∂bN is not taken as
zero, it can be “absorbed” in the Ricci scalar term 3R
and added on as discussed later. Moreover, if Ψ is time
independent, then Ψ˙, π, and Π are all zero. As mentioned
in Appendix A, the effect of the graviton can be treated
as the (TT ) part of the metric and can be handled thanks
to e.g. Eq. (1.55) of [28],
√−g = √−η
[
1 +
1
2
hµµ +
1
8
hµµh
ν
ν −
1
4
hνµh
µ
ν . . .
]
which is valid for any perturbation gµν = ηµν + hµν ,
where the raising and lowering of indices is done with re-
spect to any arbitrary background with metric η. A (TT )
perturbation would consequently only affect
√−g at sec-
ond order. In a number of cases, the (TT ) contribution
is not used (e.g. Kimura’s treatment of the two-body
problem within the Einstein-Infeld-Hoffman approxima-
tion [P. 159 of [13]]). Therefore, in what follows we work
mostly with isotropic coordinates in which the (TT ) con-
tribution vanishes to leading order perturbatively.
In general, from the generator of Eq. (D3), the action
can be rewritten in the tradition of ADM [Eq. (4.17) of
[12]],
G = GM +
∫
dx3
{
πabTT δhTTab + T 0µ δxµ
}
(44)
where GM is the generator from the matter Lagrangian.
Therefore
T 00 = H = △hT (45)
T 0a = −2∂bπab . (46)
and the Hamiltonian density is in terms of the metric
just as in standard GRT, and not △Ψ as it would be
in the 1 + 1 case. In the latter, the dilaton field repre-
sents most of the dynamics (because conventional GRT
yields nothing in 1+ 1) whereas in 3+ 1 dimensions, the
dilaton field is treated as a small departure from GRT.
(Appendix A shows that conventional GRT is sufficient
to ensure the correct nonrelativistic limit). Usually such
simplifications would allow us to address the constraint
equations (21) and (22) in terms of the two unknowns
πij and hT (related to the metric). However, we have
additionally the dilaton field Ψ. This is addressed in the
next sections.
7IV. SHIFT-COVECTOR CONSTRAINT
EQUATION
Here, we highlight the possibilities of reduction and
simplification to make Eq. (21) more solvable. Given
Eq. (38), we consider dividing πab into two parts, where
the second part depends explicitly on Ψ˙; expressing the
momentum in lower indices,
πab = −1
2
ΨπabGRT+pab where pab = −
√
γγab
2
Ψ˙ (47)
which allows us to simplify the left side of the shift-vector
equation with
Db(pab) = −
√
γγab
2
Db(Ψ˙) = −
√
γ
2
Da(Ψ˙) = −
√
γ
2
∂aΨ˙
From Eq. (18)
Π∂aΨ =
√
γ
2Ψ
(3−Ψ)Ψ˙∂aΨ+ π ∂aΨ
Ψ︸︷︷︸
∂a lnΨ
(48)
We see that if Ψ˙ = 0 then both π = 0 [from Eq. (40)]
and pab = 0 [from Eq. (47)]. Consequently, Π ∂aΨ = 0
in Eq. (48). In such a case, the shift-vector constraint
(21) reduces to that of standard GRT and πab can be
readily calculated by existing methods. For a nonzero
Ψ˙, Appendix E shows that for these particular cases of
separability for Ψ, i.e.
Ψ = F (x) G(t) product (49)
Ψ = F (x) +G(t) sum (50)
the first term on the right-side of Eq. (48) is a divergence;
i.e. it yields a vanishing surface term to the integral of
the shift-vector constraint equation over spatial coordi-
nates. Consequently it does not contribute to the Euler-
Lagrange equations and can therefore be discarded. In
the appendix, we make use of the “densitized” lapse func-
tion or “Taub function”, which was introduced by York
as a means of improving the ADM approach [Eq. (41)
of [29],
α ≡ N√
γ
(51)
and which often appears in the context of setting an ini-
tial value problem. In ADM, the lapse function tells how
the proper time moves along from spatial slice to spatial
slice as the coordinate time moves. Its setting is a matter
of choice, and is consequently an additional coordinate
(“gauge”) freedom which does not change the physical
solution, but will change how well posed the problem is
[30–32] (and what happens if the initial data conditions
are slightly perturbed). The Taub function appears in
boundary-value problems [33] and for stabilizing numer-
ical relativity [34, 35]. In our case, clearly α → 1 in the
far-field limit.
Thus for Ψ˙ 6= 0 and for the separable cases of
Eqs. (49) or (50), the first term of Eq. (48) can be dis-
carded, leaving only the term proportional π∂a ln(Ψ),
with π given by Eq. (42). In isotropic coordinates this
is also a divergence and can therefore be discarded, as
explained in Appendix E.
These particular separable solutions of Ψ therefore
eliminate the π∂a ln(Ψ) term, and bring the vector equa-
tion of Eq. (21) much closer to the GRT result. Con-
sequently we can make use of existing GRT results to
obtain solutions to the vector constraint Eq. (21).
We now focus exclusively on the first term of Eq. (21)
and since the indices of individual components can be
raised and lowered with the metric, e.g. Db(πab) =
Db(π
b
a), we make use of an important result in ADM
[Sec. 3 of [21]], which allows us to convert the covariant
derivative into a simple partial derivative, i.e.
Db(πab) → ∂bπba → ∂bπab (52)
In this regard, a useful identity is
Db(π
b
a) = ∂bπ
b
a −
1
2
[
πbe∂aγbe
]
+
1
2
πca Tr(∂c ln(γ)) (53)
as shown in Appendix F. Under the orthogonal decom-
position for πnb and γnb, the term in the square brackets
will contain a divergence which can be completely elimi-
nated, apart from a (TT ) contribution (which is zero in
our choice of isotropic coordinates) [Eqs. (3.10)−(3.11) of
[21]]. The last term in Eq. (53) involves the logarithmic
derivative of the determinant of the metric. It will van-
ish if the volume (whose element is proportional to this
term) is fixed within ADM. Although this is the case in
many applications of ADM, this could be in doubt in e.g.
cosmological studies of an expanding universe. However,
it can be justified if e.g. the Taub function α of Eq. (51) is
unit or a constant. Moreover, for the last part of Eq. (52),
the difference between ∂bπ
b
a and ∂bπ
ab is also a divergence
under this orthogonal decomposition [Eq. (3.12) of [21]].
Kimura apparently uses this result in the transition from
his Eq. (2.3b) to Eq. (3.5b) in Ref. [13],
−2Db(πba) → − 2∂bπab
(modulo the raising/lowering operation of indices with
the metric). However, Ohta et al. does not, and instead
computes the explicit Christoffel symbol for the covariant
derivative [Eq. (3.5) of [27]]. Yet, for a matter Lagrangian
of Eq. (9) without external fields, both obtain the same
solutions using an iterative approximation scheme for the
lead term of the metric [Eq. (3.9) of [13] and Eq. (3.7)
of [27]],
hT ≈
∑
i
mi
4πri
(54)
where ri = |r − zi| and for the momenta [Eq. (3.13) of
[13],[36], and Eq. (3.10) of [27]],
πi ≈ 1
8π
∑
i
{
pia
(
1
ri
)
− 1
4
pib∂a∂bri
}
(55)
8(though only the solution for πij is relevant here.) Here
we have only cited the results (without rederiving them)
which give us confidence in Eq. (53) in its use via the
reductions of Ref. [21] and the iterative methods for
obtaining solutions by Kimura and Ohta. Therefore,
Eqs. (54) and (55) can serve as initial solutions of the
metric using the anzatz (9) for the case Ψ (or equiv-
alently small κ) in a perturbative scheme for small κ.
Ohta’s solutions include a transverse-traceless contribu-
tion gTTab [Eq. (3.11) of [27]]. As noted above, the (TT )
contribution only affects the metric γab at second order
as shown by Ohta et al. and adds linearly at this order
[Eq. (4.1) of [27]]. We have thus identified conditions
for which the field Ψ need not be injected into the shift-
vector equation (or, alternatively, conditions for elimi-
nating most or all of the terms involving Π∂aΨ), or for
which the Christoffel symbols need not be included in the
covariant derivative, thus making the task of solving for
the momenta πij tractable in terms of known methods.
V. HAMILTONIAN CONSTRAINT
Taking all the simplifications of Sec. III into account
including Eq. (43), K in Eq. (42), the isotropic metric
of Eq. (41) with K = 0, and, especially the combina-
tion of Eqs. (11) and (13) which allows us to rewrite RΨ,
the Hamiltonian constraint of Eq. (28) can be rewritten
entirely in terms of the metric and Ψ and its time deriva-
tives as
√
h
2
(
5∇2Ψ− (∇Ψ)2)+ 5
8
√
h
∇Ψ ·∇hT
− h3/2
{
3
2
∂2Ψ
∂t2
+
1
4
(
∂Ψ
∂t
)2
+
1
2
T+ 3RΨ+ Λ
}
− h3/2
(
3
2
χ1
∂Ψ
∂t
+
1
2
χ2 Ψ
)
− F0 = 0 (56)
where
χ1 = c =
∂(ln
√
γ)
∂t
− ∂aNa =
∂(ln
√
γ)
∂t
χ2 = − 2√
γ
∂a
(√
γγab∂bN
)
= 0 (57)
and where the gradients are now with respect to the Eu-
clidean 3-metric ∇a = ∂a and T is the right side of
Eq. (13) i.e. T = κ
2
4 T
µ
µ − 4Λ. The dot product of the
gradients of Ψ and hT i.e. ∇Ψ ·∇hT results from the
Christoffel symbols of the covariant Laplacian of Eq. (23).
The second derivative of Ψ with respect to time i.e. ∂
2Ψ
∂t2 ,
appears in Eq. (56) because the first term in brackets
on the right-hand side of Eq. (28) for the Hamiltonian
constraint, expressed in terms of the extrinsic curvature
Kab and the Ricci scalar
3R, is rewritten in terms of
the d’Alembertian of Eq. (31) using the simplification of
Eq. (43).
Note that we have rewritten the constraint (22) in
terms of time derivatives of Ψ for reasons of convenience:
our goal here is to obtain a self-contained solvable differ-
ential equation for Ψ. Equation (56) can be recast into
canonical form by employing Eqs. (42) and (31) to elim-
inate Ψ˙ and Ψ¨ in terms of Π and other fields. Moreover,
the term χ1 is the coefficient c of Ψ˙ for the d’Alembertian
in Eq. (31), and χ2, is the remaining term of the four-
dimensional Ricci scalar of Eq. (15) and is neglected as
mentioned in the simplification of Eq. (43).
Using the separability of Eq. (50) for Ψ by which the
term Π∂aΨ can be eliminated in the shift-vector equation
of Sec. IV, we eliminate (∇Ψ)2 using the same approach
as in Eq. (29) of [1], i.e. :
Ψ(t, x, y, z) = F (t)− c ln(|ψ(x, y, z)|) (58)
With c = 5 Eq. (56) becomes
−25
√
h
2
∇
2ψ
ψ
− 25
8
√
h
∇ψ ·∇hT
ψ
− h3/2
{
3
2
∂2F (t)
∂t2
+
1
4
(
∂F (t)
∂t
)2
+
3
2
χ1
∂F (t)
∂t
}
(59)
− h
3/2
2
(
T+ 3R (2F (t)− 10 ln(|ψ|)) + 2Λ)− F0 . = 0
If we divide the above by h3/2 and ignore 3R, Eq. (59)
divides into the sum of a pure function of t only and a
function of the spatial coordinates only where each term
is forcibly a constant (for all time and spatial positions)
depending of course on how the matter Lagrangian term
depends on spacetime coordinates.
For further simplicity, let us consider a matter La-
grangian term depending only on the spatial coordinates.
If we let F (t) = F be a constant, Eq. (58) fits into the
pattern of Eq. (9) and φ is time independent [and terms
like Ψ¨ do not appear in Eq. (56)]. Also, the term in χ1 of
Eq. (57) from the coefficient of Ψ˙ in Eq. (31) drops out,
as mentioned before. Note that in the 1 + 1 case, c = 4
and the difference is caused by the first term coupled to
Ψ in Eq. (28), i.e.
(
KabK
ab −K2 − 3R), which does not
appear in the 1+1 case. The term∇ψ ·∇hT vanishes in
the far field; it can be eliminated via the transformation
Φ = h1/4ψ (60)
and Eq. (59) can be rewritten as
− 1
2
∇
2Φ + V Φ+ SΦ ln(|Φ|)− EΦ = 0 (61)
where
V =
1
16h
∇
2hT − 3
128h2
(∇hT )2 − h
50
T
− h
(
ln(h)
20
+
F
25
)
3R− h
TΛ
50
− 1
25
√
h
F0 ,
E = − Λ
25
and S =
h
5
3R .
9Eq. (61) has the functional form of a logarithmic
Schro¨dinger equation. As mentioned before, the term χ2
of Eq. (57) resulting from the 4-dimensional scalar cur-
vature of Eq. (15) merely adds to the the Ricci scalar of
the 3-metric. The Ricci scalar is
3R =
1
h2
∇
2hT − 3
8h3
(∇hT )2 (62)
Thus, the potential V in Eq. (61) is made of gradients
of the metric and the matter Lagrangian term as well as
the gravitational constant (common to the “eigenenergy”
E).
A. Equation for the 3-metric
There remains the matter of obtaining hT for the
isotropic coordinates themselves. The relationship be-
tween pab andKab in Eq. (27) with Eq. (13) and Eq. (43),
the latter resulting from Eq. (29), becomes
Ψ2R = Ψ2Ψ = Ψ2(KabKab −K2 + 3R) (63)
=
4
γ
(
πabπ
ab − 1
2
π2
)
+
3
2
Ψ˙2 + 2ΨKΨ˙ + 3R Ψ2
=
4
γ
(
πabπ
ab − 1
2
π2
)
+
3
2
Ψ˙2 + 3R Ψ2
since K = K˙ = 0. Using the same simplifications as
before, we obtain
5h2
(
∇
2ψ
ψ
− (∇ψ)
2
ψ2
)
+
4
25
(πabπab − 12π2)
ln(|ψ|)2 (64)
+h
(
∇
2hT +
5
4
∇ψ ·∇hT
ψ
)
− 3
8
(∇hT )2 = 0.
with ψ is related to Φ via Eq. (60), where Eq. (62) for
the Ricci scalar of the 3-metric was used, and again the
gradients in Eq. (64) are with respect to to Euclidean
3-metric. Eq. (64) looks complicated, but once πab is
obtained from the shift-vector equation and Φ from the
Hamiltonian, it is a matter of injecting these quantities
into Eq. (64) through which we can solve for the metric
term hT . In the far field, the coefficient of the log poten-
tial term S → 0 and consequently Eq. (61) reduces to the
standard linear Schro¨dinger equation and is completely
decoupled from the metric terms h and hT that also go to
zero, and thus asymptotically, the equation governing the
dilaton field is completely self-contained with the matter
Lagrangian (subject to regularization with respect to the
metric term h) being the case also for the 1 + 1 problem
[4].
VI. DISCUSSION
After deriving the field equations for the scalar-tensor
theory represented by Eq. (8), a d+1-dimensional version
of the 1+ 1 action of Eq. (1) was proposed and shown to
yield the correct nonrelativistic limit in d dimensions. We
then applied the Arnowitt-Deser-Misner method with the
gauge settings of Eq. (29) and the orthogonal decomposi-
tions of the momentum πab and the metric gab according
to Eq. (37). We found essentially three coupled PDEs:
the shift-covector equation governing the momentum πab
as given by Eq. (21) and discussed in sec. (IV), the Hamil-
tonian constraint governing the dilaton field Ψ as given
by Eq. (22) [or equivalently Eq. (28)], and a relationship
by which the metric can be obtained from the solutions
of πab and Ψ namely Eqs. (11) and (15) with Eq. (27).
We found that under the right choice of coordinate
and gauge conditions, i.e. in isotropic coordinates and
when gTTab = h
TT
ab = 0, the PDE governing the dilaton
field in Eq. (28) is a logarithmic Schro¨dinger equation,
the nonlinear logarithmic term being directly propor-
tional to the Ricci scalar of the 3-metric which becomes
zero in the far-field limit (Minkowski flat-space) as given
by (61). In the latter regime, the PDE becomes a linear
Schro¨dinger equation in the far field. Equation (64) then
allows one to solve for the metric in terms of ψ.
Thus, we find that our proposed 3 + 1 scalar-tensor
theory holds similar properties to those of the 1 + 1 for-
mulation, very much what would be expected from sound
dimensional scaling. The main difference is that unlike
the 1+1 case where the reduced Hamiltonian is expressed
as a form of spatial integral of the second derivative of the
scalar field, the 3+1 formulation uses the second deriva-
tive of the metric function hT , just as in standard GRT.
This can be understood from the fact that in 1+1 dimen-
sions, the dilaton field contributes most of the physics
(GRT in 1 + 1 dimensions yields nothing). However, in
3 + 1 dimensions, the dilaton field represents a small de-
parture from standard GRT.
This outcome is interesting as the logarithmic
Schro¨dinger equation finds applications in quantum me-
chanics, the theory of superfluidity and Bose-Einstein
condensates [37], and even nuclear physics [38]. As in the
previous 1+1 case, since we already know the Lagrangian
density whose Euler-Lagrange equations are the (linear)
Schro¨dinger wave equation, we can obtain a Hamilto-
nian density and quantize the system. This procedure,
often called second quantization, allows transitions be-
tween states, with the dilaton itself acting as the agent
of transition. In effect, this yields a theory of quantum
gravity which is normalizable because only the dilaton
field is quantized. (Note that our treatment of the one-
graviton exchange in Appendix A is still relevant because
the effective potentials Vd are obtained in the lowest or-
der and have a well-known correspondence with classical
mechanics in the limit ~→ 0.)
From here, many directions are possible. An obvious
next step is to explicitly solve Eq. (18) for the momen-
tum πab according to sec. IV, Eq. (61) for the wave
function Φ, and Eq. (64) for the metric term hT to ob-
tain the Hamiltonian of Eq. (45) using the explicit terms
of Fµ from Eq. (24) i.e. the various components of the
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matter Lagrangian in Eq. (9). Analytical solutions are
desirable, and we anticipate that the generalized Lam-
bert W function will be useful as it was for the 1 + 1
lineal gravity problem[15, 39, 40]. Departures from the
gauge conditions of Eq. (29) and the addition of a nonzero
transverse-traceless component for the metric (to model
gravitational radiation,perhaps) can be explored by iter-
ative schemes like those mentioned in Sec. IV.
It has been hypothesized that superfluid vacuum the-
ory (SVT) might be responsible for the mass mechanism
(in contradistinction to the Higgs boson or perhaps work-
ing in tandem with it). Some versions of SVT favor a
logarithmic Schro¨dinger equation [41]. Given the appar-
ent resemblance between the Higgs boson and the dila-
ton mentioned earlier in the Introduction, the formula-
tion herein could be fruitful in investigating this direc-
tion. However, we wish to emphasize that regardless of
whether the dilaton and Higgs boson are related to each
other or not, the results of the present work and their
implications concerning quantum gravity stand on their
own.
The very fact of the dilaton field being governed by
an energy-balancing quantum mechanical wave equation
suggests that the wave function itself might also be a “ge-
ometrical” quantity, apart from its usual interpretation;
this would be very much as spin is treated in GRT, but
such a notion needs further investigation. Granted, we
have found a particular class of solutions to the scalar-
tensor gravitational theory proposed in Eq. (8); nonethe-
less, the class found here shares similar essential proper-
ties with its simpler 1 + 1 counterpart of Eq. (1).
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Appendix A: Correspondence with Newtonian
gravity in d+ 1 dimensions
In this section we illustrate how a Newtonian limit
generically arises in d + 1 dimensions for the scalar-ten-
sor theory of Eq. (8). We shall compute the Newtonian
limit(s) by considering the one graviton exchange poten-
tial (keeping in mind that there are no propagating gra-
vitons in two or three spacetime dimensions). Gravitons
can only propagate in 3+1 dimensions (so the treatment
for n = d+ 1 < 4 is formal).
Specifically, we calculate the T -matrix element of the
one graviton exchange diagram in d+1 Einstein gravity in
the framework of the conventional quantum field theory,
and we determine the classical potential as the Fourier
transformation of the T -matrix element in the limit of
h→ 0. Here the word “conventional” means that we do
not touch on the Faddev-Popov (FP) ghosts etc . . . As
far as we treat the lowest order and static contributions,
this causes no problem.
We begin by extending the theory in (1) to d+1 = n
dimensions and coupling N scalar fields. We introduce
the neutral scalar fields with massma instead of the point
particles. This yields the Lagrangian density: in 1 +
1 dimensions the g˜µν ≡ √−ggµν is not an appropriate
variable for developing the quantum field theory, because
its components are not independent due to the identity
det(g˜µν) = −1. We define the graviton field hµν and the
dilaton field ψ from Eq. (9) via
gµν = ηµν + κhµν (A1)
where ηµν is the metric for flat (Minkowski) space. The
reason why we defined the dilaton field not by Ψ = κψ
but by (9) is to introduce the correct kinematical part of
the graviton field and also formally ensure the Einstein-
Hilbert action as κ→ 0 for Ψ.
Though this separation in Eq. (A1) is well known in
the weak-field approximation or “linearized gravity” [42],
it is exact and can be done without any loss of generality.
However the counterpart in terms of upper indices is not
exactly separable. To first order in κ, it is given by
gµν ≈ ηµν + κhµν (A2)
where hµν = ηαµηβνhαβ and we treat h
µν as the graviton
field. In general, it is not possible to separate the metric
into a static background and a perturbation in the form of
radiation. However, if such a separation can be made the
perturbation is transverse (perpendicular to the direction
of motion) and traceless relative to the background. Thus
the physical graviton is the transverse-traceless part of
hµν , we refer here to all components as graviton. Here,
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the Lagrangian density of Eq. (8) becomes
L0 = −1
2
{
∂λh
µν∂λhµν − ∂λhµµ∂λhνν − 2∂µhλν∂λhµν
+2∂µh
µν∂νh
λ
λ
}
+ 2∂µ (∂νhµν − ∂µhνν)ψ + ∂µψ∂µψ
−1
2
∑
a
(
ϕ, µa ϕa, µ +m
2
aϕ
2
a
)
. (A3)
where the cosmological constant Λ has been set to zero.
In the spirit of Feynman’s path integral approach [43],
[Sec. (1.2) of [28]], only products of at most two h terms
and first order derivatives of each term in h are desired in
the Lagrangian. Thus, we rewrite this latter in the form
L0 = −1
2
{
∂λh
µν∂λhµν − ∂λhµµ∂λhνν − 2∂µhµν∂λhλν
+2∂µh
µν∂νh
λ
λ
}− 2 (∂νhµν − ∂µhνν) ∂µψ + ∂µψ∂µψ
−1
2
∑
a
(
ϕ, µa ϕa, µ +m
2
aϕ
2
a
)
. (A4)
where we dropped divergences (which contribute nothing
to the Euler-Lagrange equations) for the free Lagrangian
density following from (8). The characteristic of this La-
grangian density is the mixing term between graviton and
dilaton. However, we can eliminate this by redefining the
dilaton field as
ψ˜ ≡ ψ + hµµ −
∂µ∂ν

hµν (A5)
which allows us to express (A4) as
L0 = −1
2
{
∂λh
µν∂λhµν − ∂λhµµ∂λhνν − 2∂µhµν∂λhλν
+2∂µh
µν∂νh
λ
λ
}− (∂νhµν − ∂µhνν) (∂λhµλ − ∂µhλλ)
+∂µψ˜∂
µψ˜ − 1
2
∑
a
(
ϕ, µa ϕa, µ +m
2
aϕ
2
a
)
. (A6)
The field ψ˜ decouples from the Lagrangian and we shall
not consider it further. The free Lagrangian density of
the graviton is obtained by simplifying the first two terms
above to obtain
L0g = −1
2
{
∂λh
µν∂λhµν + ∂
λhµµ∂λh
ν
ν − 2∂µhµν∂νhλλ
}
+∂νhµνB
µ +
1
4
BµB
µ (A7)
where we added gauge fixing terms in the form of a La-
grange multiplier field Bµ in the Feynman gauge (e.g.
see Feynman rules [Sec. (1.4) of [28]]). We solve for Bµ
directly from L0g in terms of the field equation
∂νhνµ +
1
2
Bµ = 0 .
Thus Bµ = −2∂νhνµ and Bµ ≈ −2∂νhνµ with respect
to the background metric ηµν . Eliminating Bµ and B
µ
from its field equation leaves us with the Lagrangian
L˜0g = −1
2
{
∂λh
µν∂λhµν + ∂
λhµµ∂λh
ν
ν − 2∂µhµν∂νhλλ
}
−∂νhµν∂λhµλ . (A8)
whose canonical quantization we shall now undertake.
Temporarily setting the scalar fields to zero, we ob-
tain
hµν + ηµνh
λ
λ − ηµν∂λ∂ρhλρ − ∂µ∂νhλλ
+∂µ∂
λhνλ + ∂ν∂
λhµλ = 0 . (A9)
for the graviton field equation. Its trace is
hλλ =
n− 2
n
∂λ∂ρh
λρ . (A10)
In 1 + 1 dimensions, n = 2 and hλλ = 0. In general,
Eq. (A10) implies that (A9) becomes
hµν− 2
n
ηµν∂λ∂ρh
λρ−∂µ∂νhλλ+∂µ∂λhνλ+∂ν∂λhµλ = 0 .
(A11)
Taking the ∂ν derivative of (A11) leads to
∂νhµν = 0 . (A12)
This, along with the d’Alembertians of (A11) and (A12)
respectively lead to

2hµν − ∂µ∂νhλλ = 0 and 2hλλ = 0 (A13)
which finally implies

3hµν = 0 (A14)
a relation characteristic of n ≥ 3 Lagrangian. For n = 2,
we simply get hµν = 0. The conjugate momentum is:
πµν =
∂L0
∂(∂0γµν)
= ∂0h
µν + ηµν
(
∂0h
λ
λ + ∂λh
λ
0
)
+ ηµ0
(
1
2
∂νhλλ
− ∂λhνλ
)
+ ην0
(
1
2
∂µhλλ − ∂λhµλ
)
. (A15)
which implies
∂0h00 =
1
2
π00 +
1
2
∂ih0i
∂0h0i = −1
2
π0i +
1
4
∂ih00 − 1
4
∂ihjj +
1
2
∂jhij (A16)
∂0hij = π
ij − δij
n
πkk +
δij
n
∂kh0k .
The equal-time commutation relations are[
hµν(x), π
λρ(y)
]
eq
=
i
2
(
δλµδ
ρ
ν + δ
ρ
µδ
λ
ν
)
δ(n−1)(x− y)
(A17)
[hµν(x), hλρ(y)]eq =
[
πµν(x), πλρ(y)
]
eq
= 0 .
implying that the commutators between hµν and ∂0hλρ
become
[hµν , ∂0hκσ]eq
=
i
2
{
1
2
(ηµκηνσ + ηµσηνκ) +
1
2
(η¯µκη¯νσ + η¯µσ η¯νκ)
− 2
n
η¯µν η¯κσ
}
δ(n−1)(x− y) (A18)
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where
η¯µν ≡ ηµν + ηµ0ην0 . (A19)
The proof of this relation is given in the Appendix of
ref. [1]. The solution to (A14) is
hµν(x) = −
∫
dn−1z D(n)(x− z)∂¯z0hµν(z)
−
∫
dn−1z D˜(n)(x− z)∂¯z0hµν(z)
−
∫
dn−1z ˜˜D(n)(x− z)∂¯z02hµν(z) .(A20)
where D(n), D˜(n) and ˜˜D(n) are defined via
D(n)(x) = − i
(2π)n−1
∫
dnk ǫ(k0)δ(k
2)eikx
D˜(n)(x) = − i
(2π)n−1
∫
dnk ǫ(k0)δ
′(k2)eikx
˜˜D(n)(x) = − i
(2π)n−1
∫
dnk ǫ(k0)δ
′′(k2)eikx
as elaborated in appendix B. We next need to express
all of hµν , ∂0hµν ,∂0hµν ,
2hµν and 
2∂0hµν in terms
of the canonical variables and calculate commutators at
equal-time. This rather lengthy and complicated calcu-
lation is given in the Appendix of ref. [1].
From (A20) and the equal-time commutators, the
commutator among the components of hµν at two ar-
bitrary space-time points can be calculated
[hµν(x), hλρ(y)]
=
i
2
(
ηµληνρ + ηµρηνλ − 2
n
ηµνηλρ
)
D(n)(x− y)
+
i
4
{−ηµλ∂ν∂ρ − ηµρ∂ν∂λ − ηνλ∂µ∂ρ − ηνρ∂µ∂λ
+
4
n
(ηµν∂λ∂ρ + ηλρ∂µ∂ν)
}
D˜(n)(x− y)
+
i
2
(
1− 2
n
)
∂µ∂ν∂λ∂ρ
˜˜D(n)(x− y) . (A21)
This expression is valid even when n = 2. (The proof is
also given in the Appendix of [1]). The graviton propa-
gator is
〈0|T (hµν(x)hλρ(y))|0〉 = − i
2(2π)n
∫
dnk eik(x−y)
Xµν,λρ
k2 − iǫ
(A22)
where
Xµν,λρ = ηµληνρ + ηµρηνλ − 2
n
ηµνηλρ
+
1
2k2
{−ηµλkνkρ − ηµρkνkλ − ηνλkµkρ − ηνρkµkλ
+
4
n
(ηµνkλkρ + ηλρkµkν)
}
+
(
1− 2
n
)
kµkνkλkρ
(k2)2
. (A23)
We turn now to the scalar fields. Since
√−g = 1+ κ2hµµ+
O(κ2). the interaction Lagrangian in the lowest order is
Lint = −1
2
{
1
2
ηµν
(
ϕ,αϕ,α +m
2ϕ2
)− ϕ,µϕ,ν}hµν .
(A24)
Using the propagator (A22), the S-matrix element of the
one graviton exchange between two scalar particles is cal-
culated as
Sn =
4πiGn
(2π)n−2
(
p01p
0
2q
0
1q
0
2
)−1/2 [
pµ1q
ν
1 −
1
2
ηµν(p1 · q1 +m21)
] [
pλ2q
ρ
2 −
1
2
ηλρ(p2 · q2 +m22)
]
× Xµν,λρ
k2
δ(n)(p1 + p2 − q1 − q2)
S2 = 4πiG
(
p01p
0
2q
0
1q
0
2
)−1/2 1
k2
[(p1 · p2)(q1 · q2) + (p1 · q2)(q1 · p1)− (p1 · q1)(p2 · q2)]× δ(2)(p1 + p2 − q1 − q2) . (A25)
where pµa , q
µ
a and k
µ are the four- momenta of the initial
particles, the final particles and the transferred graviton,
respectively. This result is valid for n = 2 also. The
T -matrix element is defined by the formula
Sn = −i(2π)Tnδ(n)(p1 + p2 − q1 − q2) , (A26)
and the potential is calculated via its Fourier transfor-
mation as
Vn =
∫
dn−1k e−ik·rTn(k) . (A27)
In the lowest order, the static approximation T -matrix
element is
Tn = −4
(
1− 1
n
)
Gn
(2π)n−2
m1m2
k2
. (A28)
whose associated potential is V =
∫
dnke−ikxT (k) in n
dimensions.
Remark: kµ in the propagator yields the term as
(k · p1) = −k0p01 + k · p1. This term does not contribute
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to the static potential, because k0 is momentum-
dependent. The reason is as follows.
Let’s consider the energy conservation at the vertices
of the one -graviton exchange diagram, which leads to
k0 = p01 − q01 and k0 = q02 − p02 .
The choice between these two k0 leads to the different
result of momentum sector of the potential. This was
pointed out by Y. Nambu in 1950 [44–46]. T. Ohta in-
vestigated this problem many years ago and found the
consistent choice is to take an average of two expressions
k0 =
1
2
(p01 − q01 + q02 − p02) .
More generally a parameter can be introduced in the
above expression, which was proved to be identical with
a gauge parameter. At any rate k0 does not contribute
to the static potential.
The T -matrix elements for n = 2, 3 and 4 are
T2 = −2G2m1m2
k2
(A29)
T3 = −8
3
· G3
(2π)
· m1m2
k2
(A30)
T4 = − 3G4
(2π)2
· m1m2
k2
. (A31)
and the corresponding potentials are
V2 = 2πG2m1m2 r (A32)
V3 = 2
(
4
3
G3
)
m1m2log r (A33)
V4 = −3
2
· G4m1m2
r
(A34)
By identifying the gravitational constants as
GN,2 ≡ G2 GN,3 ≡ 4
3
G3 GN,4 ≡ 3
2
G4 (A35)
we get the correct Newtonian potentials in each dimen-
sion. The result for V4 tells this method has been estab-
lished and led to the exact potential to the post-post-
Newtonian order.
The results above are in strong contrast with d + 1-
dimensional GRT, whose free Lagrangian density is
L = 2
κ2
√−gR− 1
2
∑
a
√−g(gµνϕa,µϕa,ν+m2aϕ2a) (A36)
from which the free Lagrangian of the graviton is
L0g = −1
2
{
∂λh
µν∂λhµν − ∂λhµµ∂λhνν − 2∂µhµν∂λhλν
+ 2∂µh
µν∂νh
λ
λ
}
(A37)
+
(
∂νhνµ − 1
2
∂µh
λ
λ
)
Bµ +
1
4
BµB
µ
where gauge fixing terms have been added. A compu-
tation analogous to the one above gives the following.
There are ways of eliminating the gauge fields
1. Define a new field Cµ by
Cµ ≡ Bµ + 2
(
∂νhνµ − 1
2
∂µh
ν
ν
)
The gauge fixing term of (A37) becomes(
∂νhνµ − 1
2
∂µh
ν
ν
)
Bµ +
1
4
BµB
µ
= −
(
∂νhνµ − 1
2
∂µh
ν
ν
)(
∂λhµλ −
1
2
∂µhλλ
)
+
1
4
CµC
µ
The Cµ field is completely separated form the gra-
viton’s world and has no contribution to physics.
2. Eliminate Bµ directly in terms of the field equation
∂νhνµ − 1
2
∂µh
ν
ν +
1
2
Bµ = 0
Either way, the gauge fixing term becomes(
∂νhνµ − 1
2
∂µh
ν
ν
)
Bµ +
1
4
BµB
µ
= −
(
∂νhνµ − 1
2
∂µh
ν
ν
)(
∂λhµλ −
1
2
∂µhλλ
)
and the Lagrangian density becomes
L0g = −1
2
{
∂λh
µν∂λhµν − ∂λhµµ∂λhνν − 2∂µhµν∂λhλν
+2 ∂µh
µν∂νh
λ
λ
}
−
(
∂νhνµ − 1
2
∂µh
ν
ν
)(
∂λhµλ −
1
2
∂µhλλ
)
(A38)
We obtain the field equation
hµν − 1
2
ηµνh
λ
λ = 0 (A39)
The trace of (A39) is
2− n
2
hλλ = 0 =⇒ hλλ = 0 (n > 2)
(A40)
Then
hµν = 0 (A41)
The conjugate momentum is
πµν = ∂0h
µν − ηµν
(
∂0h
λ
λ + ∂λh
λ
0 +
1
2
B0
)
+ηµ0
(
∂λh
λν − 1
2
∂νhλλ +
1
2
Bν
)
+ην0
(
∂λh
λµ − 1
2
∂µhλλ +
1
2
Bµ
)
≈ ∂0hµν − 1
2
ηµν∂0h
λ
λ (A42)
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The n dimensional commutation relations among the
components of hµν at two arbitrary space-time points
[hµν(x), hαβ(y)] =
i
2
{ηµαηνβ + ηµβηνα
− 2
n− 2ηµνηαβ}D
(n)(x− y)
The equal-time commutation relation are[
hµν(x), π
λρ(y)
]
eq
=
i
2
(
δλµδ
ρ
ν + δ
ρ
µδ
λ
ν
)
δ(n−1)(x− y)
(A43)
[hµν(x), hλρ(y)]eq =
[
πµν(x), πλρ(y)
]
eq
= 0
The graviton’s propagator is
〈0|T (hµν(x)hλρ(y)|0〉 = − i
2(2π)n
∫
dnk eik(x−y)
Xµν,λρ
k2 − iǫ
where
Xµν,λρ = ηµληνρ + ηµρηνλ − 2
n− 2ηµνηλρ
The S-matrix element of the one graviton exchange dia-
gram is
Sn =
4πiGn
(2π)n−2
(
p01p
0
2q
0
1q
0
2
)−1/2 [
pµ1q
ν
1 −
1
2
ηµν(p1 · q1 +m21)
] [
pα2 q
β
2 −
1
2
ηαβ(p2 · q2 +m22)
]
×Xµν,αβ
k2
δ(n)(p1+p2−q1−q2)
(A44)
which in turn yields the T -matrix element
Tn = − 4Gn
(2π)n−2
· n− 3
n− 2 ·
m1m2
k2
(A45)
in the static approximation in n dimensions. The reader
should not be fooled by the apparent sameness of Sn
from GRT in Eq. (A44) and the Sn of dilatonic gravity
in Eq. (A25): the Xµν,λρ matrix elements are distinct!
Thus for n = 3, T3(k) = 0 in the static approximation.
Then there exists no static potential in the lowest order
in 2 + 1-dimensional Einstein gravity. The potentials in
n = 3, 4 are
V3 = 0 V4 = −G4m1m2
r
. (A46)
The potential V4 is in agreement with (A34). However
the potential for n = 3 vanishes, and the potential for
n = 2 diverges. This latter situation can be dealt with
by setting Gn = (1 − n2 )G2 and taking the n → 2 limit-
ing method of Mann and Ross [2], which yields the two-
dimensional T -matrix element
T2 = −2G2m1m2
k2
(A47)
and the potential is calculated from Eq. (A27) as
V2 = −2G2m1m2
∫
dk
e−ikx
k2
= 2πG2m1m2r (A48)
Note that for n = 2, we cannot get the consistent quan-
tization of the theory based on the free-graviton La-
grangian derived from 2κ2
√−gR. For example, the prop-
agator can not be defined in the case of n = 2. In the
dilaton theory the dilaton contributes to the Newtonian
potential “indirectly” through the mixing with the gra-
viton.
Unlike GRT, 3-dimensional dilaton gravity (2+1) in-
cludes the Newtonian potential in any dimension, once
the gravitational constant is appropriately rescaled. In
this sense the theory of gravity (8) we consider is a rel-
ativistic extension of Newtonian gravity in d+ 1 dimen-
sions. GRT, on the other hand, does not include Newto-
nian gravity in 2 + 1 dimensions and is empty in 1 + 1
dimensions. In the latter case, an appropriate rescaling
of Newton’s constant yields the theory (8) in the n → 2
limit [2].
Appendix B: Invariant function for massless field in
n dimensions
This section elaborates D(n) which is used in ap-
pendix A. Consider the following massless field,
ϕ(x) =
1√
2(2π)(n−1)/2
∫
k0>0
dn−1k
k0
(
eikxak + e
−ikxa†k
)
[
ak, a
†
k′
]
= k0δ
n−1(k− k′)
[ϕ(x), ϕ(y)] =
1
2(2π)n−1
∫
k0>0
dn−1k
k0
{
eik(x−y) − e−ik(x−y)
}
= iD(n)(x− y)
D(n)(x) = − i
2(2π)n−1
∫
k0>0
dn−1k
k0
{
eikx − e−ikx}
= − 1
(2π)n−1
∫
k0>0
dn−1k
k0
eikxsink0x0
= − i
(2π)n−1
∫
dnk ǫ(k0)δ(k
2)eikx
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D(n)(−x) = −D(n)(x)
D(n)(Λx) = D(n)(x)
D(n)(x) = 0
D(n)(x, 0) = 0
∂
∂x0
D(n)(x)
∣∣∣∣
x0=0
= −δ(n−1)(x)
Appendix C: Setting of metric terms gµ0
Concerning the setting the lapse and shift functions,
DeWitt wrote[23]:
“If desired, one can always assign definite va-
lues to N andNa (α and βa in DeWitt’s nota-
tions) which may be purely numerical or may
depend on the γab and π
ab. Each choice corre-
sponds to the imposition of certain conditions
on the space-time coordinates. For example,
one may choose N = 1, Na = 0 . . . ”
(and consequently Na = gabNb = 0.) Since the Wheeler-
DeWitt Quantum Geometrodynamics is supposed to be
gauge invariant, a concrete choice of N , Na, N
a is be-
lieved not to have any significance. York [P. 8 of [29]]
points out:
“In this ”canonical”-like 3+1 form, there are
no time derivatives of N or of Na . . . we have
an easy way of seeing that N˙ and N˙a are
dynamically irrelevant”.
However, this notion has been challenged to some extent
by Tatyana Shestakova [47, 48] who advocates an “ex-
tended phase space” approach and insists that the choice
of N , Na, is actually a choice of gauge conditions and af-
fects the resulting physical picture. Natalia Kiriushcheva
criticized the work of Shestakova [25, 26] and points out:
“Dirac made an additional assumption that
g0a = 0 which noticeably simplified his calcu-
lations but also led him to the conclusion that
this simplification can be achieved only at
the expense of abandoning four-dimensional
symmetry.[24]”
Yet, Kiriushcheva admits[25]:
“. . . we show that his assumption g0a = 0,
used to simplify his calculation of different
contributions to the secondary constraints,
is unwarranted; yet, remarkably his total
Hamiltonian is equivalent to the one com-
puted without the assumption g0a = 0.”
Shestakova responded to the criticism by Kiriushcheva
and her collaborators[49]. In the opinion of Natalia Ki-
riushcheva, the ADM approach already contains the loss
of physics as this representation restricts possible coordi-
nate transformations: a space-like hypersurface remains
space-like. Kiriushcheva claims it contradicts the main
principle of GRT, the principle of general covariance (ac-
cording to which any possible transformation of a coor-
dinate system should be acceptable).
However, the ADM formulation was used for the
Hamiltonian analysis where, e.g. a time coordinate is sin-
gled out and different treatment of time and space coor-
dinates does not lead to contradictions. It proved invalu-
able in decoupling the field equations for the 1+1 case. If,
in addition, the lapse and shift are set to constants, Ki-
riushcheva believes this will produce further “destruction
of physics”, specifically the general class of physics solu-
tions, because such an operation will mean a substitution
of the 3 + 1 picture of the world, which is the essence of
General and Special Relativity, by a 3-dimensional de-
scription, i.e. Newtonian mechanics.
Notwithstanding the contention of either Kiriush-
cheva or Shestakova with what is now conventional wis-
dom (and even the disagreement between themselves),
we take the point of view that Dirac was essentially cor-
rect. The ADM approach and the assumptions g0a = 0
do restrict the class of solutions obtainable. However, we
are not seeking e.g. Kerr metric solutions with a manifest
4 × 4 covariance where the g0ν are nonzero and vary in
time. For an interacting system of point-particles, these
assumptions can potentially yield a realistic class of solu-
tions with departures from these assumptions addressed
subsequently.
In practice, g0a = 0 often serves as initial conditions
with departures obtained from the time evolution of the
given system, as is often the case in numerical relativ-
ity where the equations determining N and Na are ob-
tained by taking the time derivatives of the coordinate
conditions[12]. Note that departures from these starting
assumptions for a matter Lagrangian of Eq. (9) (last term
of Eq. (9)) in the absence of an external magnetic field
has been worked out by Kimura with analytical solutions
[Eqs. (3.18)− (3.20) of [13]].
These arguments were made with respect to GRT but
also apply to our scalar-tensor theory in particular since
the latter becomes GRT in the limit Ψ → 1 and devia-
tions from GRT are small. Similarly, they also apply to
a range of matter Lagrangians (e.g. individual terms of
Eq. (9) and in totality).
Appendix D: On the generator and coordinate
conditions
In 3+1 dimensional GRT, it is commonly known that
one of the coordinate conditions appropriate for particle
dynamics is [Eqs. (4.22a) and (4.22b) of [12]]
t = − 1
2△
(
πT +
1
△π
cd
,cd
)
= − 1
2△π
aa (D1)
xa = ha − 1
4△h
T
,a (D2)
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where △ = ∇2 is the Laplacian in 3-space. The total
generator is
G = GM +
∫
d3xπabδgab (D3)
where GM refers to the part dependent on the mat-
ter Lagrangian; using the orthogonal decomposition of
Eqs. (37), G is transformed as:
G = GM +
∫
d3x
{
πabTT δhTTab +
[
1
2
(δab − 1△∂a∂b)π
T + πa,b + π
b
,a
]
δ
[
1
2
δabh
T − 1
2△∂a∂bh
T + ha,b + hb,a
]}
= GM +
∫
d3x
{
πabTT δhTTab + (
1
2
πT + πa,a)δh
T + (πab − πabTT )δ
[
− 1
2△∂a∂bh
T + ha,b + hb,a
]}
= GM +
∫
d3x
{
πabTT δhTTab −△hT δ
[
1
2△(π
T +
1
△π
ca
,ca)
]
− 2πab,bδ
[
ha − 1
4△h
T
,a
]}
In this transformation the surface terms are discarded.
Of course the vanishing of the surface terms has been
checked. (Variations at spatial infinity are consistently
set to zero.) From this expression we set the coordinate
condition Eqs. (D1) and (D2). The differential form of
the conditions of (D1) and (D2) are [Eqs (4.22c) and
(4.22d) of [12]]
△gab,b − 1
4
gbc,abc − 1
4
△gbb,a = 0 (D4)
πaa = πaaGRT = 0 . (D5)
The solution of the metric tensor is [Eq. (2.12) of [13]
and Eq. (2.19) of [27]]
γab = gab = δab(1 +
1
2
hT ) + hTTab (D6)
Appendix E: Divergences of Eq. (48)
Holding the Taub function α = N/
√
h of Eq. (51)
constant and expanding Eq. (48) and excluding the term
in π, we obtain
Π∂aΨ → 3
2
∂tΨ∂aΨ
Ψ︸ ︷︷ ︸
(1)
−1
2
∂tΨ∂aΨ︸ ︷︷ ︸
(2)
(E1)
Substituting Ψ(t, x, y, z) = G(t)F (x, y, z) into the first
part i.e. the term (1) of Eq. (E1) yields
∂tΨ∂aΨ
Ψ
=
dG(t)
dt
dF (x, y, z)
dxa
This is clearly a divergence. For example, set xa = x∫
d3x
dG(t)
dt
dF (x, y, z)
dx
=
dG(t)
dt
∫
dydz F (x, y, z)]
∞
−∞
= 0
for any function of the form F = 1 + φ(x, y, z), as in
Eq. (9) where ψ vanishes at infinity, and similarly for
xa = y and z. In view of the functional form of Eq. (9),
consider now a sum i.e. Ψ(t, x, y, z) = G(t) + F (x, y, z),
into the (1) term of Eq. (E1)
∂tΨ∂aΨ
Ψ
=
dG(t)
dt
dF (x, y, z)
dxa
/ [G(t) + F (x, y, z)]
=
dG(t)
dt
d
dxa
ln(G(t) + F (x, y, z))
Here mixed terms in t and spatial coordinates ap-
pear. However, G(t) and G′(t) depend only on t and are
therefore constant relative to the integration over spatial
coordinates. Again we have a divergence for the d/dxa
term.
We repeat this exercise for term (2) of Eq. (E1) with
Ψ(t, x, y, z) = G(t)F (x, y, z)
∂tΨ∂aΨ =
dG(t)
dt
G(t)
dF (x, y, z)
dxa
F (x, y, z)
=
1
4
d(G(t)2)
dt
d(F (x, y, z)2)
dxa
This is again a divergence similar to the second case of
(1). Finally, for Ψ(t, x, y, z) = G(t) + F (x, y, z), we have
∂tΨ∂aΨ =
dG(t)
dt
dF (x, y, z)
dxa
which is also clearly a divergence just like in the first case
of (1).
The term of Eq. (48), with π given by Eq. (42) for
isotropic coordinates, is
π = − 3
2
√
γΨ˙∂a[ln(Ψ)] (E2)
The Taub condition with the simplifications of Eq. (29),
i.e. N = 1, implies that γ = const., and therefore the
term in square brackets is clearly a divergence.
Appendix F: Derivation of Eq. (53)
Γanb is the Christoffel symbol of the second kind,
Γanc = γ
amΓmnc =
1
2
γam(γmn,c + γmc,n − γnc,m)
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and is symmetric in the two lower indices. We have
Da(π
a
b ) = ∂aπ
a
b + Γ
a
acπ
c
b − Γcabπac
= ∂aπ
a
b +
1
2
γae (∂aγec + ∂cγea − ∂eγac)πcb
− 1
2
γce (∂aγeb + ∂bγae − ∂eγab)πac
= ∂aπ
a
b +
1
2
γae

∂aγec − ∂eγac︸ ︷︷ ︸
0
+∂cγea

πcb
− 1
2

∂aγeb − ∂eγab︸ ︷︷ ︸
0
+∂bγae

πea
= ∂aπ
a
b −
1
2
πae∂bγae +
1
2
γae∂cγea︸ ︷︷ ︸
Tr(∂c ln(γ))
πcb (F1)
where we have used the symmetry of γab and πab. Equa-
tion (F1) is the result of Eq. (53) with a and b inter-
changed. The last term in Eq. (F1) involves the loga-
rithmic derivative of the determinant of the metric. It
goes to zero if γ = 1 or if the volume (whose element is
proportional to this term) is fixed within ADM. Although
this is the case for many applications of ADM, this could
be in doubt in e.g. , cosmological studies of an expanding
universe. However, it can be justified if, for example, the
Taub function α of Eq. (51) is unit or a constant.
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