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Abstract—Locally Rotation Invariant (LRI) operators have
shown great potential in biomedical texture analysis where pat-
terns appear at random positions and orientations. LRI operators
can be obtained by computing the responses to the discrete
rotation of local descriptors, such as Local Binary Patterns (LBP)
or the Scale Invariant Feature Transform (SIFT). Other strategies
achieve this invariance using Laplacian of Gaussian or steerable
wavelets for instance, preventing the introduction of sampling
errors during the discretization of the rotations. In this work,
we obtain LRI operators via the local projection of the image
on the spherical harmonics basis, followed by the computation
of the bispectrum, which shares and extends the invariance
properties of the spectrum. We investigate the benefits of using
the bispectrum over the spectrum in the design of a LRI layer
embedded in a shallow Convolutional Neural Network (CNN) for
3D image analysis. The performance of each design is evaluated
on two datasets and compared against a standard 3D CNN. The
first dataset is made of 3D volumes composed of synthetically
generated rotated patterns, while the second contains malignant
and benign pulmonary nodules in Computed Tomography (CT)
images. The results indicate that bispectrum CNNs allows for a
significantly better characterization of 3D textures than both the
spectral and standard CNN. In addition, it can efficiently learn
with fewer training examples and trainable parameters when
compared to a standard convolutional layer.
Index Terms—Medical image analysis, CNN, Rotation invari-
ance, Texture.
I. INTRODUCTION
CONVOLUTIONAL Neural Networks (CNNs) have re-cently gained a lot of attention as they outperform
classical handcrafted methods in almost every computer vision
tasks where data scarcity is not an issue. In biomedical image
analysis, data are abundant. However, obtaining high quality
and consistently labeled images is expensive as data curation
and annotation require hours of work from well-trained experts
[1]. Thus, the effective number of training examples is often
low. This limitation is usually handled by transfer learning
and data augmentation. Transfer learning, the process of fine-
tuning a network trained on another task to the task at hand,
is very common for 2D images. For 3D images, however,
the lack of very large datasets hinders the availability of pre-
trained models. Another approach, data augmentation, refers
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to the application of geometric transforms and perturbations
to the training examples to make the CNN invariant to these
distortions [2]. The cost of data augmentation is a substantial
increase in the data size leading to a slower convergence rate
and potential waste of trainable parameters.
A lot of recent research has focused on how to build CNNs
that are invariant to these transforms by imposing constraints
on the architecture of the network [3]–[6]. The motivation
of these approaches is to obviate the need to learn these
invariances from the data and their transformation. As a result,
an effective reduction of the number of trainable parameters is
achieved and, potentially, a reduction of the number of training
examples needed for the generalization of the network.
This work focuses on 3D biomedical texture analysis and
on the design of CNNs that are invariant to local 3D rotations,
i.e., rotations of individual local patterns. This invariance
is obtained using continuously defined Rotation Invariant
(RI) descriptors of functions on the sphere. By relying on
a continuous-domain formulation, we avoid the difficulties
associated with rotations of discretized images [7], [8]. Neigh-
borhoods defined by learned radial profiles are used to locally
project the image on the solid sphere. These descriptors are
used together with a convolution operation to obtain Locally
Rotation Invariant (LRI)1 operators in the 3D image domain
as proposed in [9]. These types of operators are relevant
in biomedical texture analysis where discriminative patterns
appear at random positions and orientations. The RI descrip-
tors used in [5], [6], [9]–[11] and in the present work are
derived from the Spherical Harmonics (SH) decomposition of
the kernels. The SHs are the generalization of the Circular
Harmonics (CH) to the 2D sphere [12]. These two families
of functions are intimately linked with Fourier theory, and
both decompositions correspond to the Fourier transform of
the function defined on the sphere S2 for the SHs and on the
circle S1 for the CHs.
To better apprehend the two invariants considered in this
work, namely the spectrum and the bispectrum, it is use-
ful to consider them on the circle. The CH expansion of
a function f ∈ L2(S1) for a degree n is computed as
f̂n =
1
2pi
∫ 2pi
0
f(θ)e−jθndθ, which is the Fourier series for
2pi-periodic functions. For m,n ∈ Z, the spectrum of the
CH expansion is calculated as sn(f) = f̂nf̂∗n = |f̂n|2 and
the bispectrum as bn,m(f) = f̂nf̂mf̂∗n+m. One readily verifies
that for a function g(θ) = f(θ−θ0) we have for any m,n ∈ Z
1LRI is used for Locally Rotation Invariant and Local Rotation Invariance
interchangeably
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2the equalities sn(f) = sn(g) and bn,m(f) = bn,m(g), since
ĝn = f̂ne
−jθ0n. This means that the spectrum and bispectrum
are RI, since a shift θ0 in the parameter of f is equivalent to a
rotation on the circle. The spectrum is the most simple, yet in-
formative, Fourier-based RI quantity. However, it discards the
phase between harmonics which contains all the information
on how the sinusoids from the expansion add up to form edges
and ridges [13, Chapter 10]. The bispectrum, on the contrary,
conserves the phase information [14] and constitutes a more
specific pattern descriptor.
The main contributions of this paper are the introduction
of a novel image operator based on the Solid Spherical
Bispectrum (SSB) that is LRI and a corresponding CNN layer,
resulting in a locally rotation invariant CNN. This work builds
upon [10], where a Solid Spherical Energy (SSE) layer was
proposed. The radial profiles used to locally project the image
on the solid sphere as well as the relative importance of
the bispectrum coefficients can be learned end to end with
backpropagation. We experimentally investigate the relevance
of the proposed SSB layer for biomedical texture classification.
Finally, we study the ability of the SSB-CNN to learn with
small amounts of data and compare with a classical CNN.
This manuscript is organized as follows. In Section II, we
review the main related works. Sections III-A to III-C describe
the nomenclature and the mathematical tools used in this work.
The definitions of the spectrum and bispectrum for functions
defined on the sphere are reported in Section III-D and are
drawn from the work of Kakarala and Mao [14]. We recall
the theoretical benefits of the bispectrum over the spectrum in
Section III-E. In Section III-F, we define the SSE and SSB
image operators and state that they are LRI. In Section III-G,
we discuss the implementation details to integrate these image
operators into a convolutional layer, referred to as the SSE or
SSB layer. Sections IV and V detail and discuss the experi-
mental evaluation of the proposed approach. Conclusions and
perspectives are provided in Section VI.
II. RELATED WORK
A. Rotation Invariant Image Analysis
Combining LRI and directional sensitivity is not straight-
forward and is often antagonist in simple designs [5], [15].
Several methods exist to combine both properties. Ojala et
al. [16] proposed the Local Binary Patterns (LBP) where they
compare values of pixels within a circular neighborhood to
the middle pixel. Pixels of the neighborhood are thresholded
based on the central pixel to generate a binary code. LRI is
achieved by ordering the binary code to obtain the smallest
binary number.
Several LRI filtering approaches were proposed. Varma
and Zisserman [17] used a filter-bank including the same
filters at different orientations, where LRI is achieved by max
pooling over the orientations. Instead of explicitly computing
responses (i.e. convolving) to oriented filters, steerable filters
can be used to improve efficiency [18], [19]. The work of
Perona [20] shows the use of steerable filters for LRI edges
and junctions analysis. Dicente et al. [21] used a filter-bank
composed of steerable Riesz wavelets. LRI is obtained by
locally aligning the filters to the direction maximizing the
gradient of the image. Data-driven steerable filters were used
in [22] as LRI detectors of a given template within an image.
Steerable Wavelet Machines (SWMs) were proposed in [23],
where task-specific profiles of steerable wavelets are learned
using support vector machines.
Other approaches have been described to obtain invariants
without explicitly rotating the descriptors. Such methods relies
on moments [24] or invariants built from the SH decom-
position [25]. Kakarala and Mao introduced the bispectrum
of the SH decomposition in [14] and they demonstrated the
superiority of the bispectrum over the spectrum for 3D shape
discrimination. In [25], Kakarala showed that the bispectrum
has better properties and contains more information than the
spectrum, also proving its completeness for functions defined
on compact groups. More recently, an extension of the spectral
and bispectral invariants was used by Zucchelli et al. [26] for
the analysis of diffusion Magnetic Resonance Imaging data.
In [6], [15], the authors used the spectrum of the SH expan-
sion to compute LRI operators. Their work shares similarities
with the method exposed here. However, our approach is more
data-driven since we learn the radial profiles, whereas they rely
on handcrafted ones.
B. Rotation Equivariance in CNNs
Recently, several research contributions focused on the
explicit encoding of rotation equivariance into CNNs. One
group of methods relies on the extension of the classic con-
volution on the group of translations to groups of symmetries
including rotations and reflections. A detailed description of
the generalization of the convolution to compact groups is
given in [27] and to homogeneous spaces in [28]. Regarding
the application of this generalization, Cohen and Welling [3]
used rotations of the filters together with recombinations of
the response maps, which is performed according to the rules
of group theory and allows equivariance to 2D right-angle
rotations. The same strategy was extended to 3D images
in [29], [30]. This 3D group CNN was applied to 3D texture
classification in [31]. Bekkers et al. [32] used the convolution
on the discretized group of 2D roto-translations. Weiler et
al. [4] proposed a CH kernel representation to achieve a
more efficient rotation of the filters via steerability, still in the
context of the convolution on groups. Cohen and Welling [33]
used the irreducible representation of the dihedral group to
build CNNs that are equivariant to 2D discrete rotations.
The aforementioned methods offer the possibility to encode
the equivariance to virtually any finite group. The 2D rotations
group SO(2) can be uniformly discretized by choosing a
finite subgroup of SO(2) with an arbitrary large number
of elements. This is not anymore the case for 3D rotations
since there is only 5 regular convex polyhedrons [34, Chapter
10]. Therefore, approaches allowing for the propagation of
the rotational equivariance without explicitly sampling the
different orientations are crucial in 3D. Methods involving CH
and SH have been introduced to address this problem. Worrall
et al. [35] used CHs representation of the kernels together
with a complex convolution and complex non-linearities to
achieve the rotational equivariance. The main drawback is
that it generates many channels that must be disentangled
3to achieve rotation invariance. A SH representation of the
kernels was used in [11] to propagate the equivariance as a
generalization of [35] to 3D images. It is also possible to adapt
neural networks to non-Euclidean domains, for instance, to the
2D sphere, where the invariance to rotations plays a crucial
role as in [36] and [37]. Finally, the group convolution can be
extended to more general Lie groups as proposed by Bekkers
in [38], where CNNs equivariant to roto-translation and scale-
translation were implemented.
Most of these methods focused on the propagation of the
rotation equivariance throughout the network, whereas we
propose lightweight networks discarding this information after
each LRI layer, similarly to [5].
III. METHODS
A. Notations and Terminology
We consider 3D images as functions I ∈ L2(R3), where
the value I(x) ∈ R corresponds to the gray level at location
x = (x1, x2, x3) ∈ R3. The set of 3D rotation matrices in the
Cartesian space is denoted as SO(3). The rotation of an image
I is written as I(R·), where R ∈ SO(3) is the corresponding
rotation matrix.
The sphere is denoted as S2 = {x ∈ R3 : ||x||2 = 1}.
Spherical coordinates are defined as (ρ, θ, φ) with radius
ρ ≥ 0, elevation angle θ ∈ [0, pi], and horizontal plane
angle φ ∈ [0, 2pi). Functions defined on the sphere are
written as f ∈ L2(S2) and are expressed in spherical co-
ordinates. The inner product for f, g ∈ L2(S2) is defined
by 〈f , g〉L2(S2) =
∫ pi
0
∫ 2pi
0
f(θ, φ)g(θ, φ) sin(θ)dφdθ. With a
slight abuse of notation, the rotation of a function f ∈ L2(S2)
is written as f(R·), despite the fact that spherical functions
are expressed in spherical coordinates.
The Kronecker delta δ[·] is such that δ[n] = 1 for n = 0 and
δ[n] = 0 otherwise. The Kronecker product is denoted by ⊗.
The triangle function is referred to as tri(x) and is defined as
tri(x) = 1− |x| if |x| < 1 and tri(x) = 0 otherwise. A block
diagonal matrix formed by the sub-matrices Ai is written as
[
⊕
iAi]. The Hermitian transpose is denoted by
†.
B. LRI Operators
This work focuses on image operators G that are LRI as
previously introduced in [5]. An operator G is LRI if it satisfies
the three following properties:
• Locality: there exists ρ0 > 0 such that, for every x ∈ R3
and every image I ∈ L2(R3), the quantity G{I}(x) only
depends on local image values I(y) for ‖y − x‖ ≤ ρ0.
• Global equivariance to translations: For any I ∈ L2(R3),
G{I(· − x0)} = G{I}(· − x0) for any x0 ∈ R3.
• Global equivariance to rotations: For any I ∈ L2(R3),
G{I(R0·)} = G{I}(R0·) for any R0 ∈ SO(3).
To reconcile the intuition of LRI with this definition, let us
consider a simple scenario where two images I1 and I2 are
composed of the same small template τ ∈ L2(R3) appearing
at random locations and orientations and distant enough to
avoid overlaps between them. The locations of the templates
Fig. 1. Visual representation of the output of a LRI operator. Here, different
rotations are applied at the template centers. For the sake of simplicity, only
the output values at the template centers are represented.
τ are identical for I1 and I2, the difference between the two
images being in the local orientation of the templates. These
images can be written as
Ik =
∑
1≤j≤J
τ(Rj,k(· − xj)),
where J is the number of occurrence of the template τ and
k = 1, 2. The local orientation and position of the jth template
in image k are represented by Rj,k and xj , respectively. If the
operator G is LRI, then for any 1 ≤ j ≤ J and any rotations
Rj,1, Rj,2 ∈ SO(3),
G{I1}(xj) = G{I2}(xj).
From the definition of LRI, this equality is required to
hold only at the center of the templates. This example is
illustrated in Fig. 1, where only the responses at the center
of the templates are represented.
In this work, the design of LRI operators is obtained in two
steps. First, the image I ∈ L2(R3) is convolved with SHs
modulated by compactly supported radial profiles, referred to
as solid SHs. The second step involves the computation of RI
descriptors for each position.
C. Spherical Harmonics
Any function f ∈ L2(S2) can be expanded in the form of
f(θ, φ) =
∞∑
n=0
n∑
m=−n
Fmn Y
m
n (θ, φ), (1)
where Y mn are the so-called SHs for a degree n ∈ N and order
m with −n ≤ m ≤ n. For their formal definition, see [15,
Section 2.5] and for their visual representation, refer to Fig. 2.
The SHs form an orthogonal basis of L2(S2) [39, Chapter 5.6].
Thus, the expansion coefficients of Eq. (1) can be computed
by projecting f onto the SH basis using the inner product on
the sphere
Fmn = 〈f , Y mn 〉L2(S2). (2)
This expansion corresponds to the Fourier transform on the
sphere. We regroup the coefficients of all orders m for a given
degree n as the 1× (2n+ 1) vector
Fn = [F−nn . . . F 0n . . . Fnn ], (3)
4Fig. 2. Visual representation of the real and imaginary part of the
h(r)Ymn (θ, φ) here h is chosen Gaussian for simplicity. Each box represents
a given SH with the real part on the left and the imaginary part on the
right. The blue represents positive values and orange negative values. Only
the SHs for m ≥ 0 are represented since we have the following symmetry
Y −mn = (−1)mYmn .
called the spherical Fourier vector of degree n. One important
property of SHs is their steerability, i.e. the rotation of one SH
can be determined by a linear combination of the other SHs
of same degree:
Y mn (R0·) =
n∑
m′=−n
[Dn(R0)]m′,mY
m′
n , (4)
where Dn(R0) is a unitary matrix known as the Wigner D-
matrix [39, Chapter 4]. Therefore, if two functions f, f ′ ∈
L2(S2) differ only by a rotation R0 ∈ SO(3), i.e. f ′ = f(R0·),
their spherical Fourier vectors, Fn and F ′n, satisfy the fol-
lowing relation [14, Section 3, Eq. (5)]:
F ′n = FnDn(R0). (5)
This property is similar to the shifting property of the Fourier
transform on the real line. In the spherical case, instead
of multiplying by a complex exponential, the transform is
multiplied by the Wigner D-matrix of degree n associated with
the rotation R0.
D. Spherical RI: the Spectrum and the Bispectrum
With the properties of the spherical Fourier vectors, it is
possible to efficiently obtain RI operators for functions defined
on the sphere. Two quantities computed from these coefficients
will be of interest: the spherical spectrum and the spherical
bispectrum.
1) Spectrum: The spectrum is a ubiquitous quantity in
signal processing and it is well known to provide a source
of translation invariant descriptors for periodic functions and
functions defined on the real line. In these cases, the spectrum
corresponds to the squared modulus of the Fourier transform.
Its spherical equivalent, the spherical spectrum, is defined by
the averaged squared norm of the spherical Fourier vector Fn:
sn(f) =
1
2n+ 1
FnF†n =
1
2n+ 1
n∑
m=−n
|Fmn |2. (6)
2) Bispectrum: The bispectrum is defined as in [14, Section
4 Eq. (24)]:
b`n,n′(f) = [Fn ⊗Fn′ ]Cnn′F˜ `
†
, (7)
where the term Fn ⊗Fn′ is a 1× (2n+ 1)(2n′ + 1) vector,
Cnn′ is the (2n+1)(2n′+1)×(2n+1)(2n′+1) Clebsh-Gordan
matrix containing the Clebsh-Gordan coefficients, whose def-
inition and main properties are recalled in Appendix A, and
F˜ ` = [0, . . . , 0,F `, 0, . . . , 0] is a zero-padded vector of size
1× (2n+ 1)(2n′ + 1) containing the spherical Fourier vector
of degree ` with |n − n′| ≤ ` ≤ n + n′. The zero-padding is
performed to match the size of Cnn′ and to select only the
rows corresponding to the `th degree.
The spectrum and the bispectrum are known to be RI.
We recall this fundamental result that will be crucial for us
thereafter.
Proposition 1: The spectrum and the bispectrum of spherical
functions are RI. This means that, for any rotation R0 ∈ SO(3)
and any function f ∈ L2(S2), we have, for f ′ = f(R0·),
sn(f) = sn(f
′) and b`n,n′(f) = b
`
n,n′(f
′) (8)
for any n, n′ ≥ 0 and any |n− n′| ≤ ` ≤ n+ n′.
The result that the bispectrum of a spherical function is
RI is given in [14, Theorem 4.1]. Besides, we introduce the
following notations:
S{Fn} = sn(f) (9)
and
B{Fn,Fn′ ,F l} = b`n,n′(f). (10)
These notations highlight that the spectrum coefficient sn(f)
only depends on the nth-order Fourier vector Fn, and that
the bispectrum coefficient b`n,n′(f) only depends on Fn, Fn′ ,
and F `. Moreover, the rotation invariance of the spectrum and
bispectrum can be reformulated as
S{FnDn(R)} = S{Fn} (11)
and
B{FnDn(R),Fn′Dn′(R),F `D`(R)} = B{Fn,Fn′ ,F `}.
(12)
E. Advantages of the Bispectrum over the Spectrum
Despite the simplicity to compute the spherical spectrum,
it can be beneficial to use the more complete bispectrum, for
which we provide two arguments.
1) Inter-Degree Rotations: The spectrum does not take into
account the inter-degree rotation. For instance, let us build a
function f ′ from the SH expansion F = (F0,F1, · · · ) of
the function f as follows: for each degree n, we apply a
different Wigner D-matrix Dn(Rn) with at least one rotation
matrix Rn different from the others. The corresponding SH
expansion F ′ = (F0D0(R0),F1D1(R1), · · · ) will have the
same spectrum since the Wigner D-matrices are unit matrices
(i.e., they do not impact the norm of Fn).
52) Intra-Degree Variations: Another aspect to which the
spectrum is insensitive is in the distinction of intra-degree
variations. for n0 ≥ 1 fixed, the functions f = Y mn0 have
the same spectrum sn(f) =
δ[n−n0]
2n0+1
but are not rotation of
each other in general (see Fig. 2).
On the contrary, the bispectrum does not suffer from these
limitations (see Section IV-A). Furthermore, the spectral in-
formation is contained in the bispectrum. This can be easily
seen as:
bn0,n(f) = F0FnF†n = F 00 sn(f). (13)
This illustrates that, given a non-zero mean F0 = F 00 ∈ R,
we can retrieve the spectral information from the bispectrum.
This can appear as a restriction for the bispectrum. However, in
practice, it is possible to add a constant to the signal ensuring
that F 00 is non-zero. The aforementioned properties make the
bispectrum a more faithful descriptor and a good substitute of
the spectral decomposition.
F. LRI on the Solid Sphere R3
The previous sections introduced the theoretical aspects to
build RI descriptors for functions defined on the sphere. In this
work, we are interested in 3D images, therefore we will use
the spherical spectrum and bispectrum in combination with
solid SHs. Solid SHs are the multiplication of the SHs by a
radial profile to extend them to a 3D volume. We introduce
the following notation for solid SHs evaluated on the Cartesian
grid:
κmn (x) = κ
m
n (ρ, θ, φ) = hn(ρ)Y
m
n (θ, φ), (14)
where hn is a compactly supported radial profile that is shared
among the SHs Y mn with same degree n. In the final network,
the radial profiles hn are learned from the data.
The image is convolved with the solid SHs and by regroup-
ing the resulting feature maps for each degree, we obtain the
spherical Fourier feature maps2:
Fn(x) = [(I ∗ κmn )(x)]m=nm=−n. (15)
In other terms, the mth component of Fn(x) is
〈I(x − ·), hnY mn 〉, and measures the correlation between I
centered at x and the solid SH κmn = hnY
m
n . Thanks to the
Fourier feature maps, we introduce the image operators used
in this paper in Definition 1.
Definition 1: We define the SSE image operator GSSEn of
degree n ≥ 0 as
GSSEn {I}(x) = S{Fn(x)} (16)
for any I ∈ L2(R3) and x ∈ R3. Similarly, we define the SSB
image operator GSSBn,n′,` associated with degrees n, n′ ≥ 0 and
|n− n′| ≤ ` ≤ n+ n′ as
GSSBn,n′,`{I}(x) = B{Fn(x),Fn′(x),F `(x)}, (17)
2The convolution (I ∗ κmn )(x) with all the κmn is equivalent to a local
projection of the image around the position x to a function defined on the
sphere followed by a projection onto the SHs basis. For that reason, we use the
same notation as for the spherical Fourier vector of degree n. We distinguish
the spherical Fourier feature maps by the evaluation over a position x.
for any I ∈ L2(R3) and x ∈ R3.
The SSE image operators have been considered in [5],
where it was proven to be LRI in Appendix D. We recall this
result and extend it to SSB image operators in the following
proposition, whose proof is given in Appendix B.
Proposition 2: The SSE and SSB image operators are
globally equivariant to translations and rotations. When the
radial profiles hn are all compactly supported, these operators
are therefore LRI in the sense of Section III-B.
G. Implementation of the LRI layers
In this section, we report the implementation details of our
LRI design.
1) Parameterization of the Radial Profiles: The radial
profiles are parameterized as a linear combination of radial
functions
hq,n(ρ) =
J∑
j=0
wq,n,jψj(ρ), (18)
where the wq,n,j are the trainable parameters of the model. In
(18), hq,n is the qth radial profile associated to the degree n.
The index q controls the number of output streams in the layer.
The index j = 0, . . . , J controls the radial components of the
filter. The radial functions are chosen as ψj(ρ) = tri(ρ− j).
2) Number of Feature Maps: The image is convolved
with the kernels κmq,n to obtain the spherical Fourier feature
maps {Fq,n(x)}q=1,...,Qn=0,...,N . Here, Q is the number of output
streams of the layer and N is the maximal degree of the SH
decomposition. These feature maps are combined according to
Eq. (16) and (17) resulting in GSSEq,n {I}(x) or GSSBq,n,n′,l{I}(x)
respectively. In the following, we discuss the number of feature
maps generated for only one output stream, thus we drop the
index q.
In the case of the operator GSSEn , the number of generated
feature maps is N + 1. For the GSSBn,n′,` operator, the total
number of features maps is O(N3). It is actually not necessary
to compute all the bispectrum coefficients, some of them being
redundant due to the following properties. First, for each n,
n′ and `, the bispectral components b`n,n′(f) and b
`
n′,n(f) are
proportional independently of f [14, Theorem 4.1]. Hence,
we choose to compute the components only for n ≤ n′ and
0 ≤ n + n′ ≤ N . Second, even though the bispectrum is
complex-valued, when f is real, b`n,n′(f) is either purely real
or purely imaginary if n+n′+` is even or odd respectively [40,
Theorem 2.2]. Thus, we can map it to a real-valued scalar.
In our design, we take either the real or the imaginary part
depending on the value of the indices n, n′, `.
Even with these two properties the number of feature maps
for the GSSBn,n′,` operator still follows a polynomial of degree 3
(see Table I for the first values), but for low N it still reduces
greatly this number. Moreover, the maximal degree N for the
SH expansion cannot be taken arbitrarily large as the kernels
are discretized [5]. The upper bound for N is given by N ≤
pic
4 , where c is the diameter of the kernel. This condition can
be regarded as the Nyquist frequency for the SH expansion.
As an example, N = 7 is the maximal value for a kernel of
size 9× 9× 9.
6TABLE I
NUMBER OF FEATURE MAPS OBTAINED FOR THE GSSEn AND GSSBn,n′,`
OPERATORS IN FUNCTION OF THE MAXIMAL DEGREE N .
N 0 1 2 4 6 8 10 100
Spectrum 1 2 3 5 7 9 11 101
Bispectrum 1 2 5 14 30 55 91 48127
3) Discretization: The kernels κmq,n = hq,nY
m
n are dis-
cretized by evaluating them on a Cartesian grid. For more
details about the discretization, see [9, Section 2.4].
IV. EXPERIMENTS AND RESULTS
Section IV-A illustrates the differences between the spher-
ical spectrum and bispectrum with two toy experiments de-
signed to fool the spectrum. Then, we compare the clas-
sification performance of three different CNNs (SSE, SSB
and standard) detailed in Section IV-C on the two datasets
described in Section IV-B in terms of accuracy (Section IV-D)
and generalization power (Section IV-E) i.e. the number of
training samples required to reach the final accuracy.
A. Comparing Local Spectrum to Bispectrum Representations
Two toy experiments are conducted to highlight the differ-
ences in terms of the representation power of the spherical
spectrum and bispectrum. The first experiment is designed
to show that the spectrum is unable to discriminate between
patterns that only differ in terms of rotations between degrees.
The second experiment illustrates that the spectrum cannot
capture differences within the same degree. These two ex-
periments are done in the 3D image domain to show the
applicability of the spherical spectrum and bispectrum of the
solid SHs and to be as close as possible to the final application.
The images are obtained by evaluating
h(ρ)
∑N
n=0
∑m=n
m=−n F
m
n Y
n
m(θ, φ) on a 3D Cartesian grid of
32×32×32 with h defined as an isotropic Simoncelli wavelet
profile [41]. This first experiment investigates the capability
of the spectrum and bispectrum to discriminate between
functions with distinct inter-degree rotations. Representatives
f and f ′ of the two classes are obtained by summing
the SHs described by their repsective spherical Fourier
transform F and F ′. F is composed of F1 = [1, j, 1],
F2 = [1,−1, 1, 1, 1], F3 = [1,−1, 1, j, 1, 1, 1] and Fn = 0
for any n 6= 1, 2, 3. The coefficients are chosen to ensure that
the images are real and that the spherical spectrum sn(f) = 1
for n = 1, 2, 3. The spherical decomposition F ′ of the second
class is computed as F ′1 = F1D1(R1), F ′2 = F2D2(R2)
and F ′3 = F3D3(R3), where R1, R2 and R3 are distinct 3D
rotations. This allows to combine the different degrees with
different rotations resulting in a function f ′ with spectrum
sn(f
′) = sn(f) for all n but f ′ 6= f . Moreover, for each
class, 50 distinct instances are created by adding Gaussian
noise and randomly rotating the images. The random rotations
are drawn from a uniform distribution over the 3D rotations
and then we use the associated Wigner-D matrices to rotate
the instances. This time, the same rotation is applied to all
degrees. The bispectrum and spectrum are calculated using
only the responses to the spherical filters at the origin voxel
of the images and the results are presented in Fig. 3. Note
that only a subset of distintive coefficients of the bispectrum
is shown. The results indicate that the spectrum cannot detect
inter-degree rotations, whereas the bispectrum can.
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Fig. 3. Experiment with distinct inter-degree rotations. Spherical spectral
(left) and bispectral (right) decomposition of the two classes. The blue bars
represent the decomposition for the first class f and the orange bars for the
second class f ′ (F ′i = F iDi(Ri), i = 1, 2, 3). Note that only a subset of
the bispectral components is displayed. It can be observed that the spectrum
cannot distinguish between f and f ′, and that the bispectrum can.
In the next experiment, instead of applying a distinct
rotation to each degree, we choose orders that are different
within the same degree. For the first class f , we use only
the order m = 0 and for the second class f ′ the orders
m = n,−n. This choice is motivated by their differences in
shape as represented in Fig. 2. The spherical Fourier transform
F of the first class is chosen to be F1 = [0,
√
3j, 0], F2 =
[0, 0,
√
5, 0, 0], F3 = [0, 0, 0,
√
7j, 0, 0, 0] and Fn = 0 for any
n 6= 1, 2, 3. The spherical decomposition F ′ of the second
class is F ′1 = [
√
3/2, 0,
√
3/2], F ′2 = [
√
5/2, 0, 0, 0,
√
5/2],
F ′3 = [
√
7/2, 0, 0, 0, 0, 0,
√
7/2]. The coefficients are chosen
to obtain a spherical spectrum of 1 for n = 1 , n = 2 and
n = 3 and to generate real images. The results in Fig. 4 show
that the bispectrum can discriminate between the two classes
even though they have the same spectrum.
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Fig. 4. Experiment with intra-degree variations. Spherical spectral (left) and
bispectral (right) decomposition of the two classes. The blue bars represent
the decomposition for the first class f and the orange bars for the second
class f ′. Note that only a subset of the bispectral components is displayed. It
can be observed that the spectrum cannot distinguish between f and f ′, and
that the bispectrum can.
7B. Datasets
To evaluate the performance of the proposed LRI operators,
we use both a synthetic and a medical dataset. The synthetic
dataset constitutes a controlled experimental setup and con-
tains two classes with 500 volumes each of size 32× 32× 32
for each class. They are generated by placing two types of
patterns with a size of 7×7×7, namely a binary segment and
a 2D cross with the same norm, at random 3D orientations
and random locations with possible overlap. The number of
patterns per volume is randomly set to bd·( svsp )3c, where sv and
sp are the sizes of the volume and of the pattern, respectively
and the density d is drawn from a uniform distribution in the
range [0.1, 0.5]. The two classes vary by the proportion of
the patterns, i.e. 30% segments with 70% crosses for the first
class and vice versa for the second class. 800 volumes are
used for training and the remaining 200 for testing. Despite
the simplicity of this dataset, some variability is introduced by
the overlapping patterns and the linear interpolation of the 3D
rotations.
The second dataset is a subset of the American National
Lung Screening Trial (NLST) that was annotated by radiolo-
gists at the University Hospitals of Geneva (HUG) [5]. The
dataset includes 485 pulmonary nodules from distinct patients
in CT, among which 244 benign and 241 malignant. We pad
or crop the input volumes (originally with sizes ranging from
16×16×16 to 128×128×128) to the size 64×64×64. We
use balanced training and test splits with 392 and 93 volumes
respectively. Examples of 2D slices of the lung nodules are
illustrated in Fig. 5. The Hounsfield units are clipped in the
range [−1000, 400], then normalized with zero mean and unit
variance (using the training mean and variance).
(a) Benign (b) Malignant
Fig. 5. Slices drawn from the NLST dataset showing a benign pulmonary
nodule and a malignant one.
C. Network Architecture
This work uses the network architecture proposed in [9].
The first layer consists of the LRI layer implemented as
described in Section III-G. The obtained responses are ag-
gregated using spatial global average pooling, similarly to
[42]. This pooling aggregates the LRI operator responses
into a single scalar per feature map and is followed by one
Fully Connected (FC) layer. For the nodule classification
experiment, we average the responses inside the nodule masks
instead of across the entire feature maps to remove the effect of
the size allowing the network to focus on the textural content
of the nodule. The final softmax FC layer is connected directly
with a cross-entropy loss. Standard Rectified Linear Units
(ReLU) activations are used. The two different types of LRI
networks are referred to as SSE-CNN and SSB-CNN when
the LRI layer uses the GSSE or GSSB operator respectively.
The networks are trained using an Adam optimizer with
β1 = 0.99 and β2 = 0.9999 and a batch size of 8. Other task-
specific parameters are: for the synthetic experiment (kernel
size 7 × 7 × 7, stride 1, 2 filters and 50,000 iterations), for
the nodule classification experiment (kernel size 9 × 9 × 9,
stride 2, 4 filters and 10,000 iterations). The initial values of
the trainable weights in (18) are drawn independently from
a Gaussian distribution as wq,n,j ∼ N (0, 1) and the biases
are initialized to zero. This initialization is inspired by [4],
[43] in order to avoid vanishing and exploding activations and
gradients.
We compare the proposed CNNs to a network with the same
architecture but with a standard 3D convolutional layer and
varying numbers of filters, referred to as Z3-CNN.
D. Classification Performance of the SSB-, SSE- and Z3-CNN
Here, we evaluate the classification performance of both
the SSE-CNN and SSB-CNN on the two datasets described
in Section IV-B. The accuracies of both designs are computed
with 10 different initializations for varying maximal degrees
N . Confidence Intervals (CI) at 95% and mean accuracies are
reported in Fig. 6 and 7 for the synthetic and NLST datasets
respectively. On both datasets, the SSB-CNN outperforms
the two other networks. To exclude the possibility that this
performance gain is simply due to a higher number of feature
maps, we trained a SSE-CNN on the synthetic dataset with
maximal degree N = 2 and 4 kernels in the first layer instead
of 2. This amounts to a total of 12 feature maps after the
first layer. This model achieves 0.9075 ± 0.006 of accuracy
and is still significantly outperformed by the SSB-CNN with
maximal degree 2 and 2 kernels, which has 10 feature maps
after the first layer and obtains an accuracy of 0.924± 0.008
(Fig. 6). One important remark is that both LRI networks
contain fewer parameters than the Z3-CNN. For instance in
the NLST experiment, the SSB- and SSE-CNN have 330 and
222 parameters respectively for a maximal degree N = 4
against 7322 parameters for the Z3-CNN.
E. Learning Curves of the SSB-, SSE- and Z3-CNN
The SSB- and SSE-CNN are LRI networks and thus require
neither additional training examples nor a large number of
parameters to learn this property. In addition, they rely on
compressing SH parametric representations. For these two
reasons, we expect that they will better generalize with fewer
training examples (i.e. steeper learning curve) than the stan-
dard Z3-CNN on data for which this property is relevant.
To test this hypothesis, we compare the classification perfor-
mance of each method using an increasingly large number
of training examples Ns. For the synthetic dataset, we use
Ns = 16, 32, 64, 128, 200, 300, 400 and for the nodule classi-
fication Ns = 10, 30, 64, 128, 200, 300, 392. For each value of
Ns, 10 repetitions are made and Ns examples are randomly
drawn from the same training fold as the previous experiments
(Section IV-D). For the SSB-CNN we report the accuracy
for N = 2 on the synthetic dataset and N = 4 on the
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Fig. 6. Classification accuracies and numbers of parameters on the synthetic
dataset for varying maximal degrees N . The error bars represent the CIs at
95%. The accuracy of the Z3-CNN with 10 filters is 0.875 ± 0.011 with
3462 trainable parameters and is represented by the green dashed lines.
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Fig. 7. Classification accuracies and numbers of parameters on the NLST
dataset for varying maximal degrees N . The error bars represent the CIs at
95%. The accuracy of the Z3-CNN with 10 filters is 0.810 ± 0.014 with
7322 trainable parameters and is represented by the green dashed lines.
NLST dataset. The accuracy of the SSE-CNN is reported for
N = 2 on the synthetic dataset and N = 1 for the NLST
dataset. These parameters are chosen according to the previous
experiments (Section IV-D, Fig. 6 and 7) as they provided the
best accuracy. The experiment is also conducted with the Z3-
CNN and the results are reported for both 10 and 144 filters in
the convolution layer. The mean accuracy with CIs at 95% of
the three models and on the two datasets is reported in Fig. 8
and 9.
V. DISCUSSIONS
A. The Bispectrum is More Discriminative
The two experiments presented in Section IV-A illustrate the
types of pattern information that cannot be characterized by
spectral components. In these settings, the spectrum is unable
to distinguish between classes that differ either by a difference
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Fig. 8. Performances on the synthetic dataset in terms of accuracy for a
varying number of training examples. The error bars represent the CIs at
95%. The number of filters in the first layer for the SSB- and SSE-CNN is
2.
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Fig. 9. Performances on the NLST dataset in terms of accuracy for a varying
number of training examples. The error bars represent the CIs at 95%. The
number of filters in the first layer for the SSB- and SSE-CNN is 4.
of orientation between degrees (inter-degree rotation) or by
intra-degree variations. This is not the case for the bispectral
coefficients that allow describing functions in L2(S2) more
accurately. As expected, the cost of a more complete repre-
sentation is a larger number of components. However, it is
possible to compute only a subset of the bispectral components
depending on the task.
In the CNN implementation of these two invariants (Sec-
tion IV-D), we observe that the specific information captured
by the SSB improves the classification performance for both
datasets: as soon as the maximum degree is greater than
one, the SSB-CNN outperforms the SSE-CNN (Section IV-D,
Fig. 6 and 7).
Besides, both the SSE- and the SSB-CNN outperform the
standard Z3-CNN on the synthetic data which was specifically
designed to give an advantage to LRI networks. By contrast,
in the nodule classification task (NLST dataset), the Z3-
9CNN outperforms the SSE-CNN. It seems that the simple
design of the SSE-CNN fails to capture the specific signature
of malignant pulmonary nodule information on these data.
However, once again, the richer invariant representation of
the SSB-CNN allows outperforming even the Z3-CNN with
statistical significance when N = 4 while using approximately
22 times fewer parameters.
B. Better Generalization of the LRI Models
The learning curve experiment on the synthetic dataset pre-
sented in Section IV-E shows that both LRI designs outperform
the Z3-CNN for any number of training examples. What is
more notable is the steeper learning for the two LRI networks.
Both SSE- and SSB-CNNs seem to require the same number
of training examples to reach their final performance level.
For the Z3-CNN, two networks are compared: one with 10
filters and the other with 144 filters, accounting for 7322 and
105,410 trainable parameters, respectively. Even though the
number of parameters is vastly different, the overall shape of
the learning curves does not significantly change between the
two Z3 networks, pointing out that the relationship between
numbers of parameters and training examples is not obvious
and highly depends on the architecture.
On the NLST dataset, the SSB-CNN outperforms the Z3-
CNN when trained with the same number of training examples.
However, the steeper learning curve of the former is less
pronounced than with the synthetic dataset. We expect the gap
between the two learning curves to be wider if we use deeper
architecture as the difference in the number parameters will
be higher. Overall, we observe that the proposed SSB-CNN
requires fewer training examples than the Z3-CNN, thanks to
both the LRI property and the compressing parametric SH
kernel representations.
VI. CONCLUSION
We showed that, by using the highly discriminative SSB RI
descriptor, we are able to implement CNNs that are more accu-
rate than the previously proposed SSE-CNN. Furthermore, we
also observed that LRI networks can learn with fewer training
examples than the more traditional Z3-CNN, which supports
our hypothesis that the latter tends to misspend the parameter
budget to learn data invariances and symmetries. The main
limitation of the proposed experimental evaluation is that it
relies on shallow networks that would place these approaches
more at the crossroad between handcrafted methods and deep
learning. In future work, the LRI layers will be implemented
in a deeper architecture to leverage the fewer resources that
they require in comparison with a standard convolutional layer.
This is expected to constitute a major contribution to improve
3D data analysis when curated and labelled training data is
scarce, which most often the case in medical image analysis.
The code is available on GitHub3.
3https://github.com/voreille/ssbcnn, as of April 2020.
APPENDIX A
CLEBSCH-GORDAN MATRICES
Let us fix n1, n2 ≥ 0. The Clebsch-Gordan matrix Cn1,n2
is characterized by the fact that it block-diagonalizes the
Kronecker product of two Wigner-D matrices as
Dn1(R)⊗Dn2(R) = Cn1,n2
 n1+n2⊕
i=|n1−n2|
Di(R)
C†n1,n2 (19)
for any matrix rotation R ∈ SO(3). This means in partic-
ular that Cn1,n2 has
∑n1+n2
n=|n1−n2|(2n + 1) rows and (2n1 +
1)(2n2 + 1) columns. These two numbers are actually equal,
hence Cn1,n2 ∈ R(2n1+1)(2n2+1)×(2n1+1)(2n2+1), but the re-
lation (19) also reveals the structure of the matrix, whose
coefficients are indexed as Cn1,n2 [(n,m), (m1,m2)], with
n ∈ {|n1 − n2|, . . . , (n1 + n2)}, m1 ∈ {−n1, . . . , n1}, and
m2 ∈ {−n2, . . . , n2}. In the literature, the Clebsch-Gordan
coefficients are often written with bracket notations, that reveal
some of their symmetries [44]. Moreover, the Clebsch-Gordan
matrix has many 0 entries. We indeed have that
Cn1,n2 [(n,m), (m1,m2)] = 0 if m 6= m1 +m2
= 〈n1m1n2m2|n(m1 +m2)〉,
where 〈|〉 is the bracket notation used for instance in [45,
Chapter 5.3.1].
APPENDIX B
PROOF OF PROPOSITION 2
The equivariance to translations is simpler and similar to
the equivariance to rotations, therefore we skip it (it simply
uses that (I(·−x0)∗κmn )(x) = (I ∗κmn )(x−x0)). Let Fn(x)
and F ′n(x) be the Fourier feature maps of I and I(R0·)
respectively, with R0 ∈ SO(3). According to (4) applied to
R = R−10 , we have that
κmn (R
−1
0 ·) =
n∑
m′=−n
Dn(R
−1
0 )m,m′κ
m
n . (20)
Moreover, we have that (I(R0·) ∗ κmn )(x) = (I ∗
κmn (R
−1
0 ·))(R0x). Together with (20), this implies that
F ′n(x) = ((I(R0·) ∗ κmn )(x))m = F(R0x)Dn(R−10 x).
(21)
This implies that
GSSBn,n′,`{I(R0·)}(x) = B{F ′n(x),F ′n′(x),F ′`(x)}
= B{Fn(R0x)Dn(R−10 ), . . .
Fn′(R0x)Dn′(R−10 ),F `(R0x)D`(R−10 )}
= B{Fn(R0x),Fn′(R0x),F `(R0x)}
= GSSBn,n′,`{I}(R0x),
where we used the invariance of the bispectrum for the third
equality. This demonstrates the equivariance of the operator
GSSBn,n′,` with respect to rotations. Finally, the locality simply
follows from the fact that the convolution I ∗ κmn (x) depends
on the values of I(x−y) with y in the support of κmn , which
is bounded as soon as hn is compactly supported, what we
assumed.
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