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ABSTRACT 
The challenge of process design is to develop an economically viable 
processing plant and control system which can be operated safely, reliably and 
with an acceptable environmental impact. The controllability assessment of a 
process deals with the assessment of its dynamic performance and its ability to 
cope with disturbances and uncertainties. 
One of the characteristics which limits the achievable process and control 
performances, independent of the controller design, is the presence of inverse 
response behaviour in the process. A system subject to inverse response has 
its initial response in the opposite direction from its final steady state. 
In a given linear process, the inherent characteristic that causes initial 
inverse response is the presence of RHP zeros in its transfer function. In this 
work, qualitative and quantitative indexes are presented to assess the effect of 
inverse response characteristics in linear processes. However, most industrial 
processes are nonlinear, and linear models may not describe these industrial 
processes with sufficient rigour. 
One novel approach to detect the presence of RHP zeros in the nonlinear 
setting is proposed in this work: By globally linearizing the nonlinear system 
into a system linear in input-output sense by feedback, the nonlinear 
expressions of the zero dynamics are extracted. This work shows that the zero 
dynamics and the zeros are equivalent for linear systems. Also, by analysing 
the stability of these zero dynamics, the inverse response characteristics of the 
nonlinear system can be identified directly in the nonlinear setting. 
Lyapunov's Second Method, and in particular Krasovskii's method, is 
employed to determine the stability characteristics of the zero dynamics. 
However, due to limitations associated with these stability tests, the zero 
dynamics may have to be linearized in order to fully quantify the inverse 
response characteristics of the nonlinear system. 
The proposed methodology is applied to two examples of Single Input 
Single Output systems, an industrial evaporator and an isothermal CSTR, and 
will be extended to the model of a Multi Input Multi Output non-isothermal 
CSTR with second-order kinetics. Throughout these examples, the 
methodology identifies which system is not affected by inverse response, and 
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which system is. And for these systems, the effect of the inverse response in 
the nonlinear system is quantified over the given operating range. 
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CHAPTER 1- INTRODUCTION 
The traditional approach to chemical processes and control design was based 
on elementary heuristics, trial-and-error and a steady state perspective of the 
process. The control system was considered by the design engineer only after 
the design of the process was completed. Also, the control design was 
considered for individual unit operations rather than for the process as a whole. 
The resulting process and control system designs were considered adequate 
because plants tended to be over-designed, with little consideration for energy 
efficiency, environmental and safety issues and product quality specifications. 
The need for energy consumption reductions and capital cost savings, 
along with tighter regulations on safety and environmental issues, have 
rendered this approach inappropriate and have identified the requirement for a 
greater interaction between process design and process control. 
1.1 SCOPE 
A plant must be designed to be able to react swiftly to changes in feedstock, 
demand or specification in a safe and economical manner. The control system 
is responsible for this ability to change and adapt to new conditions during 
operation. But the control system has a limited capacity to change, and the 
wide range of applicability of the system can only be guaranteed by considering 
the control requirement at the early stage of design. Conceptually, two types of 
control requirements can be distinguished at the design stage (Morari, 1992), 
flexibility - the ability of the system to handle a new situation at steady state - 
and controllability - the ability of the system to accomplish the dynamic 
transition between the operating states in an acceptable manner. However, 
steady state analysis cannot account for phenomena such as time delays, 
dynamic interaction and instability and so control system design based solely 
on the steady state analysis can lead to inadequate control. This project will 
consider the analysis of dynamic effects in nonlinear systems. 
The assessment of the quality and stability of the dynamic response of a 
process and its ability to cope with disturbances and uncertainties - otherwise 
known as the controllability assessment of the process - can be a time and 
resource consuming task. This is particularly true if the 'brute force' approach is 
employed, which consists of employing dynamic simulation to explore the 
effects of disturbances and uncertainties on the performance of the process. 
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To reduce the amount of effort involved in this assessment, a number of 
tests have been developed which are applied to the process system without 
specifying detailed control schemes. Analysing the limitations associated with 
the process equipment at an early design stage gives the opportunity to modify 
the design if the effects are found to be critical to performance. Hence, the 
dynamic behaviour of the process must be considered early enough in the 
design process to ensure the quality of the control system design. 
Ideally, the perfect controller keeps the output, y, equal to the set point, 
ysp, at all times, i. e. the output, y, is unaffected by any influence of external 
disturbances in the process. In the linear setting, the controller capable of such 
a task can be shown to be the implementation of the right inverse of the plant 
(Morari, 1983). In reality, the inverse controller may not be implementable due 
to characteristics inherent to the system that limit the invertibility of the process 
which are: 
" Nonminimum-phase characteristics in the process: The transfer 
function describing the plant contains zeros in the Right Half Plane (RHP) - 
causing inverse response - or time delays - causing dead time - or both. 
" Plant/model mismatch: As the perfect controller is an implementation of 
the plant inverse, all modelling errors of the process will lead to the control 
action being less than perfect. 
Each of these effects has been analysed in the linear setting, and several 
quantitative indices have been developed to quantify the potential impact of 
nonminimum-phase elements and of plant-model mismatch on closed-loop 
performance. One of these controllability performance indices, designed 
specifically in the linear setting, is the "dynamic resilience" (Morari, 1983), 
defined as the quality of regulatory and servo behaviour which can be achieved 
for the plant being controlled. Holt & Morari (1985 a& b) proposed a method to 
quantify the effect of RHP zeros, dead time and plant/model mismatch in linear 
processes separately, which can be used to compare the dynamic behaviour of 
the different designs. Psarris & Floudas (1991) studied the combined effect of 
both RHP zeros and dead time in linear systems, while Wong (1985) studied 
the problem of model/plant mismatch, and reviewed the "robustness" measure, 
an index of model uncertainty (Morari, 1983) by eliminating the problem of 
scale dependence. 
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Linear controllability assessment is a well documented subject with a 
variety of powerful methods. So why is it important to address the issue of 
control, and more specifically of controllability assessment, in a nonlinear 
setting ? Two main reasons can be cited for this interest: 
" Analysis of nonlinear behaviour: Most industrial processes exhibit 
nonlinear behaviour, and linear models may not describe the system with 
sufficient rigour. Therefore, nonlinear analysis techniques must be 
developed to predict the system's performance in the presence of nonlinear 
behaviour. 
" Improvements of existing control systems: The study of nonlinear 
systems has been motivated by the need to design controllers with 
improved performance. Linear control methods rely on the key assumption 
of small range operation for the linear model to be valid. When the required 
range of operation is large, a linear controller is likely to perform poorly or 
to be unstable, because the nonlinearities of the system are not 
compensated for. Nonlinear controllers, on the other hand, may handle the 
nonlinearities in a large operating range. 
The development and applications in nonlinear control methodologies has 
generated considerable academic and industrial interest. However, 
controllability assessment has not yet been addressed in the nonlinear setting. 
The author believes that identifying the presence of nonminimum-phase 
elements and plant-model mismatch, directly in the nonlinear setting, in order to 
quantify the quality of the dynamic response of the process over a large 
operating range will lead to improved plant and control system design. 
1.2 AIMS AND OBJECTIVES 
This project aims to quantify inverse response characteristics in nonlinear 
processes. This work constitutes the first step towards the development of a 
complete controllability assessment framework for nonlinear processes. In 
order to establish whether a given nonlinear system is subject to inverse 
response, an expression with similar properties to the RHP zeros must first be 
found for nonlinear systems. Once this procedure of detecting the presence of 
the inverse response characteristics in the nonlinear setting has been 
established, a method of quantifying how the system is affected by the inverse 
response must then be formulated. 
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In order to develop an understanding of the mathematical and theoretical 
backgrounds of the linear and nonlinear systems, this work will define concepts 
such as invertibility, stability and controllability in chapter 2. Also, the definition 
of nonminimum-phase elements and of plant/model mismatch will be presented, 
and their quantitative effects on dynamic resilience in the linear setting will be 
reviewed (Morari, 1983; Holt & Morari, 1985 a&b; Psarris & Floudas, 1991 a& 
b; Wong, 1985). 
This work will then concentrate on identifying and quantifying inverse 
response characteristics in nonlinear processes. In chapter 3, some important 
nonlinear concepts such as relative order and Lie Derivatives will be 
introduced, in order to introduce the global input-output linearization technique 
by coordinate transformation (Isidori, 1989), and more importantly to define the 
notion of the zero dynamics. 
In chapter 4, it will be shown that the zero dynamics are the nonlinear 
analogues of the zeros, and that the stability characteristics of these zero 
dynamics identifies the inverse response characteristics of the nonlinear 
system from which they are extracted. However, the main difficulty resides in 
establishing the stability characteristics of nonlinear systems. The different 
methods available to do so are presented, and the most practical is employed 
in the methodology proposed in this paper to quantify inverse response 
characteristics of nonlinear systems (Chapter 5). 
The methodology proposed in this work is illustrated with 3 case studies. 
The first case study (chapter 6) is a nonlinear model of an Single Input Single 
Output (SISO) industrial evaporator and will illustrate the methodology of 
obtaining the zero dynamics in the nonlinear setting. The second case study 
will be an isothermal SISO CSTR in chapter 7, and will demonstrate the 
effectiveness of the methodology proposed to quantify inverse response of 
SISO nonlinear systems. The final case study will introduce a Multi Input Multi 
Output (MIMO) nonlinear non-isothermal CSTR in chapter 8, which will extend 
the proposed methodology to quantify inverse response in MIMO nonlinear 
systems. 
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CHAPTER 2- LINEAR SYSTEMS 
Controllability assessment of linear systems is a well documented subject. 
Hence, before investigating controllability in the nonlinear setting, it is useful to 
define and illustrate the important concepts related to controllability in the linear 
setting. 
After a review of some basic theoretical issues relating to modelling, the 
definitions of invertibility, stability and controllability are introduced. From the 
definition of controllability, the concepts of nonminimum-phase elements and 
model-plant mismatch are presented, along with the work performed by Morari 
(1983), Holt & Morari (1985 a& b), Psarris & Floudas (1991) and Wong (1985) 
among others on their quantitative effect on processes. 
2.1 THEORETICAL CONSIDERATIONS 
2.1.1 TIME DOMAIN - LAPLACE DOMAIN 
The use of Laplace transforms is a simple and elegant method of solving linear 
differential equations which result from the mathematical modelling of chemical 
processes. The Laplace transforms yield useful simplifications in notation and 
computation of linear differential equations and are particularly important in 
process control as they are used to represent the dynamics of the linear 
process in terms of convenient input/output relationships, or transfer functions. 
The linear ordinary differential equations (ODE) describing the process in terms 
of the independent variable, t (time domain), can be transformed into algebraic 
equations in terms of the Laplace transform variable, s (Laplace domain). 
An n-th order Single Input Single Output (SISO) system without time delays 
is described by the linear ODE: 
dl y d" 'y dy d'"u d"-'u du an dt" + -"-l dt"-1 +... + a, dt + aoy = 
bm dtm + bm-, dtm-1 +... + b, dt + bou (2.1) 
By transforming eqn. (2.1) into the Laplace domain, the ratio of the output y(s) 
to input u(s) or the system transfer function, g(s), is given by the following 
relation: 
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9(s) -_ 
Y(s) 
_ 
bmsm + bm-, sm-1 +... + b, s + bo (2.2) 
u(s) - a, sn +an_, s"-' +... +a, s +bo 
Factoring both numerator and denominator of eqn. (2.2) yields 
Y(s) 
- 
bm(S-Z, )(S-Z2)... (S-Zm) 
9(s) _ (2.3) u(s) a, ý s-p, s -p2 ... s- pm 
where p, or the roots of the denominator of the transfer function, g(s) (eqn. 2.2) 
are called the poles of the system 
z; or the roots of the numerator of the transfer function, g(s) (eqn. 2.2) 
are the zeros of the system. 
The transfer function of the SISO system (eqn. 2.3) can be extended to 
Multi Input Multi Output (MIMO) systems without time delays. Consider a 
system with m inputs and outputs of the form 
Y, (s) = 9i, (S)u, (S) + 912(S)U2(s) + ... +9, m(s)Um(s) 
i =1,2, ..., m 
(2.4) 
where g11 is the transfer function between the i th output and the j th input. 
The matrix which relates the Laplace transform of the output vector, y; (s), 
to the Laplace transform of the input vector, u, (s), is called the transfer function 
matrix, G(s), between the output and input vectors, and is described as 
Y, (s) 911(S) 912(5) ... gim(S) u1(S) 
Y2(S) 
_ 
921(5) 922(5) ... 92m (S) U2(S) 
Ym(S) 9ml(s) gmi(s) ... 9mm(s) um(S) 
(2.5) 
The effect of the presence of time delays and its representation in the 
transfer functions and transfer function matrices of SISO and MIMO linear 
systems will be described at a later stage of this work (sections 2.1.5.2 & 
2.2.3.3). 
Great care must be taken when determining the poles and zeros of MIMO 
systems. The eigenvalues of the transfer function matrix, G(s), will determine 
the poles of the MIMO system (eqn. 2.5). Also, z, is defined as zero of the 
transfer function matrix if the rank of G(zl) is less than the normal rank of G(s). 
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The definition of zeros of MIMO systems will be reviewed further in section 
2.1.5.1. 
Basic properties of the linear system (eqns 2.1 & 2.4) such as stability, 
invertibility and controllability can be derived from the zeros and the poles of 
the transfer function, g(s) (eqn. 2.2) and transfer function matrix, G(s) (eqn. 
2.5). These properties are defined next, and their relation with respect to the 
zeros and poles of the transfer function, g(s) (eqn. 2.2), and transfer function 
matrix, G(s) (eqn. 2.5) is introduced. 
2.1.2 STABILITY 
For a given linear system, g(s) (eqn. 2.2) or G(s) (eqn. 2.5), the first and most 
important property is its stability. Qualitatively, the linear system, g(s) (eqn. 2.2) 
or G(s) (eqn. 2.5), is described as stable if starting the system somewhere near 
its desired operating point implies that it will stay around this point. An 
alternative definition (Stephanopoulos, 1984) is that the linear system, g(s) 
(eqn. 2.2) or G(s) (eqn. 2.5), is stable if its output(s) remain(s) bounded when 
the input(s) are bounded. More refined definitions of stability such as Lyapunov 
stability, asymptotic stability and global asymptotic stability will be introduced in 
section 4.4.2 to describe the more complex behaviour exhibited by nonlinear 
systems. Most industrial processes are open loop stable, i. e. stable with no 
controllers in the system (e. g. Morari, 1983). Stability becomes a consideration 
when feedback controllers are introduced into the system, i. e. closed loop 
systems. 
In the linear setting, the stability of the linear system is determined from the 
poles of the transfer function, g(s) (eqn. 2.2) (G(s) (eqn. 2.5) for MIMO 
systems). A linear system is stable if all its poles lie in the open left half of the 
s-plane, i. e. the real parts of all the poles must be negative (Stephanopoulos, 
1984). Establishing the presence of LHP and RHP poles in the transfer 
function, g(s) (eqn. 2.2), or G(s) (eqn. 2.5), is a powerful tool to determine the 
stability of linear systems. Such a simple methodology is not available to 
determine the stability of nonlinear systems, as will be discussed at length in 
chapter 4, and far more complex procedures are required to establish the 
stability characteristics of nonlinear systems. 
The location of the zeros of the transfer function does not affect the stability 
of the process, but does affect its dynamic response. This is introduced in the 
next section. 
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2.1.3 INVERTIBILITY 
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The "perfect" controller must keep the output, y, equal to the set point, yep , at 
all times, hence suppressing any influence of external disturbances. Such a 
controller has been shown to be the implementation of the plant inverse 
(Morari, 1983). The problem of invertibility of a linear system in the Laplace 
domain has a straight-forward solution, by realisation of the inverse of the 
transfer function, g(s) (G(s) for MIMO systems). The question of the 
construction of inverses for linear and nonlinear systems in the time domain 
has received much attention in the literature. 
Intuitively, such an "inverse" is understood to be a second linear or 
nonlinear system which, when cascaded with the original system, produces as 
its output the input to the original system (Sain & Massey, 1969). L-integral 
inverses were introduced to deal with the invertibility of linear systems in which 
the output of the second system is the Lth integral of the input to the original 
system (Willsky, 1974). 
In the nonlinear setting, the issue of invertibility is not as straightforward. 
There is no explicit input/output representation of nonlinear systems in the 
Laplace domain, and the realisation of the inverse has to be addressed in a 
state-space framework. Hirschorn (1979 a& b) presented necessary and 
sufficient conditions for the invertibility of affine nonlinear systems (i. e. system 
linear in control). The method presented by Hirschorn to invert nonlinear affine 
systems was employed as the first step towards designing nonlinear controllers 
with improved performance. However, Hirschorn did not address the issue of 
controllability assessment in the nonlinear setting. In particular for inverse 
response characterisation of nonlinear systems, the method presented by 
Hirschorn does not include a procedure which would transpose the concept of 
RHP zeros into the nonlinear setting. Isidori (1989) addressed this question of 
transposing the concept of RHP zeros into the nonlinear setting. Instead of 
presenting a methodology for inverting affine nonlinear systems, Isidori 
introduced a procedure to linearize affine nonlinear systems in an input-output 
sense by feedback (similar to the convenient input-output representation of the 
transfer functions in the linear setting) from which the zero dynamics - the 
nonlinear analogues of the zeros - can be extracted. This input-output 
linearization technique by feedback and the notion of zero dynamics will be 
discussed at length in the following chapters as it constitutes the basis of this 
work. 
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The presence of RHP zeros in the transfer function of a linear process 
establishes that the open loop process exhibits characteristic inverse response 
behaviour, as will be discussed in the next section. 
2.1.4 CONTROLLABILITY 
Another important property of a SISO or MIMO system is its controllability. 
Controllability may be loosely defined as a quantifiable measure of the ability of 
a given plant to achieve specified objectives through the application of control 
(Russell & Perkins, 1987). Various definitions have arisen, depending on the 
objectives considered. Rosenbrock (1974) defined the pointwise state 
controllability and the functional controllability which is more appropriate for 
controllability assessment. 
Definition 2.1 (Rosenbrock, 1974): A system is pointwise state controllable if, 
given any two states co and c,, there exists a time t, >0 and a control u defined 
on [O, t, ] which takes the state from x(0) = co to x(t, ) = c,. 
Definition 2.2 (Rosenbrock, 1974): A system is functional controllable, if given 
any suitable vector y of outputs functions defined for t>0, there exists a vector 
u of inputs defined for t>0 which generate the output vector y from the initial 
condition x(0) = 0. 
Functional controllability has one main advantage over pointwise state 
controllability for process control. Although the pointwise state controllability 
defines the ability of bringing the system from a given initial state to any final 
state, no conditions can be imposed regarding the quality of the response 
between these two states. Functional controllability allows to specify arbitrary 
trajectories of the chosen set of output variables. This is important property in 
process control since its main goal is to maintain the output(s) of the process at 
their set point value(s) at all times. Hence the definition of controllability 
employed throughout this project is that of functional controllability. 
Functional controllability depends on the invertibility of the transfer function 
(Russell & Perkins, 1987), and therefore an examination of the properties of the 
system which prevent the inversion of its transfer function will provide a 
valuable tool to assess the controllability of this system (Russell & Perkins, 
1987). There are three characteristics inherent to the system that are known to 
limit the invertibility of its transfer function: RHP zeros, dead time and plant- 
model mismatch. 
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The detrimental effect of the RHP zeros, dead time and plant/model 
mismatch on the response of the process is presented in the next sections. 
2.1.4.1 RHP Zeros 
A process is subject to inverse response when its initial response is in the 
opposite direction from its final steady state value for a step change in the 
input(s) and/or disturbances. Such behaviour is called inverse response and is 
characterised by the presence of RHP zeros in the transfer function (transfer 
function matrix for MIMO systems) of the process. 
Inverse response behaviour is described first for SISO systems. A model 
composed of two opposing first-order systems (Stephanopoulos, 1984), 
diagrammatically illustrated in fig. 2.1, is introduced to illustrate such dynamic 
behaviour. 
Input 
u(s) 
Process 1 
K 
ýiS+1 
K 
'c2S+1 
Process 2 
+ 
Output 
- Y(S) 
Fig. 2.1: Block diagram of two opposing first-order systems 
The overall response of the process is given as 
Y(s) = 
K' 
- 
K2 
U(s) (2.6) 
"Is+1 T2s+1 
or 
s+ 
K, -K2 
9(s) = 
Y(S) 
= 
K, T2 - K2T, (2.7) 
u(s) *T2 z2s+1 
Figure 2.2 shows the step response of the system for the case when 
K, > K2. In this case, the long-term response of process 1 dominates that of 
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process 2 and the system exhibits inverse response on condition that the initial 
response of process 2 is faster than that of process 1. Thus, inverse response 
will occur if 
K2 
(2.8) T2 
which is also the condition for the existence of a RHP zero in the transfer 
function describing the system (eqn. 2.7). 
Output, y(t) 
Response of process 1 
ise 
time, t 
Kesponse of process 2 
Fig. 2.2: The resulting inverse response of the two opposing first-order 
systems. 
Characterisation of inverse response behaviour in MIMO systems is not as 
straightforward, and great care must be taken when defining the MIMO 
analogues to the SISO zeros. Holt and Morari (1985 b) tell of considerable 
confusion over the definition of the MIMO zeros, and that any definition of 
MIMO zeros should exhibit the same properties that were shown in the SISO 
case, i. e. that inverse response behaviour can be expected, and most 
importantly, that the MIMO zeros must be invariant under feedback control and 
become the poles of the inverse of the system. Zeros in MIMO systems which 
exhibit these properties are called Right Half Plane Transmission (RHPT) 
zeros. 
These properties of invariance under feedback control and poles of the 
inverse were introduced by Kwakernaak & Sivan (1972) to define the zeros of 
SISO systems. Kwakernaak & Sivan stated that the zeros must be invariant 
under state and output feedback, which signifies that the zeros cannot be 
modified by a controller but only by changing the system. Holt and Morari (1985 
b) note that while it is theoretically possible to place a pole at the same location 
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as a zero, thus effectively cancelling the zero, to do so for a RHP zero would 
require an unstable pole, and hence an unstable controller. 
Holt and Morari (1985 b) illustrate the importance of rigorously defining 
MIMO zeros with the following example (eqn. 2.9). Although every individual 
element of G(s) contains a RHP zero, the inverse of G(s) (eqn. 2.10) does not 
contain any RHP poles, and so the system (eqn. 2.9) does not contain a single 
RHPT zero. 
-s+2 -s+5 
G(s) -- s+2 s+4 (2.9) 
-s+1 -s+3 
s+2 s+4 
G-'(s) =1 
(-s + 3)(s + 2) (s - 5)(s + 2) (2.10) 
s+1 (s -1)(s + 4) (-s + 2)(s + 4) 
2.1.4.2 The Presence of Dead Time 
The second characteristic of a process which limits its controllability is dead 
time. The best visualisation of dead time is to consider a process stream 
flowing through a pipe. Assuming that the flow is an incompressible plug flow, it 
will take any individual element of fluid a certain amount of time, d, to flow from 
the inlet to the outlet of the pipe. Then, this pipe represents a dead time 
element. If a certain dynamic variable, f(t), such as temperature or composition, 
enters the front end of the pipe, it will emerge from the other end after a certain 
delay, d, with exactly the same shape, as shown in fig. 2.3. 
Fig. 2.3: Effect of a dead time element. (Luyben, 1990) 
Image removed due to third party copyright
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Dead time in the time domain is equivalent to multiplication by ems in the 
Laplace domain. Dead time elements limit the implementation of the 'perfect' 
controller as inversion of these dead time elements included in the transfer 
function, g(s), or transfer matrix, G(s), leads to what is known as non-casual 
behaviour (e+ds) terms in the transfer function of the controller, which are not 
realisable. 
2.1.4.3 Mismatch between Plant and Model 
The final characteristic of a process which limits its controllability is the plant- 
model mismatch. The mathematical models are a compromise between a 
description of the process too complex to develop and solve, and getting an 
answer that is good enough. There is an unavoidable misfit between the real 
plant to be controlled and the model, due to simplifications such as linearization 
of the model and negligence of higher order dynamic terms. Depending on the 
sensitivity of the process design to such uncertainties, significant deviations 
from the nominal target operation can occur. This mismatch limits the 
achievable control quality, since the perfect controller has to be an 
implementation of the exact plant inverse. The various measures developed by 
Morari (1983), Perkins and Wong (1985) and Arkun (1986) to quantify the 
effect of plant-model mismatch will be reviewed in section 2.2.3.5. 
2.1.5 CONCLUSION 
The presence of Non-Minimum Phase elements (i. e. RHP-RHPT zeros and 
dead time) and of plant-model mismatch has been shown to affect in some 
measure the dynamic response of the process and to limit the quality of control 
possible in the process. The quantitative assessment of the effects of the NMP 
elements and plant-model mismatch on the dynamic response of the process is 
referred to as the controllability assessment of the process and has been 
addressed in the linear setting. An outline of the main results will be presented 
in the next section, with a particular emphasis of the effect of RHP zeros on 
linear processes. 
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2.2 CONTROLLABILITY ASSESSMENT OF LINEAR 
PROCESSES 
Design engineers traditionally used known heuristics or rules of thumb to 
qualitatively evaluate the ease with which a given process can be operated and 
controlled. These rules of thumb were previously adequate because industrial 
processes were over-designed, with little consideration for energy efficiency 
and environmental and safety issues. As industrial processes have become 
more complex and that the design of the control system requires that the 
process is considered as a whole rather than a series of single unit operations, 
it is important to be able to evaluate and compare the different dynamic 
responses of alternate designs. Work is presented in this section, concerned 
with assessing and comparing the controllability of alternate linear designs. 
This work quantifies the effect of dead time, RHP zeros and plant-model 
mismatch in linear processes, so an objective comparison of alternate designs 
is possible. But first, the notion of "resilience", which is closely related to 
controllability, is introduced to define the dynamic operability characteristics of 
different designs. 
2.2.1 DEFINITION OF THE DYNAMIC RESILIENCE OF A PLANT 
Morari (1983) defines the term "resilience" as the ability of the plant to move 
fast and smoothly from one operating condition to another (including start-up 
and shut down) and to deal effectively with disturbances. Although design 
engineers have some qualitative measure of the resilience, Morari (1983) 
proposed a methodology to quantify the resilience of the plant, in order to 
facilitate the choice of the best plant design. 
For a given plant subject to external disturbances, either certain measured 
outputs are to be kept at some desired constant levels or they are required to 
follow some time varying reference trajectories. Morari (1983) assumes that all 
corrective action is performed using feedback control. Therefore, the resilience 
of the given plant clearly depends on the specific type of controller used and 
the selected control parameters. However, it is crucial to be able to establish 
whether poor resilience is caused by bad process design or by an unfortunate 
controller design. Hence, the main objective of these resilience measures is to 
assess the resilience characteristics inherent to the plant itself and 
independent of the control system. 
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First, the qualitative assessment of resilience is briefly presented, as 
practised traditionally by design engineers. Then, the quantitative indices of 
resilience are introduced, with a special focus on the effect of RHP zeros on 
linear processes. 
2.2.2 RULES OF THUMB FOR RESILIENCE ASSESSMENT 
The first task of the design engineer working on developing an efficient control 
system for a given process is to select an appropriate set of manipulated 
variables to control a specified set of outputs. By selecting various sets of 
manipulated variables, the input structure and so the system to be controlled is 
modified. Therefore, it is critical for the design engineers to identify which set of 
manipulated variables leads to the system with the strongest resilience. 
Qualitative heuristics have been developed over the years to guide the design 
engineer towards selecting the process with the best resilience. 
For SISO systems, Morari (1983) describes the main rules of thumb applied 
to improve control quality as: 
" Choose systems where the manipulated variable has a large effect on 
the controlled output. A process with a large gain can handle large errors 
in the output variable with far more ease than when the process gain is 
small and the manipulated variable is likely to saturate. 
" Choose systems with "close" physical variables. Physical closeness 
between the manipulated and the controlled variable implies short time 
constants and small dead times and thus superior control performance. 
" Avoiding systems too nonlinear or with inverse response 
characteristics. Important deviations from the expected system 
performance leads to significant control performance deterioration. 
In contrast to SISO systems, no such useful heuristics are available for 
MIMO systems. Dynamic simulation is the only reliable tool available, which 
can be lengthy and unsuitable at an early design stage. Also, another limitation 
associated with dynamic simulation is that it is necessary to include all 
controllers in the model of the process, and therefore, it is impossible to 
distinguish if poor performance is caused by some inherent plant characteristic 
or rather by an inappropriate controller design. Thus efficient techniques had to 
be developed to assess quantitatively the resilience of a given process at an 
early design stage, independent of the control system. 
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Garcia and Morari (1982) introduced an alternative to the classic feedback 
structure (fig. 2.4) called the Internal Model Control (IMC), which led to the 
development of several resilience and controllability indices. 
2.2.3 QUANTITATIVE ASSESSMENT OF RESILIENCE 
The Internal Model Control (IMC) structure (Garcia and Morari, 1982) is 
developed from the standard feedback configuration (fig. 2.4), by adding two 
blocks with the plant model ff. The IMC structure is obtained by defining the 
new controller G, The development of the IMC structure is shown in fig. 2.5. 
Closed loop stability is assured for the IMC structure if the model ff is identical 
to the plant G (i. e. no plant-model mismatch) and if the plant G is open loop 
stable. Assuming that the system is closed loop stable, "perfect" control is 
achieved when the controller GG is the implementation of the right inverse of the 
plant model, G (ie. GG =G -') (Garcia and Morari, 1982). 
It is important to state that the controller GG = G-1 is never actually 
realisable, since as G is a strictly proper transfer function (i. e. all physical 
systems will have an excess of poles over zeros), G -I will have an excess of 
zeros over poles. This will require GG as defined to be augmented by a low- 
pass filter, F(s), which will further degrade performance. However, the IMC 
structure provides the basis for the measurement of the resilience of the system 
which will be introduced next. 
d 
ysp Y 
Fig. 2.4: Classic feedback control structure 
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d 
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. _.. 
` 
--i 
G ._ _.. __ 
d 
ysp Y 
Fig. 2.5: Development of the Internal Model Control Structure (Garcia & Morari, 
1982) 
The right inverse of the plant model, G-1, may be unstable and not 
realisable due to: 
" Dead time: Inversion of time delays results in predictive terms in G -' which 
are not realisable. 
" RHP zeros: Inversion of RHP zeros in G result in unstable poles in G -'. 
When the inverse cannot be implemented, G is factorized into an invertible 
part, G _, and a non-invertible part, 
G 
+. 
If no limitations exist to the inversion, 
G 
+=1 
(/ is the unit matrix) and GG = G_' = G-1. Otherwise, G+ provides a basis 
for the measurement of resilience. 
However, U, is not uniquely determined. G+ is a function of the scalar 
objective function employed. These objective functions are performance indices 
- for example the integral square error (ISE) - which evaluate the quality of the 
system performance. In SISO systems, 6, also depends on the choice of the 
input, and in addition for MIMO systems, U, depends on the relative 
importance of the outputs. A series of papers (Holt and Morari, 1985 a&b; 
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Morari and Zafiriou, 1987) describe a consistent methodology for determining 
the minimal ff + for systems affected by the presence of dead time and RHP- 
RHPT zeros, which will not be presented in this work. This work will discuss 
exclusively the important quantitative results concerning the effect of RHP- 
RHPT zeros, dead time and plant model mismatch on linear processes. 
2.2.3.1 Effect of RHP-RHPT Zeros Alone 
In SISO systems, Holt and Morari (1985 b) showed that the deterioration in the 
quality of the resilience is inversely proportional to the location of the RHP 
zeros, i. e. RHP zeros close to the origin make the system difficult to control, 
whereas the system performance is little affected by "large zeros" - far from the 
origin. In addition, Lewin et al (1993) showed that the effect of the inverse 
response in a given linear process can be considered detrimental when the 
magnitude of the dominant pole is greater than the magnitude of the RHP 
zeros. This is an important result to quantify the effect of inverse response in 
linear systems, and its application will be illustrated in the case study of the 
isothermal SISO CSTR presented in chapter 7. 
In MIMO systems, Holt and Morari (1985 b) showed that the RHPT zeros 
are calculated for the system as a whole rather than for a specific output. 
Hence, the zeros generally affect all outputs of the system. In the limiting case 
when the square system G(s) is stable with n inputs/outputs and that it has a 
single RHPT zero, Holt and Morari (1985 b) presented a simple procedure to 
determine U+ so that the RHPT zero influences one single output. The "worst" 
performance is obtained by a system dynamically decoupled, since the RHPT 
zeros then affect all outputs. 
The relative importance of the outputs of the MIMO system also has to be 
taken into account when quantifying the inverse response characteristics. The 
various outputs of the MIMO system will not necessarily be affected by the 
RHPT zero in an equivalent manner. Morari et al (1987) defined the zero 
directions to quantify the effect of the RHPT zero on the different outputs of a 
given MIMO system. 
2.2.3.2 Zero Directions 
Definition of the zero direction (Morari et al, 1987): Let z, be a zero of G(s). 
The vector Al (2j $ 0) satisfying 2 G(z, ) =0 is called the direction of the zero 
ZI. 
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A, is called zero direction because for any system input with frequency z, 
the output in the direction of 2, is identically equal to zero. With these zero 
directions, Morari et al (1987) capture quantitatively the directional effect of the 
RHPT zeros on the MIMO system, i. e. which outputs are the most and which 
outputs are the least affected by a particular zero. This is an important 
performance index, which will be illustrated in the MIMO case study presented 
in chapter 8. 
For completeness, the effect of dead time and plant model mismatch and 
the accumulative effect of both RHP zeros and dead time on linear processes 
are briefly outlined in the next sections. 
2.2.3.3 Effect of Dead Time Alone 
In the SISO systems, the detrimental effect of dead time increases monotically 
with its magnitude. This is to be expected since as the dead time increases, the 
effect of a change of the manipulated variable is observed after a longer delay 
in the process. 
In the MIMO systems, as for RHP zeros, the system has to be considered 
as a whole when determining the effect of dead time on the resilience, since 
dead time affects the system as a whole rather than a specific output. Holt & 
Morari (1985 a) showed that the worst response is for a system with 
dynamically decoupled outputs, as this causes the RHPT zeros to affect all 
outputs. 
2.2.3.4 Cumulative Effect of RHPT Zeros and Dead time 
Psarris & Floudas (1991 a) presented a schematic framework for the 
characterisation of RHPT zeros of MIMO linear systems with time delays. 
Psarris and Floudas proposed a procedure to evaluate the number of zeros 
that are situated in the open right half of the s-plane for a given MIMO linear 
system. The interaction of the NMP elements on the resilience of the process 
was also explored. Psarris & Floudas (1991 b) showed that these elements 
cannot be considered separately. Modification of the bounded set of RHPT 
zeros can either increase or decrease the upper and lower response bounds of 
the time delays. On the other hand, Psarris & Floudas showed that an attempt 
to optimise the time delays can introduce RHPT zeros into the process, hence 
eliminating any advantages achieved from faster response in the modified 
design. 
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2.2.3.5 Effect of Plant/Model Mismatch Alone 
Morari (1983) defines the robustness of a controller as the sensitivity of the 
controller to the model uncertainty. Controllers are designed on the basis of the 
information about the dynamic behaviour of the process. The accuracy of this 
information varies but is never perfect due to limitations of the process model 
and operational changes in the process behaviour. Morari considers the true 
process G(s) to be accurately modelled in terms of a multiplicative uncertainty, 
L0, as: 
G(s) = (1 + Lo(s)) U (S) (2.10) 
This signifies that at each frequency, w, the true process is considered to 
be within a ball of radius 1(w) centred at the model G (iw), with the radius 
bounded by an appropriate norm of the multiplicative uncertainty, L0 (iw): 
G (io))Il 
fl""( iw)fl 
(2.11) 
If the multiplicative uncertainty occurs at the process inputs, it can be 
shown (Morari, 1983) that: 
k(G (iw)) = ll1(iw)D 
I1 (2.12) 
/(O 
However, the condition number, k(G(s)), is dependent on scaling, i. e. 
different physical units of G will result in different values for k(G (s)), and thus 
caution is necessary when lumping together properties of a MIMO system into 
a scalar measure (Russell & Perkins, 1987). 
In order to overcome this problem, Perkins & Wong (1985) suggested using 
the minimum value of k(G (s)) under all possible choices of scale. The optimal 
scaling of the matrix is calculated by using L, -norms or L. -norms. Other work 
by Nguyen et al (1988) uses a scaling policy known as G-balancing where the 
condition number is the ratio of the largest to the smallest singular value of G 
calculated using the L-2-norm. 
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Arkun (1986) classified the sources of modelling errors as either 
uncertainties in the parameters of the model (e. g. poorly known modelling 
parameters), or as uncertainties in the structure of the model (e. g. originating 
from simplifications made while developing the model), and developed a 
scaling algorithm in which the structure of the modelling errors are taken into 
account. 
The main limitation with the methodologies described in this section is that 
all the conditions relating condition numbers with closed-loop stability and 
performance are sufficient but not necessary (Morari, 1992). While closed-loop 
performance of plants with a low condition number tend to be insensitive to 
model error, plants with a high condition number cannot be rejected with 
certainty, although there are many indications that the performance of these 
types of plants will be poor (Morari, 1992). 
2.2.4 CONCLUSIONS 
The indices presented for measuring the resilience and robustness of linear 
processes are simple to use and allow the different available configurations to 
be compared at a early design stage without the need to select a particular 
controller type or settings. However, many issues associated with the resilience 
and robustness of systems still have to be addressed. 
" All the results presented on the assessment of resilience are derived from 
the IMC structure, which is not convenient to use to study large scale 
interconnected systems. 
" The resilience is assessed on the basis of the proposed system. The 
methodologies described in the previous sections do not suggest any 
alternative system structures, which could lead to an improvement in 
resilience. 
" These results on resilience were developed on the basis of the input-output 
representation of linear systems, the transfer function, G(s). However, most 
industrial processes are nonlinear and linear models may not describe the 
system over the operating range with sufficient rigour The linearization of 
the nonlinear model of the process is only applicable in the region of the 
operating point at which the model has been linearized. Hence, while this 
linear model will describe the nonlinear process "well enough" over a small 
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operating point, it is unlikely that the nonlinear process is described with 
sufficient rigour over a large operating range. 
This work aims to transpose these results on the effect of inverse response 
on resilience into the nonlinear setting. In order to do so, the input-output 
linearization technique by feedback introduced by Isidori (1989) will be 
introduced to obtain an input-output representation of SISO and MIMO affine 
(i. e. linear in control) nonlinear systems by feedback. Then, the expressions of 
the zero dynamics will be calculated, which are the nonlinear analogue to the 
linear zeros. 
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CHAPTER 3- NONLINEAR SYSTEMS 
Most industrial processes are inherently nonlinear, and linear models 
describing the nonlinear process will only be valid for a small range of 
operation. When the required range of operation is large, the linear model will 
not describe the nonlinear process with sufficient rigour because the 
nonlinearities of the system are not sufficiently compensated for. 
The study of nonlinear systems in the process control field has developed 
from the desire to understand the effect of nonlinearities on the performance of 
industrial processes. The design of nonlinear controllers has been made 
possible by the introduction of a technique for input-output representation of 
nonlinear systems. The technique of global input-output linearization by change 
of coordinates presented here employs a nonlinear transformation that provides 
exact linearization in a input-output sense of the model by feedback. Once a 
model linear in an input-output sense is available, linear controller design 
techniques can be employed. However, none of the work presented in this 
project will deal with the design and synthesis of the controller. This work will 
specifically examine this technique of input-output linearization by feedback as 
a method to study the inverse response characteristics of nonlinear systems. 
Initially some mathematical tools from differential geometry required for the 
study of nonlinear systems are introduced. Then the input-output linearization 
technique by feedback is presented in order to introduce the concept of the 
zero dynamics, the nonlinear analogue of the linear zeros. The aim of this 
chapter is to highlight the similarities between the concepts defined in the 
previous chapter in the linear setting and those to be introduced in the 
nonlinear setting. 
3.1 NONLINEAR ALGEBRAIC CONCEPTS 
Standard algebraic terminology such as Lie derivatives and relative order will 
be presented in this section, which are required for the input-output 
linearization technique. The following theory deals with continuous-time Single 
Input Single Output (SISO) nonlinear systems (without time delays) of the form: 
x =f(x)+g(x)u 
y=h(x) (3.1) 
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where u is the manipulated input, y is the output (to be controlled), and x 
represents a vector of states, x,, x2, ..., x, . 
f(x) and g(x) are vector functions. 
The definitions and results obtained from the SISO nonlinear systems will 
be extended to general Multi-Input Multi-Output (MIMO) nonlinear systems with 
an equal number of inputs, m, and outputs and state space representation of 
the form 
m 
=f(x)+lg1(x)u1 
1-, 
Y1 = h1 (x), i =1, ..., m 
(3.2) 
where x is an n-dimensional state vector and u and y are m-dimensional input 
and output vectors, respectively. f(x) and g, (x) are smooth vector functions on 
R" , 
h, are smooth scalar functions on R" . 
It is important to note that u appears linearly in eqns. (3.1) and (3.2). Such 
systems are called control linear or control affine. The input-output linearization 
technique by coordinate transformation is applicable only for systems which are 
control affine, and so this thesis will be restricted to the study of control affine 
systems. Many industrial systems are linear in control, for example several 
types of CSTRs, distillation columns or industrial evaporators, some of which 
will be introduced in the case studies in chapters 6-8. 
It is also assumed that the vector functions, f(x) and g(x), and the scalar 
function h(x) are of class C°° (i. e. have continuous derivatives of all order). 
3.1.1 LIE DERIVATIVES 
Given a scalar function h(x) and a vector field f(x), the Lie derivative of h(x) 
with respect to f(x) is defined by 
4h(x)=(dh(x), f(x)i=1f(X) o'ff' (x) 
i=l 
(3.3) 
Thus, the Lie derivative of h(x) with respect to f(x) is the directional 
derivative of h(x) in the direction of the vector f(x). Similarly, the Lie derivative 
operator is a linear first-order partial differential operator defined by 
Chapter 3- Nonlinear systems 31 
4 =ýf(X) a (3.4) 
A complete review of the properties of these Lie derivatives and Lie 
derivative operators can be found in Brockett (1976). 
3.1.2 RELATIVE ORDER 
An important concept for the inverse response characterisation of nonlinear 
systems is the notion of relative order. The relative order of a nonlinear system 
determines the number of zero dynamics to expect in the system - equivalent in 
the linear setting to establishing the number of zeros in the transfer function of 
the system. 
For SISO nonlinear systems, the output, y, has a relative order, r, with 
respect to the input, u, at point xo when 
LgL; h(x)=0, 
and 
Lg4-, h(Xo)# 0 (3.5) 
Similarly, for MIMO nonlinear systems, the relative order, r; , of the output, 
y, with respect to the manipulated input vector, u, is the smallest integer for 
which 
Lg4-'hi(x) _ [Lg1141h1(X) Lg2Q-lhi(x)... 4. -lhi(x )] # [0 0... 0] (3.6) 
This work will not consider SISO and MIMO systems with their relative 
order, r or r, = oo. The case when r or r, = oo implies that the input has no effect 
on the output. Also, this work will not deal with systems having singular points, 
i. e. a system where the relative order cannot be defined. In the case of SISO 
systems, a point xo is said to be a singular point if there exists ak such that 
Lg h(x) ý0 for x$ xo but L. gL; h(xo) =0 (for 
MIMO systems, Lg, o h(x) ; -- 0 for 
k =1,..., r-2 
x$ xo but Lg h(xo) = 0). 
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Thus, considering a SISO nonlinear system, the relative degree, r, 
represents the number of times the output, y, must be differentiated with 
respect to time so that the input, u, appears explicitly. Therefore, when the 
SISO system possesses a well defined relative order, the first r time derivatives 
of y can be represented as: 
Cjky 
=L; h(x) k=0,1,..., r-1 dtk 
r 
dt = 1+h (x) + LgL{h (x) u (t ) (3.7) 
Another interpretation of the notion of relative degree (Isidori, 1989) is as a 
measure of how direct the dynamic effect of the input, u, is on the output, y. 
The most useful interpretation of the relative order with respect to 
identifying the inverse response characteristics of the system is to consider its 
definition in the linear setting. For a linear system in the Laplace domain, the 
relative degree is exactly equal to the difference between the degree of the 
denominator polynomial and the degree of the numerator polynomial of the 
transfer function describing the system (Isidori, 1989). Therefore, the relative 
order will determine how many zeros - or zero dynamics in the nonlinear setting 
- are contained in the system. 
When the relative order is less than the number of state variables (or 
J: r, =n for MIMO systems), the system will contain zeros or zero dynamics. 
But when the relative order equals the number of state variables, the system 
will not contain any zeros or zero dynamics and thus, the question of inverse 
response behaviour does not arise. Thus calculating the relative order of a 
nonlinear system will be an initial test to establish whether the system studied 
is subject to inverse response. 
An overview of the input-output linearization technique by coordinate 
transformation is introduced next, so as to present the most important concept 
for quantifying inverse response characteristics in nonlinear systems, the zero 
dynamics of nonlinear systems. 
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3.2 INPUT-OUTPUT LINEARIZATION TECHNIQUE BY 
COORDINATE TRANSFORMATION 
The principle of the input-output linearization technique (fig. 3.1) presented by 
Isidori (1989) is to find a nonlinear change of coordinates such as 
Z= ý(Xý (3.8) 
and a nonlinear state feedback control law 
u= GO) + ß(x) v (3.9) 
such that the map between the new input v and the output y is linear for all 
values of the state x in the neighbourhood of a specified point xo . 
V 
a (x) +ß (x) v 
dx /d t= f(x) + g(x) uI 
y= h(x) 
X 
Fig. 3.1: Schematic representation of the input-output linearization technique 
The problem is at least local because a solution may only exist in the 
neighbourhood of the point x0. However, in this neighbourhood, the input- 
output map is exactly linear. In contrast, the linearization obtained from a 
Taylor series expansion provides a input-output map exactly linear only at the 
point x0. The input-output linearization of the system is global when the relative 
order, r, is constant for all values of x, i. e. the result of the input-output 
linearization is global when 
Lg, Clh(x)=0, k=1,..., r-2 
and 
Lg. L; -'h(x) $0 for all values of x (3.10) 
where i=1 for SISO systems, and i>1 for MIMO systems. 
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Isidori (1989) provides an algorithm for the calculation of the input-output 
linearization technique by coordinate transformation in the general cases of 
affine SISO and MIMO nonlinear systems without dead time (eqns. 3.1 & 3.2). 
Once the form of the system in new coordinates, linear in an input-output sense 
by feedback, has been proposed, the linear controller design techniques can 
then be applied to this system. However, the purpose of this project is to 
determine the inverse response characteristics of nonlinear systems, and 
therefore the problem of controller synthesis will not be described in this work. 
What is important for the inverse response characterisation of nonlinear 
systems is that this procedure extracts a nonlinear subsystem, from which the 
expression of zero dynamics can be determined. These zero dynamics will be 
shown to be the nonlinear analogues of the linear zeros. 
Before examining the procedure of defining the zero dynamics, the 
methodology of coordinate transformation is investigated. 
3.3 COORDINATES TRANSFORMATION - NORMAL 
FORM OF THE SYSTEM 
This methodology of coordinate transformation is presented for SISO nonlinear 
systems. A summary of the results from the input-output linearization technique 
for MIMO nonlinear systems will be provided at the end of this chapter in 
section 3.5. 
Initially, suppose the SISO nonlinear system (eqn. 3.1) has a relative 
degree, r, equal to the number of state variables, n, i. e. the SISO nonlinear 
system does not contain any zero dynamics. Then, set 
z, = 0, = h(x) 
Z2= 02=4h(x) 
Zr = Or (X) (3.11) 
The description of the system in new coordinates are found as follows. 
For the new coordinates, z1, z2, ..., zr_1 
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dz, 
_ 
do, 
_ 
mix) dx 
= 4hýx) _ ýi dt dt & dt 
dZr-, 
= 
dor-, 
_ 
j4-2h (x )) dx 
= 4-'h x) = O dt dt ýc dt r 
And for the new coordinate, Zr? a differential equation is obtained of the form 
dZr 
_dt =14h(x)+LgL, -'h(x)u(t) dt d (3.12) 
Thus, in a more compact notation, the state-space description of the 
system in the new coordinates will be: 
Z1=Z2 
Z2 = Z3 
Zr-1 = Zr 
Zr = b(z)+a(z)u (3.13) 
where a(z) = Lg4-'h(o-'(z)) and b(z) = 4h(O-'(z)) 
This state-space description is only valid when the system (eqn. 3.1) 
contains no zero dynamics. The next section will introduce the state-space 
description when the SISO nonlinear system does contain zero dynamics. The 
methodology to obtain the expression of the zero dynamics is also introduced 
in the next section. 
3.4 ZERO DYNAMICS 
When the relative degree, r, of a SISO linear system is less than the number of 
state variables, the system will contain zeros in its transfer function. This result 
can be extended to SISO nonlinear systems. When a SISO nonlinear system 
has a relative order, r, less than the number of state variables, n, the nonlinear 
system can be linearized in an input-output sense by feedback and will contain 
a subsystem from which are extracted n-r zero dynamics. According to Isidori 
(Isidori, 1989), this subsystem is determined as follows. 
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If the number of state variables, n, equals the relative degree, r, the SISO 
nonlinear system contains no zero dynamics. If the number of state variables, 
n, is greater than the relative degree, r, it is possible to find the scalar fields, 
t, (x ), with i= 1, ..., n-r, such that 
t, (x ), ..., tn_r(x 
), h(x), L, h(x ), 14 lh(x) are linearly independent 
Then the transformation : 
ýo) 
ý_ -- =(D(x)= ý1) 
ti(x) 
to-r(x ) 
h(x) 
4h(x) 
4-'h(x ) 
is invertible and qualifies as the new coordinate system. 
(3.14) 
(3.15) 
Hence, the original system transformed in the new coordinates takes the 
form: 
+G, (ý0), u(t) 
(O)r = Fn-r(ý°), (i)) +Gn-rý °>> ýýý U(t) 
411) 
_ 
Al) 
-2 
_l) r-1 -r 
r1) _ 
W( Ol, 1)) +c( 0), 1)) u(t) 
y(t) ') 
(3.16) 
where F1(4°)1ý')), G1(ý°), 1)), C(ý°), ý')) and W(ý°), 
ý')) are determined in terms 
of the new coordinate system ý°) and ý'), i. e. 
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Fý( 0), 1))_[ l(X)]X= -l(s) 
i =1,..., n-r 
[Lgt, (X)]X= 
-, (s) 
i =1,..., n-r 
Cýýf°)' (i)ý _ 
[(mal '-, h(X )II 
X- -'(s) 
wý °ý'i)) _ [ý fh(X )]X=m l(s) 
The derivation of the system in new coordinates (eqn. 3.16) seems a highly 
complex procedure. However, for most systems the coordinate transformation 
is straightforward, and the form of the original system is relatively unaffected by 
this change in coordinates. Also, in the special case when the dynamic 
response of all outputs of the system are described by the ODEs representing 
the system, the original nonlinear system can be linearized in an input-output 
sense by feedback without any coordinate transformation. 
To show that this system with new coordinates (eqn. 3.16) is linear in an 
input-output sense by feedback, suppose that the state feedback control law 
(eqn. 3.9) is chosen as 
W(ýO), ý1)) 1 
cw" ýTy ,, 
(3.17) 
and that the model is perfect, then the map from the new input, v, to the output, 
y, has been linearized since from eqn. (3.16) 
V) 
or y(r) =V (3.18) 
Suppose that the control objective is to make y(t) =0 for all t >_ 0. Then 
from eqn. (3.18), 11) = 
ý2) =... = ýr) =0 for all t >- 0. Therefore, under these 
conditions the first n-r state equations of eqn. (3.16) form a nonlinear 
subsystem denoted by the superscript (0), which is not observable from the 
output and which is associated with the dynamics of the inverse system - the 
zero dynamics of the system. 
This section will now proceed to describe how to obtain the expression of 
the zero dynamics. The special significance of the zero dynamics with respect 
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to the inverse response characteristics of nonlinear systems will be explained 
in more detail in the next chapter, as it constitutes the core of this work. 
The zero dynamics of the system describing its internal dynamic behaviour 
are obtained by forcing the output, y(t) = ý'), to equal its steady state, y,,. 
Imposing this condition on eqn. (3.16), part of the system with new coordinates 
(eqn. 3.16) becomes 
o=w( °', Y. )+c(ý°), Y. )U(t) (3.17) 
Replacing u(t) from this equation (eqn. 3.17) into eqn. (3.16), yields the 
differential equations for ý°) as 
" o) = F, o), _ 
[Gi(°)Ys) W (o) Y) ýYý 
C o) YSST 
" o) o) 
w(ý°)lYss) 
n-r _ 
Fn-Jo), Yss) _ Gn-r( , Yss) C O) (ýlyss) (3.18) 
Eqn. (3.18) describes the differential equations for the zero dynamics of the 
system in the new coordinates (eqn. 3.16). 
The previous sections have defined the main principles involved in the 
input-output linearization technique of SISO nonlinear systems. The next 
section will briefly review the extension of the input-output linearization 
technique to MIMO nonlinear systems. 
3.5 INPUT-OUTPUT LINEARIZATION TECHNIQUE FOR 
MIMO NONLINEAR SYSTEMS 
The input-output linearization problem for MIMO nonlinear systems (eqn. 3.2) is 
to find a change of coordinates, such as eqn. (3.8) and a nonlinear state 
feedback control law 
u= K(X) + (v(x )V (3.19) 
where v is an m-dimensional vector of new inputs and 
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K, (X) w(X) ... w, m(X) 
K(X) _ w(x) _ ... ; (3.20) 
Km(X) Co m, 
(X) "' a)mm(X ) 
such that 
" the i th output, yj, is decoupled from all inputs, v1, for alI iýj 
" the map from v, to y, is linearized for all values of the state x in the 
neighbourhood of the point xo . 
This problem, also known as input-output decoupling or non-interactive 
control problem, is the MIMO generalisation of the input-output linearization 
technique by coordinate transformation for SISO nonlinear systems. As for 
SISO nonlinear systems, the input-output linearization will be global when 
L90-'h, ix) _ [Lg1L1hi(X) L. 2 -1h, ix) ... L9m4-1h, (x )] 
# [0 0 ... 
0] for all values of x (3.21) 
Once the relative degree vector, r, is defined for the MIMO system 
(eqn. 3.6), the first r elements of the nonlinear change of coordinates can be 
chosen as (in analogy with the SISO case, eqn. 3.11) 
z, = o1(x)=h1(x) 
Z2 = q2(X)=4h, (x) 
Zrl = Orl (x) Q-1h1(x ) 
Zr-r, 
+1 = 
or-r, 
+1(X) = 
hm(X ) 
Zr-rm+2 = Or-r, +2(X) =L 
hm(X 
Zr = Or(X(X) (3.22) 
Furthermore, when the sum of the relative orders, r,, is less than the 
number of state variable, n, the system contains n-1: r zero dynamics, and it 
is possible to find scalar fields, t, (x ), ..., tn_Frf (x) such that the scalar fields 
t, (x ), ..., 
tn-Er; (x ), h, (x), 4h, (x ), ..., 
L; '-, h, (x ), ..., 
h, n(x), 
Lghm(x ), ..., 
L', ^-'hm(x) are linearly independent (3.23) 
Chapter 3- Nonlinear systems 40 
Then the normal form of the nonlinear MIMO system (eqn. 3.6) can be 
written as: 
ý1) 
_--= ý(x) = 
Kfm) 
(3.24) 
Hence the original MIMO nonlinear system (eqn. 3.6) transformed into new 
coordinates takes the form: 
1) = 
Fý( ý), 1)ý..., m)) +G1( *), U(t) 
ý) =F +Gn-Er; 
ýS m)) U(t 
12 
= 
Al) 
rý-1 rý 
+ c1(ýO), 1),..., 
ým)) U(t) 
- Am 4 
1m)- 2) 
m) _m) 
rm) 
//m\ý)ýý)..., m))ým))U(t) 
yi-' 
1) 
ym =gym) ý 
ti(x) 
to-E,, (x) 
hl(x) 
4h, (x ) 
L -lh, (x ) 
hm(X ) 
4hº,, (X ) 
4m-'hm(X ). 
(3.25) 
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where 
C, ( ý"'» = [LgLrhj(x)] 1 =1 m 
w(ý°), 1),..., em)) = [14h, (x 1 =1, ..., n1 
As for the SISO systems, the first n- jr, state equations of the MIMO system 
in new coordinates (eqn. 3.25) form a nonlinear subsystem denoted by the 
subscript (0), from which can be extracted the zero dynamics of the system by 
setting the outputs of the system, ß, m), equal to some steady state, 
y1u, 
"""rymý, 
The special significance of the zero dynamics for the inverse response 
characterisation of nonlinear systems will be discussed in the next chapter. To 
conclude this chapter, the main assumptions concerning the systems studied in 
this project are summarised and a schematic representation of the technique of 
input-output linearization by feedback of nonlinear systems is presented in fig. 
3.2, along with the method to obtain the expression of the zero dynamics from 
the system in new coordinates. 
The main assumptions when applying the input-output linearization 
technique (Isidori, 1989) in this project can be summarised as follows: 
" This input-output linearization technique by feedback (Isidori, 1989) is only 
applicable for SISO and MIMO nonlinear afne systems (i. e. linear in 
control). 
" This work only considers SISO and MIMO nonlinear systems with a finite 
relative order. 
" This work will not deal with SISO or MIMO systems having singular points, 
i. e. a system where the relative order cannot be defined. 
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Check for affine system 
i. e. control linear 
Calculate relative order, r, as 
L 
gLf 
'hl (0 )0 
Check for global/local input-output linearization 
" Global 1-0 linearization when L L'" "'h$. (x /)0 for all x go 
" Local I-O linearization otherwise 
SISO systems: Set r new coordinates, c 1, ..., r with 
4k =Lf 'h (x) 
M 
MIMO systems: Set 2r new coordinates, 1, ..., with k= 
LK -'h. (x) 
i=0 m 
where k=1, ..., r 
m 
n=ýr. 
i=o 
Transform original system 
in new coordinates 
No inverse response 
present in the system 
m 
Calculate n-r 
i=0 m 
n>Ir 
i =o 
Select tý ýý such as new coordinates 
' are linearly independent 
.......... .. I%V 
Transform original system 
in new coordinates 
Find zero dynamics: 
" Set the output(s), y, =y 
SS 
" Substitute expression for inputs, u. 
into remaining equations 
Le end 
x= state variables 
n= number of state variables 
r.. = relative order 
i= number of inputs/outputs, i. e. 
i=1 for SISO systems, and, 
i> 1 for MIMO systems. 
Inverse response characterization 
of system 
42 
Step I 
Step 2 
Step 3 
Step 4 
Fig. 3.2: Schematic diagram of the methodology of input-output linearization by 
coordinate transformation 
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CHAPTER 4- INVERSE RESPONSE 
CHARACTERISATION 
In the previous chapter, the input-output linearization technique by coordinate 
transformation was introduced, and the method for calculating the zero 
dynamics was presented. In this chapter, the special significance of these zero 
dynamics with respect to inverse response characterisation of nonlinear 
systems will be defined. The model of the two opposing first-order systems 
introduced in chapter 2 will be employed to illustrate the equivalence between 
zeros and zero dynamics in the linear setting. Also, the relationship between 
stability of the zeros/zero dynamics and the inverse response characteristics of 
the system will be discussed. This will lead to the introduction of procedures to 
test the stability of nonlinear systems, so that the inverse response 
characteristics of the system can be determined by examining the stability of 
the expression for the zero dynamics. 
To start this section on inverse response characterisation, the equivalence 
between calculating the zeros and the zero dynamics of a linear system will be 
presented. As in chapter 3, the material will be illustrated with examples of 
SISO systems to simplify the notation. The important results from the SISO 
systems will be extended for MIMO systems at the end of each relevant 
section. 
4.1 CALCULATION OF THE ZERO DYNAMICS 
The first important remark to be made concerning the zero dynamics is the 
equivalence in methodology between obtaining these zero dynamics and 
extracting the zeros from the transfer function of linear processes. 
4.1.1 CALCULATION OF THE ZEROS - LINEAR SETTING 
The general form of a transfer function of a SISO linear system (eqn. 2.3) is 
given by 
S) _- 
Y(S) __ 
bm(S-Z, )(S-Z2)... (S-Zm) 
9( u(s) a s-P, S-PZ ... s- Pm 
(4.1) 
where z, or the roots of the numerator of the transfer function, g(s) (eqn. 4.1) 
are the zeros of the system. 
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The roots of the numerator, z1, are determined by setting y(s) =0 in eqn. 
(4.1). It is important to note that y(s) in eqn. (4.1) is expressed as a deviation 
variable of the output, i. e. 
Y(S) = Y'(S)-Yss (4.2) 
where y'(s) is the original process output 
y is the steady state value of the original process output. 
Hence, setting the deviation variable of the output, y(s), equal to zero is 
equivalent to setting the original process output, y'(s), equal to its steady state 
value, yss. 
In the case of MIMO systems, the zeros of the transfer function matrix, 
G(s), (eqn. 2.5) are also obtained by setting y, (s) =0 with (i =1, ..., m), 
although an additional condition for z1 to be zero is that the rank of G(z, ) be 
less than the rank of G(s) (section 2.1.2). 
In the nonlinear setting, the output is also set equal to some steady state in 
order to find the expression of the zero dynamics. 
4.1.2 CALCULATION OF THE ZERO DYNAMICS - NONLINEAR SETTING 
The input-output linearization technique by coordinate transformation as 
presented in the previous chapter generates general SISO nonlinear systems, 
linear in an input-output sense by feedback, of the form (eqn. 3.16) 
(°) = F1(ý°), e'» +G1(ý°), {')) u(t) 
n02r = 
Fn-r( °)+ e1)) + Gn-r(ý°), ei)) IN 
41) 
- Al) 
12 - 12 
*J i) 
r-1 -r 
V) = I/1/((, {°), VI) +C(ý°), u(t) 
y(t) -ý, 
') (4.3) 
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The zero dynamics of the system describing its internal dynamic behaviour 
are obtained by forcing the output, y(t) = ý'), to equal its steady state, yss. 
Hence, an expression for the input, u(t), is found (eqn. 3.17) and replacing this 
expression for the input into eqn. (4.3), yields the differential equations for the 
zero dynamics, ý0), as 
" o) _F o) _ G, 
(ýO), yss) 
w(o), YSS) 
c(O), 
ý"{oýr _ Fn r(o», Yss)_ 
Gn 
r(oý, Yss) 
w(ý°ý, Yss) 
Sn C oý Yss 
(4.4) 
The same procedure is applied to calculate the zero dynamics of MIMO 
nonlinear systems, as outlined previously in section 3.6. 
Therefore, the procedure for calculating the zero dynamics of nonlinear 
systems is equivalent to the method of extracting the zeros of linear systems, 
by setting the output(s) equal to some steady state. But are the zero dynamics 
in the time domain equivalent to the zeros in the Laplace domain for linear 
systems ? To illustrate this equivalence between zeros and zero dynamics in 
the linear setting, the model of the SISO system composed of two opposing 
first-order systems introduced in section 2.1.5.1. is employed. 
4.2 EQUIVALENCE BETWEEN ZEROS AND ZERO 
DYNAMICS (LINEAR SETTING) 
Dynamic simulation of the model composed of two opposing first-order 
systems, introduced in section 2.1.5.1, shows that the system is subject to 
inverse response under certain conditions (fig. 2.2). In this section, the linear 
model of this system is transformed into a new set of coordinates, in order to 
extract the zero dynamics. This expression of the zero dynamics in the time 
domain will then be shown to be equivalent to the zeros in the Laplace transfer 
function of the system. The procedure described in fig. 3.2 will be employed to 
calculate the expression of the zero dynamics. 
The model of the two opposing first-order systems is described in the 
Laplace domain as (eqns. 2.6 & 2.7) 
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Y(s) = 
K' K2 
u(s) (4.5) 
TIs+1 z2s+1 
or 
s+ 
K, -K2 
9'(s) = 
Y(s) 
= 
K, T2 - K2T, (4.6) 
u(s) z, s+1 z2s+1 
Eqn. 4.5 is expressed in terms of partial fractions with the state variables, 
x, (s) and x2(s) defined as 
K/ 
x, (s) = T' u(s) (4.7) 
s+/ Tl 
- 
K/ 
x2(s) = Z2 u(s) (4.8) s+/ Z2 
Expressing these state variables, x, (s) and x2(s), in the time domain eqns 
(4.7) & (4.8) are given as 
dx, 
-_1x, (t) +K' u(t) (4.9) dt 71 
dx2 
=_1 xZ(t)+K u(t) (4.10) dt T2 T2 
Putting eqns. (4.9) & (4.10) into the form of eqn. (3.1) gives: 
[-Xxii K, 1-+u X2 
-ý X2 _K/r2J T2 
(4.11) XI +X2 
Following the procedure described diagrammatically in fig. 3.2, step 1 
consists of checking that the system is affine and calculating its relative order. 
Hence, 
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STEP 1: 
0 
0 
The system described by eqn. (4.11) is affine, i. e. linear in control 
The relative order, r=1 since from eqn. (4.11), 
L9h(x) = 
K' K2 
: T1 i2 
0 The system will be linearized globally in an input-output sense since, 
Lgh(x) = 
K' 
- 
K2 
#0 for all x TI T2 
STEP 2: 
Step 2 requires setting r( =1 
(4.12) 
(4.13) 
) new coordinates, ý'), selecting n-r 
(n -r=2 -1=1) scalar fields, t(x), and obtaining an invertible transformation of 
coordinates of the form 
t(x) t(x ) 
') h(x) x, +x2 
(4.14) 
The two obvious choices for the scalar field, t(x), are either t(x) = x, or 
t(x) = x2 for t(x) and h(x) to be linearly independent. In this example, the scalar 
field, t(x), will be chosen as t(x) = x,. It can easily be shown that an identical 
expression for the zero dynamics would be obtained by setting the scalar field, 
t(x)=x2. 
STEP 3: 
Step 3 involves transforming the original system (eqn. 4.11) into the system in 
new coordinates which can be linearized in an input-output sense by feedback. 
The system in new coordinates is described as: 
oý - 
dx, ýO) (t) + 
K, 
U(t) dt z, 
ý1) = 
d(x, +x2) 
__1 ýo)(t)- 
1 
X2(t) + 
Ki 
_ 
K2 
u(t) dt Ti T2 Tl T2 
ý1) = y(t) = x, (t)+x2(t) (4.15) 
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STEP 4: 
In step 4, the expression of the zero dynamics is obtained. By calculating 
n-r=2 -1=1, the system in new coordinates (eqn. 4.15) is known to contain 
one ODE describing the zero dynamics. These zero dynamics are obtained by 
setting the output, y(t) = ý')(t) = yss and substituting the expression of the input, 
u(t), into the remaining equations. Hence, by setting the output equal to some 
steady state in eqn. 4.15, the expression of the input, u(t), becomes 
_) 
( 
U(t) = 
1X2 
+1 40) r' 1'2 =1 (Yss - CO)) +1 ý°) 
T' ZZ (4.16) 
z2 T, 
)KITi_K22 
T2 Z, K, z, - K2 T2 
Hence, substituting the expression for the input, u(t), (eqn. 4.16) into eqn. 
(4.15) gives the zero dynamics as 
7 
O) 
=-1 
ý0) +K'-1( (0)) +1' 0) 
T, T2 
T, z, z2 T, 
)(Klz-l 
- 
KZ TZ 
or 
K2 - K' (°) + constants K1 r2 - K2 T, 
(4.17) 
Three important remarks must be made concerning the form of these zero 
dynamics (eqn. 4.17). 
" The expression of the zero dynamics is one linear ODE (eqn. 4.17), since 
the zero dynamics are obtained from an original system which is linear. All 
zero dynamics extracted from linear systems will be linear ODEs. It should 
be noted that, as will be shown in the case studies, the zero dynamics 
extracted from nonlinear systems will in general be expressed as nonlinear 
ODEs. However, in some special cases, depending on the definition of the 
output(s), the expression of the zero dynamics will reduce to linear ODEs - 
as in the case study of the industrial evaporator for example (chapter 6). 
9 The zero obtained from the Laplace transfer function of the system 
(eqn. 4.6) is given as: 
KZ-K, 
S-K, r2-K2z, 
(4.18) 
Chapter 4- Inverse response characterisation 49 
By transforming the expression of the zero dynamics (eqn. 4.17) into the 
Laplace domain, the equivalence between the zeros and zero dynamics in 
the linear setting can be shown. The expression of the zero dynamics (eqn. 
4.17) in the Laplace domain and in terms of the deviation variable, 0), is 
given as: 
SC (S) = 
K2 -K, °)(S) 
K, T2-KZZ, 
or 
S+ 
K' K2 )o)(s)=O 
(4.19) K1T2 - K2 z1 
which is equivalent to the expression of the zero (eqn. 4.18). 
" D'Andrea and Praly (1988) showed that the eigenvalues of the linearized 
zero dynamics are equivalent to the zero of the linearized system. 
Therefore, it is important to note that to linearize the nonlinear system at 
one given operating point and to obtain the zeros from the transfer function 
of the linearized system is equivalent to linearizing the nonlinear system at 
least locally in an input-output sense and to linearizing the nonlinear 
expression of the zero dynamics at the one given operating point. 
Throughout the previous two sections, the equivalence between the 
methodologies for calculating the zeros and the zero dynamics was shown, 
along with the equivalence of the expression of the zeros and zero dynamics in 
the linear setting. In the next section, the concept of determining the stability 
characteristics of the zeros in order to identify the inverse response 
characteristics of linear systems is presented. These results will then be 
extended into the nonlinear setting. 
4.3 STABILITY OF ZEROS (LINEAR SYSTEMS) 
Consider a linear expression of the zero dynamics of the form 
d ýo) 
= cý°)(t) +d dt (4.20) 
Expressing eqn. (4.20) in terms of the deviation variable, ý°) and solving, 
eqn. (4.20) becomes 
r, 
1, :ý. 
It': 'iflý 
f''; 1ý 
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ý0) = ZO) exp[c t] (4.21) 
The sign of the coefficient, c, determines the stability of the zero dynamics, 
as 
9 When c<0, it can be seen that °) -)o. O) as t -> oo, and so the expression 
of the zero dynamics is stable. 
" When c>0, it can be seen thatoo as t -> oo, and so the expression of 
the zero dynamics is unstable. 
It is important to re-state at this point that the zero dynamics are a subset of 
equations which are not observable in the output, and that they are exclusively 
associated with the internal dynamics of the inverse system (section 3.4). Also 
Slotine & Li (1991) state that the stability characteristics of these linear zero 
dynamics determine the inverse response characteristics of the linear system 
from which they are extracted. 
Referring back to the system composed of two opposing first-order 
systems, presented in sections 2.1.5.1 & 4.2, the expression of the zero 
dynamics (eqn. 4.17) is given in terms of the disturbance variable, °), as 
0) d-C ýý) - 
Kz - K, (4.22) 
dt K, z2 -K2r 
and the original system (eqn. 4.6) is subject to inverse response when 
K2 K' 
>0 K, T2 - K2 T, 
or for the case when K, > K2 
K, 
< 
K2 (4.23) 
z1 z2 
Hence, the coefficient, c, in the expression of linear zero dynamics 
(eqn. 4.20) establishes the stability characteristics of these linear zero 
dynamics, and so, determines the inverse response characteristics of the 
original linear system. 
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Extending this result into the nonlinear setting, the stability analysis of the 
nonlinear zero dynamics will determine whether the original nonlinear system is 
subject to inverse response (Slotine and Li, 1991). However, determining the 
stability characteristics of nonlinear systems is not as straightforward as for 
linear systems, i. e. when the expression of the zero dynamics is of the form 
(4.24) 
a procedure must be established to determine the stability of these nonlinear 
zero dynamics (eqn. 4.24). The stability characteristics of these zero dynamics 
will then determine the inverse response characteristics of the original 
nonlinear system. 
The next section will introduce the various procedures described in the 
literature of establishing the stability characteristics of nonlinear systems. 
4.4 STABILITY OF NONLINEAR SYSTEMS 
In the previous section, the basic idea that the stability characteristics of the 
zeros/zero dynamics determine the inverse response characteristics of the 
original system was introduced. The main difficulty resides in finding the 
stability characteristics of nonlinear systems. In this section, several 
procedures are presented to help determine the stability characteristics of 
nonlinear systems. 
The ideal procedure must exhibit the following properties: 
" The procedure must determine at least local but preferably global stability 
characteristics, i. e. applicable throughout the given operating range of the 
system. 
" The procedure must be "user-friendly" as it is to be integrated within an 
easy-to-use computer package, i. e. the procedure should be as simple and 
straightforward as possible. 
Initially, preliminary concepts such as the definitions of an equilibrium point 
and of various types of system stability will be introduced. Then, Lyapunov's 
linearization method is presented, a method which is concerned with the local 
stability of nonlinear systems. Following this, the phase-plane analysis is 
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described, which represents graphically the dynamics of first- and second-order 
systems. Finally, Lyapunov's Second Method is introduced, which is the most 
general method for determining the stability of nonlinear systems. Throughout 
this section, the advantages and limitations of the various methodologies 
presented will be discussed, and the more practical procedures from a 
computational point of view will be singled out and employed throughout the 
case studies in chapters 6-8. 
4.4.1 DEFINITIONS 
Before addressing the problem of determining stability, the concept of stability 
itself must first be rigorously defined. 
4.4.1.1 Nonlinear Systems 
The nonlinear dynamic systems which will be dealt with in this work can be 
represented by a set of nonlinear ODEs of the form 
x= f(x, t) (4.25) 
where x represents a vector of states, x,, x2,..., xn, and f(x, t) is a smooth 
nonlinear vector field on R" .A solution x(t) of eqn. 
(4.25) corresponds to a 
trajectory in state space as t varies from zero to infinity. It is possible for a 
system trajectory to correspond to only one single point. Such a point is called 
an equilibrium point. 
4.4.1.2 Equilibrium Points 
Definition 4.1: The state, x*, is an equilibrium point (or state) of the system 
(eqn. 4.25) if once x(t) is equal to x*, x(t) remains equal to x* as t- oo. 
Mathematically, this signifies that the constant vector, x*, satisfies 
0= f(x 1 (4.26) 
Linear systems have either one single equilibrium point, or an infinity of 
equilibrium points. On the other hand, nonlinear systems can have one, several 
or an infinite number of equilibrium points. The characterisation of stability for a 
given nonlinear system (eqn. 4.25) deals with determining its behaviour around 
its feasible operating or equilibrium points. 
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4.4.2 CONCEPTS OF STABILITY 
In section 2.1.3, the notion of stability was introduced in the linear setting as 
being that a given system is stable if its output remains bounded when the input 
is bounded (Stephanopoulos, 1984). However, since nonlinear systems can 
potentially exhibit complex behaviour around their equilibrium points, a number 
of more refined stability definitions such as Lyapunov stability, asymptotic 
stability and global asymptotic stability are required to fully describe the 
essential features of their trajectories. In this section, these stability concepts 
are defined formally, and illustrated schematically. 
4.4.2.1 Definition of Stability in the sense of Lyapunov 
Let SR denote the spherical region (or ball) defined by (R in state-space, 
with the surface of the sphere SR defined by jjx 11 = R. 
Definition 4.2: The equilibrium state, x*, is said to be stable if, for any R>0, 
there exists r>0 such that if I lx (x *)Il < r, then llx (x *)Il <R for all t >_ 0 (Slotine & 
Li, 1991). 
Essentially, stability means that the system trajectory can be kept arbitrarily 
close to the given equilibrium point, x*, by starting sufficiently close to it. More 
formally, the definition states that the equilibrium point, x*, is stable if given that 
the state trajectory, x(t), must not get out of a sphere with an arbitrarily 
specified radius, SR ,a value of r(R) can 
be found such that starting the state 
from within the sphere Sr at time t=0 guarantees that the state trajectory, x(t), 
will stay within the sphere, SR , as 
t -+ oo. The geometrical implication of 
stability is indicated in fig. 4.1. 
S. 
Fig. 4.1: Stable equilibrium point and a representative trajectory of x(t) 
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4.4.2.2 Definition of Instability in the sense of Lvaounov 
Definition 4.3: Conversely, an equilibrium point, x* is unstable if there exists at 
least one sphere SR such that for every r>0, no matter how small, it is always 
possible for the system trajectory to start somewhere within the sphere Sr and 
eventually leave the sphere SR (fig. 4.2) (Slotine & Li, 1991). 
Fig. 4.2: Unstable equilibrium point and a representative trajectory of x(t) 
However, Lyapunov stability (definition 4.2) is considered as the weakest 
definition of stability and is not sufficient for many process control applications. 
For example, when a given system is disturbed from its equilibrium point, the 
system must not only continue to operate within a certain range determined by 
the magnitude of the disturbance, i. e. Lyapunov stability, but the system is also 
required to gradually return to its original equilibrium point. This type of 
dynamic response requirement is captured by the concept of asymptotic 
stability. 
4.4.2.3 Asymptotic Stability 
Definition 4.4: An equilibrium point, x*, is asymptotically stable if it is stable, 
and if in addition there exists some r>0 such that llx(x*)Il<r implies that 
x (t) -x* as t -* oo (Slotine & Li, 1991). 
Asymptotic stability means that the system is stable (definition 4.2) and that 
in addition the states starting close to the equilibrium point, x*, will converge to 
x* as time, t -> oo. Fig. 4.3. shows a system trajectory starting from within the 
sphere, Sr , converge 
to the equilibrium point, x*. The domain of attraction of 
the equilibrium point, x*, is defined as the set of all points such that the 
trajectories initiated at these points eventually converge the equilibrium point, 
x *. 
Image removed due to third party copyright
Chapter 4- Inverse response characterisation 55 
Fig. 4.3: Asymptotically stable equilibrium point and a representative trajectory 
of xt 
To conclude this series of stability definitions, it is important to note that the 
definitions presented in the previous three sections were formulated to 
characterise the local behaviour of systems, i. e. how the state evolves after 
starting near the equilibrium point, x* As the purpose of this work is to 
characterise the stability of the zero dynamics globally in order to determine the 
inverse response characteristics of nonlinear systems for the whole operating 
range, the concept of global stability must be defined. 
4.4.2.4 Global Asymptotic Stability 
Definition 4.5: If asymptotic stability holds for all initial states, the equilibrium 
point, x*, is said to be globally asymptotically stable. 
In the previous 4 sections, the various definitions of stability have been 
presented, from its weakest definition - Lyapunov's stability (definition 4.2)- to 
its most involved - globally asymptotic stability (definition 4.5). Throughout the 
next three sections, three main procedures - Lyapunov's linearization method, 
the phase plane analysis and Lyapunov's second method - are presented 
which are employed to determine the stability characteristics of nonlinear 
systems (eqn. 4.25). 
4.4.3 LINEARIZATION AND LOCAL STABILITY 
Lyapunov's linearization method is concerned with the local stability of a 
nonlinear system. It is based on the fact that a nonlinear system behaves 
similarly to its linearized approximation within a small range around its 
operating point. The linear approximation of the nonlinear system (eqn. 4.25) is 
obtained by expanding it into a Taylor series around the given operating point, 
x *, as follows 
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z= f(x) =f (x *) + 
df (x _X)+ 
1ý d 22 (x _X *)2 +... (4.27) dx 
x=X, 
2. dx 
X=X, 
When the variation, (x -x *), is small, the higher terms in (x -x *) become 
negligible. Hence, expressing eqn. (4.27) in terms for the deviation variable, 
X=x-x eqn (4.27) becomes 
dX 
dt Ax 
where A= 
df 
dx 
x=x, 
(4.28) 
This system (eqn. 4.28) is called the linearization (or linear approximation) 
of the original nonlinear system (eqn. 4.25) at the equilibrium point, x*. 
Lyapunov's linearization theorem (Slotine & Li, 1991) states that 
" If the linearized system (eqn. 4.28) is strictly stable (i. e. if all eigenvalues of 
A are strictly in the left-half complex plane), then the equilibrium point, x*, is 
asymptotically stable for the nonlinear system (eqn. 4.25). 
" If the linearized system (eqn. 4.28) is unstable (i. e. if at least one of the 
eigenvalues of A are strictly in the right-half complex plane), then the 
equilibrium point, x* is unstable for the nonlinear system (eqn. 4.25). 
" If the linearized system (eqn. 4.28) is stable in the sense of Lyapunov (i. e. if 
all eigenvalues of A are in the left-half complex plane, but at least one of 
them is on the jw axis), then no conclusion concerning the stability of the 
nonlinear system (eqn. 4.25) can be established from the linear 
approximation, i. e. the equilibrium point, x*, may be stable, asymptotically 
stable or unstable for the nonlinear system (eqn. 4.25). 
When the linearized system is strictly stable, then the nonlinear system 
itself is locally stable, since the linear approximation is valid 'not too far' from 
the equilibrium point. Conversely, when the linearized system is strictly 
unstable, then the nonlinear system itself is locally unstable. However, when 
the linearized system is stable in the sense of Lyapunov, the higher order terms 
in eqn. (4.27) have a decisive effect on whether the nonlinear system is stable 
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or unstable, and the precise stability characteristics of a nonlinear system 
cannot be established from its linear approximation which is stable in the sense 
of Lyapunov. 
This methodology for stability characterisation is applicable only for 
nonlinear systems whose stability analysis is required ' sufficiently close' to the 
given operating point. However, this work aims to identify inverse response 
behaviour of nonlinear systems throughout the operating range, and so, 
alternative methodologies to determine a stronger type of stability - global 
asymptotic stability - are required in this work. These various alternative 
procedures, the phase plane analysis and Lyapunov's Second Method, are 
presented in the following two sections. 
4.4.4 PHASE PLANE ANALYSIS 
The phase plane analysis is a graphical method for studying first-order and 
second-order systems (Slotine & Li, 1991). The basic idea of this phase plane 
analysis is to solve the ODEs describing the system graphically instead of 
seeking an analytical solution. The phase plane generates a series of motion 
patterns, or trajectories, corresponding to various initial conditions, which are 
employed to examine qualitatively the stability features of the system. The 
important advantage of the phase plane analysis is that the behaviour of a 
nonlinear system can be visualised without having to solve the nonlinear 
equations analytically. The disadvantage of this method is that it is restricted to 
first- and second-order systems, because of the limitations imposed by 
graphical representation. 
4.4.4.1 Concepts of Phase Plane Analysis 
The phase plane method is a procedure for obtaining graphically the solution of 
two simultaneous first-order ODEs of the form 
Xl _ f(X1, X2) 
X2 = f2(X1, X2) (4.29) 
where f, (x,, x2) and fz(x,, x2) are linear or nonlinear functions of the state 
variables, x, and x2. 
The plane with rectangular coordinates, x, and x2, is called the phase 
plane. Eqn. (4.29) defines a solution, x(t), which can be represented 
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geometrically as a trajectory in the phase plane as time, t X. A series of 
phase plane trajectories corresponding to various initial conditions is called the 
phase plane portrait of the system. 
It is important to note that the phase plane method can also be applied to 
the analysis of first-order systems of the form 
x= f(x) (4.30) 
The phase plane method still plots x vs x in the phase plane, although in 
this case the phase plane portrait is only composed of a single trajectory. 
The practicality of the phase plane analysis resides in the fact that once the 
phase plane portrait is obtained, it will directly display the behaviour of the 
response of the system corresponding to various initial conditions, i. e. whether 
the system is stable or unstable when initiated around the given operating 
points. The difficulty resides in plotting the phase plane portrait. A procedure 
for plotting these phase plane portraits is presented next. First of all, all 
equilibrium points in the phase plane must be defined. Then, the behaviour 
close to these equilibrium points must be established. Finally, the presence of 
more complex patterns such as multiple equilibrium points and limit cycles must 
be checked for when dealing with nonlinear systems. 
4.4.4.2 Singular Points 
A singular point is an equilibrium point in the phase plane. The values of the 
singular points of the system (eqn. 4.29) can be found by solving 
f(X,, XZ)=0 
f2(X,, X2)=0 (4.31) 
Singular points are very important features in the phase plane, as they 
reveal a great deal of information about the properties of the system. In fact, 
the stability of linear systems is uniquely characterised by the nature of their 
singular points. For nonlinear systems, besides the singular points, there may 
be some more complex features such as limit cycles. Once these singular 
points have been calculated for a given system, the local behaviour around 
these points must be established. 
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4.4.4.3 Phase Plane Analysis of Linear Systems 
In this section, the phase plane analysis of linear systems is described. In 
addition to visually observe the trajectory patterns of linear systems, this phase 
plane analysis will also help for the development of the phase plane analysis of 
nonlinear systems, as a nonlinear system behaves similarly to its linearized 
system around a given equilibrium point. 
The general form of the nonlinear system (eqn. 4.29) linearized around its 
singular points is of the form: 
X, = ax, + bx2 
X2 =CX1+dX2 (4.32) 
Eqn (4.32) can be transformed into a single second-order ODE, since from 
eqn (4.29) 
bX2 =bcx, +d(x, -ax, ) (4.33) 
Consequently, by differentiating and substituting eqn. (4.32), eqn. (4.33) 
becomes: 
x, = (a +d )i, + (cb - ad )x, 
(4.34) 
To obtain the phase plane portrait of this linear system (eqn. 4.34), the 
solution of eqn (4.34) is established as 
x, (t) = k, exp[1,, t] + k2 exp[22 t] 
(4.35) 
where A, and 1,2 are solutions of the characteristic equation 
A2- (a +d )2 + (cb - ad )2 =0 
(4.36) 
The roots A, and A2 can be explicitly represented as 
- 
-(a + d) ± 
/(a + d)2 - 4(cb - ad) (4.37) (Ali 22) 2 
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For linear systems described by eqn. (4.34), there is only one singular 
point (assuming (cb - ad) # 0). However, trajectories in the vicinity of this 
singular point can display quite different characteristics, depending on the 
values of the roots, A, and '2" The following cases can occur. 
STABLE OR UNSTABLE NODE 
This case occurs when A, and 22 are both real and have the same sign 
(positive or negative). If the eigenvalues are negative, the singular point is 
called a stable node because both x, and il(t) converge to zero exponentially, 
as shown in fig. 4.3(a). If the eigenvalues are positive, the singular point is 
called a unstable node because both x, and x, (t) diverge from zero 
exponentially, as shown in fig. 4.3(b). 
SADDLE POINT 
The case when A, and A2 are both real and have opposite signs corresponds to 
a saddle point (fig. 4.3(c)). Because of the unstable pole, say A2> 0, almost all 
the system trajectories diverge to infinity. However, two straight lines pass 
through the origin. One of the lines, the diverging line with arrows pointing to 
infinity, corresponds to conditions that make k2 (the unstable component) equal 
to zero. The other line, the converging line, corresponds to initial conditions 
which make k, equal to zero. 
STABLE OR UNSTABLE FOCUS 
The case when A, and A2 are complex conjugates with non-zero real parts 
corresponds to a focus. A stable focus (fig. 4.3(d)) occurs when the real parts 
of the eigenvalues are negative, which implies that both x, and x1(t) converge 
to zero. If the real parts of the eigenvalues are positive, then x, and il(t) both 
diverge to infinity, and the singular point is called an unstable focus (fig. 
4.3(e)). 
CENTRE POINT 
The last case, when A, and 22 are complex conjugates with real parts equal to 
zero, corresponds to a centre point (fig. 4.3(f)). All trajectories are ellipses and 
the singular point is the centre of these ellipses. 
The stability characteristics of linear systems are fully determined by the 
nature of their singular points. However, this is not true for nonlinear systems. 
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Fia. 4.4: Phase portraits of linear systems (Slotine & Li, 1991) 
Image removed due to third party copyright
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4.4.4.4 Phase Plane Analysis of Nonlinear Systems 
The phase plane analysis of nonlinear systems is related to that of linear 
systems, because the local behaviour of a nonlinear system can be 
approximated by the behaviour of a linear system. However, two important 
remarks must be kept in mind. 
" Nonlinear systems will in general have more than one equilibrium (singular) 
point. 
" Nonlinear systems can display more complicated behaviour patterns in the 
phase plane such limit cycles. 
In this section, the local behaviour around the different singular points will 
be discussed, and the presence of limit cycles in the phase plane portrait will 
briefly be reviewed. 
LOCAL BEHAVIOUR OF NONLINEAR SYSTEMS 
The local behaviour of nonlinear systems is determined simply by linearizing 
the nonlinear system at each singular point in order to obtain an equation of the 
form of eqn. (4.32). Then, the procedure described in the section 4.4.4.3 is 
applied to establish the local behaviour pattern of the trajectory in the phase 
plane around each singular point. Finally, more global and complex behaviour 
patterns have to be check for in the phase plane which are unique features of 
nonlinear systems: Limit cycles. 
LIMIT CYCLES 
A limit cycle is defined as an isolated closed curve in the phase plane. The 
trajectory has to be both closed, indicating the periodic nature of the motion, 
and isolated, indicating the limiting nature of the cycle (with close trajectories 
converging or diverging from it). Depending on the motion patterns of the 
trajectories in the vicinity of the limit cycle, three possible limit cycles can occur: 
" Stable Limit Cycle. All trajectories in the vicinity of the limit cycle converge 
to it as t -f oo (fig. 4.4(a)). 
" Unstable Limit Cycle. All trajectories in the vicinity of the limit cycle 
diverge 
from it as t -> oc (fig. 4.4(b)). 
Semi-Stable Limit Cycle. Some trajectories in the vicinity of the limit cycle 
converge to it, while others diverge from it as t oo (fig. 4.4(c)). 
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Fig. 4.5: Stable, unstable and semi-stable limit cycles (Slotine & LI, 1991) 
Poincare's Theorem (Slotine and Li, 1991) can be employed to establish 
the existence of limit cycles in nonlinear systems. This theorem reveals a 
simple relationship between the existence of a limit cycle and the number of 
singular points it encloses. If N represents the number of nodes, centres and 
focuses enclosed by a limit cycle, and S represents the number of enclosed 
saddle points, Poincare's Theorem (Slotine & Li, 1991) states that if a limit 
cycle exists in the second-order system of the form of eqn. (4.34), then 
N =S+1. 
The proof of this theorem is mathematically involved and will be omitted in 
this work. One remark (Slotine & Li, 1991) which can be made from this 
theorem is that the limit cycle must enclose at least one equilibrium point. 
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4.4.4.5 Conclusion 
The phase plane analysis is a graphical method used to study first- and 
second-order dynamic systems. The disadvantages associated with this 
methodology are: 
" This method is limited to first- and second-order systems. However, this is 
not a major limitation for the nonlinear systems studied in the case studies 
(chapters 6-8), as all models of the industrial evaporator and of the CSTRs 
presented contain zero dynamics expressed by a maximum of two first-order 
ODEs. 
" No computer package was found which could generate phase plane plots of 
nonlinear systems. These phase plane plots have to be sketched by hand. 
This requires that the user has a comprehensive knowledge of the phase 
plane plot, and hence the phase plane analysis cannot be easily integrated 
within a "user-friendly" framework. 
" This method provides intuitive insights about the trajectories in the phase 
plane. Therefore the user must have a clear idea of what features to identify 
in the phase plane in order to be able to determine the stability 
characteristics of the system. A more suitable method would give the user a 
clear-cut solution indicating the stability characteristics of the nonlinear 
system, without requiring a comprehensive knowledge of the phase plane 
method to do so. 
The next section describes Lyapunov's Second Method, which can be 
employed to determine that a given nonlinear system is stable. The global 
stability characteristics of the nonlinear system can be determined by the sign 
of a coefficient without the need to solve the ODEs describing the system, as 
will be seen in the methodology presented in the next section. 
4.4.5 LYAPUNOV'S SECOND METHOD 
To understand the origin of Lyapunov's Second Method, its basic philosophy is 
introduced first. Lyapunov's Second Method - or Stability Method - is based on 
the mathematical extension of a fundamental physical observation: If the 
system has an equilibrium state which is asymptotically stable, then the stored 
energy of the system displaced in the domain of attraction decays with 
increasing time until it finally reaches its minimum value at the equilibrium 
Chapter 4- Inverse response characterisation 65 
state. Hence, the stability of a system can be determined by examining the 
variation of a single scalar function. To avoid having to define an 'energy 
function' for all systems, Lyapunov introduced the so-called Lyapunov function, 
a fictitious energy function. This idea is more general than that of energy and is 
more widely applicable, and any scalar function satisfying the hypothesis of 
Lyapunov's stability theorem can serve as a Lyapunov function. 
Lyapunov functions are functions of the state variables, x,, x2, ..., xn and of 
time, t, and are denoted as V (x ). In Lyapunov's Second Method, the sign 
behaviour of V (x) and of its time derivative, i(x), determines the stability 
characteristics of the system without requiring an explicit solution of the ODEs 
describing the system. 
Before introducing Lyapunov's Stability Theorem, the concept of positive 
definiteness of scalar functions has to be defined. 
4.4.5.1 Positive Definiteness of Scalar Functions 
Definition 4.6: A scalar function, V (x ), is positive definite in a region 92, which 
includes the equilibrium point, xi, of the system, if V(x) >0 for all non-zero 
states, x, in the region SZ and V (x *) = 0. Similarly, a scalar function, V (x ), is 
negative definite if -V(x) is positive definite (Slotine & Li, 1991). 
The concept of positive and negative definiteness of a scalar function, 
V (x ), is the important property to determine in Lyapunov's Stability Theorem. A 
similar concept, the definition of positive definiteness of a matrix, M(x), is the 
important property required when analysing the stability of the zero dynamics of 
nonlinear systems using Lyapunov's Stability Method. 
Definition 4.7: A square nxn matrix, M(x), is positive definite in a region SZ, 
which includes the equilibrium point, x*, of the system, if xT M(x) x>0 for all 
non-zero states, x, in the region SZ and M(x *) = 0. Similarly, a scalar function, 
M(x), is negative definite if -M(x) is positive definite (Slotine & Li, 1991). 
In other words, a matrix, M(x), is positive definite if the quadratic function, 
xT M(x) x>0, is a positive definite function. A more practical method of 
determining whether a matrix is positive definite is described by Sylvester's 
theorem (Slotine & Li, 1991), which shows that, assuming that M(x) is 
Chapter 4- Inverse response characterisation 66 
symmetric, a necessary and sufficient condition of M(x) to be positive definite 
is that all its eigenvalues be strictly positive. 
4.4.5.2 Lyapunov's Stability Theorem 
Given the nonlinear system is described as 
x= f(x) (4.38) 
with an equilibrium point, x* defined from eqn. (4.38) as 
f(x *) =0 (4.39) 
If there exists a scalar function, V (x ), having continuous, first partial 
derivatives and satisfying the following conditions. 
"V (x) is positive definite 
" V(x) is negative definite 
then the equilibrium point, x*, is uniformly asymptotic stable. If in addition, 
V (x) -4 oo as jjx jj --> oo, then the equilibrium point, x*, is uniformly asymptotic 
stable in the large (Slotine & Li, 1991). 
A similar theorem was formulated to determine the instability of a 
equilibrium point of a given system. Assuming the system has the form of eqn. 
(4.38) with an equilibrium point, x*, defined as in eqn. (4.39), if there exists a 
scalar function, W(x), having continuous, first partial derivatives and satisfying 
the following conditions 
"W (x) is positive definite 
" W(x) is positive definite 
then the equilibrium point, x*, is unstable. And also, if V(x) oo as jjxýj -> Oo, 
then the equilibrium point, x*, is uniformly asymptotic unstable in the large 
(Ogata, 1970). 
These two theorems provide an extremely powerful result: Given a 
Lyapunov function, V (x ), the sign of V (x) and V (x) characterises the stability 
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of the system over a given operating range. However, this theorem makes one 
basic assumption: an explicit Lyapunov function is known. The main limitation 
of Lyapunov's Second Method resides precisely in finding this suitable 
Lyapunov function. There exists a systematic procedure to obtain Lyapunov 
functions to describe stable linear systems. However, since this work has 
already presented two procedures to determine the stability of linear systems - 
Lyapunov's linearization method and the phase plane analysis - and as the 
procedure for determining a Lyapunov function for linear systems does not help 
to gain a better understanding of the method of obtaining a Lyapunov function 
for nonlinear systems, this procedure will not be presented in this work. 
There is no general method available for finding Lyapunov functions for 
nonlinear systems. Two mathematical procedures that may be used to help 
construct a Lyapunov function to describe stable nonlinear systems will be 
presented in the next two sections: Krasovskii's method and the variable 
gradient method. 
4.4.5.3 Krasovskii's Method 
Krasovskii's method suggests a possible Lyapunov function candidate for 
stable nonlinear systems of the form of eqn. (4.38) as V (x) = fT(x)f(x ). The 
basic idea of Krasovskii's method is to check whether this particular choice 
leads to a suitable Lyapunov function. 
Consider the nonlinear system described in eqn. (4.38), and the equilibrium 
point, x*, (eqn. 4.39), let F(x) denote the Jacobian matrix of the system (eqn. 
4.38) as 
F(x)=°f a 
x=x" 
(4.40) 
If the matrix, F* (x) =F (x) + FT(X), is negative definite in the 
neighbourhood SZ, then the equilibrium point, x* is asymptotically stable, and 
the Lyapunov function for this system is V (x) = fT(x)f(x ). If 92 is the entire state 
space, and also if V(x) -> oo as jj II -> oo, then the equilibrium point, x*, is 
globally asymptotic stable (Slotine & Li, 1991). 
Krasovskii's method provides a schematic procedure for determining a 
possible Lyapunov function for low-order stable nonlinear systems. This 
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procedure will be widely illustrated in the case studies presented in this work 
(Chapters 6-8). 
4.4.5.4 The Variable Gradient Method (Slotine and Li, 199jj 
The variable gradient method is a formal approach to constructing Lyapunov 
functions. It involves assuming a certain form for the gradient of an unknown 
Lyapunov function, and then finding the Lyapunov function by integrating the 
assumed gradient. 
The basic idea of the method is that a scalar function, V(x), is related to its 
gradient, VV (x ), by the integral relation 
V(x) = fvv(x) dx 
T 
where VV = [oV/c ,,..., eV/o'&, ] . 
(4.41) 
In order to calculate a unique scalar function, V(x), from the gradient, 
VV (x ), the gradient function has to satisfy the so-called curl conditions 
aV; 
= 
aV (i, j =1,2,..., n) öx, 19 
(4.42) 
The principal of the variable gradient method is to assume a specific form 
for the gradient, VV (x ), instead of assuming a specific form for the Lyapunov 
function, V(x), itself. A simple gradient function can, for example, be assumed 
to be of the form 
vv, =Ea, x, (4.43) 
J=1 
where a4 are coefficients to be determined. This leads to the following 
procedure for seeking a Lyapunov function, V(x): 
" assume that VV(x) is given by eqn. (4.43) (although other forms for VV(x) 
are possible). 
solve for the coefficients, a,,, so as to satisfy the curl equations (eqn. 4.42). 
restrict the coefficients, a,,, in eqn. (4.43) so that V(x) is negative semi- 
definite (at least locally). 
compute V(x) from VV(x) by integration. 
check whether V(x) is positive definite. 
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Since satisfaction of the curl conditions implies that the above integration 
result is independent of the integration path, it is usually convenient to obtain 
V(x) by integrating along a path which is parallel to each axis in turn, i. e. 
V(X)=f' vv (X O,..., 0)dx, + Jo2VV2(Xl, X210,..., 0)dx2+... 
jX +0 0vn(XliX2, ..., Xn) CIXn (4.44) 
For low order systems, the variable gradient method can lead to the 
successful discovery of a suitable Lyapunov function. However, after several 
attempts in the case studies, this method was not judged appropriate within the 
framework of this project, as it required intuition and experience to determine 
the form of the gradient, VV (x ), and of the coefficients, a11, and, consequently 
was difficult to implement within a user-friendly methodology. 
4.4.5.5 Conclusion of Lyapunov's Second Method 
Lyapunov's Second Method has the potential of being a powerful procedure of 
determining the stability characteristics of nonlinear systems. Its main 
drawback resides in finding a suitable Lyapunov function candidate for 
nonlinear systems. Krasovskii's method was found to be the only practical 
procedure for calculating a possible Lyapunov function describing stable 
nonlinear systems. 
4.5 SUMMARY 
In this section, the equivalence between the methodologies for calculating the 
zeros in the linear setting and the zero dynamics in the nonlinear setting was 
shown and the equivalence between zeros and zero dynamics in the linear 
setting was illustrated with a SISO model of two opposing first-order systems. It 
was also shown that the stability characteristics of the zeros and zero dynamics 
determine the inverse response characteristics of the original system from 
which they are extracted. The various definitions of stability were presented, 
and the different methodologies available to establish the stability 
characteristics of linear and nonlinear systems were described. 
All methodologies presented could easily determine the stability 
characteristics of linear systems. Problems occur when trying to determine the 
stability characteristics of nonlinear systems. The main idea behind this project 
is to determine the stability characteristics of the nonlinear zero dynamics in 
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order to establish the inverse response characteristics of the nonlinear system 
from which they are extracted. Lyapunov's Second Method is the most general 
procedure for characterising the stability of nonlinear systems without solving 
the ODEs describing the system, and Krasovskii's method is the most practical 
procedure to suggest a possible Lyapunov function. However, two major 
constraints associated with this procedure could potentially limit the 
effectiveness of characterising inverse response straight from the nonlinear 
expression of the zero dynamics. 
" The fundamental drawback of Lyapunov's Second Method is finding a 
suitable Lyapunov function. Theorems have been formulated to establish 
either the stability or the instability of a nonlinear system once an 
appropriate Lyapunov function has been determined (section 4.4.5.2), but 
finding the appropriate Lyapunov function can be difficult. Krasovskii's 
method can possibly find a suitable Lyapunov function for a stable nonlinear 
system, but will never suggest a suitable Lyapunov function for a unstable 
nonlinear system. Therefore Krasovskii's method may potentially be able to 
determine that the zero dynamics are stable (i. e. that the original system is 
not subject to inverse response), but it will never be able to establish that 
the zero dynamics are unstable (i. e. that the original system is subject to 
inverse response). It is important to re-state that no method was described 
in the literature to find a Lyapunov function which would establish that a 
nonlinear system is unstable. 
" Throughout the case studies, Krasovskii's method will be shown to be an 
efficient procedure for finding a suitable Lyapunov function for stable 
nonlinear systems. In the case studies, when the nonlinear zero dynamics 
have been stable (i. e. no inverse response), Krasovskii's method has 
always been able to establish this. However, Krasovskii's method only 
suggests one choice of possible Lyapunov function. If this choice is not a 
suitable Lyapunov function, no alternative Lyapunov function candidates 
are suggested by Krasovskii's method and therefore the stability of the 
nonlinear zero dynamics must be tested either by employing the phase 
plane analysis, or by determining the stability of the linearized zero 
dynamics throughout the given operating range. 
It has been established that the stability characteristics of the zero dynamics 
determine the inverse response characteristics of the nonlinear system from 
which they are extracted. Also, various procedures have been reviewed which 
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establish the stability characteristics of nonlinear systems. In the next section, 
the complete methodology proposed in this work to identify and quantify the 
inverse response characteristics of nonlinear systems will be introduced. 
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CHAPTER 5- PROPOSED METHODOLOGY FOR 
INVERSE RESPONSE CHARACTERISATION 
Inverse response characterisation of linear systems is a simple procedure. 
Zeros are extracted from the transfer function describing the linear system, and 
their position in the s-plane determines the inverse response characteristics of 
the linear system. 
In the nonlinear setting, inverse response characterisation is not as 
straightforward. The original nonlinear system is transformed into a system with 
a new set of coordinates, which can be linearized in an input-output sense by 
feedback to obtain the same convenient input-output representation as the 
linear transfer function. The expression of the zero dynamics are then 
extracted, which are the nonlinear analogues of the zeros. The stability 
characteristics of these zero dynamics determine the inverse response 
characteristics of the nonlinear system. 
The basic idea of this project is to determine the inverse response 
characteristics of nonlinear systems directly in the nonlinear setting without 
requiring linearization of the system. In order to do so, an effective method of 
determining the stability characteristics of the nonlinear zero dynamics must be 
described. Lyapunov's Second Method was proposed in the previous section 
as the most general procedure to determine the stability characteristics of 
nonlinear systems, with Krasovskii's method to suggest a possible Lyapunov 
function candidate. 
However, as described in section 4, Krasovskii's method may suggest a 
suitable Lyapunov function for stable nonlinear systems, but will be unable to 
determine a suitable Lyapunov function for unstable nonlinear systems. Hence, 
when Krasovskii's method fails to establish the stability characteristics of the 
zero dynamics, Lyapunov's Linearization Method - or linearization of the zero 
dynamics - must be employed to fully quantify the inverse response 
characteristics of the nonlinear system. 
Section 5.2 will describe the proposed methodology to quantify the inverse 
response of nonlinear systems and will also discuss the experimental 
procedure followed throughout this project. The proposed procedure was 
implemented within Mathematica (Mathematica, 1991), which is a sophisticated 
computer algebra package. Easy-to-use packages integrated within the 
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Mathematica (Mathematica, 1991) framework will be described in the final 
section of this chapter, along with the package designed for the dynamic 
simulation of the various models introduced in the case studies. But first, the 
next section will describe the final steps of the procedure for inverse response 
characterisation, i. e. once Krasovskii's method has failed to determine the 
stability characteristics of the zero dynamics, and therefore, Lyapunov's 
Linearization Method must be employed to fully quantify the inverse response 
of the nonlinear system. 
5.1 LINEARIZATION OF ZERO DYNAMICS 
When Krasovskii's method fails to establish the stability characteristics of the 
zero dynamics, the expression of these zero dynamics must be linearized in 
order to establish their stability characteristics employing Lyapunov's 
Linearization Method. It is important to re-state at this point that D'Andrea & 
Praly (1988) showed that the eigenvalues of the linearized zero dynamics are 
equivalent to the zeros of the linearized system (section 4.2). Therefore, if all 
linearized zero dynamics are LHP zeros, then the system is not subject to 
inverse response. On the other hand, if one of the linearized zero dynamics is 
in the open right half of the s-plane, this zero is unstable, and the original 
system is subject to inverse response. 
If the original system is subject to inverse response, its detrimental effect 
on the process must be quantified over the given operating range. In addition 
for MIMO systems, the effect of the inverse response on the various outputs of 
the system must also be quantified. The detrimental effect of the inverse 
response on the process will be quantified employing the methodology 
presented by Lewin et al (1993) (section 2.2.3.1). The magnitude of the 
dominant pole of the system will be plotted vs that of the RHP-RHPT zero over 
the given operating range. The effect of the inverse response on the process is 
considered detrimental when the magnitude of the dominant pole is greater 
than that of the RHP-RHPT zero (Lewin et al, 1993). 
The zero directions introduced by Morari et al (1987) (section 2.2.3.2) will 
be employed to determine how the various outputs of the given MIMO system 
are affected by the RHPT zero. These zero directions quantify the directional 
effect of the RHPT zeros on the MIMO system, i. e. these zero directions 
determine which outputs are the most and which are the least affected by 
inverse response. 
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This section described how the inverse response characteristics of the 
system were identified employing Lyapunov's Linearization Method, and how 
the effect of the presence of RHP-RHPT zeros on the system was quantified 
throughout the given operating range. These operations represent the final 
stages of the methodology proposed in this project for inverse response 
characterisation of nonlinear systems. The next section will summarise all the 
stages involved in this proposed methodology for inverse response 
characterisation. 
5.2 DESCRIPTION OF PROPOSED METHODOLOGY 
A step-by-step description of the complete methodology for quantification of 
inverse response in nonlinear systems is presented in this section. All the 
theoretical considerations have been introduced in the previous 4 chapters. 
STEPS 1-4 
Steps 1-4 were introduced in chapter 3, and summarised schematically in fig. 
3.2. They consist of 
" Calculating the relative order of the nonlinear system. 
" Transforming the original nonlinear system into new coordinates. 
" Extracting the expression of the zero dynamics. 
The relative order of the nonlinear system will determine the number of 
expressions of zero dynamics to be expected in the system. This is an initial 
screening test for inverse response characterisation since nonlinear systems 
containing no zero dynamics will not be affected by inverse response. 
Once the original nonlinear system is transformed into a system with new 
coordinates, the expression of the zero dynamics can be extracted by setting 
the output(s), y, (t) = y,.. In general, the expressions of the zero dynamics 
extracted from nonlinear systems are nonlinear. However, depending on the 
form of the output(s) and of the nonlinearities contained in the original system, 
the expressions of the zero dynamics can be linear, and therefore do not 
require the test for stability characterisation of nonlinear systems. 
STEP 5 
Step 5 consists of determining the stability characteristics of the nonlinear zero 
dynamics. Krasovskii's method is applied in order to suggest a possible 
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Lyapunov function for stable zero dynamics. If this particular choice of 
Lyapunov function defines the zero dynamics as being stable, then the original 
system from which they are extracted is not subject to inverse response. 
However, Krasovskii's method may not suggest a suitable Lyapunov 
function candidate, and the zero dynamics must then be linearized at all 
feasible equilibrium points of the system in order to determine their stability 
with Lyapunov's Linearization Method. 
STEP 6 
Step 6 involves linearizing the zero dynamics at all feasible steady states of the 
system and checking for unstable zeros. If all linearized zero dynamics - or 
zeros - are LHP zeros, then the system is not subject to inverse response. 
If one of the linearized zero dynamics is in the open right half of the s- 
plane, this zero is unstable, and the original system is subject to inverse 
response. 
STEP 7 
Once it has been established that the system is subject to inverse response, its 
effect on the system has to be quantified. For SISO systems, the effect of 
inverse response is considered detrimental when the magnitude of the RHP 
zero is less than that of the dominant pole of the system (Lewin et al, 1992). 
Hence, a plot of the magnitude of the RHP zeros vs that of the dominant pole 
over the given range of feasible steady states will indicate in which region the 
system is most affected by inverse response. 
In addition for MIMO systems, the relative importance of the outputs must 
be considered. The zero directions (Morari et al, 1987) must be employed to 
quantify the effect of the RHPT zero on each output of the MIMO system. 
These 7 steps make up the proposed methodology for inverse response 
characterisation of nonlinear systems, and are summarised schematically in fig. 
5.1. The experimental procedure followed throughout this project will be 
described in the next section. 
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Fig. 5.1: Schematic representation of the proposed methodology for inverse 
response characterisation of nonlinear systems 
5.3 EXPERIMENTAL PROCEDURE 
The development of this procedure for inverse response characterisation 
followed several steps which will be described in this section. 
5.3.1 IMPLEMENTATION IN MATHEMATICA OF THE INPUT-OUTPUT 
LINEARIZATION TECHNIQUE 
Since the key concept of the proposed methodology for inverse response 
characterisation is the expression of the zero dynamics, the first step in this 
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project was the implementation in Mathematica of the input-output linearization 
technique by coordinate transformation (Isidori, 1989) and of the procedure to 
extract the zero dynamics. The procedure implemented within the Mathematica 
framework for extracting the zero dynamics from the original nonlinear system 
will be described in section 5.4. 
5.3.2 STABILITY CHARACTERISATION OF NONLINEAR SYSTEMS 
As described in section 4.3, the stability of the zero dynamics determines the 
inverse response characteristics of the nonlinear system from which they are 
extracted (Slotine & Li, 1991), and therefore an efficient stability 
characterisation procedure had to be established for nonlinear systems. 
Lyapunov's Second Method, and in particular Krasovskii's method, was 
established as the most practical procedure of determine the stability 
characteristics of the zero dynamics which was also implemented within the 
Mathematica framework. Again details of the package will be given in section 
5.4. 
5.3.3 DEVELOPMENT OF CASE STUDIES - DYNAMIC SIMULATION OF 
MODELS 
The proposed methodology for inverse response characterisation has been 
validated by illustrating its applicability with several specifically chosen case 
studies. The case studies were designed to be affine - linear with respect to the 
input(s). Also, a step change in the input(s) would disturb the system and the 
output(s) would or would not be affected by inverse response. The case studies 
were developed such as the model of the system contained one possible 
choice of output (or one set of outputs for MIMO systems) which was subject to 
inverse response, and another possible choice of output (or set of outputs for 
MIMO systems) which was not subject to inverse response. The models of 
industrial processes that presented such features were specific types of 
industrial evaporators and CSTRs, which will be introduced in the case studies 
(chapters 6-8). 
Dynamic simulation was employed in this project to determine which 
system configuration presented inverse response characteristics, but also to 
define a suitable operating range within which the system would be severely 
affected by inverse response at one extreme of the range, and hardly affected 
at the other extreme. A dynamic simulation package was developed within the 
Mathematica framework, and will be presented in section 5.4. 
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To conclude, the zero dynamics of the systems and their stability 
characteristics were established for the various choices of outputs employing 
the different packages created within the Mathematica framework. The 
quantitative inverse response characteristics of the models in the case studies, 
determined by employing the proposed method, were then confirmed by 
dynamic simulations over the given operating range. 
5.4 PACKAGES IMPLEMENTED WITHIN MATHEMATICA 
FRAMEWORK 
As introduced in the previous three sections, the different steps involved in the 
proposed methodology for inverse response characterisation of nonlinear 
systems were implemented in easy-to-use packages created within the 
Mathematica framework. These packages are set up to follow the same step- 
structure as in the proposed methodology presented in section 5.2. They are 
introduced in the next 7 sections, with the full listing of each package presented 
in appendices A-F. 
5.4.1 MATHEMATICA PROGRAM "INSTRUCTIONS" 
The aim of the first package within Mathematica is to define the model of the 
system analysed. This is done in a section entitled "instructions" listed in 
appendix A. 
In this package, the nonlinear system analysed is fully described. The 
matrices, f(x), g(x) and h(x) for SISO systems (Eqn. 3.1), and the matrices, f(x), 
g, (x) and h, (x) for MIMO systems (Eqn. 3.2) are defined by the user. Also, 
remarks concerning the structure of Mathematica and its use to establish 
inverse response characteristics of nonlinear systems are presented. 
5.4.2 MATHEMATICA PROGRAM IfSTEP II 
With this information, the next section entitled "ste l" (appendix B) calculates 
the relative order of the system (Step I in the proposed methodology). This is 
an important initial screening test since a system with no zero dynamics will not 
be affected by inverse response. 
5.4.3 MATHEMATICA PROGRAM "STEP2&3" 
This package entitled "step2&3" (appendix C), deals with transforming the 
original system described in the package "instructions" into a system with new 
coordinates (Steps 2-3 in proposed methodology). This package also indicates 
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how many expressions of zero dynamics are to be extracted from the original 
system. 
5.4.4 MATHEMATICA PROGRAM "STEP4" 
This package entitled "step4" (appendix D) describes the original system in 
new coordinates. More importantly for inverse response characterisation, this 
package will indicate from which set of ODEs the zero dynamics are to be 
extracted. 
5.4.5 MATHEMATICA PROGRAM "STEP5" 
Once the expressions of the zero dynamics have been determined, their 
stability characteristics are established to define the inverse response 
characteristics of the original nonlinear system (Step 5 in proposed 
methodology). In the package entitled "steps" (appendix E), Krasovskii's 
method is applied to the zero dynamics and the eigenvalues of the matrix, 
F*(x), (eqn. 4.40) are plotted over the given operating range in order to 
determine the negative definiteness of the matrix, F*(x), and so the stability 
characteristics of the zero dynamics. When all eigenvalues are negative, the 
zero dynamics are stable, and so the original system is not subject to inverse 
response. 
5.4.6 MATHEMATICA PROGRAM "STEP6&7" 
When Krasovskii's method fails to define the stability characteristics of the zero 
dynamics, i. e. one of the eigenvalues is positive definite, then the zero 
dynamics are linearized at all feasible operating points, and their stability 
established with Lyapunov's Linearization Method over the given operating 
range (Step 6 in proposed methodology). In the package entitled "step6&7" 
(appendix F), the zero dynamics are linearized and their eigenvalues are 
plotted over the given operating range in order to establish their stability 
characteristics at each equilibrium point. 
When one of the eigenvalues of the linearized zero dynamics is positive, 
i. e. unstable for a given operating range, the magnitude of this linearized zero 
dynamics is plotted against the magnitude of the dominant pole of the system, 
in order to quantify the effect of inverse response in the system (Lewin et al, 
1992). In addition for MIMO systems, the zero directions (Morari et al, 1987) 
are calculated in order to determine which output is most affected by inverse 
response (Step 7 in proposed methodology). 
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5.4.7 MATHEMATICA PROGRAM "DYNAMIC SIMULATION" 
This package entitled "dynamic simulation" (appendix G) is designed to 
perform dynamic simulations of all SISO and MIMO, linear and nonlinear, 
systems over a given operating range. The parameters of the system studied 
are initially defined, then the ODEs describing the system are introduced. 
Finally, the length of time required for the simulation is given. All data 
generated from the dynamic simulation is stored in an array entitled solution. 
This data can then be visualised as a plot over a time range defined by the 
user. 
5.5 CONCLUSIONS 
In this chapter, the outline of the proposed methodology for inverse response 
characterisation of nonlinear systems was introduced, along with the 
experimental procedure followed to established this methodology. The different 
packages implemented with the Mathematica framework were described which 
compute step by step the elements required for the inverse response 
characterisation. In the next three chapters, the proposed methodology is 
applied to three case studies: An SISO industrial evaporator, an SISO 
isothermal CSTR and a MIMO non-isothermal CSTR. 
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CHAPTER 6- CASE STUDY 1: AN INDUSTRIAL 
EVAPORATOR 
Three case studies have been selected in the next three chapter to illustrate 
the input-output linearization technique by coordinate transformation, and to 
demonstrate the advantages and limitations associated with the method 
proposed in this project to quantify inverse response characteristics of 
nonlinear systems. All three case studies are nonlinear models of common 
industrial processes, and involve both SISO and MIMO systems. The first case 
study deals with a pilot scale industrial evaporator. 
The nonlinear model of this industrial evaporator was described by Lewin 
et al (1992), who proposed a model-based control design procedure based on 
the linearized model of the evaporator. More importantly for inverse response 
characterisation, Lewin et al (1992) showed that for a given choice of input, the 
output of the evaporator is subject to inverse response at the steady state at 
which Lewin et al (1992) linearized the model. The work will determine that the 
industrial evaporator is in fact globally subject to inverse response throughout 
its given operating range. 
6.1 MODELLING 
Fig. 6.1 shows a schematic diagram of the single stage pilot scale vertical 
evaporator employed in this case study. The subcooled liquid enters the riser 
tubes from below, while steam enters the shell around the tubes and 
condenses on their outer surfaces. The two phase mixture flows upwards into 
an overhead drum, which is a large separation vessel, where the vapour 
produced separates out of the fluid phase and exits to the condenser. The 
concentrated solution is withdrawn from the bottom of the separation vessel as 
product. 
A mathematical model, illustrated diagrammatically in fig. 6.2, was 
developed by Lewin et al (1992) to describe the transient response of the 
evaporator overhead drum fluid level as a function of the process inputs, the 
steam feed pressure, Psr, and the volumetric flow rate, 4. 
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Fig. 6.2: Schematic representation of the model structure of the evaporator 
The accumulation of liquid in the drum is a function of the unevaporated 
feed entering via the evaporator tubes and the exiting concentrate flow, B. 
Therefore, the mass balance ODE for the liquid in the overhead drum is of the 
form 
dVL 
dt (6.1) 
Boiler tubes 
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The accumulation of vapour in the fluid depends on a balance between the 
gas phase feed entering from the riser tubes, and the vapour exiting from the 
fluid. The rate at which this vapour escapes from the overhead drum is 
assumed to be proportional to the vapour fraction in the fluid, to the superficial 
gas velocity, UG, and to the cross sectional area of the drum, A, The mass 
balance ODE for the vapour in the overhead drum is 
dVG 
_ 4X 
PL 
_UGA 
VG 
dt PG VL + VG 
The level in the overhead drum, h, is a function of the total volume of fluid 
contained in the drum, and can be expressed as 
h(t) = 
VL(t)+VG(t) 
A 
The volumetric fraction of vapour exiting the boiler tubes and entering the 
overhead drum, X, is assumed to be a linear function of the feed temperature, 
T,, ), of the steam 
feed pressure, Pt, and of the volumetric flow rate, 4, i. e. 
X= KA+ K2T,,, + K3PSr (6.4) 
The output for this model of the evaporator is the overhead drum level, h(t), 
which is to be maintained constant. The parameters of the system and the 
(6.2) 
(6.3) 
operating range of the output, h(t), are given as 
3 -ý 
K, =-3.83x103 
m 
s 
K2 =2.1x10' (°C)-1 K3= 16.435x10 
kN -' 
2 m 
3 
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8=4.242 x 10-5 
3 
s 
UG =3 
m 
T1n=20°C 
PL =1000 
k9 
m 
0.196 M2 
Pst=1.8x102 kN 
m 
k 
PG =1 
m h(t) = [0.03,0. l] 
Lewin et al (1992) proposed three possible manipulated variables for this 
system, the steam feed pressure, PSS, the volumetric flow rate, 4, or the exiting 
concentrate flow, B. However, the input-output linearization technique by 
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feedback (Isidori, 1989) is applicable only to affine nonlinear systems, and 
therefore, the only two manipulated variables possible for this system when 
employing the proposed methodology are either the steam feed pressure, PSS, 
or the exiting concentrate flow, B. When the volumetric flow rate, Lr, is selected 
as the manipulated variable, the nonlinear system is not linear in control, and 
therefore the expression of the zero dynamics cannot be extracted with the 
input-output linearization technique by feedback (Isidori, 1989). 
The proposed methodology for inverse response characterisation (fig. 5.1) 
is applied to the system with each inputs in order to determine which system, if 
any, is affected by inverse response behaviour. But first, the stability of the 
industrial evaporator will be examined. 
6.2 STABILITY ANALYSIS OF THE INDUSTRIAL 
EVAPORATOR 
The stability characteristics of the nonlinear industrial evaporator will first be 
determined. This is done by applying Krasovskii's method to its nonlinear 
model (eqns. 6.1 - 6.4). Following Krasovskii's method (section 4.4.5.3), the 
matrix, F*, is calculated as 
0 
F*= VG,, 
uGAr (VG. + VLuý2 
VG.. 
uG 
I2 
(VG,,, 
+VL., 
VL., 
-2 UGd ^t (VG33±VLJ2 
(6.5) 
and the eigenvalues of this matrix, F* are plotted over the given operating 
range (figs. H. 1 - H. 2 in appendix H). One of these eigenvalues, e,, is positive, 
while the other eigenvalue, e2, is negative. Hence, no conclusion about the 
stability of the evaporator can be established with Krasovskii's method. Lewin 
et al (1992) described the linearized models for both choices of inputs. When 
the input is selected as u(t) = B, the transfer function of the evaporator is given 
as 
h 
s+1 
G(S)_ y( s) 
h uG 
U (S) _AV` 
s 
Ath 2 
s+ 1 VLUG 
)ss (6.6) 
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Also, when the input is chosen as u(t) = Pst, the transfer function of the 
evaporator is described as 
G(s) = 
Y(s) 
_- 
K3h 
u(s) VL ss 
_(h 
A(a-1)s+1 
UG 
ss 
2 
s 
AÜ 
s+1 VLUG 
)ss (6.7) 
From these transfer functions (eqns. 6.6 & 6.7), it can be seen that all poles 
lie in the left-half complex plane although one of the poles lies on the jw axis, 
which signifies that the linearized model of the evaporator is stable in the sense 
of Lyapunov (section 4.4.3). However, no conclusion concerning the stability of 
the nonlinear model of the evaporator can be established from the linear 
approximation. 
In fact, this evaporator is non self-regulating. This signifies that in open 
loop a sustained change in any input will drive the output, y(t) -> ± oo as t -> oo. 
Many industrial processes are non self-regulating (e. g. any tank whose level 
does not regulate the effluent flow rate is not self-regulating). However, this is 
not a major problem - it can be handled by simple proportional feedback 
control. 
This project aims to identify and quantify the effect of inverse response (if 
any) on the output of this industrial evaporator in the case of each manipulated 
variable. The first model to be studied is that of the industrial evaporator when 
the input, u(t) =8. 
6.3 INVERSE RESPONSE CHARACTERISATION OF 
INDUSTRIAL EVAPORATOR WHEN u(t) =B 
The ODEs describing the nonlinear model of the industrial evaporator must first 
be expressed in the form of eqn. (3.1) giving 
V 4(1-K, 4 -K2Tn -K3PSr) 
jý - L. t 
(KA + K2T + K3Psr) UGAc 
VG +Ut 
PG VL + VG 
Y(t) = 
V` + VG 
A (6.8) 
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Following the procedure described diagrammatically in fig. 3.2 for inverse 
response characterisation, step 1 consists of checking that the system is affine 
and calculating its relative order. 
STEP 1: 
" The system described by eqn. (6.8) is affine, i. e. linear in control 
" The relative order, r=1 since from eqn. (6.8), 
Lgh(VL, VG)=- Ac# 0 (6.9) 
9 The system will be linearized globally in an input-output sense since, 
Lgh(VL, VG) _-ý0 for all VL and VG (6.10) Ar 
STEP 2: 
Step 2 involves setting r( =1 ) new coordinates, ý'), selecting n-r 
(n -r=2 -1=1) scalar fields, t(VL, VG), and obtaining an invertible 
transformation of coordinates of the form 
ý0) [t(VL, VG)1 t (VL , VG 
VV 
[h(Gj 
)LAG 
(6.11) 
The two obvious choices for the scalar field, t(VL, VG), are either 
t(VL, VG) = V. or t(VL, VG) = V. for t(VL, VG) and h(VL, VG) to be linearly independent. 
The scalar field, t(VL, VG), will be chosen as t(VL, VG) = VL. An identical 
expression for the zero dynamics would be obtained by setting the scalar field, 
t(VL, VG) = VG. 
STEP 3: 
Step 3 requires transforming the original system (eqn. 6.8) into the system in 
new coordinates which can be linearized in an input-output sense by feedback. 
The system in new coordinates is: 
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°) = 
du' 
=Lc(1-Ký-r -K2Tin -Kit)-U(t) t 
ý- 1 d(VL +VG) L. r(1-K, 4-K2Tn-K3PSr)+ 
/ý dt= 
4 PI (K, 4 +K2T +K3psr)-UG oVG u(t) Ar PG + VG At 
Y(t) = 
VL(t)+VG (t) 
At 
87 
(6.12) 
From eqn. 6.3, the vapour volume in the drum, V., can be expressed as a 
function of the liquid volume in drum, VL _ 00), as 
VG(t) =A Y(t)-VL(t) =A 4(1) - 
V) (6.13) 
Therefore, expressing eqn (6.12) in terms of the new coordinates, ý°) and 
ý'), gives 
(O) = 4(1-K, 4 -K2Tn -K3Pst)-u(t) 
=4 (1-K, 4 -K2Tn -K3Fsr)+ A 
Lr P' (K4 + K2T + K3P t) - uG 
0') 0) 
-1 uit Ar Pc A Ar 
Y(t)=0 
STEP 4: 
(6.14) 
In step 4, the expression of the zero dynamics is obtained. By calculating 
n-r=2 -1=1, the system in new coordinates (eqn. 6.14) is known to contain 
one ODE describing the zero dynamics. These zero dynamics are obtained by 
setting the output, y(t) = ý')(t) = y,, and substituting the expression of the input, 
u(t), into the remaining equations. Hence, by setting the output equal to some 
steady state in eqn. 6.14, the expression of the input, u(t), becomes 
- 
0) 
-u GA 
Ary 
Ary3 + constants (6.15) u t) = 
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Substituting the expression of the input, u(t), (eqn. 6.15) into eqn. (6.14) 
gives the zero dynamics as 
O) = -uG 
1 ý°) + constants YSS (6.16) 
One important remark must be made concerning the form of these zero 
dynamics (eqn. 6.16). The expression of zero dynamics extracted from the 
nonlinear model of the industrial evaporator is a linear ODE. Hence, from this 
case study it can be seen that the expressions of the zero dynamics extracted 
from nonlinear systems are not necessarily nonlinear. Depending on the 
definition of the output(s) of a given system and on the type of nonlinearities 
featured in this system, the zero dynamics extracted from an nonlinear system 
can be linear. This characteristic will be discussed in more detail at the end of 
this chapter. 
As the expression of the zero dynamics is given as one linear ODE, the 
coefficient, -UG 
1, in eqn. (6.16) globally characterises the inverse response YSS 
behaviour of the system (as described in sections 4.3 & 4.4.3). The coefficient, 
-u. 
1, in eqn. (6.16), is globally negative. Therefore, the industrial evaporator YSS 
with the input selected as u(t) =B is not subject to inverse response throughout 
its operating range. 
The same procedure is applied to the industrial evaporator when the input, 
u(t) = Pst . 
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6.4 INVERSE RESPONSE CHARACTERISATION OF 
INDUSTRIAL EVAPORATOR WHEN u(t) = Pv 
The same procedure of input-output linearization is initially applied to the 
nonlinear model of the evaporator with u(t)=Pst in order to determine the 
expression of the zero dynamics. Expressing eqns (6.1) - (6.4) in the form of 
eqn. (3.1) gives 
V Lß (1- K4 - K2Trn)-B [-K3L1 IVt 
1. (K14 +K T)-u A 
VG + K3Lf PU u(t 
G PG 
2 !nGt VL + VG PG 
Y(t)=VL+VG Ar 
STEP 1: 
(6.17) 
The nonlinear model of the industrial evaporator with u(t) = Pst (eqn. 6.17) is 
affine, i. e. linear in control. Its relative order, r=1 since from eqn. (6.17), 
L. 
gh(VL, 
VG) __ 
K34 
+ 
K3ýr A#o (6.18) 
Ar Ar oG 
The system will be linearized globally in an input-output sense since, 
Lgh(VL, VG) _-K`+ 
K34 A-# 0 for all VL and V. (6.19) Ar Ar Pc 
STEP 2: 
Step 2 deals with finding n-r (n -r=2 -1=1) scalar fields, t(VL, VG), and an 
invertible transformation of coordinates of the form 
ý0) t (VL 
, 
VG) t (VL 
, 
VG ) 
h(VL, VG) VL +VG 
Ar 
(6.20) 
As in the case when u(t) = B, the two obvious choices for the scalar field, 
t(VL, VG), are either t(VL, VG) = VL or t(VL, VG) = VG for t(VL, VG) and h(VL, VG) to be 
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linearly independent. Again, the scalar field, t(VL, VG), will be chosen as 
t (VL , 
VG) = VL . 
STEP 3: 
The original system (eqn. 6.17) is transformed into the system in new 
coordinates which can be linearized in an input-output sense by feedback. The 
system in new coordinates is: 
oý= dVL _L(l_K4_K2Tn) _B_K3Uzt) dt 
d(VL +VG) 
_ 
Lr (1-K., L, -K T) -18+ Ar dt Xi lý A 
4P' (K, 4+K2T,,, )-uG oVG+K ^t PG + VG ^t PG 
ý) 
= Y(t) = 
VL(t) +VG(t) 
A 
(6.21) 
Again, expressing the vapour volume in the drum, VG, as a function of the 
liquid volume in the drum, VL _ CO), (eqn. 6.13), eqn. (6.21) can be expressed in 
terms of the new coordinates, 4(°) and ý') as 
ýO) =Lt(1-KI -K2T, )-B -K3 u(t) 
Cý'ý =4 (1- Ký-t - K2Tr, º) -1B+ 
4 PL (K, +K2T, fl)-uG 
Ar 
_K3 i 
PL 
_1 u(t) Ar PG A Ar PG 
Y(t) _ V) 
STEP 4: 
(6.22) 
In step 4, the expressions of the zero dynamics are obtained. As in the case 
when u(t) = B, the model of the industrial evaporator in new coordinates 
(eqn. 
6.22) is known to contain one (n -r=2 -1=1) ODE describing the zero 
dynamics. By setting the output, y(t) = ý')(t) = y., in eqn. (6.22), the expression 
of the input, u(t), becomes 
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u(t) = 
UG PG ýO) + constants (6.23) YsIK 34 A- PG 
and by substituting the expression of the input, u(t), (eqn. 6.23) into eqn. (6.22), 
the zero dynamics are given as 
ýo) 
= 
uc PG ýO) + constants 
YSS PA -PG 
(6.24) 
It is important to note that, as in the case when u(t) = B, the expression of 
the zero dynamics extracted from the nonlinear model of the industrial 
evaporator is a linear ODE. The coefficient, Uc PG of the zero dynamics YSS Pi -Pc 
(eqn. 6.24) is globally positive and therefore the industrial evaporator with the 
input selected as u(t) = Ps, is subjected to inverse response throughout the 
operating range. To quantify the effect of inverse response on the output of the 
evaporator, the magnitude of the RHP zero is plotted vs that of the dominant 
pole of the system (Step 7 in the proposed procedure - fig. 5.1). 
STEP 7 
The dominant pole of the industrial evaporator is determined by setting the 
input, u(t) = Psr, equal to some steady state, say u., and by linearizing the state 
equations at the feasible steady state of the state variables, VL and V.. A linear 
system of the form x= Ax is therefore obtained where the eigenvalues of the 
matrix A are the poles of the system. The smallest of the poles is called the 
dominant pole. In the case of the industrial evaporator, setting the input, 
u(t) = u,,, and linearizing the state equations (eqns. 6.1 - 6.4) gives 
00 V[L][4vGu 
_ 
UýVLS, VL (6.255) 
-[] VG h2 h2Ar VG 
In this special case where A is a lower triangular matrix, A has its 
eigenvalues on the diagonal, and the dominant pole of the system is given as 
UGV LU (6.26) 
ssA 
p2 ff 
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Also, specifically in this case study, it is useful to express the output at 
steady state, h., as a function of the vapour volume in the drum at steady 
state, VL33, in order to compare the magnitudes of the RHP zero and of the 
dominant pole. This is done by solving the state ODEs for VL and VG, and in 
particular eqn. (6.2). From eqn. (6.2) at steady state, 
4X a= UGAt 
VG=s 
PG VL,, + VG,, 
(6.27) 
Expressing X as a linear function of the feed temperature, Ti,, of the steam feed 
pressure, Pt, and of the volumetric flow rate, 4, (eqn. 6.4) and thus 
rearranging eqn. (6.27) gives 
(i -cl) 6.28 VLF = VG, () 
where c, =L(K4+K2T, n+K3PSr)PL u, Ar PG 
Substituting eqn. (6.28) into eqn. (6.26) and expressing the steady state output, 
hss as a function of the steady state volumes of liquid and vapour in the drum, 
V.. and VGu respectively (eqn. 6.3), the dominant pole, p, can be expressed as 
a function of V.. only 
UGAr(1-c1)2 
p=- VLu 
(6.29) 
Substituting eqn. (6.28) in the expression of the RHP zero (eqn. 6.24), and 
again expressing the steady state output, h. as a function of the steady state 
volumes of liquid and vapour in the drum, VL and V. u 
the RHP zero can also be given as a function of VL only 
UGAr(1-c1)2 
Z= 
Lu 
PG 
respectively (eqn. 6.3), 
(6.30) 
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Therefore, a plot of the magnitudes of the dominant pole (eqn. 6.29) vs the 
RHP zero (eqn. 6.30) will quantify the effect of the inverse response over the 
given operating range, VL. = [0.04,0.1] m3. 
5 
RHP zero 4 Magnitude of dominant pole and 
of RHP zero 
Dominant pole 1 
0.04 0.05 0.06 0.07 0.08 0.09 
VL 
ss 
.......................................... _ ý. 
_ _.. 
..................... ........... 
V Lss 
0.04 0.05 0.06 0.07 0.08 0.09 
-0.04 
Magnitude 
-o .06 of 
-0.08 dominant o .1 pole 
-0.12 
-0.14 
Detail of dominant pole 
.............. ....................... ..... .............................. ------------------------------------- 
Fig. 6.3: Plot of magnitudes of dominant pole vs RHP zero (Egns. 6.29 & 6.30) 
This plot (fig. 6.3) shows that the magnitude of the dominant pole is less 
than the magnitude of the RHP zero throughout the given operating range. This 
implies that, although the industrial evaporator is subject to inverse response 
when the input is selected as u(t) = Pt, its effect on the output, y(t) = h(t) 
cannot be considered detrimental. Dynamic simulations of the industrial 
evaporator were performed over the operating range, VL = [0.04,0.1] m3, using 
Mathematica (1991). These simulations confirm that the industrial evaporator is 
not subject to inverse response when the input is selected as u(t) = B, and that 
the evaporator is subject to inverse response when u(t) = Psr, although its effect 
on the output of the evaporator is limited (Figs. H. 3 - H. 8 in appendix H). 
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6.5 ISSUES RAISED IN THIS CASE STUDY 
There are two issues raised in this case study that will be addressed in this 
section. The first issue concerns the fact that the expressions of the zero 
dynamics (eqns. 6.16 & 6.24) are linear ODEs although extracted from an 
original nonlinear model (eqns. 6.1 - 6.4). Following on from this, the second 
issue will address the significance with respect to inverse response 
characterisation of a linear expression of the zero dynamics when extracted 
from a nonlinear system. 
6.5.1 LINEAR ZERO DYNAMICS EXTRACTED FROM NONLINEAR MODEL 
To understand why the expression of the zero dynamics is a linear ODE 
although extracted from nonlinear ODEs, the definition of the output of the 
evaporator (eqn. 6.4) and the nonlinear state ODE describing the accumulation 
of liquid in the drum (eqn. 6.2) must be examined in more detail. The output of 
the evaporator is given as (eqn. 6.4) 
h(t) _ 
VL(t)+VG(t) (6.31) 
A 
and the accumulation of vapour in the overhead drum is described as (eqn. 6.2) 
d Va 
_/X 
PL 
_ UG 
d 
VG 
dt '-t PG ^t VL + VG 
(6.32) 
The term, VG , 
in eqn. (6.32) is the only nonlinearity in the model of the VL + VG 
industrial evaporator. It is also important to note that with the definition of the 
output (eqn. 6.31), eqn. (6.32) can be rewritten as 
d VG 
= (X 
PL 
- UG GV 
(t) (6.33) 
dt PG h(t) 
The change of coordinates performed in the input-output linearization 
technique does not alter the fundamental nonlinearities of the original system, it 
only rearranges the ODEs describing the original system in order to obtain a 
state ODE describing the dynamic behaviour of the output. For the industrial 
evaporator, the original state ODEs described the dynamic behaviour of VL and 
V., with the output given in eqn. (6.32). It can easily be seen that the system in 
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new coordinates (eqns. 6.12 & 6.22) has one state ODE describing the 
dynamic response of the output, while the other ODE is selected for its linear 
independence (section 3.4). 
The expressions for the zero dynamics are obtained by setting the output 
equal to some steady state. Since the fundamental nonlinearities of the original 
system are not altered by the change of coordinates, setting the output equal to 
some steady state in the case of the industrial evaporator 'eliminates' the only 
nonlinearity of the evaporator, as eqn. (6.33) becomes a linear ODE. 
Therefore, the expressions for the zero dynamics are one linear ODE (eqns. 
6.16 & 6.24). 
In general the expressions for the zero dynamics extracted from nonlinear 
systems will be nonlinear ODEs, as will be shown in the next two case studies 
(chapters 7& 8). However, depending on the definition of the output and on the 
nonlinearities present in the system, the expressions for the zero dynamics can 
be linear ODEs which significantly simplifies the inverse response 
characterisation of the original nonlinear system, as will be discussed in the 
next section. 
6.5.2 SIGNIFICANCE OF LINEAR ZERO DYNAMICS OF NONLINEAR 
SYSTEMS 
When the expressions for the zero dynamics are linear ODEs, the procedure of 
inverse response characterisation is straightforward, simply by applying the 
well-established stability characterisation techniques of linear systems to the 
zero dynamics (step 6 in fig. 5.1). From these results defining the stability 
characteristics of the linear zero dynamics, the global inverse response 
characteristics of the original nonlinear system are established. 
Lewin et al (1992) obtained the same RHP zero by linearizing the model of 
the industrial evaporator, and calculating the transfer function of the linearized 
model (eqn. 6.7). This RHP zero of the linearized model is equivalent to the 
zero dynamics extracted from the original nonlinear model, again due to the 
'elimination' of the nonlinearity of the model when calculating the zero 
dynamics. This is a special case of a nonlinear system with linear internal 
dynamics. The fact that the nonlinear model of the industrial evaporator has 
linear internal dynamics can only be determined by calculating the zero 
dynamics with the input-output linearization technique, it will not be apparent 
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from the linearization of the model at one operating point and calculation of its 
transfer function. 
6.6 CONCLUSION 
The model of the pilot scale industrial evaporator (Lewin et al, 1992) was 
selected for this case study, because its transient response is known to exhibit 
inverse response behaviour. A brief description of the evaporator and of its 
model were presented. The proposed methodology for inverse response 
characterisation was applied to the model of the evaporator for both possible 
choices of inputs. For disturbances in one of the inputs, u(t)=B, the output 
was shown not to be affected by inverse response, while for disturbances in the 
other input, u(t) = Pt, the output was affected by inverse response, although its 
effect on the output is limited. These results were confirmed by dynamic 
simulations of the evaporator over the given operating range. 
This model of the industrial evaporator presented an interesting property. 
The expressions of the zero dynamics were linear ODEs, although extracted 
from a nonlinear model. This signifies that the model of this evaporator has 
linear internal dynamics, and the consequences for the inverse response 
characterisation of the evaporator were discussed. 
In this case study, the output of the industrial evaporator was fixed, and the 
potential of the two possible inputs to act as manipulated variables was judged 
on the basis of inverse response behaviour. In the next two case studies, the 
manipulated variables, the inputs, are given, and the selection of appropriate 
outputs is done on the basis of inverse response characterisation. Also, for the 
evaporator with the input, u(t) = Psr, the effect of the inverse response on the 
output was limited. In the next two case studies, a particular selection of 
outputs will exhibit important inverse response for step changes in the inputs, 
which will be shown to have a detrimental effect on the dynamic response of 
the system. 
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CHAPTER 7- CASE STUDY 2: A SISO ISOTHERMAL 
CSTR 
The model of the industrial evaporator had linear internal dynamics, and 
determination of its inverse response characteristics was a straightforward 
procedure employing Lyapunov's Linearization Method in the linear setting. 
The following case study of an SISO isothermal CSTR will be shown to 
possess nonlinear internal dynamics and therefore nonlinear stability tests will 
be applied to establish the inverse response characteristics of this system. 
7.1 MODEL OF THE SISO ISOTHERMAL CSTR 
A SISO isothermal CSTR (fig. 7.1) with second-order kinetics is described by 
the following mass balance equations: 
Cdt F7 (CAO - CA) - klCA - k4CA 
dc,, F 
dt -V (-ca + kPA - kzce 
dd c-VF (-cc) + k2C5 - k3c - k5Cc t (7.1) 
Reaction mechanism 
F' CAO 
V 
A-1iB-2->C ýlD 
k 
2A -4 >E 
k 
CA' CB' CC 2C ký F 
Fig. 7.1: Schematic representation of the isothermal CSTR with reaction 
mechanism 
The input of the CSTR (eqn. 7.1) is FN, and for the sake of the discussion, 
the output can either be selected as cA or ce . 
The parameters of the isothermal 
CSTR are given as: 
k, = 10s-' k2 =50s-' 
k4 = 80 m3 /mol s-' k5 = 100 m3 /mol s-' 
k3 = 30 s -1 
cAO = 10 mol/m 3 
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The input of the CSTR (eqn. 7.1), FN, has a given operating range of 
[20,40] s-1. 
In this case study, the isothermal CSTR will initially be shown to be stable 
employing Krasovskii's method. Then, it will be shown that for this particular 
selection of outputs, CA or c,,, the model of the CSTR can already be linearized 
in an input-output sense by feedback without requiring any coordinate 
transformation. Finally, the expression of the zero dynamics will be calculated 
for both outputs of the CSTR, and its inverse response characteristics 
determined. But first, the procedure of determining all feasible steady states of 
the isothermal CSTR is introduced. 
7.2 FEASIBLE STEADY STATES OF ISOTHERMAL CSTR 
Throughout the next three sections, the stability of the isothermal CSTR (eqn. 
7.1) and of its zero dynamics will be established by plotting eigenvalues and 
coefficients over the given operating range, FN = [20,40] s-1. However, these 
eigenvalues and coefficients will in general be functions of the inputs, FN and 
Q, and of the concentrations, CA, cB and cc and it is convenient from a 
graphical point of view to consistently express these concentrations as 
functions of FN only. 
In the case of the CSTR (eqn. 7.1), this can be done by initially considering 
the first ODE of the model which describes the dynamic response of the 
concentration, CA. All feasible steady states of the concentration, CA as a 
= 0. This result can then be function of (F/V )ss are obtained by setting, 
dCA 
substituted into the second ODE of the model of the CSTR (eqn. 7.1), and 
hence all feasible steady states of the concentration, c8 as a function of (F/V ),, 
can be calculated. The same procedure can finally be applied for the 
concentration, cc. The symbolic expressions of the feasible steady states of the 
concentrations, CA, cB and cc will not be given here as they are long and are of 
little interest in themselves. They v 
Mathematica framework (Mathematica, 
; re stored in a package within the 
1991), and employed solely to plot all 
required eigenvalues as a function of (F/V ). only. 
Expressing the steady states of the concentrations, CA, c8 and cc as a 
function of (F/V ). is possible in the case of the CSTR (eqn. 7.1) because the 
first ODE of its model has just two variables, cA and FN. Then, once the steady 
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states of cA are expressed as a function of (F/V )ss, the second ODE of the 
model of the CSTR (eqn. 7.1) also has just two variables, ce and FN. Similarly 
for the third ODE of the CSTR (eqn. 7.1). However, this straightforward 
representation of the concentrations, cA , ce and cc as functions of 
(F/V )ss will 
not be applicable to all nonlinear systems, and more complex 3-D plots may be 
required to visualise the stability of these nonlinear systems and their zero 
dynamics, as will be shown in the third case study. 
7.3 STABILITY ANALYSIS OF THE ISOTHERMAL CSTR 
Krasovskii's method (section 4.4.5.3) is applied in this section to the model of 
the isothermal CSTR (eqn 7.1) in order to determine its stability characteristics. 
In the case of the isothermal CSTR (eqn. 7.1), the matrix F* is given as 
-20 - 2F/V - 320 cAu 10 0 
F*= 10 -100-2F/V 50 (7.2) 
0 50 -60 -2 F/V - 400 ccu 
Hence, the CSTR (eqn. 7.1) is stable if the eigenvalues of F* (eqn. 7.2) are 
negative throughout the given operating range. The eigenvalues of F* (eqn. 
7.2), e,, e2 and e3, are calculated and can be seen to be negative throughout 
the given operating range (figs. 1.1,1.2 & 1.3 in appendix I). Therefore, the 
isothermal CSTR (eqn. 7.1) is stable for FN = [20,40] s-1. 
7.4 INPUT-OUTPUT LINEARIZATION OF THE 
ISOTHERMAL CSTR 
In this section, it will be shown that the model of the CSTR (eqn. 7.1) can 
already be linearized in an input-output sense by feedback without requiring 
any coordinate transformation. This is due to the fact that the dynamic 
responses of both proposed outputs, cA or c8 , are already 
described by one of 
the ODEs contained in the model of the CSTR. This property will be illustrated 
for the CSTR with the output, y(t) = cA. It can easily be shown that an 
equivalent property exists for the CSTR with the output, y(t) = ce . 
The nonlinear model of the isothermal CSTR must first be expressed in the 
form of eqn. (3.1) giving 
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CA -k1CA 
k4CA CAO - CA 
ce = kICA - k2C8 + -C8 U(t) 
Cc k2Ca - k3c - k5Cc -Cc 
Y(t)=CA (7.4) 
Step 1 of the proposed methodology for inverse response characterisation 
(fig. 5.3) consists of checking that the system is affine and of calculating its 
relative order. 
STEP 1: 
9 The system described by eqn. (7.4) is affine, i. e. linear in control 
" The relative order, r=1 and the system will be linearized globally in an 
input-output sense in the given operating range of FN = [20,40] s-1, since 
from eqn. (7.4), 
Lgh(CA) 
- 
CAO - CA ý0 
STEP 2: 
(7.5) 
Step 2 involves setting r (=1) new coordinates, ý'), selecting n-r 
(n -r=3 -1= 2) scalar fields, t, (cA, ce, cc), 
transformation of coordinates of the form 
r tl(CA, CB, CC) tl(CAiCB, CC 
------ ------ 
2= 
t2(CA, CB, CC) = t2(CA, CB, Cc 
------ ------ 
h(CA, CB, CC) CA 
(7.6) 
The two obvious choices for the scalar fields, tj (cA, cB , cc), are 
tl(CA, ce) cc) = c8 and t2(CA, CB, CC) = CC for t, (cA, ce, cc) and h(cA, ce, cc) to be 
and obtaining an invertible 
linearly independent. Therefore, the coordinate transformation is given as 
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o) 
1 
tl(CAocBiCC) CC 
0) 
2 =-- 
t2(CA, CB, CC) = CB 
ý1) h(CA, CB, CC) CA 
(7.7) 
Hence, it can be seen that the model of the CSTR (eqn. 7.4) does not 
require any coordinate transformation to linearize it in an input-output sense by 
feedback. This is due to the fact that the dynamic response of the output, 
y(t) = CA is described by one of the ODEs of the model of the isothermal CSTR 
(eqn. 7.4), and so a nonlinear state feedback control law of the form of eqn. 
(3.9) can be applied directly to the model of the CSTR in order to linearize it in 
an input-output sense. This can easily been shown to be also true for the 
model of the CSTR when y(t) = c8. This particularity will also be present in the 
next case study of the MIMO CSTR. More importantly for inverse response 
characterisation, this signifies that the zero dynamics can be determined from 
the original model of the CSTR (eqn. 7.1) without requiring any coordinate 
transformation. 
The following step in the proposed methodology (fig. 5.1) is to determine 
the expressions of the zero dynamics, in order to determine the inverse 
response characteristics. The model of the CSTR when y(t) = CA will be 
examined. 
7.5 INVERSE RESPONSE CHARACTERISTICS OF CSTR 
WHEN y(t) = CA 
STEP 4: 
According to the proposed procedure for inverse response characterisation, 
step 4 deals with calculating the expression for the zero dynamics. By 
calculating n-r=3 -1= 2, the isothermal CSTR when y(t) = CA is known to 
contain two ODEs describing the zero dynamics. These zero dynamics are 
obtained by setting the output, y(t) = cqu and substituting the expression of the 
input, u(t), into the remaining equations. Hence, by setting the output, y(t) = cA. 
in eqn. (7.4), the expression of the input, u(t), becomes 
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U (t) =1 (10 CAss +80c2 u 
ý-10 
- CA, 
102 
(7.8) 
Hence, the expression of the input, u(t), (eqn. 7.8) is substituted into eqn. 
(7.4) to give the zero dynamics as 
dc8 
= -ce (IOCA at (1O-cAj +80cÄu)+10c, -50c8 
(7.9) 
dcc 
_ -C (1ocA+8ocL)+5ocß-3ocC-1ooc ýu dt (1O-cA 
It can be seen from eqn. (7.9) that one of the zero dynamics is a nonlinear 
ODE, and therefore Krasovskii's method has to be applied to establish the 
inverse response characteristics of the CSTR (eqn. 7.4) (step 5 in the proposed 
methodology). 
STEP 5: 
Krasovskii's method is applied to determine the stability characteristics of the 
zero dynamics (eqn. 7.9). The zero dynamics (eqn. 7.9) are stable if the 
eigenvalues of F* are negative definite over the given operating range, with F* 
defined as 
F*=F(x)+FT(x) (7.10) 
where F(x) and FT(x) are the Jacobian matrices of the zero dynamics (eqn. 
7.9) and its transpose. In the case of the CSTR when y(t) = cA, F* can be 
calculated as equal to 
F*_ all 
50 [50 
a22 
-2x(10CAu+80cÄu)_100 with all= (10-cA)u 
2x(10cA,, +80cÄ. 
a22 --- 60 - 400 ccu (1O-cAj T 
(7.11) 
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The eigenvalues of F* (eqn. 7.11) are given as 
a + a22 ± 10000 + a;, - 2a a22 +a 22 e4, e5 =2 (7.12) 
which can be seen graphically to be negative definite over the given operating 
range (figs. 1.4 & 1.5 in appendix I). Therefore the CSTR when y(t) = CA is not 
subject to inverse response over the given operating range, FN = [20,40] s-'. 
7.6 INVERSE RESPONSE CHARACTERISTICS OF CSTR 
WHEN y(t) = CB 
Initially, the nonlinear model of the isothermal CSTR when y(t) = c8 is 
expressed in the form of eqn. (3.1) giving 
2 CA -k9CA - 
k4CA CAO - CA 
cg = kICA - 
k2cg + -CB U(t) 
Cc k2ce - k3cc - kscc cc 
Y(t) = ce (7.13) 
It has been shown in a previous section (section 7.2) that this model of the 
isothermal CSTR is stable. Step 1 of the proposed methodology consists of 
checking that the system is affine and calculating its relative order. 
STEP 1: 
9 The system described by eqn. (7.13) is affine, i. e. linear in control 
" The relative order, r=1 and the system will be linearized globally in an 
input-output sense in the given operating range of FN = [20,40] s-' , since 
from eqn. (7.13), 
L. gh(cA, cB, cc) = -c8 #0 
for FN = [20,40] s' (7.14) 
Also it was shown in section (7.3) that the CSTR can be linearized in an 
input-output sense by feedback without requiring any coordinate transformation 
and that the expression of the zero dynamics can be directly calculated from 
the original model of the CSTR (eqn. 7.13). 
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STEP 4: 
The isothermal CSTR (eqn. 7.13) is known to contain two (n -r=3 -1 = 2) 
ODEs describing the zero dynamics. Again, these zero dynamics are obtained 
by setting the output, y(t) = c8. and substituting the expression of the input, 
u(t), into the remaining equations. Hence, by setting the output, y(t) = c8 in 
eqn. (7.13), the expression of the input, u(t), becomes 
u(t) =1 (10 c, - 50 cBss) (7.15) CB. 
The expression of the input, u(t), (eqn. 7.15) is then substituted into eqn. 
(7.13) to give the zero dynamics as 
dCA 
= 
(10-cA)(10cA 
dt -50c8ý)-10cA -80cÄ ceý 
dcc 
dt- 
cc (1ocA_5ocßj+5ocB-3occ-1Oocc 
c8 
(7.16) 
The expression for the zero dynamics (eqn. 7.16) are nonlinear ODEs, and 
therefore Krasovskii's method is applied to establish the inverse response 
characteristics of the CSTR when y(t) = c8 (eqn. 7.13) (step 5 in the proposed 
methodology). 
STEP 5: 
Krasovskii's method is applied to determine the stability characteristics of the 
zero dynamics (eqn. 7.15). Following the procedure described in section 
(4.4.5.3), in the case of the CSTR when y(t) = c8, F* is calculated as equal to 
b 10 Cc 
F*= Ces' 10 c_ b22 
Ceu 
200 
CB. with b = 80 - 320 cA 
(7.17) 
b22 = 40- 
20 CA 
Ceu 
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The eigenvalues of F* (eqn. 7.17) are given as 
b + b22 Vbl ceu - 2bb22 ceý + b22 cL + 400 cý e (7.18) s' e7 -2+2 CBs 
2 
It can be seen that one of the eigenvalues of F* (eqn. 7.17) is positive and 
the other is negative over the given operating range (figs. 1.6 & 1.7 in appendix 
I). Therefore no conclusion about the stability of the zero dynamics can be 
reached with Krasovskii's method over the given operating range, FN = [20,40] 
s-1. Hence, to establish the inverse response characteristics of the CSTR when 
y(t) = c6 (eqn. 7.13), the expression of the zero dynamics must be linearized at 
all feasible steady states and Lyapunov's Linearization Method applied (step 6 
of the proposed methodology). 
STEP 6: 
The zero dynamics (eqn. 7.15) are linearized at the feasible steady states and 
expressed in terms of deviation variables as 
ý, o CA 
- CC,. 
cA (7.19) 
Cc 1 iz Cc CB3$ 
where , 7i = 
100 
_ 
20 
+160 cAu + 40 CB. CB3. 
772 
10 
cA. +20-200cß. Ce 
p 
In this special case where A is a lower triangular matrix, A has its 
eigenvalues on the diagonal, and so the coefficients, q, and 172, will determine 
the stability characteristics of the linearized zero dynamics. It can be seen from 
the plots of the coefficients, r7, and ii2, (figs. 1-7 & 1-8 in appendix I) that the 
isothermal CSTR when y(t) = ce (eqn. 7.13) has one RHP zero and one LHP 
zero (one positive coefficient, i? and one negative coefficient, %). Hence the 
CSTR when y(t) = ce (eqn. 7.13) is subject to inverse response over the given 
operating range, FN = [20,40] s-1. The next step is to quantify the effect of 
inverse response over this operating range. 
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STEP 7: 
The dominant pole of the isothermal CSTR when y(t) = ce (eqn. 7.13) is 
determined by setting the input equal to some steady state, say (F/V )S, and by 
linearizing the state equations of the CSTR (eqn. 7.13) at all feasible steady 
states of the concentrations, cA, c8 and cc expressed as functions of (F/V) . 
The linearized state equations of the CSTR (eqn. 7.13) expressed in terms of 
deviation variables are given as 
CA a, 00 CA CAO - CAu 
CB 
= 10 a2 0 CB + -Cgs LI, 
cC 0 50 a3 cc -csu 
where a, = -10-160cAu -(F/V)ss 
a2 = -50 - (F/V ). 
a3 = -30-200cß. -(F/V), 
(7.20) 
The eigenvalues of the matrix, A, (eqn. 7.20) will determine the poles of the 
SISO CSTR. Again the matrix A in eqn. (7.20) is a lower triangular matrix and 
so the eigenvalues of A are on the diagonal and equal to a,, a2 and a3. 
Graphically, it can be seen (figs. 1-9, 1-10 & I-11 in appendix I) that the 
coefficient a2 is the smallest of the three poles over the given operating range 
and is thus the dominant pole of the CSTR. 
The plot of the magnitude of the dominant pole, a2 , 
(eqn. 7.20) vs that of 
the RHP zero, i 7j, (eqn. 7.19) shows (fig. 7.2) that the effect of the inverse 
response is greater as the input, FN tends towards 40 s-1. Also, as FN tends 
towards 40 s-', the inverse response in the isothermal CSTR when y(t) = ce 
(eqn. 7.13) will cause serious controllability problems as the magnitude of the 
dominant pole, a2 , (eqn. 
7.20) becomes greater than that of the RHP zero, i 7j, 
(eqn. 7.19). 
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Magnitude 
of dominant 
pole and of 
RHP zero 
15( 
10( 
5( 
-5( 
FN 
ss 
Fig. 7.2: Plot of magnitude of dominant pole (egn. 7.20) vs magnitude of RHP 
zero (egn. 7.19) 
Dynamic simulations of the isothermal CSTR (eqn. 7.1) were performed 
over the given operating range on Mathematica (1991). These simulations 
confirm that the CSTR when y(t) = cA (eqn. 7.4) is not subject to inverse 
response for all step change in the input, FN (figs. 1-12,1-13 & 1-14 in appendix 
I). Dynamic simulations (fig. 7.3) also showed that the CSTR when y(t) = cB 
(eqn. 7.13) is subject to inverse response over the given operating range, FN = 
[20,40] s-1. These simulations (fig. 7.3) also show that the effect of the inverse 
response becomes more important as the input, FN tends towards 40 s-1. 
F/Vu = 40 s-1 
........... _...... ........... ..................... _ _..... .... _. _....... 0.215 
0.2125 .......... ............ ..................................... FNS = 30 s-1 
0.21 
CB 0.2075 
FNV = 20 s"1 0.205 
0.2025 
0.02 0.04 0.06 0.08 0.1 
time, t 
Fig. 7.3: Dynamic simulation of the CSTR (egn. 7.13) for a +10% step change 
in the input, FN at time, t=0 (the dotted lines show the initial steady 
states of ce 
Dominant pole 
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7.6 CONCLUSIONS 
This case study of the SISO isothermal CSTR (eqn. 7.1) illustrated the potential 
of the methodology presented in chapter 5 to determine the inverse response 
characteristics of nonlinear systems. When the output of the CSTR was 
selected as y(t) = cA (eqn. 7.4), the method established that this model of the 
CSTR was not subject to inverse response over the given operating range, 
which was confirmed by dynamic simulations. This was done by determining 
the stability characteristics of the nonlinear zero dynamics, directly in the 
nonlinear setting. This is the main advantage of the proposed methodology. 
Inverse response characterisation of the CSTR when y(t) = cA (eqn. 7.4) was 
performed directly in the nonlinear setting. This result is therefore applicable 
throughout the given operating range, unlike determining the position of the 
zeros of the transfer function of the linearized CSTR in the s-plane, which is 
only applicable in the region of the one operating point. 
When the output of the CSTR was selected as y(t) = ce (eqn. 7.13), the 
method determined that this CSTR was affected by inverse response over the 
given operating range, and its effect on the output, y(t) = c8, was quantified 
over the given operating range. In order to establish that this CSTR is affected 
by inverse response, the zero dynamics were linearized at all feasible steady 
states and their stability defined by Lyapunov's Linearization Method, as 
Krasovskii's method failed to establish the stability characteristics of the zero 
dynamics directly in the nonlinear setting. This illustrated the main limitation of 
the proposed methodology. Although Krasovskii's method may establish that a 
given nonlinear system is not affected by inverse response over a given 
operating range directly in the nonlinear setting, it will be unable to determine 
that this nonlinear system is subject to inverse response directly in the 
nonlinear setting. If Krasovskii's method fails to determine that the zero 
dynamics are stable in the nonlinear setting (i. e. the nonlinear system is not 
subject to inverse response), then these zero dynamics have to be linearized 
and the results obtained concerning the inverse response characteristics of the 
nonlinear system are equivalent to those derived by examining the position in 
the s-plane of the zeros extracted from the transfer function of the linearized 
system. 
In the third and final case study, the proposed methodology presented in 
chapter 5 will be extended to a MIMO nonlinear model of a non-isothermal 
CSTR. 
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CHAPTER 8- CASE STUDY 3: A MIMO NOW 
ISOTHERMAL CSTR 
The two previous case studies were introduced to illustrate the proposed 
methodology for inverse response characterisation of SISO nonlinear systems. 
In this section, the nonlinear model of a MIMO non-isothermal CSTR will be 
employed to illustrate the applicability of the proposed methodology for inverse 
response characterisation of MIMO nonlinear systems. 
8.1 MODEL OF THE MIMO NON-ISOTHERMAL CSTR 
The model of the MIMO non-isothermal CSTR (fig. 8.1) is described by the 
following mass and energy balance equations: 
q, q3 dCA 
-F 
(CAO 
- CA)-k, eT CA - 
k3 eT CA 
dt V 
d 
=V 
q2 
at (-V(T c, 4-k2e T qe 
dT F1 (-AH, ) kl e-Tý c, 4 +(-AH2) k2 eT2 CB 
dt -V PC q3 +Q 
(8.1) 
p +(-OH3)k3e T cÄ 
F' CA C 
Reaction mechanism 
A -1 B 
k-> 
c 
2A >D 
Q /c q' Cg 
Fig. 8.1: Schematic representation of the MIMO nonlinear CSTR with reaction 
mechanism 
The two inputs selected for this CSTR are the heat input into the jacket, Q, 
and the feed velocity, FN. The outputs are selected either as Y, ':: CA and 
Y2 =T or as y, =c8 and y2 = T. The parameters of the CSTR are given as: 
k1= 2.5 x101°S-1 k2 = 2.65 x 1012 s-1 k3=9x107s-' 
q, =10''(°K)-, q2=1.2x104 (°K)-, q3=8X103(OK) -, 
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OH, =10°kJ/kmol EH2=1.2x104kJ/kmol zH3=3x104kJ/kmol 
CAO =10 mol / m3 p= 900.0 kg / m3 Cp = 5.0 kJ / kg °K 
T° = 530 °K 
The operating ranges of the inputs are FN = [60,90] s-' and Q= [250,320] 
kJ. 
Initially, the stability characteristics of the MIMO CSTR (eqn. 8.1) will be 
established. Then, as in the previous case study, it will be shown that the 
model of the CSTR can be linearized in an input-output sense by feedback 
without requiring any coordinate transformation. To conclude, the expressions 
for the zero dynamics for both sets of outputs are calculated from which the 
inverse response characteristics of the MIMO CSTR can be defined. But before 
determining the stability characteristics of the CSTR, a remark concerning the 
method of calculating the feasible steady states of the CSTR and of presenting 
all results in this case study will first be introduced. 
8.2 PRESENTATION OF RESULTS FOR THE MIMO CSTR 
The stability characteristics of the CSTR and its inverse response 
characteristics are determined by plotting eigenvalues over the given operating 
ranges of the inputs. However, these eigenvalues will not only be expressed as 
functions of the inputs, FN and Q but also as functions of the outputs, CA, c8 
and T. It is convenient from a graphical point of view to try and keep the 
number of unknowns in any given function at two or less, so that convenient 2- 
D or 3-D plots of these functions can be sketched over the given operating 
range. 
In the previous case study, it was possible to calculate an analytical 
expression for each output as a function of the input only (section 7.2). For this 
MIMO CSTR, determination of an analytical solution for each output, cA, cB and 
T as a function of the inputs, FN and Q only is infeasible due to the presence 
of exponential terms in the ODEs describing the CSTR (eqn. 8.1). Thus, in 
order to plot all eigenvalues as functions of the inputs, FN and Q only, 
numerical solutions of each output were calculated incrementally for the given 
range of inputs using a package written in FORTRAN, whose listing appears in 
appendix K. 
The stability of the MIMO CSTR was determined first employing this 
method. 
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8.3 STABILITY ANALYSIS OF THE MIMO CSTR 
Krasovskii's method (section 4.4.5.3) was initially employed to determine the 
stability of the MIMO CSTR (eqn. 8.1). The matrix, F*, is given for this MIMO 
CSTR as 
C11 C12 C13 
F*= C21 C22 C23 
C31 C32 C33 
where 
F_ 91 C11 = -2 V-2 kl eT 
q1 
C12 -C21=k, e-T 
_q3 4 k3 eT CA 
c13 =c3, = OH, k, e 
T' 
-2OH3k3e 
T 
-k, q, e-11- 
cA 
-k3g3e 
3' 
PCP Cc Cc 
F q2 
C22= -2 -2k2e-T 
c23 = c32 =- 
eH2 k2 
e r2 + k1 4, e T1 
C2 
- k2 42 e T2 
C2 
PCp cc cc 
(8.2) 
c _-2F +2 
[-AH, 
k, 4, e-tl 2 -OH2k2g2e- 
2 c' 
-OH3k3g3e T3 
c2 
2 
. 33 V pCp cc cc cC 
The eigenvalues of the matrix, F *, (eqn. 8.2), e,, e2 and e3 are plotted 
appendix J (figs. J. 1-3) and it can be seen that one of the eigenvalues, e3, 
in 
Is 
positive over the given operating range. Therefore, no conclusion can be 
reached concerning the stability of the CSTR with Krasovskii's method. Thus, 
the model of the CSTR is linearized next in order to determine its stability by 
applying Lyapunov's Linearization Method. 
The linearized model of the MIMO CSTR is given in terms of deviation 
variables as 
CA 0.5xc11 
Cg = C12 
T C'31 
0 
0.5xc22 
AH2 k2 -q2 _ eT pcp 
C'13 CA CAO - CAu 
0 
C'23 c8 + -cg.. U1 +0 U2 
0.5 xcT -csu 
1 
(8.3) 
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The coefficients, c11, c22, c12 and c33 have been previously defined in eqn. (8.2) 
while the other coefficients, c'13, c'23 and c'31 are given as: 
_ 
CA- C13--k, q, e riC2 k3g3e-r' C2 
c Cc 
c' k- T1 
CA 
-k- TZ 
CB 
23=- , q, e2 24'2e 2 cc c2 
c'31 - 
p1Cp 
[_AH1 k1e T' 
-2OH3k3e r CA 
The eigenvalues of the matrix, A, in eqn. (8.3) are the poles of the MIMO 
CSTR, At p2 and p3 and are plotted in appendix J (figs. J. 4-6). All poles of the 
MIMO CSTR are negative over the given operating range, and therefore the 
system is locally stable over the given operating range. It should be noted that 
the pole, p3, is the smallest pole of the system and is therefore the dominant 
pole of the MIMO CSTR. This result will be needed in section 7.5. 
Once the stability characteristics of the MIMO CSTR have been 
established, the expressions of the zero dynamics are calculated in order to 
determine the inverse response characteristics of the system. In the next 
section, it will be shown that the model of the CSTR can be linearized in an 
input-output sense by feedback without requiring any coordinate transformation 
and so the expression of the zero dynamics can be obtained directly from the 
model of the MIMO CSTR (eqn. 8.1) without coordinate transformation. 
8.4 INPUT-OUTPUT LINEARIZATION OF MIMO CSTR 
In the previous case study of the SISO isothermal CSTR (chapter 7), it was 
shown that the model of the CSTR (eqn. 7.1) could be linearized in an input- 
output sense by feedback without requiring any coordinate transformation 
because the original model (eqn. 7.1) contained an ODE describing the 
dynamic response of the output (section 7.4). The same characteristic is 
present in this case study of the MIMO CSTR (eqn. 8.1). By examining the 
model of the MIMO CSTR (eqn. 8.1), it can be seen that the dynamic 
responses of all outputs, CA, cB and cc are described by one of the ODEs of the 
MIMO CSTR. To illustrate the fact that no coordinate transformation is required 
to linearize the model of this MIMO CSTR in an input-output sense by feedback 
for these particular choices of outputs, the input-output linearization technique 
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is applied to the MIMO CSTR when the outputs are selected as y, = cA and 
Y2 = T. 
The model of the MIMO CSTR (eqn. 8.1) is first expressed in the form of 
eqn. (3.1) as 
CA 
kl e T1 cA - k3 e 
T3 CÄ 
A q, q2 
ce = k, eT cA - k2 eT ce T 
_4, _qz L -1 1 
[(-Al-I1)k1e T CA+(-AH2)k2e r 
pCp 
+ (-AH3) k3 eT CÄ 
LYzý 
ýT 
(8.4) 
Then, following the procedure for input-output linearization described 
diagrammatically in fig. 3.2, the relative order must first be calculated. 
STEP 1: 
The model of the MIMO CSTR can be seen to be affine (eqn. 8.4). Also, the 
relative orders are calculated as, r, =1 and r2= 1 over the given operating 
ranges, FN = [60,90] s-1 and Q= [250,320] W. For the first output, y, = cA, the 
relative order is calculated as 
LQL2-1 hl(cA) - [CAO - CA 0] x [0 0] (8.5) 
and the relative order is calculated for the second output, y2 =T as, 
L. L7-1h2(T) = [To -T 1] ý [0 0] (8.6) 
The system will therefore be linearized globally in an input-output sense by 
1CAO - CA 0 + -CB jui+10Iu2 To -T Li] CB 
feedback. 
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STEP 2: 
Step 2 requires that Er, (= 2) new coordinates, ý') and ý2), are set. Then by 
selecting n-r (n -r=3-2 =1) scalar field, tl(cA, c8, T), an invertible 
transformation of coordinates can be obtained of the form: 
ý°) tl(CA, CB, T) t1(CA, Ce, T ) 
-- ------ ------ h, (cA, cB, T) = CA (8.7) 
------ ------ 02' h2 (CA 
, cB , T) T 
The obvious choice for the scalar fields, t, (cA, c8, T), is tl(cA, c8, T) = c8 for 
tl(cA, c8, T) and the outputs, hj(cA, ce, T) to be linearly independent. Therefore, 
the coordinate transformation is given as 
ý0) t, (CA, cB, T) CB 
= h, 
(CA, c8, T) = CA 
(2) h2(cA, ce, T) T 
(8.8) 
Hence, it can be seen that the model of the CSTR (eqn. 8.4) does not 
require any coordinate transformation to linearize it in an input-output sense by 
feedback. Again, this is due to the fact that the dynamic response of both 
outputs, y, = cA and y2 =T are described by two of the ODEs of the model of 
the MIMO CSTR (eqn. 8.4). The same analysis can be applied to the model of 
the MIMO CSTR when the outputs are selected as y, =c8 and y2 =T to show 
that this model will not require any coordinate transformation in order to 
linearize it in an input-output sense by feedback. 
Therefore, with respect to inverse response characteristics, this signifies 
that the expressions of the zero dynamics can be calculated directly from the 
original model of the MIMO CSTR. This is performed in step 4 of the proposed 
methodology for inverse response characteristics (fig. 5.3). 
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8.5 INVERSE RESPONSE CHARACTERISATION OF 
MIMO CSTR WHEN y1(t) = CA AND Y2(t) =T 
STEP 4: 
Step 4 involves calculating the expressions of the zero dynamics. The MIMO 
CSTR is known to contain n-r (n -r=3 -2 = 1) ODE describing the zero 
dynamics. These zero dynamics are obtained by setting the outputs of the 
system equal to some steady state in order to find the definitions of the inputs 
which are substituted into the remaining equations. In this case study of the 
MIMO CSTR, the ODE from which is extracted the expression of the zero 
dynamics is given as: 
dc8 
_F 
(_CB) + k1 e 
Tý 
cA - 
k2 eQT c8 (8.9) dt Vl 
By examining eqn. (8.9), it can be seen that only the definition of the input, 
FN, is required to obtain the zero dynamics as the other input, Q, does not 
appear. Therefore, by setting the outputs equal to some steady state, and in 
particular, y(t) = cAss, the definition of the input, FN, can be found from eqn. 
(8.1) as 
_ 
q, q3 
u, - 
F- 1 [klecA+k3ecc&] 
V CAO - C, 
(8.10) 
Thus, substituting the definition of the input, FN, (eqn. 8.10) into eqn. (8.9) 
gives the expression of the zero dynamics as 
9, 
(8.11) oB = 77i cB + k, e- Tu cA. 
_ Taq, 
q3 q2 
s 
where 77, = Cqp -Cqu 
)(icie 
c,. +k3e 
T- 
CLs, -k2e 
Tu 
It can be seen that the expression of the zero dynamics is given as one 
linear ODE. This is due to the fact that there are no nonlinearities in the model 
of the MIMO CSTR in terms of the state variable, c8. The stability analysis of 
the zero dynamics is therefore straight-forward employing Lyapunov's 
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Linearization Method to determine the global inverse response characteristics 
of the MIMO CSTR (eqn. 8.1). This is done in step 6 of the proposed 
methodology (fig. 5.3). 
STEP 6: 
The coefficient, i, of eqn. (8.11) is plotted (fig. J. 7 in appendix J) over the 
given operating range in order to determine the stability characteristics of the 
zero dynamics. It can be seen from fig. J. 7 that the coefficient, 771, of eqn. (8.11) 
is negative throughout the operating range, and therefore, the MIMO CSTR 
when the outputs are selected as y, = cA and y2 =T is globally stable. 
8.6 INVERSE RESPONSE CHARACTERISATION OF 
MIMO CSTR WHEN yl(t) = cB AND y2(t) =T 
STEP 4: 
As in the case when the outputs are selected as y, = cA and y2 = T, the MIMO 
CSTR with the outputs, y, =c8 and y2 = T, contains n-r (n -r=3-2 =1) ODE 
describing the zero dynamics. The ODE from which is extracted the expression 
for the zero dynamics is given as: 
_ 
q1 q3 d_F (CAO 
- CA) 
k, eT CA k3 eTc 
dtV 
(8.12) 
As in the previous case, it can be seen from eqn. (8.12) that only the 
definition of the input, FN, is required to obtain the zero dynamics. Therefore, 
by setting the outputs equal to some steady state, and in particular, y(t) = cBss, 
the definition of the input, F/V, can be found from eqn. (8.1) as 
u, =F= 
1 
k, eT-cA_k2eT. cau 
c8., 
(8.13) 
Thus substituting the definition of the input, FN, (eqn. 8.13) into eqn. (8.12) 
gives the expression of the zero dynamics as: 
9,4z 9i qa 
C_ 
(CAO 
- CA k, er- CA _ k2 eru Ceu k, eru cA _ k3 er- CA (8.14) cass 
( 
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The expression for the zero dynamics is described by one nonlinear ODE. 
Krasovskii's method is applied in step 5 in order to determine the global 
stability characteristics of the zero dynamics. 
STEP 5: 
As the expression of the zero dynamics are given as one nonlinear ODE, 
applying Krasovskii's method to the zero dynamics is equivalent to linearizing 
them since calculating the Jacobian matrix of one nonlinear ODE linearizes the 
ODE at some steady state. Therefore, the matrix, F*, or the coefficient of the 
linearized zero dynamics, ii2 is 
*= 
Tý 
-T 
kl CAo Tu 
- 
Tu Tu 
CAu 
2xF- 172 =-k, e+ k2 e+ce2 k3 e cA3, -2k, e CB SS u 
(8.15) 
Plotting the coefficient, ii2, over the given operating range (fig. J. 8 in 
appendix J) shows that the coefficient, q2, is positive over the given operating 
range and thus, the MIMO CSTR with the outputs selected as yj =c,, and 
y2 =T is affected by inverse response throughout the operating range. The 
effect of this inverse response on the outputs of the MIMO CSTR throughout 
the operating range will be quantified next, along with the analysis of which 
output is most affected by the inverse response. 
STEP 7: 
The dominant pole of the MIMO CSTR was previously determined in section 
8.3 as p3 (fig. J. 6 in appendix J). It is very difficult to combine two 3-D plots and 
produce one clear and easily readable 3-D plot. For this reason, the common 
plot of the magnitude of the RHP zero and of the dominant pole over the 
operating range will not be produced, and quantifying the effect of the inverse 
response over the given operating range will be done instead on basis of the 
separate plots of the magnitude of the RHP zero, 12 i and of the 
dominant pole, 
p3, over the operating range (figs. J. 8 and J. 6 respectively). 
From both these plots, it can be seen that inverse response becomes more 
important as F/V --> 90 s-', since the magnitude of the dominant pole is greater 
than that of the RHP zero as the output, FN increases to 90 s-1. It is important 
to notice that a change in the output, Q, has little effect on the magnitude of 
Chapter 8- Case study 3: A MIMO nonlinear CSTR 118 
both the RHP zero, 172 i and of the dominant pole, p3, over its operating range. 
It can therefore be concluded that it will be step changes in the output, FN, 
which will cause all inverse response in the MIMO CSTR. 
For MIMO system, it is also important to determine which output is most 
affected by the inverse response. This quantification of the effect of the inverse 
response on the outputs of the system is performed employing the zero 
directions (section 2.2.3.2). A sample calculation of the zero directions is given 
at the steady state condition F/V = 60 s-' and Q= 250 W. A plot of the zero 
directions over the given operating range is shown in fig. J. 9 of appendix J. 
Initially, the transfer function matrix, G(s), has to be determined by 
linearizing the nonlinear model of the MIMO CSTR for both inputs and outputs. 
For this MIMO CSTR the transfer function matrix, G(s), is given at the steady 
state condition FN = 60 s-' and Q= 250 kJ as 
G(S) = 
YES) 
= 
911 912 (8.16) 
U (S) 9i, 92z 
-1.2482 (s + 971.931)(s -178.905) where g _ (s + 56.711 s+ 196.972 s+ 248.745 
1.853 (s - 214.694) g12 (s + 56.71 1s + 196.972)(S + 248.745 
-502.469 
(s + 179.317)(s + 200.778) 
g21 (s + 56.71 1s + 196.972)(s + 248.745 
- 
(s + 172.563)(s + 199.874) 
922 ts + 56.71 1s + 196.972)(s + 248.745 
Calculating the zero directions involves finding a vector A, (A, # 0) 
satisfying A, G(z, ) where z, is the RHPT zero of the matrix, G(s). In the case of 
the MIMO CSTR, by inverting the matrix, G(s), it can be confirmed that the 
RHPT zero of the system is given as 172 = 83.020 (eqn. 8.15). Hence, 
substituting this zero into the matrix, G(s) (eqn. 8.16) to find the zero directions 
gives: 
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9.728 x 10-3 ýý' 22 
-2.882 
-1.880 x 10-5 =0 5.570x10-3 (8.17) 
Assume that the vector, A, = 1, then the vector, 22 = 3.375 x 10-3. This 
signifies that the first output, y, =c8 is far more affected by inverse response 
than the second output, y2 =T as /1, » 22 at the operating condition 
F/V = 60 s-' and Q= 250 U. A plot of the zero directions over the whole 
operating range shows that the same conclusion can be reached throughout 
the range, i. e. that the output, y, =c8, is the only output affected by inverse 
response (fig. J. 9 in appendix J). 
Dynamic simulations confirm that the MIMO non-isothermal CSTR with the 
outputs selected as y, = CA and y2 =T is not affected by inverse response. 
Dynamic simulations also show that the MIMO non-isothermal CSTR with 
outputs y, =c6 and y2 =T exhibits inverse response behaviour, and as 
expected from the calculation of the zero directions, only the output, y, =c8 , is 
affected by inverse response. All these dynamic simulations can be found as 
figs. J. 10 - J. 14 in appendix J. 
8.7 CONCLUSION 
This third case study illustrated the potential of the methodology to determine 
inverse response characteristics of MIMO nonlinear systems. When the outputs 
of the CSTR were selected as y, = cA and y2 = T, the method established that 
this model is not affected by inverse response over the given operating range. 
The expression of the zero dynamics was given as one linear ODE, and 
therefore, the inverse response characteristics of the MIMO CSTR were 
determined directly in the nonlinear setting, without requiring linearization of 
the zero dynamics or of the nonlinear model of the system. 
When the outputs were selected as y, =c8 and y2 = T, the method 
determined that this model was affected by inverse response over the 
operating range, and its effect on the different outputs of the CSTR were 
quantified with the zero directions. 
The main problem raised in this case study is the difficulty of graphically 
representing in a clear manner the eigenvalues and coefficients calculated for 
large systems or systems with nonlinearities such as exponential terms. In this 
case study, the problem was solved by numerically calculating the eigenvalues 
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and coefficients of the MIMO CSTR and plotting them as functions of the 
inputs, FN and Q only in 3-D plots. However, each system has different 
characteristics and so a single direct procedure can not be easily described for 
simple graphical representation of the eigenvalues and coefficients of any 
given nonlinear system calculated. This difficulty of clear graphical 
representation will be addressed again in the section entitled 'future work' in 
chapter 9 (section 9.1). 
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CHAPTER 9- CONCLUSIONS AND FUTURE WORK 
The study of nonlinear systems in process control has developed from the need 
to gain a better understanding of the effect of nonlinearities in processes. 
However, the issue of controllability has not yet been addressed in the 
nonlinear setting. This project forms the first step towards the development of a 
complete framework for controllability assessment of nonlinear systems. This 
project presents a methodology for characterisation of inverse response 
applicable to all SISO and MIMO affine nonlinear systems. At present, this 
proposed methodology can be employed along with the techniques previously 
developed for assessing the effect of time delays and plant-model mismatch on 
the process in the linear setting (e. g. Holt & Morari, 1985 a; Perkins & Wong, 
1985; Arkun, 1986). Once these issues of assessing the effect of time delays 
and plant-model mismatch on the process has been addressed in the nonlinear 
setting, they will form a complete methodology for controllability assessment of 
nonlinear systems. 
The proposed methodology can be divided into three major steps. The first 
step involves calculating the expression of the zero dynamics. The zero 
dynamics are equivalent to the zeros in the linear setting and the stability 
characteristics of the nonlinear zero dynamics determine the inverse response 
characteristics of the original nonlinear system (Slotine and Li, 1991). The 
relative order of the system is initially calculated to define how many 
expressions of zero dynamics the system will contain. Then the coordinates of 
the original system may be transformed employing the input-output linearization 
technique (Isidori, 1989) so that the expression of the zero dynamics can be 
defined. 
The second major step involves applying Lyapunov's Second Method, and 
in particular Krasovskii's method, to the nonlinear expression of the zero 
dynamics in order to determine whether the zero dynamics are stable. When 
Krasovskii's method defines a suitable Lyapunov function which determines 
that the zero dynamics are stable, the original nonlinear system is known not to 
be affected by inverse response. However, the major drawback of Lyapunov's 
Second Method resides in finding a suitable Lyapunov function. Krasovskii's 
method may suggest an suitable Lyapunov function which determines that the 
zero dynamics are stable, but it will never be able to establish that the zero 
dynamics are unstable. Therefore when no suitable Lyapunov function is found, 
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the nonlinear expression of the zero dynamics has to be linearized and its 
stability analysed in the linear setting. 
The third and final major step of this proposed methodology deals with 
studying the stability characteristics of the linear expression of the zero 
dynamics by applying Lyapunov's Linearization Method. When the zero 
dynamics are determined to be unstable, the original system is known to be 
affected by inverse response, and its effect on the system is quantified by 
comparing the magnitude of the RHP zero with that of the dominant pole of the 
system. In addition, for MIMO systems, the effect of the inverse response on 
the various outputs of the system is quantified with the zero directions (Morari 
et al, 1987). 
The proposed methodology was applied to two examples of SISO systems, 
an industrial evaporator and an isothermal CSTR, and to an example of a 
MIMO non-isothermal CSTR. Throughout these case studies, the proposed 
methodology identified which system set-up was not affected by inverse 
response. Also, when a given system was affected by inverse response, its 
effect on the response of the nonlinear system was quantified over the given 
operating range. 
The proposed methodology was successful in identifying inverse response 
and quantifying its effect on the SISO and MIMO affine nonlinear systems 
presented in the case studies. However, further developments are required 
which would improve or widen the applicability of the proposed methodology. 
The next section identifies some of the possible ideas for future developments 
which have arisen from this project. 
9.1 FUTURE WORK 
To start off in the general context of controllability assessment of nonlinear 
systems, this project only addressed one aspect of controllability assessment, 
inverse response. Therefore, to develop a complete framework for 
controllability assessment of nonlinear systems, the issues of time delays and 
plant-model mismatch still have to be addressed. 
More specifically concerning inverse response characterisation, the first 
limitation of this proposed methodology is the fact that it can only deal with 
affine nonlinear systems. This is due to the fact that the coordinates of the 
original system have to be transformed with the input-output linearization 
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technique (Isidori, 1989) in order to extract the zero dynamics and this 
transformation can only be done with an affine nonlinear system. Future work 
could investigate the possibility of developing novel techniques to determine 
the zero dynamics of non-affine nonlinear systems, which would widen the 
applicability of the proposed methodology for inverse response 
characterisation. 
The other main limitation of the proposed methodology resides in finding a 
suitable Lyapunov function to determine the stability characteristics of 
nonlinear systems. In this project, Krasovskii's method was employed solely to 
find a suitable Lyapunov function of nonlinear systems. The phase-plane 
analysis was not employed because it is restricted to first- and second-order 
systems due to the graphical representation requirements (section 4.4.4). 
Although all expressions for the zero dynamics throughout the three case 
studies were in fact first- and second-order systems, the author believes that it 
is important to design the methodology to be as widely applicable as possible. 
Therefore Krasovskii's method was selected to determine the stability 
characteristics of all types of expressions for the zero dynamics so that this 
proposed methodology can be applied in the future to large-scale processes. 
Another possibility to extend the applicability of Lyapunov's Second Method 
would be to identify in the literature a novel and practical methodology of 
determining suitable Lyapunov functions which could characterise stable and 
unstable nonlinear systems. However, this is less likely to occur as many 
mathematical papers have been published on the theme of defining suitable 
Lyapunov functions but without any significant results. 
Finally, the proposed methodology for inverse response characterisation 
has been applied in this project to single unit operations. This methodology has 
to be tested on large scale interconnecting processes to measure the scope of 
its applicability. It was seen in the case study of the MIMO non-isothermal 
CSTR that clear graphical representation of the eigenvalues and coefficients 
required to determine the stability characteristics of the original system and of 
its zero dynamics becomes more difficult for larger systems and for systems 
with nonlinearities such as exponential terms. Future work should develop a 
structured procedure which would determine the best graphical procedure 
available for a given nonlinear system. The applicability of the proposed 
methodology to large interconnecting systems will only be successful if clear 
graphs are produced to show the distinctive features of the eigenvalues and 
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coefficients of the 
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system and its zero dynamics over the given operating 
range. 
Nomenclature 
NOMENCLATURE 
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a, a, constant coefficient 
A Jacobian matrix defined in eqn. (4.28) 
Ar overhead drum area defined in case study 1, [m2] 
b, b, constant coefficient 
B exiting concentrate flow defined in case study 1, [m3 s-1 ] 
c constant coefficient 
CA, c8, CC concentration of component A, B, and C respectively defined in 
case studies 2&3, [mol m-3] 
cAO initial concentration of component A defined in case studies 2& 
3, [mol m-3] 
Cp heat capacity of reacting mixture defined in case study 3, [kJ 
kg-1 o K-1] 
C controller defined in IMC structure (fig. 2.5) 
d constant coefficient 
d dead time, [s] 
d disturbances expressed in Laplace domain (figs. 2.4 & 2.5) 
d constant coefficient 
e,, e2, e3 eigenvalues defined in case studies 2&3, [] 
f(t) undetermined function in the time domain 
f(x) vector function of nonlinear SISO and MIMO systems 
F volumetric flowrate defined in case studies 2&3, [m3 s-1 ] 
F(x) Jacobian matrix of system defined in eqn. (4.38) 
F*(x) sum of F(x) and its transpose defined in eqn. (4.40) 
g(s) transfer function describing SISO linear system 
g(x) vector function of nonlinear SISO system 
g, (x) vector functions of nonlinear MIMO system 
gf transfer function between the ith output and the fth input 
G(s) transfer function describing MIMO linear system 
G plant defined in IMC structure (fig. 2.5) 
G plant model defined in IMC structure (fig. 2.5) 
G, new controller defined in IMC structure (fig. 2.5) 
non-invertible part of G defined in IMC structure (fig. 2.5) 
invertible part of G defined in IMC structure (fig. 2.5) 
h, h(t) level in overhead drum defined in case study 1, [m] 
h(x) scalar function of nonlinear SISO system 
h, (x) scalar function of nonlinear MIMO system 
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OH1, OH2, OH3 heats of reaction defined in case study 3, [kJ kmol-1 ] 
nxn identity matrix 
k(G (s)) condition number defined in eqn. (2.10) 
k,, k2 constant coefficients defined in eqn. (4.35) 
k,, k2k3, k4, k5 rate constants defined in case studies 2&3, [s-1], [m3 mol-1 
s-1 ] and [mol m-3] respectively 
K1, K2 gains of the model composed of two opposing first-order 
systems (fig. 2.1) 
K1, K2, K3 gains defined in case study 1, [s m-3], [° K-1 ] and [m2 kN-1 ] 
respectively 
1(w) radius of the sphere defined in eqn. (2.10) 
LO multiplicative uncertainty 
Lt volumetric flow rate defined in case study 1, [m3 s-1 ] 
m number of inputs/outputs contained in system 
n number of state variables contained in system 
p, poles of linear systems 
Pst steam feed pressure defined in case study 1, [kN m-2] 
q,, q2, q3 activation energy divided by ideal gas constant defined in case 
study 3, [0 K-1 ] 
Q heat input into non-isothermal CSTR defined in case study 3, 
[kJ] 
r relative order of SISO system 
r, relative order associated with ith output of MIMO system 
s Laplace domain variable 
Sr sphere of radius r defined in sections 4.4.2.1 & 4.4.2.2 
SR sphere of radius R defined in sections 4.4.2.1 & 4.4.2.2 
t time, [s] 
t, (x) scalar fields employed in input-output linearization by feedback 
technique 
T temperature of CSTR defined in case study 3, [° K] 
To initial temperature of CSTR defined in case study 3, [° K] 
Tin feed temperature defined in case study 1, [° K] 
u(t), u manipulated input in time domain 
u(s) manipulated input expressed in the Laplace domain 
u, (s) ith input expressed in the Laplace domain 
u,, U1 (t) ith input expressed in the time domain 
U(S) manipulated input expressed in the Laplace domain in terms of 
deviation variables 
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UG superficial vapour velocity defined in case study 1, [m s-1 ] 
V volume of CSTR defined in case studies 2&3, [m3] 
V(x) Lyapunov functions 
VL volume of liquid in overhead drum defined in case study 1, [m3] 
VG volume of vapour in overhead drum defined in case study 1, [m3] 
v external reference input defined in eqns. (3.9) & (3.19) 
x0, x* equilibrium point of SISO and MIMO systems 
x1, x2,... , x state variables of SISO and MIMO, linear and nonlinear systems 
x,, x2,... , xn state variables of SISO and MIMO linear systems in terms of 
deviation variables 
X ratio of volumetric vapour fraction exiting the tubes and entering 
the overhead drum defined in case study 1, [] 
ysP output expressed at its set point 
ySS steady state value of the original process output 
y(s) output expressed in Laplace domain 
Y, (S) ith output expressed in the Laplace domain 
y,, y, (t) ith output expressed in the time domain 
y (s) output expressed in terms of deviation variable 
y(t), y output expressed in time domain 
z, zeros of linear systems 
z, new coordinates of system linearized in an input-output sense by 
feedback 
Greek letters 
a(x) function defined in nonlinear state feedback control law (eqn. 
3.9) 
ß(x) function defined in nonlinear state feedback control law (eqn. 
3.9) 
K(x) matrix defined in nonlinear state feedback control law (eqn. 3.9) 
771 772 coefficients defined in case studies 2&3, [] 
ý, 1 22 solutions of 
the characteristic equation, eqn. (4.36) 
zero directions defined in case study 3, [] 
direction of the zero, z, (also known as zero direction) 
0 coordinate transformation operator 
p density of reacting mixture defined in case study 3, [kg m-3] 
PL, PG density of liquid and vapour respectively defined in case study 1, 
[kg m-3] 
Nomenclature 128 
T,, z2 time constants of the model composed of two opposing first- 
order systems (fig. 2.1) 
w frequency, [s-1] 
w(s) matrix defined in nonlinear state feedback control law (eqn. 3.9) 
KI defined region in nonlinear setting 
state variables in new coordinates of system linearized in an 
input-output sense by feedback 
disturbance state variable in new coordinates of system 
linearized in an input-output sense by feedback 
Other symbols 
Lfh, Lie derivative of scalar function h, with respect to vector function 
f 
L; h, kth order Lie derivative of scalar function h, with respect to 
vector function f 
R" n-dimensional Euclidean space 
VV gradient of scalar function, V(x) 
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APPENDIX A- LISTING OF MATHEMATICA 
PROGRAM, "INSTRUCTIONS" 
(* In this package, the system whose inverse response characteristics are to be 
determined is defined. Also, remarks concerning Mathematica and its use to 
establish inverse response characteristics of nonlinear systems are presented. 
All Mathematica packages presented in these appendices are stored in the 
editor of the IBM RISC 6000 Workstation (the vi editor), and called into the 
Mathematica framework employing the command '« file name'. The bracket 
and star, (* and *), at the beginning and end of text represents the start and end 
of comments in the Mathematica framework. To enhance the readability of the 
appendices, all lines of commands will be typed in bold, although they appear 
as regular characters in Mathematica. All packages presented in these 
appendices (appendices A- F) have been written to assist the user in 
determining the inverse response characteristics of MIMO affine nonlinear 
systems. These packages can therefore also be employed for SISO nonlinear 
systems or for SISO and MIMO linear systems. 
Initially, the system whose inverse response characteristics are to be 
established must be defined. This is done in this package entitled 'instructions'. 
The system must be expressed in the matrix form of eqn. (3.1), and the number 
of inputs/outputs and of state variables must be given. The system taken to 
illustrate the layout of this package is from the third case study of the MIMO 
CSTR (chapter 8), when the outputs are selected as y, (t) = ce and y2(t) = T. 
The state variables in this Mathematica program are x[l] for cA, x[2] for c8 and 
x[3] for T. 
First of all, the number of state variables, i, is introduced*) 
i=3 
(* and the number of inputs/outputs of the system, n, is given as*) 
n=2 
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(* All elements of the matrices, f(x), g(x) and h(x) are presented next. Referring 
to eqn. (8.1), the various elements of the matrix, f(x), are defined as functions 
of the state variables, x[1], x[2] and x[3] as follows: *) 
f[1] = (f/v) (cao-xl[t]) - kl Exp[-ql/x3[t]] xl[t] - 
k3 Exp[-q3/x3[t]] xl [t]"2, 
f[2] = (f/v) (-x2[t]) + kl Exp[-ql/x3[t]] xl [t] - k2 Exp[-g2/x3[t]] x2[t], 
f[3] =(f/v) (to-x3[t]) + (1/(rho cp)) (((-dhl) kl Exp[-ql/x3[t]] xl [t]) + 
((-dh2) k2 Exp[-g2/x3[t]] x2[t]) + ((-dh3) k3 Exp[-q3/x3[t]] xl [t]"2)) + q, 
(* The matrix, g(x), will be a2 x3 matrix (2 inputs/outputs, 3 state variables). 
The first figure of the square bracket will indicate the subscript of the input, 
while the second figure will determine the state variable it is referring to. In the 
case of the MIMO CSTR (eqn. 8.1), the elements of the matrix, g(x), are given 
as: *) 
g[1,1] = cao - x[1] 
g(1,2] =- x[2] 
g[1,3] = to - x[3] 
g[2,1] =0 
g[2,2] =0 
g[2,3] =1 
(* The matrix, h(x), is defined as a function of the state variables, x[1], x[2] and 
x[3] as: *) 
h[1] = x[2] 
h[2] = x[3] 
(* All parameters of the system can now be recorded. It is important to note that 
no function or parameter of the system can be given an initial capital letter, 
since only the names of built-in Mathematics functions can begin with capital 
letters. For this CSTR, the parameters are assumed to equal: *) 
q1 = 10A4 
k1 = 2.5 10^10 
q2=1.21O"4 
k2 = 2.65 1 O"12 
q3=8 JOA3 
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k3=910"7 
cao = 10 
dhl = 10^4 
dh2 = 1.2 10^4 
dh3 =3 10A4 
rho = 900 
cp=5 
to = 530 
v=1 
f=50 
q=200 
(* The original system has therefore been fully defined. The next step involves 
calculating the relative orders associated with the outputs and is described in 
the next file entitled 'step1'. *) 
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APPENDIX B- LISTING OF MATHEMATICA 
PROGRAM, "STEPI" 
(* In this package entitled 'step1', the relative orders associated with all outputs 
of the system defined in the file 'instructions' are calculated. The procedure of 
calculating the relative orders is divided into a series of sequential steps 
commented throughout. The first part of this package calculates the lie algebra 
of all outputs, h, (x), for the relative order, r=1. A matrix entitled charactmatrix 
is then constructed with the lie algebra of all outputs for the relative order, r=1 
and its rank is determined to test whether any row of this matrix is entirely 
equal to zero. If any row of the matrix is uniquely equal to zero, the relative 
order associated with this particular row is greater than one and the next part 
calculates its lie algebra for a relative order, r=2. The procedure is repeated 
until the correct relative orders associated with all outputs are found. 
The first part is described next. The partial differential of the output, h, (x), 
as a function of the state variables is calculated initially. This result is then 
substituted into the formula of the lie algebra described in eqn (3.3) as 
follows: *) 
Do[Do[dy[j, k] = D[h[k], xo]], {j, 1, n}], (k, 1, i)] 
Do[Iiealgebra[I, k] = Sum[g[k, j] dy[j, l], {j, 1, n}], (I, 1, i), (k, 1, i)] 
(* The matrix, charactmatrix, is then constructed and its rank calculated. The 
following If statement is constructed as follows: If[p, then, else] gives then if the 
statement p is true, and else if the statement p is false. In this package, if the 
rank of the matrix, charactmatrix is equal to the number of inputs/outputs, then 
the relative orders associated with the outputs of the system are all equal to 
one. Otherwise the rows of the matrix, charactmatrix, which are entirely equal 
to zero are identified and their relative order are set equal to two. *) 
charactmatrix = Array[Iiealgebra, {i, i}] 
If[Length[NullSpace[charactmatrix]] == 0, 
Do[r[k] = 1, {k, 1, i}], 
Do[If[Sum[(Iiealgebra[k, j] Iiealgebra[k, j])"2, {j, 1, i}] == 0, 
r[k] = 2, 
r[k] =l ]v {k, 1, i}]] 
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(* In this second part, the lie algebra of the outputs, h, (x), whose relative 
orders were found not to equal one are calculated for the relative order, r=2, 
as follows: *) 
Do[dfdy[k] = Sum[f[j] dy[j, k], {j, 1, n}], {k, 1, i}] 
Do[Do[ddfdya, k] = D[dfdy[k], x[j]], {j, 1, n}], {k, 1, i}] 
Do [If [r[k] = 2, 
Do[Iiealgebra[k, I] = Sum[g[I, j] ddfdy[j, k], {j, 1, n}], {I, 1, i}], 
Continue[ ]], {k, 1, i}]] 
(* The matrix, charactmatrix, is updated with the new definitions of the lie 
algebra, and its rank calculated. If any row of this matrix charactmatrix are 
again entirely equal to zero, the positions of the zero rows are identified in the 
matrix, and the relative orders associated with the zero row are set equal to 
three. *) 
charactmatrix = Array[Iiealgebra, {i, i}] 
If[Length [N uII Space [ch aractmatri x]] == 0, 
Continue[ ], 
Do[If[Sum[(Iiealgebra[k, j] Iiealgebra[k, j])^2, {j, 1, n}] == 0, 
r[k] = 3, 
r[k] = 2], {k, 1, i}]] 
(* If one of the relative orders is equal to three, the lie algebra of this output is 
calculated next. *) 
Do[diff2dfdy[k] = Sum[ddfdy(j, k] f[j], {j, 1, n}], {k, 1, i}] 
Do[Do[d2dfdy[j, k] = D[diff2dfdy[k], xV]], {j, 1, n}], {k, 1, i}] 
Do [If [r[k] == 3, 
Do[Iiealgebra[k, I] = Sum[g[I, j] d2dfdy[j, k], {j, 1, n}], (1,1,1)], 
Continue[]], {k, 1, i}] 
(* The matrix, charactmatrix, is once again updated, and its rank calculated. As 
systems with relative orders greater than 3 are uncommon, an error message 
appears if one of the row of the matrix, charactmatrix, is entirely equal to zero, 
inviting the user either to review the definition of his/her original system or to 
determine whether the relative order is being calculated at a singular point of 
the system. *) 
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charactmatrix = Array[liealgebra, {i, i}] 
If[Length[NulI Space[charactmatrix]] == 0, 
Continue[ ], 
Printr'The relative order of one of the outputs is greater than 3. 
Systems with such relative orders are uncommon. A error in 
describing the original system, or, calculating the relative order at a 
singular point of the system, may lead to this particular solution. 
Please check your system again ! "]] 
(* Therefore, the relative orders associated with all outputs of the system have 
been determined. Following the procedure for inverse response 
characterisation (fig. 5.1), the next step consists of defining the new 
coordinates, which is presented in the next file entitled 'step2&3' (appendix 
C). *) 
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APPENDIX C- LISTING OF MATHEMATICA 
PROGRAM, "STEP2&3" 
(* This section deals with transforming the original system described in the file 
'instructions' into new coordinates. Once the relative order vector, r, has been 
defined for the system employing the package listed in appendix B, the first r 
elements of the coordinate transformation can be selected. Then, if the sum of 
the relative orders, r,, is less than the number of state variables, n, the system 
contains n-r, zero dynamics and it is possible to select n-r, scalar 
fields, t(i), for their linear independence (section 3.6). 
Initially the first r elements of the coordinate transformation are selected. 
Following the procedure of coordinate transformation of MIMO nonlinear 
systems described in section 3.6, eqn. (3.22) is transposed into the 
Mathematica framework as follows: *) 
Do [If (r[k] == 1, 
z[k, 1 ]= h[k], 
Continue[fl, {k, 1, i}] 
Do[If(r[k] == 2, 
z[k, 1] = h[k]; z[k, 2] = Sum[f[j] dy[j, k], {j, 1, n}], 
Continue[ ]], {k, 1, i}] 
Do[If[r[k] == 3, 
z[k, 1] = h[k]; z[k, 2] = Sum[f[j] dy[j, k], {j, 1, n}]; 
z[k, 3] = Sum[f[I] D[z[k, 2], X[I]], {I, 1, n}], 
Continue[ ]], {k, 1, i}] 
(* The package indicates at this point how many expressions of zero dynamics 
are to be extracted from the original system defined in the file 'instructions'. *) 
If[n - Sum[r[k], {k, 1, i}] == Or 
Print[ " The system in new coordinates does not contain any 
expressions of zero dynamics, and will therefore not be affected by 
inverse response. The ODEs describing the system in the new 
coordinates will be given next. "], 
Continue[ ]] 
If[n > Sum[r[k], {k, 1, i}], 
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Print[ " The system in new coordinates will contain ", n- 
Sum[r[k], {k, 1, i}], " expressions of zero dynamics. The scalar fields, 
t(i), will be selected next. "], 
Continue[ ]] 
If[n < Sum[r[k], {k, 1, i}], 
Print[ " The sum of the relative orders of the system is greater than 
the number of state variables, which is unfeasible. Please check your 
original system again I "], 
Continue[ ]] 
* When the system does contain n-Ir, zero dynamics, n-Zr scalar fields, 
t(i) are to be selected. Because of the iterative aspect of this part of the 
procedure, the package will list the normal form of the system without 
suggesting any function for the scalar fields, t(i), so that the user can select an 
appropriate choice for t(i). The choices of t(i) are to be typed directly into this 
file 'step2&3'. Setting up the normal form of the system is done as follows: *) 
lf[n > Sum[r[k], {k, 1, i}], 
Do[z[O, j] = t[j], {j, 1, n - Sum[r[k], {k, 1, i}]; 
zeros = Table[z[O, j], {j, 1, n - Sum[r[k], {k, 1, i}]; 
Do[others[k] = Table[z[k, j], {j, 1, r[k]}], {k, 1, i)]; 
Print[ " The new coordinates of the system are given as: "]; 
Print[TableForm [{zeros, Table[others[k], (k, 1, i)]), 
TableDirections -> (Column, Column, Column)]]; 
Print[ " Select an appropriate choice for the scalar fields, t[i], and 
check linear independence. "]; 
(* The scalar fields, t(i), are defined in the next lines. In the case study of the 
MIMO CSTR, the scalar field, t(i) is set as t(i) = cA *) 
t[1] = x[1]; 
Do[Print[ " The scalar field, t(", j, ") is given as t(", j, ") 
{j, 1, n - Sum[r[k], {k, 1, i}], 
Continue[ ]] 
(* Once the normal form of the system is determined, the original system can 
be described in new coordinates, and the zero dynamics extracted. This is 
done in the file entitled 'step4', listed in appendix D. *) 
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APPENDIX D- LISTING OF MATHEMATICA 
PROGRAM, "STEP4" 
(* This package describes the original system defined in the file 'instructions' in 
the new coordinates, determined in the file entitled 'step2&3'. The matrices, 
F(i), G(i), C(i) and W(i) (eqn. 3.25 in section 3.6) are determined and this 
package will indicate from which set of ODEs the zero dynamics are to be 
extracted. 
Initially, the matrices, F(i), G(i), C(i) and W(i) are calculated. Referring to 
eqn. (3.25) in section 3.6, these matrices can be determined in the 
Mathematica framework as follows. 
The matrix, F(i), in the Mathematica framework, fzj/], is given as: *) 
Do[fz[j] = Sum[f[I] D[t[j], x[I]], {I, 1, n}], {j, 1, n - Sum[r[k], {k, 1, i}])] 
(* The matrix, G(i), is described in the Mathematica framework as gz[p, j]: *) 
Do[gz[p, j] = Sum[g[p, I] D[t[j], x[I]], {I, 1, n}], {p, 1, i}, {j, 1, n - Sum[r[k], {k, 1, i}]}] 
(* The matrix, C(i), has been calculated in the file 'stepl' as the function 
liealgebra, and therefore can be transposed directly as cz[1, k]: *) 
Do[cz[k, I] = Iiealgebra[I, k], (1,1,1), (k, 1, i)] 
(* The matrix, W(i), is a function of the relative order, r, and is calculated as 
wz[k] for the three possible cases of the relative orders, r=1, r=2 and r=3 
as: *) 
Do [If [r[k] == 1, 
wz[k] = Sum[f[j] D[h[k], xU]], {I, 1, n}], 
Continue[]], {k, 1, i}] 
Do [If [r[k] == 2, 
wz[k] = Sum[f[I] D[Sum[f[j] D[h[k], xU]], {j, 1, n}], x[I]], {I, 1, n}], 
Continue[]], {k, 1, i}] 
Do[If[r[k] == 3, 
wz[k] = Sum[f[p] D[Sum[f[I] D[Sum[f[] D[h[kl, xV]], {1,1, n}], x[I]], 
{I, 1, n}], x[s]], {s, 1, n}], 
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Continue[ ]], (k, 1, i)] 
(* The subsystem of ODEs from which the zero dynamics are extracted is 
presented next. *) 
Print[ " "] 
If[n > Sum[r[k], {k, 1, i}], 
Print[ " These are the ODEs from which the zero dynamics are 
extracted: "], 
Continue[ ]] 
If[n > Sum[r[k], {k, 1, i}], 
Do[Print[ "d", t[j], "/dt = ", zerodynamics[j]], 0,1, n - Sum[r[k], {k, 1, i}]}], 
Continue[ ]] 
(* The remaining equations, representing the dynamic responses of the 
output(s) of the system, are presented next, from which the definitions of the 
input(s) are calculated and substituted into the previous equation(s) to obtain 
the zero dynamics. Due to the iterative character of this procedure, the user is 
left to establish the definitions of the input(s), and calculate the expressions of 
the zero dynamics. *) 
Print[" "] 
lf[n > Sum[r[k], {k, 1, i}], 
Print[ " These are the remaining equations, from which the 
definitions of the input(s) are to be calculated and substituted into 
the previous equations in order to obtain the expression of the zero 
dynamics. 
Continue[ ]] 
Do[Printr'd", others[k], "/dt = ", remaining[k]], {k, 1, i}] 
The user must then determine whether the zero dynamics are given as 
nonlinear ODEs. If so, the expression of the zero dynamics must be typed into 
the next file entitled 'step5' by the user so that Krasovskii's method can be 
applied to these nonlinear zero dynamics in order to determine their stability 
characteristics. *) 
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APPENDIX E- LISTING OF MATHEMATICA 
PROGRAM, "STEPS" 
(* In this package, Krasovskii's method is applied to the nonlinear expressions 
of the zero dynamics in order to determine their stability characteristics. The 
first part of this package defines the expressions of the zero dynamics which 
have been established in the previous file entitled 'step4'. 
The zero dynamics must be expressed in terms of the state variables 
representing the zero dynamics, zero[1], zero[2],..., zero[n -jr, J in the 
following form: *) 
zerodynamics[1] = functionl [zero[1], zero[2], ..., zero[n - Sum[r[k], {k, 1, i}]]] 
zerodynamics[2] = function2[zero[1], zero[2], ..., zero[n - Sum[r[k], {k, 1, i}]]] 
as. 
zerodynamics[n - Sum[r[k], {k, 1, i}]] = 
functionn-ri[zero[1], zero[2], ..., zero[n - Sum[r[k], {k, 1, i}]]] 
(* The Jacobian matrix of the system constituted of the expressions of the zero 
dynamics is determined next. The matrix, F(x), given in eqn. (4.40) is 
represented in the Mathematica framework as the matrix, m as follows: *) 
Do[Do[a[j, k] = D[zerodynamics[j], zero[k]], {k, 1, n - Sum[r[k], {k, 1, i}]}], 
{j, 1, n - Sum[r[k], {k, 1, i}] 
m= Array[a, {n - Sum[r[k], {k, 1, i}], n- Sum[r[k], {k, 1, i}]}] 
(* Then, the matrix, F*(x), (eqn. 7.10) is determined as fstar. *) 
fstar =m+ Transpose[m] 
(* The eigenvalues of the matrix, F*(x), are calculated and stored in the 
Mathematica package as e[1 ], e[2], ..., ein - r, J. *) 
Do[e[j] = Eigenvalues[fstar] [[j]], {j, 1, n - Sum[r[k], {k, 1, i}]}] 
(* These eigenvalues can be plotted in the Mathematica framework with the 
following command: *) 
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Plot[Evaluate[e[j]], range]] 
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When all eigenvalues, e[1J, e[2], ..., ein -jr, ], are negative definite over 
the operating range, the original system defined in 'instructions' is not subject 
to inverse response. If one of the eigenvalues is positive definite over the 
operating range, no conclusion can be made concerning the inverse response 
characteristics, and the expressions of the zero dynamics must be linearized to 
fully quantify the inverse response characteristics. This is done in the next file 
entitled 'step6'. *) 
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APPENDIX F- LISTING OF MATHEMATICA 
PROGRAM, "STEP6&7" 
(* When one of the eigenvalues obtained from Krasovskii's method is positive 
definite, the expressions of the zero dynamics have to be linearized to fully 
establish the inverse response characteristics of the original system (steps 6& 
7 in the proposed methodology, fig. 5.1). In this final package, the zero 
dynamics are linearized and their position in the s-plane determined. If any of 
these linearized zero dynamics are RHP zeros, the dominant pole of the 
linearized system is determined graphically, and the magnitudes of the RHP 
zero and of the dominant pole are plotted over the operating range in order to 
quantify the effect of inverse response over this operating range. 
The expressions of the zero dynamics, zerodynamics(j], have been defined 
in the previous file entitled 'step5'. The Jacobian of the zero dynamics is given 
in the Mathematica framework as the matrix, m: *) 
Do[Do[a[j, k] = D[zerodynamics[j], x[k]], {k, 1, n - Sum[r[k], {k, 1, i}]), 
(j, 1, n - Sum[r[k], (k, 1, i)] 
m= Array[a, {n - Sum[r[k], {k, 1, i}], n - Sum[r[k], {k, 1, i}]}] 
(* The eigenvalues of the matrix, m, are given as nuUJ, and stored in the 
package. *) 
Do[nu[j] = Eigenvalues[m] [(j]], (j, 1, n - Sum[r[k], {k, 1, i}]}] 
(* These eigenvalues are to be plotted to determine whether one of these 
linearized zero dynamics is a RHP zero. They are plotted employing the 
command line: *) 
Plot[Evaluate[nu[j]], range] 
(* If one of the eigenvalues, nuif], is found to be positive definite, the dominant 
pole of the system is to be determined in order to quantify the effect of the 
inverse response on the system. The Jacobian of the system, defined in the file 
entitled 'instructions' is calculated initially as the matrix, mat, with its 
eigenvalues determined as alpha(j]: *) 
Do[Do[a[j, k] = D[f[j], x[k]], {k, 1, n}, 0,1, n)] 
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mat = Array[a, {n, n}] 
Do[alpha[j] = Eigenvalues[mat] 
(* The eigenvalues, alpha(jj, are plotted over the given operating range in order 
to determine the dominant pole, i. e. the smallest over the given range. 
Once both RHP zero, say rhpzero, and dominant pole, say domipole, of the 
system are known, their magnitude can be plotted employing the following 
command : *) 
Plot[Evaluate[{rhpzero, domipole)], range] 
(* For MIMO systems, the effect of the inverse response on the various outputs 
of the system has to be established employing the zero directions (section 
2.2.3.2). In order to do so, the transfer matrix of the system must first be 
defined. 
By linearizing the nonlinear ODEs describing the original system, a linear 
system is obtained of the form: 
X =AX+BU 
y=CX (F. 1) 
which can be expressed in the form of a transfer function for each input-output 
as 
Y(s) 
= C(s A)-'B U(S) 
where I is the nxn identity matrix. 
(F. 2) 
The matrices, A, B and C (eqn. F. 2) are determined as follows: The matrix, 
A, is calculated as matrix a in Mathematica by linearizing the matrix, f(x), 
defined in the file 'instructions' with the following commands: *) 
Do[Do[a[j, k] = D[f[j], x[k]], {k, 1, n}], {j, 1, n}] 
matrix_a = Array[a, {n, n}] 
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(* Similar commands are employed to calculate the matrices B and C (eqn. F. 2) 
by linearizing the matrices, g(x) and h(x) as matrix b and matrix c 
respectively. *) 
Do[Do[b[j, k] = D[g[j, k], x[k]], {k, 1, n}], {1,1, i}] 
Do[matrix_b[j] = Array[b, {n, 1}], {j, 1, i}] 
Do[Do[c[j, k] = D[h[j], x[k]], {k, 1, n}], {j, 1, i}] 
Do[matrix_c[j] = Array[c, {1, n}], {j, 1, i}] 
(* The transfer matrix, which relates the Laplace transforms of the output 
vector, to the Laplace transforms of the input vector (eqn. 2.5) is described in 
the Mathematica framework as : *) 
Do[d[j, k] = 
matrix_c[j]. Inverse Matrix[(s Identity Matrix [n] - matrix a]. 
matrix_b[k], (j, 1, i), {k, 1, i}] 
transfer matrix = Array[d, (i, I)] 
(* From this transfer matrix, the RHPT zero can be defined and substituted into 
the transfer matrix in order to obtain the zero directions of the MIMO system. 
The results concerning the inverse response characteristics of the system 
obtained from the proposed methodology can be verified by dynamic 
simulation. A package written within the Mathematica framework for the 
dynamic simulation of SISO and MIMO, linear and nonlinear systems is 
presented in appendix G. *) 
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APPENDIX G- LISTING OF MATHEMATICA 
PROGRAM, "DYNAMIC_SIMULATION" 
(* This package is designed to perform dynamic simulations of all SISO and 
MIMO, linear and nonlinear, systems over a given operating range. Initially, all 
parameters of the system are defined, then the ODEs describing the system 
are introduced, and to conclude, the length of simulation required is given. This 
package will be illustrated with the model of the MIMO nonlinear CSTR 
presented in chapter 8. 
The parameters of the system are introduced first. As described previously 
in appendix A, no parameters of the system can be given with an initial capital 
letter, only built-in functions in Mathematica are defined with an initial capital 
letter. Hence, in the case of the MIMO CSTR, the parameters are given as *) 
ql=J OA 4 
kl = 2.5 I OAI O 
q2=1.210^4 
k2 = 2.65 1O'12 
q3=810^3 
k3=910"7 
cao = 10 
dhl = 10A4 
dh2 = 1.2 10^4 
dh3 =3 10A4 
rho = 900 
cp=5 
to 530 
v 
f=60 
q=250 
(* Once all parameters of the system are defined, the ODEs describing the 
system are introduced. The concentrations, cA, ce and cc of the MIMO CSTR 
are given as x[1 ], x[2], and x[3] respectively in this Mathematica package. 
The function NDSolve is constructed as follows. NDSolve[{egnl, eqn2, ... 
}, 
{y1, y2, ... 
}, {x, xmin, xmax}] finds a numerical solution for the functions yi, y2, ... 
in the range xmin to xmax. In the case of the MIMO CSTR, all data generated 
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from the function, NDSolve, is stored in an array called solution. Hence, 
introducing the ODEs describing the MIMO CSTR, 
solution = NDSolve[{ 
(f/v) (cao-x1 [t]) - k1 Exp[-ql/x3[t]] xl[t] - 
k3 Exp[-q3/x3[t]] xl (t]^2, 
x2'[t] == (f/v) (-x2[t]) + kl Exp[-ql/x3[t]] xl [t] - k2 Exp[-g2/x3[t]] x2[t], 
x3'[t] ==(f/v) (to-x3[t]) + (1/(rho cp)) (((-dhl) kl Exp[-ql/x3[t]] xl[t]) + 
((-dh2) k2 Exp[-q2/x3[t]] x2[t]) + ((-dh3) k3 Exp[-q3/x3[t]] xl [t]^2)) + q, 
(* Then initial guesses for the state variables of the system are required to 
determine the solution *) 
xl [0] == 3.54876, x2[0] == 1.22864, x3[0] == 501.048), 
(* Finally, the variables for which a solution is to be found, and the length of 
time required for the dynamic simulation are given. *) 
(xl [t], x2[t], x3[t]), (t, 0,5)] 
(* Typically, dynamic simulations show the responses of the state variables 
over a given time range. In the case of the MIMO CSTR, assume that the 
dynamic response of the concentration, c8, is needed over the time range, t= 
[0,1 ] s-1. Then, such a command in the Mathematica framework is required: *) 
Plot[Evaluate[x[2] /. solution], (t, 0,1)] 
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APPENDIX H: DYNAMIC SIMULATIONS OF THE 
INDUSTRIAL EVAPORATOR (CASE STUDY 1) 
0.0006 
o. ooosI Eigenvalue, e1 
0.0004 
0.04 0.05 0.06 0.07 0.08 0.0 
V 
L 
Fig. H. 1: Plot of eigenvalue, el over operating range VL = [0.04,0.11 m3 to 
establish the stability characteristics of the industrial evaporator 
(eons. 6.1 - 6.4) 
-15 
-17 .5l Eigenvalue, e2 
-20 
-22.5 
0.0 0.05 0.06 0.07 0.08 0.09 
-27.5 VL 
Fig. H. 2: Plot of eigenvalue, e2 over operating range V, = [0.04,0.11 m3 to 
establish the stability characteristics of the industrial evaporator 
(eons. 6.1 - 6.4) 
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Initial steady state before 
r'ý step change, hS = 0.65 m 
0.64 
Output, h(x) 
0.62 
100 200 -00 400 
0.58 
0.56 
0.54 
Time, t 
Fig. H. 3: Dynamic simulation of industrial evaporator for a step chance in input, 
u(t) = B, of +35% (steady state output, h. = 0.65 m). 
Initial steady state before 
step change, hSS = 1.017 m 
200 
Output, h(x) 0.98 
1 300 4 00Time, 
t 
0.96 
0.94 
0.92 
Fig. H. 4: Dynamic simulation of industrial evaporator for a step change in input, 
u(t) = B, of +35% (steady state output, h =1.017 m). 
Initial steady state before 
step change, hs = 1.453 m 
Output, h(x) 1.4 4 
1.42 
100 200 'SQ0 400 
1.38 
1.36 
Time, t 
Fig. H. 5: Dynamic simulation of industrial evaporator for a step change in input, 
u(t) = B, of +35% (steady state output, hss =1.453 m). 
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Output, h(t) 
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Detail of simulation 
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Fig. H. 6: Dynamic simulation of industrial evaporator for a step change in input, 
u(t) = Psr, of +35% (steady state output, h., = 0.65 m, value of Pst after 
step change PSr = 2.5 x 102 m2 m 
ýi - U. QUU [if ss 
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Fig. H. 7: Dynamic simulation of industrial evaporator for a step change in input, 
u(t) = Pst, of +35% (steady state output, h. =1.017 m, value of Pst after 
step change Pst = 2.5 x 102 
kN 
m 
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Detail of simulation 
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Fig. H. 8: Dynamic simulation of industrial evaporator for a step change in input, 
u(t) = Pst , of +35% 
(steady state output, h =1.453 m, value of Pst after 
step change Pst = 2.5 x 102 
M 
m 
l1 =1.451m 
ss 
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APPENDIX I: PLOTS OF EIGENVALUES & DYNAMIC 
SIMULATIONS OF THE SISO 
ISOTHERMAL CSTR (CASE STUDY 2) 
FN 
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-11 
Eigenvalue, e1 -11 
-12 
-12 
-13 
-13 
Fig. I. 1: Plot of eigenvalue, e, over operating range FN = [20,401 s-1 to 
establish the stability characteristics of the CSTR (egn. 7.1) 
-55( 
Eigenvalue, e2 -60( 
-65f 
FN 
Fig. 1.2: Plot of eigenvalue, e2 over operating range FN = (20,401 s-1 to 
establish the stability characteristics of the CSTR (egn. 7.1) 
-20! 
-211 
Eigenvalue, e3 -21! 
-221 
_22! 
-23( 
FN 
fig. 1.3: Plot of eiQenvalue, e3 over operating range FN = [20,401 s-1 to 
establish the stability characteristics of the CSTR (egn. 7.1) 
LJ JU ii % 
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FN 
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-11 
Eigenvalue, e4 -11 
-12 
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-13 
Fig. 1.4: Plot of eiienvalue, e4_ over operating range FN = [20,401 s1 to 
establish the stability characteristics of the zero dynamics of the 
CSTR when y(t) = cA e n. 7.4 
-20! 
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Eigenvalue, e5 -21 
-221 
-221, 
-23I 
FN 
Fig. 1.5: Plot of eigenvalue, e5 over operating range FN = [20,401 s-1 to 
establish the stability characteristics of the zero dynamics of the 
CSTR when v(t) = cA e n. 7.4 
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Fig. 1.6: Plot of eiQenvalue, e6 over operating range FN = r20,401 s-1 to 
establish the stability characteristics of the zero dynamics of the 
CSTR when v(t) = CB (egn. 7.13) 
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Fig. 1.7: Plot of eigenvalue, e7 over operating range FN = [20,401 s-1 to 
establish the stability characteristics of the zero dynamics of the 
CSTR when y(t) = cß (egn. 7.13) 
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Fig. 1.8: Plot of eigenvalue, -ql over operating range 
FN = [20,401 s-1 to 
establish the position in the s-plane of the linearised zero dynamics of 
the CSTR when v(t) = cB (egn. 7.13) 
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-8 Eigenvalue, il 2 -87A 
-9( 
-92 . 
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Fig., 1.9: Plot of eigenvalue, -12 over 
operating range FN = [20,401 s-1 to 
establish the position in the s-plane of the linearised zero dynamics of 
the CSTR when v(t) = cB (egn. 7.13) 
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-28( 
Eigenvalue, a1 -30 
-32( 
-34I 
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Fig. 1.10: Plot of ei Qenvalue, a., over operating range FN = [20,401 s-1 to 
determine the dominant pole of the linearised CSTR when y(t) = CB 
(egn. 7.20) 
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-8( 
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Fig. 1.11: Plot of ei Qenvalue, a2 over operating range FN = [20,401 s-1 to 
determine the dominant pole of the linearised CSTR when y(t) = CB 
(egn. 7.20) 
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Fig. 1.12: Plot of ei genvalue, a3 over operating range FN = [20,401 s-1 to 
determine the dominant pole of the linearised CSTR when v(t) = ce 
(egn. 7.20) 
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F/V 40s 
ss 
time, t 
0 03 0.: 04 
. ---..... _ 
F/ll.. 
__ = 
30 s ss 
1.4 .................. ............... .............. F- .= 20 S -1 
Fig. 1.13: Dynamic simulation of the CSTR when v(t) = cA (egn. 7.4) for a 
+10% step change in the input, FN at time, t=0 (the dotted lines 
show the initial steady states of cal 
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APPENDIX J: PLOTS OF EIGENVALUES & DYNAMIC 
SIMULATIONS OF THE MIMO CSTR 
(CASE STUDY 3) 
Eigenvalue, e1 
-1,050 
-1,151 
-1,2; 
-1,3 
, 050 
150 
! 50 
50 
Fig. J. 1: Plot of eigenvalue, el (Krasovskii's method) over operating range 
FN = [60,901 s-1 and Q= [250,320] kJ to establish the stability 
characteristics of the CSTR (egn. 8.1) 
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Eigenvalue, e2 -43( 
-45 
-4 
1 
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Fig. J. 2: Plot of eiQenvalue, e2 (Krasovskii's method) over operating range 
FN = (60,901 s-1 and Q= 1250,3201 kJ to establish the stability 
characteristics of the CSTR (eqn. 8.1) 
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Fig. J; 3: Plot of eigenvalue , e3 
(Krasovskii's method) over operatin g range 
FN = [60,901 s-1 and Q= [250,3201 kJ to establish the stability 
characteristics of the CSTR (egn. 8.1) 
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Fig. J. 4: Plot of pole, D, (L yap unov's Linearisation Method) over o perating 
rang e FN = [60,901 s-1 and Q = [250,3201 kJ to establish the stability 
characteristics of the CSTR (egn. 8.3) 
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Fig 5: Plot of pole J (Lyapunov's Linearisation p Method) over operating . . , 2 
range FN =[60,901 s-1 and Q= [250,320] kJ to establish the stability 
characteristics of the CSTR (egn. 8.3) 
Pole, p3 
60 
Fig. J. 6: Plot of pole, p3 (Lyapunov's Linearisation Method) over operating 
range FN = r60,901 s-1 and Q= (250,3201 kJ to establish the stability 
characteristics of the CSTR (egn. 8.3) 
Appendix J- Eigenvalues & dynamic simulation of the MIMO CSTR 164 
-170 
-175 - 
-180 - 
-185 Coefficient, -190 ý1 195- 
-200 
-205 - 
-210 
-215 
-220 
- 
- - 
-------------- 
------------ -- - -------- - 
4ii. 
t. 
ti 
310 
300 
290 
Q 280 
270 85 
_ _... .. 80 
260-\ 
75 
70 
65 
250 60 FiV 
-170 
-175 
-180 
-185 
-190 
-195 
-200 
-205 
-210 
-215 
-220 
Fig. J. 7: Plot of coefficient, 1 over operating range F/V = [20,401 s-1 and Q= 
[250,320] kJ to establish the stability of the zero dynamics of the 
CSTR when y1 M --j cA 
and y2(t) =T (egn. 8.11) 
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Fig. J. 8: Plot of coefficient, n2 over operating range FN = (20,401 s-1 and Q= 
1250 3201 kJ to establish the stability of the zero dynamics of the 
CSTR when Y1 (t) =cQ and y2(t) =T (egn. 8.15) 
Appendix J- Eigenvalues & dynamic simulation of the MIMO CSTR 165 
Zero direction, 
A 2 
0.0036 
0.003! 
0.00 
0.00 
250 
. 0036 
X035 
034 
)33 
Fig. J. 9: Plot of the zero direction, /2 over operating range FN = [20,401 s-1 and 
Q= [250,3201 kJ to quantify the effect of inverse response on the 
outputs of the CSTR when y1 (t) =c 3-. and y2(t) =T (egn. 8.17) 
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APPENDIX K- LISTING OF FORTRAN PACKAGE 
FOR STEADY STATE CALCULATIONS 
C This is the listing of the Fortran package employed to calculate 
C numerically the concentrations cA and cB and the temperature, T for the 
C given operating range of FN = [60,90] s-' and Q= [250,320] kJ in the 
C case study of the MIMO non-isothermal CSTR of chapter 8. The dynamic 
C responses of the concentrations cA and cB and of the temperature, T are 
C described in eqn. (8.1). The usual rules of Fortran apply to this package. 
C Comments on the working of this package are provided throughout. As 
C for the packages in Mathematica, all Fortran code will be highlighted in 
C bold although this does not occur within the Fortran compiler. 
C The first part defines the arrays which are employed in this package. The 
C significance of these various arrays will be described as they are 
C encountered in the package. 
DIMENSION TAB(19,4000), WA(40), FVEC(3), XX(3), R(3), E(3), A(6,6), 
$ RR(3), RI(3), INTGER(3), B(4,3), AMATRIX(3,3), AINPUTS(3), 
$ AOUTPUTS(3), BMATRIX(3,3) 
C Then the precision required on all variables employed throughout this 
C package is defined. 
IMPLICIT DOUBLE PRECISION (A-H, O-Z) 
C Finally, the subroutines used are defined, and the parameters common 
C to the main program and to the subroutines are determined. These 
C different parameters will be defined at a later stage in this package. The 
C subroutine CO5NBF is employed to solve the algebraic equations for the 
C concentrations CA and ce and the temperature, T, F02AAF is used to 
C calculate eigenvalues of symmetric matrices, and F02AFF is employed 
C to calculate eigenvalues of non-symmetric matrices. 
EXTERNAL FCN, C05NBF, F02AAF, F02AFF 
COMMON/CSTR/FOV, Q, CAO, AKI, AK2, AK3, Q1, Q2, Q3, 
$ DELI, DEL2, DEL3, RO, CP, TO 
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C The next line defines the file to which all results will be transferred 
C 'MIMOCSTR. RES'. 
OPEN(7, FILE = 'MIMOCSTR. RES') 
C At this stage the parameters employed in the package are defined. 
C Similar terminology is used h ere as was employed when defining the 
C system in chapter 8 and in the Mathematica package for dynamic 
C simulation (appendix G). Also initial guesses for the variables are given. 
C The variables in this package are defined as XX(1) for CA, XX(2) for c8 
C and XX(3) for T. 
CAO = 10. DO 
AKI = 2.5D10 
AK2 = 2.65D12 
AK3 = 9. D7 
Q1 = 1. D4 
Q2 = 1.2D4 
Q3 = 8. D3 
DELI = -1. D4 
DEL2 = -1.2D4 
DEL3 = -3. D4 
RO = 900. DO 
CP=5. DO 
TO = 530. DO 
XX(1) = 3.54876DO 
XX(2) = 1.22864D0 
XX(3) = 501.048D0 
C The parameters I records the step number of the main DOLOOP and is 
C set equal to zero initially. The parameter N defines the number of 
C variables in the system. The parameter LWA is a factor required in the 
C subroutine C05NBF, and XTOL defines the sensitivity or tolerance of the 
C solution for all subroutines. 
i=0 
N=3 
LWA = N*(3*N+13)/2+1 
XTOL = 1. D-5 
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C The main DOLOOP of the program is defined next. It calls up the 
C subroutine CO5NBF and solves the equations defined as FVEC(N) which 
C are described at the end of this package. It starts at FN = 60 s-' (FOV) 
C and Q= 250 kJ (Q) and proceeds with increments of 1.5 s-' and 4.375 
C kJ respectively. The IF statement is added to warn the user if any 
C problems occur in the subroutine CO5NBF 
DO 200 FOV = 60,90,1.5 
DO 200 Q= 250,320,4.375 
1=1+1 
IFAIL=O 
CALL C05NBF(FCN, N, XX, FVEC, XTOL, WA, LWA, IFAIL) 
IF(IFAIL. NE. O) THEN 
WRITE(*, *) ' There are problems in CO5NBF 
WRITE(*, *) ' IFAIL = ', IFAIL 
STOP 
ELSE 
CONTINUE 
ENDIF 
C The matrix, F*, (eqn. 8.2 in chapter 8) (defined here as the array A) is 
C defined next in order to determine numerically its eigenvalues at each 
C steady state calculated. Referring to Krasovskii's method, these 
C eigenvalues determine the stability characteristics of the MIMO CSTR. 
A(1,1) = -2. *AK1*DEXP(-Q1/XX(3)) - 2. *FOV 
$-4. *AK3*XX(1)*DEXP(-Q3/XX(3)) 
A(2,1) = AK1*DEXP(-Q1/XX(3)) 
A(2,2) = -2. *AK2*DEXP(-Q2/XX(3)) - 2. *FOV 
A(3,1) = (1/(RO*CP))*(DEL1*AK1*DEXP(-Q1/XX(3)) 
$+ DEL3*2. *AK3*XX(1)*DEXP(-Q3/XX(3))) 
$- AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$- AK3*Q3*XX(1)**2*DEXP(-Q3/XX(3))/XX(3)**2 
A(3,2) = DEL2*AK2*DEXP(-Q2/XX(3))/(CP*RO) 
$+ AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$- AK2*Q2*XX(2)*DEXP(-Q2/XX(3))/XX(3)**2 
A(3,3) = -2. *FOV 
$+ (1/(RO*CP))*(2. *DEL1*AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$+2. *DEL3*AK3*Q3*XX(1)**2*DEXP(-Q3/XX(3))/XX(3)**2 
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$+2. *DEL2*AK2*Q2*XX(2)*DEXP(-Q2/XX(3))/(XX(3)**2)) 
C The subroutine F02AAF is called up the calculate the eigenvalues of the 
C array A defined above. The solution is given in the array R(N). Again, the 
C IF statement is added to warn the user if any problems occur in the 
C subroutine CO5NBF 
CALL F02AAF(A, 6,3, R, E, O) 
IF(IFAIL. NE. O) THEN 
WRITE(*, *)' There are problems in F02AAF 
WRITE(*, *) ' IFAIL = ', IFAIL 
STOP 
ELSE 
CONTINUE 
ENDIF 
C The two coefficients, q, and i2 (defined here as ANU1 and ANU2) are 
C described next so that they are calculated for each steady state of the 
C concentrations cA and cB and of the temperature, T. The coefficient, i 
C is the RHPT zero of the system and will be used further on in this 
C package to determine the zero directions of the MIMO CSTR. 
ANU1 = (1/(XX(1)-CAO)*(AK1*DEXP(-Q1/XX(3))*XX(1) 
$+ AK3*DEXP(-Q3/XX(3))*XX(1)**2)) - AK2*DEXP(-Q2/XX(3)) 
ANU2 = -AK1*DEXP(-Q1/XX(3)) + (AK1"CAO*DEXP(-Q1/XX(3)))/XX(2) 
$- (2. *AK1*XX(1)*DEXP(-Q1/XX(3)))/XX(2) 
$-2. *AK3*XX(1)*DEXP(-Q3/XX(3)) + AK2*DEXP(-Q2/XX(3)) 
C The matrix, A, (eqn. 8.3) (defined here as array B) is described next. The 
C eigenvalues of A define the poles of the linearized MIMO CSTR. 
B(1,1) = -AK1*DEXP(-Q1/XX(3)) - FOV 
$-2. *AK3*XX(1)*DEXP(-Q3/XX(3)) 
B(1,2) = O. DO 
B(1,3) = -AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$- AK3*Q3*XX(1)**2*DEXP(-Q3/XX(3))/XX(3)**2 
B(2,1) = AK1*DEXP(-Q1/XX(3)) 
B(2,2) = -AK2*DEXP(-Q2/XX(3)) - FOV 
B(2,3) = AKI*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
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$- AK2*Q2*XX(2)*DEXP(-Q2/XX(3))/XX(3)**2 
B(3,1) = (1/(RO*CP))*(DEL1*AK1*DEXP(-Q1/XX(3)) 
$+2. *DEL3*AK3*XX(1)*DEXP(-Q3/XX(3))) 
B(3,2) = DEL2*AK2*DEXP(-Q2/XX(3))/(RO*CP) 
B(3,3) = -FOV 
$+ (1/(RO*CP))*(DEL1*AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$+ DEL3*AK3*Q3*XX(1)**2*DEXP(-Q3/XX(3))/XX(3)**2 
$+ DEL2*AK2*Q2*XX(2)*DEXP(-Q2/XX(3))/(XX(3)**2)) 
C The subroutine F02AFF is called up to calculate the eigenvalues of the 
C matrix, A. The real and imaginary parts of the eigenvalues are stored in 
C the array RR(N) and RI(N) respectively. The IF statement tells the user 
C of problems in the subroutine. 
CALL F02AFF(B, 4,3, RR, RI, INTGER, O) 
IF(IFAIL. NE. O) THEN 
WRITE(*, *) 'There are problems with FO2AFF 
WRITE(*, *) 'IFAIL = ', IFAIL 
STOP 
ELSE 
CONTINUE 
ENDIF 
C The final part of calculations deals with determining the zero directions 
C of the MIMO CSTR. The matrix, A, has to be re-defined as the 
C subroutine F02AFF returns a modified array B on exit. 
B(1,1) = -AK1*DEXP(-Q1/XX(3)) - FOV 
$-2. *AK3*XX(1)*DEXP(-Q3/XX(3)) 
B(1,2) = O. DO 
B(1,3) = -AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$- AK3*Q3*XX(1)**2*DEXP(-Q3/XX(3))/XX(3)**2 
B(2,1) = AK1*DEXP(-Q1/XX(3)) 
B(2,2) = -AK2*DEXP(-Q2/XX(3)) - FOV 
B(2,3) = AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$- AK2*Q2*XX(2)*DEXP(-Q2/XX(3))/XX(3)**2 
B(3,1) = (1/(RO*CP))*(DEL1*AK1*DEXP(-Q1/XX(3)) 
$+2. *DEL3*AK3*XX(1)*DEXP(-Q3/XX(3))) 
B(3,2) = DEL2*AK2*DEXP(-Q2/XX(3))/(RO*CP) 
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B(3,3) = -FOV 
$+ (1/(RO*CP))*(DEL1*AK1*Q1*XX(1)*DEXP(-Q1/XX(3))/XX(3)**2 
$+ DEL3*AK3*Q3*XX(1)**2*DEXP(-Q3/XX(3))/XX(3)**2 
$+ DEL2*AK2*Q2*XX(2)*DEXP(-Q2/XX(3))/(XX(3)**2)) 
C These next lines define the various matrices required to calculate the 
C zero directions. AMATRIX is the matrix, A, in which the Laplace 
C Transform variable, s, has been substituted for the numerical value of 
C the RHPT zero (ANU2). DETAMATRIX calculates the determinant of the 
C array AMATRIX, and the coefficients of the input and output are defined 
C as AINPUTS and AOUTPUTS respectively. In this listing, the input is 
C taken as Q and the output as c8 . 
AMATRIX(1,1) = ANU2- B(1,1) 
AMATRIX(1,2) = O. DO 
AMATRIX(1,3) =- B(1,3) 
AMATRIX(2,1) =- B(2,1) 
AMATRIX(2,2) = ANU2 - B(2,2) 
AMATRIX(2,3) =- B(2,3) 
AMATRIX(3,1) =- B(3,1) 
AMATRIX(3,2) =- B(3,2) 
AMATRIX(3,3) = ANU2 - B(3,3) 
DETAMATRIX = (AMATRIX(1,1)*AMATRIX(2,2)*AMATRIX(3,3)) + 
$ (AMATRIX(2,1)*AMATRIX(3,2)*AMATRIX(1,3)) + (AMATRIX(3,1)* 
$ AMATRIX(1,2)*AMATRIX(2,3)) - (AMATRIX(3,1)*AMATRIX(2,2)* 
$ AMATRIX(1,3)) - (AMATRIX(2,1)*AMATRIX(1,2)*AMATRIX(3,3)) - 
$ (AMATRIX(1,1)*AMATRIX(3,2)*AMATRIX(2,3)) 
AOUTPUTS(I) = O. DO 
AOUTPUTS(2) = 1. D0 
AOUTPUTS(3) = 0. D0 
AINPUTS(1) = 0. D0 
AINPUTS(2) = 0. DO 
AINPUTS(3) = 1. D0 
C The inverse of the matrix, A, (AMATRIX) is calculated next as BMATRIX 
BMATRIX(1,1) = (AMATRIX(2,2)*AMATRIX(3,3) - AMATRIX(3,2)* 
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$ AMATRIX(2,3))/DETAMATRIX 
BMATRIX(2,1) = -(AMATRIX(2,1)*AMATRIX(3,3) - AMATRIX(3,1)* 
$ AMATRIX(2,3))/DETAMATRIX 
BMATRIX(3,1) = (AMATRIX(2,1)*AMATRIX(3,2) - AMATRIX(3,1)* 
$ AMATRIX(2,2))/DETAMATRIX 
BMATRIX(1,2) = -(AMATRIX(1,2)*AMATRIX(3,3) - AMATRIX(3,2)* 
$ AMATRIX(1,3))/DETAMATRIX 
BMATRIX(2,2) = (AMATRIX(1,1)*AMATRIX(3,3) - AMATRIX(3,1)* 
$ AMATRIX(1,3))/DETAMATRIX 
BMATRIX(3,2) = -(AMATRIX(1,1)*AMATRIX(3,2) - AMATRIX(3,1)* 
$ AMATRIX(1,2))/DETAMATRIX 
BMATRIX(1,3) = (AMATRIX(1,2)*AMATRIX(2,3) - AMATRIX(2,2)* 
$ AMATRIX(1,3))/DETAMATRIX 
BMATRIX(2,3) = -(AMATRIX(1,1)*AMATRIX(2,3) - AMATRIX(2,1)* 
$ AMATRIX(1,3))/DETAMATRIX 
BMATRIX(3,3) = (AMATRIX(1,1)*AMATRIX(2,2) - AMATRIX(2,1)* 
$ AMATRIX(1,2))/DETAMATRIX 
C With the arrays, VEC 1, VEC2 and VEC3, the matrix, m21, (eqn. 8.16) is 
C calculated next as SUM. This procedure can be repeated to obtain the 
C matrices, m,,, m12, and m22 by changing the definition of the arrays, 
C AINPUTS and AOUTPUTS. 
VEC1 = (BMATRIX(1,1)*AINPUTS(1) + BMATRIX(1,2)*AINPUTS(2) 
$+ BMATRIX(1,3)*AINPUTS(3)) 
VEC2 = (BMATRIX(2,1)*AINPUTS(1) + BMATRIX(2,2)*AINPUTS(2) 
$+ BMATRIX(2,3)*AINPUTS(3)) 
VEC3 = (BMATRIX(3,1)*AINPUTS(1) + BMATRIX(3,2)*AINPUTS(2) 
$+ BMATRIX(3,3)*AINPUTS(3)) 
SUM = (AOUTPUTS(1)*VECI + AOUTPUTS(2)*VEC2 + 
$ AOUTPUTS(3)*VEC3) 
C This part of the package writes to the file 'MIMOCSTR. RES' after each 
C iteration the values of the inputs, FOV and Q, of the concentrations CA 
C and c8, -XX(1) and XX(2)-, of the temperature, T, -XX(3), of the 
C eigenvalues of the matrix, F* -R, of the coefficients, i and 772 -ANU1 
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C and ANU2-, and of the matrix, m21 -SUM, and of the poles of the MIMO 
C CSTR -RR(N). The FORMAT describes the layout of the elements which 
C are stored in the file 'MIMOCSTR'. 
TAB(1,1)=FOV 
TAB(2, I)=Q 
DO 100 J=1,3 
100 TAB(J+2, I)=XX(J) 
DO 150 J=1,3 
150 TAB(J+5, I)=R(J) 
TAB(9, I) = ANU5 
TAB(10, I) = ANU6 
TAB(11, I) = SUM 
DO 170 J=1,3 
170 TAB(J+15, I) = RR(J) 
WRITE(7,300) (TAB(J, I), J=1,18) 
200 CONTINUE 
300 FORMAT(1X, 2(1X, F7.1, ', '), 2(IX, F12.5, ', '), IX, F10.3, ', ', 
$ 3(1 X, E 12.5, ', '), 7(1 X, E12.5, ', '), 3(1 X, E12.5, ', ')) 
STOP 
END 
C Finally, the equations to be solved in the subroutine C05NBF have to be 
C defined in a subroutine called FCN. First the arrays and parameters 
C common to the main program are defined, then the set of equations 
C defined the MIMO CSTR (eqn. 8.1 in chapter 8) are described to 
C conclude this package. 
SUBROUTINE FCN(N, X, FVEC, IFLAG) 
DIMENSION X(N), FVEC(N) 
IMPLICIT DOUBLE PRECISION(A-H, O-Z) 
COMMON/CSTR/FOV, Q, CAO, AK1, AK2, AK3, Q1, Q2, Q3, 
$ DELI, DEL2, DEL3, RO, CP, TO 
FVEC(1)=-AK1*DEXP(-Q1/X(3))*X(1)-AK3*DEXP(-Q3/X(3))*X(1)**2+ 
$ FOV*(CAO-X(1)) 
FVEC(2)=-FOV*X(2)+AK1*DEXP(-Q1/X(3))*X(1) - 
$ AK2*DEXP(-Q2/X(3))*X(2) 
FVEC(3)=1. DO/(RO*CP)*(DEL1*AK1*DEXP(-Q1/X(3))*X(1)+DEL2*AK2* 
BIEL, 
Lýýýý 
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$ DEXP(-Q2/X(3))*X(2)+DEL3*AK3*DEXP(-Q3/X(3))*X(1)**2)+Q+ 
$ FOV*(TO-X(3)) 
RETURN 
END 
