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Re´sume´
La multiplication des re´seaux sans-fil aura pour conse´quence l’augmentation des
proble`mes d’acce`s au medium et une forte pollution spectrale. Pour maintenir la
qualite´ des communications, les nœuds devront devenir plus adaptatifs et exploiter
un maximum d’informations sur l’e´tat du me´dium et des communications. Dans
cette optique, cette the`se pre´sente 3 contributions ayant respectivement trait a`
la mesure des re´seaux sans-fil, a` leur mode´lisation et a` la recherche de solutions
d’adaptabilite´ accessibles pour les nœuds de ces futurs re´seaux.
La premie`re contribution concerne la conception et la mise en œuvre d’un banc
de mesure expe´rimental compatible avec les besoins de ces e´tudes (i.e. fournir des
possibilite´s de mesures inter-couches a` partir du niveau physique et un controˆle
maximal des perturbations du me´dium). La solution de´veloppe´e est celle d’un banc
conc¸u a` l’inte´rieur d’une chambre ane´cho¨ıque dans laquelle du bruit perturbateur
est injecte´ a` l’aide d’une antenne directionnelle. A` l’inte´rieur de la chambre, les me-
sures sont effectue´es a` l’aide d’e´quipements WIFI et d’e´quipements de mesure RF.
La seconde contribution vise a` prendre en compte les mesures issues de ce
banc expe´rimental dans le but de tester et d’ame´liorer le re´alisme du simulateur
ns-3 et de ses mode`les. En effet, malgre´ leur peu de re´alisme, les simulateurs de
re´seau comme ns-3 sont utilise´s pour tester de nouveaux protocoles ou de nou-
velles applications sans-fil. Dans cette optique, nous proposons un mode`le d’ana-
lyse de cause racine (RCA) conc¸u pour de´tecter les diffe´rences de configuration,
d’imple´mentation ou de mode´lisation entre le simulateur et le banc de mesure a` par-
tir de donne´es issues de traces expe´rimentales. L’application de ce mode`le a conduit
a` une ame´lioration importante du re´alisme des mode`les WIFI du simulateur.
La troisie`me contribution consiste a` appliquer les algorithmes d’apprentissage
SVR, k-nn et DT en vue de l’estimation pre´dictive du de´bit IP mesure´ sur un lien
sans-fil. Les estimations se font respectivement a` partir des valeurs de SNR, de RSS
et de bruit mesure´es au niveau du nœud re´cepteur. Les diffe´rents algorithmes sont
e´value´s selon la pre´cision de leurs estimations mais aussi sur leurs caracte´ristiques
fonctionnelles (e.g. taille des mode`les, ...). Les re´sultats indiquent que les algo-
rithmes SVR et DT utilise´s avec le SNR permettent les estimations les plus pre´cises.
De plus, ces 2 algorithmes offrent les meilleures performances respectivement en
termes de me´moire utilise´e par le mode`le et de temps de calcul.
Mots cle´ : performance et fiabilite´ des re´seaux sans-fil, apprentissage, instrumen-
tation, me´trologie des re´seaux sans-fil, adaptabilite´ des nœuds

Abstract
The multiplication of wireless networks may result in more medium contention
and stronger spectral pollution. To maintain the communications quality, nodes
will have to be more adaptive and take benefits of the available informations about
the state of the medium and of the communications. In that optic, this thesis
presents 3 contributions which respectively tackle the following fields of wireless
networks research : measurements, modeling and development of new solutions for
nodes adaptability.
The first contribution concerns the design and implementation of a measure-
ment test bench which complies with the requirements of these studies (i.e. it must
allow cross-layer measurements starting from the physical layer and offer maximal
control over the environment and its perturbations). Our solution is to perform
the communications inside the RF protected environment of an anechoic room. To
interfere with these communications, a modulated AWGN noise is injected inside
the room with the help of a directive antenna. Inside the room, measurements are
made using WIFI devices and RF equipments.
The second contribution aims to take advantage of the experimental platform
measurements for improving the realism of ns-3 simulations. In fact, despite a
recognized lack of realism, network simulators such as ns-3 are massively used to
test new wireless protocols and applications. We then propose a root cause analysis
(RCA) method designed for detecting configuration, implementation or modeling
anomalies between the simulator and the experimental bench. The application of
this method results in a major improvement of the realism of the ns-3 WIFI model.
The third contribution consists in the application of three machine learning
algorithms, namely SVR, k-nn and DT, in order to predict the IP throughput on a
wireless link. The estimations are based on SNR, RSS and noise measurements at
the receiver side. The different algorithms are evaluated according to the accuracy
of their estimations but also according to their functional characteristics (e.g. mo-
del size, training time, ...). The results show that the SVR and DT algorithms used
in conjunction of the SNR metric obtain the most accurate estimates. Moreover
the SVR and DT algorithms are respectively the most efficient in terms of memory
and time.
Keywords : performance and reliability of wireless networks, machine learning,
instrumentation, wireless metrology, node adaptability
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Introduction
Les re´seaux sans-fil sont aujourd’hui omnipre´sents dans nos vies et leur utili-
sation fait preuve d’un inte´reˆt en constante progression. Dans les anne´es 1990,
cet engouement s’est manifeste´ par le de´ploiement des technologies mobiles et
la distribution massive de te´le´phones cellulaires (entre 1990 et 2006, le taux de
pe´ne´tration de la te´le´phonie mobile aux USA est passe´ de 16 a` 90 % [34]). Aujour-
d’hui, les re´seaux WLAN (Wireless Local Area Networks) et mobiles sont les prin-
cipales technologies d’acce`s au re´seau Internet pour les utilisateurs de tablettes et
autres te´le´phones intelligents (du terme anglais smartphones). Ces deux cate´gories
constituent en effet la majeure partie des terminaux relie´s au re´seau Internet avec
pre`s de 4 millions d’e´quipements [11]. Avec la convergence des technologies, ces
e´quipements mobiles peuvent maintenant disposer de plusieurs moyens de commu-
nications pour acce´der aux principaux re´seaux qui constituent le paysage sans-fil
actuel : les re´seaux mobiles, WLAN et WPAN (Wireless Personal Area Networks).
Les re´seaux mobiles (GSM [83], cdmaOne [121], UMTS [56], cdma2000 [131],
LTE [107]) ont e´volue´ a` partir des anne´es 1990 d’un fonctionnement analogique
de´die´ a` la voix vers un re´seau nume´rique pour le transfert de paquets. La 4e
ge´ne´ration (e.g. LTE) de technologies mobiles est actuellement en œuvre et permet
un de´bit maximal descendant the´orique de 300 Mbps. Les technologies mobiles
fonctionnent sur les bandes de fre´quences 1 850, 900, 1800 et 1900 MHz.
Les re´seaux WLAN (IEEE 802.11 [6]) ont e´te´ conc¸us pour remplacer les syste`mes
filaires dans les re´seaux traditionnels (entreprise, domicile, usine, ...) et permettre
aux terminaux mobiles ou fixes un acce`s a` l’infrastructure IP. Les re´seaux WLAN
sont principalement structure´s en cellules de quelques dizaines de me`tres de diame`tres
a` l’inte´rieur desquelles les communications entre les nœuds sont possibles. La com-
munication a` l’exte´rieur de la cellule se fait par l’interme´diaire de points d’acce`s.
La principale technologie utilise´e dans les WLAN est le standard 802.11 qui uti-
lise les bandes ISM (Bandes Industrielles, Scientifiques et Me´dicales) de 2.4 GHz
dans ses versions 802.11b,g et 5 GHz dans la version 802.11a. Aujourd’hui l’usage
conjugue´ des re´seaux WLAN a` l’inte´rieur et des re´seaux mobiles a` l’exte´rieur per-
met d’expe´rimenter l’itine´rance globale pressentie a` la fin des anne´es 1990, i.e. la
capacite´ d’eˆtre constamment connecte´ malgre´ les de´placements et les voyages.
Les re´seaux WPAN (IEEE 802.15.1 [26], IEEE 802.15.4 [7]) sont utilise´s comme
1. L’utilisation de ces bandes de fre´quences peut-eˆtre variable selon les pays et les technologies.
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re´seaux d’interconnexion pour e´quipements e´lectroniques portatifs. Leur porte´e est
donc limite´e (environ 10 me`tres) et concentre´e autour du porteur (cellules pico-
cells). Le de´bit des re´seaux WPAN est ge´ne´ralement faible (< 24 Mbps) pour
e´conomiser l’e´nergie qui est une contrainte principale des nœuds. Les re´seaux
WPAN ont e´te´ normalise´s par le groupe de standards IEEE 802.15 qui de´finit
e´galement les principales technologies utilise´es : le Bluetooth IEEE 802.15.1 et
IEEE 802.15.4 qui constitue la base de la pile de communication ZigBee [39]. Par
conse´quent, la plupart des communications WPAN se font sur les bandes ISM de
2.4 GHz ou` ces re´seaux doivent cohabiter avec les re´seaux WLAN.
Dans un futur proche, ces technologies sans-fil pourraient constituer les moyens
de communication de base des re´seaux ubiquitaires et de l’Internet des Objets
(traduit de l’anglais Internet of Things - IoT ) [17].
Les re´seaux ubiquitaires organisent les interactions entre le monde physique et
les re´seaux informatiques. Il sont constitue´s de nœuds immerge´s dans l’environne-
ment ambiant et communiquant entre eux pour accomplir des taˆches coope´ratives.
Le re´sultat de ces taˆches peut eˆtre invisible aux utilisateurs [130].
Selon Cisco, ces re´seaux constitue´s de centaines de nœuds pourraient ge´ne´rer
3.9 exaoctets de donne´es en 2017 soit 3 % du trafic IP global pre´vu [40]. Ces
re´seaux tre`s denses utilisent des technologies sans-fil he´te´roge`nes (802.11b, 802.11g,
Bluetooth, ...) qui cohabitent sur les meˆmes bandes de fre´quences ISM. Ils posent
les proble`me du partage du me´dium [13] et de la contention spectrale [51]. Le
me´dium est en effet une ressource limite´e ou` les interfe´rences et le bruit sont nocifs
pour la qualite´ des transmissions.
Afin de ge´rer ces proble`mes et ceux du me´dium d’une manie`re ge´ne´rale, les
re´seaux sans-fil du futur devront s’appuyer sur les capacite´s d’adaptabilite´ des
nœuds. Les travaux actuels traitant des radios intelligentes et adaptatives (radios
cognitives [13] et logicielles [99]) ne sont pas suffisants si l’on conside`re les diffe´rents
re´sultats de la litte´rature : fiabilite´ discutable [50], mode`les radio insuffisants [13],
contraintes trop importantes sur le re´seau [74]. Concernant la fiabilite´ des com-
munications, des e´tudes sont re´alise´es pour mieux comprendre les de´gradations
du signal transmis [90, 75]. En revanche, dans les futurs re´seaux IoT, traiter les
proble`mes de ce point de vue uni-couche (e.g. en s’occupant uniquement de la
couche radio) ne sera pas suffisant. Afin d’eˆtre repre´sentatif, le point de vue de
la pile de communication devra se placer a` de multiples niveaux (point de vue
inter-couche, traduction franc¸aise de cross-layer). Les piles protocolaires utilise´es
dans les re´seaux sans-fil de´finissent en effet les me´thodes de transfert de donne´es a`
la fois localement sur le re´seaux sans-fil (couches PHY et MAC) et globalement sur
l’infrastructure IP. La dynamique de ces re´seaux et leurs besoins sont diffe´rents.
La conse´quence de cette ambivalence est mal connue : le re´sultat du trafic IP au
niveau des couches basses pourrait par exemple interfe´rer avec le me´dium. De plus,
la connaissance exacte de la re´percution du trafic ge´ne´re´ par les protocoles de la
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streaming ou e´lastique [85]) est faible, ce qui rend l’ame´lioration de l’utilisation du
me´dium impossible pour l’instant a` ces niveaux de la pile. Les besoins en termes
d’adaptabilite´ et de fiabilisation des nœuds e´voque´s pre´ce´demment passeront donc
aussi par une meilleure compre´hension des liaisons entre couches hautes, moyennes
et basses dans les piles de communications sans-fil.
La solution d’adaptabilite´ propose´e et mise en œuvre dans le projet ANR RE-
SCUE 2 repose sur l’utilisation de la mobilite´ des nœuds afin de les positionner
pour ame´liorer la qualite´ des communications. Le projet s’inte´resse au de´ploiement
des re´seaux de substitution mobiles qui sont des re´seaux de secours constitue´s de
nœuds sans-fil ayant des capacite´s d’infrastructure re´seau (e.g. des routeurs sans-
fil) et rapidement de´ployables. Ces re´seaux sont entre autres utilise´s pour aug-
menter ou re´tablir la re´silience ou la qualite´ de service d’un re´seau de base en se
de´ployant apre`s ou en pre´vision d’un accident re´seau. Pour parvenir au de´ploiement
de ces nouveaux re´seaux, RESCUE de´finit deux objectifs principaux qui rejoignent
les proble´matiques de´crites pre´ce´demment dans cette introduction. Le 1er objec-
tif consiste d’une part, a` de´velopper de nouveaux algorithmes et protocoles pour
ge´rer les communications entre les nœuds, et d’autre part, a` de´finir de nouvelles
proce´dures pour le de´ploiement ou le rede´ploiement du re´seau de substitution. Le
2e objectif consiste a` surveiller le trafic et les diffe´rents indices de qualite´ du re´seau
et du signal. Sur le re´seau de base, cette surveillance permettra le de´ploiement du
re´seau de substitution si des motifs suspects sont de´tecte´s (e.g. baisse de trafic,
pertes importantes localise´es, brouillage, ...). De plus et e´tant donne´ que la couver-
ture et la qualite´ du re´seau de substitution sans-fil seront en partie de´termine´es par
le placement des nœuds, l’analyse des tous les indices et notamment des indicateurs
localise´s dans les couches protocolaires (MAC, PHY et RF) des re´seaux sans-fil
permettra aux nœuds mobiles de trouver la meilleure position et de s’y de´ployer
afin d’ame´liorer la qualite´ de service. Pour ce dernier objectif, la connaissance des
liaisons qui existent entre les diffe´rents niveaux de la pile de communication sans-fil
depuis le niveau physique sera ne´cessaire.
La transition des re´seaux sans-fil vers l’IoT ne´cessite donc de de´velopper de
nouvelles approches pour ame´liorer la gestion du me´dium sans-fil.
D’abord en termes de mesure et d’expe´rimentation, la compre´hension du me´dium
et l’analyse de la couche physique ne´cessitera d’une part de disposer de plates-
formes offrant un controˆle important de l’environnement et des perturbations. De
plus, ces mesures devront descendre jusqu’au niveau physique des communications.
Les bancs de type grille comme Senslab [30] et Orbit [100] sont efficaces pour tester
de nouveaux protocoles et de nouvelles applications, en revanche ils ne permettent
pas un controˆle pre´cis de l’environnement radio. Le meˆme constat peut-eˆtre tire´
des bancs conc¸us dans des environnements ope´rationnels (e.g. re´seaux d’universite´,
2. le projet RESCUE du programme VERSO a finance´ cette the`se.
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centres commerciaux, ...) et qui malgre´ leur re´alisme ne permettent pas d’effectuer
des mesures de pre´cision [57, 62].
Ensuite, en termes de mode´lisation : les simulateurs de re´seaux sans-fil utilise´s
pour le test et la mise en œuvre de nouveaux protocoles et applications sont cri-
tique´s pour leur manque de re´alisme [54, 65]. Afin de les ame´liorer, des e´tudes
comparant les re´sultats des simulations et des expe´rimentations ont e´te´ utilise´es
[132, 22]. Ces e´tudes sont aujourd’hui de´passe´es par le nombre et la complexite´
des simulateurs ainsi que par la diversite´ des e´quipements sans-fil [59, 18]. Par
conse´quent, elles ne sont plus re´alistes. En conclusion, les re´sultats de ces e´tudes
comparatives peuvent de´grader la perception et le re´alisme des simulateurs et de
leurs mode`les en fournissant des re´sultats contradictoires comme [33] et [76]. De
nouvelles me´thodologies plus fiables seront donc ne´cessaires pour permettre des
avance´es concernant le de´veloppement de nouvelles applications et de nouveaux
protocoles.
Enfin en termes d’outils pour l’adaptabilite´ des nœuds, les solutions actuelles ne
sont pas toujours re´alisables sur les e´quipements courants (e.g. ne´cessite´ d’utiliser
des radios cognitives [47]). De plus, la fiabilite´ de ces solutions est souvent mise en
doute comme c’est le cas pour les algorithmes de controˆle du mode d’e´mission uti-
lise´s en 802.11 et qui sont parfois juge´s de´faillants dans les environnements bruite´s
ou a` fort niveau d’interfe´rences [117, 82]. Afin de rendre ces outils plus efficaces, de
nouvelles solutions d’adaptabilite´ plus robustes et qui prennent mieux en compte
les spe´cificite´s du me´dium sont ne´cessaires. Les algorithmes d’apprentissage ont
fait leur preuve dans de nombreux domaines [20, 14, 28]. En revanche et a` notre
connaissance, il n’existe pas de travaux qui se sont re´ellement penche´s sur leur ap-
plication sur du mate´riel de communication ge´ne´rique (e.g. carte radio 802.11) et
peu ont re´ellement e´tudie´s le couˆt de telles applications (e.g. en termes de me´moire
ou de calcul). Pourtant, l’application de ces me´thodes pourraient ame´liorer les pos-
sibilite´s d’adaptation des nœuds car elles permettent par l’interme´diaire de leur
processus d’apprentissage de de´couvrir la technique d’adaptation la plus efficace
selon les caracte´ristiques du lien de communication [35]. En tenant compte des
re´centes e´tudes qui caracte´risent les relations entre performance et mesures ef-
fectue´es au niveau des diffe´rentes couches de la pile de communications sans-fil et
notamment au niveau de la couche physique [24, 108], les futurs outils pourraient
eˆtre capables de fournir un niveau d’adaptabilite´ plus important. Par conse´quent,
afin de rendre l’application de ces me´thodes d’apprentissage possible, des e´tudes
sont ne´cessaires pour tester la pre´cision, la fiabilite´ et la faisabilite´ de ces solutions
sur du mate´riel standard 802.11.
Ces trois points seront l’objet des contributions de´veloppe´es parmi les 6 cha-
pitres de cette the`se.
Le chapitre 1 abordera dans une premie`re partie les difficulte´s pose´es par l’utili-
sation du me´dium sans-fil. Celui-ci soumet en effet le signal transmis a` des pertur-
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la re´ception. La deuxie`me partie du chapitre traitera des diffe´rents moyens mis en
œuvre par la couche physique pour prendre en charge ces difficulte´s. Ce chapitre
servira ainsi de chapitre introductif pour la compre´hension du fonctionnement des
e´quipements de communication nume´rique utilise´s tout au long de cette the`se.
Le chapitre 2 pre´sentera la technologie IEEE 802.11 qui sera prise en exemple
dans les diffe´rentes contributions de cette the`se. Ce chapitre de´taillera entre autres
les diffe´rents standards de couche physique et MAC ainsi que les me´canismes de
gestion comme la se´lection automatique du mode de transmission utilise´e pour
maintenir la qualite´ des transmissions.
Le chapitre 3 pre´sentera un e´tat de l’art des diffe´rentes plates-formes d’ins-
trumentation actuelles pour re´seaux sans-fil ainsi que des travaux comparatifs de
simulateurs et bancs expe´rimentaux.
La premie`re contribution de cette the`se sera pre´sente´e en chapitre 4. Elle consis-
tera a` concevoir et a` mettre en œuvre un banc de mesure inter-couche permettant
de mesurer l’ensemble de la pile de communication sans-fil et en particulier les
couches sans-fil (PHY et MAC). La premie`re partie de cette contribution sera une
e´tude the´orique des besoins du banc expe´rimentale et des diffe´rents moyens dis-
ponibles (e´quipements, logiciels, ...) tandis que la seconde partie sera la mise en
œuvre de la plate-forme.
Le chapitre 5 pre´sentera la deuxie`me contribution. Il s’agira de l’ame´lioration
et de la validation des diffe´rents mode`les WIFI aux niveaux des couches MAC et
physique mises en œuvre dans le simulateur ns-3. Malgre´ les critiques qui sont
adresse´es aux simulateurs concernant leur manque de re´alisme, ceux-ci sont encore
couramment utilise´s par la communaute´ pour tester de nouveaux protocoles ou
de nouvelles applications sans-fil. Par conse´quent, afin d’ame´liorer le re´alisme des
mode`les, des me´thodes empiriques de validation des simulateurs sont parfois mises
en œuvre pour comparer les re´sultats des simulations avec ceux des re´seaux re´els.
Dans cette optique, cette contribution proposera un mode`le d’analyse par cause
racine (RCA) permettant la comparaison de mesures issues de traces respective-
ment obtenues sur le simulateur ns-3 et sur le banc expe´rimental de´crit au chapitre
4.
Le chapitre 6 de´taillera la troisie`me contribution de la the`se et concernera donc
l’utilisation de me´thodes d’apprentissage pour l’estimation pre´dictive du de´bit IP
d’un lien sans-fil a` partir de me´triques de niveau physique. Celles-ci sont choisies
pour eˆtre disponibles facilement sur du mate´riel 802.11 standard a` la re´ception
d’une trame. Les donne´es utilise´es sont obtenues expe´rimentalement a` partir du
banc de mesure. Pour juger de la qualite´ des estimations, l’erreur quadratique
absolue (MSE) ainsi que le pourcentage de bonnes estimations sont utilise´s. Ad-
ditionnellement et e´tant donne´ que ces algorithmes sont destine´s a` eˆtre mis en
œuvre sur du mate´riel ge´ne´rique possiblement limite´ en termes de ressources, les
caracte´ristiques fonctionnelles des algorithmes comme la taille des mode`les ou les
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temps d’apprentissage et d’estimation sont e´galement e´tudie´es. Enfin, la pertinence
de chacune des me´triques de niveau physique est analyse´e en fonction des re´sultats
obtenus avec les diffe´rents algorithmes. Pour une question de places, les diffe´rentes
estimations obtenues seront affiche´es en annexe A.
Finalement, le manuscrit fera le bilan de la the`se et abordera les diffe´rentes
perspectives offertes par les re´sultats obtenus.
1La couche physique des re´seaux
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1.1 Introduction
Le niveau physique des re´seaux sans-fil a un impact de´terminant sur la qualite´
des communications. En effet, le me´dium sans-fil soumet le signal a` des phe´nome`nes
physiques qui peuvent l’endommager et peut-eˆtre affecter la qualite´ des commu-
nications. Pour prendre en compte cette complexite´, la couche physique met en
œuvre diverses techniques et me´canismes pour rendre le signal plus robuste. L’ob-
jectif de ce chapitre est dans un premier temps de pre´senter de manie`re succinte les
difficulte´s pose´es par l’utilisation du me´dium sans-fil, et dans un deuxie`me temps
d’introduire le mode`le de couche physique pour la transmission nume´rique. L’in-
troduction de celui-ci sera ensuite utile pour la conception du processus de mesure
me´trologique prenant place a` ce niveau de la pile de communication. Ces deux
parties seront respectivement de´taille´es en section 1.2 et 1.3.
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1.2 Contraintes physiques et spe´cificite´s du me´dium
sans-fil
1.2.1 Propagation du signal radio
La propagation de signaux radio et ses phe´nome`nes sont abondamment de´crits
dans la litte´rature [89, 97, 24]. Deux types de facteurs sont essentiellement conside´re´s
comme impactant un signal radio : les facteurs environnementaux et les facteurs
mate´riels [125, 24]. Seuls les facteurs environnementaux sont aborde´s dans cette
section. Parmi eux :
• Les pertes par propagation sont les re´sultats de l’atte´nuation du signal e´mis
due a` la distance parcourue.
• Le multi-trajet ou l’affaiblissement se produisent lorsqu’un signal n’em-
prunte plus un trajet unique mais plusieurs trajets simultane´ment. La vi-
tesse de propagation du signal dans l’air ne varie pas, par conse´quent, si
les trajets sont de tailles diffe´rentes, le re´cepteur rec¸oit le meˆme signal a`
des instants diffe´rents, les signaux rec¸us se superposent et des erreurs ap-
paraissent.
• Le masquage est l’obstruction des zones de couverture d’un signal RF par
des obstacles de dimension importante.
La re´flexion, la diffraction et l’e´parpillement sont trois phe´nome`nes d’affai-
blissement du signal responsables du phe´nome`ne de multi-trajet notamment. La
re´flexion se produit quand un signal traverse la frontie`re entre deux milieux de
nature diffe´rente. Une partie du signal se refle`te alors dans le milieu d’origine tan-
dis que le reste du signal continue a` se propager. La valeur de la re´flexion de´pend
de la fre´quence du signal et de la nature du milieu. On constate par exemple l’ap-
parition de ce phe´nome`ne dans des applications de communications sous-marine
[61]. La diffraction est la re´sultante du principe de Huygens qui spe´cifie que tout
point d’un signal peut-eˆtre conside´re´ comme la source d’un nouveau signal. Il se
produit quand un signal rencontre un objet de taille similaire a` sa longueur d’onde
et ayant des arreˆtes prononce´es (angle a` 90˚ ). Enfin l’e´parpillement est la de´viation
d’un signal dans plusieurs directions apre`s sa rencontre avec la surface d’un obs-
tacle conside´re´ comme un bon re´flecteur (les parois d’une armoire en me´tal par
exemple). L’apparition et la nature spatiale de ces phe´nome`nes ainsi que leur im-
pact sont e´tudie´s dans de nombreux articles, parmi eux, on peut citer Watteyne
et al. dans [129] et Zhao et Govinda dans [138].
1.2.2 Interfe´rences et bruit
Les interfe´rences et le bruit sont les conse´quences du partage du me´dium sans-
fil :
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• Les interfe´rences sont les signaux d’e´quipements rec¸us sur un lien mais
non implique´s dans les communications. Les interfe´rences externes sont is-
sues des e´quipements n’appartenant pas au re´seau contrairement aux in-
terfe´rences internes [133].
• Le bruit de communication est le signal re´siduel pouvant eˆtre e´mis par des
e´quipements de communication non reconnus ou par des instruments en
fonctionnement (micro-onde [139], moteur, ...).
• Le bruit e´lectromagne´tique est le bruit issu du circuit d’e´mission ou de
re´ception du lien re´sultant des imperfections de fabrication et de celles des
composants.
Les interfe´rences et le bruit constituent une cause majeure d’erreurs sur les com-
munications sans-fil et font l’objet d’e´tudes importantes [133, 77, 139]. MacDo-
nald et Ucci [77] utilisent une me´trique appele´e tempe´rature limite d’interfe´rence
pour quantifier le niveau d’interfe´rence maximale admis par un re´seau 802.11. Ils
de´montrent ainsi que la limite de re´sistance re´ellement mesure´e est bien infe´rieure
aux limites the´oriques. L’impact des interfe´rences externes est e´tudie´ par Ville-
gas et al. dans [126], qui e´tudient l’effet des e´missions sur canaux adjacents des
re´seaux 802.11 concomitants. Des me´thodes de gestion du spectre sont alors pro-
pose´es. L’effet des interfe´rences et du bruit sur la couche physique des communi-
cations sont reconnus, ne´anmoins certains protocoles de plus haut-niveau peuvent
e´galement se retrouver perturbe´s. C’est ainsi que Scalia et al. dans [106] mettent
en e´vidence l’impact du bruit et des interfe´rences sur le fonctionnement des pro-
tocoles CSMA-CA utilise´s par 802.11. En effet, en surestimant l’ampleur de ces
perturbations, les algorithmes re´duisent de manie`re artificielle l’usage effectif du
canal par les nœuds 802.11.
1.2.3 Impact du me´dium sur les piles de communication
sans-fil
Le standard OSI (Open Systems Interconnection) divise le fonctionnement du
re´seau en couches distinctes ayant des fonctionnalite´s diffe´rentes. Chacune de ces
couches est alors conc¸ue pour interagir avec les couches dispose´es imme´diatement
sur et sous elle. La performance du re´seau entier est donc de´pendante des perfor-
mances se´pare´es et des services offerts a` chacune des couches, et en particulier aux
couches physiques et acce`s au lien. Celles-ci assurent la transformation des infor-
mations nume´riques en signaux et leur transmission sur l’infrastructure physique.
Alors que dans les re´seaux filaires, ces deux couches fournissent une inte´grite´ de
signal et un niveau de stabilite´ suffisants, dans les re´seaux sans-fil, l’efficacite´ de ces
deux points n’est pas garantie a` cause notamment des diffe´rentes contraintes du
me´dium. Au final, les couches les plus hautes de la pile, conside´re´es comme fiables
dans les re´seaux filaires, peuvent se retrouver impacte´es de manie`re importante
par les imperfections du me´dium sans-fil.
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(a) De´bit rec¸u mesure´ au niveau de la couche application.
0 20 40 60 80 100 120 140 160 180
0
200
400
600
800
Temps (s)
Te
m
ps
A
lle
r-
R
et
ou
r
(m
s)
(b) RTT mesure´ au niveau de la couche re´seau.
0 20 40 60 80 100 120 140 160 180
−80
−60
−40
Temps (s)
Pu
iss
an
ce
du
sig
na
lr
ec¸
u
(d
Bm
)
(c) Puissance du signal mesure´ au niveau de la couche physique.
Figure 1.1 – Mesures de performance des couches application 1.1(a), re´seau 1.1(b)
et physique 1.1(c) sans-fil lors de la diffusion d’une application vide´o. Graphiques
extraits de [72].
Ces phe´nome`nes sont illustre´s sur la figure 1.1 qui montre diverses mesures de
performance prises a` de multiples niveaux d’une meˆme couche de communication
lors de la re´ception d’un flux vide´o sur un lien sans-fil. Sur ces figures, un chan-
gement minime au niveau de la couche physique (seconde 90) a pour conse´quence
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une brusque monte´e du RTT et une de´gradation du niveau de performance aux
niveaux des couches applicatives. Cette de´gradation se traduit par une chute de
plus de 1,6 Mbps du de´bit rec¸u [72].
1.3 Couche physique pour les re´seaux sans-fil
Les contraintes des re´seaux sans-fil re´clament donc une attention particulie`re.
La couche physique qui assure la transformation des donne´es nume´riques en signal
lors de l’e´mission et le processus inverse lors de la re´ception met en œuvre des
me´canismes conc¸us pour re´duire les effets du me´dium sur les communications.
Afin d’illustrer synthe´tiquement ces processus, cette section pre´sente les e´tapes
d’une chaˆıne d’e´mission standard utilise´e dans la conception d’e´quipements de
transmission nume´rique [122]. Les figures pre´sentant respectivement les chaˆınes
de transmission nume´rique pour l’e´mission et la re´ception sont respectivement
pre´sente´es en figure 1.2(a) et 1.2(b).
1.3.1 Codage canal et binaire des donne´es
La premie`re e´tape de pre´paration du signal est le codage canal. Sa fonction est
de permettre de limiter l’incidence des modifications du signal lors de sa propa-
gation sur le canal. Le codage canal tend a` rendre plus robuste les informations
transmises en rajoutant de la redondance dans les donne´es. Le re´cepteur peut
ainsi de´tecter si les donne´es ont e´te´ alte´re´es et le cas pre´sent essayer de re´tablir
les informations d’origine. Le point ne´gatif de ces algorithmes et qu’ils rajoutent
des informations ’non utiles’ (qui ne convoient pas d’information supple´mentaire)
au message. La proportion de donne´es utiles dans un flux aussi appele´e taux de
codage correspond au rapport C = k
n
du nombre de bits utiles k sur le nombre de
bits de sortie n.
Le codage binaire convertit le message discret binaire en un signal discret.
Celui-ci est constitue´ de symboles qui repre´sentent un ou plusieurs bits du message
discret initial. La transcription des se´quences de bits vers des symboles est effectue´e
en suivant un sche´ma de modulation nume´rique qui conditionne la performance
du syste`me et la robustesse du signal. Le sche´ma de modulation le plus simple
et le moins performant est celui d’une modulation d’amplitude a` deux e´tats qui
convertit un bit en symbole. Par conse´quent, un symbole ck obtenu par une telle
transcription repre´sentera deux valeurs possibles 0 et 1 et sera code´ en fonction de
l’amplitude du signal A selon la relation ck ∈ {−A,A}. La modulation d’amplitude
a` 4 e´tats permet de coder deux bits par symboles : ck ∈ {−3A,−A,A, 3A} avec ck
pouvant repre´senter les couples binaires 00, 11, 01 et 10.
Le sche´ma de modulation nume´rique et le taux de codage ont un effet direct
sur la robustesse du signal et sur les performances du syste`me de transmission.
Un sche´ma de modulation performant permettra de coder plus d’informations
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Figure 1.2 – Chaˆınes de transmission analogique/nume´rique.
dans un meˆme symbole, en revanche, son de´codage lors de la re´ception du signal
sera plus difficile comme illustre´ sur la figure 1.3. Le tableau 1.1 pre´sente ainsi
la performance des diffe´rents sche´mas de modulation Sn utilise´s dans le standard
802.11a,g en fonction de leurs caracte´ristiques comme le taux de codage ou le
nombre de bits code´s par symbole.
1.3.2 Modification de la forme d’onde et filtrage du signal
Pour pouvoir e´mettre les symboles ck du domaine continu au domaine analo-
gique, il est ne´cessaire de les interpoler a` un signal sinuso¨ıdal continu prenant la
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Figure 1.3 – Une repre´sentation graphique des codages binaires est celle des
diagrammes de constellation dans laquelle chaque point repre´sente un symbole ck.
Les diagrammes de constellation the´oriques des sche´mas de modulation nume´rique
a` 2 et a` 4 e´tats sont respectivement pre´sente´s sur les figures 1.3(a) et 1.3(b) (points
rouges). Lors de la phase de re´ception d’un signal, les symboles sont examine´s.
Ces symboles peuvent avoir e´te´ alte´re´s. Le re´cepteur estime alors le point de la
constellation ide´ale le plus proche du symbole rec¸u. Un exemple est donne´ sur la
figure 1.3(a) dans lequel un symbole S est rec¸u de´forme´. Dans ce cas, le re´cepteur
choisira la valeur 0 lors du de´codage du symbol.
Sche´ma de Nombre d’e´tats Bits Taux de codage De´bit (Mbps)modulation Sn par symbols
BPSK 2 1 1/2 6
BPSK 2 1 3/4 9
QPSK 4 2 1/2 12
QPSK 4 2 3/4 18
16QAM 16 4 1/2 24
16QAM 16 4 3/4 36
64QAM 64 6 2/3 48
64QAM 64 6 3/4 54
Table 1.1 – Caracte´ristiques des sche´mas de modulation disponibles pour
802.11a,g.
forme de l’e´quation (1.1) avec Ac l’amplitude de ce signal, fc la fre´quence et ψ
la phase. Cette ope´ration est re´alise´e par le filtre d’e´mission, en appliquant des
filtres RF ayant la proprie´te´ de contraindre le signal dans sa largeur de bande et
sa puissance d’e´mission.
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Accos(2pifct+ φ) (1.1)
Pour simplifier son traitement, la fre´quence du signal n’est pas encore fixe´e et se
situe entre 0 Hz et sa fre´quence de coupure qui correspond a` la moitie´ de la largeur
de son canal (voir figure 1.4(a)). Le signal est alors qualifie´ de bande-de-base.
1.3.3 Conversion du signal bande-de-base vers le signal RF
+BW2
0 Hz
(a) Signal bande-
de-base centre´ sur
une fre´quence de 0
Hz.
+BW2
FRF
−BW2
(b) Signal passe-bande centre´
sur la fre´quence FRF .
Figure 1.4 – Exemples de signaux bande-de-base et passe-bande.
La transposition de fre´quence translate la fre´quence du signal bande-de-base
vers les fre´quences plus e´leve´es de radio fre´quence et qui correspondent aux fre´quences
de son canal de transmission (figure 1.4(b)). Le signal est alors qualifie´ de RF ou
passe-bande.
L’amplification permet d’e´lever la puissance du signal au niveau requis. Finale-
ment, le signal est rayonne´ par une ou plusieurs antennes de transmission suivant
les technologies utilise´es (respectivement qualifie´es de syste`mes SISO - Single Input
Single Output et MIMO - Multiple Input Multiple Output ).
1.4 Conclusion
Dans un premier temps, ce chapitre a de´taille´ les diffe´rentes contraintes phy-
siques lie´es a` l’usage du me´dium. Ces contraintes peuvent se diviser en 2 cate´gories :
les phe´nome`nes physiques qui interviennent pendant la propagation du signal et les
interfe´rences et le bruit qui en perturbent la re´ception. Dans un deuxie`me temps,
ce chapitre a de´crit l’imple´mentation d’une couche de transmission nume´rique et
notamment les diffe´rents processus qui sont mis en place pour prote´ger les donne´es
et le signal.
Les informations de ce chapitre seront utiles dans la suite de ce manuscrit qui
abordera les proble´matiques de mesure physique et de propagation du signal.
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Le prochain chapitre pre´sentera la technologie 802.11 qui est l’une des plus
utilise´es dans les re´seaux sans-fil et qui est prise en exemple dans les contributions
de cette the`se.
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2.1 Introduction
Comme le chapitre pre´ce´dent l’a de´montre´, le niveau physique des commu-
nications sans-fil est complexe. Pour cette raison, les couches de communication
physique et MAC responsables de la prise en compte de ces difficulte´s imple´mentent
des me´canismes supple´mentaires par rapport a` leurs homologues filaires. Pour des
raisons commerciales et de cohabitation technologique, l’ensemble de ces moyens
est parfois formalise´ sous la forme de standard technologique. Un des standards
les plus populaires pour les technologies sans-fil est le standard WIFI aussi appele´
IEEE 802.11.
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IEEE 802.11 est un ensemble de normes pour re´seaux sans-fil appartenant a`
la famille IEEE 802. Ce standard comme l’ensemble des spe´cifications IEEE 802
de´finit principalement les 2 couches les plus basses de la couche OSI : la couche
physique et la couche d’acce`s au lien.
• La couche MAC 802.11 utilise la me´thode CSMA/CA pour ge´rer l’acce`s des
nœuds au lien. Celle-ci spe´cifie que les nœuds doivent s’assurer de la non-
utilisation du canal avant d’e´mettre, ceci afin d’e´viter toute interfe´rence. Des
me´canismes de gestion d’erreurs, comme l’utilisation d’acquittement positif
(traduit de l’anglais Acknowledgement - ACK) pour signaler la re´ception
d’une trame sans erreur ou d’une somme de controˆle sur chaque trame,
permettent la transmission fiable des informations sur le me´dium. La couche
MAC est aussi responsable de la se´curite´ des transmissions ou de l’acce`s au
re´seau (amendement 802.11i) et peut incorporer des me´canismes de qualite´
de service dans son fonctionnement (amendement 802.11e).
• La couche physique utilise les bandes ISM (Bandes Industrielles, Scienti-
fiques et Me´dicales) de 2.4 GHz et 5 GHz comme fre´quences de communi-
cation. Les diffe´rents modes d’e´mission disponibles pour l’envoi des trames
permettent des de´bits de l’ordre de 450 Mbps pour les ame´liorations les plus
re´centes. Diffe´rents standards de communication sont disponibles (OFDM,
DSSS, ...).
Les diffe´rentes options et me´canismes mis en œuvre par la couche MAC sont
de´crits plus en de´tail en section 2.2 tandis que les spe´cificite´s de la couche physique
802.11 sont de´crites en section 2.3.
2.2 Couche MAC
2.2.1 Architecture d’un re´seau 802.11
Le standard 802.11 de´finit deux types de nœuds :
— les stations : ce sont les points terminaux des communications du re´seau.
— les points d’acce`s : ils constituent la transition entre le re´seau local sans-fil
constitue´ des stations et le re´seau externe (e.g. Internet). Dans la majeure
partie des cas, la transition se fait par l’interme´diaire d’une communication
filaire.
Dans le mode infrastructure, majoritairement utilise´ par les re´seaux 802.11,
le point d’acce`s est le coordinateur principal des communications du re´seau. La
cellule cre´e´e autour d’un point d’acce`s est appele´e ensemble de services de base
(Basic Service Set - BSS) et regroupe l’ensemble des stations constituant cette
cellule. L’ensemble des communications intra et inter-re´seaux transite par le point
d’acce`s. Par conse´quent, si deux stations situe´es dans le meˆme re´seau local doivent
communiquer, leur communication prendra au minimum 2 sauts.
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2.2.2 Acce`s au me´dium
802.11 de´finit 3 me´thodes d’acce`s diffe´rentes au me´dium :
— Distributed Coordination Function (DCF) : La me´thode d’acce`s DCF imple´mente
la me´thode standard CSMA/CA. Elle consiste a` ve´rifier si le me´dium est
de´ja` utilise´ avant d’e´mettre soit meˆme. Pour e´viter les collisions, les e´metteurs
utilisent des proce´dures de temporisation ale´atoire avant chaque trame, le
nœud qui a alors le temps de temporisation le plus faible dispose du me´dium.
Dans certains cas, des techniques de re´servations du me´dium a` partir de
RTC/CTS permettent de limiter encore plus les risques de collisions. DCF
est la me´thode de base dans les re´seaux 802.11.
— Point Coordination Function (PCF) : La me´thode PCF offre des me´thodes
d’acce`s au me´dium sans-contention. Il permet a` des points d’acce`s appele´s
points coordinateurs (PC) un acce`s privile´gie´. Pour permettre cet acce`s
prioritaire, les stations PC utilisent des de´lais re´duits par rapport a` ceux
de la me´thode DCF.
— Hybrid Contention Function (HCF) : Dans certains cas, un trafic particulier
peut ne´cessiter une qualite´ de service supe´rieure a` celle offerte par le mode`le
DCF sans toutefois ne´cessiter l’utilisation d’un mode`le extreˆme comme
PCF. Pour cette raison le mode`le HCF permet aux stations d’imple´menter
des mode`les de priorite´ sous-forme de queue d’envoi et de balancer l’acce`s
au me´dium en fonction de la qualite´ du trafic. Ce mode d’acce`s est rendu
disponible par l’amendement 802.11e.
Transmission
normale
Acce`s base´ sur
contention HCF
Acce`s controle´
par HCF
Transmission
sans-contention
HCF PCF
DCF
Figure 2.1 – Organisation des me´thodes d’acce`s 802.11. Figure reproduite de [42].
La relation entre les diffe´rentes me´thodes d’acce`s est pre´sente´e sur la figure 2.1.
La me´thode d’acce`s DCF est la me´thode de base pour l’acce`s au canal en 802.11
par conse´quent, ses principes et me´canismes sont de´crits dans la section suivante.
2.2.2.1 Me´thode DCF
La me´thode DCF de´bute par une proce´dure de sondage du canal. Celle-ci per-
met de s’assurer que le canal est libre avant d’e´mettre. Le canal est conside´re´
comme libre si aucune transmission n’a e´te´ de´tecte´e pendant un intervalle de
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temps appele´ intervalle intertrame (Interframe Space - IFS). Par conse´quent, la
proce´dure de sondage se de´roule jusqu’a` ce que cette condition soit remplie.
Apre`s la proce´dure de sondage, la proce´dure d’e´mission peut avoir lieue. Plu-
sieurs nœuds peuvent alors eˆtre en compe´tition pour l’acce`s au canal. Afin d’e´viter
les collisions, les transmissions effectives des nœuds sont re´parties ale´atoirement
dans le temps selon une proce´dure appele´e proce´dure de temporisation. La proce´dure
de temporisation consiste pour chacun des nœuds en compe´tition pour l’acce`s au
me´dium a` tirer ale´atoirement un cre´neau d’e´mission parmi ceux disponibles. La
station qui dispose du cre´neau le plus court e´met la premie`re.
Canal occupe´ IFS ... Transmission Temps
sondage temporisation
Cre´neaux
Figure 2.2 – Se´quence d’e´mission DCF. Figure extraite de [42].
Entre chaque transmission unicast, l’e´metteur de la trame attend la re´ception
d’un acquittement de la part du re´cepteur pendant un de´lai IFS court appele´ SIFS.
Si l’acquittement n’est pas rec¸u, le nœud recommence la proce´dure comple`te d’en-
voi de la trame. Avant chaque retransmission, le nombre de cre´neaux disponibles
peut-eˆtre modifie´ par l’algorithme de gestion de la temporisation. L’ensemble de
la se´quence d’envoi est illustre´ sur la figure 2.2.
Les diffe´rents me´canismes mis en œuvre dans la me´thode DCF disposent de
nombreuses spe´cificite´s de´crites ci-apre`s.
Sondage du canal
Le sondage du canal permet de s’assurer que le me´dium n’est pas utilise´. Deux
types de sondage sont utilise´s :
— le sondage physique consiste a` mesurer l’e´nergie sur le canal a` un instant
donne´. Il de´pend du canal et de la modulation utilise´s. Si le niveau mesure´
de´passe un certains seuil, le canal est conside´re´ comme occupe´.
— le sondage virtuel utilise le vecteur d’allocation re´seau NAV (Network Allo-
cation Vector) et les informations de niveau MAC pour infe´rer l’occupation
du canal.
Le sondage physique peut se re´ve´ler complique´ et ne´cessiter du mate´riel one´reux.
Par conse´quent, le sondage virtuel est pre´fe´re´. Le NAV est un minuteur pre´sent
sur chaque nœud et indique la re´servation du canal. Si la valeur du compteur NAV
est supe´rieure a` 0, alors le canal est conside´re´ occupe´, dans le cas contraire, le
canal est conside´re´ comme vide. La plupart des trames 802.11 incluent un champs
dure´e qui indique le temps ne´cessaire a` leur transmission sur le canal. Ce champ
est utilise´ pour mettre a` jour le compteur NAV.
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De´lais intertrames (IFS)
E´tant donne´ la contention qui peut exister sur le me´dium sans-fil, des de´lais
intertrames sont utilise´s pour re´guler l’acce`s. Une trame e´mise avec un de´lai inter-
trame re´duit disposera d’un acce`s priorise´ au me´dium. Il existe 4 de´lais intertrames
diffe´rents :
— le de´lai Short Intreframe Space (SIFS) : le SIFS est utilise´ pour re´guler
l’acce`s aux trames de forte priorite´ comme l’envoi de trames RTS/CTS ou
l’envoi d’un acquittement. Son de´lai est par conse´quent le plus court des
de´lais IFS.
— le de´lai DCF Interframe Space (DIFS) : le de´lai DIFS est utilise´ par le
mode`le DCF, c’est donc le de´lai standard pour l’envoi de trames ne ne´cessitant
pas de priorite´ particulie`re.
— le de´lai PCF Interframe Space (PIFS) : Le PIFS est utilise´ par le mode`le
PCF. Les trames e´mises par PCF sont priorise´es par rapport aux trames
standards (DCF), par conse´quent la dure´e de PIFS se situe entre le SIFS
(trames de tre`s grande priorite´) et le DIFS.
— le de´lai Extended Interframe Space (EIFS) : Le EIFS a e´tait introduit par
l’amendement 802.11e et est de´fini par l’application en fonction des priorite´s
de la trame.
Gestion des erreurs
Le protocole MAC 802.11 est qualifie´ de sans-perte. Ce terme signifie que son
utilisation limite les pertes d’informations lie´es a` la transmission sur le me´dium.
Si une erreur est de´tecte´e sur une trame rec¸ue, celle-ci est re´e´mise. Le me´canisme
de gestion des erreurs est constitue´ de plusieurs composants :
— de´tection des erreurs : une somme de controˆle est calcule´e et incluse dans
la trame avant son e´mission sur le me´dium. A` la re´ception de la trame,
une somme de controˆle similaire est calcule´e. Si une diffe´rence est constate´e
entre les deux valeurs, la trame est conside´re´e comme corrompue et ignore´e
par la pile de re´ception.
— acquittement de trame rec¸u et retransmission de trames errone´es : si au-
cune erreur n’est de´tecte´e a` la re´ception, un acquittement est envoye´ par le
re´cepteur a` l’e´metteur. Dans le cas contraire, l’e´metteur attend un temps
SIFS et effectue une retransmission de la trame (traduit en anglais par
retry).
Le nombre de retransmissions est limite´. Par conse´quent, quand le nombre
maximal de retransmission est atteint, la trame est conside´re´e comme perdue par
la couche MAC de l’e´metteur qui en informe alors les couches supe´rieures qui
prennent alors une de´cision en fonction de leur propre logique.
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Me´canisme de re´servation du canal par RTS/CTS
Afin de garantir la bonne transmission d’une trame de donne´es, les stations
peuvent recourir au me´canisme des RTS/CTS. Le me´canisme des RTS/CTS per-
met de re´server le canal pendant la totalite´ des e´changes lie´s a` l’envoi d’une trame
(envoi et re´ception de la trame et de son aquittement). Les diffe´rentes e´tapes de
la proce´dure de re´servation sont les suivantes :
— la station envoie la trame RTS au point d’acce`s. Cette trame contient une
valeur NAV qui correspond au temps ne´cessaire a` l’envoi de la trame de
donne´es et la re´ception de son acquittement. Les autres stations a` proximite´
de la station e´mettrice rec¸oivent le RTS et mettent a` jour leur horloge NAV.
Par conse´quent, ces stations n’e´mettront pas pendant la dure´e de l’e´change.
— le point d’acce`s retourne une trame CTS a` la station e´mettrice du RTS.
La trame CTS contient e´galement un champ NAV qui permet aux stations
voisines du point d’acce`s de mettre a` jour leur horloge NAV.
— apre`s re´ception du CTS par la station, l’e´change de la trame de donne´es est
prote´ge´ et peut avoir lieu selon la proce´dure habituelle.
RTS CTS Data ACK Temps
CTS NAV=RTS-(CTS+SIFS)
RTS NAV=3xSIFS+CTS+DATA+ACK
Figure 2.3 – Me´canisme de re´servation RTS/CTS. Figure extraite de [42].
L’ensemble de la proce´dure est re´sume´ sur la figure 2.3. L’utilisation des RTS/CTS
provoque une charge supple´mentaire du re´seau. Par conse´quent, les standards
802.11 recommandent que son utilisation soit de´sactive´e par de´faut [9]. En re-
vanche, l’utilisation de ce me´canisme peut-eˆtre be´ne´fique dans certaines situations.
Initialement, le me´canisme de RTS/CTS a ainsi e´te´ mis en œuvre pour combattre
le proble`me du terminal cache´. Dans ce cas particulier, deux stations appartenant
a` une meˆme cellule 802.11 ne sont pas situe´es a` porte´e de transmission radio l’une
de l’autre. Par conse´quent, la proce´dure classique de sondage de canal ne peut
re´guler l’acce`s au me´dium des deux stations. Si ces stations e´mettent en meˆme
temps, des collisions peuvent se produire au niveau du point d’acce`s. L’utilisation
du me´canisme permet donc d’inhiber les e´missions des autres nœuds de la cellule
le temps de l’e´change.
Mode`le de temporisation exponentielle binaire (BEB)
Le mode`le de temporisation exponentielle binaire (traduit de l’anglais Binary
Exponential Backoff - BEB) ge`re le nombre de cre´neaux disponibles lors de chaque
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e´mission. Le fonctionnement de l’algorithme BEB peut-eˆtre de´crit selon trois va-
riables, CW , CWmin et CWmax, qui sont respectivement la valeur actuelle du
nombre de cre´neaux, la valeur minimale et la valeur maximale. Le fonctionnement
de l’algorithme est le suivant :
1. avant chaque premie`re transmission de trame, CW est initialise´ a` CWmin.
2. a` chaque retransmission :
— si CW est infe´rieure a` CWmax, alors la valeur de CW est fixe´e a` (CW +
1) ∗ 2− 1.
— dans le cas contraire, CW prend pour valeur CWmax.
Les valeurs de CWmin et CWmax sont respectivement fixe´es a` 15 et 1023 pour le
standard 802.11g. Par conse´quent, les valeurs prises par CW pour les diffe´rentes
retransmissions sont indique´es sur la figure 2.4.
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Figure 2.4 – Valeurs prises par CW en fonction du nume´ro de retransmission [9].
A` partir de la 7e`me retransmission, le nombre de cre´neaux ne varie plus.
2.2.3 Tramage
Le tramage constitue un point important des protocoles MAC.
2.2.3.1 Type de trames
Trois types de trames sont utilise´es par 802.11 :
— les trames de donne´es constituent la majeure partie des trames e´change´es
dans une cellule. Elles contiennent les informations des protocoles de plus
haut-niveau.
— les trames de controˆle sont utilise´es conjointement aux trames de donne´es
pour accomplir les fonctionnalite´s de niveau MAC : acquittement, re´servation
et sondage du canal.
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— les trames de management sont e´mises par le point d’acce`s pour accomplir
les taˆches de supervision comme l’entre´e d’une nouvelle station dans la
cellule.
Les trames de donne´es constituent la majorite´ du trafic MAC dans la plupart
des re´seaux. Son format est de´crit dans la prochaine section.
2.2.3.2 Format d’une trame de donne´e
4octets : 2
1 1 1
bits : 4
bits : 2
Controˆle
De´bit
1
Re´serve´
12
Taille
1
Parite´
6
Queue
16
Service
34-2346
PSDU
6
Queue Remplis-sage
Pre´ambule Signal Donne´es
Version
du Pro-
tocole
2
Type
4
Sous-
type
1
SD 1
1
SD 2
1
TramedeManage-ment
1
Re´e-
mission
1
Pui-
ssance
Donne´es
Sup.
Trame
Prote´ge´e
Ordre
des bits
2
Dure´e
6
Adresse 1
6
Adresse 2
6
Adresse 3
2
seqctl
6
Adresse 4 Corps
0-2312
Enteˆte MAC 802.11
Trame MAC 802.11
Super-trame PHY 802.11
FCS
Figure 2.5 – Format d’une trame de donne´e 802.11.
Le format d’une trame de donne´e est pre´sente´ sur la figure 2.5. Les trois consti-
tuants d’une trame de donne´e sont le pre´ambule, le champ Signal et le champ
Donne´es. Seuls le champ Signal et le champ Donne´es contiennent des donne´es
susceptibles d’eˆtre de´code´es par le re´cepteur. Le pre´ambule est une se´quence de
bits fixe´e par le standard et identique a` toutes les trames permettant aux re´cepteurs
802.11 de de´tecter l’arrive´e d’une trame.
Le champ signal contient toute information pouvant eˆtre utilise´e pour le de´codage
physique et la re´ception de la trame. Pour des proble`mes de compatibilite´ entre
les diffe´rentes normes 802.11, les symboles constituant le champ signal sont obli-
gatoirement module´s par BPSK avec un taux de codage 12 .
Le champ PSDU du champ donne´es contient toutes informations ne´cessaires
au fonctionnement du protocole MAC 802.11 (acheminement local, ...) ainsi que
toutes les donne´es passe´es a` la couche MAC pour la couche IP. Le champ Dure´e
est utilise´ pour le sondage virtuel du canal et la mise a` jour de l’horloge NAV.
Les champs Adresse contiennent les adresses d’e´mission et de re´ception ne´cessaires
a` l’acheminement a` l’inte´rieur de la cellule. Un nume´ro de se´quence (seqctl) est
e´galement pre´sent dans les me´tadonne´es et permet de diffe´rencier chacune des
trames. Le champ Corps constitue la charge utile de la trame et est compose´ des
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informations transmises a` la couche MAC par les couches supe´rieures. Le champ
FCS est la somme de controˆle, calcule´e sur le champ Corps avant l’e´mission. Le
champ Controˆle du PSDU incorpore toutes les informations d’ordre protocolaire
comme le type de trame (controˆle, donne´e ou management), la version du protocole
utilise´e, si la trame est re´e´mise ou fragmente´e ou encore si les donne´es pre´sentes
dans la trames sont crypte´es.
2.3 Couche physique
Les diffe´rentes couches physiques de´finies pour 802.11 dans la premie`re version
du standard sont les suivantes :
— Frequency-Hopping Spread Spectrum (FHSS) : les syste`mes FHSS sautent
d’une fre´quence a` une autre selon un motif ale´atoire. Une partie de l’infor-
mation est e´mise dans chacune des fre´quences visite´es.
— Direct Sequence Spread Spectrum (DSSS) : l’e´nergie du signal est e´tale´e sur
une large bande de fre´quences.
— Orthogonal Frequency Division Multiplexing (OFDM) : les syste`mes OFDM
divisent les canaux de transmission en sous-canaux ou` chacune des portions
du signal est e´mise en paralle`le.
Ces spe´cifications ont ensuite e´te´ standardise´es dans les versions plus re´centes
du standard :
— 802.11a permet l’utilisation des fre´quences 5 GHz. La technologie d’e´mission
utilise´e est OFDM pour des de´bits atteignables de 54 Mbps.
— 802.11b utilise la bande de fre´quences ISM de 2.4 GHz et la technologie
DSSS pour des de´bits maximaux de 11 Mbps.
— 802.11g utilise la technologie OFDM similaire a` celle utilise´e par 802.11a.
Le de´bit maximal est 54 Mbps mais la bande d’e´mission est la bande ISM
2.4 GHz.
— 802.11n est le standard MIMO 802.11, il permet l’utilisation des bandes
ISM de 2.4 GHz et 5 GHz. Les de´bits atteignables sont les plus importants
parmi les standards 802.11 car ils permettent d’atteindre 450 Mbps.
2.3.1 Bandes ISM et interfe´rences
La technologie 802.11 fonctionne dans les bandes ISM de 2.4 GHz et 5 GHz. Les
bandes ISM (figure 2.6) sont des plages de fre´quences utilisables pour la commu-
nication ou le fonctionnement d’appareils civils et a` usage courant (robots d’usine,
te´le´commandes de garage, ...). L’utilisation de ces fre´quences ne requie`rt pas d’en-
registrement pre´alable, i.e. les bandes ISM ne sont pas re´gule´es et, par conse´quent
les interfe´rences y sont nombreuses. L’utilisation et les e´tudes de fre´quentation des
bandes ISM est un sujet de recherche important e´tant donne´ la multiplication des
e´quipements personnels (smartphone, ordinateurs portables, ...) [58, 116, 133].
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2.4 − 2.5 GHz 5.725 − 5.875 GHz
902 − 928 MHz
433 − 434 MHz
Bandes ISM
Bandes non− ISM
Figure 2.6 – Repre´sentation des diffe´rentes bandes ISM de fre´quence infe´rieure a`
6 GHz.
2.3.2 Modes de transmission
Comme l’explique la section 1.3.1, une grande partie des caracte´ristiques du
signal (robustesse, taux de codage, ...) de´pend de la modulation utilise´e (aussi
appele´e mode de transmission). Diffe´rents modes de transmission sont disponibles
pour 802.11, les modes de transmissions disponibles pour les standards 802.11 a
et g sont re´sume´s dans le tableau 1.1.
2.3.2.1 Algorithme de choix du mode de transmission
Le choix de la modulation utilise´e de´pend de la capacite´ actuelle du canal et
consiste a` maximiser le de´bit atteignable en fonction du taux d’erreur binaire ac-
tuel (traduit par Bit Error Rate - BER). Le choix ide´al du mode de transmission
n’est pas encore re´gle´ par la litte´rature. Par conse´quent, diffe´rents algorithmes de
controˆle existent. Parmi eux, Onoe [82, 118] utilise le ratio de perte de paquet sur
un lien. Cette approche est juge´e pessimiste par [82] qui propose SimpleRate : un
algorithme qui teste l’efficacite´ des de´bits en envoyant pe´riodiquement des paquets
de donne´es. La me´thode des chaˆınes de retransmissions est actuellement utilise´e
dans de nombreux algorithmes. Celle-ci module le mode d’e´mission d’une trame
en fonction du nombre de tentative de transmission (ex : 1e`re transmission, 1e`re
retransmission, 2e`me retransmission, ...). Cette me´thode est utilise´e par les algo-
rithmes AMRR [68] et Minstrel [117]. Ce dernier utilise le de´bit le plus performant
pour la 1e`re tentative d’envoi, la 1e`re retransmission utilisera le 2e`me de´bit en terme
de performance. A` partir de la 2e`me retransmission, le mode d’envoi est le de´bit
qui a la plus grande probabilite´ de passer (en fonction de l’historique des pertes
sur le lien pour chacun des de´bits). Certaines de ces approches sont juge´es op-
timistes [117] ou au contraire pessimistes dans les environnements a` fort niveau
d’interfe´rences [82]. Par conse´quent, les mesures de puissance du signal RSS ou
SNR mesure´es par les cartes radio 802.11 sont parfois utilise´es, c’est le cas de
RBAR [49], CHARM [55], FRAR [94] et SGRA [137].
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2.4 Conclusion
Ce chapitre a de´taille´ le standard IEEE 802.11 qui de´finit diffe´rentes solutions
aux niveaux des couches MAC et PHY des re´seaux sans-fil. Au niveau MAC,
la me´thode DCF principalement utilise´e consiste a` sonder le me´dium avant de
commencer la proce´dure de transmission. Cette dernie`re consiste a` temporiser
ale´atoirement l’envoi des trames pour ge´rer l’acce`s des multiples nœuds au canal.
Des me´canismes de retransmission sont e´galement mis en places.
Au niveau physique, le standard de´finit l’usage des couches ISM de 2.4 GHz
et 5 GHz. Dans la version 802.11g, la technique d’e´mission est OFDM. Pour ge´rer
les ale´as du me´dium, les trames peuvent eˆtre transmises selon diffe´rents modes de
transmission ayant des capacite´s diffe´rentes en termes de performances et de robus-
tesse de donne´es. Par conse´quent, le choix du mode de transmission est important
et peut eˆtre ge´re´ automatiquement ou manuellement pour tenter de maximiser les
performances obtenues en fonction de la qualite´ du canal.
Les informations donne´es dans ce chapitre seront utiles dans la suite du manus-
crit ou` le protocole 802.11g est pris comme exemple. Le chapitre suivant de´taillera
l’e´tat de l’art des diffe´rentes plates-formes de mesure pour re´seaux sans-fil et des
diffe´rents travaux de comparaison entre simulateurs et bancs expe´rimentaux.

3E´tat de l’art sur les moyens de
mesure de re´seaux sans-fil
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Plates-formes de mesure pour re´seaux sans-fil . . . . . 30
3.2.1 Plates-formes de type grille . . . . . . . . . . . . . . . . 30
3.2.1.1 Utilisation des plates-formes de type grille . . 31
3.2.2 Plates-formes en environnements de production . . . . . 32
3.2.2.1 Utilisation des plates-formes de production . . 32
3.2.3 Plates-formes de laboratoire . . . . . . . . . . . . . . . . 32
3.2.3.1 Utilisation des plates-formes de laboratoire . . 33
3.3 Simulateurs, validation des mode`les et comparaison
de performances . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Introduction
Une part importante de la me´trologie des re´seaux sans-fil consiste a` produire des
donne´es sur l’ensemble de la pile de communication et en particulier sur les couches
les plus basses. Par conse´quent, apre`s les chapitres 1 et 2 qui introduisent entre
autres les difficulte´s rencontre´es au niveau de la couche physique et le standard
802.11, ce chapitre fera dans une premie`re partie un e´tat de l’art des diffe´rents
travaux de conception et de mise en œuvre de bancs expe´rimentaux pour re´seaux
sans-fil. Ces travaux sont classifie´s en trois grandes cate´gories de´finies selon les
caracte´ristiques principales de ces plates-formes : les plates-formes de type grille
qui sont constitue´es d’une grille de nœuds et dont la taille peut eˆtre importante, les
plates-formes de mesure en environnements de production qui sont conc¸ues sur des
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re´seaux ope´rationnels et les plates-formes de laboratoire qui sont de taille re´duite
et qui isolent certaines proprie´te´s spe´cifiques du re´seau.
La deuxie`me partie de ce chapitre s’inte´resse aux travaux de comparaison ef-
fectue´s entre simulateurs et bancs expe´rimentaux. En effet, un moyen alternatif
aux mesures expe´rimentales est l’usage des simulateurs de re´seau. Ces logiciels
sont pourtant largement critique´s pour leur manque de re´alisme. Afin de mesurer
ce dernier et peut-eˆtre l’ame´liorer, un certain nombre de travaux ont compare´ les
performances obtenues sur simulateurs et bancs expe´rimentaux. Dans cette op-
tique, nous pensons que ces travaux peuvent et doivent be´ne´ficier des mesures de
me´trologie recueillies sur une plate-forme de mesure expe´rimentale.
Par conse´quent, le plan suivi sera le suivant : la partie 3.2 pre´sentera la classi-
fication des diffe´rentes plates-formes de mesure tandis que la partie 3.3 pre´sentera
les diffe´rents travaux de comparaison entre simulateurs et bancs expe´rimentaux.
3.2 Plates-formes de mesure pour re´seaux sans-
fil
Cette section recense des plates-formes de mesure rencontre´es dans la litte´rature
et classifie´es selon les trois cate´gories suivantes :
— les plates-formes de type grille de nœuds [79, 30, 84, 95] : elles disposent
d’un grand nombre de nœuds (plusieurs centaines) fixes ou mobiles dans
des environnements souvent automatise´s. Ce sont des plates-formes princi-
palement conc¸ues pour les tests et la validation grande e´chelle de protocoles
(routage, gradient, consensus, ...). Les plates-formes de ce type sont souvent
conc¸ues dans des environnements isole´s et de´pourvus de toute interfe´rence
externe.
— les plates-formes en environnements de production [57, 62, 32, 66, 15] : elles
peuvent disposer de plusieurs dizaines voir plusieurs centaines de nœuds et
sont souvent conc¸ues dans des environnements de production industrielle ou
d’usage courant comme les re´seaux domestiques, de bureaux, etc. De plus,
les e´quipements utilise´s pour ces mesures sont des e´quipements standards.
Par conse´quent, les mesures issues de ces re´seaux sont les plus re´alistes.
— les plates-formes de laboratoire [120, 93, 46, 113] : elles mettent en œuvre de
petits re´seaux afin de simplifier leurs e´tudes. L’environnement utilise´ est tre`s
isole´ et permet un controˆle important des perturbations. En comple´ment
de ces particularite´s, une instrumentation plus comple`te est utilise´e.
3.2.1 Plates-formes de type grille
ORBIT [100] est un banc de test de´veloppe´ pour fournir une infrastructure
grande e´chelle pour le test de re´seaux sans-fil. Dans sa version initiale, le banc
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e´tait compose´ d’une grille de 400 nœuds sans-fil (PC) situe´s dans un environnement
totalement isole´. Chacun des nœuds dispose d’une interface Ethernet permettant
sa programmation a` distance. Re´cemment des ame´liorations ont e´te´ apporte´es avec
l’inte´gration de routeurs OpenFlow au re´seau sans-fil initial. De plus, des boˆıtiers de
radio logicielle URSP2 ont e´te´ de´ploye´s pour prendre en conside´ration les re´centes
avance´es des re´seaux cognitifs et permettre des tests de de´veloppement aux couches
MAC et physique. ORBIT est le fruit d’un effort de la National Science Foundation
qui initia en 2002 [27] une re´flexion sur le de´veloppement de nouveaux bancs de
tests expe´rimentaux pour la mesure sans-fil. Par conse´quent il est souvent cite´
comme re´fe´rence pour la conception de ce type de bancs.
De manie`re similaire, la plate-forme Senslab [30] installe´e a` Lille dispose d’un
total de 256 nœuds sans-fil re´partis en grille, pour l’e´tude des re´seaux 802.15.4.
Parmi ces 256 nœuds 32 sont mobiles. Les nœuds sont conc¸us autour d’un boˆıtier
de communication Texas Instrument CC2420 [8] dont les communications sont
ge´re´es par le standard Zigbee [39]. Les nœuds ne disposent en revanche pas de
moyens supple´mentaires pour la mesure physique. D’autres bancs de mesure Sens-
lab existent permettant des mesures 802.11b ou OpenMAC sur des fre´quences de
800 MHz. L’environnement de mesure est lui aussi isole´ des interfe´rences externes.
Bien que fournissant un environnement isole´ de toute communication externe,
la plupart des plates-formes de mesure sans-fil comme ORBIT et Senslab ne per-
mettent pas un controˆle important des perturbations. Par conse´quent, les liens de
communication peuvent eˆtre sujets aux de´gradations impre´vues du me´dium. Pour
ces raisons, les mesures obtenues sur ces plates-formes peuvent se re´ve´ler inexactes.
Pour ame´liorer le controˆle des perturbations, les nœuds de la plate-forme ASSERT
[84] sont relie´s entre eux via caˆbles coaxiaux et les effets du me´dium simule´s par
des atte´nuateurs intelligents pilote´s par FPGA [110]. Bien qu’avantageux a` de
nombreux e´gards, ce type de montage de´grade le re´alisme des communications et
limite les possibilite´s de mesure e´tant donne´ le nombre maximal de ports sur les
matrices d’interconnexion des diffe´rents liens du re´seau [127]. Le nombre maximal
de voisin de chaque nœud est ainsi limite´. ASSERT est actuellement un re´seau de
taille moyenne (40 nœuds) mais a e´te´ de´veloppe´ pour supporter plusieurs centaines
de nœuds.
3.2.1.1 Utilisation des plates-formes de type grille
L’utilisation typique des plate formes de type grille est la validation d’algo-
rithmes et de protocoles de haut-niveau. Les mises en œuvre se retrouvent ainsi
facilite´es par le grand controˆle des nœuds, de l’infrastructure et de l’homoge´ne´ite´
des nœuds. Ainsi, les auteurs de [31] mesurent la pre´cision des algorithmes de
localisation base´s sur les me´triques de puissance du signal en utilisant la plate-
forme ORBIT. Dans [95], c’est la performance des algorithmes de controˆle de
de´bit qui est e´tudie´e et valide´e sur des re´seaux 802.11 congestionne´s. Les auteurs
de [109] comparent les performances des trafic VoIP (Voice Over IP), sur des
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re´seaux expe´rimentaux (ORBIT) et en simulation. Enfin, dans [88], un me´canisme
d’agre´gation de donne´es pour WSN est valide´ sur la plate-forme ASSERT.
3.2.2 Plates-formes en environnements de production
Pour plus de re´alisme, de nombreuses plates-formes de mesure sont conc¸ues
autour de re´seaux ope´rationnels comme des re´seaux de campus, d’universite´s [57,
62] ou de bureau [32]. Les mesures effectue´es sur ces re´seaux sont issues du mate´riel
standard de´ploye´ sur le re´seau initial (point d’acce`s, nœuds, ...).
Parmi les plates-formes moyenne e´chelle, DieselNet [29] de l’universite´ du Mas-
sachusetts est destine´ a` e´tudier les re´seaux tole´rants aux de´lais (Delays Tolerant
Network - DTN). Le projet e´quipe ainsi 35 bus d’une brique Diesel qui permet
de fournir aux passagers ou aux passants une connectivite´ 802.11g, de scanner
d’autres re´seaux 802.11 disponibles dans les environs du bus et de se connecter a`
des boˆıtes de de´poˆt lors de leur passage a` proximite´.
3.2.2.1 Utilisation des plates-formes de production
L’utilisation typique des re´seaux moyenne e´chelle est la caracte´risation du trafic
des re´seaux ainsi instrumente´s, les mode`les qui en re´sultent peuvent eˆtre utilise´s
pour l’ame´lioration de ces re´seaux. Ainsi, [48] et [78] instrumentent et analysent
des re´seaux d’universite´ tandis que [80] et [119] caracte´risent du trafic haut-de´bit
re´sidentiel. Dans chacun de ces cas, les usages des utilisateurs sont e´tudie´s et
mode´lise´s.
Plus re´cemment, des recherches se sont inte´resse´es au trafic mobile et smart-
phone, comme [38] qui instrumente des terminaux mobile pour e´tudier les inter-
actions entre le trafic ge´ne´re´ et la consommation d’e´nergie radio. Les auteurs de
[96] e´tudient le trafic mobile de l’application sociale multime´dia ’youtube’, source
dominante du trafic re´seau actuel [104].
3.2.3 Plates-formes de laboratoire
Les plate-forme de laboratoire permettent de fournir une isolation et un controˆle
de l’environnement important. Ces deux e´le´ments sont fondamentaux pour la me-
sure du lien sans-fil [84].
Un environnement utilise´ pour ce type de plate-forme est celui d’une chambre
ane´cho¨ıque. Une chambre ane´cho¨ıque est un espace ferme´ dans lequel les murs sont
recouverts de mate´riaux isolants qui permettent la suppression des phe´nome`nes de
multi-trajet qui affectent la propagation des signaux sans-fil. Additionnellement,
les isolants permettent de pre´munir l’inte´rieur de la chambre de la plupart des in-
terfe´rences externes. L’environnement de mesure situe´ a` l’inte´rieur d’une chambre
ane´cho¨ıque est donc neutre e´lectromagne´tiquement, ce qui en fait un outil impor-
tant pour la mesure e´lectromagne´tique de pre´cision (tests radars, audio ou mesures
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d’antenne). Ne´anmoins, e´tant donne´es les qualite´s de cet environnement pour la
mesure RF, son utilisation s’est e´tendue a` la mesure re´seau et notamment dans
la conception de nombreuses plates-formes de mesure du lien sans-fil comme dans
[15, 66].
Dans ce type d’environnement, les perturbations naturelles e´tant nulles, une
partie de la mise au point de ces plates-formes consiste a` ge´ne´rer artificiellement
des perturbations et ainsi a` controˆler pre´cise´ment leur force et leur apparition.
Deux techniques sont essentiellement utilise´es [15] : la ge´ne´ration de signal d’in-
terfe´rences par du mate´riel de communication ou l’injection de bruit artificiel dans
l’environnement par utilisation d’un ge´ne´rateur de signal.
Enfin, la dernie`re facette des plates-formes petite e´chelle est l’instrumentation
et la mesure des phe´nome`nes e´tudie´s. A` cet e´gard, du mate´riel spe´cialise´ dans la
mesure RF est souvent mis en œuvre comme dans [66] ou` les auteurs utilisent et
de´taillent la configuration d’un analyseur de spectre.
3.2.3.1 Utilisation des plates-formes de laboratoire
L’environnement isole´ et controˆle´ des plates-formes de laboratoire les rend
ide´ales pour la caracte´risation des relations inter-couche et mate´rielle des re´seaux
sans-fil. Dans [15], les auteurs utilisent une chambre ane´cho¨ıque ou` les commu-
nications sont perturbe´es par du bruit ge´ne´re´ artificiellement pour caracte´riser
les relations entre la couche physique et les performances au niveau de la couche
re´seau. Dans [66], des mesures effectue´es en chambre ane´cho¨ıques sont utilise´es
pour trouver les caracte´ristiques statistiques des mesures de puissance du signal
obtenues sur du mate´riel standard. Celles-ci sont ensuite analyse´es et compare´es
a` celles obtenues avec du mate´riel RF spe´cialise´.
3.3 Simulateurs, validation des mode`les et com-
paraison de performances
Les bancs de tests expe´rimentaux sont essentiels pour la production de traces.
Pourtant, des moyens alternatifs d’analyse, de validation et d’estimation de perfor-
mance sont parfois rencontre´s. C’est le cas des simulateurs de re´seau qui pre´sentent
des avantages en termes de simplicite´ et de facilite´ de mise en œuvre malgre´ des
de´fauts importants de re´alisme. En effet, afin de pouvoir effectuer les simulations
dans des temps et des ressources raisonnables, les mode`les utilise´s au niveau des
couches physiques et MAC sont souvent simplifie´s et abstraient volontairement la
re´alite´ de ces couches [65, 71, 63, 64]. De plus, un grand nombre de simulateurs
a e´te´ conc¸u selon des hypothe`ses reconnues comme fausses [64]. Par conse´quent,
la cre´dibilite´ des simulateurs est fre´quemment remise en question. Pourtant et no-
tamment graˆce a` leur facilite´ d’usage, un nombre important de travaux (11 % des
papiers de recherche et jusqu’a` 75 % dans certains domaines spe´cifiques comme les
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MANET selon [59]) utilisent toujours les simulateurs. Pour cette raison et malgre´
leurs limitations, il est important de quantifier le degre´ de re´alisme des simulateurs
les plus utilise´s.
Une manie`re empirique pour e´valuer les mode`les est de comparer les perfor-
mances obtenues sur simulateur avec celles obtenues sur des bancs de mesure
expe´rimentaux. Pour pouvoir eˆtre efficace, cette comparaison doit eˆtre effectue´e
sur des environnements configure´s de manie`re similaire et sur des sce´narios iden-
tiques. Cette de´marche est celle majoritairement suivie par de nombreux travaux
dont les efforts se concentrent principalement sur les couches de bas niveaux. En
effet, l’imple´mentation de protocoles, du niveau IP jusqu’aux couches applicatives,
est souvent conside´re´e comme verbatim vis a` vis des standards par la communaute´
scientifique [18]. De plus, le fonctionnement des algorithmes complexes comme
TCP rajoute un nombre important de variables pouvant perturber les analyses
[59].
En revanche, l’impact de la simplification des mode`les aux niveaux MAC et
physique est activement e´tudie´ par la communaute´. Ainsi, les performances du
simulateur OMNET++ sont e´value´es dans [33]. Les re´sultats montrent que les
performances obtenues en termes de debit et de latence sont parfois optimistes par
rapport a` la re´alite´. L’article pointe la simplification extreˆme des mode`les de nœuds
au niveau MAC. Les simulateurs plus re´cents disposent de mode`les de nœuds plus
sophistique´s. Ainsi, [132] et [76] comparent les performances de ns-2 vis-a`-vis d’un
re´seau de capteurs sans-fil expe´rimental. Les re´sultats de [132] de´montrent une
diffe´rence constate´e moyenne sur le taux de perte de trames se situant entre 8,2
% et 12,3 % selon le choix de parame`tres et le mode`le de propagation radio.
Des re´sultats similaires sont constate´s par [22, 46] qui e´valuent les performances
respectives des simulateurs Castalia et TOSSIM sur un re´seau de capteurs sans-fil.
Sur ce dernier les diffe´rences en terme de taux de pertes sont comprises entre 5
% et 10 %. Le mode`le statistique de pertes sur le lien semble eˆtre adapte´ dans
la plupart des cas, en revanche, des anomalies plus importantes sont constate´es
sur la latence des e´changes. Ce re´sultat est confirme´ par [33, 46] et par [53] sur le
simulateur ns-2 a` partir d’un re´seau statique et de taille moyenne. Une explication
fournie est le manque de re´alisme et de mode´lisation de l’e´cosyste`me propre aux
simulateurs. La latence e´tant une me´trique plus complexe que le taux de perte,
elle ne´cessite une granularite´ de mode´lisation plus importante. Une des causes ainsi
avance´e par [53] est la non-prise en compte des de´lais et temporisation introduits
par le syste`me d’exploitation.
Ce constat persiste au niveau physique ou` un nombre important de mode`les
peuvent eˆtre utilise´s pour parame´trer la propagation du signal et notamment les
phe´nome`nes de perte [87]. Ainsi, Tan et al. [120] mettent en avant des anoma-
lies dans la puissance du signal mesure´e. Selon eux, la non prise en compte de
la diversite´ d’antennes par les simulateurs actuels est responsable de ces diver-
gences. De plus, certains cas de propagation complexes seraient mal ge´re´s par
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les couches physiques des simulateurs [60, 71], conduisant a` l’absence en simula-
tion de phe´nome`nes de contention ou de difficulte´ d’acce`s au me´dium observables
dans les cas expe´rimentaux. Enfin, tout e´quipement a ses spe´cificite´s et certaines
imple´mentations mate´rielles peuvent diffe´rer des standards comme le de´montre
[23] qui mesure les de´lais de temporisation mis en œuvre par des cartes WIFI lors
de l’acce`s au lien. Les re´sultats obtenus entre l’expe´rimentation et la simulation
peuvent alors eˆtre tre`s diffe´rents.
Face a` la diversite´ de ces re´sultats, certains auteurs insistent sur l’importance de
de´finir des me´thodologies de comparaison pre´cises et partage´es par la communaute´
[59]. D’autres travaux mettent l’accent sur la ne´cessite´ de re´pe´ter les tests de
manie`re re´gulie`re et automatise´e pour prendre en compte les diffe´rentes e´volutions
des simulateurs et les diffe´rents re´glages [18].
3.4 Conclusion
La 1e`re partie de cet e´tat de l’art a concerne´ la classification et la description
des plates-formes de mesure expe´rimentale. Parmi elles, les plates-formes de la-
boratoire semblent constituer une bonne solution pour la conception d’un banc
de mesure compatible avec la me´trologie des re´seaux sans-fil. La 2e`me partie de
l’e´tat de l’art a aborde´ les proble`mes de validation des mode`les de simulation et
de comparaison de performances entre simulateurs et bancs expe´rimentaux. Parmi
les travaux cite´s, certains auteurs [59, 18] insistent sur la ne´cessite´ de de´velopper
de nouvelles me´thodes de comparaison plus fiables et plus automatiques que les
e´tudes comparatives effectue´es actuellement.
Ces conside´rations seront prises en compte dans les prochains chapitres. Le
chapitre 4 de´crira ainsi la conception d’un banc de test adapte´ a` la me´trologie
des re´seaux sans-fil tandis que le chapitre 5 de´finira et mettra en pratique un
mode`le de comparaison entre environnements de mesure. Ce mode`le permettra a`
partir de jeux de donne´es issus de simulations et d’expe´rimentations de trouver des
anomalies d’imple´mentation, de mode´lisation ou de configuration entre les deux
environnements.
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4.1 Introduction
Ce chapitre traite de l’e´tude et la conception d’un banc expe´rimental pour
re´seaux sans-fil capable de mesurer aussi bien les couches re´seaux que les couches
sans-fil des piles de communication sans-fil. Il s’agira de la premie`re contribution
pre´sente´e dans cette the`se. Elle permettra entre autres de ge´ne´rer des traces et des
mesures adapte´es a` la me´trologie des re´seaux sans-fil.
La litte´rature regorge de bancs de test pour la mesure de re´seaux. Ne´anmoins,
peu sont re´ellement adapte´s pour la mesure RF. Parmi les trois classes de bancs
de´crites dans l’e´tat de l’art dresse´ en section 3.2, seuls les bancs dits de laboratoire
sont adapte´s a` la mesure RF. En effet, de telles mesures ne´cessitent un controˆle
important et une isolation totale de l’environnement. Afin d’obtenir un environne-
ment ade´quat, certains travaux situent leurs mesures a` l’inte´rieur d’une chambre
ane´cho¨ıque [15, 66]. Notre de´marche de´crite ici reprend celle suivie dans ces travaux
tout en ame´liorant certains points comme la pre´cision des mesures.
E´tant donne´e l’importance de la mesure RF, une large part de ce chapitre
sera consacre´e aux techniques de mesure au niveau physique. Y seront notamment
de´taille´es les diffe´rentes me´triques utilise´es dans la litte´rature et disponibles sur les
e´quipements actuels. Ces derniers seront e´galement e´voque´s dans la meˆme partie
afin d’expliquer les choix effectue´s pendant la conception du banc expe´rimental.
Le plan suivi dans ce chapitre sera le suivant. Dans un premier temps, seront
aborde´es les proble´matiques d’un banc de mesure RF. Nous pre´senterons donc en
section 4.3, le choix de l’environnement de mesure RF et le controˆle des perturba-
tions. La section 4.4 traitera des proble`mes fonctionnels comme la synchronisation
des nœuds. Les techniques de mesure physique seront aborde´es en section 4.5.
Cette dernie`re de´crira notamment les me´triques et e´quipements de mesure RF
teste´s ou utilise´s sur le banc de test. La section 4.6 traitera de la mesure re´seau
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tant du point de vue mate´riel que logiciel. Enfin, la section 4.7 sera consacre´e a` la
mise en œuvre du banc ainsi qu’a` la caracte´risation de ses performances.
4.2 Contributions
Le travail de´taille´ dans ce chapitre suit les recommandations des travaux de´signe´s
dans l’e´tat de l’art sous l’appellation bancs de laboratoire [15, 66]. En effet, ces
bancs sont les seuls susceptibles de remplir les conditions pre´alables a` une mesure
pre´cise du lien sans-fil. En revanche, le banc de´crit dans ce chapitre diffe`re des
travaux actuels par plusieurs aspects qui ame´liorent les mesures recueillies :
• la pre´cision des mesures est ainsi rendue meilleure de part les e´quipements et
les me´thodes utilise´s : par exemple, les auteurs de [15] utilisent une chambre
semi-ane´cho¨ıque et [66] utilise plusieurs antennes de re´ception. Dans notre
configuration, la chambre est totalement ane´cho¨ıque et une seule antenne de
re´ception est utilise´e, son signal e´tant divise´ vers les instruments de mesure
et d’enregistrement.
• l’instrumentation et donc la nature des donne´es diverge : dans [66] un ana-
lyseur de spectre est utilise´ alors que nous utilisons un oscilloscope relie´ a`
l’antenne de re´ception.
• finalement, dans notre proposition, un inte´reˆt particulier est porte´ au syste`me
d’exploitation et aux logiciels libres. Ce point peu aborde´ dans les travaux
cite´s permet des mesures plus comple`tes et plus fiables.
4.3 Proble´matique de la mesure RF
4.3.1 Spe´cificite´s
Contrairement a` la mesure re´seau ou` l’unite´ de base est le bit, la mesure RF
ope`re sur des phe´nome`nes physiques. Par conse´quent, par rapport aux mesures
re´seau, la mesure RF se caracte´rise par :
• un besoin en pre´cision plus important du fait de la nature des observations
(ondes, ...)
• une e´chelle temporelle plus basse : l’ordre de fre´quence des technologies
de communication est le Gigahertz. Par conse´quent l’e´chelle de mesure des
observations est la nanoseconde
• une difficulte´ de mise-en-œuvre accrue : les phe´nome`nes radio sont ale´atoires
et difficiles a` isoler.
En conse´quence, les mesures RF ne´cessitent des e´quipements spe´cialise´s qui ont
dans certains cas des contraintes particulie`res (calibration, utilisation, ...). De par
leur rarete´, ces e´quipements ont un couˆt beaucoup plus importants que le mate´riel
802.11 standard.
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De plus, des protocoles expe´rimentaux spe´cifiques sont requis pour pouvoir
mesurer efficacement les phe´nome`nes sans-fil et doivent eˆtre re´alise´s dans des envi-
ronnements prote´ge´s permettant le controˆle maximal des perturbations (fre´quence
des apparitions et force) et la re´pe´tabilite´ des mesures.
4.3.2 Environnement de mesure
Dans ce contexte, un environnement inte´ressant est celui d’une chambre ane´cho¨ıque
(figure 4.1) car il limite les perturbations cause´es par le me´dium. Une chambre
ane´cho¨ıque est une pie`ce ferme´e dont les murs sont tapisse´s de mate´riau isolant, ce
qui permet de limiter les perturbations du signal lie´es aux phe´nome`nes de rebond
et de multi-trajets. Les isolants prennent la forme de coˆnes de diffe´rentes tailles
capables de capturer les ondes qui s’y refle`tent. La taille des coˆnes conditionne la
fre´quence des ondes capture´es. En plus de limiter les perturbations a` l’inte´rieur
de la chambre, les caracte´ristiques des isolants rendent e´galement la chambre en
grande partie imperme´able aux signaux venant de l’exte´rieur.
Figure 4.1 – La chambre ane´cho¨ıque du LAAS-CNRS nous permet d’effectuer
des mesures dans un environnement prote´ge´, i.e. sans les perturbations physiques
naturelles qui existent dans un milieu non-prote´ge´.
4.3.3 Controˆle des perturbations
En tirant partie de la protection apporte´e par la chambre ane´cho¨ıque, le niveau
des perturbations peut-eˆtre controˆle´ :
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(a) En disposant des objets dans la ligne de vue d’un e´metteur, la propagation
du signal est perturbe´e, ge´ne´rant des rebonds et favorisant les phe´nome`nes de
multi-trajet.
(b) En multipliant le nombre de nœuds dans le re´seau, des interfe´rences sont
ge´ne´re´es provoquant des collisions ou la mise-en-œuvre de me´canismes de
re´gulation (proce´dure d’acce`s au lien par CSMA/CA par example).
(c) Alternativement a` la solution (b), du bruit peut-eˆtre injecte´ dans l’environne-
ment pour augmenter le nombre d’erreurs et la difficulte´ de re´ception [66].
Cette proble´matique est e´voque´e de manie`re plus de´taille´e dans la section 4.7.
4.4 Proble´matiques fonctionnelles associe´es a` la
conception d’un banc de test distribue´
4.4.1 Synchronisation des nœuds
La mesure simultane´e de traces par plusieurs appareils ne´cessite de les syn-
chroniser, ceci se fait soit par moyens logiciels, soit par moyens mate´riels. D’un
point de vue mate´riel, la me´thode la plus connue est sans doute l’usage d’un si-
gnal satellite horodate´ comme le GPS (Global Positionning System) qui permet de
fournir une horloge commune a` tous les nœuds de mesure avec une synchronisation
infe´rieure a` la centaine de nanosecondes [21]. Ne´anmoins pour pouvoir fonctionner,
il est ne´cessaire d’effectuer les mesures a` ciel ouvert et e´loigne´es d’e´difices e´leve´s
ou de tout obstacle qui pourrait limiter la re´ception du signal satellite. Une autre
me´thode de synchronisation mate´rielle est l’utilisation de mate´riel de´die´ comme les
cartes assistantes pour le protocole IEEE 1588 [81] qui permet une synchronisation
e´leve´e de l’ordre de quelques centaines de nanosecondes [52]. Le contrepartie est
bien suˆr l’usage du mate´riels supple´mentaire.
D’un point de vue logiciel, des solutions comme NTP (Network Time Protocol)
[81] existent et sont souvent plus faciles a` inte´grer car elles ne ne´cessitent pas
de modifications mate´rielles. En revanche, leur pre´cision est limite´e a` quelques
millisecondes [81].
4.4.2 Re´colte des donne´es et commande du banc de test
Le rapatriement des donne´es vers un puits pendant les expe´riences peut-eˆtre
ne´cessaire. Ceci se justifie par le manque de me´moire de certains instruments de
mesure ou par le besoin de controˆle et de ve´rification des informations par un
nœud maˆıtre. Les proce´dures de re´colte peuvent eˆtre contraignantes pour le banc.
La ne´cessite´ de ressources de calcul (compression des donne´es), de me´moire (sto-
ckage des donne´es de compression temporaires) et de ressources re´seau dues a` leur
transfert peuvent porter atteinte aux besoins de fide´lite´ scientifique du banc. Par
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conse´quent, cette proble´matique doit ne´cessiter une attention toute particulie`re
ainsi que des re´glages importants tant sur l’infrastructure du banc de test (mise
en place d’une topologie ade´quate) que sur les nœuds en eux meˆme (optimisation
du stockage par exemple).
De plus, pendant les mesures, tous les e´quipements du banc doivent exe´cuter
leurs ope´rations locales (mesure, rapatriement, synchronisation, ...) en accord avec
le protocole expe´rimental en cours. Ainsi, la nature distribue´e du banc ne´cessite
l’usage d’un serveur capable d’orchestrer la conduite du protocole expe´rimental et
de se´lectionner les se´quences ade´quates comme le de´marrage des interfaces ou des
mesures, mais aussi le re´glage des nœuds.
Pour respecter les ne´cessite´s de pre´cision et pour ne pas interfe´rer avec les me-
sures, ces proble´matiques peuvent ne´cessiter l’ajout de mate´riels ou d’e´quipements
supple´mentaires. Ainsi un re´seau secondaire filaire peut permettre de palier aux
nombreux proble`mes de de´gradation de performances et d’interaction avec les me-
sures.
4.5 Techniques de mesure RF
4.5.1 E´chantillonnage
L’e´chantillonnage du signal est un processus de conversion du signal analo-
gique vers du signal nume´rique. En effet, le signal transmis par les circuits de
te´le´communication est analogique et continu. Apre`s sa re´ception, le signal rec¸u
est digitalise´ par approximation des valeurs de ce signal a` intervalles successifs
et constants, selon une fre´quence appele´e fre´quence d’e´chantillonnage. Son unite´
est exprime´e en nombres d’e´chantillons (sample en anglais) par unite´ de temps
(S/s). Cette fre´quence doit respecter la loi de Nyquist-Shannon qui pre´cise qu’un
signal continu ne peut-eˆtre e´chantillonne´ que s’il ne contient pas de composantes
fre´quentielles au dessus de la moitie´ de la fre´quence d’e´chantillonnage. Par exemple,
un signal e´chantillonne´ a` 2000 S/s ne´cessite que le signal analogique ne soit com-
pose´ que de fre´quences infe´rieures a` 1 kHz.
Le signal RF ainsi e´chantillonne´ peut prendre plusieurs formes :
• L’amplitude instantane´e du signal repre´sente la valeur de son amplitude a`
un instant t. C’est la composante Ac d’un signal sinuso¨ıdal (voir relation
1.1).
• La repre´sentation complexe IQ du signal qui est une repre´sentation du signal
inte´grant sa phase et son amplitude.
La figure 4.2(a) est une repre´sentation polaire du signal ou` le vecteur complexe
inte`gre l’e´tat instantane´ du signal (e´quation (1.1)) et est forme´ par ses coordonne´es
de phase et d’amplitude.
Les donne´es IQ sont issues de cette repre´sentation apre`s translation des donne´es
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de phase et d’amplitude de ce syste`me vers un syste`me carte´sien (X,Y) (figure
4.2(b)). La conversion s’effectue par simple utilisation des relations trigonome´trique
I(t) = M(t)cos(φ(t)) et Q(t) = M(t)sin(φ(t)).
Ac
P
φ
(a) Coordonne´es polaire du si-
gnal. Le point P est un point de
l’onde sinuso¨ıdale, Ac est l’ampli-
tude du signal et φ la phase.
Axe I (Re´els)
Axe Q (Imaginaires)
M
(b) Coordonne´es carte´siennes IQ obtenues a` partir
du syste`me de la figure 4.2(a).
Figure 4.2 – Illustration des diffe´rentes repre´sentations du signal.
4.5.2 Filtrage
Tout signal capture´ contient du bruit, qui peut-eˆtre duˆ a` l’imperfection des
circuits et des caˆbles, au mode de mesure mal adapte´ ou au bruit rayonnant sur
le canal. Par conse´quent, il peut eˆtre ne´cessaire de filtrer le signal rec¸u. Des com-
posants mate´riels existent pour un filtrage du signal re´alise´ expe´rimentalement.
La contrainte principale de ces filtres est la perte de puissance du signal filtre´.
Pour pallier a` ce proble`me, des filtres logiciels peuvent-eˆtre mis-en-œuvres. En re-
vanche, leur utilisation peut contraindre certains parame`tres des mesures comme
la fre´quence d’e´chantillonnage (voir section 4.5.1).
4.5.3 Indicateurs de mesure physique
Un des objectifs du banc de test est la mesure physique du lien sans-fil. Par
conse´quent, la connaissance des principaux indicateurs de mesure physique est
ne´cessaire. Cette partie de´taille les indicateurs de mesure les plus rencontre´s dans
la litte´rature et initialement envisage´s lors de la conception du banc de test.
4.5.3.1 RSS
La puissance du signal rec¸u (RSS) est la puissance du signal mesure´e par l’an-
tenne. C’est la me´trique la plus rencontre´e dans la litte´rature. Son unite´ est le
de´cibel (dBm).
44 Banc de mesure sans-fil inter-couche pour la mesure RF
Les variations du RSS sont mode´lise´es par diverses lois physiques. Une loi
fondamentale, la loi de Friis [41], indique que la puissance du signal de´croit en
fonction du carre´ de la distance vis-a`-vis de l’e´metteur et est donne´e par l’e´quation
4.1 avec Pr(d) la puissance rec¸ue en fonction de la distance d, Pt la puissance de
transmission du signal, Gt et Gr les gains respectifs des antennes de transmission
et de re´ception. Enfin λ est la longueur d’onde du signal et L inclut toutes les
pertes lie´es au mate´riel (antennes, filtres, lignes de transmission).
Pr(d) = Pt
GtGrλ
2
(4pid)2L (4.1)
Comme λ varie en fonction de la vitesse de l’onde c et de sa fre´quence f selon
λ = c
f
, l’e´quation 4.1 devient l’e´quation 4.2.
Pr(d) = Pt
GtGrc
2
(4pidf)2L (4.2)
On remarque donc que la puissance rec¸ue de´croit e´galement en fonction de la
fre´quence de l’onde : plus la fre´quence est e´leve´e, plus l’onde subira de pertes due
a` la distance.
La valeur de perte de propagation (traduite en anglais par Propagation Path
Loss - PL) est la perte subie par le signal qui se propage en espace libre. Elle est
donne´e par l’e´quation 4.3 et peut eˆtre calcule´e sans le gain de l’antenne car elle
est la diffe´rence entre la puissance transmise (PtGt) et la puissance rec¸ue en face
de l’antenne.
Pl = −10 log10
(λ)2
(4pid)2 = +20 log10
(4pid)
λ
(4.3)
En utilisant ces relations, le RSS peut-eˆtre utilise´ pour estimer la distance entre
le re´cepteur d’un signal et l’e´metteur.
Dans le contexte 802.11, la puissance du signal rec¸u est un indicateur (Received
Signal Strength Indicator - RSSI) renvoye´ par la couche Radio et compris entre
0 (pas de signal) et 255 (signal maximal) [6]. La valeur du RSSI est calcule´e sur
le pre´ambule de la super-trame 802.11 (voir figure 2.5). Ne´anmoins, le standard
de´finit seulement la nature de la valeur mesure´e et aucune obligation n’est spe´cifie´e
concernant le processus de mesure. Par conse´quent, le RSSI mesure´ par une carte
radio 802.11 est spe´cifique au constructeur et doit donc eˆtre utilise´ avec pre´caution.
4.5.3.2 SNR
Le rapport signal sur bruit (traduit en anglais par Signal to Noise Ratio -
SNR ou S
N
) est de´crit comme le rapport de l’amplitude d’un signal donne´ sur
l’amplitude des signaux de bruit. Une approximation the´orique de mesure du SNR
sur un signal nume´rise´ constitue´ de T e´chantillons est donne´e par l’e´quation (4.4),
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Et et nt repre´sentant respectivement l’amplitude et le bruit mesure´ du signal pour
l’e´chantillon t.
SNR = Energiedusignal
Energiedubruit
=
1
T
∑T
t=1Et
1
T
∑T
t=1 nt
(4.4)
Similairement au RSS, l’unite´ ge´ne´ralement utilise´e est le de´cibel (dBm). Graˆce
au SNR, la loi de Shannon e´tablit une borne sur la quantite´ maximale d’informa-
tions sans erreur qui peut eˆtre transmise sur un canal en pre´sence de bruit et
d’interfe´rences et en fonction de la bande passante disponible. Cette valeur aussi
appele´e capacite´ d’un canal de transmission nume´rique est de´finie par :
C = W.log2(1 +
S
N
) (4.5)
avec W la largeur de bande passante disponible du canal.
Des variantes de cette me´trique existent. Par exemple, le rapport signal sur
bruit plus interfe´rences (traduit par Signal-to-Noise-plus-Interference ratio SNIR)
est de´fini comme le rapport de l’intensite´ du signal sur l’intensite´ du bruit et des
interfe´rences.
4.5.3.3 CSI
Les nouvelles technologies MIMO comme la norme 802.11n ne´cessitent des
analyses de signal plus avance´es que les technologies SISO. Lors de l’e´mission, les
techniques de formation du faisceau peuvent ame´liorer la propagation du signal
en controˆlant le niveau d’e´mission et la direction de chacune des antennes. Pour
cela, des mesure pre´cises effectue´es lors de la re´ception du signal sont effectue´es
puis renvoye´es a` l’e´metteur qui apre`s analyse peut alors modifier sa technique ou
ses parame`tres d’envoi. Dans le contexte du standard 802.11, ces mesures sont
appele´es CSI et sont constitue´es entre autre des mesures de phases et d’amplitude
pour diffe´rentes combinaisons d’antennes de re´ception et d’e´mission ainsi que des
informations de re´ception du signal comme la puissance du signal rec¸ue sur les
diffe´rents canaux OFDM [10].
Le CSI est disponible au meˆme titre que le RSSI pour certains e´quipements de
communication 802.11n.
4.5.3.4 EVM
L’amplitude du vecteur d’erreur (traduite en anglais par Error Vector Ma-
gnitude) rend compte des diffe´rentes distorsions subies par le signal lors de sa
propagation sur le me´dium. L’EVM mesure donc la diffe´rence entre le signal rec¸u
et le meˆme signal qui se serait propage´ sur un canal ide´al et n’aurait pas subi
de de´formation, ce dernier e´tant qualifie´ de re´fe´rence. Dans la pratique, l’EVM se
calcule a` partir des diagrammes de constellation des deux signaux (4.3)
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I
Q
B
Erreur de
magnitude
Vecteur
d’erreur
Signal de
re´fe´rence
A
φ
Figure 4.3 – Le point A est le signal du diagramme constellation d’origine. Le
point B est le signal rec¸u. Le vecteur d’erreur se calcule comme la diffe´rence des
coordonne´es des deux signaux.
4.5.3.5 LQI
Le LQI est un indicateur qui mesure la qualite´ du signal rec¸u en quantifiant les
de´formations du signal dans les re´seaux 802.15.4. Une premie`re manie`re de calcu-
ler le LQI est d’accumuler les erreurs entre la constellation ide´ale et la constella-
tion rec¸ue sur une partie de la trame rec¸ue. Le LQI est alors similaire a` l’EVM.
D’autres mate´riels approximent le LQI en utilisant la relation (4.6) avec CORR
la corre´lation mate´rielle. Les coefficients a et b sont des constantes spe´cifiques au
mate´riel utilise´.
LQI = (CORR− a) ∗ b (4.6)
Commune´ment a` l’EVM, le calcul du LQI de´pend de la modulation utilise´e. Par
conse´quent, ces valeurs de´pendent en grande partie de facteurs expe´rimentaux
(e´quipements, protocole expe´rimental, ...).
4.5.3.6 Eb
No
Le rapport Eb
No
correspond a` la quantite´ d’e´nergie utilise´e pour envoyer un bit
d’information, i.e elle correspond au SNR par bit d’information rec¸u. Elle est lie´e
au SNR par l’e´quation (4.7) avec fb le de´bit du canal et B la largeur du canal.
S
N
= Eb
No
.
fb
B
(4.7)
Le rapport Eb
No
est essentiellement une valeur the´orique utilise´e pour la mise au
point ou le de´veloppement de mate´riels de communication.
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4.5.3.7 ACPR
Le rapport de l’e´nergie du canal utile sur l’e´nergie d’intermodulation (Adjacent
Channel Power Ratio) est le rapport de l’e´nergie e´mise sur un canal pour commu-
niquer et de l’e´nergie totale e´mise sur les canaux voisins. Cette mesure est princi-
palement utile sur les technologies de communication a` modulation de fre´quence
qui divisent leur spectre en canaux syme´triques dont les fre´quences peuvent se
chevaucher et se perturber.
4.5.4 Composants pour la mesure
4.5.4.1 Diviseur de puissance
Un diviseur de puissance est un composant passif qui permet de diviser un si-
gnal d’entre´e en deux signaux de sortie similaires. La figure 4.4 pre´sente le sche´ma
de conception d’un diviseur de signal a` 2 voies utilise´ dans le banc de test. Une
re´sistance est applique´e entre les ports B et C. La valeur de cette re´sistance condi-
tionne certaines proprie´te´s du diviseur de puissance qui ont une influence sur les
modifications du signal qui le traverse. En effet, l’utilisation de ce composant peut
avoir des conse´quences ne´gatives sur la qualite´ des mesures (voir figure 4.5).
A
B
C
Figure 4.4 – Sche´matique d’un diviseur de signal 2 voies.
4.5.5 Instrumentation
4.5.5.1 Oscilloscope LeCroy
Un oscilloscope est une appareil de mesure du signal dans le domaine tempo-
rel. Il prend en entre´e un signal analogique et le transcrit dans une repre´sentation
nume´rique e´chantillonne´e (voir section 4.5.1) de son amplitude instantane´e. Des
analyses simples sur les donne´es mesure´es permettent alors d’obtenir facilement les
diffe´rentes mesures RF. De manie`re ge´ne´rale, la plupart des oscilloscopes n’effectue
aucune transposition de fre´quence (voir section 1.3.3). Ils travaillent donc sur des
signaux passe-bande. Il existe des oscilloscopes de performances diffe´rentes (per-
formance de stockage, fre´quence d’e´chantillonnage maximale, ...). Le choix d’un
oscilloscope pour la nume´risation du signal de´pend de la technologie e´tudie´e et
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A
B
C
(a) Configuration habituelle d’un divi-
seur de signal: le port A est caˆble´ a` une
antenne et les ports B et C sont relie´s a`
2 instruments diffe´rents (radio, quanti-
ficateur de puissance, analyseur, ...).
A
B
C
(b) Cas d’un signal rec¸u par l’antenne. Le
signal rec¸u par le port A est divise´ vers
B et C. Comme le composant est passif
et ne propose pas d’amplification, l’ampli-
tude rec¸ue en B et C est divise´e par 2, i.e.
le signal perd 3 dB compare´ au signal rec¸u
en A. De plus, la conception du diviseur
de signal induit une diffe´rence de phase
entre les sorties de signal de C et B. Celle-
ci de´pend de la valeur de la re´sistance et
est appele´e de´calage de phase.
A
B
C
(c) Cas d’un signal e´mis par l’instrument
raccorde´ par le port B. De manie`re simi-
laire au cas pre´sente´ sur la figure 4.5(a), le
signal perd 3 dB quand il arrive au port A.
Lors de son passage du port B vers le port
C, le signal perd une valeur qui de´pend
d’une autre caracte´ristique du diviseur de
signal appele´ l’isolation de port.
Figure 4.5 – Utilisations d’un diviseur de puissance.
notamment de sa fre´quence qui impose selon la loi de Nyquist e´voque´e a` la sec-
tion 4.5.1 une fre´quence d’e´chantillonnage minimale en fonction de la fre´quence du
signal.
L’oscilloscope dont nous disposons est un LeCroy waveform (figure 4.6(a))
qui permet de travailler sur des fre´quences importantes (jusqu’a` 40 GHz) et un
e´chantillonnage de capture e´leve´ (jusqu’a` 25 GigaSamples/s). E´tant donne´e la
fre´quence radio 802.11g se situant entre 2.4 GHz et 2.5 GHz et selon la loi de Ny-
quist, cette valeur est largement suffisante pour leur capture. Cet oscilloscope dis-
pose de bibliothe`ques logicielles qui permettent entre autre le filtrage de donne´es en
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(a) Oscilloscope LeCroy. (b) Analyseur de signaux vectoriels Natio-
nal Instruments.
(c) USRP National Instruments avec
diffe´rentes cartes filles.
Figure 4.6 – E´quipements utilise´s pour la mesure physique.
ligne. Malheureusement, l’exe´cution de celles-ci peuvent ne´cessiter des ressources
de calcul importantes, ce qui peut perturber les mesures. Par conse´quent, ces fonc-
tions n’ont e´te´ utilise´es que lors de la mise au point et l’expe´rimentation du banc.
La principale qualite´ des oscilloscopes est leur couˆt accessible et leur grande
disponibilite´. Ils sont e´galement faciles d’usage et permettent donc des mesures
fiables. De plus, les bibliothe`ques logicielles dont disposent certains oscilloscopes
apportent des possibilite´s de filtrage, de calculs ou de traitements supple´mentaires.
Ceci rend les oscilloscopes ide´aux pour l’expe´rimentation et la mise au point des
bancs de test.
4.5.5.2 Radio logicielle
Alors que les mate´riels d’e´mission ou de re´ception radio traditionnels comme
les cartes WIFI, re´alisent la majeure partie des ope´rations de de´codage de manie`re
mate´rielle, la radio logicielle a pour objectif d’imple´menter une grande partie de
ces e´tapes de manie`re logicielle offrant par la` meˆme des capacite´s d’inspection du
signal accrues.
Parmi les outils utilisant la radio logicielle, les analyseur de signaux vectoriels
50 Banc de mesure sans-fil inter-couche pour la mesure RF
sont conc¸us pour mesurer l’amplitude et la phase du signal d’entre´e, i.e. les donne´es
IQ. Les analyseurs de signaux vectoriels sont donc adapte´s pour la mesure de com-
posants avance´s sur les signaux comme le LQI, l’EVM ou la mesure de diagramme
de constellation.
Un analyseur de signal National Instruments est pre´sente´ en figure 4.6(b). Cet
appareil nous a e´te´ preˆte´ pendant une courte dure´e par la branche locale de la
socie´te´ National Instruments. L’analyseur est constitue´ d’un module permettant
la translation de fre´quence du signal RF rec¸u en signal bande-de-base. Ce signal
est ensuite e´chantillonne´ et nume´rise´ a` une fre´quence maximale de 25 MS/s, i.e.
supe´rieure a` la valeur requise par la loi de Nyquist pour le signal bande-de-base
d’un canal WIFI de largeur de bande 20 MHz. Un troisie`me module se charge du
calcul des me´triques et de la commande du banc a` l’aide des bibliothe`ques pro-
prie´taires National Instruments. Un court aperc¸u des donne´es re´cupe´rables graˆce
a` l’analyseur National Instruments est pre´sente´ dans la liste 4.1.
La principale contrainte de ces analyseurs et leur couˆt extreˆmement e´leve´ et
donc leur manque de disponibilite´ dans les laboratoires de recherche. De plus, leur
grande complexite´ d’utilisation peut rendre leurs mesures moins fiables. Enfin ces
e´quipements s’appuient souvent sur des bibliothe`ques proprie´taires ferme´es pour
fonctionner et ne´cessitent donc l’usage de logiciels payants.
• Puissance du signal rec¸u
• Ratio signal sur bruit
• EVM du signal
• Donne´es IQ du signal rec¸u
• Perte sur canaux adjacents
Liste 4.1 – Aperc¸u des donne´es re´cupe´rables a` l’aide de l’analyseur National Ins-
truments.
A` contrario, la radio logicielle libre posse`de des librairies ouvertes. Des boˆıtiers
mate´riels ”grand public” existent a` des couˆts re´duits comme l’Universal Software
Radio Peripheral (USRP) (figure 4.6(c)) luis aussi de´veloppe´ et vendu par National
Instruments [3] (initialement Ettus Research [2]). Seules les fonctions de traitement
du signal analogique sont re´alise´es de manie`re mate´rielle graˆce a` l’usage de cartes
filles interchangeables selon les technologies mises-en-œuvre. l’USRP en lui-meˆme
est connecte´ par caˆble USB ou Ethernet a` une machine hoˆte qui exe´cute l’en-
semble des fonctions protocolaires de manie`re logicielle que ce soit en e´mission ou
en re´ception. l’USRP s’appuie sur la librairie GNU radio [45, 25] qui apporte de
nombreuses possibilite´s technologiques (WIMAX, ...). Malheureusement, la per-
formance des solutions propose´es pour ces technologies n’e´tait pas suffisante pour
leur re´alisation dans notre banc de test.
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4.5.5.3 Mate´riel ge´ne´rique 802.11
Les mate´riels de communication ge´ne´riques 802.11 offrent des possibilite´s de
mesure physique. En fonction des standards supporte´s, la mesure des informations
disponibles peut varier :
• selon les standards 802.11a,b,g, les e´quipements doivent fournir une mesure
de la puissance du signal rec¸u par trame. Cette mesure est appele´e RSSI.
• selon le standard 802.11n, en plus du RSSI, les e´quipement mesurent le CSI
sur les diffe´rents canaux OFDM.
Bien que spe´cifie´ comme obligatoire dans les standards, la nature exacte du
RSSI n’est pas spe´cifie´e et des diffe´rences importantes existent quand a` la technique
ou la pre´cision des mesures selon les diffe´rents e´quipements [19].
Ces dernie`res anne´es, le phe´nome`ne grandissant des logiciels libres (traduction
de l’expression anglaise open source) permet un acce`s facilite´ a` une partie ou a`
la totalite´ du code du logiciel pilote situe´ sur le syste`me d’exploitation (appele´
pilote ou driver) et sur le mate´riel de mesure (appele´ firmware). Cette plus grande
accessibilite´ permet entre autre d’approfondir la connaissance des informations
mesure´es ou de recueillir des informations autrement inaccessibles.
Le constructeur Atheros produit du mate´riel 802.11 dont les logiciels pilotes
sont libres. La puce Atheros AR5414 est supporte´e par une communaute´ libre im-
portante. Cet e´quipement est ge´re´ par le pilote ath5k [16] (anciennement Madwifi)
disponible sur les syste`mes Linux. Le driver permet l’acce`s a` de nombreuses in-
formations de de´bogage et de statistique de la couche physique. Un aperc¸u des
informations renvoye´es par la puce et le driver au niveau de la couche physique
peut-eˆtre trouve´ dans la liste 4.3.
• Plafond de bruit courant a` la couche physique
• SNR rec¸u du dernier paquet (couche physique)
• Compteurs d’erreur CRC (couche physique)
• Compteurs d’erreurs de de´cryptage (couche physique)
Liste 4.2 – Exemples de donne´es de niveau physique disponibles avec le pilote
ath5k.
4.6 Techniques de mesure de trafic et de mesure
MAC et re´seau
4.6.1 E´quipements
A` partir de la couche IP et jusqu’aux couches applicatives, les protocoles sont
identiques sur les re´seaux filaires et sans-fil. Par conse´quent, les e´quipements de
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mesure au niveau de ces couches ne changent pas et sont abondamment de´crits
dans la litte´rature [69]. En revanche, au niveau MAC, certaines fonctionnalite´s
• Compteur de trames retransmises par la couche MAC
• Compteur de bits envoye´s par la couche MAC
• Compteur de bits rec¸us par la couche MAC
• Compteur de fragment envoye´s par la couche MAC
• Compteur de fragments rec¸us par la couche MAC
• Compteur de trames duplique´es rec¸ues par la couche MAC
• Statistiques de l’algorithme de controˆle de de´bit Minstrel
Liste 4.3 – Exemples de donne´es de niveau MAC disponibles avec le pilote ath5k.
contraintes par le temps peuvent eˆtre imple´mente´es de manie`re mate´rielle. C’est
notamment le cas des algorithmes de sondage logique du me´dium ou de re´ponse
par acquittement. Pour cette raison, les e´quipements en logiciels libres sont a`
privile´gier. Un exemple de donne´es disponibles au niveau de la couche MAC avec
le driver ath5k est donne´ dans le listing 4.3.
4.6.2 Logiciels pour la mesure et la ge´ne´ration de trafic
Les syste`mes Linux disposent d’un grand nombre d’outils pour la mesure re´seau
au niveau de toutes les couches. Ainsi, [36] pre´sente de manie`re exhaustive les outils
open-source de mesure de trafic. Parmi eux, l’application tcpdump et la librairie
libpcap [101] permettent la capture de trafic et l’interpre´tation des paquets. Parmi
les informations renvoye´es pour chacun d’eux, certaines mesures RF sont pre´sentes
dont la valeur de puissance du signal renvoye´e par le driver. Le listing 4.4 pre´sente
les diffe´rents champs re´cupe´rables graˆce a` TCPdump. En comple´ment de ces outils,
des logiciels comme IPerf [43] ou Ping [5] peuvent eˆtre utilise´s pour ge´ne´rer du trafic
UDP ou TCP.
4.7 Imple´mentation du banc de test
Le banc de test a e´te´ conc¸u dans l’environnement RF d’une chambre ane´cho¨ıque
mesurant 4,10 m de long et 2,50 m de large. Les boˆıtiers de communication sont
des plate-formes Avila [1] munies des cartes WIFI Atheros Ar5414 pouvant ope´rer
4 cartes radio simultane´ment. Ces e´quipements disposent de 2 ports Ethernet,
d’une capacite´ de stockage de 8 Go sous forme de cartes Flash et d’un syste`me
d’exploitation Linux OpenWRT.
Les boˆıtiers sont situe´s de part et d’autre de la chambre (figure 4.7). Une
cellule 802.11g re´gle´e sur une fre´quence de 2,412 GHz (canal 1) est cre´e entre les
deux boˆıtiers et du trafic unidirectionnel TCP, UDP ou ICMP est transmis par
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• Type de trame 802.11 (retransmission, data, accuse´ de re´ception, ...)
• SNR mesure´ pendant la re´ception de la trame
• Nume´ro de sequence MAC
• Technologie de la trame 802.11 a,b,g
• De´bit physique de la trame (54 Mbps, 48 Mbps, ...)
• Canal d’e´mission
• Horodatage de la trame a` la re´ception
• De´lai d’e´mission ou de re´ception de la trame
• Adresse MAC de destination ou d’e´mission
• Adresse IP de destination ou d’e´mission
• Adresse MAC de destination ou d’e´mission
• Taille de la trame
Liste 4.4 – Champs disponibles dans les trames 802.11 capture´es par l’outil TCP-
Dump.
l’interme´diaire de l’antenne A a` l’antenne B. La ge´ne´ration de trafic peut demander
des ressources de calcul conse´quentes. Par conse´quent, afin de ne pas biaiser les
mesures, le trafic est ge´ne´re´ sur la machine de´die´e M1 et envoye´ sur ce boˆıtier P1
par l’interme´diaire d’une liaison Ethernet. Le boˆıtier est configure´ comme un pont
qui transfer le trafic rec¸u de cette interface vers son interface sans-fil 802.11. De
plus et toujours pour ne pas introduire de biais, les captures de trafic au niveau de
la re´ception et de l’e´mission peuvent eˆtre re´alise´es par des boˆıtiers d’e´coute passifs
connecte´s aux antennes d’e´mission et de re´ception par un diviseur de puissance
(nœuds S1 et S2 respectivement pour l’e´mission et la re´ception). De manie`re
similaire, le signal duplique´ par le diviseur de puissance de l’antenne de re´ception
est e´galement redirige´ vers l’instrumentation de mesure physique (oscilloscope,
analyse de signal, ...). Dans notre imple´mentation, un oscilloscope LeCroy est
utilise´. La section 4.5.2 introduit le filtrage, ne´cessaire pour nettoyer le signal
recueilli du bruit issu de l’imperfection des composants de mesure. Afin de ne pas
perturber le processus de mesure, ce filtrage est effectue´ hors-ligne.
Les perturbations consistent en du bruit ge´ne´re´ artificiellement car bien confi-
gure´e, c’est la solution la plus de´terministe : pour un niveau de bruit donne´, le
taux d’erreurs est plus ou moins constant. De plus, apre`s diverses expe´rimentations
tant dans la chambre ane´cho¨ıque que dans un environnement de bureau standard,
nous avons remarque´ que les interfe´rences et le bruit sont bien plus efficaces que la
pre´sence de perturbateurs physiques sur les communications sans-fil. Dans notre
imple´mentation, le ge´ne´rateur de signal est un mode`le Anritsu MG37000A qui
permet de moduler le signal selon des technologies particulie`res comme DSSS ou
OFDM. Dans notre cas, le mode`le de bruit choisi est le Bruit Blanc Gaussien
Additif (Additive White Gaussian Noise - AWGN) car la largeur de bande de ce
signal est similaire a` celui du WIFI e´tudie´. De plus, son amplitude est plus ou
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Chambre
ane´cho¨ıque
Antenne
directionnelle
Oscilloscope E1
{e1x}
Ge´ne´rateur
de
signal E2
{e2x}
P1
{p1x}
S1
{s1x}
S2
{s2x}
P2
{p2x}
Machine M1 ge´ne´ratrice
de trafic (IP) et de
controˆle du banc
{m1x}
Machine M2 re´ceptrice
de trafic (IP) et de
ve´rification des donne´es
{m2x}
Serveur
NTP N
{nx}
m11 ←→ p11
m12 ←→ p21
m13 ←→ s11
m14 ←→ s21
m15 ←→ e11
m16 ←→ e21
m17 ←→ m21
m18 ←→ n1
Connexions filaires
entre les e´quipements
n11 ←→ m18
n12 ←→ p22
n13 ←→ s12
n14 ←→ s22
n15 ←→ e12
n16 ←→ e22
n17 ←→ m22
Re´seau de
controˆle
Re´seau de
synchronisation
Distances entre les
antennes
A←→B = 2 m
B←→C = 2.50 m
Description des noeuds :
M1 : Machine ge´ne´ratrice de trafic et
controˆle du banc
M2 : Machine re´ceptrice de trafic
P1 et P2 : E´metteurs-Re´cepteurs WIFI
S1 et S2 : E´couteurs WIFI
A et B : Antennes d’e´mission
et de re´ception WIFI
C : Antenne d’injection du bruit
C
BA
Figure 4.7 – Description comple`te du banc de test et des diffe´rents re´seaux uti-
lise´s. La notation {ax} correspond a` l’ensemble des interfaces de l’e´quipement A.
La notation a←→ b signifie qu’il existe une connexion entre l’interface a et l’inter-
face b. Pour ne pas surcharger les boˆıtiers, le trafic est ge´ne´re´ sur la machine M1
et re´ceptionne´ sur la machine M2. Les boˆıtiers P1 et P2 sont donc parame´tre´s
comme des ponts entre leur connexion filaire et leur connexion sans-fil. Les nœuds
S1 et S2 sont les nœuds e´couteurs facultatifs mis en place pour ne pas biaiser les
mesures. L’ensemble des e´quipements est commande´ par l’interme´diaire du re´seau
de controˆle et d’un logiciel situe´ sur la machine M1.
moins constante a` 1 dBm pre`s sur l’ensemble de sa largeur de bande.
Le signal de bruit est injecte´ dans le banc par une antenne directionnelle qui
permet d’atteindre avec pre´cision une petite surface du banc et donc de ne per-
turber qu’un seul boˆıtier communiquant.
L’ensemble des appareils et e´quipements est relie´ au re´seau filaire pour re´pondre
aux besoins de synchronisation, de commande et de re´colte des donne´es.
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4.7.1 Imple´mentation de la synchronisation NTP
Tous les e´quipements du banc de test sont synchronise´s via NTP en utilisant
une connexion filaire. Selon les auteurs de [21], les utilisateurs de NTP peuvent
espe´rer une synchronisation pre´cise a` la milliseconde entre le serveur et les clients.
Ne´anmoins dans le cadre de mesures distribue´es et pour les besoins de l’analyse
comparative, seule la diffe´rence de synchronisation d’horloge entre deux boˆıtiers
clients importe et doit eˆtre valide´e.
4.7.1.1 Validation
A
Source ICMP (A)
Requeˆtes
Ping
B
C
Connexion filaire 1
vers le serveur NTP
Connexion filaire 2
vers le serveur NTPDiviseur de
puissance
Figure 4.8 – Montage expe´rimental permettant la validation de la synchronisation
NTP utilise´e sur le banc de test.
Dans cette optique, et en utilisant le montage expe´rimental de´crit sur la fi-
gure 4.8, 1000 requeˆtes de PING sont envoye´es du boˆıtier A au boˆıtier B. Un
troisie`me boˆıtier de mesure, le boˆıtier C, rec¸oit le meˆme signal que le boˆıtier B.
Le boˆıtier A est configure´ comme un point d’acce`s tandis que les boˆıtiers B et C
sont configure´s comme des clients. Deux ensembles de mesure sont effectue´s en
utilisant diffe´rentes synchronisations pour les boˆıtiers B et C. Dans un premier cas
la synchronisation est effectue´e une seule fois imme´diatement avant le de´marrage
de l’envoi des requeˆtes ICMP et dans le deuxie`me cas toutes les secondes. Des
captures de trafic sont effectue´es sur les boˆıtiers B et C a` l’aide de TCPDump. En
utilisant les nume´ros de se´quence des requeˆtes ICMP, les diffe´rences des horoda-
tages respectifs des paquets rec¸us sur les 2 nœuds sont calcule´es.
Les statistiques sur ces mesures sont donne´es dans le tableau 4.5. La figure
4.9(a) pre´sente la diffe´rence des horloges en fonction du nume´ro de se´quence ICMP
dans le 1er cas de synchronisation et la figure 4.9(b) pre´sente les meˆmes donne´es
avec synchronisation re´gulie`re.
Dans le premier ensemble de test (figure 4.9(a)), on peut constater que la
diffe´rence entre les horodatages s’accroˆıt avec les se´quences de Ping, donc avec
le temps. Ceci peut s’expliquer par la de´rive respective et naturelle des horloges
qui est relative a` la tempe´rature ou a` des diffe´rences de fabrication. Il semble
donc qu’une des deux horloges ait une de´rive supe´rieure a` l’autre. La pre´sence
d’une exception (se´quence 750) s’explique par des de´fauts d’enregistrement dans
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Re´sultats (synchronisation NTP unique avant le ping)
Diffe´rence d’horodatage minimale 0.000010 s
Diffe´rence d’horodatage maximale 0.005653 s
Diffe´rence d’horodatage moyenne 0.001541 s
Re´sultats (une synchronisation NTP par seconde)
Diffe´rence d’horodatage minimale 0.000014 s
Diffe´rence d’horodatage maximale 0.002132 s
Diffe´rence d’horodatage moyenne 0.000157 s
Table 4.5 – Re´sultats des diffe´rences de synchronisation dans les deux cas de test.
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Figure 4.9 – Diffe´rence entre les estampillages des requeˆtes ICMP capture´es
par les boˆıtiers B et C dans les cas respectifs d’une synchronisation unique au
de´marrage de l’expe´rience (a) et d’une synchronisation re´pe´te´e chaque seconde
(b).
la trace. Ne´anmoins, il est a` noter que la diffe´rence s’accroˆıt raisonnablement et
reste acceptable (infe´rieure a` 3 ms). Dans le second ensemble de test, la synchro-
nisation est effectue´e toutes les secondes. La synchronisation est excellente et la
diffe´rence entre les boˆıtiers est infe´rieure a` 0.5 ms. Un petit nombre de rafales
de valeurs comprises entre 0.5 ms et 0.7 ms sont visibles. Dans ce cas et e´tant
donne´es les valeurs et la figure 4.9, la de´rive des horloges ne semble pas en eˆtre
responsable. Ces valeurs semblent dues a` la synchronisations NTP elle meˆme qui
garde des statistiques (delta, de´calage, gigue) des horloges du serveur et du client
et qui applique la synchronisation en fonction de ces valeurs [81]. Ceci permet de
prendre en conside´ration les caracte´ristiques des horloges physiques des boˆıtiers
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et les conditions de synchronisation (tempe´rature, e´tat du re´seau de synchronisa-
tion). Par conse´quent, il est possible que NTP anticipe des e´ventuelles de´calages
d’horloge et applique des mises a` niveau plus importantes sur un boˆıtier que sur
l’autre.
D’une manie`re ge´ne´rale, les valeurs de synchronisation NTP sont meilleures
que celles avance´es dans l’e´tat de l’art (quelques ms) pour plusieurs raisons :
• la synchronisation e´tudie´e est celle entre les clients eux-meˆmes et non pas
entre les clients et le serveur.
• le sche´ma de fonctionnement utilise´ ici (un serveur et deux clients sur un
meˆme re´seau local) est bien plus simple que ceux des cas habituels (mise a`
jour a` travers un serveur NTP internet distant).
• quand un des clients fait une requeˆte de mise a` jour, le deuxie`me client peut
be´ne´ficier de la re´ponse car celle-ci est broadcaste´e.
4.7.2 Filtrage hors-ligne du signal
Dans notre mise en œuvre et avec l’usage de l’oscilloscope, les donne´es sont
filtre´es de manie`re hors-ligne par usage d’une fonction de filtre passe-bande de
Butterworth [114]. Les fre´quences de coupures fc1 et fc2 de ce filtre doivent res-
pecter le crite`re de Nyquist qui spe´cifie que si fe est la fre´quence d’e´chantillonnage,
alors fc1 et fc2 doivent eˆtre comprises entre 0 et 12fe Par conse´quent, pour des
fre´quences de coupure fc1 et fc2 e´gales a` 2.4 GHz et 2.5 GHz, la fre´quence
d’e´chantillonnage devra eˆtre au minimum de 5 GS/s.
4.7.3 Impact du diviseur de puissance
A
B
C
Vers l’oscilloscope voie 1
Vers l’oscilloscope voie 2
Injection d’un signal de bruit
Vers le ge´ne´rateur de signal
Figure 4.10 – Montage expe´rimental utilise´ pour la caracte´risation des sorties du
diviseur de signal.
Le mode`le du diviseur de puissance utilise´ dans notre banc de test est un
Mini-Circuits ZX10r-14+. Bien que ses caracte´ristiques soient connues et dispo-
nibles dans les documentations techniques [4], il est ne´cessaire de quantifier son
impact re´el sur nos mesures en matie`re de de´phasage du signal (figure 4.5). Pour
cela, le montage repre´sente´ en figure 4.10 est mis en œuvre. Un signal de bruit
ge´ne´re´ ale´atoirement par le ge´ne´rateur de signal est applique´ a` l’entre´e I du divi-
seur. Les deux sorties A et B sont enregistre´es par un oscilloscope. Une fonction
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de corre´lation croise´e est ensuite utilise´e pour mettre en e´vidence des diffe´rences
e´ventuelles entre les deux signaux. Sa formule est la suivante :
Cxy(k) =
∑n
i=1 x(i+ k).conj(y(i))
avec Cxy(k) la valeur de corre´lation obtenue pour les se´ries temporelles de signaux
x et y de taille n, pour un de´calage k. Sur l’ensemble des tests, la corre´lation
maximale est obtenue pour des valeurs de de´calage comprises entre 0 et 5.8 ns.
Par conse´quent, les deux signaux e´tudie´s sont identiques ou fortement similaires
tant dans leur phase que dans leur amplitude. Il n’y a donc pas d’impact notable
du diviseur de signal.
4.8 Conclusion du chapitre
Ce chapitre a de´taille´ la conception et la mise en œuvre d’un banc de test
capable de mesurer l’ensemble de la pile de communication des nœuds et notam-
ment les couches RF, situe´es sous le niveau 2 des technologies sans-fil. Apre`s e´tude
pre´liminaire des besoins en termes de controˆle et d’isolation de l’environnement
de´taille´s dans ce chapitre, l’environnement choisi pour imple´menter le banc de test
est celui d’une chambre ane´cho¨ıque. Du bruit AWGN est ge´ne´re´ artificiellement et
injecte´ a` l’inte´rieur de l’environnement a` l’aide d’une antenne directionnelle afin
de perturber la re´ception des communications sans-fil effectue´es dans la chambre.
Les e´quipements et logiciels utilise´s sur le banc ont e´te´ choisis pour respecter
les contraintes de non-intrusivite´ et d’introspection ne´cessaires sur un tel banc.
Par conse´quent, les nœuds de communication sont constitue´s de mate´riels WIFI
Atheros pilote´s par du logiciel libre. De plus, des e´quipements spe´cialise´s dans la
mesure RF comme un oscilloscope LeCroy sont utilise´s. Les tests effectue´s sur le
banc permettent de garantir certaines caracte´ristiques importantes comme la syn-
chronisation pre´cise des nœuds du banc a` moins de 0.5 ms et la non-intrusivite´ des
composants utilise´s sur les donne´es recueillies.
Dans le chapitre suivant, les donne´es issues de de banc sont utilise´es pour
ame´liorer le re´alisme des mode`les de simulation ns-3.
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5.1 Introduction
Les simulateurs de re´seau sont re´gulie`rement critique´s pour leur manque de
re´alisme, en partie a` cause des abstractions qu’ils utilisent pour mettre en œuvre ces
couches physiques et MAC [54, 65, 63, 64]. Pourtant, leur faible couˆt d’utilisation,
leur capacite´ a` mettre en œuvre des re´seaux de grandes tailles et leur facilite´
d’usage les rendent largement plus attrayants que des bancs de test. Pour ces
raisons et malgre´ les critiques, ils sont donc couramment utilise´s dans la litte´rature
et l’industrie [120, 93, 46, 113]. Face a` ces faits, de nombreux travaux insistent
sur le besoin de mener des e´tudes comparatives entre re´sultats de simulations
et expe´rimentaux [63, 71, 65] dans le but d’une part de valider les mode`les et le
fonctionnement des simulateurs, et d’autre part, de les ame´liorer. Une ame´lioration
du re´alisme des simulateurs serait en effet be´ne´fique pour le de´veloppement de
nouveaux protocoles ou de nouvelles applications pour re´seaux sans-fil.
Dans cette optique, apre`s le chapitre 4 qui de´crit la mise en œuvre d’un banc
de test me´trologique, ce chapitre traite de la validation et de l’ame´lioration des
diffe´rents mode`les WIFI aux niveaux des couches MAC et physique mises en œuvre
dans le simulateur ns-3. Ces ope´rations seront effectue´es en tirant partie entre
autres des donne´es inter-couche de niveau MAC, PHY et IP recueillies sur le banc.
Par conse´quent, ce chapitre propose dans un premier temps, un mode`le d’ana-
lyse par cause racine (RCA) [112, 111] qui permet d’infe´rer les causes probables
des diffe´rences constate´es a` partir de jeux de donne´es issues des deux environne-
ments. Afin de prouver le fonctionnement du mode`le, un sce´nario de comparaison
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identique est mis en œuvre. Celui-ci est volontairement simple pour e´viter les biais
de mesure et conc¸u pour que les imple´mentations dans les deux environnements
soient identiques. Il consiste a` ge´ne´rer arbitrairement du bruit pour perturber la
re´ception d’une communication UDP unidirectionnelle sur un lien 802.11.
Le plan suivi dans ce chapitre est le suivant. La section 5.3 de´crit le sce´nario
expe´rimental et ses imple´mentations. La section 5.4 de´taille les diffe´rentes me´triques
utilise´es pour la comparaison des traces. La section 5.5 de´crit le processus d’appai-
rage de trace ne´cessaire a` leur comparaison. La section 5.6 de´taille les me´thodes
de comparaison. La section 5.7 donne et analyse les re´sultats obtenus. Finalement
la section 5.8 apporte un comple´ment de diagnostic, explique la mode´lisation des
donne´es expe´rimentales de temporisation et pre´sente les ame´liorations obtenues.
5.2 Contributions
Les trois contributions principales apporte´es dans ce chapitre sont les suivantes :
• un grand nombre de papiers insiste sur le besoin de tester et de valider le
re´alisme des mode`les de simulations par rapport a` des donne´es expe´rimentales
[63, 71, 65]. Ce travail suit leurs recommandations en comparant les re´sultats
issus du simulateur ns-3 et d’un banc expe´rimental. De plus, et a` notre
connaissance, peu d’e´tudes ont re´alise´ ce type de travail sur ce simulateur
et sur un banc de test avec les meˆmes caracte´ristiques.
• e´tant donne´ le grand nombre de simulateurs et de versions diffe´rentes une
de´marche efficace d’ame´lioration globales des simulateurs ne´cessite des me´thodes
permettant l’automatisation des diffe´rentes e´tapes de validation et notam-
ment de comparaison des traces [18, 59]. Pour cette raison, nous proposons
un mode`le RCA qui permette la comparaison et la de´tection automatique
d’anomalies. Afin de prouver le principe de fonctionnement du mode`le, seul
le simulateur ns-3 est utilise´ et le sce´nario choisi est unique et volontaire-
ment simple.
• l’application du mode`le RCA permet de de´cter une anomalie dans l’imple´mentation
de l’algorithme de temporisation mis en œuvre sur le mate´riel utilise´. Pour
confirmer le diagnostic et ame´liorer le simulateur dans le sens du re´alisme
expe´rimental, l’algorithme de temporisation expe´rimental est mode´lise´ et
mis en œuvre sur le simulateur ns-3. Les modifications diminuent de manie`re
significative l’e´cart entre les re´sultats de simulation et les re´sultats expe´rimentaux.
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5.3 Description et imple´mentations du sce´nario
commun pour la comparaison entre traces
expe´rimentales et traces de simulation
Afin de pouvoir comparer les deux environnements le plus efficacement possible
et ne pas introduire de biais, le sce´nario e´tudie´ est simple. Il consiste a` envoyer
du trafic sur un lien 802.11g unidirectionnel tout en perturbant la re´ception des
trames par du bruit. Le trafic ainsi ge´ne´re´ est de type UDP. En effet, la complexite´
du protocole TCP ajoute un nombre important de parame`tres supple´mentaires qui
peuvent introduire des biais dans les comparaisons [59].
Les configurations des deux environnements sont identiques et de´taille´es dans
la table 5.1. Afin de ne pas complexifier les analyses, un maximum de parame`tres,
comme la taille et le de´bit UDP, sont fixe´s. De plus, l’algorithme de controˆle du
mode de transmission 802.11 est de´sactive´ et les trames de donne´es sont toutes
e´mises a` 54 Mbps. Enfin, les extensions lie´es a` la QoS et aux normes 802.11e,
introduisant des priorite´s d’envoi entre les paquets, ne sont pas utilise´es. Dans les
deux cas, les valeurs de bruits sont choisies afin d’obtenir une plage de volume
d’erreurs comple`te, i.e. pour un taux de trames errone´es rec¸u variant de 0% a`
100%.
Parame`tre Nom Mesures expe´rimentales Simulations
Puissance de transmission Pptr 10 dBm
De´bit d’e´mission d’UDP PDUDP 7 Mbps
Taille des paquets PTP 1472 B
Plage de niveaux de bruits PBR [-24.00 ;-18.00] dBm [-67.7 ;-65.5] dBm
De´bit binaire trames de donne´es PDT fixe´ a` 54 Mbps
De´bit binaire trames de controˆle PDC fixe´ a` 24 Mbps
Normes et configuration 802.11 PMAC 802.11g-DCF-Non-QoS
Nombre maximum de
PRETR 14retransmissions 802.11
Distance entre les pairs PDIST 2 m
Environnement de propagation PENV Chambre ane´cho¨ıque Espace libre (mode`le de Friis)
Table 5.1 – Parame`tres utilise´s dans les sce´narios et expe´rimentations.
5.3.1 Mise en œuvre expe´rimentale
L’environnement expe´rimental choisi est celui d’une chambre ane´cho¨ıque. En
effet, les caracte´ristiques de cet environnement en termes de rebond, multitrajet, et
interfe´rences le rendent tre`s proche d’un simulateur comme ns-3. La mise en œuvre
expe´rimentale se de´roule donc sur le banc de test de´crit dans le chapitre 4, selon
le dispositif de´crit sur la figure 5.1. Un ge´ne´rateur de signal place´ a` l’exte´rieur de
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la chambre produit du bruit AWGN (pour les raisons e´voque´s dans la section 4.7)
qui est injecte´ dans l’environnement de mesure par une antenne. Cette antenne
est directionnelle et pointe´e vers le re´cepteur afin de ne pas perturber le nœud
e´metteur.
Chambre
ane´cho¨ıque
Antenne
directionnelle
Oscilloscope E1
Ge´ne´rateur
de
signal E2
P1 P2
Machine M1 ge´ne´ratrice
de trafic (IP) et de
controˆle du banc
Machine M2 re´ceptrice
de trafic (IP) et de
ve´rification des donne´es
Serveur
NTP N
Distances entre les
antennes
A←→B = 2 m
B←→C = 2.50 m
C
BA
Figure 5.1 – Disposition des e´quipements pour la mesures expe´rimentales.
Le mate´riel utilise´ pour l’e´mission et la re´ception est le mate´riel utilise´ dans
le banc de mesure de´crit dans le chapitre 4. Les boˆıtiers WIFI Atheros sont uti-
lise´s pour les communications. La configuration du syste`me d’exploitation permet
la capture des paquets errone´s et normalement de´truits par la couche MAC de
re´ception. Les trafics 802.11 et IP des boˆıtiers de communication sont capture´s
par l’outil tcpdump qui ge´ne`re un fichier de trace pcap par niveau de bruit.
5.3.2 Mise en œuvre sous simulateur ns-3
Les mode`les WIFI MAC utilise´s sont les mode`les WIFI standards imple´mente´s
par ns-3. Le simulateur est configure´ pour capturer le trafic 802.11 rec¸u et envoye´
par chacun des nœuds sous forme de fichiers PCAP.
Le mode`le de canal et de couche physique utilise´ est le mode`le YANS de´crit
dans [67]. A` notre connaissance, il n’existe pas de solution disponible actuellement
pour mettre en œuvre le protocole expe´rimental de perturbation par le bruit sur
le simulateur ns-3. Par conse´quent et afin de pouvoir injecter du bruit sur le nœud
re´cepteur, le mode`le YANS est modifie´ comme explique´ ci-apre`s.
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5.3.2.1 Injection de bruit dans le mode`le YANS
Dans la configuration ns-3 actuelle, les premie`res e´tapes de re´ception de trames
802.11 sont effectue´es par le module YANS. Ces e´tapes de´terminent si le paquet
rec¸u est sain, i.e. rec¸u sans erreur, ou errone´. La re´ception d’une trame p de´bute par
l’e´valuation de la puissance du signal rec¸u, S(p, t), calcule´e a` partir de la puissance
du signal e´mis et de la distance parcourue en utilisant la loi de Friis de´crite par
l’e´quation (4.1). Le ratio signal-sur-bruit-plus-interfe´rences SNIRA(p, t) pour ce
meˆme paquet p est alors calcule´ selon l’e´quation (5.1). Dans cette relation, Nf
repre´sente la valeur du plafond de bruit constant relatif au circuit utilise´ et Ni
(5.2), la somme de l’e´nergie de tout autre signal rec¸u pendant la re´ception.
SNIRA(p, t) =
Spt
Ni(p, t) +Nf
(5.1)
Ni(p, t) =
∑
m6=k
S(k, t) (5.2)
L’e´nergie par bit Eb sur la densite´ spectrale de bruit N0 se calcule selon
l’e´quation (5.3), avec Bt la largeur de bande du signal et Rb(p, t) le de´bit du
mode de transmission utilise´ par le signal p au temps t.
Eb
N0
(p, t) = SNIRA(k, t)
Bt
Rb(p, t)
(5.3)
La valeur du BER(p, t) pour la modulation QAM utilise´e pour le codage des
trames e´mises a` 54 Mbps en 802.11g est donne´e par les e´quations (5.4), (5.5) et
(5.6).
BER(p, t) = 1− (1− P√M(p, t))2 (5.4)
avec P√M(p, t) = (1−
1√
M
)X(p, t) (5.5)
et X(p, t) = erfc(
√
1.5
M − 1 log2M
Eb
N0
(p, t)) (5.6)
La borne supe´rieure maximisant cette probabilite´ est donne´e par la fonction Pe(p, i),
avec i, un intervalle du temps de simulation dans lequel les valeurs de BER et de
de´bit binaire Rb(p, t) sont constantes. Pe(p, i) se de´finit pour un re´cepteur 802.11g
par l’e´quation (5.7).
Pe(p, i) ≤ 1− (1− Pu(p, i))8L(p,i) (5.7)
avec L(p, i), la taille en bits de l’intervalle i et Pu(p, i), l’ine´galite´ de Boole de la
probabilite´ d’erreur du premier e´ve´nement (non de´taille´e ici, plus de de´tails sont
disponibles dans [91] et [67]).
Me´triques de comparaison 65
Finalement, la probabilite´ d’erreur lors de la re´ception d’une trame p est donne´e
par l’e´quation (5.8).
Perr(p) = 1−
∏
l
(1− Pe(p, i)) (5.8)
Selon l’e´quation (5.1), la probabilite´ d’erreur a` la re´ception d’un paquet de´pend
de la puissance du signal rec¸u, de la force des interfe´rences et du plafond de bruit
constant. Afin de pouvoir imple´menter le protocole expe´rimental et injecter du
bruit capable de perturber les communications, la me´thode de re´ception est mo-
difie´e en ajoutant une source supple´mentaire de bruit, Ng dans le calcul du SNIR
selon l’E´quation (5.9). Cette valeur supple´mentaire accroˆıt la probabilite´ d’erreur
sur un paquet rec¸u.
SNIRB(p, t) =
Spt
Ni(p, t) +Nf +Ng(t)
(5.9)
Une me´thode simple et efficace d’e´chantillonnage du bruit injecte´ est la me´thode
d’e´chantillonnage na¨ıve. Celle-ci consiste a` tirer ale´atoirement une valeur selon
une fonction de densite´ gaussienne. Bien que simple, cette me´thode pre´sente des
re´sultats suffisamment re´alistes en termes d’effet sur les communications [71]. Par
conse´quent, l’amplitude du bruit Ng est ale´atoire selon une densite´ de probabi-
lite´ gaussienne de moyenne 0 et de variance N0 similaire au bruit AWGN ge´ne´re´
expe´rimentalement. La valeur de N0 est fixe´e par l’utilisateur et correspond a` la
valeur du niveau de bruit. Le tirage ale´atoire est effectue´ selon la me´thode Box-
Muller [70] utilise´e dans ns-3.
5.4 Me´triques de comparaison
5.4.1 De´bit IP
Le de´bit IP est calcule´ chaque seconde en utilisant le trafic capture´ sur les
fichiers PCAP du nœud re´cepteur. Il est de´fini a` la seconde i et pour la trace x par
l’e´quation BW{i;x} =
∑n
k=1 L(p) avec L(p) la taille de la charge utile a` la couche IP
du paquet p ∈ P (!erreurs){i;x} de´fini comme l’ensemble des paquets UDP rec¸us
sans erreurs et pre´sents sur la trace x a` la seconde i. BWx est l’ensemble des de´bits
IP calcule´s pour la trace x.
5.4.2 Taux de trames errone´es au niveau du re´cepteur
Le FER est calcule´ chaque seconde a` partir du trafic 802.11 capture´ sur le
nœud re´cepteur. Il correspond au ratio du nombre de trames rec¸ues errone´es sur
le nombre total de trames de donne´es rec¸ues. Il est de´fini a` la seconde i pour
une trace x tel que FER{i;x} = |P (erreurs)||P | avec P (erreurs) l’ensemble des trames
rec¸ues avec erreur et P l’ensemble des trames rec¸ues.
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5.4.3 Nombre de paquets UDP abandonne´s par l’e´metteur
En conse´quence d’une congestion sur le lien sans-fil, certaines couches de com-
munication du nœud e´metteur peuvent eˆtre sature´es, les paquets en exce`s sont
alors abandonne´s. Les calcul de cette quantite´ s’effectue en comparant le champs
d’identification IP spe´cifique a` chaque datagramme et incre´mente´ pour chaque nou-
veau datagramme UDP ge´ne´re´ par l’application. Pour une trace x et a` la seconde
i, le nombre de paquets abandonne´s a` l’e´mission est donne´ par DROP{i;x}.
5.4.4 Nombre de retransmissions ne´cessaires par datagramme
UDP
Le nombre de retransmissions ne´cessaires par datagramme UDP est le nombre
moyen de retransmissions ne´cessaires a` la couche MAC 802.11 pour transmettre
avec succe`s un datagramme UDP. Cette me´trique est calcule´e sur le trafic IP
recueilli sur les e´metteurs par comparaison des champs de controˆle de se´quence
(seqctl). Le champ seqctl est un identifiant identique pour chaque retransmission
802.11 d’un datagramme UDP. Le nombre de retransmissions ne´cessaires par da-
tagramme UDP est note´ NR.
5.4.5 Temps de transmission ne´cessaire par datagramme
UDP
Le temps de transmission ne´cessaire est le temps ne´cessaire pour envoyer une
trame UDP avec succe`s. Ce temps prend en compte les multiple retransmissions
ne´cessaires au niveau de la couche MAC 802.11 et correspond a` la diffe´rence tem-
porelle entre la premie`re transmission 802.11 et la dernie`re retransmission pour un
meˆme paquet UDP. Le temps de transmission ne´cessaire par datagramme UDP
est note´ TT .
5.4.6 Temps d’inter-arrive´es des trames 802.11
Le temps d’inter-arrive´es des trames est le temps mesure´ entre les diffe´rentes
transmissions et retransmissions 802.11 d’un datagramme UDP. Il est calcule´ a`
partir du trafic capture´ sur le nœud re´cepteur. Le temps d’inter-arrive´es des trames
est note´ TI.
La me´trique associe´e TIR est le temps d’inter-arrive´es mesure´ par tentative
de transmission 802.11 r sur l’ensemble des traces (e.g. TIR2 est l’ensemble des
temps d’inter-arrive´es mesure´s entre les 2e`me retransmissions des trames et les 1e`re
retransmissions associe´es).
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5.5 Me´thode d’appairage des traces
Deux ensembles de traces sont ge´ne´re´s respectivement dans les deux environne-
ments. Afin de comparer les traces, il est ne´cessaire de les appairer, i.e. d’associer
a` chacune des traces expe´rimentales une des traces obtenues par simulation. Il
n’existe pas de correspondance imme´diate entre les traces des deux ensembles. Par
conse´quent, la valeur du taux de trames eronne´es, FER, respective a` chaque trace
est utilise´e pour re´aliser l’appairage selon l’algorithme suivant :
Soient X l’ensemble des traces expe´rimentales et Y l’ensemble des traces de
simulations, pour tout e´le´ment x ∈ X, il existe une trace y ∈ Y qui lui est associe´e,
tel que |Median(FERx)−Median(FERy)| = z, avec ∀t ∈ Y , |Median(FERx)−
Median(FERt)| > z.
5.6 Me´thodes de comparaison des donne´es
5.6.1 Mode`le de Gilbert-Elliott pour la caracte´risation des
motifs d’erreurs
G B
1-p
p r
1-r
Figure 5.2 – Mode`le de Gilbert-Elliott.
Le mode`le de Gilbert-Elliott [24, 44, 37] pre´sente´ sur la figure 5.2, est parti-
culie`rement utile pour mode´liser les motifs d’erreurs sur les canaux sans-fil.
Le mode`le est base´ sur une chaˆıne de Markov cache´e (Hidden Markov Model
- HMM) constitue´e des deux e´tats G et B. L’e´tat G correspond a` la re´ception
successive de paquets sans-erreur (appele´s intervalles) tandis que l’e´tat B corres-
pond a` la re´ception successive de paquets avec erreurs, aussi appele´es rafales. La
matrice de transition ainsi associe´e au mode`le est de´finie par A=
(
1− r r
p 1− p
)
avec p = P (et = B|et−1 = G) et r = P (et = G|et−1 = B). p et r sont les transi-
tions respectives associe´es au passage de l’e´tat B vers l’e´tat G et inversement, et
est l’e´tat du syste`me au temps t. Les probabilite´s stationnaires piG et piB associe´es
aux e´tats G et B sont de´finies respectivement par (5.10) et (5.11) tandis que la
probabilite´ de pertes pip est indique´e par l’e´quation (5.12).
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piG =
r
p+ r (5.10)
piB =
p
p+ r (5.11)
pip = p ∗ piG + (1− r) ∗ piB = piB (5.12)
E´tant donne´e la nature markovienne du canal, il existe une me´moire associe´e
a` son comportement [54]. Cette me´moire est de´finie par le parame`tre µ, compris
entre -1 et 1, et qui de´pend des probabilite´s de transition entre les e´tats G et B
selon la relation (5.13).
µ = 1− p− r (5.13)
Un parame`tre µ supe´rieure a` 0 signale un lien dont la me´moire est persistante,
i.e. la probabilite´ de rester dans l’e´tat actuel est la plus importante. Lorsque µ est
ne´gatif, la me´moire du canal est dite oscillante, la probabilite´ de changer d’e´tat
est alors plus importante que de rester dans l’e´tat actuel. Une me´moire µ e´gale a` 0
signifie que la probabilite´ de se trouver dans un e´tat particulier est inde´pendante
de l’e´tat pre´ce´dent. Les valeurs extreˆmes -1 et 1 sont des cas particuliers atteints
respectivement pour des liens changeant simultane´ment d’e´tat ou restant conti-
nuellement dans l’e´tat d’origine.
5.6.2 Mode`le RCA pour la comparaison d’environnements
Les syste`mes d’analyse par cause racine [112, 111] sont conc¸us pour retrouver
les causes originelles d’un e´ve´nement de´tecte´ dans un syste`me de mesure. Dans nos
analyses, un mode`le RCA est utilise´ pour trouver la cause exacte des diffe´rences
observe´es sur les traces de mesure issues du banc de test et du simulateur ns-3.
5.6.2.1 Introduction aux mode`les d’arbre de comparaison
Pour fonctionner, le syste`me RCA s’appuie sur un mode`le constitue´ d’une
base de connaissances ou` les e´ve´nements (aussi appele´s causes, symptoˆmes ou
fermetures) sont associe´s aux diffe´rentes causes possibles les ayant provoque´es.
Ce syste`me peut-eˆtre mode´lise´ sous la forme d’un arbre de comparaison [135, 73]
comme celui de la figure 5.3. Dans ce syste`me, chaque nœud est associe´ a` une ou
plusieurs me´triques, une relation hie´rarchique entre deux nœuds de l’arbre signa-
lant une relation entre les me´triques respectivement associe´es aux nœuds dans le
syste`me mode´lise´.
Dans notre mode`le, un arbre de de´duction est compose´ de trois types de nœuds :
les symptoˆmes, les causes et les fermetures. Les symptoˆmes sont les nœuds non-
terminaux de l’arbre. Les causes et les fermetures sont les nœuds terminaux. Cha-
cun de ces nœuds est associe´ a` une expression logique e´value´e pendant le parcours
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de l’arbre. Il existe une et une seule fermeture issue d’un nœud symptoˆme. Les
fermetures permettent d’infe´rer la cause possible d’un symptoˆme meˆme si toutes
les valeurs de sa fratrie sont e´value´es a` faux. La valeur associe´e a` une fermeture
est ainsi e´gale a` la ne´gation de la disjonction exclusive de l’ensemble des expres-
sions logiques associe´es aux nœud fre`res, i.e. si V = {V1, ..., Vn} est l’ensemble des
valeurs logiques des fils du symptoˆme S, alors la valeur de la fermeture L associe´e
sera e´gale a` ¬(V1 | ... | Vn).
S1
Me´trique1
V(Me´trique1)=FAUX
C1
Me´trique2
V=VRAI
Autres
causes L1
V=¬VRAI
S2
Me´trique3
V=VRAI
C3
Me´trique4
V=VRAI
S4
Me´trique5
V=VRAI
C4
Me´trique6
V=VRAI
Autres
causes L4
V=¬VRAI
Autres
causes L2
V=¬(VRAI
|VRAI)
S3
Me´trique7
V=FAUX
C2
Me´trique8
V=FAUX
Autres
causes L3
V=¬FAUX
E´tat initial
Symptoˆmes
Causes
Fermetures
Figure 5.3 – Exemple d’arbre de comparaison. Les valeurs V indique´es sur les
nœuds sont les valeurs e´value´es lors du parcours de l’arbre.
Le parcours de l’arbre de´bute au nœud initial et se propage par capillarite´
jusqu’aux nœuds terminaux de l’arbre. Un nœud est e´value´ seulement si son nœud
pe`re est e´value´ a` vrai. Ainsi, le parcourt de l’arbre de´crit par la figure 5.3 est le
suivant :
1. Les nœuds de niveau 1, S1, S2 et S3 sont e´value´s les premiers. Seule la cause
S2 est vraie
2. Le nœud S2 posse`de 3 causes possibles : C3, S4 et L1, la fermeture qui lui
est associe´e. Les clauses C3 et S4 sont toutes les deux vraies, par conse´quent
la cause L1 est e´value´e a` faux.
3. Le sous-arbre issu de S2 est e´value´. La valeur des nœuds S4 et C3 est vrai.
4. Le nœud C4 est e´value´ a` vrai.
Le parcourt de l’arbre a donc permis de de´tecter des anomalies sur les nœuds S2,
C3, S4 et C4, il existe alors plusieurs causes racines possible : C3 et C4.
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Dans la pratique, le parcourt de l’arbre est e´quivalent a` la re´solution d’une ex-
pression logique du 1er ordre compose´e des valeurs associe´es aux nœuds de l’arbre.
L’expression e´quivalente au parcours de l’arbre est donne´e par les re`gles suivantes :
1. La transcription du symptoˆme S e´value´ a` V (S) et posse´dant les fils {f1, f2, ..., fn}
est donne´e par T (S) =⇒ V (S)&(T (f1) | T (f2) | ... | T (fn) | V (C)).
2. La transcription de la fermeture C e´value´ a` V (C) sera T (C) =⇒ V (C)
Par conse´quent, la transcription de l’arbre exemple est donne´e par T (A1) (5.14).
T (A1) =⇒ (V (S1)&(V (C1) | ¬(V (C1)))) | (V (S2)&(V (C3) | (V (S4)
&(V (C4) | ¬(V (C4)))) | ¬(V (C3) | V (S4)))) | (V (S3)
&(V (C2) | ¬(V (C2)))) (5.14)
5.6.2.2 De´finition d’un arbre pour la comparaison d’environnements
Les arbres de de´duction de´finis dans la section pre´ce´dente sont des mode`les
ge´ne´ralistes applicables sur tout syste`me de mesure. Un mode`le d’arbre pouvant
eˆtre utilise´ pour la comparaison d’environnement est pre´sente´ en figure 5.4. Sa
repre´sentation logique e´quivalente est donne´e par l’e´quation (5.15). L’utilisation
de cet arbre doit permettre, a` partir d’un ensemble de mesures issues de deux
environnements diffe´rents, de trouver les diffe´rences existantes et d’en infe´rer les
causes possibles dans la configuration ou l’imple´mentation des environnements.
T (A2) =⇒ V (S1)&(V (S2)&(V (C1) | V (¬(V (C3) | V (S3))) | V (S3)
&((V (S6)&(V (C4) | V (¬(V (C4))))) | V (¬(V (S6))
| V (S4)) | (V (S4)&(V (C2) | V (C6) | V (¬(V (C5) |
V (C6))))))) | V (C1) | V (¬(V (C1) | V (S5) | V (S2)))
| (V (S5)&(V (C2) | V (¬(V (C2)))))) (5.15)
Dans ce mode`le, chaque nœud est associe´ a` une ou plusieurs caracte´ristiques
pre´sente´es dans la section 5.4. Les e´valuations logiques des nœuds sont calcule´es
en utilisant les fonctions boole´ennes D1 et D2 qui comparent les valeurs des
me´triques mesure´es sur les traces obtenues en simulation et sur banc de mesure.
Les comparaisons se font entre traces appaire´es. Si Sim(a) est la valeur de la
me´trique a mesure´e en simulation et XP (a), la valeur de la meˆme me´trique obte-
nue expe´rimentalement, les fonctions D1 et D2 sont de´finies par :
1. D1(a) =
vrai si | Xp(a)− Sim(a) |> tafaux sinon
avec ta le seuil associe´ a` la me´trique a
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Figure 5.4 – Arbre de de´duction de´fini pour la comparaison de traces. La no-
tation M(a) utilise´e pour e´valuer la valeur des noeuds constitue le me´dian pour
la me´trique a (ex : M(BW ) est le me´dian des valeurs de de´bit mesure´es chaque
seconde pour chacune des traces).
2. D2(a) =
vrai si (Xp(a) 6= Sim(b))faux sinon
Description des nœuds
Les nœuds visite´s en premier lors du parcours de l’arbre conditionnent la visite
des nœuds situe´s aux niveaux infe´rieurs de l’arbre. Par conse´quent, une me´trique
associe´e a` un nœud situe´ au niveau n sera juge´e plus ”globalisante” qu’une me´trique
associe´e a` un nœud situe´ au niveau n + 1, le but e´tant de restreindre le champs
des anomalies possibles en descendant le long de l’arbre. Pour cette raison, le pre-
mier nœud visite´ utilise Bw, la me´trique de mesure de performance du lien. Les
variations de de´bits observe´s sur un lien sans-fil sont essentiellement dues a` des
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pertes 802.11 a` la re´ception (me´trique FER) et a` des pertes UDP a` l’e´mission
(me´trique DROP ). Par conse´quent le nœud S1 est lie´ aux nœuds S2 et S5. Le
de´bit rec¸u est aussi lie´ aux parame`tres des nœuds (de´bit d’envoi, taille des pa-
quets) et donc la diffe´rence de de´bit entre les deux environnements est lie´e a` ces
parame`tres (nœud C1). Les diffe´rences de pertes a` la re´ception (nœud S5) sont
lie´es a` des diffe´rences dans les mode`les de bruit ge´ne´re´ dans les deux environne-
ments et mate´rialise´ par les coefficients de Gilbert-Elliott (nœud C2). Les pertes
UDP au niveau de l’e´metteur sont principalement la conse´quence de congestion
du lien sans-fil : le de´bit ge´ne´re´ exce`de la capacite´ du lien. Ces congestions sont
le re´sultat de temps de transfert UDP trop importants. Ce temps de transfert est
conditionne´ par deux facteurs : le temps d’acce`s au canal (nœud S6) et le nombre
de retransmission 802.11 (nœud S4). Le temps d’acce`s au canal est conditionne´
par les parame`tres MAC (nœud S6 et nœud C4). Le nombre de retransmissions
de´pend lui des motifs d’erreurs ge´ne´re´es et des parame`tres de transmission (nœuds
C5 et C6).
Valeurs de seuil
La fonction D1 s’appuie sur l’utilisation d’une valeur seuil diffe´rente pour cha-
cun des nœuds, ces valeurs sont choisies arbitrairement selon la me´trique mesure´e :
• pour le nœud S1, le seuil utilise´ est note´ τbw. Il correspond a` une diffe´rence
de 500 kbps sur le me´dian des de´bits mesure´s sur les traces. Cette valeur
est choisie arbitrairement et permet d’e´viter les faux-positifs dues aux im-
perfections de mesures.
• le seuil τDROP utilise´ par le nœud S2 est fixe´ a` 42 paquets/s et correspond
a` la perte de 500 kbps choisie pour le nœud S1.
• le seuil τFER fixant le maximum de diffe´rence tole´re´ sur les FER est fixe´
a` 1%, correspondant a` la valeur de pre´cision maximale atteinte par l’algo-
rithme d’appairage (voir section 5.7.1).
• la valeur du seuil τtt est une approximation du temps d’envoi de 42 trames
de taille 1470 octets envoye´es dans le mode de transmission a` 54 Mbps. Ce
temps correspond a` la somme des temps d’acce`s au me´dium, de la re´ception
de l’acquittement et du temps de vol tel que : 42 ∗ DIFS + 42 ∗ SIFS +
42∗1470∗8
54∗106 . Le temps de temporisation est ici ignore´. Avec les valeurs du DIFS
et SIFS respectivement fixe´e a` 28 µs et 10 µs [6], la valeur de τtt est e´gale
a` 0.0091 s.
• τTI est le seuil fixe´ pour le temps d’inter-arrive´es des paquets. Il correspond a`
la diffe´rence de temps d’inter-arrive´es the´orique des paquets entre deux flux
de 7 Mbps et 6.5 Mbps (selon le seuil de 500 kbps), i.e. τTI = 17∗106
1470∗8
− 17∗106
1470∗8
=
0.0002 s.
• τNR est le seuil de diffe´rence utilise´ pour le nombre de retransmissions. Cette
valeur est fixe´e a` 1, i.e. les valeurs sont conside´re´es comme diffe´rentes, si
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leur nombre de retransmissions me´dian est supe´rieur a` 1.
5.7 Application de la me´thodologie d’association
et de comparaison sur les donne´es ge´ne´re´es
5.7.1 Appairage des traces et validation de la configuration
par me´thode de Gilbert-Elliott
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Figure 5.5 – Mesures de FER en fonction des diffe´rents niveaux de bruits ap-
plique´s expe´rimentalement 5.5(a) et en simulations 5.5(b).
La me´thode d’appairage de´crite en section 5.5 est utilise´e. L’appairage permet
d’associer les FER ayant des valeurs me´dianes distantes de moins de 1% de FER
(figure 5.6) a` partir des niveaux de FER mesure´s expe´rimentalement (figure 5.5(a))
et en simulation (figure 5.5(b)). Pour une meilleure compre´hension dans la suite
de ce chapitre, les niveaux de correspondance sont nomme´s de manie`re croissante
et pre´fixe´s par la lettre T (ex : T1, T2, ...). Pour illustrer cette nouvelle notation,
un aperc¸u des associations est affiche´ dans le tableau 5.2.
Notations apre`s appairage T1 ... T15 ... T29 ... T43
Niveaux de bruit expe´rimentations -24.0 ... -21.75 ... -20.0 ... -18.25
correspondants (dBm) simulations -67.525 ... -67.025 ... -66.3125 ... -65.65
Table 5.2 – Notation apre`s le processus d’appairage des traces expe´rimentales et
de simulation. Pour une question de commodite´, seule une partie des associations
est pre´sente´e.
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Figure 5.6 – Profils des mesures de FER apre`s association et diffe´rences absolues
mesure´es entre les FER des traces associe´es.
L’appairage associe les traces en fonction du niveau me´dian de FER. Bien
qu’ayant des FER similaires, les motifs d’erreur ou leurs caracte´ristiques dans
les traces associe´es peuvent eˆtre diffe´rents. Ces diffe´rences ont des impacts sur
les communications. Ainsi, la taille des rafales d’erreurs est lie´e a` la valeur du
coefficient pil. Un coefficient important et donc une tendance aux rafales affectera
les re´seaux sans-perte comme 802.11 car le nombre de retransmissions de trame sera
plus important. L’utilisation de l’algorithme BEB qui augmente exponentiellement
la taille de la feneˆtre de contention entre chaque retransmission successive, aura
alors des conse´quences sur la capacite´ du lien. De manie`re similaire, la valeur du
coefficient µ affectera la me´moire et l’inde´pendance des erreurs du canal. Pour cette
raison, un coefficient µ proche de 0 sera privile´gie´ dans les deux environnements.
Par conse´quent et pour valider l’appairage des traces au niveau physique, les
coefficients de Gilbert-Elliott piG, piB et µ sont calcule´s pour chacune des traces.
L’e´volution des coefficients est pre´sente´e sur la figure 5.7.1.
Comme le montrent les figures, il n’existe pas de diffe´rence entre les motifs
d’erreurs mesure´s expe´rimentalement et en simulation. De meˆme, les e´volutions
du coefficient µ calcule´ sur les traces sont similaires pour les deux environnements
et ses valeurs proches de 0, de´montrant par la`-meˆme l’inde´pendance des erreurs
ge´ne´re´es.
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Figure 5.7 – Evolutions des diffe´rents coefficients de Gilbert-Elliott mesure´s en
simulation et expe´rimentalement
5.7.2 Application du mode`le RCA
Le mode`le pre´sente´ sur la figure 5.4 est applique´ sur les diffe´rentes traces. Les
re´sultats de cette application sont indique´s dans la table 5.3.
Comme de´crit dans la section 5.3, les parame`tres applique´s pour les mesures
expe´rimentales et les simulations sont les meˆmes. Par conse´quent les valeurs des
nœuds C1, C3, C4, C6 qui comparent les parame`tres initiaux sont e´value´es a`
faux. De manie`re similaire, si les nœuds C2, C5 qui comparent les coefficients
GE sont visite´s, leur valeur sera e´value´e a` faux e´tant donne´s les re´sultats illustre´s
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Nom du nœud Expression logique associe´e E´valuation
S1 D1(M(BW )) vrai
S2 D1(M(DROP ) vrai
C1 D2(PDUDP )| D2(PTP ) faux
L1 ¬(V(C1)|V(S5) |V(S2)) faux
S5 D1(M(FER)) faux
C2 ¬(V(C1)|V(S5)|V(S2)) non-e´value´
L3 ¬(V(C2)) non-e´value´
C3 D2(PDUDP ) | D2(PTP ) faux
L2 ¬(V(C3)|V(S3)) faux
S3 D1(M(TT )) vrai
S6 D1(M(TI)) vrai
L5 ¬(V(S6)|V(S4)) faux
S4 D1(NR) faux
C4 ¬(V(C1)|V(S5)|V(S2)) non-e´value´
L4 ¬(V(C5)|V(C6)) non-e´value´
C6 D1(piB)| D1(piG)| D1(µ) non-e´value´
C4 D2(PMAC) faux
L6 ¬(V(C4)) vrai
Table 5.3 – E´valuation logique des diffe´rents nœuds de l’arbre de de´duction.
en section 5.7.1. Enfin la valeur du nœud S5 est e´galement e´value´e a` faux e´tant
donne´e la proce´dure d’appairage de traces base´e sur le FER qui implique une
diffe´rence infe´rieure au seuil τDROP de 1% d’erreur.
Le premier nœud parcouru S1 compare les de´bits mesure´s dans les deux envi-
ronnements. Ces valeurs sont pre´sente´es sur la figure 5.8(a). tandis que la diffe´rence
des valeurs mesure´es entre les traces appaire´es des deux environnements sont in-
dique´es sur la figure attenante. Cette dernie`re permet d’e´valuer la valeur de S1 a`
vrai, e´tant donne´es les valeurs supe´rieures au seuil τbw. Les valeurs de de´bit restent
stables pour les niveaux de bruits infe´rieurs et correspondant a` moins de 2,30%
de FER (traces T1 a` T17). A partir de la trace T18, le niveau de bruit est assez
important pour affecter le de´bit, une le´ge`re diffe´rence est mesure´e entre les deux
traces. Cette diffe´rence s’accroˆıt de manie`re importante apre`s la trace T33 (25 %
de FER) et atteint un maximum proche de 2 Mbps de de´bit pour la trace T35.
Au deuxie`me niveau de comparaison, les nœuds S2, C1, L1 et S5 sont vi-
site´s. Le nœud S2 est e´value´ a` vrai comme de´montre´ sur la figure 5.8(b) : les
diffe´rences de pertes suivent le meˆme motif que celui des diffe´rences de de´bits
entre les ensembles de traces. Les donne´es pre´sente´es sur la figure de´montrent que
la congestion issue de la saturation du me´dium par l’envoyeur intervient pour des
perturbations plus faibles en simulation. Le nombre de pertes par seconde atteint
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Figure 5.8 – Comparaisons des donne´es de simulation et expe´rimentales pour les
me´triques BW (a), DROP (b) et TT (c).
finalement un plateau a` 400 paquets par secondes pour les deux environnements.
La diffe´rence de pertes observe´e sur les traces est mesure´e a` 150 paquets perdus
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Figure 5.9 – Comparaisons des donne´es de simulation et expe´rimentales pour les
me´triques TI (a) et NR (b).
par secondes ce qui e´quivaut a` la diffe´rence de de´bit de 2 Mbps observe´e lors de
l’e´valuation du nœud S1. Le troisie`me niveau de l’arbre permet de de´terminer la
cause des dissimilarite´s sur les pertes de paquets. En effet, le nœud S3 qui com-
pare les diffe´rences entre les de´lais de transfert moyen est e´value´ a` vrai. Ces temps
de transfert plus e´leve´s pourraient eˆtre cause´s par un temps d’acce`s au lien plus
important comme le montre la figure 5.9(a). Sur les donne´es affiche´es, les temps
d’inter-arrive´es expe´rimentaux sont infe´rieurs au temps de simulation. A` partir
de la trace T30, les temps obtenus en simulation explosent alors que les temps
expe´rimentaux semblent diminuer tre`s le´ge`rement. Finalement le nœud terminal
L6 est e´value´ a` vrai.
L’ensemble du parcours de l’arbre est re´sume´ sur la figure 5.10.
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Figure 5.10 – Arbre de de´duction pour la comparaison de traces avec indication
de parcours lors de l’e´valuation des nœuds. Les nœuds non barre´s sont les nœuds
e´value´s comme vrais, les nœuds barre´s par des lignes entie`res sont e´value´s comme
faux et les nœuds barre´s par des tirets ne sont pas e´value´s pendant le parcours de
l’arbre.
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5.8 Analyse des re´sultats expe´rimentaux
5.8.1 Supple´ment de diagnostic
La section pre´ce´dente met en lumie`re les diffe´rences existantes entre les traces
de simulation et les traces expe´rimentales et infe`re la cause de ces diffe´rences aux
proce´dures d’acce`s au me´dium. Selon les parame`tres affiche´s dans la table 5.1, les
configurations des environnements sont similaires.
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Figure 5.11 – Valeurs de TIR mesure´es expe´rimentalement et en simulation.
Les donne´es de la figures 5.11(a) et 5.11(b) comple`tent celles des figures 5.8
et 5.9. Elles repre´sentent le temps d’inter-arrive´es TIR des paquets pour chaque
niveau de retransmission 802.11, le me´dian des valeurs est affiche´ sur la figure
5.11(c). La figure 5.11(d) pre´sente les valeurs the´oriques obtenues par l’algorithme
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BEB selon l’e´quation (5.16). Sur cette dernie`re figure, les unite´s sont exprime´es en
nombre de cre´neaux.
Cwn+1 = max((CWn + 1) ∗ 2− 1, 1023) (5.16)
avec Cw0 = 15
Les re´sultats obtenus en simulation semblent proches des re´sultats the´oriques :
les valeurs suivent une ascension exponentielle entre chaque retransmission et
se stabilisent a` la 6e`me retransmission. Un plateau est ensuite observe´. En re-
vanche, les re´sultats expe´rimentaux pre´sentent des anomalies tant vis a` vis des
re´sultats en simulation que des re´sultats the´oriques a` partir de la 5e`me retransmis-
sion. Ces re´sultats confirment ceux obtenus dans [23] qui mettent en e´vidence les
imple´mentations non standard et de´viantes des me´canismes de temporisation de
diffe´rentes cartes WIFI.
L’apparition de ce phe´nome`nes a` de hauts-niveaux de retransmission semble
concorder avec la diffe´rence de de´bits constate´e sur la figure 5.8(a) a` partir de la
trace T30 correspondant a` pre`s de 20% de FER.
5.8.2 Mode´lisation des parame`tres BEB
Un des reproches adresse´s aux simulateurs et leur manque de re´alisme concer-
nant les spe´cificite´s des mate´riels utilise´s. Si le simulateur est utilise´ pour proto-
typer un protocole ou un algorithme, les re´sultats finaux obtenus apre`s mise en
œuvre expe´rimentale peuvent se re´ve´ler de´cevants. Par conse´quent, la mode´lisation
de l’algorithme de temporisation expe´rimental et son imple´mentation en simulation
peuvent permettre d’ame´liorer son re´alisme.
5.8.2.1 Facteurs environnementaux
Pour quantifier l’effet de l’environnement sur le fonctionnement de l’algorithme
de temporisation initial, les notions de facteur expe´rimental et facteur de simu-
lation sont respectivement de´finis. En effet, il est difficile de convertir les unite´s
utilise´es dans le mode`le the´orique (le cre´neau) en unite´s de temps mesure´s sur les
donne´es expe´rimentales et de simulation. De plus, sur tout syste`me de mesure, les
donne´es mesure´es et effectives sont le re´sultat du mode`le the´orique mis en œuvre et
de l’effet du syste`me et de l’environnement selon la relation V aleurs Theoriques∗
Facteur environnementale = V aleurs Mesurees.
Par conse´quent, le facteur environnemental et le facteur de simulation sont
respectivement de´finis par αn et βn pour un nume´ro de retransmission n donne´.
La relation qui lie la taille de la feneˆtre de contention the´orique et le temps mesure´
pour chaque retransmission peut eˆtre note´e αn ∗ Cwn = M(XP (TIRn)) pour les
valeurs expe´rimentales et βn ∗ Cwn = M(Simu(TIRn)) pour les simulations.
Dans le cas d’environnements e´quivalents et en supposant que le standard
802.11 soit identique, l’e´quation (5.17) est ve´rifie´e et implique la relation (5.18).
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M(XP (TIRn)) ≡M(Simu(TIRn)) (5.17)
et donc αn ∗ Cwn ≡ βn ∗ Cwn (5.18)
Dans le cas inverse, la relation (5.17) n’est pas ve´rifie´e. On a donc la relation
(5.19). Cette e´quation correspond au cas actuel de nos donne´es.
αn ∗ Cwn 6≡ βn ∗ Cwn (5.19)
L’objectif de la mode´lisation entreprise et d’obtenir l’e´quivalence a` partir de
cette e´quation. Une premie`re solution consiste a` agir sur les diffe´rents facteurs en-
vironnementaux (environnements de propagation, ...). Cette solution requiert des
modifications complexes. Une deuxie`me solution plus simple consiste a` modifier
les valeurs Cwn utilise´es dans le mode`le de simulation en inte´grant les diffe´rences
environnementales entre les deux environnements. Si F (Cwn) est la valeur de Cwn
prenant en compte cette diffe´rence, la relation (5.20) est alors ve´rifie´e. Par trans-
formations successives, la relation (5.21) permet alors de calculer les valeurs de
F (Cw) pour chaque n. Ces valeurs sont donne´es dans la table 5.4 conjointement
aux valeurs des facteurs α et β.
βn ∗ F (Cwn) ≡ αn ∗ Cwn (5.20)
d’ou` F (Cwn) =
M(Xp(TIR)) ∗ Cwn
M(Simu(TIR)) (5.21)
Nume´ro de retransmission n αn βn Cwn F (Cwn)
0 4.7e-05 4.0e-05 15 13
1 3.4e-05 2.9e-05 31 27
2 2.7e-05 2.3e-05 63 55
3 2.4e-05 1.9e-05 127 104
4 2.2e-05 1.8e-05 255 208
Table 5.4 – Valeurs des coefficients et des feneˆtres de contention pour les diffe´rents
niveaux de retransmission.
En prenant en compte ces modifications, l’algorithme de temporisation per-
mettant l’e´quivalence se de´finit alors par la relation (5.22) avec les parame`tres k
et m.
F (Cwn+1, k) = max((F (CWn, k) + 1) ∗ k − 1,m). (5.22)
5.8.2.2 Re´gression et calcul des parame`tres
A` partir des valeurs du tableau 5.4, il est aise´ de calculer les parame`tres k et
m optimums.
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Dans un premier temps, le parame`tre k est calcule´ exhaustivement en compa-
rant les diffe´rentes valeurs F (CWn) obtenues par l’e´quation (5.22) avec les valeurs
de la table 5.4. La valeur optimale est celle dont la somme des diffe´rences obtenue
par la relation ∑n=41 | F (Cwn, k)− F (Cwn) | est la plus faible.
Les parame`tres ainsi teste´s varient de 1.55 a` 2.2 par pas de 0.55. Les 5 meilleurs
re´sultats sont pre´sente´s dans la table 5.5 et impliquent une valeur optimale de 1.88.
Classement k Cwk,1 Cwk,2 Cwk,3 Cwk,4
Diffe´rence
cumule´e
1 1.88 29.08 55.55 105.31 198.87 16.57
2 1.94 30.04 59.22 115.82 225.63 40.61
3 1.83 28.28 52.58 97.06 178.44 41.5
4 1.77 27.32 49.13 87.72 156.04 75.73
5 1.99 30.84 62.36 125.09 249.92 78.11
Table 5.5 – Meilleurs re´sultats obtenus pour la recherche du parame`tre k opti-
mum.
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Figure 5.12 – Sommes cumule´es et maximum des diffe´rences entre les de´bits
mesure´s en simulation et en expe´rimentation en fonction de la taille maximale de
la feneˆtre de contention Cwmax.
Dans un deuxie`me temps, la valeur optimale de m est elle aussi obtenue de
manie`re exhaustive en calculant les diffe´rents de´bits obtenus en simulation pour
diffe´rents m avec k fixe´ a` 1.88. Les re´sultats des mesures de diffe´rence de de´bit
en termes de somme cumule´e et de maximum sont affiche´s sur la figure 5.12. Les
meilleures re´sultats sont obtenus pour le parame`tre m e´gal a` 207.
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5.8.2.3 Ve´rification
Afin de tester l’optimalite´ des valeurs k etm calcule´es dans la section pre´ce´dente
et ve´rifier les re´sultats de notre me´thode de mode´lisation, l’ensemble des couples
constitue´s des valeurs de k et m sont teste´s par simulations. Les 5 meilleurs
re´sultats sont donne´s sur la table 5.6.
Classement k m Diffe´rencecumule´e
1 1.83 (3) 207 2.28
2 1.77 (4) 207 2.47
3 1.88 (1) 207 2.54
4 1.61 (9) 374 2.69
5 1.72 (6) 207 2.79
Table 5.6 – Valeurs de k et m utilise´es pour les 5 meilleurs re´sultats des tests.
La valeur entre parenthe`ses est le classement du parame`tre k dans la section
pre´ce´dente.
Le tableau confirme les re´sultats obtenus pre´ce´demment. La valeur de k classe´e
premie`re est pre´sente en 3e`me position dans la table 5.5 tandis que la seconde valeur
e´tait classe´e 4e`me. La valeur 1.88 trouve´e optimale dans la section pre´ce´dente est
classe´e 3e`me. Enfin, 4 des 5 couples de valeurs utilisent 207 comme taille maximale
de feneˆtre de contention.
5.8.3 Ame´liorations obtenues
Les de´bits obtenus apre`s modification de l’imple´mentation BEB du simulateur
en utilisant les parame`tres optimums respectivement obtenus en section 5.8.2.2
et en section 5.8.2.3 sont pre´sente´s sur la figure 5.13. La figure 5.14 pre´sente les
diffe´rences entre les valeurs de simulation et la valeur expe´rimentale.
Les re´sultats montrent une ame´lioration majeure : alors qu’avec la configuration
initiale, les diffe´rences entre les simulations et les expe´rimentations s’approchent
des 2 Mbps, apre`s modification cette diffe´rence maximale n’est que de 500 kbps.
Le mode`le de simulation MAC est donc plus proche du mode`le expe´rimental. Ces
re´sultats confirment la responsabilite´ de l’anomalie observe´e sur l’algorithme de
temporisation mesure´ expe´rimentalement dans la diffe´rence de de´bit observe´e sur
la figure 5.8(a).
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Figure 5.13 – Re´sultats des de´bits obtenus avec les valeurs optimales.
5.9 Conclusion
Ce chapitre a traite´ de la validation et de l’ame´lioration des diffe´rents mode`les
WIFI aux niveaux des couches MAC et physique mises en œuvre dans le simulateur
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Figure 5.14 – Diffe´rences observe´es entre les de´bits obtenus avec les diffe´rentes
configurations d’algorithmes de temporisation et le de´bit expe´rimental.
ns-3. En effet, malgre´ les critiques qui sont adresse´es aux simulateurs concernant
leur manque de re´alisme, ceux-ci sont encore couramment utilise´s par la commu-
naute´. Par conse´quent, afin d’ame´liorer le re´alisme des mode`les, des me´thodes
empiriques de validation des simulateurs sont parfois mises en œuvre pour compa-
rer les re´sultats des simulations avec ceux des re´seaux re´els. Dans cette optique,
ce chapitre propose un mode`le d’analyse par cause racine (RCA) permettant la
comparaison de mesures issues de traces respectivement obtenues sur le simulateur
ns-3 et sur le banc expe´rimental de´crit au chapitre 4. Ce mode`le a e´te´ applique´ sur
des donne´es ge´ne´re´es dans les deux environnements a` partir d’un sce´nario com-
mun et imple´mente´ de manie`re similaire. Les re´sultats ont montre´s une diffe´rence
dans la mise en œuvre par les cartes Atheros du me´canisme BEB utilise´ pour
ge´rer la dure´e de temporisation lors de l’acce`s au lien. Cette diffe´rence engendre
des e´carts de performance entre le simulateur ns-3 et le banc expe´rimental qui
peuvent atteindre 2 Mbps dans le sce´nario expe´rimental conside´re´. Les analyses
de´taille´es dans ce chapitre ont permis de mode´liser l’algorithme BEB correspon-
dant au mode`le expe´rimental pour des valeurs de k et m respectivement e´gales a`
1.8 et 207 alors que dans la version the´orique et celle du simulateur celles-ci sont
e´gales a` 2 et 1024. L’application du mode`le expe´rimental a alors permis d’atteindre
des performances similaires expe´rimentalement et en simulation.
Ces re´sultats de´montrent que les imple´mentations des standards peuvent diffe´rer
de manie`re importante selon les constructeurs et selon les mode`les de cartes radio.
Par conse´quent, les simulateurs et leurs mode`les doivent eˆtre compare´s vis-a`-vis
de diffe´rents mate´riels par l’interme´diaire de me´thodes automatise´es et ge´ne´riques.
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En fonction des besoins, plusieurs mode`les d’un meˆme standard pourraient eˆtre
fournis par un simulateur.
Le chapitre suivant utilisera les donne´es expe´rimentales pour mettre en œuvre
et e´valuer l’application de me´thodes d’apprentissage en vue de la pre´diction de
performances d’un lien sans-fil bruite´.
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6.1 Introduction
Dans le cadre des communications sans-fil, le me´dium constitue une des prin-
cipales sources d’erreurs et de chutes de performance. Celles-ci peuvent apparaitre
de manie`re incertaine et ale´atoire [89, 97]. Par conse´quent, pre´dire l’e´volution
du me´dium meˆme a` court terme peut permettre d’ame´liorer les performances du
re´seau et d’offrir aux nœuds de nouvelles possibilite´s d’adaptation. Dans cette op-
tique, ce chapitre propose l’application de me´thodes d’apprentissage automatique
pour l’estimation de de´bit rec¸u au niveau de la couche IP a` partir de mesures
effectue´es sur le nœud re´cepteur d’un lien sans-fil.
Les trois algorithmes choisis pour cette taˆche sont fre´quemment rencontre´s
dans la litte´rature : la re´gression par support vecteur SVR [20], la me´thode des plus
proches voisins k-nn [14] et les arbres de de´cision DT [28]. Les donne´es utilise´es sont
ge´ne´re´es a` partir du banc de test de´crit dans le chapitre 4, sur un lien TCP dont
la re´ception est perturbe´e par du bruit. Pour effectuer les estimations, diffe´rentes
caracte´ristiques de niveau physique sont extraites des donne´es enregistre´es sur
le nœud re´cepteur. Pour que les re´sultats de cette e´tude soient reproduisibles sur
du mate´riel standard, les e´quipements utilise´s sont constitue´s d’e´quipements WIFI
ge´ne´riques et d’un oscilloscope 1. Ces caracte´ristiques sont le RSS, le SNR ou encore
1. Bien que les caracte´ristiques mesure´es soient disponibles sur du mate´riel ge´ne´rique 802.11,
la configuration de nos e´quipements au moment des mesures ne nous permettait pas de mesurer
efficacement et simultane´ment toutes les me´triques envisage´es. Par conse´quent un oscilloscope a
e´te´ utilise´ en comple´ment ou en alternative de l’e´quipement WIFI.
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le bruit.
Afin d’e´valuer l’efficacite´ des diffe´rents algorithmes, leurs performances respec-
tives sont compare´es selon diffe´rents crite`res. Le premier crite`re est la pre´cision des
estimations mesure´e selon deux me´thodes : l’erreur quadratique moyenne (MSE) et
le pourcentage de bonnes estimations. Le deuxie`me crite`re est l’efficacite´ des algo-
rithmes en termes de calcul, e´value´ par le ratio temps/pre´cision. Enfin, le troisie`me
crite`re est l’efficacite´ me´moire caracte´rise´e par le ratio taille du mode`le/pre´cision.
L’efficacite´ d’une estimation de´pend des caracte´ristiques utilise´es. Par conse´quent
la pertinence de chacune d’entre elles est e´value´e selon la performance atteinte, la
me´trique la plus pertinente permettant les estimations les plus pre´cises.
Par conse´quent, le plan suivi dans ce chapitre est le suivant. Dans un premier
temps, les aspects the´oriques des algorithmes SVR, k-nn et DT sont explique´s
en section 6.3. La section 6.4 de´crit les protocoles, les me´thodes de mesure et
les donne´es expe´rimentales utilise´es pour les analyses. Il de´taille notamment les
caracte´ristiques utilise´es pour les estimations. La 3e`me partie de´finit les me´thodes
d’e´valuation des algorithmes : pre´cision des estimations et performance temps et
me´moire, ainsi que la me´thode d’e´valuation de la pertinence des caracte´ristiques.
Les parame`tres et configurations utilise´s pour les analyses sont donne´s en section
6.6. Enfin, la section 6.7 traite les re´sultats obtenus. Pour une question d’espace,
les graphiques de l’ensemble des estimations obtenues sont contenus en annexe A.
6.2 Contributions
Le travail de´crit dans ce chapitre se rapproche des travaux de radio cognitive
dont le but est la pre´diction de certaines caracte´ristiques du me´dium sans-fil [35,
34, 102]. En revanche, nos travaux divergent sur certains points :
• les caracte´ristiques utilise´es dans notre travail sont disponibles sur du mate´riel
ge´ne´rique 802.11 actuel bien configure´ contrairement a` celles utilise´es dans
les travaux de radios cognitives et qui ne´cessitent pour la plupart l’usage
de radios logicielles. Les radios logicielles sont des mate´riels couˆteux et peu
utilise´s par la grande majorite´ des utilisateurs contrairement au mate´riel
ge´ne´rique 802.11.
• les travaux cite´s ont pour objectifs de pre´dire l’occupation du spectre. L’ap-
plication de´taille´e ici vise a` estimer la performance d’un lien a` partir de
donne´e de niveau physiques, i.e. a` trouver le meilleur indicateur de la qualite´
d’un lien en vue de la pre´diction. A` notre connaissance, seul [128] utilise les
me´thodes d’apprentissage dans cet objectif en utilisant principalement des
informations de niveau MAC. La majorite´ des travaux de caracte´risation
comme [129, 138, 61] utilisent quand a` eux des me´thodes statistiques ne
mettant pas en œuvre le principe d’apprentissage.
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6.3 Algorithmes d’apprentissage automatique pour
la re´gression
Nous pre´sentons dans cette section les algorithmes d’apprentissage automatique
SVR, k-nn et DT utilise´s dans l’e´tude.
6.3.1 Me´thode SVR
La me´thode SVR [115, 20, 105] est une forme particulie`re de machine a` vecteurs
supports pour la ge´ne´ration de mode`les de pre´diction.
En prenant comme example l’application de mode´lisation des donne´es conte-
nues dans l’ensemble E={(x1, y1), ..., (xn, yn)} ∈ X × R, avec X l’espace d’entre´e,
l’objectif de SVR est d’estimer une fonction f(x) avec comme contrainte prin-
cipale une de´viation maximale infe´rieure a`  des valeurs a` estimer yi. On dis-
tingue alors deux cas selon la nature des donne´es a` mode´liser : dans le cas ou` les
donne´es sont de nature line´aire, la re´gression s’effectue directement dans l’espace
de de´part (e´quation (6.1)). Dans le cas inverse, cette re´gression n’est pas possible.
Par conse´quent, dans un premier temps, l’algorithme SVR projette les donne´es
dans un espace caracte´ristique F via une fonction φ : X → F (e´quation (6.2)).
Dans un second temps, l’algorithme de re´gression traditionnel SV est applique´
dans le nouvel espace caracte´ristique.
f(x) = 〈w, x〉+ b avec w ∈ X et b ∈ R. (6.1)
f(x) = 〈w, φ(x)〉+ b avec w ∈ X et b ∈ R. (6.2)
avec 〈., .〉 la notation du produit scalaire
La contrainte secondaire concernant la re´gression est la maximisation de l’unifor-
mite´ des poids, ici mesure´ par ‖w‖2. Ainsi, dans le cas non-line´aire, les coefficients
w et b sont estime´s par minimisation de la fonction du risque re´gularise´ donne´e
par la relation (6.4). Dans cette e´quation, C est une valeur de´finie par l’utilisa-
teur qui controˆle le compromis entre l’erreur d’apprentissage et l’uniformite´ du
mode`le. L est la fonction de perte -insensible de´finie par l’e´quation (6.3) et sujet
a` ∑ni=1(αi − α∗i ) = 0 avec α∗i ∈ [0, C]. Graˆce a` cette fonction, seules les erreurs
d’estimation supe´rieures a`  sont pe´nalise´es.
L(yi, f(x(i), w) =
|yi − f(x(i), w)| −  si |yi − f(x(i), w)| ≥ .0 autrement. (6.3)
R(f, C) = C
n∑
i=1
L(yi, f(x(i), w)) +
1
2 ‖w‖
2 . (6.4)
La minimisation de l’e´galite´ (6.4) e´quivaut a` re´soudre un proble`me d’optimisation
convexe. Une solution plus accessible consiste a` maximiser la forme duale et a` intro-
duire les multiplicateurs de Lagrange (αi,α∗j ). Le nouveau proble`me d’optimisation
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ainsi que ses contraintes est donne´ par (6.5).
Maximizer −12
∑n
i,j=1(αi − α∗i )(αj − α∗j )〈φ(xi, xj)〉
−∑ni=1(αi + α∗i ) +∑ni=1 y(i)(αi − αi∗). (6.5)
Re´soudre cette e´quation aboutit une rede´finition de (6.2) sous la forme de l’e´quation
(6.6).
f(x) =
n∑
i=1
(αi − α∗i )〈φ(xi), φ(x)〉+ b. (6.6)
Cette de´finition montre que la solution peut eˆtre trouve´e par la seule connais-
sance des valeurs de 〈φ(xi), φ(x)〉 sans connaˆıtre la fonction φ. Une fonction qui
correspond a` un produit scalaire dans un espace caracte´ristique quelconque F
re´pondant a` la de´finition k(x, x′) = 〈φ(x), φ(x′)〉 est appele´e un noyau. Un noyau
peut-eˆtre n’importe quelle fonction syme´trique satisfaisant la condition de Mercer
comme le noyau radial gaussien (Gaussian Radial Basis - RBF), de´finie par (6.7).
Le noyau RBF est parame´tre´ par γ (γ > 0) qui impacte entre autre les capacite´s
de ge´ne´ralisation du re´gresseur.
K(xi, xj) = exp(−γ ‖xi − xj‖2). (6.7)
6.3.2 Me´thode k-nn
Contrairement a` SVR, la me´thode d’apprentissage k-NN consiste a` me´moriser
l’ensemble du jeu d’apprentissage sans effectuer de re´gression ou de calculs com-
plexes.
En prenant comme exemple l’ensemble d’apprentissageE = {(x1, y1), ..., (xn, yn)} ∈
X × R , avec X ⊆ R, le processus d’estimation de k-nn pour estimer un objet
z = (x′, y′) peut eˆtre re´sume´ en trois e´tapes :
1. l’algorithme calcule les distance d(x′, x) entre z et chaque objet (xi, yi) ∈ D.
2. l’ensemble F des k voisins les plus proches de z est constitue´.
3. l’algorithme k-NN calcule l’estimation yˆ avec yˆ = 1
k
∑k
i=1 xi, x ∈ F .
Des variantes existent et concernent essentiellement la me´thode utilise´e pour
calculer la distance d(x, x′). Citons par example la distance de Manhattan, la
distance euclidienne ou la distance de Minkowski d’ordre p. Celle-ci se de´finit pour
deux ensembles d’objets F = (x1, ...xn) et G = (y1, ..., yn) ∈ Rn par l’e´quation
(6.8). (
n∑
i=1
|xi − yi|
) 1
p
. (6.8)
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A
B
K = y
B = vrai
K = x
B = faux
A = rouge
B
K = x
B = vrai
C
K = x
C < 3.1
K = y
C ≥ 3.1
B = faux
A = bleu
Figure 6.1 – Exemple d’arbre de de´cision.
6.3.3 Me´thode DT
L’utilisation d’arbres de de´cision constitue une troisie`me forme d’apprentissage.
Un arbre de de´cision binaire, comme celui de la figure 6.1, repre´sente visuelle-
ment une suite de de´cisions prises a` partir du nœud racine vers les nœuds termi-
naux. L’estimation est obtenue quand un nœud terminal est atteint. Chacun des
nœuds terminaux repre´sente alors une valeur d’estimation et chaque se´paration
constitue une de´cision prise a` partir d’une caracte´ristique xi de l’objet a` estimer.
Les algorithmes d’apprentissage, comme C4.5 [92] ou CART 2[28], sont utilise´s
pour ge´ne´rer l’arbre de de´cision a` partir d’un jeu de donne´es. Leur diffe´rence
principale re´side dans leur proce´dure de se´paration. La me´thode du moindre carre´
(Least Squares - LS) utilise´e par CART [136] se de´finit pour un nœud t par la
relation (6.9) avec yi(t) la valeur individuelle de la variable au nœud t et yi(t), sa
valeur moyenne.
SS(t) =
N∑
i=1
yi(t)− yi(t) (6.9)
La se´paration est alors effectue´e en choisissant d’abord la caracte´ristique dont
l’utilite´ de la se´paration calcule´e par la fonction (6.10) est maximale avec tr et tt
respectivement les nœuds gauche et droit issus de la se´paration.
φ(s, t) = SS(t)− SS(tR)− SS(tt) (6.10)
L’algorithme ge´ne´ral suivi par CART pour construire un arbre a` partir des obser-
vations X, constitue´es des caracte´ristiques (x1, x2, ..., xi), est le suivant :
1. A` partir du nœud racine et pour chaque attribut x, l’algorithme calcule une
mesure d’impurete´ apre`s se´paration, en utilisant la fonction SS(t).
2. L’algorithme se´lectionne l’attribut x∗ qui maximise φ(s, t).
2. Le terme CART de´signe a` la fois la cate´gorie d’algorithmes d’apprentissage automatique
regroupant les arbres de de´cisions pour la classification et la re´gression - e´voque´e dans l’e´tat de
l’art - et l’algorithme de construction de l’arbre comme dans le cas pre´sent.
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3. Le nœud de se´paration correspondant est cre´e´.
4. Une re´cursion par retour a` l’e´tape 1 est effectue´e sur le sous-arbre obtenu
apre`s se´paration sur x∗.
L’algorithme s’arreˆte quand les cas suivants sont atteints :
• Aucune des caracte´ristiques restantes ne permet d’ame´lioration de la valeur
de φ(s, t).
• Tous les objets restants a` apprendre ont les meˆmes caracte´ristiques. Dans
ce cas-la` l’algorithme cre´e un seul nœud terminal.
Le processus de construction ge´ne`re un arbre de grande taille non-optimise´.
CART utilise donc une proce´dure pour re´duire sa taille et extraire un mode`le plus
optimal et plus performant. La taille optimale de l’arbre n’est pas connue avant
le processus d’e´lagage, par conse´quent, CART produit une collection d’arbres,
e´ligibles pour l’optimalite´, suivant un processus d’e´lagage de l’arbre initial. In
fine, l’algorithme se´lectionnera le mode`le optimal parmi ceux-ci.
Pour ge´ne´rer les diffe´rents arbres, CART utilise une fonction de mesure du couˆt
et de la complexite´ de´finit par (6.11) avec R(T ) le couˆt de l’arbre d’apprentissage,
|T | le cardinal des nœuds terminaux et a la pe´nalite´ impose´e pour chaque nœud.
Ainsi pour a = 0, le couˆt de complexite´ est minimal et correspond a` l’arbre le
plus grand possible, i.e. il s’agit de l’arbre initial. A` contrario, une augmentation
progressive de a, permet l’e´lagage progressif des se´parations aux bas de l’arbre.
Le processus d’e´lagage consiste donc a` faire varier la valeur de a a` partir de 0 et
jusqu’a` une valeur suffisante pour supprimer toutes les se´parations.
Ra(T ) = R(T ) + a |T | . (6.11)
Le mode`le optimale est celui qui parmi cette collection obtient les meilleures per-
formances sur un jeu de test autre que le jeu d’apprentissage.
6.4 Donne´es expe´rimentales
6.4.1 Protocole expe´rimentale pour la ge´ne´ration de donne´es
Le dispositif expe´rimental et les e´quipements utilise´s pour l’expe´rience sont
indique´s sur la figure 4.7. Deux modules de communication WIFI Atheros sont
place´s de part et d’autre de la chambre ane´cho¨ıque. Le boˆıtier A ge´ne`re du trafic
TCP vers le boˆıtier B par l’interme´diaire du logiciel IPERF. La de´bit du flot TCP
et la taille des paquets sont respectivement fixe´s a` 24 Mbps et 1470 octets. un
ge´ne´rateur de signal situe´ a` l’exte´rieur de la chambre produit un signal AWGN
injecte´ dans la chambre par une antenne directionnelle. L’antenne est dirige´e vers
le nœud B de manie`re a` ne perturber que la re´ception de la communication. Afin
d’enregistrer le signal rec¸u par le boˆıtier B, la sortie de son antenne est duplique´e et
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connecte´e a` un oscilloscope qui enregistre l’amplitude instantane´e du signal rec¸u.
Enfin, tout le trafic rec¸u ou envoye´ sur les boˆıtiers est capture´. L’ensemble des
e´quipements est synchronise´ par NTP.
Apre`s le processus de mesure, des traitements (filtrage, ...) sont effectue´s sur les
donne´es capture´es afin de constituer des jeux de donne´es propres a` l’apprentissage
automatique.
6.4.1.1 Constitution des jeux de donne´es
Diffe´rents e´chantillons de donne´es sont assemble´s en faisant varier l’amplitude
du bruit ge´ne´re´ et la puissance d’e´mission. Ces e´chantillons constituent les en-
sembles d’apprentissage selon le tableau 6.1(a). Trois jeux d’apprentissage de tailles
diffe´rentes sont ainsi constitue´s : le Dataset1 contient toutes les mesures du jeux
d’apprentissage, le Dataset2 en contient 50% tandis que le Dataset3 posse`de seule-
ment 25% des donne´es.
En utilisant les meˆmes parame`tres d’amplitude du bruit ge´ne´re´ et de puissance
d’e´mission, un jeu de test est cre´e a` partir d’une deuxie`me se´rie d’e´chantillons.
Celui-ci est constitue´ de l’ensemble des e´chantillons agence´s selon la description
de la table 6.1(b).
Table 6.1 – Constitutions et caracte´ristiques des jeux d’apprentissage (a) et jeu
de test (b). Chaque vecteur repre´sente 1 seconde de mesure.
(a)
Jeu d’apprentissage De´finition du jeu de donne´es
notation {Puissance d’e´mission (dBm) ; Puissance du bruit (dBm)}set de mesures ;
{e´chantillon 2} ;...
Dataset1 {10;−20}A; {10;−17}A; {10;−15}A; {10;−13}A; {10;−10}A; {10;−7}A;
5323 vecteurs {10;−5}A; {20;−20}A; {20;−17}A; {20;−15}A; {20;−13}A; {20;−10}A;
{20;−7}A; {20;−5}A
Dataset2 {10;−20}A; {10;−17}A; {10;−15}A; {10;−13}A; {20;−20}A; {20;−17}A;
2661 vecteurs {20;−15}A; {20;−13}A;
Dataset3 {10;−20}A; {10;−17}A; {10;−15}A; {10;−7}A; {10;−5}A; {20;−20}A;
1330 vecteurs
(b)
Jeu de test De´finition du jeu de donne´es
notation {Puissance d’e´mission (dBm) ; Puissance du bruit (dBm)}set de mesures ;
{e´chantillon 2} ;...
Dataset4 {20;−20}B ; {20;−15}B ; {20;−13}B ; {10;−15}B ; {10;−17}B ; {10;−13}B ; {10;−7}B ;
2492 vecteurs {20;−7}B ; {20;−13}B ; {10;−20}B ; {20;−5}B ; {20;−20}B
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6.4.2 Caracte´ristiques de mesure de performance et du ca-
nal sans fil
6.4.2.1 Caracte´ristique de performance
Dans notre application, la me´trique qui constitue la performance d’un lien et qui
doit eˆtre estime´e est le de´bit moyen par seconde au niveau IP. Elle est calcule´e sur
les traces de trafic PCAP capture´es sur le nœud re´cepteur. Nous de´finissons BWi,
le de´bit calcule´ a` la seconde i pour une trace donne´e, par BWi =
k∑
k=1
L(pk) avec k ∈
N. L(p) est la taille de la charge utile a` la couche re´seau pour le paquet p ∈ Pi
de´fini comme l’ensemble des paquets rec¸us sans erreur FCS durant la seconde i :
Pi = {p1, ..., pk, ..., pn}.
6.4.2.2 Caracte´ristiques de mesure physiques du canal
Mesures radio par la puce Atheros (RSS Atheros)
Le RSS Atheros est une valeur extraite des enteˆtes RADIOTAP des paquets
contenus dans les fichiers PCAP. En effet, les enteˆtes des paquets rec¸us 802.11/ra-
diotap disposent d’un champ ’radio’. Ce champ contient une valeur mesure´e par
la puce lors de la re´ception du paquet et qui correspond a` une mesure de puis-
sance du signal rec¸u (RSS) ou de ratio puissance du signal sur puissance du
bruit (SNR). Cette valeur de´pend donc du driver et du mate´riel utilise´. Dans
nos expe´rimentations, la valeur mesure´e est la puissance du signal rec¸u. Ainsi,
RSS(p) est le RSS du paquet p et Ri l’ensemble des paquets capture´s pendant la
seconde i, nous de´finissons donc la valeur du RSS Atheros comme : ATH RSSi =
Ri avec Ri = {RSS(p1), ..., RSS(pn))} .
Bruit mesure´ par l’oscilloscope LeCroy
Le bruit mesure´ par l’oscilloscope LeCroy est une mesure du niveau de bruit
pre´sent sur les captures de l’oscilloscope. Les captures de signal sont constitue´es
de trois parties qui sont le bruit avant la trame (A), la trame elle-meˆme (B) et le
bruit apre`s-trame (C). Par conse´quent, le calcul du bruit mesure´ par l’oscilloscope
LeCroy pour une trame p est effectue´ sur les donne´es de bruits A et C tel que
Np = A ∪ C.
Soit p1, ..., pn, l’ensemble des trames capture´es par l’oscilloscope LeCroy pen-
dant la seconde i, la caracte´ristique du plafond de bruit a` la meˆme seconde est
de´finie par LECR NOISEi = {Np1 , ..., Npn}.
Puissance du signal rec¸u mesure´e par l’oscilloscope LeCroy
Conforme´ment aux standards 802.11g, la puissance du signal rec¸u est calcule´e
sur les 8 premiers symboles de la trame [6]. Ces points constituent l’ensemble D.
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On a donc similairement aux e´quations pre´ce´dentes, le RSS pour une trame p e´gale
a` Rp = D et LECR RSSi = {Rp1 , ..., Rpn} avec LECR RSSi la caracte´ristiques
du RSS LeCroy a` la seconde i.
SNR mesure´ par l’oscilloscope LeCroy
Le SNR Sp pour une trame p est calcule´ comme la diffe´rence entre le plafond de
bruit et le RSS de la trame p et donc, de manie`re similaire aux formules pre´ce´dentes,
le SNR est e´gal a` Sp = Rp −Np et LECR SNRi = Wi avec Wi = {Sp1 , ..., Spn}.
6.4.3 Notations alternatives des caracte´ristiques
Pour faciliter la lecture, chacune des caracte´ristiques de mesure physique est
associe´e a` une notation alternative comme pre´sente´ dans le tableau 6.2.
Caracte´ristiques Notations
ATH RSS C1
LECR RSS C2
LECR NOISE C3
LECR SNR C4
ATH RSS + LECR NOISE C5
LECR RSS + LECR NOISE C6
Table 6.2 – Notations alternatives des diffe´rentes caracte´ristiques d’apprentissage
automatique.
6.5 Me´thodes d’e´valuation de performances
6.5.1 Me´thodes d’e´valuation de la pre´cision des estima-
tions
6.5.1.1 Erreur quadratique absolue
La premie`re me´thode de calcul de performance pour l’estimation xˆ d’un en-
semble de donne´es x de taille n, utilise l’erreur quadratique absolue (Mean Squared
Error - MSE) de cet ensemble de´fini par l’e´quation (6.12).
MSE = 1
n
n∑
i=1
(xˆi − xi)2. (6.12)
Cette me´thode est couramment utilise´e pour estimer la performance d’une esti-
mation ou d’une pre´diction par apprentissage automatique [12, 103]. En revanche,
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c’est une me´trique ge´ne´raliste qui ne prend pas en compte les caracte´ristiques
expe´rimentales (de´bit d’e´mission, ...) et le contexte de l’estimation de bande pas-
sante (erreur acceptable, ...).
6.5.1.2 Pourcentage de ’bonnes estimations’
Nous de´finissons donc une deuxie`me me´thode spe´cifique a` notre application.
Celle-ci calcule le pourcentage d’estimations conside´re´es comme bonnes sur l’en-
semble du jeu d’estimation. Une estimation est conside´re´e comme bonne si la
diffe´rence absolue entre cette estimation et la performance re´elle est infe´rieure a`
une valeur arbitraire. Cette performance est note´e P (e < ξ) pour e l’erreur me-
sure´e et ξ la valeur du seuil. Ainsi, la condition de validite´ d’une estimation note´e
V (x, xˆ, e < ξ) avec xˆ une estimation, x sa valeur re´elle et ξ le seuil, s’exprime par :
V (x, xˆ, e < ξ) =
1 si |xˆ− x| > ξ.0 sinon . (6.13)
La performance pour un ensemble d’estimations xˆ et les valeurs correspondantes
mesure´es x est de´finie par :
P (e < ξ) = 1
n
n∑
i=1
V (xi, x¯i, ξ). (6.14)
La valeur de seuil peut-eˆtre adapte´e aux caracte´ristiques expe´rimentales et a` la
nature du re´seau sans-fil. Dans notre application, e´tant donne´s le de´bit d’e´mission
de 24 Mbps et les amplitudes des valeurs comprise entre 24 Mbps et 14 Mbps, le
seuil est fixe´ a` 1 Mbps. Ce seuil correspond a` une erreur d’estimation de 4 % (89
paquets sur les 2139 transmis en une seconde).
6.5.2 Me´thodes d’e´valuation de la pertinence des caracte´ristiques
de mesure physique
La pertinence des diffe´rentes caracte´ristiques est e´value´e selon trois crite`res :
• Les deux premiers sont respectivement base´s sur les valeurs de MSE et sur
le pourcentage de bonnes estimations, la pre´cision des estimations e´tant
juge´e comme la qualite´ principale des algorithmes.
• Le troisie`me s’appuie sur les mesures d’impurete´ de l’algorithme de ge´ne´ration
d’arbre CART (section 6.3.3). Celle-ci e´value la qualite´ des caracte´ristiques
a` chaque se´paration, par conse´quent, la somme de chacune de ces valeurs
permet d’e´valuer leur importance globale [124, 123].
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6.5.3 Me´thodes d’e´valuation de performance des algorithmes
E´tant donne´es les contraintes qui peuvent eˆtre pre´sentes sur les nœuds d’un
re´seau sans-fil (me´moire, puissance de calcul, ...), les caracte´ristiques ope´rationnelles
des algorithmes de ML peuvent s’ave´rer importantes pour toute mise-en-œuvre fu-
ture. Par conse´quent, nous de´finissons deux me´thodes de mesure de performance
des caracte´ristiques ope´rationnelles des algorithmes en se basant sur les crite`res
d’efficacite´ en termes de temps de calcul et de me´moire utilise´s par les processus
d’estimation et de ge´ne´ration de mode`les.
6.5.3.1 Efficacite´ en temps de calcul
Une me´thode d’e´valuation de l’efficacite´ d’un algorithme est le calcul du ra-
tio PerformanceCouˆts . En utilisant P (e < 1Mbps) comme indice de performance de
l’algorithme, l’efficacite´ de calcul se de´finit respectivement pour les temps d’ap-
prentissage et d’estimation par les e´quations (6.15) et (6.16).
RT,entraˆinement =
P (e < 1Mbps)
Temps d’apprentissage . (6.15)
RT,estimation =
P (e < 1Mbps)
Temps d’estimation (6.16)
6.5.3.2 Efficacite´ me´moire
L’efficacite´ me´moire d’un algorithme de ML est de´finie par le facteur multipli-
catif M obtenu entre la taille des donne´es et celle du mode`le. Ce facteur est de´fini
par la relation (6.17).
M |t|
|M|
= Taille des donne´es d’apprentissageTaille du mode`le . (6.17)
6.6 Me´thodologie de mesure et d’apprentissage
6.6.1 Configuration des algorithmes de ML
6.6.1.1 SVR
L’algorithme SVR a e´te´ utilise´ avec un noyau de type RBF. Comme la section
6.3.1 le souligne, dans notre configuration, l’algorithme SVR requiert le choix de
trois parame`tres par l’utilisateur : C, γ et . Ces trois parame`tres peuvent im-
pacter la performance de l’estimation et par conse´quent, doivent eˆtre se´lectionne´s
avec soin en fonction de l’application. Pour nos estimations, nous avons utilise´ une
me´thode empirique qui consiste a` conduire des se´ries exhaustives d’apprentissage
en utilisant une liste de combinaisons de parame`tres ge´ne´re´e automatiquement.
Cette me´thode est connue sous le nom de recherche par quadrillage. Les mode`les
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ge´ne´re´s sont ensuite teste´s en utilisant un jeu de donne´es autre que le jeu d’appren-
tissage. La combinaison de parame`tres C, γ et  se´lectionne´e est celle qui permet
la meilleure pre´cision d’estimation.
6.6.1.2 k-NN
La valeur de k impacte les performances de l’algorithme k-nn. Par conse´quent,
apre`s plusieurs tests effectue´s sur des jeux de donne´es diffe´rents, nous avons choisi
une valeur qui permet un bon compromis entre la pre´cision des estimations et
les re´sultats d’estimation. Ainsi, dans les expe´riences pre´sente´es, la valeur du pa-
rame`tre k est fixe´e a` 3. La distance utilise´e est la distance de Minkowski d’ordre 2
similaire a` la distance euclidienne recommande´e dans la version initiale de l’algo-
rithme [14].
6.6.1.3 DT
L’algorithme utilise´ pour construire l’arbre est CART.
6.6.2 Mesure de performance des algorithmes
6.6.2.1 Mesure des de´lais d’apprentissage et d’estimation
Une partie des analyses de nos estimations concerne le temps de calcul associe´
aux processus d’apprentissage et d’estimation. Notre configuration utilise Python
et la librairie scikit-learn [86]. Par conse´quent la lecture de l’horloge s’effectue par
l’interme´diaire de la fonction python ’time’, avant et apre`s le processus mesure´. La
diffe´rence temporelle entre les deux mesures constitue le de´lai. Pour chacun des
processus e´tudie´s, 100 essais inde´pendants sont re´alise´s.
6.6.2.2 Mesure de la taille du mode`le
La mesure de la taille des mode`les ge´ne´re´s par les diffe´rents algorithmes s’ef-
fectue en mesurant la taille des instances de ces mode`les dans l’environnement
Python.
6.7 Re´sultats
6.7.1 Pre´cision des estimations
Les figures 6.3 et 6.4 montrent respectivement les re´sultats en termes de pre´cision
des diffe´rentes estimations en fonction du MSE et de P(e < 1Mbps). Afin de les
illustrer, deux exemples d’estimations sont affiche´s sur les figures 6.2(a) et 6.2(b).
Celles-ci repre´sentent respectivement les estimations obtenues par l’algorithme
SVR et le jeu d’entraˆınement Dataset1 avec les caracte´ristiques C4 (LECR SNR)
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et C1 (ATH RSS). Les caracte´ristiques C4 et C1 obtiennent respectivement les
meilleures et moins bonnes estimations avec cet algorithme. Le reste des graphiques
obtenus pour les diffe´rentes estimations est inclus en annexe A.
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Figure 6.2 – Estimations obtenues avec SVR et le jeu d’entraˆınement Dataset1
pour les caracte´ristiques LECR SNR (C4) (figure 6.2(a)) et ATH RSS (C1)
(figure 6.2(b)).
L’algorithme SVR permet des estimations pre´cises en termes de MSE (< 6)
pour toutes les caracte´ristiques excepte´es pour la caracte´ristique C1 qui pre´sente
des re´sultats plutoˆt moyens. Les re´sultats sont similaires pour les 3 jeux d’ap-
prentissage. L’algorithme k-nn pre´sente des re´sultats identiques sur la plupart des
caracte´ristiques. Les me´triques les plus faibles sont e´galement les me´triques de puis-
sance du signal avec des estimations dont le MSE qui peuvent-eˆtre supe´rieures a` 30.
Contrairement aux re´sultats obtenus avec SVR, on peut observer une ame´lioration
pour certaines caracte´ristiques entre le Dataset1 et le Dataset2. Les arbres de
de´cision permettent d’excellentes estimations, notamment sur les caracte´ristiques
C6, C4, C3. La me´trique C5 montrent de bons re´sultats lors de l’utilisation du
Dataset1 mais subit une forte de´gradation lors de l’utilisation du Dataset3.
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Figure 6.3 – Pre´cision moyenne des estimations obtenues pour les diffe´rents algo-
rithmes de ML, en fonction des diffe´rents jeux d’apprentissage. L’unite´ de pre´cision
est ici le MSE.
Par utilisation de SVR avec le 1er jeu d’apprentissage, les caracte´ristiques com-
pose´es C5 et C6 ainsi que la caracte´ristique de bruit et de SNR ont des re´sultats
prometteurs avec plus de 70% de bonnes estimations. Ceci est confirme´ pour le
SNR lors de l’utilisation des Dataset2 et Dataset3 avec respectivement 66% et
62% de probabilite´ de bonnes estimations, tandis que les re´sultats obtenus par les
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Figure 6.4 – Pre´cision moyenne des estimations obtenues pour les diffe´rents algo-
rithmes de ML, en fonction des diffe´rents jeux d’apprentissage. L’unite´ de pre´cision
est ici le pourcentage de bonnes estimations P (e < 1Mbps).
autres me´triques tombent a` 50%. L’utilisation de k-nn et de la me´trique C6 per-
met une pre´cision e´leve´e de plus de 60% lors des tests effectue´s avec les 1er et 2e`me
jeux de donne´es. Similairement aux observations faites sur le MSE lors de l’usage
de k-nn, on peut observer une ame´lioration sur certaines me´triques entre l’utilisa-
tion des jeux de test Dataset1 et Dataset2. L’algorithme par arbre de de´cision se
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comporte bien, notamment avec l’utilisation de la me´triques de SNR qui obtient
plus de 60% de pre´cision sur l’ensemble des jeux de donne´es d’apprentissage. La
caracte´ristique C6 permet d’atteindre une pre´cision de 70% avec Dataset1, et reste
tre`s pre´cise avec les autres mode`les d’apprentissage.
A` la vue de ces re´sultats, il apparaˆıt clairement que les me´triques compose´es
de bruit et de puissance du signal rec¸u (C5 et C6) ainsi que la me´trique de SNR
permettent une bonne estimation de la performance d’un re´seau sans-fil a` partir
des couches 4 et 5. A` l’oppose´, les me´triques de RSS offrent une pre´cision moyenne.
Lors de l’utilisation de l’algorithme k-nn, la pre´cision s’ame´liore entre le Dataset1
et le Dataset2, ce qui tend a` montrer que le 1er jeu de donne´es est inadapte´ a` ces
me´triques pour l’usage d’un algorithme simple comme k-nn qui peut-eˆtre sensible
aux donne´es bruite´es [134]. En revanche, l’algorithme DT offre des performances
e´gales a` celles de SVR en ce qui concernent les me´triques compose´es et le SNR.
De plus, il parvient a` conserver ces performances malgre´ la re´duction du jeu d’ap-
prentissage et offre donc des capacite´s de ge´ne´ralisation correctes et similaires a`
celles de SVR. Les performances de DT pourraient ne´anmoins eˆtre ame´liore´es e´tant
donne´ que cet algorithme ne requiert normalement pas de traitement de donne´es
comme ceux qui ont e´te´ effectue´s ici [134] et permet de travailler sur des donne´es
brutes. L’algorithme k-nn ne permet pas une ge´ne´ralisation aussi avance´e e´tant
donne´e la chute de performance entre le Dataset2 et le Dataset3.
6.7.2 Pertinence des caracte´ristiques de mesure RF
Les figures 6.5 et 6.6 pre´sentent la pertinence des caracte´ristiques en fonction
de la pre´cision de leurs estimations en termes de MSE et de pourcentage de bonnes
estimations. L’indice de pertinence par crite`re de Gini est affiche´ sur la figure 6.7.
Selon ces donne´es la pertinence des caracte´ristiques pour l’algorithme SVR ne
varie pas en fonction de la taille des jeux d’apprentissage. A` contrario, on peut
observer le re´sultat inverse avec l’utilisation de l’algorithme k-nn. Ainsi la mesure
du bruit est une mesure pertinente lors de l’utilisation du Dataset1, mais plus
lors de l’utilisation des Dataset2 et Dataset3 ou` la me´trique devient la 5e`me plus
importante sur les 6 en termes de pourcentage. On observe e´galement ce re´sultat
lors de l’utilisation des arbres de de´cision ou` cette me´trique passe de la 2e`me a` la 5e`me
place entre l’utilisation du Dataset2 et celle du Dataset3. Les me´triques compose´es
sont avantageusement utilise´es par SVR et k-nn et se classent parmi les 2 premie`res.
Ce re´sultat peut-aussi eˆtre remarque´ lors de l’utilisation de la me´trique C6 et
des arbres de de´cision. En revanche, la caracte´ristique C5 se retrouve 6e`me lors de
l’utilisation du 3e`me mode`le d’apprentissage. Les me´triques de RSS sont de manie`re
ge´ne´rale assez mal classe´es. Ces re´sultats sont cohe´rents avec ceux de la figure 6.7.
Dans ce classement, le SNR obtient un indice de pertinence largement supe´rieur
aux autres me´triques avec plus de 80% de bonnes estimations. Le deuxie`me score
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Figure 6.5 – Pertinence des diffe´rentes me´triques pour l’estimation de de´bit sur un
lien sans-fil vis-a`-vis des diffe´rents algorithmes de ML. Le classement est exprime´
en fonction des re´sultats mesure´s en MSE.
est obtenu pour la caracte´ristique de mesure de bruit avec respectivement 20, 12
et 14% de pre´cision pour les jeux 1, 2 et 3.
Ces re´sultats montrent que le SNR seul (C4) peut-eˆtre conside´re´ sans ambigu¨ıte´
comme la meilleure caracte´ristique pour l’estimation d’un lien sans-fil. En revanche,
utiliser plusieurs caracte´ristiques (C5 et C6) permet bien souvent d’obtenir des
performances similaires.
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Figure 6.6 – Pertinence des diffe´rentes me´triques pour l’estimation de de´bit sur un
lien sans-fil vis-a`-vis des diffe´rents algorithmes de ML. Le classement est exprime´
en fonction des re´sultats mesure´s en P (e < 1Mbps).
6.7.3 Fonctionnement des algorithmes
6.7.3.1 Efficacite´ en temps de calcul
Les figures 6.8 et 6.9 pre´sentent respectivement les temps mesure´s et l’efficacite´
correspondante des diffe´rents algorithmes pris pour les processus d’apprentissage
et d’estimation.
Les re´sultats montrent que d’une manie`re ge´ne´rale, ces valeurs peuvent eˆtre tre`s
importantes dans le cadre de l’utilisation de SVR : ce temps peut meˆme atteindre
les 40 secondes pour le RSS mesure´ par l’oscilloscope. Les temps d’apprentissage
pour les me´triques les mieux classe´es sont correctes et respectivement de 5, 1 et
moins de 1 seconde pour les jeux de donne´es 1, 2 et 3. Les temps d’apprentissage
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Figure 6.7 – Indices de pertinence calcule´s selon le crite`re d’impurete´ par l’algo-
rithme CART. Les indices sont normalise´s, i.e pour chaque jeu d’apprentissage, la
somme des indices est e´gale a` 1.
pour k-nn sont bien meilleurs et proportionnels a` la taille du jeu d’apprentissage.
De manie`re similaire, les re´sultats pour l’algorithme par arbre de de´cision offrent
des temps d’apprentissage infe´rieurs a` 1 seconde. Il est a` noter que pour ces deux
algorithmes, les valeurs sont toutes similaires ou e´gales quelque soient les me´triques
utilise´es. Les temps d’estimation sont tous infe´rieurs a` 1 ms peu importe les al-
gorithmes utilise´s. Le temps d’estimation moyen est le plus important pour SVR
et de´pend du jeux de donne´es. En revanche, pour cet algorithme le choix de la
me´trique utilise´e n’a aucune influence. A` contrario dans le cas de k-nn, ce temps
de´pend de la me´trique et est syste´matiquement infe´rieur a` 400 µs. Enfin, les temps
d’estimation pour DT sont les plus faibles (7 µs) pour l’ensemble des donne´es.
L’algorithme le plus efficace en termes d’apprentissage est k-nn qui de´montre
un ratio pouvant aller jusqu’a` 44. Il est suivi de pre`s par DT qui montre des scores
similaires. L’algorithme SVR est peu efficace e´tant donne´s ses temps d’apprentis-
sage importants. D’une manie`re globale, l’efficacite´ augmente avec la diminution
du jeu d’apprentissage. En termes d’estimations, les figures 6.9 montrent que les
trois algorithmes sont efficaces. Les re´sultats de k-nn font apparaˆıtre deux grappes
qui contiennent respectivement dans la premie`re les caracte´ristiques dites com-
pose´es et dans la seconde, les caracte´ristiques simples. On peut voir que l’efficacite´
de la premie`re est tre`s grande et comparable a` celle observe´e avec SVR. De plus,
ces valeurs augmentent avec la diminution des mode`les d’apprentissage. Cette ten-
dance est inverse dans le cas de l’algorithme DT qui voit son efficacite´ diminuer.
Encore une fois, cet algorithme de´montre une excellente efficacite´, ceci pour toutes
les me´triques.
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Les re´sultats observe´s sont consistants avec la the´orie. En effet, l’algorithme
k-nn qui utilise la me´thode d’apprentissage la plus simple de´montre une efficacite´
maximale. Ces re´sultats sont comparables a` ceux obtenus avec les arbres de de´cision
qui optimise´s permettent de hautes performances d’apprentissage. En revanche, la
me´thode de re´gression et d’optimisation utilise´e par SVR rend son apprentissage
tre`s long compare´ aux autres algorithmes, ce qui le rend difficilement utilisable
dans un processus en-ligne. En termes d’estimation, les temps observe´s sont tre`s
bas. L’algorithme le plus efficace compte tenu de ses performances et de sa rapidite´
e´tant DT.
6.7.3.2 Efficacite´ me´moire
La taille des mode`les obtenus ainsi que les facteurs multiplicatifs sont pre´sente´s
sur la figure 6.10.
Sans surprise, la taille des mode`les ge´ne´re´s est ine´gale selon les algorithmes.
L’algorithme DT posse`de les mode`le les plus volumineux. Son facteur multiplicatif
est proche de 20. Les algorithmes k-nn et SVR ont des mode`les de taille similaire
et des facteurs respectifs de 4 et 6. On peut remarquer que les facteurs ne varient
pas en fonction de la taille du jeu de donne´es.
Les performances observe´es s’expliquent par les me´thodes de ge´ne´ration de
mode`les des algorithmes respectifs. En effet, alors que DT doit stocker les arbres et
leurs me´tadonne´es, SVR enregistre les vecteurs supports et les coefficients trouve´s
lors de l’apprentissage. De manie`re similaire, l’algorithme k-nn qui n’effectue aucun
calcul pour la mode´lisation, observe un facteur 6 sur la taille des donne´es d’entre´e.
Des e´tudes approfondies doivent eˆtre mene´es pour chaque algorithme afin d’e´tudier
l’importance des parame`tres de chacun dans ce facteur multiplicatif.
6.8 Conclusion
Ce chapitre a propose´ l’application des me´thodes d’apprentissage SVR, k-nn et
DT pour l’estimation pre´dictive du de´bit IP d’un lien sans-fil a` partir de mesures de
niveau physique. Les donne´es utilise´es ont e´te´ ge´ne´re´es sur le banc expe´rimental
de´crit dans le chapitre 4 a` partir d’un sce´nario mettant en œuvre un lien TCP
unidirectionnel dont la re´ception est perturbe´e par du bruit. Les estimations ont
e´te´ re´alise´es a` partir de mesures de RSS, SNR et bruit effectue´es sur le nœud
re´cepteur. La performance respective des diffe´rents algorithmes a alors e´te´ e´value´e
en fonction de la pre´cision des estimations, calcule´e selon 2 me´thodes diffe´rentes :
l’erreur quadratique moyenne (MSE) et le pourcentage de bonnes estimations.
Additionnellement, des mesures du fonctionnement des algorithmes comme la taille
des mode`les d’apprentissage ou le temps ne´cessaire a` l’estimation ont e´galement
e´te´ e´tudie´es. Finalement, la pertinence respective de chacune des me´triques a e´te´
compare´e.
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Plusieurs conclusions peuvent eˆtre tire´es des re´sultats obtenus :
• Les diffe´rents algorithmes pre´sentent de tre`s bons re´sultats d’estimation.
Les meilleurs re´sultats sont obtenus par les algorithmes SVR et DT peu
importe la me´trique de performance utilise´e. L’algorithme k-nn semble avoir
des performances plus ale´atoires, suˆrement a` cause de la simplicite´ de son
processus d’apprentissage et d’estimation. SVR et DT supportent aise´ment
la diminution du jeu d’apprentissage et obtiennent des scores e´leve´s : jusqu’a`
60% de bonnes estimations avec le jeu le moins complet.
• Les meilleurs re´sultats sont obtenus avec les caracte´ristiques dites com-
pose´es et le SNR. Cette dernie`re semble la plus efficace e´tant donne´ qu’elle
supporte facilement la ge´ne´ralisation et semble avoir des performances stables.
Les mesures de RSS obtiennent les plus mauvais re´sultats. Ces re´sultats sont
confirme´s par l’utilisation du crite`re d’impurete´ qui indique une pertinence
de 80% pour le SNR. La seule mesure de bruit obtient 12% de pertinence.
• Le temps d’apprentissage de SVR est extreˆmement long compare´ a` ceux
de k-nn et DT. Ce long processus d’apprentissage n’offre pas a` SVR une
efficacite´ de´cisive sur DT. La valeur de RT,entraˆinement pour cet algorithme
est d’environ 30 avec le Dataset3. Des re´sultats similaires sont atteints
avec k-nn. Les de´lais d’estimation les plus courts sont atteints pour DT
qui produit une estimation dans des de´lais infe´rieurs a` la ms et un ratio
RT,estimation de l’ordre de 105.
• En termes de me´moire et en observant les facteurs multiplicatifs, SVR est
le meilleur candidat quelque soit le jeu d’apprentissage. k-nn obtient des
performances proches. L’algorithme DT a en revanche de mauvaises perfor-
mances avec un facteur multiplicatif proche de 20.
Ces re´sultats nous permettent d’affirmer qu’il est possible d’estimer le de´bit IP
d’un lien sans-fil a` partir de caracte´ristiques de niveau physique dans les condi-
tions teste´es. L’algorithme d’apprentissage utilise´ a son importance, ne´anmoins les
re´sultats de´montrent qu’il n’est pas force´ment ne´cessaire d’utiliser des algorithmes
complexes au temps de calcul important, comme c’est le cas pour SVR, si une
caracte´ristique adapte´e est utilise´e.
Le prochain chapitre conclura le manuscrit en pre´sentant le bilan des diffe´rentes
contributions et en e´voquant les diffe´rentes perspectives.
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Figure 6.8 – Temps d’apprentissage et d’estimation des diffe´rents algorithmes
SVR, k-nn et DT pour les diffe´rentes me´triques.
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Figure 6.9 – Performances de calcul des diffe´rents algorithmes SVR, k-nn et DT
pour les diffe´rentes caracte´ristiques.
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Figure 6.10 – Taille moyenne des mode`les ge´ne´re´s et facteurs multiplicatifs par
rapport aux donne´es brutes pour les diffe´rents algorithmes et pour chaque jeux
d’apprentissage.

Bilan, perspectives et conclusion
L’e´volution pressentie des re´seaux sans-fil vers les re´seaux de l’internet des
objets et des re´seaux ubiquitaires pourrait aggraver les proble`mes d’interfe´rences
et de´grader la qualite´ du me´dium et des communications. Pour y faire face, les
nœuds devront eˆtre plus fiables et plus adaptables. Afin d’y parvenir, des e´tudes
supple´mentaires sont ne´cessaires en termes d’instrumentation, de mode´lisation ou
d’outils pour l’adaptabilite´ des nœuds. Cette the`se a apporte´ des contributions sur
ces diffe´rents points.
Bilan
La 1e contribution de cette the`se a consiste´ en l’e´tude et la mise en œuvre
d’un banc expe´rimental permettant l’e´tude efficace des communications sans-fil et
en particulier au niveau des couches les plus basses (MAC, Phy et RF). Celles-ci
ont en effet un impact important sur les communications. Une e´tude pre´liminaire
des besoins et de l’e´tat de l’art existant sur les bancs de mesure a d’abord permis
de choisir l’environnement ide´al de´fini a` partir d’une chambre ane´cho¨ıque. Cet
environnement permet en effet d’effectuer des mesures dans un environnement RF
propre de toute perturbation et de pouvoir controˆler le niveau de perturbation du
me´dium.
Des tests ont e´te´ effectue´s sur le banc afin de ve´rifier la non-intrusivite´ sur
les mesures des composants et le respect de certaines fonctionnalite´s importantes
comme la synchronisation entre les nœuds. Les re´sultats nous permettent d’affirmer
que la synchronisation est tre`s bonne (infe´rieure a` 0.5 ms entre les boˆıtiers WIFI)
et que les composants du banc n’introduisent pas de modifications majeures sur
les mesures.
Un des re´sultats de la mise en œuvre de ce banc de mesure inter-couche est
d’offrir des moyens de mesure et d’instrumentation pour mieux comprendre l’im-
pact des couches de moyen et haut-niveau sur le me´dium, et inversement. Il a donc
permis de combler le manque d’outils expe´rimentaux re´pondant a` ces besoins.
La 2e contribution a e´te´ la validation et l’ame´lioration des mode`les WIFI utilise´s
dans le simulateur ns-3. Pour ce faire nous avons propose´ un mode`le de compa-
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raison d’environnements par analyse de cause racine (RCA). Le mode`le prend en
entre´e des jeux de mesure obtenus a` partir de traces re´seaux expe´rimentales et de
simulations. Son application permet de de´tecter les diffe´rences en termes de confi-
guration, de mise en œuvre ou de mode´lisation entre les environnements a` partir
des e´carts de performance constate´s. Afin de valider le re´alisme du simulateur, un
sce´nario a e´te´ imple´mente´ de manie`re similaire sur les deux environnements. Ce
sce´nario consiste a` perturber la re´ception d’un lien unidirectionnel en injectant
du bruit au niveau du re´cepteur du lien. L’application des jeux de donne´es dans
le mode`le RCA a permis de de´tecter une diffe´rence d’imple´mentation entre les
environnements. Cette diffe´rence se situait au niveau de l’algorithme de tempo-
risation exponentielle binaire (BEB) qui ge`re la temporisation de l’acce`s au lien
et pouvait conduire a` des e´carts de performance entre les deux environnements.
Dans les traces compare´es, la diffe´rence de de´bit mesure´e entre les environnements
pouvait atteindre 2 Mbps (soit pre`s de 30 % du de´bit initial de 7 Mbps). Apre`s
mode´lisation des donne´es expe´rimentales et mise en œuvre d’un nouveau mode`le
de temporisation en simulation, cette diffe´rence diminue a` pre`s de 500 Kbps.
Les re´sultats de cette contribution permettent de tirer les conclusions suivantes :
• la grande diversite´ des e´quipements et des logiciels disponibles pour un
meˆme standard rend la mode´lisation des re´seaux sans-fil difficile
• l’utilisation ge´ne´ralise´e de me´thodologies de comparaison automatiques entre
simulateurs et bancs expe´rimentaux pourrait permettre une ame´lioration
importante des mode`les de simulation
Enfin la 3e contribution avait pour objectif de rendre la pre´diction de perfor-
mances des re´seaux sans-fil possible. Le me´dium sans-fil est sujet a` des me´canismes
physiques qui peuvent de´te´riorer les signaux transmis. L’apparition et la force de
ces me´canismes de´pendent de la composition et la nature de l’environnement et
peuvent varier dans le temps et l’espace. Ces variations sont mal comprises et
sont en partie conside´re´es comme impre´visibles. Pour limiter l’effet de ces pertur-
bations, des me´canismes de gestion de´terministes sont mis en œuvre a` tous les
niveaux de la pile de communication et en particulier au niveau des couches MAC
et physiques. Le de´terminisme de ces me´canismes laisse pre´sager que la pre´diction
de performance des re´seaux sans-fil est possible.
Pour cette raison, nous avons propose´ dans le chapitre 5 l’application des
me´thodes d’apprentissage a` partir de mesures du lien effectue´es au niveau des
couches RF ou physique des communications sans-fil. Les me´thodes d’apprentis-
sage, SVR, k-nn et DT, utilise´es ont fait leur preuve dans de nombreux domaines
d’estimations pre´dictives. Afin de constituer les jeux d’entraˆınement et de test,
des donne´es sont ge´ne´re´es a` partir du banc expe´rimental. Le sce´nario conside´re´
est celui du lien unidirectionnel dont la re´ception est perturbe´e par du bruit. A` la
re´ception du signal, des mesures de RSS, de SNR et de bruit sont effectue´es a` l’aide
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des cartes WIFI Atheros et d’un oscilloscope. Les donne´es ont alors e´te´ divise´es en
jeux d’entraˆınement de tailles distinctes qui ont permis de tester la pre´cision des
diffe´rents algorithmes en fonction des caracte´ristiques de mesure physique et en
fonction de la taille du jeu d’entraˆınement. Afin de tester l’aptitude des algorithmes
d’apprentissage a` eˆtre mis en œuvre sur du mate´riel ge´ne´rique sans-fil, certaines
caracte´ristiques de fonctionnement des algorithmes ont e´galement e´te´ compare´es.
Les re´sultats montrent que les estimations les plus pre´cises sont obtenues avec les
algorithmes SVR et DT. Ces algorithmes permettent en outre de conserver leur ni-
veau de pre´cision malgre´ la diminution du jeu d’entraˆınement. L’algorithme le plus
rapide est DT tandis que le plus efficace en me´moire est SVR. Enfin, les meilleurs
re´sultats sont obtenus par usage des me´triques compose´es ou du SNR.
Les re´sultats obtenus dans cette contribution permettent de tirer le bilan sui-
vant :
• il est possible de pre´dire une partie des caracte´ristiques du me´dium sans-fil
dans la situation teste´e a` partir de mesures de niveau physique obtenues
sur du mate´riel 802.11 ge´ne´rique.
• les algorithmes d’apprentissage ne´cessitent des ressources limite´es, il est
donc raisonnable de penser que ces me´thodes peuvent eˆtre applique´es sur
du mate´riel embarque´ standard.
Perspectives
Les perspectives futures qui se dessinent dans le domaine des re´seaux sans-
fil ainsi que les re´sultats obtenus permettent d’envisager des e´volutions ou des
extensions quand aux contributions pre´sente´es dans cette the`se.
Premie`rement, du point de vue de l’instrumentation et des moyens de me-
sure, seule la technologie 802.11g est pour le moment mise en œuvre sur le banc
expe´rimental. Actuellement, les re´flexions sur le futur des re´seaux sans-fil sont en
cours au travers de la de´finition des futurs re´seaux 5G tandis que de nouvelles ap-
plications sont sur le point d’e´merger comme les re´seaux intra et inter-ve´hiculaires.
Par conse´quent, les re´seaux sans-fil se spe´cialisent et ne´cessitent le de´veloppement
des technologies adapte´es. Ainsi, la technologie 802.11p est conc¸ue pour les commu-
nications ve´hicule a` ve´hicule (vehicle to vehicle - V2V ) et ve´hicule a` infrastructure
(vehicle to infrastructure - V2I ). Pour pouvoir faire face aux contraintes de ces ap-
plications, 802.11p incorpore plusieurs modifications par rapport aux pre´ce´dentes
ratifications 802.11 et notamment au niveau de la couche physique (e.g. largeur de
bande des canaux qui passe de 20 MHz a` 10 MHz). D’autre part, alors que dans
le cas des applications ge´ne´ralistes, les antennes sont inte´gre´es dans l’e´quipement
radio (e.g. carte radio 802.11 standard) et fournissent un service minimum, les
applications spe´cialise´es pourraient utiliser des antennes externes qui re´pondent
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mieux a` leurs besoins. Ces antennes viennent en diffe´rents types (e.g. antennes
yagis, dipoˆles, corne´es, ...) et ont des caracte´ristiques diffe´rentes (e.g. gain, polari-
sation, ouverture a` mi-puissance, ...). Leur utilisation a un impact important sur
la performance des communications.
Par conse´quent et pour accompagner ses e´volutions, il s’agira dans un premier
temps de mettre en œuvre ces nouveaux protocoles. Dans un deuxie`me temps, il
faudra faire e´voluer les caracte´ristiques du banc expe´rimental comme la ge´ne´ration
des perturbations (e.g. de´placement de masses me´talliques pour 802.11p) ou la
mobilite´ des nœuds. Finalement, l’e´tude des antennes devra eˆtre inte´gre´e au banc
de mesure pour pouvoir mieux connaˆıtre leur impact sur les communications.
Deuxie`mement, en termes de mode´lisation la mise en pratique du mode`le RCA
sur les traces ge´ne´re´es en simulation et expe´rimentalement a donne´ de bons re´sultats.
En revanche, ce mode`le connaˆıt plusieurs limitations.
Lors du parcours de l’arbre, les anomalies entre les traces de simulation et
expe´rimentales sont de´tecte´es par l’interme´diaire de la fonction D1 qui teste le
nombre d’occurrences d’une me´trique par rapport a` une valeur de seuil. A` la fin
du parcours de l’arbre, une liste de cause racine est propose´e a` l’utilisateur. Le cas
illustre´ dans l’exemple ci-dessous peut alors se produire :
Exemple (1) Soit le mode`le RCA de´finit par les nœuds A, B, C et D. Le nœud A
est le nœud fils de l’e´tat initial de l’arbre et les nœuds B, C et D sont les fils de A.
Pendant le parcours de l’arbre, V (A), V (B) et V (C) sont e´value´s a` vrai tandis que
V (D) est e´value´ a` faux. Alors l’ensemble des causes racines de A sera U = {B;C}
avec P (B) = P (C) les probabilite´s respectives des causes B et C.
Dans ce cas et e´tant donne´es les probabilite´ e´gale pour chacune des causes
racines du nœud A, la de´tection finale de la cause principale revient a` l’utilisateur.
De plus, le mode`le RCA utilise´ est un mode`le qualitatif, qui ne prend pas en
compte les temps d’apparition des diffe´rents e´ve´nements ni leur ordre d’apparition.
Par exemple, dans le cadre de la comparaison de l’imple´mentation d’un algorithme
de choix de modulation a` chaˆınes de retransmissions (e.g. Minstrel, voir partie
2.3.2.1), la se´quence d’apparition des diffe´rents modes de modulation des trames
a` son importance. Par conse´quent, l’utilisation du mode`le peut donc eˆtre restreint
a` certains sce´narios.
Pour re´soudre ces limitations et appliquer le mode`le sur un plus grand nombre
de simulateurs et de sce´narios, celui-ci doit devenir plus complexe et eˆtre comple`tement
automatise´. D’une part, un mode`le ame´liore´ pourrait s’appuyer sur un calcul de
corre´lation entre les valeurs de diffe´rence du nœud pe`re et celles des nœuds fils. Par
exemple si C(a, b) est la corre´lation entre les se´ries a et b, l’exemple (1) devient :
Exemple (2) Soit le mode`le RCA de´finit par les nœuds A, B, C et D. Le nœud A
est le nœud fils de l’e´tat initial de l’arbre et les nœuds B, C et D sont les fils de A.
Pendant le parcours de l’arbre, V (A), V (B) et V (C) sont e´value´s a` vrai tandis que
V (D) est e´value´ a` faux. Alors l’ensemble des causes racines de A sera U = {B;C}
avec P (B) > P (C) si et seulement si | C(D(A), D(B)) | > | C(D(A), D(C)) |.
Conclusion 119
D’autres part, la deuxie`me limitation e´voque´e pourrait eˆtre re´solue en utilisant
de manie`re conjointe des mode`les de nature diffe´rente. Par exemple, le cas des al-
gorithmes a` chaˆınes de retransmission pourrait eˆtre traite´ par usage des automates
a` e´tats finis. Selon ces exemples, la division des diffe´rents proble`mes de comparai-
son et leur traitement par des mode`les de nature diffe´rente pourra conduire aux
traitements de sce´narios plus complexes.
Troisie`mement, en termes de solutions pour l’adaptabilite´ des nœuds, les re´sultats
obtenus lors de l’application des algorithmes d’apprentissage DT et SVR per-
mettent d’envisager l’inte´gration de ces algorithmes dans des outils d’adaptation.
Les te´le´phones intelligents constitueraient une plate-forme d’expe´rimentation
ide´ale pour ces applications : ils disposent de plusieurs technologies de communi-
cation sans-fil et leurs ressources peuvent eˆtre importantes. De plus, leur mobi-
lite´ intrinse`que leur permet d’expe´rimenter de nombreux environnements sans-fil
diffe´rents. Par conse´quent, l’utilisation des algorithmes d’apprentissage sur ces
te´le´phones intelligents pourrait leur permettre de ge´ne´rer des mode`les d’apprentis-
sage plus efficaces. Des e´tudes sont en revanche encore ne´cessaires pour permettre
cette imple´mentation, il s’agira par exemple de trouver comment se´lectionner et
inte´grer les donne´es mobiles dans les mode`les d’apprentissage, ou encore de de´finir
des processus en-ligne capables de de´terminer les meilleurs parame`tres pour l’al-
gorithme SVR.
Conclusion
Les re´sultats pre´sente´s dans cette the`se de´montrent que l’adaptabilite´ et la
fiabilisation des nœuds, ne´cessaires pour les futurs re´seaux sans-fil, requie`rent :
• une conscience accrue des protocoles de haut-niveau quand aux spe´cificite´s
du me´dium et de la pollution spectrale qu’ils ge´ne`rent.
• plus de mesures et d’introspection a` tous les niveaux de la pile mais surtout
aux niveaux des couches physiques et MAC. Les mode`les de repre´sentation
du re´seau utilise´s par les nœuds doivent devenir plus complexes.
• plus de re´flexion a` bas niveau quand a` la manie`re de communiquer. Ces
re´flexions doivent e´galement eˆtre mieux organise´es. Les nœuds doivent de-
venir autonomes et pouvoir apprendre.
• des moyens d’action plus importants a` bas niveau pour pouvoir prendre en
compte les re´sultats des analyses, de l’apprentissage et des re´flexions.
Ce dernier point ne´cessitera des moyens mate´riels plus importants. C’est a`
ce niveau que se rejoignent nos travaux et ceux traitant des radios logicielles. Les
radios logicielles permettent de pouvoir modifier la me´thodes et les caracte´ristiques
d’e´mission-re´ception a` partir d’un meˆme e´quipement. Aujourd’hui ces solutions
sont peu de´mocratise´es car difficiles a` inte´grer dans les applications mobiles et
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embarque´es en particulier pour des fre´quences et des de´bits e´leve´s. Il y a peu, un
premier pas vers l’usage massif de la radio logicielle a e´te´ franchi par le fondeur
Intel en concevant un dispositif d’e´mission-re´ception 802.11 dont la majeure partie
des composants sont de nature nume´rique et imple´mente´s sur une seule et meˆme
puce [98]. Ce dispositif va a` l’encontre des critiques adresse´es a` la radio logicielle
car il permet de moins consommer d’e´nergie et de baisser le couˆt des e´quipements
de communication.
A` terme, la conjonction de ces solutions mate´rielles et logicielles (re´flexion,
autonomie et repre´sentation du re´seau) pourraient constituer le point de de´part
de l’inte´gration des re´seaux sans-fil ubiquitaires et de l’internet des objets.
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Cette annexe pre´sente les graphiques issus des estimations par apprentissage
automatique pre´sente´ en chapitre 6. Chaque graphique pre´sente les estimations
pour une combinaison d’algorithme, de jeux d’entraˆınement et de me´trique parti-
culie`re utilise´es pour obtenir les estimations. Cette combinaison est exprime´e dans
le titre des figures sous le format A.1.
{algorithme,jeux d’entraˆınement,me´trique}. (A.1)
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A.1 Estimations par SVR
A.1.1 Estimation de SVR pour la me´trique ATH RSS.
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Figure A.1 – Graphiques des estimations de SVR pour la me´trique ATH RSS.
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A.1.2 Estimation de SVR pour la me´trique LECR RSS.
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Figure A.2 – Graphiques des estimations de SVR pour la me´trique LECR RSS.
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A.1.3 Estimation de SVR pour la me´trique LECR NOISE.
0 500 1,000 1,500 2,000 2,500
10
20
30
Temps (seconde)
D
e´b
it
(M
b
p
s)
{SVR;Dataset1;LECR NOISE}
0 500 1,000 1,500 2,000 2,500
10
20
30
Temps (seconde)
D
e´b
it
(M
b
p
s)
{SVR;Dataset2;LECR NOISE}
0 500 1,000 1,500 2,000 2,500
10
20
30
Temps (seconde)
D
e´b
it
(M
bp
s)
{SVR;Dataset3;LECR NOISE}
Estimations Valeurs re´elles
Figure A.3 – Graphiques des estimations de SVR pour la me´trique
LECR NOISE.
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A.1.4 Estimation de SVR pour la me´trique LECR SNR.
0 500 1,000 1,500 2,000 2,500
10
20
30
Temps (seconde)
D
e´b
it
(M
b
p
s)
{SVR;Dataset1;LECR SNR}
0 500 1,000 1,500 2,000 2,500
10
20
30
Temps (seconde)
D
e´b
it
(M
b
p
s)
{SVR;Dataset2;LECR SNR}
0 500 1,000 1,500 2,000 2,500
10
20
30
Temps (seconde)
D
e´b
it
(M
bp
s)
{SVR;Dataset3;LECR SNR}
Estimations Valeurs re´elles
Figure A.4 – Graphiques des estimations de SVR pour la me´trique LECR SNR.
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A.1.5 Estimation de SVR pour la me´trique ATH RSS +
LECR NOISE.
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Figure A.5 – Graphiques des estimations de SVR pour la me´trique ATH RSS+
LECR NOISE.
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A.1.6 Estimation de SVR pour la me´trique LECR RSS +
LECR NOISE.
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Figure A.6 – Graphiques des estimations de SVR pour la me´trique LECR RSS+
LECR NOISE.
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A.2 Estimations par k-nn
A.2.1 Estimation de k-nn pour la me´trique ATH RSS.
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Figure A.7 – Graphiques des estimations de k-nn pour la me´trique ATH RSS.
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A.2.2 Estimation de k-nn pour la me´trique LECR RSS.
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Figure A.8 – Graphiques des estimations de k-nn pour la me´trique LECR RSS.
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A.2.3 Estimation de k-nn pour la me´trique LECR NOISE.
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Figure A.9 – Graphiques des estimations de k-nn pour la me´trique
LECR NOISE.
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A.2.4 Estimation de k-nn pour la me´trique LECR SNR.
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Figure A.10 – Graphiques des estimations de k-nn pour la me´trique LECR SNR.
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A.2.5 Estimation de k-nn pour la me´trique ATH RSS +
LECR NOISE.
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Figure A.11 – Graphiques des estimations de k-nn pour la me´trique ATH RSS+
LECR NOISE.
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A.2.6 Estimation de k-nn pour la me´trique LECR RSS +
LECR NOISE.
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Figure A.12 – Graphiques des estimations de k-nn pour la me´trique
LECR RSS + LECR NOISE.
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A.3 Estimations par DT
A.3.1 Estimation de DT pour la me´trique ATH RSS.
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Figure A.13 – Graphiques des estimations de DT pour la me´trique ATH RSS.
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A.3.2 Estimation de DT pour la me´trique LECR RSS.
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Figure A.14 – Graphiques des estimations de DT pour la me´trique LECR RSS.
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A.3.3 Estimation de DT pour la me´trique LECR NOISE.
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Figure A.15 – Graphiques des estimations de DT pour la me´trique
LECR NOISE.
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A.3.4 Estimation de DT pour la me´trique LECR SNR.
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Figure A.16 – Graphiques des estimations de DT pour la me´trique LECR SNR.
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A.3.5 Estimation de DT pour la me´trique ATH RSS+LECR NOISE.
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Figure A.17 – Graphiques des estimations de DT pour la me´trique ATH RSS+
LECR NOISE.
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A.3.6 Estimation de DT pour la me´trique LECR RSS +
LECR NOISE.
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Figure A.18 – Graphiques des estimations de DT pour la me´trique LECR RSS+
LECR NOISE.

