We show several ways to round a real matrix to an integer one such that the rounding errors in all rows and columns as well as the whole matrix are less than one. This is a classical problem with applications in many fields, in particular, statistics.
Introduction
In this paper, we analyze a rounding problem with strong connections to statistics, but also to different areas in discrete mathematics, computer science, and operations research. We show how to round a matrix to an integer one such that rounding errors in intervals of rows and columns are small.
Let m, n be positive integers. For some set S, we write S m×n to denote the set of m × n matrices with entries in S. For real numbers a, b let [a..b] := {z ∈ Z | a ≤ z ≤ b}. We show the following. This result extends the famous rounding lemma of Baranyai [3] and several results on controlled rounding in statistics by Bacharach [2] and Causey, Cox and Ernst [7] .
Baranyai's Rounding Lemma and Applications in Statistics
Baranyai [3] used a weaker version of Theorem 1 to obtain his well-known results on coloring and partitioning complete uniform hypergraphs. He showed that any matrix can be rounded such that the errors in all rows, all columns and the whole matrix are less than one. He used a formulation as flow problem to prove this statement. This yields an inferior runtime than the bound in Theorem 1. However, algorithmic issues were not his focus.
In statistics, Baranyai's result was independently obtained by Bacharach [2] (in a slightly weaker form) and again independently by Causey, Cox and Ernst [7] . There are two statistical applications for such rounding results. Note first that instead of rounding to integers, our result also applies to rounding to multiples of any other base (e.g., multiples of 10). Such a rounding can be used to improve the readability of data tables.
The main reason, however, to apply such a rounding procedure is confidentiality protection. Frequency counts that directly or indirectly disclose small counts may permit the identification of individual respondents. There are various methods to prevent this [25] , one of which is controlled rounding [9] . Here, one tries to round an (m + 1) × (n + 1)-tableX given by
to an (m + 1) × (n + 1)-tableỸ such that additivity is preserved, i.e., the last row and column ofỸ contain the associated totals ofỸ . In our setting we round the m × n-matrix X defined by the mn inner cells of the tableX to obtain a controlled rounding.
The additivity in the rounded table allows to derive information on the row and column totals of the original table. In contrast to other rounding algorithms, our result also permits to retrieve further reliable information from the rounded matrix, namely on the sums of consecutive elements in rows or columns. Such queries may occur if there is a linear ordering on statistical attributes. Here an example. Let x ij be the number of people in country i that are j years old. Say Y is such that 1 1000 Y is a rounding of 1 1000 X as in Theorem 1. Now 40 j=20 y ij is the number of people in country i that are between 20 and 40 years old, apart from an error of less than 2000. Note that such guarantees are not provided by the results of Baranyai [3] , Bacharach [2] , and Causey, Cox and Ernst [7] .
Unbiased Rounding
In Section 4, we present a randomized algorithm computing roundings as in Theorem 1. It has the additional property that each matrix entry is rounded up with probability equal to its fractional value. This is known as randomized rounding [20] in computer science and as unbiased controlled rounding [8, 15] in statistics. Here, a controlled rounding is computed such that the expected values of each table entry (including the totals) equals its fractional value in the original table.
To state our result more precisely, we introduce the following notation. For x ∈ R write ⌊x⌋ := max{z ∈ Z | z ≤ r}, ⌈x⌉ := min{z ∈ Z | z ≥ r} and {x} := x − ⌊x⌋. Definition 2. Let x ∈ R. A random variable y is called randomized rounding of x, denoted y ≈ x, if Pr(y = ⌊x⌋ + 1) = {x} and Pr(y = ⌊x⌋) = 1 − {x}. For a matrix X ∈ R m×n , we call an m × n matrix-valued random variable Y randomized rounding of
We then get the following randomized version of Theorem 1.
m×n be a matrix having entries of binary length at most ℓ. Then a randomized rounding Y fulfilling the additional constraints that
For a matrix with arbitrary entries
.ℓ], we may use the ℓ highest bits to get an approximate randomized rounding. If (before doing so) we round the remaining part x ′ ij of each entry to 2 −ℓ with probability 2 ℓ x ′ ij and to 0 otherwise, we still have that Y ≈ X, but we introduce an additional error of at most 2 −ℓ mn in the constraints of Theorem 3.
Other Applications
One of the most basic rounding results states that any sequence x 1 , . . . , x n of numbers can be rounded to an integer one y 1 , . . . , y n such that the rounding errors | b j=a (x j − y j )| are less than one for all a, b ∈ [1..n]. Such roundings can be computed efficiently in linear time by a one-pass algorithm resembling Kadane's scanning algorithm (described in Bentley's Programming Pearls [5] ). Extensions in different directions have been obtained in [11, 12, 17, 21, 23] . This rounding problem has found a number of applications, among others in image processing [1, 22] .
Theorem 1 extends this result to two-dimensional sequences. Here the rounding error in arbitrary intervals of a row or column is less than two. In [14] a lower bound of 1.5 is shown for this problem. Thus an error of less than one as in the one-dimensional case cannot be achieved.
Rounding a matrix while considering the errors in column sums and partial row sums also arises in scheduling [6, 18, 19, 24] . For this, however, one does not need our result in full generality. It suffices to use the linear-time one-pass algorithm given in [14] . This algorithm rounds a matrix having unit column sums and can be extend to compute a quasi rounding for arbitrary matrices. While this algorithm keeps the error in all initial row intervals small, for columns only the error over the whole column is considered.
Knuth's Two-way Rounding
In [17] , Knuth showed how to round a sequence of n real numbers x i to y i ∈ {⌊x i ⌋, ⌈x i ⌉} such that for two given permutations σ 1 , σ 2 ∈ S n , we have both
Knuth's proof uses integer flows in a certain network [16] . On account of this his worst-case runtime is quadratic.
One application Knuth mentioned in [17] is that of matrix rounding. For this, simply choose a permutation σ 1 that enumerates the x ij row by row, and a permutation σ 2 that enumerates the x ij column by column. Applying Knuth's algorithm to these permutations gives a rounding with errors smaller than one in all initial row and column intervals.
Preliminaries
In this section, we provide two easy extensions of the result stated in the introduction. First, we immediately obtain rounding errors of less than two in arbitrary intervals in rows and columns. This is supplied by the following lemma. 
This also holds for column intervals, i.e., if the errors
From now on, we will only consider matrices having integral row and column sums. This is justified by the following lemma.
Lemma 5. Assume that for any X ∈ R m×n with integral column and row sums a rounding Y ∈ Z m×n such that
can be computed in time T(m,n). Then for allX ∈ R m×n with arbitrary column and row sums a roundingỸ ∈ Z m×n satisfying (1), (2) and
can be computed in time T (m + 1, n + 1) + O(mn).
Proof. Given an arbitrary matrixX ∈ R m×n , we add an extra row taking what is missing towards integral column sums and add an extra column taking what is missing towards integral row sums. Hence, let X ∈ R (m+1)×(n+1) be such that
Clearly, X has integral row and column sums. Therefore it can be rounded to Y ∈ Z (m+1)×(n+1) satisfying (1) and (2) in time T (m + 1, n + 1). For (3), observe that if a row (resp. column) sum is integral, the rounding error in the row (resp. column) is 0. Then the rounding error in the whole matrix is also 0, if all row and column sums are integral. Using this and the triangle inequality, we get inequality (3) as follows.
By settingỹ ij = y ij for all i ∈ [1..m] and j ∈ [1..n], we obtain the desired roundingỸ ∈ Z m×n .
Bitwise Rounding
In this section, we present an alternative approach which will lead to a superior runtime. It uses a classical result on rounding problems, namely, that the problem of rounding arbitrary numbers can be reduced to the one of rounding half-integral numbers. For X ∈ {0, 1 2 } m×n , our rounding problem turns out to be much simpler. In fact, it can be solved in linear time.
The Binary Rounding Method
The following rounding method was introduced by Beck and Spencer [4] in 1984. They used it to prove the existence of two-colorings of N having small discrep-ancy in all arithmetic progressions of arbitrary length and bounded difference.
Given arbitrary numbers that have to be rounded, they use their binary expansion and (assuming all of them to be finite) round 'digit by digit'. To do the latter, they only need to understand the corresponding rounding problem for half-integral numbers. That is, an ℓ-bit number If some numbers do not have a finite binary expansion, one can use a sufficiently large finite length approximation. To get rid of additional errors caused by this, we invoke a slight refinement of the binary rounding method. In [10] it was proven that the extra factor of two can be reduced to an extra factor of 2(1 − 1 2r ), where r is the number of rounding errors we want to keep small. In our setting, the number of rounding errors is the number of all initial row and column intervals, i.e., r = 2mn. In summary, we have the following. Lemma 6. Assume that for any X ∈ {0,
Then for all ℓ ∈ N and X ∈ [0, 1) m×n a rounding Y ∈ {0, 1} m×n such that
can be computed in time O(ℓ T ).
Rounding Half-Integral Matrices
It remains to show how to solve the rounding problem for half-integral matrices. Based on Lemma 5, we can assume integrality of row and column sums.
Here is an outline of our approach. For each row and column, we consider the sequence of its 2 s forming such a pair, exactly one is rounded to 1 and the other to 0. Thus, if such a pair is contained in an initial interval, it does not contribute to the rounding error.
To make the idea precise, assume some row contains exactly 2K entries of value Similarly, we define column pairs and column neighbors. Figure 1(a) shows a half-integral matrix together with row and column pairs marked by boxes. Since each 1 2 belongs to a row pair and a column pair, the task of rounding is non-trivial.
Our solution makes use of an auxiliary graph G X which contains the necessary information about row and column neighbors. Each Figure 1(b) shows the auxiliary graph that belongs to the matrix of Figure 1(a) . We collect some properties of this auxiliary graph.
Lemma 7. Let X ∈ {0, 1 2 } m×n be a matrix with integral row and column sums.
(a) Every vertex of G X has degree 2.
(b) G X is a disjoint union of even cycles.
(c) G X is bipartite.
Proof. (a) Because of the integrality of the row and column sums, the number of 2 -entry has a row and a column neighbor. In consequence, each vertex is incident with exactly two edges. (b) The edge sequence of a path in G X corresponds to an alternating sequence of row and column pairs. Therefore any cycle in G X consists of an even number of edges. Since each vertex has degree two, G X is a disjoint union of cycles. (c) Clearly, every even cycle is bipartite.
With this result, we are able to find the desired roundings.
m×n by
Then Y has the property that
Proof. Because 0s of X are maintained in Y , it suffices to consider After these considerations, we are able to present an algorithm that solves the problem in two steps: first we compute the auxiliary graph and afterwards the output matrix. To construct G X , we transform the input matrix X column by column from left to right. Of course, generating the labeled vertices is trivial. The column neighbors are detected just by numbering the 1 2 -entries within a column from top to bottom. When there are 2k such entries, we insert an edge between the vertices with number 2i − 1 and 2i with 1 ≤ i ≤ k. The strategy to detect row neighbors is the same but we need more information. Therefore we store for each row the parity of its The output matrix Y can be computed from X as follows. Every 0 in X is kept and every 1 2 -sequence that corresponds to a cycle in G X is substituted by an alternating 0-1-sequence. By Lemma 7, this is always possible. It does not matter which of the two alternating 0-1 sequences we choose.
The graph G X can be realized with adjacency lists (the vertex degree is always 2). The additional information per row can be realized by a simple pointer-array of length m (a special nil-value indicates even parity).
Since the runtime of each step is bounded by the size of the input matrix, the entire algorithm takes time O(mn). In addition to the constant amount of space we need for each of the m rows, we store all k entries of value 1 2 in the auxiliary graph. This leads to a total space consumption of O(m + k). Summarizing the above, we obtain the following lemma.
Then a rounding Y ∈ {0, 1} m×n satisfying the inequalities (4) and (5) can be computed in time O(mn).
Final Result
By combining Lemma 6 and 9, we obtain the following result.
Theorem 10. For all ℓ ∈ N and X ∈ [0, 1) m×n a rounding Y ∈ {0, 1} m×n such that
can be computed in time O(ℓmn).
For ℓ > log 2 (4mn max{m, n}) the above theorem together with Lemma 5 yields Theorem 1 in the introduction.
Unbiased Rounding
In this section we give a randomized algorithm that computes a randomized rounding satisfying Theorem 3. First observe, that the {0, 1 2 } case has a very simple randomized solution. Whenever it has to round a cycle, it chooses one of the two alternating 0-1-sequences for each cycle uniformly at random. Then, each x ij = 1 2 is rounded up with probability 1 2 . Now consider the output of the bitwise rounding algorithm using the randomized rounding algorithm for the half-integral case as subroutine. We adapt the proofs of [13] to show that this algorithm computes an unbiased controlled rounding. 
∀b ∈ [1..m], j ∈ [1..n] :
Proof. We prove Y ≈ X by induction. For ℓ = 1 it is clear that Pr(y ij = 1) = x ij . If ℓ > 1, write x ij = x x ij by Lemma 6. We also have E(s y ) = b j=1 E(y ij ) = s x by linearity of expectation. But also E(s y ) = Pr(s y = ⌊s x ⌋)⌊s x ⌋ + Pr(s y = ⌊s x ⌋ + 1)(⌊s x ⌋ + 1), which is only possible if s y ≈ s x . The proof of (7) is analogous.
