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Periodically driven (Floquet) systems have been under active theoretical and experimental investigations.
This paper aims at a systematic study in the following aspects of Floquet systems: (i) A systematic formulation
of topological invariants of Floquet systems based on the cooperation of topology and symmetries. Topological
invariants are constructed for the ten symmetry classes in all spatial dimensions, for both homogeneous Floquet
systems (Floquet topological insulators and superconductors) and Floquet topological defects. Meanwhile,
useful representative Dirac Hamiltonians for all the symmetry classes are obtained and studied. (ii) A general
theory of Floquet topological defects, based on the proposed topological invariants. (iii) Models and proposals
of Floquet topological defects in low dimensions. Among other defect modes, we investigate Floquet Majorana
zero modes and Majorana Pi modes in vortices of topologically trivial superconductors under a periodic drive. In
addition, we clarified several notable issues about Floquet topological invariants. Among other issues, we prove
the equivalence between the effective-Hamiltonian-based band topological invariants and the frequency-domain
band topological invariants.
I. INTRODUCTION
Many phases and phase transitions of condensed matters
can be understood by the unifying concepts of local order pa-
rameters and broken symmetries. Nevertheless, the discovery
of quantum Hall (QH) effects demonstrated convincingly that
this paradigm is incomplete1–3. The quantized Hall conduc-
tance in the integer QH effects is proportional to the Thouless-
Kohmoto-Nightingale-den Nijs (TKNN) number4 (a Chern
number), which, as a topological invariant, depends only on
the global topology of Bloch wave functions in the entire Bril-
louin zone. The recent discoveries of topological insulators
and topological superconductors5–10 have renewed the inter-
ests in topological matters, which are now among the central
concepts of condensed matter physics. In the noninteracting
limit, the interplay of topology and symmetry gives rise to the
tenfold way classifications of topological phases7,11–14.
The most salient and ubiquitous feature of topological
phases is the existence of robustly gapless boundary states,
which are immune to disorders. Among the well known ex-
amples are the chiral edge states of the quantum Hall insu-
lators, the helical liquids15,16 at the edge of two-dimensional
(2d) time-reversal-invariant topological insulators, the surface
Dirac cone of 3d topological insulators17, and the half-integer
spin at the end of integer-spin Haldane chain18,19. From a
more general perspective, the boundary of a material is a topo-
logical defect sandwiched between the material and vacuum,
and the gapless boundary modes are examples of topologi-
cal defect modes. There are many other types of topological
defects, and various potential applications of topological ma-
terials rely on these defects; for instance, as a point defect,
a vortex core of a 2d chiral topological superconductor car-
ries a Majorana zero mode (MZM)20,21, whose braiding obeys
non-Abelian statistics22–26, which is potentially important for
Majorana-based topological quantum computation27,28. Topo-
logical defects have remarkably regular patterns, and a sys-
tematic tenfold way classification of topological defects in all
spatial dimensions have been put forward by Teo and Kane29.
The topological invariants are usually material constants,
with rather limited tunability for a given sample. Re-
cently, periodic driving has been explored as a promis-
ing approach to create and engineer topological materials
with high tunability30–38, potentially offering a new fruit-
ful platform for topological phenomena. In solid-state sys-
tems, a laser beam provides a periodic driving by its time-
dependent electromagnetic potential A(t). Among many other
interesting proposals, it has been predicted that monochro-
matic light can drive graphene-like Dirac bands to Flo-
quet Chern bands30,39–42, trivial insulators and semimetals
to Floquet topological insulators31,43–48, and nodal lines to
Weyl points49–52 or multi-Weyl points53,54. Experimentally,
Floquet-Bloch bands have been observed at the surface of
topological insulators55–57. In cold atom systems, periodic
driving can be implemented by shaking the optical lattice58–66,
which has enabled the experimental realization of the Hal-
dane model59. Photonic and acoustic materials are also plat-
forms of Floquet topological materials67–70. Recently, period-
ically driven topological71 systems have attracted widespread
attentions72–100.
In addition to providing a controllable tool for engi-
neering topological phases, periodic driving can also cre-
ate fundamentally new topological states without static
counterparts36,70,72,101–103. For instance, robust chiral modes
can appear at the edge of a 2d driven system even though all
the Chern numbers of the bulk bands are zero36,72, which sug-
gests topological classifications and topological invariants be-
yond the static systems72.
Topological invariants are central tools in the study of topo-
logical matters. The value of a topological invariant unam-
biguously tells the topological class to which a system be-
longs. For Floquet systems, although topological invariants
have been constructed for a few symmetry classes and spa-
tial dimensions72,73,104,105, a complete list (in the sense of the
tenfold way classification) of topological invariants has so far
been lacking. Recently, a periodic table of Floquet topolog-
ical insulators has been obtained97 via the K-theory, which
nevertheless does not rely on topological invariants. The first
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2purpose of our present paper is to put forward a complete and
unified formulation of topological invariants of Floquet sys-
tems. The symmetries constrain the forms and possible values
of topological invariants, leading to a systematic treatment for
all the tenfold-way symmetry classes in all spatial dimensions.
We also address and clarify several subtle points of topologi-
cal invariants of Floquet systems. One of them is the equiva-
lence between the effective-Hamiltonian-based band topolog-
ical invariants and the frequency-domain band topological in-
variants (see Appendix E).
The second purpose of this paper is to put forward a general
theory of topological defects in Floquet systems. In addition
to the intrinsic theoretical interest, Floquet topological defects
may potentially offer highly tunable devices for applications.
In solid-state systems, Floquet topological defects may be cre-
ated optically, which can be controlled with high speed. There
have been a few scattered studies of topological defects in Flo-
quet systems106–108; for instance, it has been shown that a light
beam with a vortex-like phase modulation can generate a Flo-
quet zero mode in a 2d system106, and a spatially modulated
driving can create a Floquet line defect hosting chiral modes
in 3d Dirac semimetals108, even though the static system is
defect-free. However, a systematic study of Floquet topologi-
cal defects is lacking. Our general theory fills this gap.
This general theory of Floquet topological defects is based
on our unified formulation of topological invariants, which are
defined not only for Floquet topological insulators and super-
conductors with translational symmetry, but also for Floquet
topological defects. The topological invariants are formulated
in terms of the time evolution operator defined on certain pa-
rameter space (to be explained in details in the following sec-
tions). We provide a systematic classification of Floquet topo-
logical defects in all spatial dimensions, and a complete list of
topological invariants for these defects. The dimensions of
defects, the dimensions of space in which the defects live, and
the symmetries of the system, jointly impose constraints on
the forms and possible values of the topological invariants.
We prove that the defect topological invariants reduce to the
Teo-Kane topological invariants29 in the static limit. The bulk
topological invariants of homogeneous Floquet systems are
obtained as special cases (the D = 0 cases, see below) of our
formulation. We also study representative Dirac Hamiltonians
for general spatial dimensions, which are useful in model con-
struction of Floquet topological insulators and Floquet topo-
logical defects.
The third purpose of this paper is to study a number of inter-
esting examples of Floquet topological defects, some of which
may have potential applications. In particular, we show that
Majorana Pi modes (MPMs), which are Floquet versions of
the MZMs, can be created inside vortices of driven topologi-
cally trivial superconductors, which host no MZM in the static
case. We apply our topological invariants to study genuine
Floquet topological defects without static counterparts.
The rest of this paper is organized as follows. We first in-
troduce the basic concepts of Floquet systems and topological
defects, and briefly explain our scheme, followed by a dis-
cussion on symmetries in Floquet systems. We then put for-
ward the explicit constructions of topological invariants and
discuss their numerical implementation (including simplified
algorithms). Finally, exploiting these topological invariants
at hand, we study a number of low-dimensional examples of
Floquet topological defects and discuss their physical signif-
icance. The Floquet topological invariants are numerically
evaluated. The technical details of calculation are provided in
the appendices. The paper is written in a self-contained man-
ner, so that it can also be read by beginners as an introduction
to both Floquet systems and topological defects.
II. THE SCHEME OF CONSTRUCTING TOPOLOGICAL
INVARIANTS
In this section, we will introduce a few basic concepts of
Floquet systems and topological defects, which are indispens-
able for understanding the rest parts of this paper. We will
also briefly introduce the scheme of constructing topological
invariants.
In a periodically driven or Floquet system, the Hamiltonian
is time-periodic by definition, namely,
Hˆ(t) = Hˆ(t + τ), (1)
with a period τ and angular frequency ω = 2pi/τ. If the sys-
tem has translational symmetry, then the Bloch wavevector
k is a good quantum number109, and we may take the time-
dependent Bloch Hamiltonian H(k, t) as a starting point of in-
vestigation. In this paper, we would like to formulate topolog-
ical invariants not only for homogeneous systems (i.e., sys-
tems with translational symmetry), but also for topological
defects; therefore, we will focus on the general problem of
topological defects, and treat homogeneous systems as their
special cases, to which the general formulation is also appli-
cable.
In the presence of a topological defect (several examples
of defects are shown in Fig.1), the translational symmetry is
broken, and the wavevector k is not a good quantum number.
Fortunately, the robust topological properties of a defect can
be fully determined by the information far away from the de-
fect. For instance, the Burgers vector of a dislocation can be
read from a large contour around the dislocation, which is in-
dependent of the details in the vicinity of defect. In the region
sufficiently far away from a defect, translational symmetry is
asymptotically restored, and the description in terms of the
wavevector k and the time-dependent Bloch Hamiltonian be-
comes valid. To describe the topology of a defect, we can take
a sufficiently large surface surrounding the defect29,110,111, and
seek topological classification and topological invariant based
on information on this surface. Let d, ddef ,D stands for the
dimension of the entire space in which the defect lives, the di-
mension of defect, and the dimension of the surrounding sur-
face, respectively. They automatically satisfy ddef +D+ 1 = d
[see Fig.1 for a few examples]. We shall take the surround-
ing surface to be a D-dimensional sphere S D. We remark that
S D=0 consists of two points ({+1,−1}), as shown in Fig.1(c).
The defect topological invariants for the D = 0 cases are sim-
ply the difference between two bulk topological invariants of
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FIG. 1. Illustrations of defects. Here, d stands for the spatial di-
mension, and D stands for the dimension of the surrounding surface
(shown in blue) of defect. (a) Point defect in two dimensional space.
(b) Point defect in three-dimensional space. (c) Line defect in two-
dimensional space. (d) Line defect in three-dimensional space. The
red points and lines stand for the defect, and the blue points, circles,
and sphere denote the D-dimensional surrounding surface.
homogeneous systems (on the +1 side and −1 side, respec-
tively). Thus, the bulk topological invariants are essentially
the special cases (D = 0) of defect topological invariants.
On the surrounding sphere S D, the Bloch Hamiltonian is a
slowly varying function of the position r. Thus, we have a
time-dependent Bloch Hamiltonian H(k, r, t) defined on the
(d + D + 1)-dimensional parameter space with coordinates
(k, r, t), where r stands for the position on S D. It satisfies
the periodicity
H(k, r, t) = H(k, r, t + τ). (2)
For the static topological defects, one may take the Bloch
Hamiltonian H(k, r) (without t dependence) as the starting
point to define topological invariants29. For Floquet topo-
logical defects, we will adopt a refined version of the time
evolution operator as the generator of topological invariants.
The time-evolution-operator-based approach was pioneered
by Rudner et al72 and has proved useful in a few cases72,73,105
of bulk Floquet topological insulators.
When ta > tb, the time evolution operator from tb to ta is
defined as:
U(k, r; ta, tb) = T exp[−i
∫ ta
tb
dt′H(k, r, t′)], (3)
where T stands for the time ordering; when ta < tb, we define
U(k, r; ta, tb) = U−1(k, r; tb, ta). (4)
With this definition, U(k, r; ta, tb)U(k, r; tb, ta) = I is satisfied.
In most parts of this paper, we will fix tb = 0, and take the
more concise notation:
U(k, r, t) ≡ U(k, r; ta = t, tb = 0). (5)
One can check that it satisfies the differential equation
i∂tU(k, r, t) = H(k, r, t)U(k, r, t). For Floquet systems, a
useful quantity is the full-period time evolution operator
U(k, r, τ), which we can expand as
U(k, r, τ) =
N∑
n=1
λn(k, r)|ψn(k, r)〉〈ψn(k, r)|, (6)
where N is the rank of U, namely, the number of bands. It
is customary to define an effective Hamiltonian Heff(k, r) =
(i/τ) ln(U(k, r, τ)), whose eigenvalues are known as the
quasienergies. In this paper, the quasienergy will be denoted
as . We also define a dimensionless quasienergy ε = τ,
which will be used extensively in this paper. Since the effec-
tive Hamiltonian involves a logarithm, the branch cut has to
be carefully defined. A rigorous and unambiguous definition
of the effective Hamiltonian is given as
Heffε (k, r) =
i
τ
∑
n
ln−ε(λn)|ψn(k, r)〉〈ψn(k, r)|, (7)
or more compactly,
Heffε (k, r) =
i
τ
ln−ε(U(k, r, τ)). (8)
The subscript −ε has been introduced to specify the branch
cut. In this paper, lnα eiφ stands for the logarithm with the
branch cut located at exp(iα), namely, we take
lnα eiφ = iφ for α − 2pi < φ < α. (9)
It follows from this definition that, when α − 2pi < φ < α,
we have lnα ei(φ+2pil) = lnα eiφ = iφ for any integer l. It also
follows that
ln−ε eiφ = iφ for − ε − 2pi < φ < −ε, (10)
which has been adopted in Eq.(7). Apparently, the effective
Hamiltonian Heffε (k, r) is a Hermitian matrix, and we have
U(k, r, τ) = exp[−iτHeffε (k, r)]. (11)
The branch cut in Heffε (k, r) will be an essential ingredient in
the construction of topological invariants for Floquet systems.
We mention in advance that, to properly define topological
invariants, ε must be in the bulk (dimensionless) quasienergy
gap, namely, λn(k, r) , e−iε must be satisfied for all k, r and
n; otherwise, due to the branch cut, Heffε (k, r) is not a smooth
function of (k, r).
The effective Hamiltonian does not, however, contain com-
plete information for topological invariants. The effective
Hamiltonian captures only the stroboscopic evolution at in-
teger multiples of τ, losing key information of the evolution
within each period. As such, the effective Hamiltonian should
4only play an auxiliary role in constructing topological invari-
ants. Let us define the periodized time evolution operator72,73:
Uε(k, r, t) = U(k, r, t) exp[iHeffε (k, r)t], (12)
which satisfies
Uε(k, r, t) = Uε(k, r, t + τ). (13)
To see this periodic property, we notice that U(k, r, t + τ) =
U(k, r, t)U(k, r, τ) = U(k, r, t) exp[−iHeffε (k, r)τ]. Eq.(13) is
a crucial property. In fact, one cannot define topological in-
variants directly in terms of U(k, r, t), which is generally not
time-periodic: U(k, r, t) , U(k, r, t + τ). Due to the periodic-
ity, Uε(k, r, t) is defined essentially on the compact parameter
space T d+1×S D, where T d+1 stands for the (d+1)-dimensional
torus. Here, T d+1 = T d × T 1, T d being the Brillouin zone,
and T 1 ≡ S 1 being the circle with length τ along the t di-
rection. We can define all the topological invariants as cer-
tain mathematically natural winding numbers on the (k, r, t)
or (k, r) parameter space in the cases of integer (Z or 2Z) topo-
logical invariants, or on certain extended parameter spaces in
the cases of Z2 topological invariants (to be introduced in the
following sections). As we will show in the following sec-
tions, the tenfold way symmetries, cooperating with topology,
impose powerful constraints on the forms and values of the
topological invariants. The combination δ = d − D enters as
a key number in a natural manner. Notably, the Z2 topologi-
cal invariants take the forms of Wess-Zumino-Witten (WZW)
terms, and their definitions crucially rely on the symmetries.
Furthermore, the topological properties of the unitary groups,
as manifested in their homotopy groups, dictates that each Z
topological invariant has two and only two Z2 descendants.
Compared to the static cases7,29, the Floquet topological in-
variants to be formulated will take quite different forms. This
is understandable because they should be able to describe var-
ious “anomalous topological modes”72, which are intrinsic to
Floquet systems and have no static counterpart. The defini-
tions [such as Eq.(29) and Eq.(95)] and properties of the topo-
logical invariants will be given in the following sections. All
the topological invariants are given in explicit and plain for-
mulas rather than more formal languages such as the K-theory,
so that they can be used directly in analytical and numerical
calculations.
III. SYMMETRIES OF FLOQUET SYSTEMS
Since symmetries play important roles, let us first introduce
them in this section as a preparation for topological invariants.
It should be mentioned that some of the symmetry identities to
be presented below, with the spatial variable r removed, have
been discussed in Refs.97,105. We will focus on the symmetries
in the tenfold-way classifications7,11,12,14. In this framework,
there is the time-reversal symmetry (TRS), the particle-hole
symmetry (PHS), which is sometimes called the charge con-
jugation symmetry, and the sublattice symmetry, which is also
called the “chiral symmetry”(CS).
The particle-hole or charge conjugation symmetry is de-
fined as
ΞH(k, r, t)Ξ−1 = −H(−k, r, t), (14)
where Ξ = CK , C is a unitary matrix, and K is the complex
conjugation operator. Equivalently, the PHS can be written as
C−1H(k, r, t)C = −H∗(−k, r, t). (15)
Note that the symmetry operation does not change the spatial
coordinate r.
The time-reversal symmetry takes the form of
ΘH(k, r, t)Θ−1 = H(−k, r,−t), (16)
where Θ = TK , T is the unitary TRS matrix. It can be written
equivalently as
T−1H(k, r, t)T = H∗(−k, r,−t), (17)
Note that the time t is reversed under the time-reversal opera-
tion.
The chiral symmetry is defined by
S −1H(k, r, t)S = −H(k, r,−t). (18)
There is no complex conjugation for the chiral symmetry.
There are three possibilities7,12 for the TRS: TRS with
T ∗T = 1, TRS with T ∗T = −1, or no TRS; similarly, PHS has
three possibilities: C∗C = 1, C∗C = −1, or no PHS. There-
fore, there are 3 × 3 = 9 possibilities coming from the TRS
and PHS. The product of TRS and PHS is a CS, which cannot
be freely assigned when the TRS and PHS are specified. This
is true for 8 of the 9 cases. The only exception is the case
that both PHS and TRS are absent. In this case, the CS can be
present or absent, yielding two choices. Therefore, there are
(3×3−1)+2 = 10 symmetry classes7,12 (“tenfold way”). Eight
of them contain one or two anti-unitary symmetries (PHS or
TRS), and the other two do not. They are called real classes
and complex classes, respectively. In the context of random
matrices, these symmetry classes are known as the Altland-
Zirnbauer112 (AZ) symmetry classes.
One may wonder whether there are other possibilities.
For instance, what happens if there are two TRS oper-
ations, denoted by T−11 H(k, r, t)T1 = H
∗(−k, r,−t) and
T−12 H(k, r, t)T2 = H
∗(−k, r,−t)? In this case, we have
T2T−11 H(k, r, t)T1T
−1
2 = H(k, r, t), therefore, H(k, r, t) com-
mutes with T2T−11 , thus H(k, r, t) can be written in block-
diagonal form, T2T−11 being a constant in each block. Within
each block, T2 is determined by T1; only one of them is inde-
pendent.
From the symmetries of the time-dependent Hamiltonian,
we can derive symmetry properties of the time evolution op-
erator, and more importantly, of the periodized time evolution
operator Uε(k, r, t). To derive them, we divide [0, t] into N
small intervals, each of which has length ∆t = t/N (we take
t > 0 for concreteness; the t < 0 case can be done similarly),
5and then expand the time evolution operator as a continued
product
U(k, r, t) =[1 − i∆tH(k, r, t)][1 − i∆tH(k, r, t − ∆t)] · · ·
· · · [1 − i∆tH(k, r, 2∆t)][1 − i∆tH(k, r,∆t)],
(19)
which is accurate in the ∆t → 0 limit. Using this expansion,
we can derive the actions of symmetry operators on the time
evolution operator. Leaving technical details to Appendix A 1,
we summarize the main results as follows. For the PHS, we
have
C−1U(k, r, t)C = U∗(−k, r, t); (20)
for the TRS, we have
T−1U(k, r, t)T = U∗(−k, r,−t); (21)
and finally, for the CS, we have
S −1U(k, r, t)S = U(k, r,−t). (22)
The topological invariant will be defined in terms of the pe-
riodized time evolution operator Uε, whose symmetry prop-
erties should be addressed. To this end, let us first study the
symmetry operations on the effective Hamiltonian Heffε (k, r) =
i
τ
ln−ε(U(k, r, τ)). Again, we summarize the main results here,
leaving details to Appendix A 2. They read
C−1Heffε (k, r)C = −Heff∗−ε (−k, r) +
2pi
τ
, (23)
T−1Heffε (k, r)T = H
eff∗
ε (−k, r), (24)
S −1Heffε (k, r)S = −Heff−ε(k, r) +
2pi
τ
. (25)
With these preparations, we can finally obtain the symmetry
properties of the peroidized time evolution operator, which are
listed as
C−1Uε(k, r, t)C = U∗−ε(−k, r, t) exp(i
2pit
τ
), (26)
T−1Uε(k, r, t)T = U∗ε(−k, r,−t), (27)
S −1Uε(k, r, t)S = U−ε(k, r,−t) exp(i2pit
τ
). (28)
The details of calculations are provided in Appendix A 3.
The symmetry properties of the periodized time evolution
operator will be most useful in the study of topological invari-
ants.
IV. THE PERIODIC TABLE OF FLOQUET
TOPOLOGICAL DEFECTS
In static systems, the classification of topological insulators
shows a highly regular pattern, which is summarized in Ki-
taev’s periodic table11. Remarkably, topological defects also
display a regular pattern in a periodic table29. It is notable
that the topological classification depends only on δ = d − D,
thus the shift (d,D) → (d + 1,D + 1) does not alter the
classification29.
Before giving derivations, we present the periodic table of
Floquet topological defects in Table I. For Floquet topological
insulators and superconductors with translational symmetry,
which are special cases of our formulation, we only need to
take δ = d (i.e., D = 0) in the table. As shown in the table, the
topological classification of Floquet defects shares the feature
of static systems that d and D enter as δ = d − D. This fea-
ture will be explained in a natural way in the formulation of
topological invariants.
For Floquet topological insulators with translational sym-
metry, a periodic table has been obtained in an interesting re-
cent work97. It is worthwhile to compare it with ours. First,
the periodic table of Ref.97 is obtained in an economical way
via the K-theory, which does not rely on topological invari-
ants. As such, Ref.97 does not provide explicit topological
invariants. In the present work, the focuses are topological
invariants, which are constructed and then taken as the main
tools, and the periodic table is obtained as one of the conse-
quences of topological invariants. Second, the periodic table
in Ref.97 is that of Floquet topological insulators with transla-
tional symmetry, while Table I here is more general in that it
also includes Floquet topological defects. The periodic table
of Floquet topological insulators is a special case of Table I
(the D = 0 case).
Compared to the periodic table of static topological
defects29, a few notable differences should be mentioned. In
static systems, the integer topological invariant of the system
comes from a summation over all the valence bands (or occu-
pied bands), whose energies are below the Fermi level. For in-
stance, the topological invariant of a two-dimensional homo-
geneous insulator in class A is the sum of the Chern numbers
of all the valence bands. In Floquet systems, the concept of va-
lence band in general is problematic because the quasienergy
is periodically defined modulo the driving frequency, and con-
sequently, we cannot unambiguously say that a certain band
has a higher or lower energy than another one. The Floquet
topological invariants are attached to quasienergy gaps (Ad-
mittedly, Floquet band topological invariants can also be de-
fined, however, as we will explain later, they are not as infor-
mative as the gap topological invariants). Suppose that there
are n quasienergy gaps to be preserved, each of which enjoys
an integer topological invariant, we will have the Zn classifi-
cation (Here, Zn ≡ Z × Z · · · × Z︸          ︷︷          ︸
n
). This is the origin of “Zn”
in Table I.
In the presence of particle-hole symmetry or chiral symme-
try (or both), we have “Z2 ≡ Z × Z” or “Z22 ≡ Z2 × Z2” classi-
fication in Table I, in contrast to “Z” or “Z2” of static systems
6TABLE I. The periodic table of Floquet topological defects. TRS with Θ2 = ±1 (or T ∗T = ±1) is shown compactly as “±1”, and the absence
of TRS is shown as “0”. The same notation is taken for the PHS. For the CS, “1” and “0” stands for its presence and absence, respectively.
The integer n is the number of quasienergy gaps.
Symmetry δ = d − D
s AZ T C S 0 1 2 3 4 5 6 7
0 A 0 0 0 Zn 0 Zn 0 Zn 0 Zn 0
1 AIII 0 0 1 0 Z2 0 Z2 0 Z2 0 Z2
0 AI +1 0 0 Zn 0 0 0 2Zn 0 Zn2 Z
n
2
1 BDI +1 +1 1 Z22 Z
2 0 0 0 2Z2 0 Z22
2 D 0 +1 0 Z22 Z
2
2 Z
2 0 0 0 2Z2 0
3 DIII −1 +1 1 0 Z22 Z22 Z2 0 0 0 2Z2
4 AII −1 0 0 2Zn 0 Zn2 Zn2 Zn 0 0 0
5 CII −1 −1 1 0 2Z2 0 Z22 Z22 Z2 0 0
6 C 0 −1 0 0 0 2Z2 0 Z22 Z22 Z2 0
7 CI +1 −1 1 0 0 0 2Z2 0 Z22 Z22 Z2
with the same symmetries. The reason is that, in Floquet sys-
tems, there are two special dimensionless quasienergies satis-
fying ε = −ε (mod 2pi), namely, ε = 0 or pi (mod 2pi). These
two quasienergies are both analogous to the zero-energy point
of static systems. If we would like to preserve the quasienergy
gaps open at both ε = 0 and pi, then there is a topological in-
variant for each one of these two gaps, and the classification is
Z2 or Z22. On the other hand, if one is concerned only with one
of these two dimensionless quasienergies (0 or pi), ignoring the
gapped/gapless nature of the other one, then the classification
is Z or Z2.
More than deriving the periodic table of Floquet topological
defects, we would like to obtain a complete list of topological
invariants, which contains more information than the periodic
table, and is directly applicable to analytic and numerical cal-
culations. The periodic table will be obtained entirely as a
byproduct of topological invariants, which will be explained
in the following sections.
V. TOPOLOGICAL INVARIANTS FOR COMPLEX
CLASSES
In this section, we introduce topological invariants of the
two complex classes, class A and class AIII, for both homo-
geneous Floquet systems (i.e., Floquet systems with transla-
tional symmetry) and Floquet topological defects.
Before moving on, let us add a general remark about the
physical meaning of the topological invariants. This remark
applies to all the symmetry classes, including the eight real
classes to be studied in the next section. The bulk-boundary or
bulk-defect correspondence, which has been widely tested in
static systems, is expected to hold in Floquet systems as well.
It suggests that the value of an appropriate topological invari-
ant is equal to the net number of boundary modes or defect
modes. In the cases of integer (Z or 2Z) topological invari-
ants, each boundary or defect mode has a “chirality”113(e.g.,
for one-dimensional modes, the chirality is simply the direc-
tion of mode propagation), and the net number of modes is
the difference between the number of positive-chirality modes
and that of negative-chirality modes. The only subtle point is
that, for the chiral classes (AIII, BDI, DIII, CII, CI), the net
number of mode in the ε = pi gap is equal to the value of topo-
logical invariant with a minus sign (We will discuss this point
in detail in Sec.IX B). In the cases of Z2 topological invari-
ants, there is no concept of chirality of the boundary or defect
modes, and the topological invariant just gives the number of
modes modulo two.
A. Topological invariants for class A
When δ = d − D is an even integer (thus, d + D is also an
even integer), we can define a winding number
W(Uε(k, r, t)) = Kd+D+1
∫
T d×S D×S 1
ddkdDrdt
× Tr[α1α2···αd+D+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+1Uε)],
(29)
where α1, α2, · · · , αd+D+1 run through all the coordinates
(k, r, t) of the parameter space, and α1α2···αd+D+1 stands for the
Levi-Civita symbol (the sign of permutation). The integration
range of time t can be taken as any interval of length τ; in this
paper, we take it as [−τ/2, τ/2]. This choice of integration
range facilitates the discussion of symmetries later on. The
periodic property Uε(k, r, t) = Uε(k, r, t + τ) tells us that this
interval can be regard as a circle S 1. The coefficient
Kd+D+1 =
(−1) d+D2 ( d+D2 )!
(d + D + 1)!
( i
2pi
) d+D
2 +1
(30)
ensures that the topological invariant W(Uε) is quan-
tized as integers12,114–117. The i
d+D
2 +1 factor guarantees
the reality of the winding number density w(Uε) =
Kd+D+1Tr[α1α2···αd+D+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+1Uε)], namely,
w∗(Uε) = w(Uε), (31)
which is proved in Appendix.C 1.
7As illustrated in Fig.1(c), when D = 0, the surrounding
sphere S D consists of just two signed points ({+1,−1}), there-
fore, the integral on S D becomes a two-point summation:∫
T d×S D×S 1 d
dkdDrdt =
∫
T d×{+1}×S 1 d
dkdt−∫T d×{−1}×S 1 ddkdt, and
the defect topological invariant in Eq.(29) is the difference be-
tween two winding numbers:
W(Uε(k, r, t)) = W(Uε(k,+1, t)) −W(Uε(k,−1, t)), (32)
where W(Uε(k,±1, t)) is the bulk topological invariant at the
±1 side of the defect:
W(Uε(k,±1, t)) = Kd+1
∫
T d×S 1
ddkdt
× Tr[α1α2···αd+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+1Uε)].
(33)
Apparently, the bulk topological invariant is defined in the
(k, t) space. The bulk topological invariant of 2d Floquet sys-
tems in class A, corresponding to the (d,D) = (2, 0) case
here, was first studied by Rudner et al in Ref.72. Gener-
alizations of Ref.72 to higher-dimensional homogenous Flo-
quet systems can be found in Ref.105, which correspond to the
(d > 2,D = 0) cases. When D , 0, Eq.(29) generalizes the
bulk topological invariants of class A to Floquet topological
defects in the same symmetry class. One of the applications
of Eq.(29) in low dimensions is to determine the number of
Floquet chiral modes along a line defect in 3d space, namely,
(d,D) = (3, 1), for which a concrete lattice model will be put
forward in Sec. VIII A.
Eq.(29) seems to be the only natural topological invariant
that one can write down using the periodized time evolution
operator Uε for class A. Due to its dependence on ε, it is nat-
urally taken as the topological invariant for the quasienergy
gap of ε. This topological invariant can be defined only when
d + D is an even integer (equivalently, δ = d − D is an even
integer). When δ is odd, Eq.(29) is zero by definition, as can
be proved using the invariance of the trace of a matrix under
cyclic permutations. This is consistent with the topological
fact that the stable homotopy groups116,118,119 (“stable” here
means that N is sufficiently large) of the unitary groups have
the following periodicity
pip(U(N)) =
 Z, p = odd integer,0, p = even integer. (34)
In this sense, the topology of U(N) groups completely deter-
mines the topological classifications and topological invari-
ants of class A. We should note that, because we are concerned
about strong topological invariants, ignoring the weak ones17,
the homotopy group pid+D+1(U(N)) is able to capture the rel-
evant topological classes of the mappings from T d+1 × S D to
U(N). Thus, we can simply take the integer-valued winding
number as the definition of homotopy class.
Eq.(29) can be defined for any value of ε in the quasienergy
gap. If n quasienergy gaps are maintained, there are n integer
topological invariants, one for each gap. Thus, the topological
invariant in Eq.(29) leads to the first row of Table I.
To gain more confidence in Eq.(29), we should check that
this topological invariant reduces, in the static limit, to the pre-
viously known topological invariant of static defects. Since
all static Bloch Hamiltonian can be smoothly deformed to
flat-band ones, we consider a general static flat-band Bloch
Hamiltonian
H0(k, r) = −E0P(k, r) + E0[1 − P(k, r)], (35)
where P is the occupied-band projection operator satisfying
P2(k, r) = P(k, r), and −E0 is the occupied-band energy
(E0 > 0). The static Hamiltonian can be regarded as a time-
periodic Hamiltonian with an arbitrary periodicity τ or fre-
quency ω, the driving term being infinitesimal. By a straight-
forward calculation (see Appendix B 1), we can prove that, for
sufficiently large ω (for this flat-band case, ω > E0 suffices),
the time-independent limit of winding number is
W(Uε=0) = C(d+D)/2(P(k, r)), (36)
where
C(d+D)/2(P) = K˜d+D
∫
T d×S D
ddkdDr
×Tr[α1α2···αd+DP∂α1P · · · ∂αd+DP], (37)
whose numerical coefficient K˜d+D is
K˜d+D = iω(d + D + 1)
2pi
ω
(D + d)!
( d+D2 )!(
d+D
2 )!
(−1) d+D2 Kd+D+1
= −
( i
2pi
) d+D
2 1
( d+D2 )!
.
(38)
The expression of C(d+D)/2(P) is exactly the ((d + D)/2)-th
Chern number of the occupied bands in the (k, r) parameter
space.
For a general frequency, we find that the winding number
reduces to the Chern number with an integer coefficient:
W(Uε=0) = (2bE0/ωc + 1)C(d+D)/2(P(k, r)), (39)
where bE0/ωc is the floor function, which stands for the great-
est integer smaller than E0/ω (e.g. b1.25c = 1). The deriva-
tion of Eq.(39) is given in Appendix B 2, in which the branch
cut of logarithm plays a crucial role. Eq.(39) may look some-
what unexpected at first sight, nevertheless, it is quite intu-
itive. As a simplest example, let us consider the (d,D) = (2, 0)
case, namely, the chiral edge states of a static Chern insu-
lator. Suppose that the Chern insulator has two flat bands
whose Chern numbers are ±1, respectively. When ω > E0, the
quasienergy dispersion of the chiral edge states only crosses
ω = 0 [Fig.2(a)]; in contrast, when 1 < E0/ω < 2 (with
bE0/ωc = 1), the quasienergy dispersion crosses 0 and ±ω
[see Fig.2(b)]. Since ±ω should be identified as 0 in the Flo-
quet theory, we have three  = 0 points with the same chi-
rality (right-moving). This is consistent with the coefficient
2bE0/ωc + 1 = 3 in Eq.(39). Put simply, folding the static en-
ergy bands into the quasienergy bands increases the number
of chiral modes crossing the zero energy [Fig.2(b)].
The Floquet topological invariant in Eq.(29) is attached to
a quasienergy gap ε. This is the primary topological invariant
for topological defects of class A (the special case D = 0
gives a bulk topological invariant for homogeneous systems).
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FIG. 2. The quasienergy bands of a static two-dimensional Chern
insulator with a semi-infinite geometry under an infinitesimal driv-
ing with frequency ω. The wave vector k is parallel to the edge. (a):
The case E0/ω < 1. (b) The case 1 < E0/ω < 2. The number of
Floquet chiral modes at  = 0 is 1 and 3 for (a) and (b), respectively,
which is consistent with the value of Floquet topological invariant
attached to the  = 0 gap (2bE0/ωc + 1, see text). In (b), three re-
peated frequency zones are shown for a better illustration, though the
[−ω/2, ω/2] zone contains complete information of the quasienergy
bands.
In addition to this quasienergy gap topological invariant, we
can also define Floquet band topological invariants. In fact,
for two quasienergies ε and ε′ satisfying 0 ≤ ε < ε′ < 2pi, we
can prove that
Heffε′ − Heffε = ωPε,ε′ , (40)
in which Pε,ε′ =
∑
ε<εn<ε′ |ψn(k, r)〉〈ψn(k, r)| is the projection
operator of the Floquet bands with quasienergy εn ∈ [ε, ε′],
or equivalently, arg(λ−1n ) ∈ [ε, ε′]. To prove Eq.(40), we no-
tice that when ε < εn < ε′, we have ln−ε e−iεn = −iεn and
ln−ε′ e−iεn = −iεn − 2pii (see the definition of branch cut), thus
we have (i/τ)[ln−ε′ (λn) − ln−ε(λn)] = 2pi/τ ≡ ω; when εn < ε
or εn > ε′, we have (i/τ)[ln−ε′ (λn) − ln−ε(λn)] = 0 by similar
calculations, thus Eq.(40) is proved.
For the Floquet bands in [ε, ε′], a band Chern number can
be defined as
C(d+D)/2(Pε,ε′ ) = K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DPε,ε′∂α1Pε,ε′ · · · ∂αd+DPε,ε′ ],
(41)
in which K˜d+D is the same coefficient as given in Eq.(38). Now
we can prove a general relation between the band Chern num-
ber in Eq.(41) and the gap topological invariant in Eq.(29). It
is a straightforward generalization of a relation in Ref.72,105.
Due to the additive property of winding number, we have
W(Uε′ ) −W(Uε) = W(U−1ε Uε′ ), (42)
in which U−1ε Uε′ can be simplified to
U−1ε Uε′ = exp(−iHeffε t)U−1U exp(iHeffε′ t)
= exp(iωtPε,ε′ )
= Pε,ε′ (eiωt − 1) + 1. (43)
Since it takes the same form as Eq.(B4), we can follow the
calculations in Appendix B 1 and obtain that
W(U−1ε Uε′ ) = C(d+D)/2(Pε,ε′ ), (44)
from which it follows that
W(Uε′ ) −W(Uε) = C(d+D)/2(Pε,ε′ ). (45)
Therefore, the Floquet band Chern numbers C(d+D)/2(Pε,ε′ )’s
can be obtained from W(Uε)’s. In contrast, even if one
knows all the Chern numbers of Floquet bands, one cannot
completely determine the values of W(Uε)’s. As such, the
gap topological invariant W(Uε) is more fundamental than
the band topological invariant C(d+D)/2(Pε,ε′ ). In the case
(d,D) = (2, 0), concrete models with nonzero W(Uε)’s but
vanishing C1(Pε,ε′ )’s are known, whose edge modes associ-
ated with the nonzero W(Uε)’s are dubbed “anomalous edge
states”72. These anomalous modes have been experimentally
observed in photonic lattices69,70.
Concluding this section, we mention that there is yet an-
other band topological invariant, which is defined in terms
of the frequency-domain Hamiltonian H (“Floquet Hamilto-
nian”). We leave its definition to Appendix E. The effective
Hamiltonian Heff contains information of only the full-period
time evolution U(k, r, τ), while the Floquet Hamiltonian H
contains complete information of time evolution. From their
definitions, it is not obvious whether the frequency-domain
Chern number (see Appendix E) is equal to the effective-
Hamiltonian-based Chern number given in Eq.(41) or not. A
proof of their being equal is provided in Appendix E.
B. Topological invariants for class AIII
In the presence of chiral symmetry, the periodized time evo-
lution operator satisfies Eq.(28), which relates Uε and U−ε.
Only when ε = 0 or pi, we can obtain from it symmetry con-
straint on Uε for a fixed ε.
For ε = 0, Eq.(28) implies that105
S −1Uε=0(k, r,
τ
2
)S = −Uε=0(k, r,−τ2), (46)
which, together with the periodicity of evolution operator,
Uε(k, r,−τ2) = Uε(k, r,−
τ
2
+ τ) = Uε(k, r,
τ
2
), (47)
imposes the following symmetry constraint on Uε=0(k, r, τ2 ):
S −1Uε=0(k, r,
τ
2
)S = −Uε=0(k, r, τ2). (48)
The ε = pi case is slightly more complicated due to the dif-
ference in the branch cut involved in Heffε=−pi and Heffε=pi, which
appears in the definition of Uε=−pi(k, r, τ2 ) and Uε=pi(k, r,
τ
2 ),
respectively. In fact, it follows from the relation
ln−ε+2pi eiφ = ln−ε eiφ + 2pii (49)
that
Uε=−pi(k, r,
τ
2
) = −Uε=pi(k, r, τ2). (50)
9With this equation as an input, Eq.(28) leads to
S −1Uε=pi(k, r,
τ
2
)S = Uε=pi(k, r,
τ
2
). (51)
It is convenient to take the chiral basis, in which
S =
I −I
 . (52)
Now Eq.(48) tells us that Uε=0 takes the form of
Uε=0(k, r,
τ
2
) =
 U+ε=0(k, r)
U−ε=0(k, r)
 , (53)
where both U+ε=0 and U
−
ε=0 are unitary matrices. Similarly,
Eq.(51) implies that
Uε=pi(k, r,
τ
2
) =
U+ε=pi(k, r)
U−ε=pi(k, r)
 , (54)
Again, both U+ε=pi and U
−
ε=pi are unitary matrices. With either
ε = 0 or ε = pi, we can define a natural winding number when
δ = d − D is an odd integer (therefore d + D is also an odd
integer):
W(U+ε (k, r)) = Kd+D
∫
T d×S D
ddkdDr
× Tr{α1α2···αd+D [(U+ε )−1∂α1U+ε ] · · · [(U+ε )−1∂αd+DU+ε ]},
(55)
where the coefficient Kd+D is the same as given in the previous
section (but remember that d+D is an even integer there, while
it is an odd integer here):
Kd+D =
(−1) d+D−12 ( d+D−12 )!
(d + D)!
( i
2pi
) d+D+1
2
. (56)
The homogeneous (namely, D = 0) cases of class AIII have
been investigated in Ref.105, from which the present section
benefits considerably. We emphasize that there is no integra-
tion over t in the winding number given in Eq.(55), in contrast
to the class A. Putting together the integer-valued topological
invariants W(U+ε=0) and W(U
+
ε=pi), we get the second line of
Table I.
It should be mentioned that W(U−ε (k, r)) does not generate
an additional topological invariant, which can be explained as
follows. We start from the winding number of U(k, r, t) at a
fixed t, which is given by
W(Uε(k, r, t)) = Kd+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+D (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+DUε)].
(57)
We emphasize that t here is viewed as a fixed parameter, which
is not integrated over, unlike the cases in Sec. V A. Since
the time evolution operators Uε(k, r, t) at different moments
(i.e., different t’s) can be smoothly connected as t varies, this
winding number cannot change as we tune t. On the other
hand, when t = 0, Uε(k, r, 0) = I, thus the winding number
W(Uε(k, r, t)) vanishes at t = 0. Therefore, the winding num-
ber satisfies
W(Uε(k, r, t)) = 0 (58)
for any value of t, including the particular time we are fo-
cusing on, t = τ/2. In the chiral basis, the winding number
W(Uε(k, r, t)) splits into the sum of two parts, which leads to
0 = W(Uε(k, r,
τ
2
)) = W(U+ε (k, r)) + W(U
−
ε (k, r)), (59)
where ε = 0 or pi. Therefore, W(U−ε (k, r)) is not an indepen-
dent topological invariant.
We remark that Eq.(55) can be written in a basis-
independent form:
W(Uε(k, r, τ/2)) = eiεKd+D
∫
T d×S D
ddkdDrTr{α1α2···αd+D
× [(I − S )/2][(Uε)−1∂α1Uε] · · · [(Uε)−1∂αd+DUε]}.
(60)
Note that the (I − S )/2 factor has been inserted, I being the
identity matrix. The factor eiε = ±1 is included so that this
definition is consistent with Eq.(55). The basis-independent
Eq.(60) is more convenient when non-chiral basis is used (i.e.
the chiral matrix S is not diagonal).
Now we prove that this topological invariant reduces to the
static topological invariant of Ref.29 in the time-independent
limit. We consider a generic time-independent flat-band
Hamiltonian
H0(k, r) = −E0P(k, r) + E0[1 − P(k, r)]
= E0Q(k, r), (61)
where P is the projection operator of the valence bands with
energy −E0, and Q = 1 − 2P. In the chiral basis, due to the
chiral symmetry {H0(k, r), S } = 0, it takes the off-diagonal
form
Q =
 q
q†
 . (62)
In the static limit, we only need to consider the ε = 0 gap.
Borrowing the calculation in Eq.(B4), we can transform the
periodized time evolution operator into
Uε=0(k, r,
τ
2
) = P(eiωτ/2 − 1) + 1 = 1 − 2P = Q, (63)
therefore, Uε=0(k, r, τ2 ) is simply proportional to the static
Hamiltonian. More explicitly, we have U+ε=0
U−ε=0
 =  q
q†
 . (64)
The winding number Eq.(55) becomes:
W(U+ε=0(k, r)) = Kd+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+D (q−1∂α1q) · · · (q−1∂αd+Dq)],
(65)
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which is exactly the topological invariant for static topological
defects in class AIII29.
For the case (d,D) = (2, 1), namely, a point defect in a two-
dimensional system, we study a concrete lattice model (see
Sec. IX B), for which the topological invariant is numerically
evaluated, and the topological defect modes are also numeri-
cally calculated. The numbers of topological modes in both
the ε = 0 and the ε = pi quasienergy gaps are exactly deter-
mined by the topological invariants.
The correspondence between the values of topological in-
variant and the chirality of topological modes is somewhat
subtle for the chiral class. We will discuss this point in Sec.
IX B in terms of a concrete model.
VI. TOPOLOGICAL INVARIANTS OF REAL CLASSES
Now we turn to the eight real classes, which have at least
one anti-unitary symmetry, Ξ or Θ, or both. Due to the spe-
cial role played by the chiral symmetry, we will first study
classes D, C, AI, AII, which have no chiral symmetry, and
then classes BDI, DIII, CII, CI, which have the chiral symme-
try. The topological invariants take quite different forms for
the nonchiral classes and the chiral classes. Although all these
topological invariants are winding numbers, they are defined
on different parameter spaces.
A. Topological invariants of the nonchiral classes: D, C, AI,
AII
1. The winding number
For classes D, C, AI, AII without chiral symmetry, we can
define an integer winding number when δ = d − D is an even
integer:
W(Uε(k, r, t)) = Kd+D+1
∫
T d×S D×S 1
ddkdDrdt
× Tr[α1α2···αd+D+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+1Uε)],
(66)
where the coefficient Kd+D+1 is the same as defined above,
namely Kd+D+1 =
(−1) d+D2 ( d+D2 )!
(d+D+1)!
(
i
2pi
) d+D
2 +1. The spatial dimen-
sions in which this topological invariant is applicable depend
on the symmetry, which will be discussed in Sec. VI A 2 and
Sec. VI A 3 below. It should also be mentioned that Eq.(66)
is the expression only for the integer topological invariant120;
the Z2 topological invariants will be studied in Sec. VI A 5
and Sec. VI A 6.
For bulk systems with translational symmetry, the topolog-
ical invariant can be simply obtained from Eq.(66) by taking
D = 0, and accordingly, eliminating S D and r:
W(Uε(k, t)) = Kd+1
∫
T d×S 1
ddkdt
× Tr[α1α2···αd+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+1Uε)].
(67)
The same is true for other symmetry classes, and we will not
mention this D = 0 case repeatedly.
By similar calculations as Appendix.B 1, we can find that,
for a static Hamiltonian as given by Eq.(35), the winding num-
ber reduces to
W(Uε=0) = K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DP∂α1P · · · ∂αd+DP],
(68)
in which K˜d+D is given in Eq.(38). This is the Chern number
C(d+D)/2 of the valence bands.
Although the winding number takes the same form as that
of class A, the symmetries impose certain constraints on its
possible values, which depend on spatial dimensions. Now
we discuss these features.
2. Particle-hole symmetry: class D and class C
Let us recall the effects of symmetries, which we have dis-
cussed in Sec. III. In particular, the symmetries of the peri-
odized time evolution operator are immediately relevant now.
For the class D and class C, which have the PHS, the peri-
odized time evolution operator with branch cut at ε = 0 satis-
fies [see Eq.(26)]:
C−1Uε=0(k, r, t)C = U∗ε=0(−k, r, t) exp(i
2pit
τ
). (69)
Now we would like to obtain its constraints on the
topological invariants. By a quite lengthy calcula-
tion given in Appendix C 2 a, we obtain the sym-
metry of the winding number density w(Uε=0) =
Kd+D+1Tr[α1α2···αd+D+1 (U−1ε=0∂α1Uε=0) · · · (U−1ε=0∂αd+D+1Uε=0)],
which is
w(Uε=0)(k, r, t) = w(Uε=0)(−k, r, t)(−1)1−δ/2. (70)
Therefore, when δ = 4n (n is an integer), we have
w(Uε=0)(k, r, t) = −w(Uε=0)(−k, r, t), (71)
and the winding number, which is the integral of
w(Uε=0)(k, r, t) on T d × S D × S 1, must vanish. This fact indi-
cates the absence of integer topological classification in these
dimensions. Only when δ = 4n + 2 (n is an integer), namely,
δ = 2, 6, 10, · · · , the winding number can be nonzero, indicat-
ing the presence of integer classification. This is an example
of how topological invariants tell us about topological classi-
fications.
Similarly, for ε = pi, the PHS implies (see Appendix C 2 a)
C−1Uε=pi(k, r, t)C = U∗ε=pi(−k, r, t) exp(i
4pit
τ
), (72)
which is slightly different from Eq.(69) in that 2pit/τ is re-
placed by 4pit/τ. It follows from Eq.(72) that
w(Uε=pi)(k, r, t) = w(Uε=pi)(−k, r, t)(−1)1−δ/2. (73)
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Again, only when δ = 4n + 2, the winding number can be
nonzero.
Before moving on, we would like to emphasize two salient
features in Eq.(70) and Eq.(73), which are shared by the topo-
logical invariants of other real symmetry classes to be dis-
cussed below. First, the symmetry constraints of Eq.(70) and
Eq.(73) depend only on δ ≡ d−D, but not on d or D separately.
Thus, the symmetry of the time evolution operator automati-
cally leads to the combination δ = d − D, though the winding
number is defined on the (d+D+1)-dimensional space. Going
from (d,D) to (d+1,D+1) or (d−1,D−1) does not change the
symmetry constraint. As a result, the classification in Table I
depends only on δ. In static systems, a similar conclusion is
reached via the K-theory29. Compared to the situation in static
systems, the combination δ = d−D enters more automatically
by Floquet topological invariants. Second, δ enters as (−1)δ/2,
therefore, if the necessary condition for the existence of inte-
ger winding number, namely (−1)1−δ/2 = 1, is satisfied by a
given δ, the next δ satisfying it would be δ + 4, which means
that the dimensional periodicity of integer winding numbers
should be 4. This periodicity can be appreciated in Table I.
For class D and class C, integer winding numbers exist when
δ = 2 (mod 4) (the difference between Z and 2Z will be dis-
cussed shortly).
3. Time-reversal symmetry: class AI and class AII
In the presence of TRS, Eq.(27) tells us that
T−1Uε(k, r, t)T = U∗ε(−k, r,−t). (74)
Taking advantage of this symmetry, we find that the winding
number density satisfies (see Appendix.C 2 b)
w(Uε)(k, r, t) = w(Uε)(−k, r,−t)(−1)2−δ/2. (75)
Compared with Eq.(70), there is an additional −1 factor in
the right-hand side of Eq.(75), which originates from the fact
that TRS reverses t (see Appendix.C 2 b for more details).
Therefore, when δ = 4n + 2 (n is an integer), we have
w(Uε)(k, r, t) = −w(Uε)(−k, r,−t), and the winding number
must vanish, indicating the absence of integer classification in
these dimensions; only when δ = 4n, the winding number can
be nonzero, indicating integer classifications.
It is interesting to compare the cases of TRS and PHS. In
Eq.(75) and Eq.(70), we have the (−1)2−δ/2 and the (−1)1−δ/2
factor, respectively. Due to the 1/2 factor of δ, if one of these
two factors is +1 for a δ, the other factor is +1 for δ ± 2. This
causes the difference between 4n (TRS) and 4n + 2 (PHS).
4. Even-integer (2Z) topological invariants
In addition to the constraints we have discussed, symme-
tries also imposes one more constraint, which is that the wind-
ing number has to take even-integer values when δ − s = 4
(mod 8), or equivalently, d − D − s = 4 (mod 8) (Here,
s = 0, 1, 2, · · · , 7 labels the eight real symmetry classes, as
indicated in the first row of Table I). It is not straightforward
to see this fact directly from the definition of winding num-
ber, nevertheless, we can reach this conclusion from Eq.(45).
In fact, it is known7,12,29 that all the band Chern numbers are
even integers when δ − s = 4 (mod 8) (an intuitive under-
standing of this fact is to construct minimal Dirac Hamilto-
nians with given symmetries and spatial dimensions12). In
the Floquet systems, the same derivation tells us that all the
Floquet band Chern numbers C(d+D)/2(Pε,ε′ ) are even integers,
where Pε,ε′ is the Floquet band projection operator previously
defined. When δ − s = 4 (mod 8), Eq.(45) implies that the
differences between W(Uε) and W(Uε′ ) for any pair of ε, ε′ is
always an even integer. Therefore, all W’s must have the same
(even/odd) parity. If one of the quasienergy gaps is closed and
then reopened as we tune certain Hamiltonian parameters, the
change of its W must be an even integer, so that the parity of
W remains the same. To ensure that W = 0 (i.e., the topologi-
cally trivial class) can appear somewhere in the phase diagram
(which is a natural expectation), we have to take the scenario
that the parity of W is always even.
A more rigorous proof of the 2Z topological invariants for
δ − s = 4 (mod 8), which does not involve the Floquet band
Chern numbers, relies on the representative Dirac Hamilto-
nians constructed in Appendix D. This proof is given in Ap-
pendix D.
The 2Z topological invariants for δ − s = 4 (mod 8) are re-
lated to the absence of Z2 topological classification for δ− s =
3 (mod 8), while the Z topological invariants for δ−s = 0 (mod
8) are related to the presence of Z2 topological classification
for δ− s = −1 or 7 (mod 8), which will be studied in more de-
tails in due time below. For the moment, let us simply take the
fact that there is no Z or Z2 classification for δ− s = 3 (mod 8)
(i.e., all phases are topologically trivial). Given this fact, for
δ−s = 4 (mod 8), we can smoothly deform the periodized time
evolution operator Uε(k, r, t) to a new function U¯ε(k, r, t) such
that U¯ε(k1 = 0, k2, · · · , kd, r, t) = U¯ε(k1 = pi, k2, · · · , kd, r, t),
which is always possible because fixing k1 = 0 and fixing
k1 = pi yield topologically equivalent time evolution opera-
tor at δ − s = 3 (mod 8) [Due to the absence of Z2 and Z
classifications at δ − s = 3 (mod 8), there is only one topo-
logical class, namely, the topologically trivial class; therefore,
any two time evolution operators can be smoothly deformed
to each other]. Now the deformed periodized time evolu-
tion operator U¯ε(k, r, t) at δ − s = 4 (mod 8) has periodic
boundary condition in the half Brillouin zones ( k1 ∈ [0, pi]
or k1 ∈ [−pi, 0] ), and the winding number split into the sum
of the two winding numbers, one of which is defined on the
k1 ∈ [0, pi] half, the other defined on the k1 ∈ [−pi, 0] half.
Moreover, these two winding numbers are equal due to the
symmetry of winding number density between k and −k [for
instance, see Eq.(70) with δ = 4n + 2], therefore, the wind-
ing number on the entire Brillouin zone must be an even in-
teger. As such, the absence of Z2 classification for δ − s = 3
(mod 8) implies the 2Z (instead of Z) topological invariants
for δ − s = 4 (mod 8).
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5. Z2 topological invariants of Wess-Zumino-Witten form for class
D and class C
As we have discussed, for class D and class C with PHS,
we can define an integer topological invariant when δ = 4n+2
(When δ = 4n, the same topological invariant would always
yield zero, which is not useful). For δ = 4n + 1 or 4n, there
is no such an integer topological invariant, whereas we can
use the construction of Wess-Zumino-Witten term115–117,121 to
define a Z2 topological invariant. It is the purpose of this sub-
section to do so.
When δ ≡ d − D = 4n + 1, the (k, r, t) parameter space
of Uε(k, r, t) is even-dimensional, however, a winding num-
ber has definition only in an odd-dimensional space, which
excludes the possibility of defining a winding number in the
(k, r, t) space. Nevertheless, we can extend the parameter
space by adding one more momentum-like dimension, so that
the winding number can be defined. However, only the parity
(even/odd) of the winding number is well defined, which leads
to a Z2 topological invariant in the initial dimensions. It is the
purpose of this subsection to explain this construction.
First, we define a relative Z2 topological invariant, which
is constructed as follows. Let us consider two Floquet sys-
tems (a and b) with PHS, both having a nonzero quasienergy
gap at ε (due to the PHS, we will take ε = 0 or pi be-
low). The time evolution operator is denoted as Ua(k, r, t)
and Ub(k, r, t), respectively. We can construct a smooth inter-
polation U(k, r, t, λ) (λ ∈ [0, pi]) between them such that
U(k, r, t, 0) = Ua(k, r, t), U(k, r, t, pi) = Ub(k, r, t). (76)
We also require that, like Ua(k, r, t) and Ub(k, r, t), the in-
terpolation U(k, r, t, λ) has a nonzero quasienergy gap at
ε. The interpolation U(k, r, t, λ) induces an interpolation
between Uaε (k, r, t) and Ubε (k, r, t), namely Uε(k, r, t, λ) =
U(k, r, t, λ) exp[iHeffε (k, r, λ)t], which satisfies Uε(k, r, t, 0) =
Uaε (k, r, t) and Uε(k, r, t, pi) = Ubε (k, r, t). It is always possi-
ble to find an interpolation because the trivial homotopy group
pid+D+1(U(N)) = 0 (note that d−D = 4n+1; therefore, d+D+1
is an even integer here). Hereafter, when we talk about an
interpolation Uε(k, r, t, λ) between Uaε (k, r, t) and Ubε (k, r, t),
we always implicitly refer to an interpolation U(k, r, t, λ) be-
tween Ua(k, r, t) and Ub(k, r, t), and take Uε(k, r, t, λ) as the
periodized version of this U(k, r, t, λ).
When λ , 0, pi, U(k, r, t, λ) does not necessarily have the
PHS. To apply the PHS, let us introduce a mirror interpola-
tion in [−pi, 0], which is fully determined by the original in-
terpolation in [0, pi]: for λ ∈ [−pi, 0], we take U(k, r, t, λ) =
CU∗(−k, r, t,−λ)C−1. Equivalently, it can be written as
C−1U(k, r, t, λ)C = U∗(−k, r, t,−λ), (77)
which takes the same form as Eq.(20) if we regard λ as a
momentum-like variable. This equation is consistent with the
PHS of U(k, r, t, λ) at λ = 0 and pi. Accordingly, the peri-
odized time evolution operator satisfies
C−1Uε(k, r, t, λ)C = U∗−ε(−k, r, t,−λ) exp(i
2pit
τ
), (78)
which takes the same form as Eq.(26), λ being a momentum-
like variable.
In particular, when ε = 0, we have
U∗ε=0(k, r, t, λ) = C
−1Uε=0(−k, r, t,−λ)C exp(−i2pit
τ
), (79)
while for ε = pi, as a result of the relation between Uε=pi and
Uε=−pi (see Appendix C 2 a), we have
U∗ε=pi(k, r, t, λ) = C
−1Uε=pi(−k, r, t,−λ)C exp(−i4pit
τ
), (80)
which is reminiscent of Eq.(72). With the parameter λ in-
cluded, a winding number can be defined on the (d + D + 2)-
dimensional (k, r, λ, t) parameter space:
W(Uε(k, r, t, λ)) = Kd+D+2
∫
T d+1×S D×S 1
ddkdDrdtdλ
× Tr[α1α2···αd+D+2 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+2Uε)],
(81)
where ε = 0 or pi. The coefficient Kd+D+2 =
(−1) d+D+12 ( d+D+12 )!
(d+D+2)!
(
i
2pi
) d+D+1
2 +1.
Given Uaε (k, r, t) and Ubε (k, r, t), there exist infinitely many
ways to interpolate them. For two different interpolations,
Uε(k, r, t, λ) and U′ε(k, r, t, λ), the winding number can be dif-
ferent. Nevertheless, we will show below that their difference
is always an even integer, namely,
W(Uε(k, r, t, λ)) −W(U′ε(k, r, t, λ)) = 0 (mod 2), (82)
therefore, W(Uε) (mod 2) is independent of the interpolation
and is well defined.
When W(Uε) = 0 (mod 2), Uaε (k, r, t) and Ubε (k, r, t) are re-
garded to be in the same topological class; alternatively, when
W(Uε) = 1 (mod 2), they belong to different classes. More-
over, if Uaε (k, r, t) and Ubε (k, r, t) can be interpolated by some
Uε(k, r, t, λ) with winding number W(Uε(k, r, t, λ)) ≡ Wab
(mod 2), while Ubε (k, r, t) and Ucε(k, r, t) can be connected by
another interpolation whose winding number is Wbc (mod 2),
then the combination of these two interpolations yields an in-
terpolation between Uaε (k, r, t) and Ucε(k, r, t), whose winding
number is
Wac = Wab + Wbc (mod 2). (83)
As such, our construction yields a Z2 classification, and
W(Uε(k, r, t, λ)) (mod 2) is the relative Z2 topological in-
variant of Uaε (k, r, t) and Ubε (k, r, t). We emphasize that
the validness of Z2 classification crucially relies on Eq.(82),
which guarantees that W(Uε) (mod 2) does not depend on the
choice of interpolation. Similar mechanisms of Z2 topolog-
ical invariants can be found in the contexts of static gapped
Hamiltonian122 and Green’s function116.
Now it remains to prove that Eq.(82) is true. To this end, let
us define two new interpolations, which are reorganizations of
U(k, r, t, λ) and U′(k, r, t, λ):
U I(k, r, t, λ) =
{
U(k, r, t, λ), −pi < λ < 0,
U′(k, r, t,−λ), 0 < λ < pi, (84)
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FIG. 3. The interpolations U I(k, r, t, λ) and U II(k, r, t, λ) are con-
structed from U(k, r, t, λ) and U′(k, r, t, λ); accordingly, the peri-
odized time evolution operators U Iε(k, r, t, λ) and U IIε (k, r, t, λ) are
constructed from Uε(k, r, t, λ) and U′ε(k, r, t, λ).
and
U II(k, r, t, λ) =
{
U′(k, r, t,−λ), −pi < λ < 0,
U(k, r, t, λ), 0 < λ < pi.
(85)
A pictorial illustration of the construction of U I(k, r, t, λ) and
U II(k, r, t, λ) from U(k, r, t, λ) and U′(k, r, t, λ) is given in
Fig.3. As a consequence, we have the following two inter-
polations of the periodized time evolution operators:
U Iε(k, r, t, λ) =
{
Uε(k, r, t, λ), −pi < λ < 0,
U′ε(k, r, t,−λ), 0 < λ < pi,
(86)
and
U IIε (k, r, t, λ) =
{
U′ε(k, r, t,−λ), −pi < λ < 0,
Uε(k, r, t, λ), 0 < λ < pi.
(87)
From Fig.3, it is now quite clear that
W(Uε) −W(U′ε) = W(U Iε) + W(U IIε ). (88)
From the definition of U Iε(k, r, t, λ) and U IIε (k, r, t, λ), it is also
clear that, for ε = 0,
C−1U Iε=0(k, r, t, λ)C = U
II∗
ε=0(−k, r, t,−λ) exp(i
2pit
τ
), (89)
and, for ε = pi,
C−1U Iε=pi(k, r, t, λ)C = U
II∗
ε=pi(−k, r, t,−λ) exp(i
4pit
τ
). (90)
For the ε = pi case, the relation between Uε=pi and Uε=−pi (see
Appendix C 2 a) has been used.
By a somewhat lengthy calculation, we have (see Appendix
C 2 c for details)
w(U Iε=0)(k, r, t, λ) = w(U
II
ε=0)(−k, r, t,−λ)(−1)2−(δ−1)/2 (91)
and
w(U Iε=pi)(k, r, t, λ) = w(U
II
ε=pi)(−k, r, t,−λ)(−1)2−(δ−1)/2. (92)
Therefore, when δ ≡ d−D = 4n+ 1, the winding numbers for
the two interpolations U Iε and U
II
ε are equal:
W(U Iε) =
∫
T d+1×S D×S 1
w(U Iε)(k, r, t, λ)
=
∫
T d+1×S D×S 1
w(U IIε )(−k, r, t,−λ)(−1)2−(δ−1)/2
= W(U IIε ).
(93)
It follows that
W(Uε) −W(U′ε) = W(U Iε) + W(U IIε ) = 2W(U Iε), (94)
which is always an even integer.
So far, W(Uε(k, r, t, λ)) is defined as a relative Z2 topologi-
cal invariant between Uaε (k, r, t) and Ubε (k, r, t). If we choose
Uaε (k, r, t) = Uε(k, r, t), and Ubε (k, r, t) as a trivial time evolu-
tion operator, i.e., Ubε (k, r, t) does not depend on (k, r) (con-
stant function), then we can take W(Uε(k, r, t, λ)) (mod 2) as
the Z2 topological invariant of Uε(k, r, t). Alternatively, we
can define
ν(Uε(k, r, t)) = (−1)W(Uε(k,r,t,λ)) = ±1, (95)
as the Z2 topological invariant.
Now let us briefly discuss the static limit. Similar to Ap-
pendix.B 1, for a flat-band Hamiltonian under an infinitesimal
driving with a sufficiently large frequency, the static limit of
the winding number defined on the extended (k, r, t, λ) param-
eter space can be reduced to
W(Uε=0) = K˜d+D+1
∫
T d+1×S D
ddkdDrdλ
× Tr[α1α2···αd+D+1P∂α1P · · · ∂αd+D+1P],
(96)
where K˜d+D+1 is given by Eq.(38). This is exactly the Chern
number defined on the (d + D + 1)-dimensional parameter
space. It is indeed the topological invariant of static topologi-
cal defects29.
The Chern character ch d+D+1
2
≡
K˜d+D+1Tr[α1α2···αd+D+1P∂α1P · · · ∂αd+D+1P] is the exterior deriva-
tive of the Chern-Simons form, namely, ch d+D+1
2
= dQd+D, in
which the Chern-Simons form12,118
Qd+D = 1
( d+D−12 )!
(
i
2pi
)
d+D+1
2
∫ 1
0
dtTr[A(tdA + t2A2) d+D−12 ]
(97)
is defined in terms of the Berry connection A, whose entries
areAαβ(k, r, λ) = 〈uα(k, r, λ)|duβ(k, r, λ)〉 (the notation of dif-
ferential form is used here118). Integration over λ leads to
W(Uε=0) =
∫
T d+1×S D
dQd+D = 2
∫
T d×S D
Qd+D. (98)
For δ ≡ d − D = 4n, similar construction of Z2 topolog-
ical invariant is still possible. In these cases, we need two
WZW extension parameters λ and µ, both in [−pi, pi]. We de-
fine an extension of U(k, r, t) to U(k, r, t, λ, µ), which satisfies
U(k, r, t, 0, 0) = U(k, r, t). In addition, U(k, r, t,±pi, µ) and
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U(k, r, t, λ,±pi) are trivial time evolution operators (i.e., they
are independent of k and r). As an extension of the PHS rela-
tion given in Eq.(20), we require that
C−1U(k, r, t, λ, µ)C = U∗(−k, r, t,−λ,−µ); (99)
accordingly,
C−1Uε(k, r, t, λ, µ)C = U∗−ε(−k, r, t,−λ,−µ) exp(i
2pit
τ
).
(100)
In particular, for the most relevant cases ε = 0 and ε = pi, we
have
U∗ε=0(k, r, t, λ, µ) = C
−1Uε=0(−k, r, t,−λ,−µ)C exp(−i2pit
τ
),
(101)
and
U∗ε=pi(k, r, t, λ, µ) = C
−1Uε=pi(−k, r, t,−λ,−µ)C exp(−i4pit
τ
).
(102)
Now we can define a winding number on the (d + D + 3)-
dimensional (k, r, t, λ, µ) parameter space:
W(Uε(k, r, t, λ, µ)) = Kd+D+3
∫
T d+2×S D×S 1
ddkdDrdtdλdµ
× Tr[α1α2···αd+D+3 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+3Uε)],
(103)
where the coefficient Kd+D+3 =
(−1) d+D+22 ( d+D+22 )!
(d+D+3)!
(
i
2pi
) d+D+2
2 +1.
By the same derivation as the case δ = 4n + 1, we can
see that W(Uε(k, r, t, λ, µ)) (mod 2) defines a Z2 invariant for
Uε(k, r, t):
ν(Uε(k, r, t)) = (−1)W(Uε(k,r,t,λ,µ)) = ±1. (104)
In the above construction, we have taken Uε(k, r, t,±pi, µ)
and Uε(k, r, t, λ,±pi) to be trivial time evolution operators (i.e.,
they do not depend on k and r), so that the Z2 topologi-
cal invariant yields the topological class of Uε(k, r, t, 0, 0) ≡
Uε(k, r, t). If we do not impose this “boundary triviality” re-
quirement, then Uε(k, r, t, λ, µ) can be regarded as an interpo-
lation among the time evolution operators of the four Floquet
systems (a, b, c, d), whose periodized time evolution operators
are Uaε (k, r, t) ≡ Uε(k, r, t, 0, 0), Ubε (k, r, t) ≡ Uε(k, r, t, 0, pi),
Ucε(k, r, t) ≡ Uε(k, r, t, pi, 0), and Udε (k, r, t) ≡ Uε(k, r, t, pi, pi),
respectively. Each of them satisfies the PHS. The winding
number W(Uε(k, r, t, λ, µ)) (mod 2) can be defined as the rel-
ative Z2 topological invariant of the four Floquet systems
(a, b, c, d). For instance, if W(Uε(k, r, t, λ, µ)) = 1 (mod 2),
we can conclude that one or three of the four Floquet systems
are in the Z2 nontrivial class.
It is important to note that, δ taking the values of 4n + 1
or 4n does not necessarily guarantee the existence of a Z2
topological invariant. The Z2 topological classification can-
not be constructed in the above way if W(Uε(k, r, t, λ)) can
only take even-integer values, since a “nontrivial class” with
W(Uε(k, r, t, λ)) = 1 (mod 2) can never be obtained. As has
been discussed in the previous section, we have the 2Z topo-
logical invariants when δ − s = 4 (mod 8), or equivalently,
d − D − s = 4 (mod 8). For the class D, which is labelled
as s = 2, the winding number takes even integer values when
δ = 6 (mod 8), therefore, the Z2 topological invariants cannot
be defined for δ = 5 or δ = 4. They can only be defined when
δ = 1 or δ = 0, which are the descendants of the integer topo-
logical invariants of δ = 2. For the class C, which is labelled
as s = 6, we can define Z2 topological invariants for δ = 5
and δ = 4, which are descendants of the integer winding num-
ber of δ = 6. Since the winding number of class C is always
an even integer when δ = 2, we cannot define Z2 topological
invariants for δ = 1 or δ = 0.
In the rest part of this section, let us explain the reason why
the above procedures of defining Z2 topological invariants in
δ = 4n + 1 and δ = 4n dimensions cannot be applied to δ ≤
4n − 1. The underlying reason lies in the homotopy groups
pip(U(N)), which is Zwhen p is odd, and 0 when p is even (we
assume that N  p, namely the stable regime of homotopy
group).
In the δ = 4n + 1 case, Uε(k, r, t, λ) defines a homo-
topy class in pid+D+2(U(N)), which can be nontrivial (since
d+D+ 2 is an odd integer). As such, two given interpolations
Uε(k, r, t, λ) and U′ε(k, r, t, λ) in general cannot be smoothly
connected; nevertheless, our derivation above, as pictorially
illustrated by Fig.3, shows that in any case, different interpola-
tions yield winding numbers with the same parity (even/odd),
even though these interpolations can be in different topologi-
cal classes. This fact enables the definition of Z2 topological
invariant in the dimension δ = 4n + 1.
When δ = 4n, the parity of the winding number is
still unambiguous, and the Z2 topological invariant is well
defined. To arrive at this conclusion, suppose that we
have four Floquet systems (a, b, c, d), whose periodized time
evolution operator is Uaε (k, r, t), Ubε (k, r, t), Ucε(k, r, t), and
Udε (k, r, t), respectively. Let us consider two interpolations,
denoted as Uε(k, r, t, λ, µ) and U′ε(k, r, t, λ, µ), which satisfy
Uε(k, r, t, 0/pi, 0/pi) = U′ε(k, r, t, 0/pi, 0/pi) = U
a/b/c/d
ε (k, r, t).
At fixed µ = 0, it is always possible to smoothly deform one
of the interpolations, U′ε(k, r, t, λ, 0), which is a function of
(k, r, t, λ), to the other interpolation Uε(k, r, t, λ, 0), thanks to
the trivialness of pid+D+2(U(N)) (note that d +D+ 2 is an even
integer when δ = 4n). Similarly, at fixed µ = pi, U′ε(k, r, t, λ, pi)
can be smoothly deformed to Uε(k, r, t, λ, pi). Rephrased more
precisely, we can smoothly deform U′ε(k, r, t, λ, µ) to another
function U¯′ε(k, r, t, λ, µ), so that it satisfies U¯′ε(k, r, t, λ, 0) =
Uε(k, r, t, λ, 0), and U¯′ε(k, r, t, λ, pi) = Uε(k, r, t, λ, pi). Because
a smooth deformation cannot change the value of a topolog-
ical invariant, the winding number W(U¯′ε) is equal to W(U′ε).
With Uε(k, r, t, λ, 0) and Uε(k, r, t, λ, pi) playing the roles of
Uaε and U
b
ε in Fig.3, we can take the same construction of Fig.3
(i.e., defining two new interpolations U Iε and U
II
ε ) to show that
W(U¯′ε) and W(Uε) have the same parity. Thus, the parity of
the winding number does not depend on the specific choice of
interpolation, and it can be defined as the relative Z2 topolog-
ical invariant of the four time evolution operators, Uaε (k, r, t),
Ubε (k, r, t), Ucε(k, r, t), and Udε (k, r, t).
The same construction would not work if we move down to
δ = 4n − 1, because different interpolations can yield winding
numbers with opposite parity, which is a consequence of the
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nontrivial homotopy groups of U(N). To see this, suppose that
we have two matrix-valued functions Uε(k, r, t, λ, µ, ν) and
U′ε(k, r, t, λ, µ, ν), which interpolate the eight time evolution
operators Uε(k, r, t, 0/pi, 0/pi, 0/pi) = U′ε(k, r, t, 0/pi, 0/pi, 0/pi).
We would like to deform U′ε(k, r, t, λ, µ, ν) to a new function
U¯′ε(k, r, t, λ, µ, ν), such that we have U¯′ε(k, r, t, λ, µ, 0/pi) =
Uε(k, r, t, λ, µ, 0/pi), which, if possible, would enable the ap-
plication of the construction in Fig.3. Simply put, we would
like to deform U′ε(k, r, t, λ, µ, 0/pi) to Uε(k, r, t, λ, µ, 0/pi). As
a prerequisite, we have to deform U′ε(k, r, t, λ, 0/pi, 0/pi) to
Uε(k, r, t, λ, 0/pi, 0/pi). However, there are topological ob-
structions in doing this, namely the nontrivial homotopy group
pid+D+2(U(N)) = Z (note that there are d + D + 2 parameters,
k, r, t, λ, and that d − D = 4n − 1 is an odd integer). There-
fore, it is not always possible to deform U′ε(k, r, t, λ, 0/pi, 0/pi)
to Uε(k, r, t, λ, 0/pi, 0/pi). Consequently, in general we cannot
deform U′ε(k, r, t, λ, µ, 0/pi) to Uε(k, r, t, λ, µ, 0/pi). As such,
the construction of Fig.3 cannot be applied to δ = 4n − 1.
Similar phenomena also occur in all other cases of Z2 topo-
logical invariants studied in this paper: One-parameter and
two-parameter interpolations are able to produce Z2 topologi-
cal invariants, while three-parameter interpolations cannot.
Finally, let us mention that the special case of (d,D) = (2, 1)
(δ = 1) in class D is particularly interesting. A point defect
such as a vortex in a two-dimensional superconductor falls
into this class. The topological Majorana modes have poten-
tial applications in topological quantum computations. Based
on concrete models, we will study this case further in Sec.
IX A.
6. Z2 topological invariants of Wess-Zumino-Witten form for class
AI and class AII
For class AI and AII with time reversal symmetry, we
have integer topological invariants (winding numbers) when
δ ≡ d − D = 4n. When δ = 4n − 1, the integer topologi-
cal invariant cannot be defined, nevertheless, we can still de-
fine a Z2 topological invariant. The method is parallel to the
previous section of WZW term for class D and class C. Sup-
pose that we have two Floquet systems with TRS, whose time-
evolution operator is denoted as Ua(k, r, t) and Ub(k, r, t), re-
spectively. Given a nonzero quasienergy gap at ε, we can
define the periodized time evolution operators Uaε (k, r, t) and
Ubε (k, r, t). An interpolation U(k, r, t, λ) (λ ∈ [−pi, pi]) be-
tween Ua(k, r, t) and Ub(k, r, t) can be constructed such that
U(k, r, t, 0) = Ua(k, r, t), and U(k, r, t, pi) = U(k, r, t,−pi) =
Ub(k, r, t). This interpolation is required to have the TRS:
U∗(k, r, t, λ) = T−1U(−k, r,−t,−λ)T , which can be achieved
by first finding an interpolation for λ ∈ [0, pi], and take the mir-
ror interpolation U(k, r, t, λ) = [T−1U(−k, r,−t,−λ)T ]∗ for
λ ∈ [−pi, 0].
Apparently, Uε(k, r, t, λ) is an interpolation between
Uaε (k, r, t) and Ubε (k, r, t). In terms of the periodized time evo-
lution operator, we have the symmetry
U∗ε(k, r, t, λ) = T
−1Uε(−k, r,−t,−λ)T, (105)
which is consistent with Eq.(27). Now we can define a wind-
ing number on the (d+D+2)-dimensional (k, r, t, λ) parameter
space:
W(Uε(k, r, t, λ)) = Kd+D+2
∫
T d+1×S D×S 1
ddkdDrdtdλ
× Tr[α1α2···αd+D+2 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+2Uε)],
(106)
where the coefficient Kd+D+2 =
(−1) d+D+12 ( d+D+12 )!
(d+D+2)!
(
i
2pi
) d+D+1
2 +1.
The value of winding number may depend on the interpolation
we choose. To define a meaningful Z2 topological invariant,
we have to show that any two different interpolations, denoted
as Uε(k, r, t, λ) and U′ε(k, r, t, λ), yield winding numbers with
the same parity (even/odd); in other words,
W(Uε) −W(U′ε) = 0 mod 2. (107)
To prove this, let us take the same Fig.3 of the previous section
as a guide, and define two new interpolations,
U Iε(k, r, t, λ) =
{
Uε(k, r, t, λ), −pi < λ < 0
U′ε(k, r, t,−λ), 0 < λ < pi,
(108)
and
U IIε (k, r, t, λ) =
{
U′ε(k, r, t,−λ), −pi < λ < 0
Uε(k, r, t, λ), 0 < λ < pi.
(109)
From the definition, it is apparent that
W(Uε) −W(U′ε) = W(U Iε) + W(U IIε ), (110)
which can be readily seen from Fig.3.
According to Eq.(105), the two interpolations U Iε(k, r, t, λ)
and U IIε (k, r, t, λ) satisfy the symmetry relation
T−1U Iε(k, r, t, λ)T = U
II∗
ε (−k, r,−t,−λ), (111)
from which it follows that (see Appendix.C 2 d)
w(U Iε)(k, r, t, λ) = w(U
II
ε )(−k, r,−t,−λ)(−1)3−(δ−1)/2. (112)
When δ = 4n − 1, we have
W(U Iε) =
∫
T d+1×S D×S 1
w(U Iε)(k, r, t, λ)
=
∫
T d+1×S D×S 1
w(U IIε )(−k, r,−t,−λ)(−1)3−(δ−1)/2
= W(U IIε ),
(113)
thus
W(Uε) −W(U′ε) = W(U Iε) + W(U IIε ) = 2W(U Iε), (114)
which is always an even integer.
When W(Uε(k, r, t, λ)) is an even integer, Uaε (k, r, t) and
Ubε (k, r, t) are regarded as belonging to the same Z2 topolog-
ical class. This definition is unambiguous due to Eq.(114).
If Ubε (k, r, t) is taken to be a trivial evolution operator,
then W(Uε(k, r, t, λ)) defines a Z2 topological invariant for
Uaε (k, r, t) ≡ Uε(k, r, t):
ν(Uε(k, r, t)) = (−1)W(Uε(k,r,t,λ)) = ±1. (115)
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The static limit of this WZW term is similar to that stud-
ied in the previous section. If we consider a static flat-band
Hamiltonian, the winding number in the (k, r, t, λ) parameter
space can be reduced to
W(Uε=0) = K˜d+D+1
∫
T d+1×S D
ddkdDrdλ
× Tr[α1α2···αd+D+1P∂α1P · · · ∂αd+D+1P],
(116)
where K˜d+D+1 is given by Eq.(38), and P is the valence band
projection operator. This is exactly the Chern number defined
on the (k, r, t, λ) parameter space, which is the topological in-
variant of static topological defects29. Analogous to the pre-
vious section, this Chern number can be written as a Chern-
Simons form after integration over λ:
W(Uε=0) = 2
∫
T d×S D
Qd+D. (117)
The case δ ≡ d − D = 4n − 2 of class AI and class AII
is parallel to that of δ = 4n case of class D and class C,
which has been studied in the previous section. Given a time
evolution operator Uε(k, r, t), we can construct an extension
Uε(k, r, t, λ, µ), which satisfies Uε(k, r, t, 0, 0) = Uε(k, r, t). In
addition, Uε(k, r, t,±pi, µ) and Uε(k, r, t, λ,±pi) are required to
be trivial evolution operators. The WZW extension has to be
consistent with the TRS, namely,
U∗ε(k, r, t, λ, µ) = T
−1Uε(−k, r,−t,−λ,−µ)T. (118)
With the inclusion of two new parameters λ and µ, we can
define a winding number in the (d + D + 3)-dimensional pa-
rameter space:
W(Uε(k, r, t, λ, µ)) = Kd+D+3
∫
T d+2×S D×S 1
ddkdDrdtdλdµ
× Tr[α1α2···αd+D+3 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+3Uε)],
(119)
where the coefficient Kd+D+3 =
(−1) d+D+22 ( d+D+22 )!
(d+D+3)!
(
i
2pi
) d+D+2
2 +1.
Similar to that discussed in the previous section, this wind-
ing number is well defined mod 2, thus it is a Z2 topological
invariant for Uε(k, r, t). Alternatively, we can write the Z2
topological invariant as
ν(Uε(k, r, t)) = (−1)W(Uε(k,r,t,λ,µ)) = ±1. (120)
Similar to Eq.(45), we can show that W(Uε′ (k, r, t, λ, µ)) −
W(Uε(k, r, t, λ, µ)) = C(d+D)/2(Pε,ε′ (k, r, λ, µ)) (mod 2).
In the above construction, we have taken Uε(k, r, t,±pi, µ)
and Uε(k, r, t, λ,±pi) to be trivial time evolution operators, so
that the Z2 topological invariant yields the topological class of
Uε(k, r, t, 0, 0) ≡ Uε(k, r, t). If this requirement is removed,
then Uε(k, r, t, λ, µ) is an interpolation among the time evolu-
tion operators of the four (trivial or nontrivial) Floquet sys-
tems (a, b, c, d), whose periodized time evolution operators
are Uaε (k, r, t) ≡ Uε(k, r, t, 0, 0), Ubε (k, r, t) ≡ Uε(k, r, t, 0, pi),
Ucε(k, r, t) ≡ Uε(k, r, t, pi, 0), and Udε (k, r, t) ≡ Uε(k, r, t, pi, pi),
respectively. Each of them satisfies the TRS. The winding
number W(Uε(k, r, t, λ, µ)) (mod 2) is then defined as the rel-
ative Z2 topological invariant of the four Floquet systems
(a, b, c, d).
In the special case of d = 2,D = 0, a different topo-
logical invariant73,123 for the class AII has been proposed
by Carpentier, et al from a quite different approach. Ac-
cording to the dimensional reduction scheme122,124, the sec-
ond Chern number of the Floquet bands in [ε, ε′], namely
C2(Pε,ε′ (k1, k2, λ, µ)) (mod 2), is equal to the Kane-Mele Z2
topological invariant125 of these Floquet bands. Therefore,
the difference W(Uε′ (k, r, t, λ, µ)) − W(Uε(k, r, t, λ, µ)) (mod
2) is just the Kane-Mele Z2 topological invariant of the Flo-
quet bands in [ε, ε′]. The same key property is shared by Car-
pentier et al’s topological invariant73,123, therefore, we infer
that this topological invariant is equal to ours (This is a state-
ment only for d = 2 and D = 0 because, although our uni-
fied formulation is directly applicable in higher spatial dimen-
sions, it is unclear how to generalize the topological invariant
of Ref.73,123 to higher dimensions from their approach).
For the case (d,D) = (3, 1), namely, a line defect in a three-
dimensional system, we will study a concrete lattice model
in class AII (see Sec. VIII C), which hosts Floquet helical
modes.
B. Topological invariants of the chiral classes: BDI, DIII, CII,
CI
In class BDI, class DIII, class CII, and class CI, both TRS
and PHS are present, and their product ΞΘ is a CS. In fact, the
PHS in Eq.(20) and the TRS in Eq.(21) leads to U(k, r, t) =
S −1U(k, r,−t)S with S = TC−1, which is a CS. It will be
convenient to take the chiral basis, in which the CS matrix S
is diagonal [see Eq.(52)]. According to Eq.(48) and Eq.(51)
in Sec.V B, the evolution operators at ε = 0 and ε = pi take the
following forms
Uε=0(k, r,
τ
2
) =
 U+ε=0(k, r)
U−ε=0(k, r)
 , (121)
and
Uε=pi(k, r,
τ
2
) =
U+ε=pi(k, r)
U−ε=pi(k, r)
 . (122)
And the inverse matrices are
U−1ε=0(k, r,
τ
2
) =
 (U−ε=0)−1(k, r)
(U+ε=0)
−1(k, r)
 , (123)
and
U−1ε=pi(k, r,
τ
2
) =
(U+ε=pi)−1(k, r)
(U−ε=pi)−1(k, r)
 . (124)
We can define an integer winding number in the same way as
we did in Sec.V B for class AIII:
W(U+ε (k, r)) = Kd+D
∫
T d×S D
ddkdDr
× Tr{α1α2···αd+D [(U+ε )−1∂α1U+ε ] · · · [(U+ε )−1∂αd+DU+ε ]},
(125)
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in which ε = 0 or pi. The coefficient reads Kd+D =
(−1) d+D−12 ( d+D−12 )!
(d+D)!
(
i
2pi
) d+D+1
2 .
The integrand w(U+ε )(k, r) =
Kd+DTr{α1α2···αd+D [(U+ε )−1∂α1U+ε ] · · · [(U+ε )−1∂αd+DU+ε ]} is
referred to as the winding number density. We also mention
that the winding number in Eq.(125) can be written in a basis-
independent form like Eq.(60). The constraints imposed by
the symmetries on Eq.(125) will be discussed in the following
subsections. We also mention in advance that the forms of Z2
topological invariants will be studied in Sec. VI B 6 and Sec.
VI B 7.
Apparently, δ ≡ d − D has to be an odd integer, other-
wise the winding number in Eq.(125) is automatically zero.
Compared to the winding numbers of nonchiral classes [see
Eq.(66)], Eq.(125) does not contain an integration over t. In
fact, the time t has been fixed as t = τ/2 in the definition of
winding number of the chiral classes.
Eq.(125) is the general formula of the integer (not including
Z2) topological invariants for the chiral classes (i.e., classes
with a chiral symmetry). Nevertheless, each class of BDI,
DIII, CII, and CI has its own symmetry constraints; as a re-
sult, the possible values of winding numbers for each symme-
try class and for each spatial dimension are different, leading
to different topological classifications. Now we study these
features.
1. Symmetry constraints on the winding number of class CI
For the class CI, the time reversal operator (Θ = TK) and
particle-hole operator (Ξ = CK) satisfy Θ2 = 1 (T ∗T = 1)
and Ξ2 = −1 (C∗C = −1). Let choose the matrices T and C as
T = τx (126)
and
C = τy. (127)
The CS matrix S is proportional to TC−1, which can be taken
as τz. For ε = 0, Eq.(69) tells us that C−1Uε=0(k, r, τ2 )C =−U∗ε=0(−k, r, τ2 ), which immediately implies that, under the
basis choice C = τy,
U+ε=0(k, r) = U
−∗
ε=0(−k, r) (128)
and
(U+ε=0(k, r))
−1 = (U−∗ε=0(−k, r))−1. (129)
We can obtain the same relations if we start from Eq.(27)
to obtain T−1Uε=0(k, r, τ2 )T = U
∗
ε=0(−k, r, τ2 ) [recall that
Uε(k, r,− τ2 ) = Uε(k, r, τ2 )].
The topological invariant is given by Eq.(125), however,
the symmetries impose constraints on the possible values it
can take. Using Eq.(128) and Eq.(59), we can prove that the
winding number satisfies
W(U+ε=0(k, r)) = W(U
+
ε=0(k, r))(−1)1−(δ−1)/2. (130)
The details of calculation are given in Appendix C 3 a. We
note that this is an identity about the winding number, instead
of the winding number density. The symmetry constraint of
Eq.(130) depends only on δ, but not on d or D separately. Fur-
thermore, this dependence on δ has a dimensional periodicity
of 4, because (−1)δ/2 returns to the same value under δ→ δ+4.
The same features have been noted in Section VI A 2 for the
nonchiral classes. They are actually common features for all
the eight real classes.
Since δ ≡ d − D has to be an odd integer, it can be
δ = 4n + 1 or δ = 4n + 3 (n is an integer). For the case
δ = 4n+ 1, Eq.(130) implies that the winding number satisfies
W(U+ε=0(k, r)) = −W(U+ε=0(k, r)), thus the winding number
vanishes. Only when δ ≡ d−D = 4n+ 3, the winding number
can be nonzero.
For ε = pi, it follows from Eq.(72) that C−1Uε=pi(k, r, τ2 )C =
U∗ε=pi(−k, r, τ2 ), therefore we have
U+ε=pi(k, r) = U
−∗
ε=pi(−k, r) (131)
and
(U+ε=pi(k, r))
−1 = (U−∗ε=pi(−k, r))−1. (132)
Starting from the definition of topological invariant in
Eq.(125), and following the calculations in Appendix C 3 a,
we arrive at similar conclusion as the case of ε = 0:
W(U+ε=pi(k, r)) = W(U
+
ε=pi(k, r))(−1)1−(δ−1)/2, (133)
therefore, we conclude that when δ = 4n + 1, the winding
number is automatically zero; when δ = 4n + 3, the winding
number can be nonzero. This is reflected in the last line of
table I (Note that when δ = 8n+ 3, the winding number has to
satisfy an even stronger constraint: it must be an even integer.
This will be discussed shortly).
2. Symmetry constraints on the winding number of class DIII
For class DIII, the time reversal operation and the particle-
hole operation satisfy Θ2 = −1 (T ∗T = −1) and Ξ2 = 1
(C∗C = 1). Let us choose the time-reversal-symmetry matrix
and particle-hole-symmetry matrix as
T = τy (134)
and
C = τx. (135)
As a result, the CS matrix S = τz. For ε = 0, Eq.(27) and
Eq.(47) imply that T−1Uε=0(k, r, τ2 )T = U
∗
ε=0(−k, r, τ2 ), there-
fore, we have
U+ε=0(k, r) = −U−∗ε=0(−k, r) (136)
and
(U+ε=0(k, r))
−1 = −(U−∗ε=0(−k, r))−1. (137)
According to the calculations given in Appendix C 3 b, we
have
W(U+ε=0(k, r)) = W(U
+
ε=0(k, r))(−1)1−(δ−1)/2. (138)
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It follows that when δ ≡ d − D = 4n + 1 (n is an integer),
the winding number is automatically zero. Only when δ ≡
d − D = 4n + 3, the winding number can be nonzero.
For ε = pi, we can still use Eq.(27) and Eq.(47) to get
T−1Uε=pi(k, r, τ2 )T = U
∗
ε=pi(−k, r, τ2 ), therefore we have
U+ε=pi(k, r) = U
−∗
ε=pi(−k, r) (139)
and
(U+ε=pi(k, r))
−1 = (U−∗ε=pi(−k, r))−1. (140)
Notice that there is an additional minus sign in Eq.(136) com-
pared to Eq.(139), which is due to the fact that Uε=0(k, r, τ/2)
is block off-diagonal, while Uε=pi(k, r, τ/2) is block diagonal.
Starting from the formula of winding number in Eq.(125),
we can show that
W(U+ε=pi(k, r)) = W(U
+
ε=pi(k, r))(−1)1−(δ−1)/2. (141)
The details of calculations are given in Appendix C 3 b. It
follows that when δ = 4n+ 1, the winding number is automat-
ically zero, indicating the absence of integer classification in
these dimensions. When δ = d − D = 4n + 3, the winding
number can be nonzero, indicating integer classification.
3. Symmetry constraints on the winding number of class BDI
For class BDI, the time-reversal-symmetry operation and
the particle-hole-symmetry operation satisfy Θ2 = 1 (T ∗T =
1) and Ξ2 = 1(C∗C = 1), thus we can choose the time-
reversal-symmetry matrix and particle-hole-symmetry matrix
as
T = τ0, (142)
which is simply the identity matrix, and
C = τz. (143)
Thus, the CS matrix S = τz is diagonal (i.e., the chiral basis).
For ε = 0, Eq.(27) and Eq.(47) imply that T−1Uε=0(k, r, τ2 )T =
U∗ε=0(−k, r, τ2 ), from which it follows that
U+ε=0(k, r) = U
+∗
ε=0(−k, r) (144)
and
(U+ε=0(k, r))
−1 = (U+∗ε=0(−k, r))−1. (145)
Therefore, the winding number density satisfies
w(U+ε=0)(k, r) = w(U
+
ε=0)(−k, r)(−1)−(δ−1)/2. (146)
The calculation is given in Appendix C 3 c. After integration
over k and r, the winding number satisfies the same relation,
W(U+ε=0(k, r)) = W(U
+
ε=0(k, r))(−1)−(δ−1)/2. We can see that,
when δ ≡ d−D = 4n+3, the winding number is automatically
zero; when δ ≡ d − D = 4n + 1, the winding number can be
nonzero.
For ε = pi, Eq.(27) and Eq.(47) again tell us that
T−1Uε=pi(k, r, τ2 )T = U
∗
ε=pi(−k, r, τ2 ), therefore, we have
U+ε=pi(k, r) = U
+∗
ε=pi(−k, r), (147)
and
(U+ε=pi(k, r))
−1 = (U+∗ε=pi(−k, r))−1. (148)
According to the calculations provided in Appendix C 3 c, we
can see that, similar to the case of ε = 0, the winding number
density satisfies
w(U+ε=pi(k, r)) = w(U
+
ε=pi(k, r))(−1)−(δ−1)/2, (149)
which implies that when δ ≡ d − D = 4n + 3, the winding
number is zero; only when δ ≡ d − D = 4n + 1, the winding
number can be nonzero.
4. Symmetry constraints on the winding number of class CII
For class CII, the time-reversal operation and the particle-
hole operation satisfy Θ2 = −1 (T ∗T = −1) and Ξ2 = −1
(C∗C = −1), thus we can take the time-reversal-symmetry
matrix and the particle-hole-symmetry matrix as
T = τ0 ⊗ σy, (150)
and
C = τz ⊗ σy. (151)
The CS matrix is S = τz.
For ε = 0, Eq.(27) and Eq.(47) lead to T−1Uε=0(k, r, τ2 )T =
U∗ε=0(−k, r, τ2 ), from which it follows that
U+ε=0(k, r) = σyU
+∗
ε=0(−k, r)σy, (152)
and
(U+ε=0(k, r))
−1 = σy(U+∗ε=0(−k, r))−1σy. (153)
Starting from these equations of symmetry, we can show that
the winding number density satisfies
w(U+ε=0)(k, r) = w(U
+
ε=0)(−k, r)(−1)−(δ−1)/2, (154)
whose derivation is given in Appendix.C 3 d. After integra-
tion over k and r, the winding number satisfies the same re-
lation, W(U+ε=0(k, r)) = W(U
+
ε=0(k, r))(−1)−(δ−1)/2. It follows
that when δ ≡ d − D = 4n + 1, the winding number can be
nonzero; when δ ≡ d−D = 4n+ 3, the winding number is au-
tomatically zero, indicating the absence of integer topological
classifications in these dimensions.
For ε = pi, Eq.(27) and Eq.(47) lead to T−1Uε=pi(k, r, τ2 )T =
U∗ε=pi(−k, r, τ2 ), which implies
U+ε=pi(k, r) = σyU
+∗
ε=pi(−k, r)σy, (155)
and
(U+ε=pi(k, r))
−1 = σy(U+∗ε=pi(−k, r))−1σy. (156)
According to the calculations provided in Appendix C 3 d, we
can see that
w(U+ε=pi)(k, r) = w(U
+
ε=pi)(−k, r)(−1)−(δ−1)/2. (157)
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It follows that the winding number can be nonzero only when
δ ≡ d − D = 4n + 1, indicating integer topological clas-
sifications in these spatial dimensions. A concrete lattice
model of a point defect in a two-dimensional system, namely,
(d,D) = (2, 1) and δ = 1, will be put forward in Sec. IX C,
for which both the topological invariant and the topological
modes are numerically found. The topological invariant accu-
rately counts the number of topological modes.
5. Even-integer (2Z) topological invariants
In Sec. VI A 4, we have shown that the winding numbers
of nonchiral classes have to be even integers when δ − s = 4
(mod 8), or equivalently, d − D − s = 4 (mod 8). In this
section, we will show that the same conclusion is also true
for the chiral classes, CI, DIII, BDI, and CII, namely, when
d − D − s = 4 (mod 8), the winding numbers of chiral classes
must take even integer values, though the definitions of wind-
ing numbers take different forms compared to the nonchiral
classes (A prominent difference is that the winding numbers
of nonchiral classes contain an integration over t, while the
chiral classes do not).
The argument leading to this result for the nonchiral
classes, which have been outlined in Section VI A 4, can be
transferred to the present section for the chiral classes, if a
counterpart of Eq.(45) can be obtained.
Let us fix ε = 0 and ε′ = pi for this section. Let Pε=0,ε′=pi
be the projection operator for the Floquet bands in [0, pi] (Ac-
cordingly, 1−Pε=0,ε′=pi is the projection operator of the Floquet
bands in [−pi, 0]). It is readily found that
U−1ε=0(k, r,
τ
2
)Uε′=pi(k, r,
τ
2
) = exp[i(Heffε′=pi − Heffε=0)
τ
2
]
= exp(ipiPε=0,ε′=pi)
= 1 − 2Pε=0,ε′=pi
≡ Qε=0,ε′=pi.
(158)
The projection operator satisfies S −1Pε=0,ε′=piS = 1−Pε=0,ε′=pi,
which can be readily verified by Eq.(25) or by taking t = τ
in Eq.(22) (and remember that U(k, r,−τ) = U−1(k, r, τ)).
Equivalently, we have S −1Qε=0,ε′=piS = −Qε=0,ε′=pi. In the chi-
ral basis, the chiral matrix is S = τz, therefore, Q0,pi must take
the form of
Q0,pi =
 q0,piq†0,pi
 . (159)
On the other hand, under the chiral basis, Eq.(53) and Eq.(54)
tell us that U−1ε=0Uε′=pi can be written as
U−1ε=0(k, r,
τ
2
)Uε′=pi(k, r,
τ
2
) =
 (U−ε=0)−1U−ε′=pi
(U+ε=0)
−1U+ε′=pi
 ,
(160)
which means that q†ε=0,ε′=pi = (U
+
ε=0)
−1U+ε′=pi. Due to the addi-
tive property of the winding number, we have
W(U+ε′=pi) −W(U+ε=0) = W((U+ε=0)−1U+ε′=pi) = W(q†ε=0,ε′=pi).
(161)
Eq.(161) is the chiral-class counterpart of Eq.(45), which we
have used to argue that the winding numbers take even integer
values for the nonchiral classes when d − D − s = 4 (mod 8).
From the knowledge of static Hamiltonian7,12,13,29, we
know that W(q†ε=0,ε′=pi) must be an even integer when d − D −
s = 4 (mod 8). The rest of the argument will be the same
as Section VI A 4, which we do not need to repeat here. The
conclusion is that, when d − D − s = 4 (mod 8), the winding
numbers must be even integers for the chiral classes.
A more rigorous proof of the fact that the topological in-
variants take even-integer values for d − D − s = 4 (mod 8) is
given in Appendix D.
6. Z2 topological invariants of Wess-Zumino-Witten form for the
symmetry classes DIII and CI
For the symmetry classes DIII and CI, there are integer
topological invariants for δ ≡ d − D = 4n + 3 (n is an in-
teger). Following similar approach as the nonchiral classes,
we can define Z2 topological invariants for δ = 4n + 2 and
δ = 4n + 1. Just like the nonchiral classes (see the discussion
in Section VI A 5), these definitions will be meaningless if the
integer winding number taken as the starting point is always
even-integer valued. To define Z2 topological invariants for
δ = 4n + 2 and δ = 4n + 1, we must have (4n + 3) − s , 4
(mod 8) (see the previous section on even-integer topological
invariants). Therefore, for the class DIII with s = 3, n must be
an even integer; for the class CI with s = 7, n must be an odd
integer.
Let us work on the δ = 4n + 2 case first. We will follow
the same scheme as in Section VI A 5, namely, we would like
to establish a topological equivalence/nonequivalence relation
between the time evolution operators of two systems, denoted
as Ua(k, r, t) and Ub(k, r, t), based on the parity (even/odd)
of winding number defined on a higher-dimensional pa-
rameter space. We first find an interpolation U(k, r, t, λ)
(λ ∈ [−pi, pi]) between Ua(k, r, t) and Ub(k, r, t), such that
U(k, r, t, 0) = Ua(k, r, t), U(k, r, t, pi) = U(k, r, t,−pi) =
Ub(k, r, t). The interpolation is required to satisfy the PHS
constraint C−1U(k, r, t, λ)C = U∗(−k, r, t,−λ), or expressed
in terms of the periodized time evolution operator,
C−1Uε(k, r, t, λ)C = U∗−ε(−k, r, t,−λ) exp(i
2pit
τ
). (162)
This equation is consistent with the particle-hole symmetry
at λ = 0 and pi [Eq.(26)], as it should be. Meanwhile, the
interpolation is also required to satisfy the TRS constraint
T−1U(k, r, t, λ)T = U∗(−k, r,−t,−λ), or
T−1Uε(k, r, t, λ)T = U∗ε(−k, r,−t,−λ), (163)
which is consistent with Eq.(27). Given these two constraints,
a CS constraint is automatically satisfied because the prod-
uct of TRS and PHS necessarily gives rise to a CS. In fact,
it follows from the PHS and TRS that S −1U(k, r, t, λ)S =
U(k, r,−t, λ), with S = TC−1. An interpolation with the sym-
metries given in Eq.(162) and Eq.(163) can be obtained by
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first finding an interpolation for λ ∈ [0, pi], and then taking
the interpolation for λ ∈ [−pi, 0] as the mirror interpolation
of [0, pi]. In other words, for λ ∈ [−pi, 0], we simply take
the T -mirror U(k, r, t, λ) = [T−1U(−k, r,−t,−λ)T ]∗, or the
C-mirror U(k, r, t, λ) = [C−1U(−k, r, t,−λ)C]∗, as the defini-
tion of the interpolation. Thanks to the chiral symmetry with
S = TC−1, taking the T -mirror interpolation and taking the
C-mirror one lead to the same result.
At the particular time t = τ/2, we have
T−1Uε(k, r,
τ
2
, λ)T = U∗ε(−k, r,−
τ
2
,−λ) = U∗ε(−k, r,
τ
2
,−λ).
(164)
We also have
U∗ε=0(k, r,
τ
2
, λ) = −C−1Uε=0(−k, r, τ2 ,−λ)C (165)
and
U∗ε=pi(k, r,
τ
2
, λ) = C−1Uε=pi(−k, r, τ2 ,−λ)C, (166)
which are consistent with Eq.(69) and Eq.(72).
It follows that, under the chiral basis used in Section VI B 1,
the interpolation used for the class CI satisfies
U+ε=0(k, r,
τ
2
, λ) = U−∗ε=0(−k, r,
τ
2
,−λ),
U+ε=pi(k, r,
τ
2
, λ) = U−∗ε=pi(−k, r,
τ
2
,−λ);
(167)
similarly, again in the chiral basis (used in Section VI B 2), the
interpolation used for the class DIII satisfies
U+ε=0(k, r,
τ
2
, λ) = −U−∗ε=0(−k, r,
τ
2
,−λ),
U+ε=pi(k, r,
τ
2
, λ) = U−∗ε=pi(−k, r,
τ
2
,−λ).
(168)
Given the interpolation Uε(k, r, t, λ) defined on the
(k, r, t, λ) parameter space, we can define a winding number
W(U+ε (k, r,
τ
2
, λ)) = Kd+D+1
∫
T d+1×S D
ddkdDrdλ
× Tr[α1α2···αd+D+1 ((U+ε )−1∂α1U+ε ) · · · ((U+ε )−1∂αd+D+1U+ε )]
(169)
for ε = 0 or ε = pi, where the coefficient Kd+D+1 reads
Kd+D+1 =
(−1) d+D2 ( d+D2 )!
(d+D+1)!
(
i
2pi
) d+D
2 +1.
Just like in Section VI A 5, we have to show that any two
different interpolations lead to the same winding number mod-
ulo 2. Suppose that we have two interpolations Uε(k, r, t, λ)
and U′ε(k, r, t, λ). We need to show that, for ε = 0 or ε = pi,
the difference between the two winding numbers satisfies
W(U+ε (k, r,
τ
2
, λ)) −W(U′+ε (k, r,
τ
2
, λ)) = 0 (mod 2).(170)
Let us study class DIII first. We will follow the same ap-
proach as Section VI A 5. Let us define two new interpolations
(Fig.3 in Section VI A 5 is still a useful pictorial illustration
for the present problem):
U Iε(k, r, t, λ) =
{
Uε(k, r, t, λ), −pi < λ < 0,
U′ε(k, r, t,−λ), 0 < λ < pi,
(171)
and
U IIε (k, r, t, λ) =
{
U′ε(k, r, t,−λ), −pi < λ < 0,
Uε(k, r, t, λ), 0 < λ < pi.
(172)
As obvious consequences, we have
U I±ε (k, r,
τ
2
, λ) =

U±ε (k, r,
τ
2
, λ), −pi < λ < 0,
U′±ε (k, r,
τ
2
,−λ), 0 < λ < pi,
(173)
and
U II±ε (k, r,
τ
2
, λ) =

U′±ε (k, r,
τ
2
,−λ), −pi < λ < 0,
U±ε (k, r,
τ
2
, λ), 0 < λ < pi.
(174)
It can be readily seen that
U I+ε=0(k, r,
τ
2
, λ) = −U II−∗ε=0 (−k, r,
τ
2
,−λ), (175)
and
U I+ε=pi(k, r,
τ
2
, λ) = U II−∗ε=pi (−k, r,
τ
2
,−λ). (176)
Taking Fig.3 as a pictorial illustration, it is not difficult to
see that
W(U+ε ) −W(U′+ε ) = W(U I+ε ) + W(U II+ε ). (177)
Now the two terms at the right-hand side, W(U I+ε ) and
W(U II+ε ), are not independent. In fact, for δ = 4n + 2, we
have (this calculation resembles that of Appendix C 3 b):
W(U I+ε (k, r,
τ
2
, λ)) =
∫
T d+1×S D
ddkdDrdλw(U I+ε )(k, r,
τ
2
, λ)
=
∫
ddkdDrdλw∗(U II−ε )(−k, r,
τ
2
,−λ)(−1)(d+D)/2+1(−1)d+1
= W(U II−ε (k, r,
τ
2
, λ))(−1)2d+2−δ/2
= W(U II+ε (k, r,
τ
2
, λ))(−1)2d+3−δ/2
= W(U II+ε (k, r,
τ
2
, λ)),
(178)
where Eq.(175) [or Eq.(176)], Eq.(59), and the reality of
winding number density (w∗ = w), have been used. Needless
to mention that ε = 0 or pi in Eq.(178).
Now we can see that
W(U+ε ) −W(U
′+
ε ) = W(U
I+
ε ) + W(U
II+
ε ) = 2W(U
I+
ε ),(179)
which is always an even integer. This fact essentially estab-
lishes the Z2 classification, as has been discussed in VI A 5.
When W(U+ε (k, r, τ2 , λ)) = 0 or 1 (mod 2), U
a
ε (k, r, t) and
Ubε (k, r, t) are regarded as in the same or different Z2 topo-
logical class. In particular, when Ubε (k, r, t) is taken to be a
fixed topologically trivial evolution operator and Uaε (k, r, t) =
Uε(k, r, t), W(U+ε (k, r, τ2 , λ)) defines a Z2 topological invariant
for Uε(k, r, t). It can also be written as
ν(U+ε (k, r, t)) = (−1)W(U
+
ε (k,r,τ/2,λ)) = ±1. (180)
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The case of class CI is almost the same as class DIII, which
we will not repeat here.
When δ = 4n + 1, we have similar construction of Z2 topo-
logical invariant. Again, let us study the class DIII for con-
creteness (the class CI is similar). For δ = 4n + 1, we need
two WZW extension parameters λ and µ, both of which take
values in [−pi, pi]. We define an extension of Uε(k, r, t) to
Uε(k, r, t, λ, µ), which satisfies Uε(k, r, t, 0, 0) = Uε(k, r, t).
In addition, Uε(k, r, t,±pi, µ) and Uε(k, r, t, λ,±pi) are trivial
time evolution operators. As an extension of the PHS relation
Eq.(26) and the TRS relation Eq.(27), we require that
C−1Uε(k, r, t, λ, µ)C = U∗−ε(−k, r, t,−λ,−µ) exp(i
2pit
τ
),
(181)
and that
T−1Uε(k, r, t, λ, µ)T = U∗ε(−k, r,−t,−λ,−µ). (182)
Apply these symmetry constraints to the half-period t = τ/2,
we have
T−1Uε(k, r,
τ
2
, λ, µ)T = U∗ε(−k, r,−
τ
2
,−λ,−µ)
= U∗ε(−k, r,
τ
2
,−λ,−µ),
(183)
which is valid for both ε = 0 and ε = pi. About the PHS, we
have
U∗ε=0(k, r,
τ
2
, λ, µ) = −C−1Uε=0(−k, r, τ2 ,−λ,−µ)C (184)
for ε = 0, and
U∗ε=pi(k, r,
τ
2
, λ, µ) = C−1Uε=pi(−k, r, τ2 ,−λ,−µ)C (185)
for ε = pi, which is consistent with Eq.(69) and Eq.(72), re-
spectively.
Now we can define a winding number on the (d + D + 2)-
dimensional (k, r, λ, µ) parameter space:
W(U+ε (k, r,
τ
2
, λ, µ)) = Kd+D+2
∫
T d+2×S D
ddkdDrdλdµ
× Tr[α1α2···αd+D+2 ((U+ε )−1∂α1U+ε ) · · · ((U+ε )−1∂αd+D+2U+ε )],
(186)
where ε = 0 or pi, and the coefficient is Kd+D+2 =
(−1) d+D+12 ( d+D+12 )!
(d+D+2)!
(
i
2pi
) d+D+1
2 +1.
By similar derivation as in the case of δ = 4n+ 2, the parity
(even/odd) of the winding number depends only on Uε(k, r, t),
therefore, it serves as a Z2 topological invariant. It can also be
written as
ν(U+ε (k, r, t)) = (−1)W(U
+
ε (k,r,τ/2,λ,µ)) = ±1. (187)
7. Z2 topological invariants of Wess-Zumino-Witten form for the
symmetry classes BDI and CII
Now we study the Z2 topological invariants of class BDI
and class CII. When δ ≡ d−D = 4n+ 1, one can define an in-
teger topological invariant, therefore, Z2 topological invariant
can be defined for δ = 4n and δ = 4n − 1, provided that the
integer topological invariant is Z (not 2Z). For the class BDI,
Z topological invariants occur at δ = 4n+ 1 when n is an even
integer; for the class CII, they occur when n is an odd integer.
These choices of n will be assumed in the following study.
Let us work on the δ = 4n case first. Parallel to the
argument in Section VI B 6, we would like to establish a
topological equivalence/nonequivalence relation between the
time evolution operators of two Floquet systems, denoted as
Ua(k, r, t) and Ub(k, r, t), based on the parity (even/odd) of
winding number, which is defined not on the (k, r) space,
but on a higher-dimensional parameter space, in accordance
with the picture of Wess-Zumino-Witten term. We first find
an interpolation Uε(k, r, t, λ) (λ ∈ [−pi, pi]) between Uaε (k, r, t)
and Ubε (k, r, t), in other words, Uε(k, r, t, 0) = Uaε (k, r, t),
Uε(k, r, t, pi) = Uε(k, r, t,−pi) = Ubε (k, r, t). The interpolation
is required to satisfy the symmetry constraints
C−1Uε(k, r, t, λ)C = U∗−ε(−k, r, t,−λ) exp(i
2pit
τ
), (188)
and
T−1Uε(k, r, t, λ)T = U∗ε(−k, r,−t,−λ), (189)
whose forms resemble Eq.(26) and Eq.(27). For the half pe-
riod t = τ/2, we can readily see that
T−1Uε(k, r,
τ
2
, λ)T = U∗ε(−k, r,−
τ
2
,−λ) = U∗ε(−k, r,
τ
2
,−λ),
(190)
which is valid for both ε = 0 or pi, and that
U∗ε=0(k, r,
τ
2
, λ) = −C−1Uε=0(−k, r, τ2 ,−λ)C, (191)
and also that
U∗ε=pi(k, r,
τ
2
, λ) = C−1Uε=pi(−k, r, τ2 ,−λ)C, (192)
which are consistent with Eq.(69) and Eq.(72). As the product
of PHS and TRS, a chiral symmetry is also satisfied. For the
class BDI, under the chiral basis (see Section VI B 3) we have
U+ε=0(k, r,
τ
2
, λ) = U+∗ε=0(−k, r,
τ
2
,−λ),
U+ε=pi(k, r,
τ
2
, λ) = U+∗ε=pi(−k, r,
τ
2
,−λ).
(193)
Similarly, for the class CII, under the chiral basis (see Section
VI B 4) we have
U+ε=0(k, r,
τ
2
, λ) = σyU+∗ε=0(−k, r,
τ
2
,−λ)σy,
U+ε=pi(k, r,
τ
2
, λ) = σyU+∗ε=pi(−k, r,
τ
2
,−λ)σy.
(194)
This symmetry constraints will be useful shortly.
We can define a winding number on the (d + D + 1)-
dimensional (k, r, λ) parameter space:
W(U+ε (k, r,
τ
2
, λ)) = Kd+D+1
∫
T d+1×S D
ddkdDrdλ
× Tr[α1α2···αd+D+1 ((U+ε )−1∂α1U+ε ) · · · ((U+ε )−1∂αd+D+1U+ε )],
(195)
22
where the coefficient is Kd+D+1 =
(−1) d+D2 ( d+D2 )!
(d+D+1)!
(
i
2pi
) d+D
2 +1.
Parallel to the previous section, before we are able to define
a Z2 topological invariant, we need to prove that
W(U+ε (k, r, τ/2, λ)) −W(U′+ε (k, r, τ/2, λ)) = 0 (mod 2), (196)
for any two pairs of interpolations of Uaε (k, r, t) and Ubε (k, r, t),
denoted as U+ε (k, r, τ/2, λ) and U′+ε (k, r, τ/2, λ).
Let us focus on the class CII first. We define two new in-
terpolations from Uε(k, r, τ/2, λ) and U′ε(k, r, τ/2, λ), which
are their reorganizations (we may still take Fig.3 as a pictorial
illustration):
U Iε(k, r, t, λ) =
{
Uε(k, r, t, λ), −pi < λ < 0,
U′ε(k, r, t,−λ), 0 < λ < pi,
(197)
and
U IIε (k, r, t, λ) =
{
U′ε(k, r, t,−λ), −pi < λ < 0,
Uε(k, r, t, λ), 0 < λ < pi.
(198)
It follows as apparent results that
U I+ε (k, r,
τ
2
, λ) =

U+ε (k, r,
τ
2
, λ), −pi < λ < 0,
U′+ε (k, r,
τ
2
,−λ), 0 < λ < pi.
(199)
and
U II+ε (k, r,
τ
2
, λ) =

U′+ε (k, r,
τ
2
,−λ), −pi < λ < 0,
U+ε (k, r,
τ
2
, λ), 0 < λ < pi.
(200)
Given these inputs, it is clear that
U I+ε (k, r,
τ
2
, λ) = σyU II+∗ε (−k, r,
τ
2
,−λ)σy. (201)
As has been illustrated by Fig.3, which is also useful in the
present problem, one can readily see that
W(U+ε ) −W(U′+ε ) = W(U I+ε ) + W(U II+ε ). (202)
When δ = 4n, we have (the calculation in Appendix C 3 d is a
useful reference here):
W(U I+ε (k, r,
τ
2
, λ)) =
∫
T d+1×S D
ddkdDrdλw(U I+ε )(k, r,
τ
2
, λ)
=
∫
ddkdDrdλw∗(σyU II+ε σy)(−k, r,
τ
2
,−λ)(−1)(d+D)/2+1(−1)d+1
=
∫
ddkdDrdλw∗(U II+ε )(−k, r,
τ
2
,−λ)(−1)2d+2−δ/2
= W(U II+ε (k, r,
τ
2
, λ))(−1)2d+2−δ/2
= W(U II+ε (k, r,
τ
2
, λ)),
(203)
in which ε = 0 or pi. In this calculation, Eq.(201) and the
reality of winding number have been used. Therefore, we have
W(U+ε ) −W(U′+ε ) = W(U I+ε ) + W(U II+ε ) = 2W(U I+ε ),(204)
which is exactly what we need to formulate the Z2 topo-
logical invariants. Now W(U+ε (k, r, τ/2, λ)) (mod 2) can
be taken as a Z2 topological invariant to determine the
relative triviality/nontriviality of Uaε (k, r, t) and Ubε (k, r, t).
When W(U+ε (k, r, τ/2, λ)) = 0 or 1 (mod 2), Uaε (k, r, t) and
Ubε (k, r, t) are relatively trivial or nontrivial. If one of them
(say Ubε (k, r, t)) is fixed as a trivial time evolution operator,
then W(U+ε (k, r, τ/2, λ)) (mod 2) is a Z2 topological invari-
ant for the other one (Uaε (k, r, t) ≡ Uε(k, r, t)). Written in an
equivalent way, it is
ν(U+ε (k, r, t)) = (−1)W(U
+
ε (k,r,τ/2,λ)) = ±1. (205)
For class BDI, the formulation is the same as class CII,
which we will not repeat here.
Now we move on to δ = 4n − 1, the formulation will
be parallel to Sec.VI B 6. We define a two-parameter exten-
sion Uε(k, r, t, λ, µ) of the original time evolution operator
Uε(k, r, t) (with λ, µ ∈ [−pi, pi]). It satisfies Uε(k, r, t, 0, 0) =
Uε(k, r, t), moreover, Uε(k, r, t,±pi, µ) and Uε(k, r, t, λ,±pi)
are trivial time evolution operators. As an extension of the
PHS relation Eq.(26) and the TRS relation Eq.(27), we require
that
C−1Uε(k, r, t, λ, µ)C = U∗−ε(−k, r, t,−λ,−µ) exp(i
2pit
τ
),
(206)
and
T−1Uε(k, r, t, λ, µ)T = U∗ε(−k, r,−t,−λ,−µ). (207)
For the half period t = τ/2, the TRS relation becomes
T−1Uε(k, r,
τ
2
, λ, µ)T = U∗ε(−k, r,−
τ
2
,−λ,−µ)
= U∗ε(−k, r,
τ
2
,−λ,−µ),
(208)
for ε = 0 or pi. The PHS becomes, for ε = 0,
U∗ε=0(k, r,
τ
2
, λ, µ) = −C−1Uε=0(−k, r, τ2 ,−λ,−µ)C;(209)
and for ε = pi,
U∗ε=pi(k, r,
τ
2
, λ, µ) = C−1Uε=pi(−k, r, τ2 ,−λ,−µ)C. (210)
We can define a winding number on the (d + D + 2)-
dimensional (k, r, λ, µ) parameter space:
W(U+ε (k, r,
τ
2
, λ, µ)) = Kd+D+2
∫
T d+2×S D
ddkdDrdλdµ
× Tr[α1α2···αd+D+2 ((U+ε )−1∂α1U+ε ) · · · ((U+ε )−1∂αd+D+2U+ε )],
(211)
where the coefficient is Kd+D+2 =
(−1) d+D+12 ( d+D+12 )!
(d+D+2)!
(
i
2pi
) d+D+1
2 +1.
Taking advantage of the symmetry constraints discussed
above, we can show that the parity (even/odd) of this wind-
ing number depends only on Uε(k, r, t), not on the specific
interpolation used. Therefore, it yields a Z2 invariant for
Uε(k, r, t). The Z2 topological invariant can be written as
ν(U+ε (k, r, t)) = (−1)W(U
+
ε (k,r,τ/2,λ,µ)) = ±1. (212)
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VII. FREQUENCY-DOMAIN NUMERICAL ALGORITHM
OF TOPOLOGICAL INVARIANTS
The above topological invariants expressed in terms of the
time evolution operator can be calculated numerically, and
this straightforward approach will be taken to study a few Flo-
quet systems (see Sec. IX). However, sometimes the compu-
tational load becomes high. In this section, we will describe
a different numerical algorithm, which is based on the trun-
cated frequency-domain Hamiltonian. This approach circum-
vent the integration over t, though at the price of dealing with
matrices of high ranks. We first introduce this scheme for the
class A72, and then discuss the generalization to the cases with
symmetries.
In Appendix E, the standard frequency-domain Floquet
Hamiltonian is reviewed. It reads
H =

· · ·
H0 + ω H1 H2
H−1 H0 H1
H−2 H−1 H0 − ω
· · ·

, (213)
in which Hm’s are the Fourier components of H(t). In prac-
tice, H is truncated to M2 blocks, and the eigenvalues are
located approximately in the interval [−Mω/2,Mω/2] (M is
a large integer). For sufficiently large M, the topological de-
fects modes can be faithfully obtained from the truncated H ,
which takes the mathematical form of a static Hamiltonian.
Therefore, according to the bulk-defect correspondence, the
truncatedH(k, r) should be able to produce meaningful topo-
logical invariants of the defect. For class A, we can add up
the Chern numbers of all the bands (of the truncated H) be-
low certain energy 0, which is denoted as C(d+D)/2(P<0 ) in
the notation of Appendix E, as the topological invariant of the
gap 0. This algorithm has been adopted in Ref.72 for two-
dimensional Floquet insulators. It is not a trivial problem to
prove by brute force that this “truncated Chern number” coin-
cides with the winding number defined in Eq.(29), neverthe-
less, there are a few justifications. In particular, if we take two
quasienergy gaps 0 and 1 (0 ≤ 0 < 1 < ω), then it is ap-
parent that C(d+D)/2(P<1 )−C(d+D)/2(P<0 ) = C(d+D)/2(P0,1 ),
namely, the difference between the two truncated Chern num-
bers is the Chern number of the bands within [0, 1]. In Ap-
pendix E, it is proved that C(d+D)/2(P0,1 ) is equal to the band
Chern number calculated from Heff (see Eq.(E14)), namely
C(d+D)/2(Pε,ε′ ). Since the winding number satisfies the same
relation (see Eq.(45)), it is consistent to take C(d+D)/2(P<0 )
as being equal to the winding number.
For other symmetry classes, we have to study the symme-
tries of H before talking about possible H-based topological
invariants. We can readily check that the TRS requires that
T−1Hm(k, r)T = H∗m(−k, r), (214)
which leads to
T −1H(k, r)T = H∗(−k, r), (215)
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FIG. 4. The quasienergy dispersions of a ribbon of Floquet topo-
logical insulator along the x direction. The width of ribbon is 60 unit
cells. The blue and red lines (each consists of two almost degener-
ate lines) are the helical modes along the two edges. The parameters
used are t = 1.0,m0 = −5.5,md = 4.0, B = 0.5, t′ = 0.2 and ω = 14.0
(see Eq.(220)).
where
T =

· · ·
T
T
T
· · ·

. (216)
Similarly, we have
C−1H(k, r)C = −H∗(−k, r), (217)
and
S−1H(k, r)S = −H(k, r), (218)
however, unlike the frequency-domain TRS matrix T , the
frequency-domain PHS and CS matrices C and S do not take
the block-diagonal form, instead, they read
C =

· · ·
C
C
C
· · ·

, S =

· · ·
S
S
S
· · ·

.(219)
These symmetry equations show that the symmetry operations
are quite simple onH : They take similar form as in the cases
of static Hamiltonian. Thus, given a gap 0, the familiar static
topological invariants can be defined for the truncated “static
Hamiltonian” H(k, r), and these topological numbers are ef-
fective provided that M is sufficiently large. In practice, being
“sufficiently large” means that M  E0/ω, where E0 is a typ-
ical energy of the time-dependent Hamiltonian.
In this H-based algorithm, the integration over t involved
in the topological invariants of nonchiral classes is circum-
vented, which is an advantage. In addition, it is not necessary
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to calculate Heff in this approach. On the other hand, the rank
of the truncated H has to be large, especially for small fre-
quencies, which is a shortcoming.
As an application of this truncatedH algorithm, let us con-
sider the following toy model of a two-dimensional Floquet
system in class AII (d = 2,D = 0), namely a Floquet topolog-
ical insulator31. The Bloch Hamiltonian is given as
H(k, t) = 2t(sin kxσxsz + sin kyσy) + 2t′(sin kx + sin ky)σxsx
+[m(t) − 2B(cos kx + cos ky)]σz, (220)
where m(t) = m0 + md cos(ωt). This Bloch Hamiltonian is
time-reversal-symmetric with T = isy. If we take md = t′ = 0,
the model is just the Bernevig-Hughes-Zhang model of two-
dimensional topological insulators (“quantum spin Hall insu-
lators”) in the HgTe quantum well126. With the periodic driv-
ing included, the model is essentially a prototype model of
Floquet topological insulator31. We have deliberately added
the t′ term so that the Bloch Hamiltonian cannot be decou-
pled as two (sz = ±1) blocks, otherwise the Z2 topological
invariant is merely the parity of the winding number72 of each
block. This model has the inversion symmetry σzH(k, t)σz =
H(−k, t). From the time-dependent Bloch Hamiltonian, we
can obtain the Floquet Hamiltonian H(k). Due to the sym-
metry of Eq.(215), we can use the Z2 Pfaffian topological in-
variant of Fu and Kane127. Taking advantage of the inversion
symmetry, the Z2 topological invariant reduces to the prod-
uct of parity eigenvalues at the four time-reversal-invariant
momenta128. For instance, let us take the parameters to be
t = 1.0,m0 = −5.5,md = 4.0, B = 0.5, t′ = 0.2 and ω = 14.0.
The values of Z2 topological invariant are found to be ν=0 = 1
and ν=ω/2 = −1, which are obtained as the product of par-
ity eigenvalues of the eigenvectors of H(k) with eigenvalues
below 0 or ω/2, at the four time-reversal-invariant momenta
(0, 0), (0, pi), (pi, 0), (pi, pi). The values of topological invariant
are consistent with the quasienergy dispersions of a ribbon
system, which are shown in Fig.4 (only the dispersions near
ω/2 are shown; there is no edge mode at  = 0).
VIII. LINE DEFECTS
Experimentally, the most relevant topological defects are
low-dimensional ones: line defects and point defects. In this
section, we will focus on line defects, which have ddef = 1,
and δ = d − D = ddef + 1 = 2. Point defects will be left
to the next section. According to our formulations of topo-
logical invariants, line defects in class A, class D, class DIII,
class AII, and class C can have topologically protected Flo-
quet modes. In this section we study a number of important
examples. In the numerical calculations of quasienergy spec-
tra, we will use the quasienergy  instead of the dimensionless
quasienergy ε ≡ τ, which has been used extensively above.
As has been mentioned, the dimensionless quasienergy ε has
periodicity 2pi, while the quasienergy  has periodicity ω or
2pi/τ.
A. Class A: Floquet chiral modes along a line defect
First, we recall that static line defects in the class A have
been studied in several contexts. The number of chiral modes
along the line defect is equal to the second Chern number
of the occupied bands, defined in the (kx, ky, kz, θ) parameter
space29,122,129, where θ is the angular coordinate in the cylin-
drical coordinate systems (the z-axis is taken to be coincident
with the line defect). These chiral modes have deep field-
theoretical origin in the continuum field theory130,131. It has
been pointed out that the dislocations in the charge density
wave in Weyl semimetals carry chiral modes132–136, which
brings this conception closer to potential experimental real-
ization. The photonic analog has also been proposed129.
In this section we study Floquet chiral modes along driven
line defects in 3-dimensional space. To be concrete, let us first
study a lattice model, which is constructed as follows. Before
discussing topological defects, let us consider a 4-band Bloch
Hamiltonian parameterized by λ for a homogeneous crystal:
H(k, t) = 2t1(sin kxσx + sin kyσy + sin kzσz)τz + 2t1 sin λσ0τy
+ [m(t) − 2t2(cos kx + cos ky + cos kz + cos λ)]σ0τx,(221)
where σi’s and τi’s (i = x, y, z) are Pauli matrices (σ0 = τ0 ≡
I), and
m(t) = m0 + md cosωt (222)
provides a periodic driving. The hopping parameters t1,2
will be fixed as t1 = 1.0, t2 = 0.5. When λ = 0
or pi, this Bloch Hamiltonian has time-reversal symmetry
T−1H(k, t)T = H∗(−k,−t), with T = σy. In certain parameter
regimes, it is a lattice model of 3d Floquet topological insu-
lators. Apparently, λ , 0, pi entails time-reversal-symmetry
breaking.
Now let us discuss the line defect [Fig.1d]. Suppose that the
line defect is parallel to the z axis, with an x-y plane coordinate
(x0, y0). We can use the cylindrical coordinates, in which the
angular coordinate θ = arctan[(y − y0)/(x − x0)]. As has been
explained in Sec. II, in the regions sufficiently far away from
the line defect, translational symmetry is restored and one can
talk about the Bloch Hamiltonian H(k, θ, t), which is a smooth
function of θ. A simplest construction of H(k, θ, t) is to take
λ = nθ (223)
in Eq.(221), where n is an arbitrary integer. We shall focus on
the n = 1 case for simplicity. Sufficiently far away from the
line defect, the Bloch Hamiltonian reads
H(k, θ, t) = 2t1(sin kxσx + sin kyσy + sin kzσz)τz + 2t1 sin θ σ0τy
+ [m(t) − 2t2(cos kx + cos ky + cos kz + cos θ)]σ0τx.(224)
If the driving term md cosωtσ0τx is removed from the Hamil-
tonian, static line defects with chiral modes29,133 can be con-
structed in certain regimes of (t1, t2,m0), provided that the
second Chern number in the (kx, ky, kz, θ) parameter space is
nonzero. In this work we are more interested in the effects of
nonzero md, which is responsible for the Floquet chiral modes.
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FIG. 5. Quasienergy dispersions and chiral mode profiles [case (i) in the text]. The parameters used here are t1 = 1.0, t2 = 0.5, m0 = −3.5,
ω = 14.0, md = 4.0, and Lx × Ly × Lz = 18 × 18 × ∞. The Floquet Hamiltonian truncation is M = 5 in the numerical calculations (namely,
52 = 25 blocks). (a): Quasienergy dispersion close to  = ω/2. (b): Chiral mode profiles at the quasienergy marked by the blue circle in (a).
(c): Chiral mode profile at the energy marked by the green circle in (a). The momentum for the blue and green circles in (a) is kz = 0.1pi. (d):
Quasienergy dispersion close to  = 0. (e): Chiral mode profile at the energy marked by the blue circle in (d). (f): Chiral mode profile at the
energy marked by the green circle in (d). The momentum for the blue and green circles in (d) is kz = 0.9pi.
The real-space Hamiltonian of this line defect is (being real-
space only in the x, y directions, while the good quantum num-
ber kz remains):
Hˆ(kz, t) =
∑
x,y,kz
{
[−it1(c†x,y;kzσxτzcx+1,y;kz + c
†
x,y;kz
σyτzcx,y+1;kz ) + h.c.]
+2t1 sin kzc
†
x,y;kz
σzτzcx,y;kz + 2t1 sin θx,yc
†
x,y;kz
σ0τycx,y;kz
−(t2c†x,y;kzσ0τxcx+1,y;kz + t2c
†
x,y;kz
σ0τxcx,y+1;kz + h.c.)
+[m(t) − 2t2(cos kz + cos θx,y)]cx,y;kzσ0τxcx,y;kz
}
, (225)
in which (x, y) are integer-valued lattice coordinates (la-
belling the unit cell), and c, c† stand for particle annihila-
tion/creation operators. As has been defined above, the polar
angle θx,y = arctan[(y − y0)/(x − x0)]. For sufficiently large√
(x − x0)2 + (y − y0)2, the polar angle θx,y can be regarded as
a constant locally (denoted as θ), and the Fourier transforma-
tion of Eq.(225) is just Eq.(224). The real-space Hamiltonian
will be useful in the numerical calculations of quasienergies
and wave functions. We also mention that modifying this
real-space Hamiltonian in the vicinity of line defect core does
not change the robust topological properties of the line defect
(e.g., the number of chiral modes).
In the numerical calculations of quasienergy spectrum, we
use the frequency-domain (repeated zone) formulation, which
is now a standard method in Floquet theory (for example, see
Ref.72). This method is quite simple to practice. With the
current model in mind, we briefly introduce this formulation
as follows. Let us start from the time-dependent Schro¨dinger
equation,
i∂t |ψ(kz, t)〉 = H(kz, t)|ψ(kz, t)〉, (226)
in which we have kept the (x, y) coordinates implicit. The
rank of H(kz, t) is proportional to the size of the system in the
(x, y) plane, i.e., Lx × Ly. In the presence of time periodicity
of H(kz, t), the Floquet theory tells us that the time-dependent
solutions of the Schro¨dinger equation can be expressed as
|ψn(kz, t)〉 = exp[−in(kz)t]|φn(kz, t)〉, (227)
where |φn〉 satisfies |φ(t+τ)〉 = |φ(t)〉. The periodicity of |φn(t)〉
enables the Fourier expansion:
|φn(kz, t)〉 =
∑
m
eimωt |φ(m)n (kz, t)〉. (228)
As a result, the time-dependent Schro¨dinger equation is equiv-
alent to ∑
m′
Hmm′ (kz)|φ(m′)n (kz)〉 = n(kz)|φ(m)n (kz)〉, (229)
where Hmm′ (kz) = mωδmm′I + Hm−m′ (kz), in which Hm(kz)’s
are the Fourier transformation of H(kz, t):
Hm(kz) =
1
τ
∫ τ
0
dtH(kz, t)e−imωt. (230)
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FIG. 6. Quasienergy dispersions and the wavefunction profiles of
the Floquet chiral modes [case (ii) in the text]. The parameters used
here are t1 = 1.0, t2 = 0.5, m0 = −4.5, ω = 16.0, md = 4.0, Lx × Ly ×
Lz = 18 × 18 × ∞. The Floquet Hamiltonian truncation is M = 5.
(a): Quasienergy dispersions close to  = ω/2. (b): Wave function
profile of the Floquet chiral modes at the energy labeled by the blue
circle in (a). (c): Wave function profile of the Floquet chiral mode at
the energy labeled by the green circle in (a). The momentum for the
blue and green circle is kz = 0.1pi.
More explicitly, the “Floquet Hamiltonian” H(kz) appearing
in Eq.(229) is a matrix of infinite rank,
H(kz) =

· · ·
H0 + 2ω H1 H2 H3 · · ·
H−1 H0 + ω H1 H2 H3
H−2 H−1 H0 H1 H2
H−3 H−2 H−1 H0 − ω H1
· · · H−3 H−2 H−1 H0 − 2ω
· · ·

.
In practical calculations, we have to truncate this infinite-rank
matrix, keeping M2 blocks (M of them are diagonal blocks).
This truncation procedure is valid because the Floquet Hamil-
tonian takes the form of a “Wannier-Stark ladder”137, whose
eigenstates are exponentially localized in the m direction72.
Given the form of H(kz, t) in our model, we can now solve
the spectrum by diagonalizing the Floquet HamiltonianH(kz).
We consider two illustrative cases. In the case (i), we take
m0 = −3.5, for which the static defect without the driving
term (md = 0) already have chiral modes in the  = 0 gap.
Let us add a driving with ω = 14 and md = 4 (the mag-
nitude of driving is exaggerated for a better illustration, yet
the physics is qualitatively the same for smaller md). The nu-
merical results are shown in Fig.5. An additional quasienergy
gap is generated at  = ω/2 by the driving. There is a chiral
mode localized around the defect in each one of the two gaps,
 = 0 and  = ω/2, indicated by the thick blue lines. The
thin green lines stand for the back-propagating chiral modes
at the system boundary. These boundary modes are local-
ized around certain polar angle θ instead of extending over the
whole boundary, as can be seen from Fig.5(c) and (f). This is
due to the absence of rotational symmetry in this model (sim-
ilar localization of boundary modes near certain polar angle is
also common for static defects138).
In the case (ii), we take m0 = −4.5, for which the static
defect without driving has no chiral modes at  = 0. Under a
driving with ω = 16.0 and md = 4.0, a chiral mode is gener-
ated in the  = ω/2 gap. The numerical results are shown in
Fig.6.
We note that in the static heterostructures considered in
Ref.29, topological insulators are used to yield a nontrivial sec-
ond Chern number of the line defects (In general, topological
insulators are fruitful platforms of topological defects; for ex-
ample, see Ref.111,139–142). In our model, even if the static
second Chern number is zero, there can still be Floquet chiral
modes (not at  = 0, but at  = ω/2), as illustrated by the case
(ii). Topological insulators are not necessary to generate these
chiral modes.
Finally, let us discuss the topological invariant of line de-
fect. For line defects of class A in 3d space, the winding num-
ber is the (d,D) = (3, 1) case of Eq.(29), which reads
W(Uε) =K5
∫
T 3×S 1×S 1
d3kdθdtTr[α1α2···α5 (U−1ε ∂α1Uε)
×(U−1ε ∂α2Uε) · · · (U−1ε ∂α5Uε)]. (231)
Although this winding number can be calculated numerically
in principle, we will follow a different approach. Since the
topology is not sensitive to the magnitude of md, let us take it
to be small and treat it as a perturbation. Let us take the mes-
sage of Eq.(45): W(Uε=pi) − W(Uε=0) = C2(P0,pi). The effect
of a small md is negligible near ε = 0, thus W(Uε=0) can be
inferred from the static limit with md = 0, which is the sec-
ond Chern number of a static line defect [see Eq.(36)]. For a
Dirac-type Hamiltonian H0(k) =
∑5
µ=1 dµ(k)Γµ with {Γµ,Γν} =
2δµν [In our problem, Γ = (σxτz, σyτz, σzτz, σ0τy, σ0τx), and
d can be read from Eq.(224) with md = 0], the second Chern
number can be reduced to the form of122
W(Uε=0) =
3
8pi2
∫
dθd3kµνρστdµ∂θdν∂kxdρ∂kydσ∂kzdτ, .(232)
from which we find that, for the case (i) and (ii), W(Uε=0) =
−1 and 0, respectively.
Now we proceed to calculate C2(P0,pi), namely, the Chern
number of the Floquet bands with quasienergy  ∈ [0, ω/2] (or
dimensionless quasienergy ε ∈ [0, pi]). Thanks to the Eq.(E14)
in Appendix E, we do not need to derive the form of Heff ;
instead, we can calculate C2(P0,pi) usingH , which is easier in
practice. Near ε = pi or  = ω/2, only four of the Floquet
bands of H are important, which can be well described by a
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four-band Hamiltonian
HR(k, θ) = dR · Γ + ω/2, (233)
where
dR = (|d| − ω/2)dˆ + d˜⊥, (234)
in which dˆ ≡ d/|d| is the unit vector of d =
(2t1 sin kx, 2t1 sin ky, 2t1 sin kz, 2t1 sin θ,m0 − 2t2(∑i cos ki +
cos θ)). The symbol d˜⊥ ≡ d˜ − (d˜ · dˆ)dˆ denotes the perpen-
dicular part of the vector d˜, which comes from the periodic
driving: In the Fourier series H(k, θ, t) =
∑
m eimωtHm(k, θ),
the first component is denoted as H1(k, θ) = d˜ · Γ, which de-
fines the vector d˜. In our problem, one can readily find that
d˜ = (0, 0, 0, 0,md/2). This form of HR can be derived by in-
spectingH near ω/2 (omitting all bands far away from ω/2),
or by the rotating-wave approximation31 (A two-band coun-
terpart of Eq.(234) can be found in Ref.72, to which the in-
terested readers may refer). Now we calculate C2(P0,pi) nu-
merically by replacing d in Eq.(232) by dR, which yields
C2(P0,pi) = 2 and C2(P0,pi) = 1 for case (i) and case (ii), re-
spectively. The relation W(Uε=pi) = W(Uε=0) + C2(P0,pi) then
tells us that W(Uε=pi) = −1+2 = +1 and 0+1 = +1 for case (i)
and case (ii), respectively, which is consistent with the number
of Floquet chiral mode in the  = ω/2 quasienergy gap.
Our model suggests a way of creating Floquet chiral modes
in a driven line defect, which is topologically trivial if the
driving is removed. Before concluding this section, it is use-
ful to mention that, even if the static system itself is defect-
free, a Floquet line defect can be created solely by the pe-
riodic driving108. To this end, the driving must have spa-
tial modulations106,108,143. A possible platform is a Dirac
semimetal under spatially modulated driving, which was re-
cently suggested in Ref.108.
B. Class D: Floquet chiral Majorana modes
Floquet chiral Majorana modes along a line defect in a
3d superconductor can be modelled by the following defect
Hamiltonian (the notations follow the previous section):
HBdG(k, θ, t)= [µ(t) −
∑
i
cos ki − sin θ]σ0τz
+∆p
∑
i
sin ki σiτx + ∆s sin θ σ0τy, (235)
with
µ(t) = µ0 + µd cosωt. (236)
It satisfies the symmetry
σyτyH∗BdG(k, θ, t)σyτy = −HBdG(−k, θ, t), (237)
with (σyτy)∗(σyτy) = 1, therefore, the Hamiltonian belongs to
class D.
The structure of this Hamiltonian is essentially the same
as Eq.(224), therefore, Floquet chiral modes should also be
present in the model of Eq.(235). The new ingredient, com-
pared to the previous section, is the physical interpretation.
We may interpret it as a Bogoliubov-de Gennes (BdG) equa-
tion, τz = ±1 being the particle/hole subspace. The ∆p and ∆s
term is the p-wave and s-wave Cooper pairing, respectively.
The µ(t) term is then interpreted as a time-dependent chemi-
cal potential. Thus the Hamiltonian describes a superconduc-
tor with spatially modulated pairings and a time-dependent
chemical potential. In principle, it may be imitated by super-
conductor heterostructures containing both s-wave supercon-
ductors and p-wave superconductors, which will be left for
future investigations.
C. Class AII: Floquet helical modes
Helical modes along line defects have been studied in static
systems144–146. It has been pointed out that the screw disloca-
tions in a weak topological insulator carry helical modes144.
Helical modes have also been proposed to exist along the lat-
tice dislocations in three-dimensional double-Dirac semimet-
als with an energy gap generated by symmetry breaking147.
These helical modes belong to static topological defect modes
in the AII class29.
Here, we study a model of Floquet helical modes along line
defects. The Bloch Hamiltonian far from the defect takes the
form of
H(k, θ, t) = 2t1(sin kxΓ1 + sin kyΓ2 + sin kzΓ3) + 2t1 sin θΓ4
+ [m(t) − 2t2(cos kx + cos ky + cos kz + cos θ)]Γ5,(238)
where Γ1,2,3 = szτzσx,y,z, Γ4 = szτxσ0, Γ5 = sxτ0σ0, m(t) =
m0 +md cosωt, and θ is the polar angle (see Sec. VIII A). This
model belongs to class AII because it satisfies
T−1H(k, θ, t)T = H∗(−k, θ,−t), (239)
with T = σy. It may be useful to compare this model with
Eq.(224) without the TRS.
The numerical scheme for the defect modes will be simi-
lar to Sec. VIII A, which we shall not repeat. We take the
static parameter m0 = −4.5, for which the static system has
no helical mode at zero energy. With the periodic driving
added (md , 0), we find helical modes at  = ω/2, whose
quasienergy dispersion is shown in Fig.7(a). There are in fact
two helical modes, one of which is localized at the system
center, the other at the boundary. The helical mode profiles
at kz = 0.1pi are shown in Fig.7(b) and Fig.7(c). Their time-
reversal partners at kz = −0.1pi have the same profiles (thus no
need to show repeatedly).
The Floquet helical mode at  = ω/2 does not require the
presence of static helical mode at zero energy, thus it may be
realized in the dislocations of trivial insulators, not necessarily
of weak topological insulators144.
IX. POINT DEFECTS
Point defects have ddef = 0 and δ ≡ d − D = 1. According
to Table I, topologically nontrivial point defects can exist in
classes AIII, BDI, D, DIII, and CII.
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FIG. 7. Helical modes along a line defect in class AII [Eq.(238)]. Parameters used here are t1 = 1.0, t2 = 0.5, m0 = −4.5, ω = 16.0, md = 4.0,
and the system size is Lx × Ly × Lz = 14 × 14 ×∞. Floquet Hamiltonian truncation is M = 5. (a): Quasienergy dispersion near  = ω/2. Both
the blue and red lines are (almost) doubly degenerate. (b) and (c): The helical mode profiles at kz = 0.1pi (marked by a red circle in (a)). One
of the mode is localized at the sample center, the other is localized at the boundary.
FIG. 8. Bulk Floquet bands and Floquet MPMs for the case (i).
Parameters used here are t = 1.0, µ0 = −2.5, ∆ = 1.0, ω = 6.0,
and µd = 2.0. (a): The solid blue lines stand for the bulk Floquet
bands plotted along the line ky = kx. The µd = 0 bands are shown in
dashed lines as a comparison (m stands for the Floquet index) . (b):
Two MPMs in the presence of two vortices at (x, y) = (9.5, 10.5) and
(27.5, 10.5), respectively. The system size is Lx × Ly = 36 × 20 with
periodic boundary condition. The inset shows the quasienergy spec-
tra near  = ω/2. The two quasienergies of MPMs are colored red.
Floquet Hamiltonian truncation M = 5 is taken in the calculation.
A. Class D: Floquet MZMs and MPMs in vortices of
topologically trivial superconductors
MZMs in static systems have attracted wide attentions in
recent years due to their potential applications in topological
quantum computations (there are many excellent review arti-
cles, for instance, Refs.148–154).
Here, we are concerned with Floquet MZMs, which may
also be useful in topological quantum computations155. We
mention that Floquet MZMs at the ends of one-dimensional
wires have been investigated before37,155–162. To enable braid-
ing operations, which are crucial in topological quantum com-
putations, two-dimensional systems are more advantageous.
In this paper, we study Floquet Majorana modes in the vortex
of topologically trivial superconductors under periodic driv-
ing.
A simple model of driven homogeneous superconductors is
given by the following BdG equation:
H(k, t) = [t(cos kx + cos ky) − µ(t)]τz + ∆(sin kxτx + sin kyτy),(240)
where ∆ is a p-wave Cooper pairing, and
µ(t) = µ0 + µd cosωt (241)
stands for a time-dependent fermion energy or chemical po-
tential. In a cold-atom setup, it can be implemented by peri-
odically varying the trap potential of the optical lattice. We
will fix t = 1.0, ∆ = 1.0, and ω = 6.0 below.
Let us consider two representative cases. The case (i)
is µ0 = −2.5, for which the Chern numbers are 0 for the
static bands, thus the superconductor is topologically triv-
ial. In fact, the band bottom of E(k) = t(cos kx + cos ky) is
E(pi, pi) = −2.0, and the regime µ0 < −2.0 corresponds to
the trivial “strong-pairing phase”20. Under the driving of a
nonzero µd, a quasienergy gap opens at  = ω/2. The bulk
Floquet bands are shown in Fig.8(a). The Floquet band Chern
numbers are also marked in Fig.8(a). These Chern numbers
are calculated numerically using the Floquet Hamiltonian H ,
which have been proved equivalent to the Chern numbers cal-
culated from the effective Hamiltonian Heff [see Eq.(E14)].
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FIG. 9. Bulk Floquet bands and Floquet Majorana modes for the case (ii). Parameters used here are t = 1.0, µ0 = −1.5, ∆ = 1.0, and
ω = 6.0. (a): The solid blue lines stand for the bulk Floquet bands plotted along the line ky = kx (with µd = 2.0). The µd = 0 bands are shown
in dashed lines (m stands for the Floquet index). (b)(c): Profiles of the two MPMs (b) and two MZMs (c) in the presence of two vortices at
(x, y) = (9.5, 10.5) and (27.5, 10.5). The system size is Lx × Ly = 36 × 20, with periodic boundary condition. In this calculation, µd = 1.0, and
Floquet Hamiltonian truncation is M = 5.
We are most interested in the quasienergy spectra in the
presence of a vortex, for which the Bloch Hamiltonian suffi-
ciently far away from the vortex reads
H(k, θ, t) =
 t(cos kx + cos ky) − µ(t) ∆e−iθ(sin kx − i sin ky)
∆eiθ(sin kx + i sin ky) −[t(cos kx + cos ky) − µ(t)]
 ,
where θ is the polar angle viewed from the vortex core. In nu-
merical implementation, we consider a finite size sample with
two vortices (more precisely, a vortex and an anti-vortex).
We can do a gauge transformation to eliminate the angle-
dependent phase factor exp(iθ) in the Cooper pairing. Accord-
ingly, the periodic boundary condition of fermions around the
vortex becomes the anti-periodic boundary condition, namely,
all the hoppings across the straight line connecting the two
vortices are multiplied by a −1 factor. We find two local-
ized Majorana modes at  = ω/2 (equivalently, ε = pi), as
shown in Fig.8(b). These Majorana modes are Floquet ver-
sions of the MZMs of static systems, which are also protected
by the particle-hole symmetry. They are dubbed the Majorana
Pi modes (MPMs)163. No MZM is found in this case, which is
consistent with the static system being a topologically trivial
superconductor.
Now we consider the case (ii) with µ0 = −1.5, for which the
Chern numbers of the static bands are ±1. Without driving,
it corresponds to the topologically nontrivial “weak-pairing
phase”20. The Floquet bands are shown in Fig.9(a), with their
Chern numbers marked. The profiles of the MPMs and MZMs
are shown in Fig.9(b) and Fig.9(c), respectively. We note that
the Floquet band topological invariants are all Z2 trivial in the
case (ii), namely, the band Chern numbers are all even inte-
gers. In static systems, an even-integer Chern number implies
that a vortex carries no robust MZM. In fact, the static Z2 topo-
logical invariant of point defects of class D is just the product
of the Chern number and the vorticity (which is unity here)29.
In the sense that all Floquet bands are Z2 trivial, the MPMs
and MZMs here are anomalous (in the terminology of Ref.72).
To summarize, in case (i), we found MPMs in the vortex
of topologically trivial superconductors; in case (ii), we found
both MZMs and MPMs, though all the Floquet bands are Z2
trivial (with even-integer Chern numbers).
A few remarks before concluding this section. First,
the Floquet MZMs and MPMs may be detected experi-
mentally by a quantized conductance sum rule156 or heat
transfer164. Second, possible Floquet MZMs and MPMs lo-
cated in driven disclinations, whose static counterparts have
been studied165,166, will also be interesting to study. Third, the
potential applications of MPMs in topological quantum com-
putation calls for further investigations.
B. Class AIII: Point defects carrying zero modes and Pi modes
Let us consider a lattice model of point defect of class AIII
in two-dimensional space. Sufficiently far away from the point
defect, the translational symmetry is restored and the Bloch
Hamiltonian is given as
H(k, θ, t) =
 0 q(k, θ, t)
q†(k, θ, t) 0
 , (242)
where θ is the polar angle viewed from the defect center, i.e.,
θ = arctan[(y− y0)/(x− x0)] (Here, (x0, y0) is the defect center
location), and
q(k, θ, t) = −i(m(t) − cos kx − cos ky − cos θ)σ0
+(sin kx + δ)σx + sin ky σy + sin θ σz, (243)
with m(t) = m0 + md cosωt. This model belongs to class AIII
as it satisfies
S −1H(k, θ, t)S = −H(k, θ,−t), (244)
with
S =
 I −I
 . (245)
While preserving the chiral symmetry, the δ term is included
to break other symmetries. Without the δ term, the Hamilto-
nian also has the time reversal symmetry. We mention that
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FIG. 10. (a): Bulk Floquet bands plotted along the line ky = kx (with θ = 0 fixed). Parameters used here are m0 = −2.5, ω = 8.0, δ = 0.2, and
md = 5.0. The Floquet bands of md = 0 are shown in dashed lines, with Floquet index m marked. (b): Floquet Pi modes profiles in a system
with size Lx × Ly = 24 × 16 (open boundary condition). The point defect center is (x0, y0) = (12.5, 8.5). Floquet Hamiltonian truncation is
M = 5. The inset shows quasienergies close to ω/2. (c): Floquet zero modes profiles and quasienergies close to 0.
a mathematically similar Hamiltonian has been studied as a
model of three-dimensional Floquet topological insulators in
class AIII105, though the purpose there was unrelated to topo-
logical defects. Other aspects of bulk Floquet systems in class
AIII have also been investigated in Ref.104,167.
In terms of Dirac matrices, the model can be written as
H(k, θ) = (sin kx + δ)Γ1 + sin kyΓ2 + sin θΓ3
+(m(t) − cos kx − cos ky − cos θ)Γ4, (246)
where Γ1,2,3 = σx,y,zτx, Γ4 = τy. After a Fourier transforma-
tion to real space, we have
Hˆ =
∑
x,y
{
c†x,y[δΓ1 + sin θx,yΓ3 + (m(t) − cos θx,y)Γ4]cx,y
−( i
2
c†x,yΓ1cx+1,y +
i
2
c†x,yΓ2cx,y+1 + h.c.)
−(1
2
c†x,yΓ4cx+1,y +
1
2
c†x,yΓ4cx,y+1 + h.c.)
}
, (247)
where (x, y) are integer-valued real space coordinates. In fact,
this real-space Hamiltonian is just one of the many realiza-
tions of the point defect described by Eq.(246), since we only
require that the Bloch Hamiltonian approaches Eq.(246) far
away from the defect, therefore, modifying the real-space
Hamiltonian in the vicinity of defect does not change the topo-
logical classification.
For a set of parameters, we plot the bulk Floquet bands
in Fig.10(a). Floquet Pi modes and Floquet zero modes are
found in the presence of a point defect, as shown in Fig.10(b)
and (c). Closer inspection of the mode wave functions shows
that both the zero mode and the Pi mode have sublattice in-
dex (or “chirality”) S = −1. For both the zero mode and Pi
mode at the defect center, there is a partner mode at the system
boundary, whose chirality is S = +1.
Now let us calculate the topological invariant of this point
defect. The topological invariant of class AIII has been given
in Eq.(55), in which we should take d = 2 and D = 1 here.
We have numerically calculated this topological invariant, ob-
taining W(U+ε=pi) = 1 and W(U
+
ε=0) = −1 (see Fig.11). These
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FIG. 11. Numerical evaluation of the topological invariant of the
point defect in class AIII. Parameters used here are the same as in
Fig.10. We use N3k grid points in the integral domain of (k, θ). The
numerical topological invariant converges rapidly to integers as the
grid becomes finer. For Nk = 26, we get W(U+ε=pi) = 1.000024 and
W(U+ε=0) = −1.000026. The grid point number in the t direction is
fixed as 800 in calculating Heffε , which is needed in the definition of
U+ε .
topological numbers are indeed consistent with the presence
of one Floquet Pi mode and one zero mode in the defect.
There is nevertheless an important yet subtle point about
the sign, which we now explain. Let n0 and npi be the net
number of modes at  = 0 and  = ω/2, respectively, namely,
n0/pi is the number of zero (or Pi) modes with S = +1 mi-
nus that of modes with S = −1. By analog with class A
in two dimensions, for which the band Chern number mea-
sures the difference between the numbers of chiral edge modes
above and below the bands, one may tempted to guess that
npi − n0 = W(q†0,pi), where W(q†0,pi) stands for the winding
number of the Floquet bands with ε ∈ [0, pi] (or equivalently,
 ∈ [0, ω/2]) (for the notation of q†0,pi, see Eq.(159)), how-
ever, this expectation is incorrect. In fact, the same analog
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would also suggest that n0 − n−pi = W(q†−pi,0), but it is not dif-
ficult to check the relation q†−pi,0 = −q†0,pi, and consequently,
W(q†0,pi) = W(q
†
−pi,0). Now the relation npi − n0 = W(q†0,pi) is
inconsistent with n0 − n−pi = W(q†−pi,0) because npi = n−pi. We
find that the correct relation should be
−npi − n0 = W(q†0,pi), (248)
which is consistent with −n0 − n−pi = W(q†−pi,0). This relation
has been corroborated by our numerical results: n0 = npi = −1
and W(q†0,pi) = W(q
†
−pi,0) = 2. We have also taken other Hamil-
tonian parameters so that the values of n0, npi and W(q
†
0,pi) are
different, yet the relation remains valid. Because we also have
W(U+ε=pi) −W(U+ε=0) = W(q†0,pi), (249)
it is natural to postulate that
W(U+ε=pi) = −npi, W(U+ε=0) = n0. (250)
Note the minus sign in the first equation. These relations
have indeed been verified in our numerical results for var-
ious Hamiltonian parameters. Alternatively, one may re-
define the topological invariant by adding a minus sign to
W(U+ε=pi) so that W(U
+
ε=pi) = npi, however, this would mod-
ify the desirable relation in Eq.(249) to the less illuminating
one: −W(U+ε=pi) − W(U+ε=0) = W(q†0,pi). Therefore, we do not
take this alternative definition.
From the derivation given above, we can see that Eq.(250)
should be a general relation for all chiral classes (AIII, BDI,
DIII, CII, CI) in all spatial dimensions. We have indeed veri-
fied this in a few models (To control the length of this paper,
we will not discuss them here).
C. Class CII: Pairs of Pi modes in a point defect
For a point defect in class CII (δ = 1), the topological in-
variant is always an even integer (see Sec. VI B), therefore,
we expect that there are even numbers of zero modes and Pi
modes in the defect.
We put forward a model of point defect as follows. Suffi-
ciently far away from the defect, where the translational sym-
metry is restored, the Bloch Hamiltonian reads
H(k, θ, t) = 2t1µzτx(sin kxσx + sin kyσy) + 2t1 sin θµxτyσz
+[m(t) − 2t2(cos kx + cos ky + cos θ)]µxτx,(251)
where θ is the polar angle viewed from the defect core. The
reason of considering 8 × 8 Dirac matrices can be understood
by Appendix D, to which the interested readers may refer. The
Hamiltonian satisfies the following defining symmetries:
T−1H(k, θ, t)T = H∗(−k, θ,−t),
C−1H(k, θ, t)C = −H∗(−k, θ, t), (252)
where T = τ0σy and C = τzσy. Since T ∗T = C∗C = −I, this
model belongs to the class CII.
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FIG. 12. Profiles of localized Pi modes in a point defect in class
CII. The parameters used here are t1 = 1.0, t2 = 0.5, m0 = −3.5,
md = 4.0, and ω = 10.0. The system size is Lx × Ly = 12× 16, with a
point defect at (x0, y0) = (4.5, 8.5). The inset shows the quasienergies
close to 0 and ω/2. Two of the four Pi modes are shown (the other
two have the same profiles).
A real space form of the above Hamiltonian is
Hˆ =
∑
x,y
{
c†x,y[2t1 sin θx,yµxτyσz + (m(t) − 2t2 cos θx,y)µxτx]cx,y
−(it1c†x,yµzτxσxcx+1,y + it1c†x,yµzτxσycx,y+1 + h.c.)
−(t2c†x,yµxτxcx+1,y + t2c†x,yµxτxcx,y+1 + h.c.)
}
. (253)
At sufficiently large distance from the defect center, θx,y can
be taken as a constant locally, and the Fourier transformation
of Eq.(253) is just Eq.(251).
We have calculated the quasienergy spectra of a finite size
system with open boundary conditions, and find four Pi modes
(Fig.12), two of which are localized at the defect center, while
the other two are localized at the system boundary. No zero
mode is found for the parameters we choose here.
The topological invariant for this point defect is the (d,D) =
(2, 1) case of the general formula of winding number given in
Eq.(125), whose explicit form is
W(U+ε (k, θ)) = K3
∫
T 2×S 1
d2kdθTr{α1α2α3 [(U+ε )−1∂α1U+ε ]
× [(U+ε )−1∂α2U+ε ][(U+ε )−1∂α3U+ε ]}.
(254)
We have numerically calculated this topological invariant,
which yields W(U+ε=pi) = −2 and W(U+ε=0) = 0 to high ac-
curacy, as illustrated in Fig.13. Apparently, the values of
topological invariant are consistent with the numbers of zero
modes and Pi modes found numerically.
X. CONCLUSIONS
In conclusion, we have formulated topological invariants of
Floquet systems in all spatial dimensions based on the coop-
eration of topology and symmetries of the time evolution op-
erators. All these topological invariants take the forms of (the
usual or the Wess-Zumino-Witten) winding numbers, though
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FIG. 13. Numerical evaluation of the topological invariant of the
point defect in class CII (Eq.(254)). Parameters used here are the
same as those used in Fig.12. We use N3k grid points in the in-
tegral domain of (k, θ). The numerical topological invariant con-
verges rapidly to integers as the number of grid points increases. For
Nk = 26, we get W(U+ε=pi) = −2.000062 and W(U+ε=0) = −0.0049.
The grid point number in the t direction is fixed as 800 in calculating
Heffε , which is needed in the definition of U
+
ε .
the relevant parameter spaces depend on the symmetries and
spatial dimensions. The simple combination δ = d − D, the
periodicity, the Z2 topological invariants, and many other re-
sults, are obtained in an explicit and natural way. This uni-
fied framework of Floquet topological invariants will be use-
ful in future investigations of Floquet systems. In addition,
we have raised and clarified several notable issues about topo-
logical invariants (such as the equivalence between different
approaches to Floquet band topological invariants).
In some sense, the effects of symmetries are more transpar-
ent in the Floquet topological invariants than in static topo-
logical invariants such as Chern numbers, which are generally
expressed in terms of the eigenvectors of the Hamiltonian, in-
stead of the Hamiltonian itself. The way Hamiltonian enters
the Floquet topological invariants is more straightforward.
Our formulations of topological invariants are applicable to
both homogeneous systems and topological defects. Based on
these topological invariants, we have developed a general the-
ory of Floquet topological defects in the tenfold way. This part
can be regarded as a Floquet generalization of Ref.29, which
is a comprehensive study of topological defects in static sys-
tems.
Taking lattice models as tools, we have studied a variety
of possible approaches of realizing low-dimensional Floquet
topological defects, which are experimentally most relevant.
In particular, we show that Majorana Pi modes (the Floquet
version of MZMs) can be realized in vortices of topologi-
cally trivial superconductors under periodic driving, which
suggests an interesting platform for the MZMs and MPMs.
Let us also mention that the higher-dimensional topologi-
cal invariants are not merely of theoretical interests; they
are useful to the physics of quasicrystals168–171 and synthetic
dimensions172–176, which can be experimentally studied in low
dimensions.
Finally, we should mention that the many-body
effects in Floquet systems have been under active
investigations163,177–188. Although we have not taken
into account the interaction effects, we hope that this system-
atic symmetry-based study of topological Floquet bands may
provide some useful pieces of groundwork for investigation
of topology in many-body Floquet systems. In many-body
systems with a high driving frequency, the heating time
is exponentially long189–193, possibly allowing many-body
generalizations of our topological invariants to this regime. In
some other notable regimes of many-body Floquet systems
with a modest driving frequency, such as the universal chiral
quasi-steady states194, the interband scattering can be expo-
nentially suppressed, creating a long time window in which
only a single or a few Floquet bands are populated. In such
regimes, our topological invariants can be directly related to
the physical responses. Another interesting future direction
is to generalize the present formulation to disordered Floquet
systems, which is interesting in its own right, and also
valuable in light of the important roles played by disorders
in creating Floquet many-body localized states immune to
heating up to infinite temperature177,178,181,195–197.
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Appendix A: Calculations related to symmetries of Floquet
systems
1. Symmetries of the time evolution operator
Taking advantages of the particle-hole symmetry of
Eq.(15), and the expansion of time evolution operator as given
in Eq.(19), we can derive (taking t > 0 for concreteness)
C−1U(k, r, t)C
= [1 − i∆tC−1H(k, r, t)C][1 − i∆tC−1H(k, r, t − ∆t)C] · · ·
· · · [1 − i∆tC−1H(k, r,∆t)C]
= [1 + i∆tH∗(−k, r, t)][1 + i∆tH∗(−k, r, t − ∆t)] · · ·
· · · [1 + i∆tH∗(−k, r,∆t)]
= U∗(−k, r, t),
(A1)
which is Eq.(20) in the main text.
Taking advantage of the time reversal symmetry in Eq.(17),
and the expansion of time evolution operator in Eq.(19), we
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can derive (again taking t > 0 for concreteness):
T−1U(k, r, t)T
= [1 − i∆tT−1H(k, r, t)T ][1 − i∆tT−1H(k, r, t − ∆t)T ] · · ·
· · · [1 − i∆tT−1H(k, r,∆t)T ]
= [1 − i∆tH∗(−k, r,−t)][1 − i∆tH∗(−k, r,−t + ∆t)] · · ·
· · · [1 − i∆tH∗(−k, r,−∆t)]
= {[1 + i∆tH∗(−k, r,−∆t)] · · ·
· · · [1 + i∆tH∗(−k, r,−t + ∆t)][1 + i∆tH∗(−k, r,−t)]}−1
= U∗−1(−k, r; 0,−t)
= U∗(−k, r,−t),
(A2)
which is Eq.(21) in the main text. In this calculation, we have
used the notation of U(k, r; ta, tb), which has been defined in
the main text (see Sec. II).
Using the chiral symmetry of Eq.(18), and the expansion
of time evolution operator as given in Eq.(19), we can derive
the constraint of the chiral symmetry on the time evolution
operator:
S −1U(k, r, t)S
= [1 − i∆tS −1H(k, r, t)S ][1 − i∆tS −1H(k, r, t − ∆t)S ] · · ·
· · · [1 − i∆tS −1H(k, r,∆t)S ]
= [1 + i∆tH(k, r,−t)][1 + i∆tH(k, r,−t + ∆t)] · · ·
· · · [1 + i∆tH(k, r,−∆t)]
= {[1 − i∆tH(k, r,−∆t)] · · ·
· · · [1 − i∆tH(k, r,−t + ∆t)][1 − i∆tH(k, r,−t)]}−1
= U−1(k, r; 0,−t)
= U(k, r,−t),
(A3)
which is the Eq.(22) in the main text. Again, we have used the
notation of U(k, r; ta, tb) defined in the main text.
2. Symmetries of the effective Hamiltonian
In this section we will derive the symmetry properties of
the effective Hamiltonian.
It is apparent that exp[−iC−1Heffε (k, r)Cτ] =
C−1 exp[−iHeffε (k, r)τ]C = C−1U(k, r, τ)C, thus we have
C−1Heffε (k, r)C =
=
i
τ
ln−ε[C−1U(k, r, τ)C]
=
i
τ
ln−ε[(U∗(−k, r, τ))]
=
i
τ
ln−ε[(U†(−k, r, τ))T ]
=
i
τ
∑
n
[ln−ε(λ−1n (−k, r))|ψn(−k, r)〉〈ψn(−k, r)|]T
=
i
τ
∑
n
{[− lnε(λn(−k, r)) − 2pii]|ψn(−k, r)〉〈ψn(−k, r)|}T
= −[Heff−ε(−k, r)]T +
2pi
τ
= −Heff∗−ε (−k, r) +
2pi
τ
,
(A4)
where the PHS of time evolution operator, given by Eq.(20),
has been used. In rewriting ln−ε(λ−1n ), we have used the math-
ematical identity
ln−ε(e−iφ) = − lnε(eiφ) − 2pii, (A5)
which can be proved as follows. We can always choose φ to
satisfy −ε − 2pi < −φ < −ε (given the value of e−iφ, there
is one and only one φ located in this interval), thus we have
ln−ε(e−iφ) = −iφ according to our definition of branch cut
(see the main text). Now we also have ε < φ < ε + 2pi,
and equivalently, ε − 2pi < φ − 2pi < ε, therefore, we have
lnε(eiφ) = lnε(ei(φ−2pi)) = i(φ − 2pi), from which Eq.(A5) fol-
lows.
Thus, the Eq.(23) in the main text has been established.
Now let us proceed to proving Eq.(24). The calculations go
as
T−1Heffε (k, r)T
=
i
τ
ln−ε(T−1U(k, r, τ)T )
=
i
τ
ln−ε[U∗(−k, r,−τ)]
=
i
τ
ln−ε[(U∗(−k, r, τ))−1]
=
i
τ
[ln−ε(U(−k, r, τ))]T
=
i
τ
∑
n
[ln−ε(λn(−k, r))|ψn(−k, r)〉〈ψn(−k, r)|]T
= [Heffε (−k, r)]T = Heff∗ε (−k, r),
(A6)
in which Eq.(21) has been used.
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Finally, we would like to prove Eq.(25). The calculation is
S −1Heffε (k, r)S
=
i
τ
ln−ε(S −1U(k, r, τ)S )
=
i
τ
ln−ε(U(k, r,−τ))
=
i
τ
ln−ε(U−1(k, r, τ))
=
i
τ
∑
n
ln−ε(λ−1n (k, r))|ψn(k)〉〈ψn(k)|
=
i
τ
∑
n
[− lnε(λn(k, r)) − 2pii]|ψn(k, r)〉〈ψn(k, r)|
= −Heff−ε(k, r) +
2pi
τ
,
(A7)
in which Eq.(22) and Eq.(A5) have been used.
3. Symmetries of the periodized time evolution operator
In this section we will derive symmetry properties of the
periodized time evolution operators. The derivations are based
on the symmetry properties of the time evolution operators
and the effective Hamiltonian, which have been studied in the
previous two appendices.
Taking advantage of Eq.(20) and Eq.(23), we can find that
C−1Uε(k, r, t)C
= C−1U(k, r, t)C exp[iC−1Heffε (k, r)Ct]
= U∗(−k, r, t) exp[−iHeff∗−ε (−k, r)t + i
2pi
τ
t]
= U∗−ε(−k, r, t) exp(i
2pit
τ
),
(A8)
which is Eq.(26) in the main text.
Taking advantage of Eq.(21) and Eq.(24), we have, for the
time reversal symmetry:
T−1Uε(k, r, t)T
= T−1U(k, r, t)T exp[iT−1Heffε (k, r)Tt]
= U∗(−k, r,−t) exp[iHeff∗ε (−k, r)t]
= U∗ε(−k, r,−t),
(A9)
which is Eq.(27) in the main text.
Finally, taking advantage of Eq.(22)and Eq.(25), we have,
for the chiral symmetry:
S −1Uε(k, r, t)S
= S −1U(k, r, t)S exp(iS −1Heffε (k, r)S t)
= U(k, r,−t) exp{i[−Heff−ε(k, r) +
2pi
τ
]t}
= U−ε(k, r,−t) exp(i2pit
τ
),
(A10)
which is Eq.(28) in the main text.
Appendix B: The static limit of the topological invariants of
class A
In this appendix, we will show that the winding number of
class A reduces to the Chern number of Teo and Kane in the
static limit29.
Since all static Hamiltonian can be smoothly deformed to
flat-band ones, we will focus on the flat-band cases. The
Hamiltonian takes the general form of Eq.(35), which is re-
produced as
H0(k, r) = −E0P(k, r) + E0[1 − P(k, r)], (B1)
where P(k, r) is the occupied-bands projection operator,
which depends on both k and r. It satisfies P2(k, r) = P(k, r).
The conduction band projection operator 1−P(k, r) must also
satisfy [1 − P(k, r)]2 = 1 − P(k, r). The constant E0 > 0.
When an infinitesimal driving with frequency ω is added,
the system is naturally described by the Floquet theory. The
Floquet topological invariants should be consistent with the
static topological invariants. We will show that, for suffi-
ciently large ω, the winding number is equal to the Chern
number of the static system; for small ω, the winding num-
ber is the Chern number multiplied by an integer. This re-
sult is consistent with the folding of static energy bands into
quasienergy bands, as explained in the main text (see Fig.2).
1. Large frequency: The winding number reduces to the
Chern number
For reason to become clear shortly, let us focus on the ω >
E0 (or 2pi > E0τ) case in this section. It is readily found that
U(k, r, τ) = e−iE0τ[1 − P(k, r)] + eiE0τP(k, r), (B2)
from which it follows that
Heffε=0(k, r) =
i
τ
ln−ε=0 U(k, r, τ)
=
i
τ
ln−ε=0(e−iE0τ)(1 − P) + i
τ
ln−ε=0(eiE0τ)P
=
i
τ
(−iE0τ)(1 − P) + i
τ
i(E0τ − 2pi)P
= E0(1 − P) + (−E0 + 2pi
τ
)P,
(B3)
where we have used the fact that ln−ε=0 eiE0τ =
ln−ε=0 eiE0τ−2pii = i(E0τ − 2pi), because −2pi < E0τ − 2pi < 0
(see the main text for the definition of branch cut).
Therefore, the periodized time evolution operator with
branch cut at −ε = 0 can be obtained as
Uε=0(k, r, t) = U(k, r, t) exp[iHeffε=0(k, r)t]
= (1 − P)e−iE0teiE0t + PeiE0te−i(E0−2pi/τ)t
= (1 − P) + Peiωt
= P(eiωt − 1) + 1,
(B4)
in which ω ≡ 2pi/τ. Its inverse matrix is
U−1ε=0(k, r, t) = P(e
−iωt − 1) + 1. (B5)
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The calculation presented below resembles that of Ref.72,105
(with some minor improvements made). By a straightforward
calculation, we have
U−1ε=0∂tUε=0 = iωP, (B6)
and
U−1ε=0∂iUε=0 = u(t)P∂iP + v(t)∂iP, (B7)
where we have defined the shorthand notations72,105
u(t) = 2[1 − cos(ωt)], v(t) = eiωt − 1. (B8)
Inserting them into the definition of winding number, as given
by Eq.(29) in the main text, we have
W(Uε=0) = (d + D + 1)Kd+D+1
∫
T d×S D×S 1
ddkdDrdt
× Tr[α1α2···αd+D iωP(uP∂α1P + v∂α1P) · · · (uP∂αd+DP + v∂αd+DP)].
(B9)
To further simplify this expression, we notice the mathemati-
cal fact
P(∂iP)P = P∂i(PP) − PP∂iP = 0, (B10)
from which it follows that the product of two adjacent factors
in the expression of winding number can be simplified as
(uP∂α1P + v∂α1P)(uP∂α2P + v∂α2P)
= u2P∂α1PP∂α2P + uvP∂α1P∂α2P + uv∂α1PP∂α2P + v
2∂α1P∂α2P
= uvP∂α1P∂α2P + uv∂α1 (PP)∂α2P − uvP∂α1P∂α2P + v2∂α1P∂α2P
= uv∂α1P∂α2P + v
2∂α1P∂α2P
= (u + v)v∂α1P∂α2P. (B11)
The products of any other two adjacent factors, (uP∂α3P +
v∂α3P)(uP∂α4P + v∂α4P), · · · , can be calculated in the same
way, therefore, the winding number simplifies as follows:
W(Uε=0) = (d + D + 1)Kd+D+1
∫
T d×S D×S 1
ddkdDrdt
× Tr[α1α2···αd+D iωP(uP∂α1P + v∂α1P) · · · (uP∂αd+DP + v∂αd+DP)]
= iω(d + D + 1)Kd+D+1
∫
T d×S D×S 1
ddkdDrdt
× Tr{α1α2···αd+D [(u + v)v] d+D2 P∂α1P∂α2P · · · ∂αd+D−1P∂αd+DP}.
(B12)
The integral of time t can be done as∫ pi/ω
−pi/ω
dt(u + v)
d+D
2 v
d+D
2
=
1
ω
∫ pi
−pi
dφ(1 − e−iφ) d+D2 (eiφ − 1) d+D2 (with φ ≡ ωt)
=
2pi
ω
(D + d)!
( d+D2 )!(
d+D
2 )!
(−1) d+D2 .
(B13)
Therefore, Eq.(B12) is simplified to
W(Uε=0) = K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DP∂α1P · · · ∂αd+DP],
(B14)
in which K˜d+D is:
K˜d+D = iω(d + D + 1)
2pi
ω
(D + d)!
( d+D2 )!(
d+D
2 )!
(−1) d+D2 Kd+D+1
= −
( i
2pi
) d+D
2 1
( d+D2 )!
,
(B15)
which is exactly the (d + D)/2-th Chern number.
2. Small frequency: The winding number reduces to the
Chern number multiplied by an integer
To have a quasienergy gap at  = 0, E0/ω cannot be an
integer. Let us define the floor function q = bE0/ωc, which
denotes the greatest integer below E0/ω. In other words, ω
satisfies qω < E0 < (q + 1)ω. In terms of τ, it reads 2piq <
E0τ < 2pi(q + 1).
The full-period evolution operator is the same as Eq.(B2),
while the effective Hamiltonian is now replaced by
Heffε=0(k, r) =
i
τ
ln−ε=0 U(k, r, τ)
=
i
τ
ln−ε=0(e−iE0τ)(1 − P) + i
τ
ln−ε=0(eiE0τ)P
=
i
τ
i(−E0τ + 2qpi)(1 − P) + i
τ
i[E0τ − 2(q + 1)pi]P
= (E0 − 2qpi
τ
)(1 − P) + [−E0 + 2(q + 1)pi
τ
]P,
(B16)
where we have used the fact that ln−ε=0 eiE0τ =
ln−ε=0 ei[E0τ−2(q+1)pi] = i[E0τ − 2(q + 1)pi], which is a
consequence of −2pi < E0τ − 2(q + 1)pi < 0 (see the main text
for the definition of branch cut). Similarly, we can see that
ln−ε=0 e−iE0τ = i(−E0τ + 2qpi). Therefore, the periodized time
evolution operator with branch cut at −ε = 0 can be obtained
as
Uε=0(k, r, t) = U(k, r, t) exp[iHeffε=0(k, r)t]
= (1 − P)e−iE0tei(E0−2qpi/τ)t + PeiE0tei[−E0+2(q+1)pi/τ]t
= (1 − P)e−iqωt + Pei(q+1)ωt.
(B17)
Its inverse matrix is
U−1ε=0(k, r, t) = (1 − P)eiqωt + Pe−i(q+1)ωt. (B18)
Straightforwardly, we have
U−1ε=0∂tUε=0 = −iqω + i(2q + 1)ωP, (B19)
and
U−1ε=0∂iUε=0 = uq(t)P∂iP + vq(t)∂iP, (B20)
where we have defined the shorthand notations:
uq(t) = 2{1 − cos[(2q + 1)ωt]}, vq(t) = ei(2q+1)ωt − 1. (B21)
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Inserting them into Eq.(29), we have
W(Uε=0) = (d + D + 1)Kd+D+1
∫
T d×S D×S 1
ddkdDrdt
× Tr{α1α2···αd+D [−iqω + i(2q + 1)ωP]
(uqP∂α1P + vq∂α1P) · · · (uqP∂αd+DP + vq∂αd+DP)}.
(B22)
Due to the Levi-Civita symbol, the −iqω term in “[−iqω +
i(2q + 1)ωP]” can be discarded.
The rest part of the calculation is similar to Appendix B 1,
and the final result can be obtained as
W(Uε=0) = (2q + 1)K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DP∂α1P · · · ∂αd+DP],
(B23)
which is Eq.(39) in the main text. This result is consistent
with the illustrative Fig.2. As can be appreciated from the
above calculations, the branch cut of logarithm plays a key
role. All the differences among different ω’s come from the
location of the branch cut.
Appendix C: Derivations of useful properties of winding
number and winding number density
1. The winding number density is real
The winding number density w(Uε) is real (see Sec. V A
for the definition of w(Uε)). Although this should be a well
established mathematical fact, we give an explicit derivation
here because this calculation can serve as a warm up exercise
for later calculations.
To be transparent in the complex conjugation, we extract
the “i” factors in the expression of the winding number density
w(Uε), writing it as
w(Uε) = K′d+D+1(i)
d+D
2 +1
× Tr[α1α2···αd+D+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+1Uε)],
(C1)
where K′d+D+1 is a real number:
K′d+D+1 =
(−1) d+D2 ( d+D2 )!
(d + D + 1)!
(
1
2pi
) d+D
2 +1
. (C2)
The expression in Eq.(C1) will be useful in keeping track of
the signs in the complex conjugation (for example, see the
calculations below and Appendix C 2 a).
The complex conjugate of the winding number density can
be calculated as follows
w∗(Uε) = K′d+D+1(i)
d+D
2 +1(−1) d+D2 +1Tr[α1α2···αd+D+1 (UTε ∂α1U∗ε) · · · (UTε ∂αd+D+1U∗ε)]
= K′d+D+1(i)
d+D
2 +1(−1) d+D2 +1Tr{α1α2···αd+D+1 [(∂αd+D+1U†ε )Uε] · · · [(∂α1U†ε )Uε]}
= K′d+D+1(i)
d+D
2 +1(−1) d+D2 +1Tr{α1α2···αd+D+1 [(∂αd+D+1U−1ε )Uε] · · · [(∂α1U−1ε )Uε]}
= K′d+D+1(i)
d+D
2 +1(−1) d+D2 +1Tr[α1α2···αd+D+1 (−U−1ε ∂αd+D+1Uε) · · · (−U−1ε ∂α1Uε)]
= K′d+D+1(i)
d+D
2 +1(−1) d+D2 +1(−1) (d+D)(d+D+1)2 (−1)d+D+1Tr[αd+D+1αd+D···α1 (U−1ε ∂αd+D+1Uε) · · · (U−1ε ∂α1Uε)]
= K′d+D+1(i)
d+D
2 +1(−1) (d+D+2)
2
2 Tr[αd+D+1αd+D···α1 (U−1ε ∂αd+D+1Uε) · · · (U−1ε ∂α1Uε)]
= K′d+D+1(i)
d+D
2 +1Tr[αd+D+1αd+D···α1 (U−1ε ∂αd+D+1Uε) · · · (U−1ε ∂α1Uε)]
= w(Uε),
(C3)
in which we have used the fact that (−1)(d+D+2)2/2 = 1 because
d + D is an even integer. In fact, the winding number makes
sense only when d+D is an even integer, otherwise its expres-
sion would yield zero by definition.
2. Symmetry properties of the winding number density of the
nonchiral classes
a. Symmetry properties of winding number density of class D and
class C
In this appendix, we would like to establish Eq.(70) and
Eq.(73) in the main text.
Eq.(26) is a symmetry relation between periodized time
evolution operators with opposite branch cut, ε and −ε. At
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the special point ε = 0, the branch cut becomes the same at
the left hand side and the right hand side, and the symmetry
becomes
C−1Uε=0(k, r, t)C = U∗ε=0(−k, r, t) exp(i
2pit
τ
). (C4)
The winding number density can be written in the form of
Eq.(C1):
w(Uε) = K′d+D+1(i)
d+D
2 +1
× Tr[α1α2···αd+D+1 (U−1ε ∂α1Uε) · · · (U−1ε ∂αd+D+1Uε)],
(C5)
where K′d+D+1 is a real number as defined in Eq.(C2). The
factors containing “i” are explicit in this expression.
To establish the PHS relation, given by Eq.(70), of the
winding number density at ε = 0, we do the following some-
what lengthy calculations:
w(Uε=0)(k, r, t) = K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1 [(C−1U−1ε=0C)∂α1 (C−1Uε=0C)] · · · [(C−1U−1ε=0C)∂αd+D+1 (C−1Uε=0C)]}
= K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1 [exp(−i2pit
τ
)U−1∗ε=0(−k, r, t)∂α1
(
U∗ε=0(−k, r, t) exp(i
2pit
τ
)
)
] · · ·
· · · [exp(−i2pit
τ
)U−1∗ε=0(−k, r, t)∂αd+D+1
(
U∗ε=0(−k, r, t) exp(i
2pit
τ
)
)
]}
= K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1 [U−1∗ε=0(−k, r, t)∂α1U∗ε=0(−k, r, t)] · · · [U−1∗ε=0(−k, r, t)∂αd+D+1U∗ε=0(−k, r, t)]}
+ (d + D + 1)K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D [exp(−i2pit
τ
)U−1∗ε=0(−k, r, t)∂α1U∗ε=0(−k, r, t)] · · ·
· · · [U−1∗ε=0(−k, r, t)∂αd+D−1U∗ε=0(−k, r, t)][U−1∗ε=0(−k, r, t)∂αd+DU∗ε=0(−k, r, t)][∂t exp(i
2pit
τ
)]},
(C6)
where we have inserted a number of identity matrix CC−1 in the first line. In the last expression, the last term (d + D +
1)K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D · · · } is actually zero due to the Levi-Civita symbol α1α2···αd+D . Therefore, the winding number
becomes
w(Uε=0)(k, r, t)
= K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1 [U−1∗ε=0(−k, r, t)∂α1U∗ε=0(−k, r, t)] · · · [U−1∗ε=0(−k, r, t)∂αd+D+1U∗ε=0(−k, r, t)]}
= w∗(Uε=0)(−k, r, t)(−1)(d+D)/2+1(−1)d
= w∗(Uε=0)(−k, r, t)(−1)2d+1−δ/2
= w(Uε=0)(−k, r, t)(−1)2d+1−δ/2
= w(Uε=0)(−k, r, t)(−1)1−δ/2, (C7)
which is Eq.(70) in the main article. In this calculation, the factor (−1)(d+D)/2+1 and (−1)d comes from the complex conjugation of
(i)
d+D
2 +1 and the inversion of k (i.e., ∂
∂k j
= − ∂
∂(−k j) , for j = 1, 2, · · · , d), respectively. The simple fact that the complex conjugation
of (i)(d+D)/2+1 generates a (−1)(d+D)/2+1 factor plays an interesting role.
Now we turn to Eq.(26) with ε = pi, which is a symmetry
relation between the periodized time evolution operator with
branch cut at ε = pi and −pi. It is not yet an apparent symmetry
relation of Uε=pi, nevertheless, we can derive such a relation.
It follows from Eq.(26) that
C−1Uε=pi(k, r, t)C = U∗ε=−pi(−k, r, t) exp(i
2pit
τ
), (C8)
where the right hand side can be transformed to
U∗ε=−pi(−k, r, t) exp(i
2pit
τ
)
= U∗(−k, r, t) exp(−iHeff*ε=−pit) exp(i
2pit
τ
)
= U∗(−k, r, t) exp{−i[ i
τ
ln−ε=pi(U(−k, r, τ))]∗t} exp(i2pit
τ
)
= U∗(−k, r, t) exp{−i[ i
τ
ln−ε=−pi(U(−k, r, τ)) + i
τ
2pii]∗t} exp(i2pit
τ
)
= U∗ε=pi(−k, r, t) exp(i
4pit
τ
),
(C9)
which, after insertion into Eq.(C8), leads to Eq.(72) in the
main text. In this calculation, we have used the mathemati-
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cal identity
ln−ε+2pi(eiφ) = ln−ε(eiφ) + 2pii, (C10)
which is readily seen by taking φ ∈ [−ε − 2pi,−ε], thus we
have ln−ε eiφ = iφ; on the other hand, it means that φ + 2pi ∈
[−ε,−ε + 2pi], therefore, ln−ε+2pi eiφ = ln−ε+2pi ei(φ+2pi) = i(φ +
2pi), which establishes the desired identity, Eq.(C10).
After these preparations, the Eq.(73) in the main text can be
derived. In fact, we have
w(Uε=pi)(k, r, t) = K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1
× [(C−1U−1ε=pi(k, r, t)C)∂α1 (C−1Uε=pi(k, r, t)C)] · · ·
· · · [(C−1U−1ε=pi(k, r, t)C)∂αd+D+1 (C−1Uε=pi(k, r, t)C)]}
= K′d+D+1(i)
d+D
2 +1 × Tr{α1α2···αd+D+1
× [exp(−i4pit
τ
)U−1∗ε=pi(−k, r, t)∂α1
(
U∗ε=pi(−k, r, t) exp(i
4pit
τ
)
)
] · · ·
· · · [exp(−i4pit
τ
)U−1∗ε=pi(−k, r, t)∂αd+D+1
(
U∗ε=pi(−k, r, t) exp(i
4pit
τ
)
)
]},
(C11)
which resembles the situation of Eq.(C6). In fact, it is almost
the same except that 2pit/τ is replaced by 4pit/τ. The same
calculation below Eq.(C6) leads to
w(Uε=pi)(k, r, t)
= w∗(Uε=pi)(−k, r, t)(−1)(d+D)/2+1(−1)d
= w∗(Uε=pi)(−k, r, t)(−1)2d+1−δ/2
= w(Uε=pi)(−k, r, t)(−1)2d+1−δ/2
= w(Uε=pi)(−k, r, t)(−1)1−δ/2,
(C12)
which is the Eq.(73) in the main text.
b. Symmetry properties of winding number density of class AI and class AII
In this appendix, we would like to establish Eq.(75) in the main text.
Taking advantage of Eq.(27), the winding number density in Eq.(C1) can be transformed to
w(Uε)(k, r, t) = K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1T−1U−1ε (k, r, t)T∂α1 [T−1Uε(k, r, t)T ] · · · T−1U−1ε (k, r, t)T∂αd+D+1 [T−1Uε(k, r, t)T ]}
= K′d+D+1(i)
d+D
2 +1Tr{α1α2···αd+D+1U−1∗ε (−k, r,−t)∂α1U∗ε(−k, r,−t) · · ·U−1∗ε (−k, r,−t)∂αd+D+1U∗ε(−k, r,−t)}
= w∗(Uε)(−k, r,−t)(−1)(d+D)/2+1(−1)d+1
= w∗(Uε)(−k, r,−t)(−1)2d+2−δ/2
= w(Uε)(−k, r,−t)(−1)2−δ/2,
(C13)
which is Eq.(75) in the main text. Again, the simple mathematical fact [(i)(d+D)/2+1]∗ = (−1)(d+D)/2+1(i)(d+D)/2+1 plays an inter-
esting role in the calculation.
Compared to the case of PHS (see Eq.(70) and Eq.(73)), there is an additional −1 factor at the right hand side of Eq.(75). It
is clear in the above calculation that this −1 factor originates from the inversion of t, which is absent in the PHS case (see the
calculation in Appendix C 2 a).
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c. Symmetry of the Wess-Zumino-Witten terms of class D and class C
Taking Eq.(89) as an input, we have:
w(U Iε=0)(k, r, t, λ) = K
′
d+D+2(i)
d+D+1
2 +1Tr{α1α2···αd+D+2 [C−1U I−1ε=0(k, r, t, λ)C∂α1
(
C−1U Iε=0(k, r, t, λ)C
)
] · · ·
· · · [C−1U I−1ε=0(k, r, t, λ)C∂αd+D+2
(
C−1U Iε=0(k, r, t, λ)C
)
]}
= K′d+D+2(i)
d+D+1
2 +1Tr{α1α2···αd+D+2 [exp(−i2pit
τ
)U II−1∗ε=0 (−k, r, t,−λ)∂α1
(
U II∗ε=0(−k, r, t,−λ) exp(i
2pit
τ
)
)
] · · ·
· · · [exp(−i2pit
τ
)U II−1∗ε=0 (−k, r, t,−λ)∂αd+D+2
(
U II∗ε=0(−k, r, t,−λ) exp(i
2pit
τ
)
)
]}
= K′d+D+2(i)
d+D+1
2 +1Tr[α1α2···αd+D+2U II−1∗ε=0 (−k, r, t,−λ)∂α1U II∗ε=0(−k, r, t,−λ) · · ·U II−1∗ε=0 (−k, r, t,−λ)∂αd+D+2U II∗ε=0(−k, r, t,−λ)]
+ (d + D + 2)K′d+D+2(i)
d+D+1
2 +1Tr{α1α2···αd+D+1 exp(−i2pit
τ
)[U II−1∗ε=0 (−k, r, t,−λ)∂α1U II∗ε=0(−k, r, t,−λ)] · · ·
· · · [U II−1∗ε=0 (−k, r, t,−λ)∂αd+D+1U II∗ε=0(−k, r, t,−λ)][∂t exp(i
2pit
τ
)]}.
(C14)
The last term proportional to d+D+ 2 automatically vanishes
due to the Levi-Civita symbol α1α2···αd+D+1 (remember that d +
D + 1 here is an even integer), therefore,
w(U Iε=0)(k, r, t, λ) = K
′
d+D+2(i)
d+D+1
2 +1
× Tr[α1α2···αd+D+2U II−1∗ε=0 (−k, r, t,−λ)∂α1U II∗ε=0(−k, r, t,−λ) · · ·
· · ·U II−1∗ε=0 (−k, r, t,−λ)∂αd+D+2U II∗ε=0(−k, r, t,−λ)]
= w∗(U IIε=0)(−k, r, t,−λ)(−1)(d+D+1)/2+1(−1)d+1
= w∗(U IIε=0)(−k, r, t,−λ)(−1)2d+2−(δ−1)/2
= w(U IIε=0)(−k, r, t,−λ)(−1)2d+2−(δ−1)/2
= w(U IIε=0)(−k, r, t,−λ)(−1)2−(δ−1)/2,
(C15)
which is Eq.(91) in the main text. For ε = pi, we can take
Eq.(90) as input, and do similar calculations to obtain Eq.(92)
in the main text (except that the e2piit/τ factor involved in the
calculation is replaced by e4piit/τ).
d. Symmetry of the Wess-Zumino-Witten terms of class AI and
class AII
Taking Eq.(111) as an input, we have
w(U Iε)(k, r, t, λ) = w(T
−1U IεT )(k, r, t, λ)
= K′d+D+2(i)
d+D+1
2 +1
× Tr[α1α2···αd+D+2U II−1∗ε (−k, r,−t,−λ)∂α1U II∗ε (−k, r,−t,−λ) · · ·
· · ·U II−1∗ε (−k, r,−t,−λ)∂αd+D+2U II∗ε (−k, r,−t,−λ)]
= w∗(U IIε )(−k, r,−t,−λ)(−1)(d+D+1)/2+1(−1)d+2
= w∗(U IIε )(−k, r,−t,−λ)(−1)2d+3−(δ−1)/2
= w(U IIε )(−k, r,−t,−λ)(−1)3−(δ−1)/2,
(C16)
which is the Eq.(112) in the main text.
3. Symmetry properties of winding number density or
winding number of chiral classes
a. Class CI
In this appendix, we would like to prove Eq.(130) in the
main text.
Taking advantage of Eq.(128) and Eq.(129), we see that the
winding number satisfies
W(U+ε=0(k, r)) = K
′
d+D(i)
d+D+1
2
×
∫
T d×S D
ddkdDrTr{α1α2···αd+D [(U+ε=0(k, r))−1∂α1U+ε=0(k, r)]
· · · [(U+ε=0(k, r))−1∂αd+DU+ε=0(k, r)]}
= K′d+D(i)
d+D+1
2
×
∫
T d×S D
ddkdDrTr{α1α2···αd+D [(U−ε=0(−k, r))−1∂α1U−ε=0(−k, r)]∗
· · · [(U−ε=0(−k, r))−1∂αd+DU−ε=0(−k, r)]∗}
=
∫
ddkdDr w∗(U−ε=0)(−k, r)(−1)(d+D+1)/2(−1)d
= W(U−ε=0(k, r))(−1)(d+D+1)/2(−1)d
= −W(U+ε=0(k, r))(−1)2d−(δ−1)/2
= W(U+ε=0(k, r))(−1)1−(δ−1)/2,
(C17)
where the real coefficient K′d+D is defined by Eq.(C2).
In the above calculation, we have used Eq.(59), namely
W(U−ε=0(k, r)) = −W(U+ε=0(k, r)). Thus the Eq.(130) in the
main text has been proved. We emphasize that Eq.(59) is an
identity of the winding numbers instead of the winding num-
ber density, therefore, Eq.(130) is also a symmetry relation of
winding numbers, not the winding number densities.
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b. Class DIII
In this section, we would like to prove Eq.(138) in the main
text.
Taking advantage of Eq.(136) and Eq.(137), the winding
numbers satisfy
W(U+ε=0(k, r)) = K
′
d+D(i)
d+D+1
2
×
∫
ddkdDr Tr{α1α2···αd+D [(U+ε=0(k, r))−1∂α1U+ε=0(k, r)]
· · · [(U+ε=0(k, r))−1∂αd+DU+ε=0(k, r)]}
= K′d+D(i)
d+D+1
2
×
∫
ddkdDr Tr{α1α2···αd+D [(−U−ε=0(−k, r))−1∂α1 (−U−ε=0(−k, r))]∗
· · · [(−U−ε=0(−k, r))−1∂αd+D (−U−ε=0(−k, r))]∗}
=
∫
ddkdDr w∗(U−ε=0)(−k, r)(−1)(d+D+1)/2(−1)d
= W(U−ε=0(k, r))(−1)(d+D+1)/2(−1)d
= −W(U+ε=0(k, r))(−1)2d−(δ−1)/2
= W(U+ε=0(k, r))(−1)1−(δ−1)/2,
(C18)
which is the Eq.(138) in the main text. Just like the case of
class CI studied in Appendix C 3 a, we have used Eq.(59) in
this calculation. Therefore, the resultant Eq.(138) is a state-
ment about the winding numbers instead of winding number
densities.
c. Class BDI
In this appendix, we would like to prove Eq.(146) in the
main text. Unlike Eq.(130) and Eq.(138), which are only
statements about winding numbers, Eq.(146) is a statement
of winding number density.
Taking Eq.(144) and Eq.(145) as inputs, we can show that
the winding number density satisfies
w(U+ε=0)(k, r) = K
′
d+D(i)
d+D+1
2
× Tr{α1α2···αd+D [(U+ε=0(k, r))−1∂α1U+ε=0(k, r)]
· · · [(U+ε=0(k, r))−1∂αd+DU+ε=0(k, r)]}
= K′d+D(i)
d+D+1
2
× Tr{α1α2···αd+D [(U+ε=0(−k, r))−1∂α1 (U+ε=0(−k, r))]∗
· · · [(U+ε=0(−k, r))−1∂αd+D (U+ε=0(−k, r))]∗}
= w∗(U+ε=0)(−k, r)(−1)(d+D+1)/2(−1)d
= w∗(U+ε=0)(−k, r)(−1)2d−(δ−1)/2
= w(U+ε=0)(−k, r)(−1)−(δ−1)/2,
(C19)
where the real coefficient K′d+D is defined by Eq.(C2).
Thus the Eq.(146) in the main text has been established.
d. Class CII
In this appendix, we would like to prove Eq.(154) and
Eq.(157).
Taking Eq.(152) and Eq.(153) as inputs, we can show that
w(U+ε=0)(k, r) = K
′
d+D(i)
d+D+1
2
× Tr{α1α2···αd+D [(U+ε=0(k, r))−1∂α1U+ε=0(k, r)]
· · · [(U+ε=0(k, r))−1∂αd+DU+ε=0(k, r)]}
= K′d+D(i)
d+D+1
2
× Tr{α1α2···αd+D [σy(U+ε=0(−k, r))−1∗σy∂α1
(
σy(U+ε=0(−k, r))∗σy
)
]
· · · [σy(U+ε=0(−k, r))−1∗σy∂αd+D
(
σy(U+ε=0(−k, r))∗σy
)
]}
= w∗(U+ε=0)(−k, r)(−1)(d+D+1)/2(−1)d
= w(U+ε=0)(−k, r)(−1)2d−(δ−1)/2
= w(U+ε=0)(−k, r)(−1)−(δ−1)/2.
(C20)
Thus the Eq.(154) in the main text has been proved.
Eq.(157) can be proved similarly.
Appendix D: Representative Dirac Hamiltonians and a proof of
2Z topological invariants
In this appendix, we study representative Dirac Hamilto-
nians for all symmetry classes, which are useful in model
constructions of Floquet topological insulators and Floquet
topological defects. We also take these representative Dirac
Hamiltonians to explain the reason why the topological in-
variants always take even-integer values when d − D − s = 4
(mod 8). Again, the combination δ = d − D naturally comes
out.
To proceed, we define the following Dirac matrices for a
pair of non-negative integers l and m (l+m is an even integer):
Γ1(l+m+1) = σ1 ⊗ σ3 ⊗ · · · ⊗ σ3︸          ︷︷          ︸
(l+m)/2−1
,
Γ2(l+m+1) = σ2 ⊗ σ3 ⊗ · · · ⊗ σ3︸          ︷︷          ︸
(l+m)/2−1
,
Γ3(l+m+1) = σ0 ⊗ σ1 ⊗ σ3 ⊗ · · · ⊗ σ3︸          ︷︷          ︸
(l+m)/2−2
,
Γ4(l+m+1) = σ0 ⊗ σ2 ⊗ σ3 ⊗ · · · ⊗ σ3︸          ︷︷          ︸
(l+m)/2−2
,
· · ·
Γl+m−1(l+m+1) = σ0 ⊗ · · · ⊗ σ0︸          ︷︷          ︸
(l+m)/2−1
⊗σ1,
Γl+m(l+m+1) = σ0 ⊗ · · · ⊗ σ0︸          ︷︷          ︸
(l+m)/2−1
⊗σ2,
Γl+m+1(l+m+1) = σ3 ⊗ · · · ⊗ σ3︸          ︷︷          ︸
(l+m)/2
.
(D1)
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Note that Γa(l+m+1) is real when a is odd, and purely imaginary
when a is even. These expressions of Dirac matrices are stan-
dard (for instance, see Ref.12), though the notation “l + m” is
specific to the present study of topological defects. Because
the combination l −m will appear frequently, let us define the
shorthand notation
η = l − m, (D2)
which is always an even integer.
Let us introduce two important matrices, which are crucial
in studying the symmetries of Dirac Hamiltonians. They are
given as
B1(l+m+1) =
∏
even a≤m
Γa(l+m+1)
∏
m<odd a≤m+l
Γa(l+m+1), (D3)
B2(l+m+1) =
∏
odd a≤m
Γa(l+m+1)
∏
m<even a≤m+l
Γa(l+m+1). (D4)
To be more explicit, when l and m are odd integers (recall that
l + m is always an even integer), these two matrices read
B1(l+m+1)
= Γ2(l+m+1)Γ
4
(l+m+1) · · · Γm−1(l+m+1)Γm+2(l+m+1)Γm+4(l+m+1) · · · Γl+m−1(l+m+1),
B2(l+m+1)
= Γ1(l+m+1)Γ
3
(l+m+1) · · · Γm(l+m+1)Γm+1(l+m+1)Γm+3(l+m+1) · · · Γl+m(l+m+1),
(D5)
in which the number of Dirac matrices at the right hand side
is m+l2 − 1 and m+l2 + 1, respectively; when l and m are even
integers, the B1,2(l+m+1) matrices are
B1(l+m+1)
= Γ2(l+m+1)Γ
4
(l+m+1) · · · Γm(l+m+1)Γm+1(l+m+1)Γm+3(l+m+1) · · · Γl+m−1(l+m+1),
B2(l+m+1)
= Γ1(l+m+1)Γ
3
(l+m+1) · · · Γm−1(l+m+1)Γm+2(l+m+1)Γm+4(l+m+1) · · · Γl+m(l+m+1),
(D6)
in which the number of Dirac matrices at the right hand side
is m+l2 . These two matrices are generalizations of the ones
of Ref.12, which are useful in constructing Dirac Hamiltoni-
ans of topological insulators with symmetries. Our general-
izations here are useful in model construction of topological
defects. The introduction of the two integers l and m, in-
stead of a single integer like Ref.12, is to accommodate both
momentum-like and space-like coefficients (This will become
clear shortly). When m = 0, the definition of B1,2(l+m+1) reduces
to that of Ref.12.
The construction of B1,2(l+m+1) is motivated by the following
useful mathematical relations, which will be exploited soon.
The first relation is
(B1(l+m+1))
−1Γa(l+m+1)B
1
(l+m+1) = (−1)−η/2Γa∗(l+m+1), a ≤ m ,(−1)−η/2−1Γa∗(l+m+1), m < a ≤ l + m .
(D7)
The additional “−1” sign for m < a ≤ l + m will be crucial
shortly. Eq.(D7) can be verified as follows. For odd-integer l
and m we have
(B1(l+m+1))
−1Γa(l+m+1)B
1
(l+m+1) = (−1)l−η/2−1Γa∗(l+m+1), a ≤ m ,(−1)l−η/2−2Γa∗(l+m+1), m < a ≤ l + m ;
(D8)
while for even-integer l and m we have
(B1(l+m+1))
−1Γa(l+m+1)B
1
(l+m+1) = (−1)l−η/2Γa∗(l+m+1), a ≤ m ,(−1)l−η/2−1Γa∗(l+m+1), m < a ≤ l + m .
(D9)
Thus, Eq.(D7) is proved. Similarly, for B2(l+m+1) we have
(B2(l+m+1))
−1Γa(l+m+1)B
2
(l+m+1) = (−1)−η/2+1Γa∗(l+m+1), a ≤ m ,(−1)−η/2Γa∗(l+m+1), m < a ≤ l + m .
(D10)
We emphasize that the coefficients at the right hand side, such
as (−1)−η/2, depend only on η = l−m (not on l+m), which her-
alds the fact that the topological classifications depend only on
δ = d − D (not on d + D).
The matrices B1,2(l+m+1) have the following important proper-
ties. For odd-integer l and m:
B1∗(l+m+1)B
1
(l+m+1)
= (−1)(m−1)/2(−1) [(l+m−2)/2−1](l+m−2)/22
= (−1)(l−η−1)/2(−1) (l−η/2−2)(l−η/2−1)2
= (−1)−η/4(−1) (l−η/2−1)
2
2 ;
(D11)
similarly, for even-integer l and m:
B1∗(l+m+1)B
1
(l+m+1)
= (−1)m/2(−1) [(l+m−2)/2](l+m)/22
= (−1)(l−η)/2(−1) (l−η/2)(l−η/2−1)2
= (−1)−η/4(−1) (l−η/2)
2
2 .
(D12)
It follows that, irrespective of the parity of l and m,
B1∗(l+m+1)B
1
(l+m+1) =
 (−1)−η/4, η = 8n/8n + 4,(−1)−(η−2)/4, η = 8n + 2/8n + 6,
(D13)
where n stands for an integer. Equivalently, we have
B1∗(l+m+1)B
1
(l+m+1) =
{
1, η = 8n/8n + 2,
− 1, η = 8n + 4/8n + 6, (D14)
Similarly, for odd-integer l and m we have
B2∗(l+m+1)B
2
(l+m+1)
= (−1)η/4(−1) (m+η/2+1)
2
2 ,
(D15)
42
while for even-integer l and m we have
B2∗(l+m+1)B
2
(l+m+1)
= (−1)η/4(−1) (m+η/2)
2
2 .
(D16)
Therefore we have, irrespective of the parity of l and m,
B2∗(l+m+1)B
2
(l+m+1) =
 (−1)η/4, η = 8n/8n + 4,(−1)(η+2)/4, η = 8n + 2/8n + 6.
(D17)
In other words, we have
B2∗(l+m+1)B
2
(l+m+1) =
{
1, η = 8n/8n + 6,
− 1, η = 8n + 2/8n + 4, (D18)
Two more useful matrices are defined as
B˜1(l+m+1) = B
1
(l+m+1)Γ
l+m
(l+m+1),
B˜2(l+m+1) = B
2
(l+m+1)Γ
l+m−2
(l+m+1),
(D19)
which satisfy
B˜1∗(l+m+1)B˜
1
(l+m+1) =
 (−1)−(η−4)/4, η = 8n/8n + 4,(−1)−(η−2)/4, η = 8n + 2/8n + 6,
(D20)
and
B˜2∗(l+m+1)B˜
2
(l+m+1) =
 (−1)η/4, η = 8n/8n + 4,(−1)(η−2)/4, η = 8n + 2/8n + 6.
(D21)
Equivalently, we have
B˜1∗(l+m+1)B˜
1
(l+m+1) =
{
1, η = 8n + 2/8n + 4,
− 1, η = 8n/8n + 6, (D22)
and
B˜2∗(l+m+1)B˜
2
(l+m+1) =
{
1, η = 8n/8n + 2,
− 1, η = 8n + 4/8n + 6. (D23)
Following the scheme of dimensional reduction of static
topological insulators without topological defects12,122, we
construct four generations of representative Dirac Hamiltoni-
ans for Floquet topological defects. The Bloch Hamiltonian
of the first generation is:
(i) : Hl+m(l+m+1)(k, r, t) =
l+m∑
a=1
da(k, r)Γa(l+m+1) + m(t)Γ
l+m+1
(l+m+1),
(D24)
in which the coefficients da(k, r)’s satisfy
da(k, r) =
{
da(−k, r), a ≤ m,
− da(−k, r), m < a ≤ l + m, (D25)
in other words, da’s (1 ≤ a ≤ m) are space-like, and da’s
(m < a ≤ l + m) are momentum-like. For simplicity, we
take m(t) to be an even function of t, namely m(t) = m(−t).
In this generation, we have d = l,D = m, and δ = η. In
the treatment of static systems12,122, the momentum-like co-
efficients are simply taken as ki (i = 1, 2, · · · , d), neverthe-
less, we keep the more general form here. We can also take
m(t) as a function of k and r, with the property m(k, r, t) =
m(−k, r, t). Most of the model Hamiltonians we use in the
main text take the Dirac forms. For example, the Dirac Hamil-
tonians in Eq.(224) and Eq.(235) describe Floquet line de-
fects in the three-dimensional space. In these two cases, we
have l = 3,m = 1, therefore the rank of Dirac matrices is
2(l+m)/2 = 4.
According to Eq.(D7), this Hamiltonian satisfies the sym-
metry
(B1(l+m+1))
−1Hl+m(l+m+1)(k, r, t)B
1
(l+m+1)
= (−1)−δ/2Hl+m∗(l+m+1)(−k, r,±t).
(D26)
The symmetry matrix B1(l+m+1) satisfies Eq.(D14), in which we
can replace η by δ. We emphasize that replacing B1(l+m+1) by
B2(l+m+1) at the left hand side of Eq.(D26) does not produce
a simple relation, because the mass term would acquire an
opposite sign compared to all other terms at the right hand
side.
When δ = 4n, the system satisfies the time-reversal sym-
metry, therefore we can write B1(l+m+1) = T ; while when
δ = 4n + 2, the system satisfies the particle-hole symmetry,
and we can write B1(l+m+1) = C. When δ = 8n, we have
T ∗T = 1, therefore the Bloch Hamiltonian belongs to the
AI class. When δ = 8n + 4, we have T ∗T = −1, there-
fore the Hamiltonian belong to the AII class. Similarly, when
δ = 8n + 2 we have C∗C = 1 and the Hamiltonian belongs to
class D, while when δ = 8n + 6, we have C∗C = −1 and the
Hamiltonian belongs to the class C (see Table II).
TABLE II. Symmetry classes of representative Dirac Hamiltonians.
Symmetry δ = d − D
AZ 0 1 2 3 4 5 6 7
AI i iii
BDI ii iv
D i iii
DIII ii iv
AII iii i
CII iv ii
C iii i
CI iv ii
The second generation is obtained from the first generation
by removing one of the momentum-like term dl+m:
(ii) : Hl+m−1(l+m+1)(k, r, t) =
l+m−1∑
a=1
da(k, r)Γa(l+m+1) + m(t)Γ
l+m+1
(l+m+1).
(D27)
Now we have d = l − 1 and D = m, and δ = η − 1. According
to Eq.(D7) and Eq.(D19), the Hamiltonian has the symmetries
(B1(l+m+1))
−1Hl+m−1(l+m+1)(k, r, t)B
1
(l+m+1)
= (−1)−(δ+1)/2Hl+m−1∗(l+m+1)(−k, r,±t),
(D28)
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and
(B˜1(l+m+1))
−1Hl+m−1(l+m+1)(k, r, t)B˜
1
(l+m+1)
= (−1)−(δ+1)/2−1Hl+m−1∗(l+m+1)(−k, r,±t).
(D29)
Apparently, the Hamiltonian enjoys a chiral symmetry with
S = Γl+m(l+m+1). The symmetry matrices B
1
(l+m+1) and B˜
1
(l+m+1) sat-
isfy Eq.(D14) and Eq.(D22), which are re-expressed in terms
of δ as
B1∗(l+m+1)B
1
(l+m+1) =
{
1, δ = 8n − 1/8n + 1,
− 1, δ = 8n + 3/8n + 5, (D30)
and
B˜1∗(l+m+1)B˜
1
(l+m+1) =
{
1, δ = 8n + 1/8n + 3,
− 1, δ = 8n − 1/8n + 5. (D31)
As an example, when δ = 8n+ 1, the Hamiltonian enjoys both
the time-reversal symmetry and particle-hole symmetry with
T ∗T = 1 and C∗C = 1, which indicates that it belongs to the
class BDI. Similarly, when δ = 8n + 3, one can check that the
Hamiltonian belongs to the class DIII. The symmetry classes
of other values of δ are listed in Table II.
We remark that the representative Dirac Hamiltonians for
Z2 topological classes can be obtained from the Hamiltoni-
ans (i) and (ii) by removing one or two momentum-like terms
(thus reducing δ by 1 or 2), while keeping the same symme-
tries. For example, the representative Dirac Hamiltonian for
class AII in the dimension δ = 3 can be obtained from the
Hamiltonian (i) by removing a momentum-like term, which
is simply the Hamiltonian (ii). We have seen that the Hamil-
tonian (ii) also serves as a representative for the class DIII in
dimension δ = 3. This is not a problem: The same Dirac
Hamiltonian can be taken as the representative of more than
one symmetry classes, though the symmetry operation is dif-
ferent for each class. This is also true for static systems. In
fact, for the case of d = 3,D = 0, the BdG Hamiltonian of
3He-B phase (class DIII) and the model Hamiltonian of the
topological insulator Bi2Se3 (class AII) indeed take the same
form (up to a basis change)6.
Apparently, the Hamiltonians (i) and (ii) can also be taken
as the representative Dirac Hamiltonians of class A and class
AIII, respectively, though we focus on the eight real classes in
this appendix.
The third generation of Bloch Hamiltonian is given as
(iii) : Hl+m−2(l+m+1)(k, r, t)
=
l+m−2∑
a=1
da(k, r)Γa(l+m+1) + im(t)Γ
l+m+1
(l+m+1)Γ
l+m
(l+m+1)Γ
l+m−1
(l+m+1).
(D32)
Now we have d = l − 2,D = m and δ = η − 2.
We emphasize that the mass term has been chosen as
im(t)Γl+m+1(l+m+1)Γ
l+m
(l+m+1)Γ
l+m−1
(l+m+1). The m(t)Γ
l+m+1
(l+m+1) term is not qual-
ified as a mass term because the resultant Hamiltonian would
have two chiral symmetries with chiral matrices S 1 = Γl+m(l+m+1)
and S 2 = Γl+m−1(l+m+1), which is not in the framework of the tenfold
way classes.
According to Eq.(D10), the Hamiltonian (iii) satisfies the
symmetry
(B2(l+m+1))
−1Hl+m−2(l+m+1)(k, r, t)B
2
(l+m+1)
= (−1)−δ/2Hl+m−2∗(l+m+1)(−k, r,±t),
(D33)
in which the symmetry matrix satisfies
B2∗(l+m+1)B
2
(l+m+1) =
{
1, δ = 8n + 4/8n + 6,
− 1, δ = 8n/8n + 2. (D34)
As an example, when δ = 8n, the Hamiltonian has the time-
reversal symmetry with T ∗T = −1 (T = B2(l+m+1)), which be-
longs to class AII.
The last generation of Dirac Hamiltonian is
(iv) : Hl+m−3(l+m+1)(k, r, t)
=
l+m−3∑
a=1
da(k, r)Γa(l+m+1) + im(t)Γ
l+m+1
(l+m+1)Γ
l+m
(l+m+1)Γ
l+m−1
(l+m+1),
(D35)
which has d = l − 3, D = m and δ = η − 3. Taking advantage
of Eq.(D10) and Eq.(D19), we can see that this Hamiltonian
has the symmetries
(B2(l+m+1))
−1Hl+m−3(l+m+1)(k, r, t)B
2
(l+m+1)
= (−1)−(δ+1)/2Hl+m−3∗(l+m+1)(−k, r,±t),
(D36)
and
(B˜2(l+m+1))
−1Hl+m−3(l+m+1)(k, r, t)B˜
2
(l+m+1)
= (−1)−(δ+3)/2Hl+m−3∗(l+m+1)(−k, r,±t).
(D37)
Apparently, the Hamiltonian also has a chiral symmetry with
S = Γl+m−2(l+m+1), which is proportional to B˜
2
(l+m+1)(B
2
(l+m+1))
−1.
The symmetry matrices satisfy Eq.(D18) and Eq.(D23), which
are
B2∗(l+m+1)B
2
(l+m+1) =
{
1, δ = 8n + 3/8n + 5,
− 1, δ = 8n + 1/8n + 7, (D38)
and
B˜2∗(l+m+1)B˜
2
(l+m+1) =
{
1, δ = 8n + 5/8n + 7,
− 1, δ = 8n + 1/8n + 3. (D39)
As an example, when δ = 8n + 7, the Hamiltonian has
both time-reversal symmetry and particle-hole symmetry with
T ∗T = −1 (T = B2(l+m+1)) and C∗C = 1 (C = B˜2(l+m+1)), which
belongs to class DIII. As another example, when δ = 8n+1, it
has time-reversal symmetry and particle-hole symmetry with
T ∗T = C∗C = −1 (C = B2(l+m+1), T = B˜2(l+m+1)), which indi-
cates that the Hamiltonian is in class CII. The model Hamil-
tonian in Eq.(251) belongs to this class. In that specific case,
we should take l = 5 and m = 1 (d = l − 3 = 2, D = m = 1) as
the starting point, therefore, the Dirac matrices are 8× 8 ones.
Let us reemphasize that all the symmetry properties depend
only on δ = d − D, not on d + D, which is consistent with the
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approach from topological invariants discussed in the main
text.
Finally, let us explain the 2Z topological invariants from
the perspective of Dirac Hamiltonian. We will show that the
representative Hamiltonians (iii) and (iv) have 2Z winding
numbers. Let us focus on (iii) first. It is readily seen that
Hl+m−2(l+m+1)(k, r, t) satisfies [H
l+m−2
(l+m+1)(k, r, t),Γ
i
(l+m+1)Γ
j
(l+m+1)] = 0,
in which (i, j) = {(l + m − 1, l + m), (l + m, l + m + 1), (l + m +
1, l+m−1)}, which implies that the Hamiltonian can be made
block-diagonal. In our basis of Dirac matrices in Eq.(D1), the
Hamiltonian reads
Hl+m−2(l+m+1)(k, r, t) =
l+m−2∑
a=1
da(k, r)Γa(l+m−1) ⊗ σ3 + m(t)Γl+m−1(l+m−1) ⊗ σ0.
(D40)
It can also be rewritten as
Hl+m−2(l+m+1)(k, r, t) =
Hl+m−2(l+m−1)(k, r, t) −H¯l+m−2(l+m−1)(k, r, t)
 ,
(D41)
in which H¯l+m−2(l+m−1)(k, r, t) stands for the expression obtained
from Hl+m−2(l+m−1)(k, r, t) by replacing m(t) by −m(t):
H¯l+m−2(l+m−1)(k, r, t) =
l+m−2∑
a=1
da(k, r)Γa(l+m−1) − m(t)Γl+m−1(l+m−1).
(D42)
Let us introduce the matrix
D(l+m+1) =
I
Γl+m−1(l+m−1)
 , (D43)
so that
D−1(l+m+1)H
l+m−2
(l+m+1)(k, r, t)D(l+m+1) =Hl+m−2(l+m−1)(k, r, t) Hl+m−2(l+m−1)(k, r, t)
 . (D44)
Now let us consider the time evolution operator. In our ba-
sis, it takes a block-diagonal form:
U l+m−2(l+m+1)(k, r, t) = [1 − i∆tHl+m−2(l+m+1)(k, r, t − ∆t)][1 − i∆tHl+m−2(l+m+1)(k, r, t − 2∆t)] · · · [1 − i∆tHl+m−2(l+m+1)(k, r, 0)]
=

[1 − i∆tHl+m−2(l+m−1)(k, r, t − ∆t)][1 − i∆tHl+m−2(l+m−1)(k, r, t − 2∆t)]
· · · [1 − i∆tHl+m−2(l+m−1)(k, r, 0)]
[1 + i∆tH¯l+m−2(l+m−1)(k, r, t − ∆t)][1 + i∆tH¯l+m−2(l+m−1)(k, r, t − 2∆t)]
· · · [1 + i∆tH¯l+m−2(l+m−1)(k, r, 0)]
 ,
(D45)
which satisfies
D−1(l+m+1)U
l+m−2
(l+m+1)(k, r, t)D(l+m+1)
=
U l+m−2(l+m−1)(k, r, t) U l+m−2(l+m−1)(k, r, t)
 . (D46)
In this way, we can further show that the periodized time evo-
lution operator (with branch cut at ε) satisfies
D−1(l+m+1)U
l+m−2
ε,(l+m+1)(k, r, t)D(l+m+1)
=
U l+m−2ε,(l+m−1)(k, r, t) U l+m−2ε,(l+m−1)(k, r, t)
 . (D47)
Therefore, the winding number becomes the sum of the con-
tributions from two identical blocks:
W[U l+m−2ε(l+m+1)(k, r, t)] = 2W[U
l+m−2
ε(l+m−1)(k, r, t)], (D48)
which is always an even integer. Similar analysis is applicable
to the (iv) generation. Therefore, the winding numbers always
take even-integer values for (iii) and (iv) in Table II.
Under the assumption that any Hamiltonian can be
smoothly deformed to a Dirac representative in the same topo-
logical class (this assumption is quite natural because we have
found a Dirac representative for each tenfold-way class), we
can see that all the (iii)’s and (iv)’s in Table II have 2Z topo-
logical invariants.
Appendix E: Equivalence of the effective-Hamiltonian-based
band topological invariants and the frequency-domain band
topological invariants
As we have mentioned in the main text, there are two natu-
ral Chern numbers of Floquet bands. The first one is defined
in terms of the effective Hamiltonian Heff , while the second
one is defined in terms of the Floquet Hamiltonian H in the
frequency-domain formulation. Let us recall their definitions
and study their relation.
The first band Chern number has been defined in the main
text [Eq.(41)]. In line with the frequency-domain formula-
tion to be discussed shortly, we will use the quasienergy 
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instead of the dimensionles quasienergy ε = τ in this ap-
pendix. Accordingly, we reproduce Eq.(41) here using the
notation of . For the Floquet bands with quasienergy in [, ′]
(0 ≤  < ′ < ω), the band Chern number reads
C(d+D)/2(P,′ ) = K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DP,′∂α1P,′ · · · ∂αd+DP,′ ],
(E1)
in which the Floquet band projection operator P,′ =∑
<n<′ |ψn(k, r)〉〈ψn(k, r)|, where |ψn(k, r)〉’s are the eigen-
vectors of U(k, r, τ), or equivalently, eigenvectors of the ef-
fective Hamiltonian Heff(k, r), which is given by the logarithm
of U(k, r, τ). The numerical coefficient K˜d+D has been defined
in Eq.(38). The simple property of Eq.(45) indicates that this
Chern number is a very natural band topological invariant, be-
cause it is exactly the difference between the winding numbers
defined at ′ and . Since P,′ is determined by the full-period
time evolution operator U(k, r, τ), or by the effective Hamil-
tonian Heff(k, r), the Chern number in Eq.(E1) may be called
the “effective-Hamiltonian-based band Chern number”.
Nevertheless, there is yet another very natural band Chern
number, which is based on the frequency-domain formulation.
Since the frequency-domain formulation is widely used in nu-
merical calculations of Floquet systems, this Chern number is
also a valuable one (Indeed, it has been used in the main text
of this paper). To define it, let us start from the time-dependent
Schro¨dinger equation
i∂t |ψn(k, r, t)〉 = H(k, r, t)|ψn(k, r, t)〉, (E2)
and take the standard Fourier transformation to the frequency
domain,
|ψn(k, r, t)〉 = exp[−in(k, r)t]
∑
m
exp(imωt)|φ(m)n (k, r)〉,
(E3)
where n(k, r) is the quasienergy, and |φ(m)n (k, r)〉’s are N-
component column vectors (N is the number of static bands
if the driving is removed). In this frequency domain, the
Schro¨dinger equation becomes∑
m′
Hmm′ (k, r)|φ(m′)n (k, r)〉 = n(k, r)|φ(m)n (k, r)〉, (E4)
where
Hmm′ (k, r) = mωδmm′I + Hm−m′ (k, r), (E5)
in which Hm−m′ (k, r)’s are the Fourier components of
H(k, r, t), namely,
Hm(k, r) =
1
τ
∫ τ
0
dtH(k, r, t) exp(−imωt), (E6)
and Hm−m′ is obtained by the replacement m → m − m′ in
this expression. The matrix H is referred to as the “Flo-
quet Hamiltonian”, whose rank is infinite. In practice, we
may take a truncation, keeping M2 Floquet blocks with a suf-
ficiently large M (i.e., the Floquet index m is restricted to
m ∈ [−M/2,M/2]). To be more explicit, Eq.(E4) reads
· · ·
H0 + ω H1 H2
H−1 H0 H1
H−2 H−1 H0 − ω
· · ·


· · ·
φ(1)n
φ(0)n
φ(−1)n
· · ·

= n

· · ·
φ(1)n
φ(0)n
φ(−1)n
· · ·

. (E7)
The column eigenvector (· · · , φ(1)n , φ(0)n , φ(−1)n , · · · )T here will
be denoted as |Φn〉 for brevity. As long as ω is nonzero, the
wavefunction profile of |Φn〉 is localized in the m space (math-
ematically, the problem resembles the Wannier-Stark ladder,
for which the localization in the m direction has been studied
before137).
A notable property of this eigenvalue problem is the peri-
odicity in the Floquet m space. It can be readily checked that
· · ·
H0 + ω H1 H2
H−1 H0 H1
H−2 H−1 H0 − ω
· · ·


· · ·
φ(1−m)n
φ(−m)n
φ(−1−m)n
· · ·

= (n+mω)

· · ·
φ(1−m)n
φ(−m)n
φ(−1−m)n
· · ·

,
(E8)
in other words, shifting of the eigenvectors in the m space are
also eigenvectors, with eigenvalues increased or decreased by
multiples of ω.
Having explained the above background knowledge, let us
define the frequency-domain Chern number. It is defined in
the same way as the usual Chern number of static systems,
taking H(k, r) as the “static Hamiltonian”. For the Floquet
bands with quasienergy in [, ′], the Chern number can be
defined in terms of the projection operator
P,′ (k, r) =
∑
<n<′
|Φn(k, r)〉〈Φn(k, r)|, (E9)
where |Φn(k, r)〉 is the eigenvector of H with eigen-
value n(k, r), as mentioned above. Here, |Φn(k, r)〉’s
form an orthonormal basis, namely, 〈Φn(k, r)|Φn′ (k, r)〉 =∑
m〈φ(m)n (k, r)|φ(m)n′ (k, r)〉 = δnn′ . The frequency-domain band
Chern number is defined as
C(d+D)/2(P,′ ) = K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DP,′∂α1P,′ · · · ∂αd+DP,′ ],
(E10)
where the coefficient K˜d+D is the same as in Eq.(E1).
What is the relation between this frequency-domain Chern
number in Eq.(E10) and the effective-Hamiltonian-based
Chern number in Eq.(E1)? They look quite different: Eq.(E1)
uses the N-component vectors |ψn(k, r)〉’s, while Eq.(E10)
uses the MN-component vectors |Φn(k, r)〉’s.
Let us first have a closer inspection. In the definition of
C(d+D)/2(P,′ ) in Eq.(E10), the derivative always look like
〈φ(m)n |∂αiφ(m)n′ 〉 or 〈∂αiφ(m)n |φ(m)n′ 〉. There is no mixing of m and
m′ for m , m′. This fact can be seen from the more explicit
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expression of the projection operator
P,′ =
∑
<n<′

· · ·
|φ(1)n 〉
|φ(0)n 〉
|φ(−1)n 〉
· · ·

(
· · · , 〈φ(1)n |, 〈φ(0)n |, 〈φ(−1)n |, · · ·
)
=
∑
<n<′

· · ·
|φ(1)n 〉〈φ(1)n | |φ(1)n 〉〈φ(0)n | |φ(1)n 〉〈φ(−1)n |
|φ(0)n 〉〈φ(1)n | |φ(0)n 〉〈φ(0)n | |φ(0)n 〉〈φ(−1)n |
|φ(−1)n 〉〈φ(1)n | |φ(−1)n 〉〈φ(0)n | |φ(−1)n 〉〈φ(−1)n |
· · ·

.
(E11)
On the other hand, in Eq.(E1), we used the
effective-Hamiltonian-based projection operator
P,′ =
∑
<n<′ |ψn(k, r)〉〈ψn(k, r)|. It is not difficult to
see that |ψn(k, r)〉’s here are simply |ψn(k, r, t = 0)〉’s,
where |ψn(k, r, t)〉’s are the solutions to the time-
dependent Schro¨dinger equation given by Eq.(E3),
which justifies using similar notation “ψn” for the two
vectors, |ψn(k, r)〉 and |ψn(k, r, t)〉. In fact, we have
U(k, r, τ)|ψn(k, r, t = 0)〉 = exp[−in(k, r)τ)|ψn(k, r, t = 0)〉.
It follows from Eq.(E3) that
|ψn(k, r)〉 = |ψn(k, r, t = 0)〉 =
∑
m
|φ(m)n (k, r)〉. (E12)
Now we can see that the N-component vector
|ψn(k, r)〉, which is used in Eq.(E1), comes from the
m-summation of the MN components of |Φn(k, r)〉.
Given the orthonormal condition of |Φn(k, r)〉, namely,
〈Φn(k, r)|Φn′ (k, r)〉 = ∑m〈φ(m)n (k, r)|φ(m)n′ (k, r)〉 = δnn′ ,
we can show that |ψn(k, r)〉’s are also orthonormal. In
fact, 〈ψn(k, r)|ψn′ (k, r)〉 = ∑m ∑m′〈φ(m)n (k, r)|φ(m′)n′ (k, r)〉 =∑
l(
∑
m〈φ(m)n (k, r)|φ(m+l)n′ (k, r)〉), in which the l , 0 terms
all vanish due to the fact that the eigenvectors of the
Hermitian matrix H with different eigenvalues are or-
thogonal [let us also recall Eq.(E8)]. Therefore, we have
〈ψn(k, r)|ψn′ (k, r)〉 = 〈Φn(k, r)|Φn′ (k, r)〉.
Given Eq.(E12), the effective-Hamiltonian-based projec-
tion operator reads
P,′ =
∑
<n<′
∑
m1,m2
|φ(m1)n (k, r)〉〈φ(m2)n (k, r)|, (E13)
therefore, the expression of Eq.(E1) in terms of |φ(m)n (k, r)〉
involves 〈φ(m)n |∂αiφ(m
′)
n′ 〉 with m , m′, which is unlike the case
of Eq.(E10), whose expression only involves 〈φ(m)n |∂αiφ(m)n′ 〉.
If one of the m components of |Φn(k, r)〉, say |φ(m0)n (k, r)〉,
dominates over all other components, then |ψn(k, r)〉 =∑
m |φ(m)n (k, r)〉 ≈ |φ(m0)n (k, r)〉, and we can expect that Eq.(E10)
and Eq.(E1) yield the same integer. However, in the most in-
teresting cases, the profile of |Φn〉 can be quite extended in the
m direction, with several m components having comparable
weights, then there seems to be no straightforward relation be-
tween the Chern number calculated from the MN-component
vectors |Φn(k, r)〉’s and that calculated from the N-component
vecotr |ψn(k, r)〉’s. At this stage, one may wonder whether
Eq.(E10) and Eq.(E1) are equal or not. Although the bulk-
defect correspondence suggests an affirmative answer (both
topological invariants are expected to count the topological
defect modes), a straightforward proof is desirable.
In this appendix, we are able to prove the general result:
C(d+D)/2(P,′ ) = C(d+D)/2(P,′ ), (E14)
namely, the Chern numbers in Eq.(E1) and Eq.(E10) are
equivalent. This is the main result of this appendix.
To prove Eq.(E14), we observe that the Floquet bands ofH
have periodicity of ω, as manifested in Eq.(E8). The eigen-
vectors with eigenvalues in [ + mω, ′ + mω] are the same
as in [, ′], except for a shifting. The Chern number for
P+mω,′+mω must be the same as that of P,′ :
C(d+D)/2(P+mω,′+mω) = C(d+D)/2(P,′ ), (E15)
which, combined with the summation property of Chern num-
ber, tells us that
C(d+D)/2(
∑
m
P+mω,′+mω) =
∑
m
C(d+D)/2(P+mω,′+mω)
= M C(d+D)/2(P,′ ). (E16)
Strictly speaking, the Chern numbers of the bands near the
truncation, namely, m ≈ ±M/2, may be different from
C(d+D)/2(P,′ ) due to the truncation error, therefore, the “=”
in Eq.(E16) is accurate only to the order of M, which never-
theless suffices our purpose as we take sufficiently large M.
The strategy of proving Eq.(E14) is to calculate the left hand
side of Eq.(E16), C(d+D)/2(∑m P+mω,′+mω), and then divide it
by M, hoping that the result can be related to Eq.(E1).
To be explicit, the projection operator of the bands in [ +
mω, ′ + mω] reads
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P+mω,′+mω =
∑
<n<′

· · ·
|φ(1−m)n 〉
|φ(−m)n 〉
|φ(−1−m)n 〉
· · ·

(
· · · , 〈φ(1−m)n |, 〈φ(−m)n |, 〈φ(−1−m)n |, · · ·
)
=
∑
<n<′

· · ·
|φ(1−m)n 〉〈φ(1−m)n | |φ(1−m)n 〉〈φ(−m)n | |φ(1−m)n 〉〈φ(−1−m)n |
|φ(−m)n 〉〈φ(1−m)n | |φ(−m)n 〉〈φ(−m)n | |φ(−m)n 〉〈φ(−1−m)n |
|φ(−1−m)n 〉〈φ(1−m)n | |φ(−1−m)n 〉〈φ(−m)n | |φ(−1−m)n 〉〈φ(−1−m)n |
· · ·

, (E17)
therefore, the sum is
∑
m
P+mω,′+mω =
∑
<n<′

· · · ∑
m |φ(1−m)n 〉〈φ(1−m)n | ∑m |φ(1−m)n 〉〈φ(−m)n | ∑m |φ(1−m)n 〉〈φ(−1−m)n |∑
m |φ(−m)n 〉〈φ(1−m)n | ∑m |φ(−m)n 〉〈φ(−m)n | ∑m |φ(−m)n 〉〈φ(−1−m)n |∑
m |φ(−1−m)n 〉〈φ(1−m)n | ∑m |φ(−1−m)n 〉〈φ(−m)n | ∑m |φ(−1−m)n 〉〈φ(−1−m)n |
· · ·

. (E18)
To simplify the expression, let us introduce the shorthand notation:
P(m) =
∑
<n<′
∑
m1
∑
m2
|φ(m1)n 〉〈φ(m2)n |δm1−m2−m
=
∑
<n<′
∑
m′
|φ(m′+m)n 〉〈φ(m
′)
n |,
(E19)
where the subscript “(m)” here indicates that the Floquet index (or the sum of indices) of the ket-vectors minus that of the
bra-vectors is m, and the quasienergies , ′ are implicit. The same notation will be used below. Apparently, we have
P,′ =
∑
m
P(m). (E20)
With the shorthand notations, the projection operator
∑
m P+mω,′+mω reads
∑
m
P+mω,′+mω =

· · ·
P(0) P(1) P(2)
P(−1) P(0) P(1)
P(−2) P(−1) P(0)
· · ·

. (E21)
Note that all the diagonal blocks are the same, which is an advantage of summation over m. Similarly, we have
∂α1 (
∑
m
P+mω,′+mω) =

· · ·
(∂α1P)(0) (∂α1P)(1) (∂α1P)(2)
(∂α1P)(−1) (∂α1P)(0) (∂α1P)(1)
(∂α1P)(−2) (∂α1P)(−1) (∂α1P)(0)
· · ·

, (E22)
in which
(∂α1P)(m) =
∑
<n<′
∑
m3
∑
m4
∂α1 (|φ(m3)n 〉〈φ(m4)n |)δm3−m4−m. (E23)
One can readily check that ∑
m′
P(m′)(∂α1P)(m−m′) = (P∂α1P)(m), (E24)
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from which it follows that
(
∑
m
P+mω,′+mω)∂α1 (
∑
m
P+mω,′+mω) =

· · ·
(P∂α1P)(0) (P∂α1P)(1) (P∂α1P)(2)
(P∂α1P)(−1) (P∂α1P)(0) (P∂α1P)(1)
(P∂α1P)(−2) (P∂α1P)(−1) (P∂α1P)(0)
· · ·

, (E25)
in which
(P∂α1P)(m) =
∑
n1,n2
∑
m1,m2,m3,m4
(|φ(m1)n1 〉〈φ(m2)n1 |)∂α1 (|φ(m3)n2 〉〈φ(m4)n2 |)δm1−m2+m3−m4−m, (E26)
namely, the sum of the indices of ket-vectors minus that of the bra-vectors is m. The summation of ni is done within  < ni < 
′.
In the same way, we have∑
m
P+mω,′+mω
 ∂α1 ∑
m
P+mω,′+mω
 · · · ∂αd+D ∑
m
P+mω,′+mω

=

· · ·
(P∂α1P · · · ∂αd+DP)(0) (P∂α1P · · · ∂αd+DP)(1) (P∂α1P · · · ∂αd+DP)(2)
(P∂α1P · · · ∂αd+DP)(−1) (P∂α1P · · · ∂αd+DP)(0) (P∂α1P · · · ∂αd+DP)(1)
(P∂α1P · · · ∂αd+DP)(−2) (P∂α1P · · · ∂αd+DP)(−1) (P∂α1P · · · ∂αd+DP)(0)
· · ·

. (E27)
Taking Eq.(E27) as an input, the frequency-domain Chern
number of
∑
m P+mω,′+mω, according to the definition in
Eq.(E10), is given by
C(d+D)/2(
∑
m
P+mω,′+mω) =
= K˜d+D
∫
T d×S D
ddkdDrTr[α1α2···αd+D
∑
m
P+mω,′+mω

×∂α1
∑
m
P+mω,′+mω
 · · · ∂αd+D ∑
m
P+mω,′+mω
]
= MK˜d+D
∫
T d×S D
ddkdDrTr[α1α2···αd+D (P∂α1P · · · ∂αd+DP)(0)].
Note that all the off-diagonal blocks in Eq.(E27) do not con-
tribute to the trace, therefore, only (P∂α1P · · · ∂αd+DP)(0) re-
mains in the last line.
Due to Eq.(E16), the band Chern number of P,′ is
C(d+D)/2(P,′ )
=
1
M
C(d+D)/2(
∑
m
P+mω,′+mω)
= K˜d+D
∫
T d×S D
ddkdDrTr[α1α2···αd+D (P∂α1P · · · ∂αd+DP)(0)].
(E28)
Compared to the original frequency-domain Chern number
in Eq.(E10), the above expression looks much closer to the
effective-Hamiltonian-based band Chern number in Eq.(E1),
yet it is not exactly the same.
The proof of Eq.(E14) will be completed if we can also
transform Eq.(E1) to Eq.(E28). This is indeed the case. To
this end, let us define a time-dependent projection operator
P,′ (k, r, t) =
∑
<n<′
|ψn(k, r, t)〉〈ψn(k, r, t)|. (E29)
Apparently, P,′ (k, r, t = 0) is simply the original projection
operator P,′ (k, r). More explicitly, we have
P,′ (k, r, t) =
∑
<n<′
∑
m1,m2
ei(m1−m2)ωt |φ(m1)n (k, r)〉〈φ(m2)n (k, r)|.
In terms of our shorthand notation of “(m)” in Eq.(E19),
P,′ (k, r, t) reads
P,′ (k, r, t) =
∑
m
eimωtP(m). (E30)
Since |ψn(k, r, t)〉’s are smooth functions of t, the Chern
number defined in terms of P,′ (t) cannot change as a function
of t, i.e.,
C(d+D)/2(P,′ (t)) = C(d+D)/2(P,′ (t = 0)) ≡ C(d+D)/2(P,′ ),
therefore, C(d+D)/2(P,′ ) can be calculated as the time average
of C(d+D)/2(P,′ (t)):
C(d+D)/2(P,′ ) =
1
τ
∫ τ
0
dt C(d+D)/2(P,′ (t))
=
1
τ
K˜d+D
∫ τ
0
dt
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+DP,′ (t)∂α1P,′ (t) · · · ∂αd+DP,′ (t)].
(E31)
It can be readily found that
P,′ (t)∂α1P,′ (t) · · · ∂αd+DP,′ (t)
=
∑
m
(P∂α1P · · · ∂αd+DP)(m)eimωt, (E32)
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where the shorthand notation of the subscript “(m)” is used in
the same way as defined above. Inserting it into Eq.(E31), we
have
C(d+D)/2(P,′ ) =
1
τ
K˜d+D
∫ τ
0
dt
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+D
∑
m
(P∂α1P · · · ∂αd+DP)(m)eimωt].
(E33)
The integration over t can be straightforwardly done, which
keeps only the m = 0 Fourier component:
C(d+D)/2(P,′ ) = K˜d+D
∫
T d×S D
ddkdDr
× Tr[α1α2···αd+D (P∂α1P · · · ∂αd+DP)(0)].
(E34)
Since we have already transformed the frequency-domain
band Chern number in Eq.(E10) to the same formula [see
Eq.(E28)], we have proved Eq.(E14), which states that the
effective-Hamiltonian-based Chern number (Heff-based Chern
number) is equal to the frequency-domain Chern number (H-
based Chern number).
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