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ABSTRACT 
Simulation analysis makes use of statistical distributions to specify the parameters of input 
data. It is well known that fitting a distribution to empirical data is more of an art than a 
science (Banks J., 1998, p. 74) because of the difficulty of constructing a 'good' histogram. 
The most difficult step is choosing an appropriate interval width. Too small a width will 
produce a ragged histogram, whereas too large a width will produce one that is over-
aggregated and block-like. De Beer and Swanepoel (1999) have developed 'Simple and 
effective number-of-bins circumference selectors' for creating histograms for the purpose of 
fitting distributions. When using simulation software such as Arena, one can generally fit 
distributions to input data using a built-in function in the software. 
If input distributions could be compared regarding their effect on the outcomes of a 
simulation model, one could assess whether input distributions generated by Arena could be 
accepted unconditionally or whether one should pay special attention to the input 
distributions used in the simulation model. 
In this study a simulation model of a computer helpdesk system is constructed to test the 
effect of input distributions. Distributions fitted with the 'circumference technique' are 
compared with those from the simulation package, Arena, and those calculated by the 
statistical package 'Statistica', and then compared with empirical distributions. In the 
helpdesk system, calls from employees experiencing problems with any computer hardware 
or software are logged, redirected when necessary, 'attended to, resolved and then closed. 
Queue statistics of the simulation model using input distributions suggested by Arena as 
opposed to input distributions deduced from the other methods are compared and a 
conclusion is reached as to how important or unimportant it is for this specific model to select 
appropriate input distributions. 
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l. BACKGROUND 
All simulation models require data. 'Good data are critically important. If the data are 
limited in some way, so are the results' (Banks, 1998, p. 731). This statement also logically 
applies to distributions representing input data. 
With simulation modelling one can use empirical data or a parametric distribution to 
represent the input information for the simulation model. When using empirical data one can 
be sure that the input information is a true representation of the real world situation, but 
empirical distributions have a number of drawbacks: 
• Empirical distribution functions can only represent bounded distributions (upper and 
lower bounds) and only the observed sample range; 
• The quality of representation afforded by an empirical distribution 1s completely 
dependent on the quality of the sample available; 
• For small to moderate sample sizes, the upper tail defined by the empirical 
distribution function can be unreliable due to the small number of values used to 
define it; this is particularly true for distributions with long upper tails, which are 
common in simulation contexts; 
• The probability of history repeating itself 'exactly' is zero (Banks, 1998, p. 73). 
For the above reasons it may be better in a simulation context to use fitted parametric models 
rather than empirical distributions. However, the fitting of a parametric model is not done by 
exact calculation. General practice is to select one of the standard distribution families, 
calculate parameters and apply goodness-of-fit tests, as well as to draw graphs to determine 
how well the applied distribution fits the given data. This raises the question of what effect 
the choice of distribution could have on the results of a simulation model. 
To test the effect of the choice of distribution on a typical service system, in this study a 
computer helpdesk system ('the helpdesk system') is simulated using the software package 
'Arena'. Arena has its own 'input analyser', which determines the distribution of input data. 
The distributions suggested by this input analyser will be compared with the distributions 
resulting from the circumference method, the distributions suggested by the statistical 
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package Statistica and the empirical input distributions. It was decided to apply empirical 
distributions as well, despite their drawbacks because it has been shown that, when 
approximating distributions were compared on the basis of variance and bias in their 
estimates, the empirical distributions generally did as well as the best fitted standard 
distributions, and sometimes better (Shanker & Kelton, 1991). The 'circumference' method 
for determining an optimal number of bins (the number of bars in a histogram) when fitting a 
distribution model was published in 1999 (De Beer & Swanepoel, 1999). The comparison 
will focus on the queues resulting within the simulation model based on the input 
distributions selected. 
It has to be emphasized that the results from this study cannot necessarily be generalised to 
all simulated systems. Determining the general applicability of the conclusions would 
require a much larger study where different types of systems are simulated and where 
sensitivities to the input distributions might differ. 
It has to be mentioned that an unfortunate incident of theft has caused the loss of original 
data, graphics and application software. Some of the graphics in this document may therefore 
not be as complete as they should be and the author apologises for this. 
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2. THE HELPDESK SYSTEM 
2.1. General 
The CSIR is the National Scientific Research organisation of South Africa and is situated in 
the capital city of South Africa, Pretoria. In this study helpdesk calls received, handled and 
resolved by the Information Technology (IT) Support Centre of the CSIR are simulated, for 
the purpose of testing the model's sensitivity towards input distributions. The helpdesk 
system consists of a number of support groups situated at the CSIR campus in Pretoria, as 
well as at other sites such as Stellenbosch, Durban, Cottesloe and the Satellite Application 
Centre. Support is given for any problems experienced with computer software or hardware 
- PC related or network related. The calls are all logged and marked as completed in a 
centralised database system, whether they originated and were resolved at the remote sites or 
locally. 
Calls are received telephonically or electronically through an email system, and logged at the 
moment that the helpdesk operator opens the email message or answers the phone. This 
normally happens within seconds of the call being received. The First Line support group 
first attempts to resolve the problem telephonically or by replying immediately via an email 
message. It could also redirect the call to the appropriate helpdesk function (support group) if 
the problem cannot be resolved telephonically or by email. Some calls are redirected 
immediately if they are of a specialised nature. A call is closed and marked as resolved as 
soon as a workable solution has been presented to the satisfaction of the complainant. 
The respective responsibilities of different helpdesk functions (support groups) are discussed 
in 'Initial assessment of helpdesk data', Section 5.1, p. 13. A flow diagram showing the flow 
of calls to the helpdesk functions is given below. 
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Calls arrive at 
single entry 
point. 
First Linc support 
and remote sites 
process calls 
and/or redirect. 
Calls are redirected if necessary 
to appropriate support group: 
1. Second Line 
2. Network/Mainframe 
3. Procurement 
4. PBX 
Calls are processed. 
Calls are closed 
when resolved, 
calls leave system 
This helpdesk system handles an average of 3000 calls per month. This system represents a 
typical service system and not a manufacturing system. A service system is a system that 
delivers products of a service nature. Applications include fast-food restaurants, banks, 
insurance companies, service centres and many others (Kelton et al., 1998, p. 244). An 
example of a manufacturing system is a manufacturing plant with machines, people, transport 
devices, conveyor belts and storage space (Kelton et al., 1998, p. 4) where the aim would be 
to optimise throughput. As this helpdesk system focuses on serving customers, more 
emphasis will be placed on the waiting times for the calls to be resolved (queuing) than on 
throughput, e.g. the number of calls resolved (Banks, 1998, p. 631 ). 
2.2. Data set 
Data were collected from June 1999 to April 2000 and consisted of approximately 28 000 
records. Data included the date and time the call was logged, the type of call, severity 
(urgency) of call, CSIR division that submitted the call, helpdesk function or support group 
that handled the call, and the date and time that the call was resolved. 
Dates were converted to Julian dates, and times were converted to fractions of days. Arrival 
date and time were then added to give a real number representing arrival time, and the date 
and time of resolving each call were added the same way to give a real number representing 
resolved time. Inter-arrival times were calculated as the difference between the arrival time 
of a call and the arrival time of the previous call, and service times were calculated by 
subtracting arrival time from resolved time. The necessary checks and adjustments for inter-
arrival times were made as explained in Section 3.4 (p. 6). Processing times were also 
checked and queried with the system administrator. 
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From initial data analyses it was determined that the system underwent continuous changes 
from June 1999, when it was installed, until December 1999, and then took on a completely 
new character from the start of the year 2000. Monthly statistics of types of call, seve1ities 
(urgencies) and number of calls received, as well as support groups active, showed that 
certain functions of a number of support groups were terminated and a complete set of new 
support groups were introduced to the system from the start of 2000. This basically implied a 
new system with a new layout. The system administrator had doubts about the integrity of 
the first data set stretching from June 1999 to December 1999, as the helpdesk system was 
first installed in June 1999 when the support groups were not properly established, and the 
hardware installations were not completed until January 2000. Although it would have been 
interesting to compare results from both data sets (June 1999 - December 1999 and January 
2000 - April 2000), the inconsistency of the support groups and the conti.nuous change of 
functions during the first time period made simulation of this time period impossible. It was 
therefore decided that the system would be simulated using only the data from January 2000. 
This data consisted of 13 642 records, representing roughly 80 days of data, that is, four 
months of, on average, 20 working days each. No calls were logged on public holidays or 
weekends. This amounts to about 48 000 minutes of data, that is, 80 ten-hour working days, 
each hour consisting of 60 minutes. 
A graph was drawn of the daily number of incoming calls (N) and in Figure 2.1 it can be seen 
clearly that there is a distinct change in number (increase) of incoming calls from the 
beginning of 2000. Weekends and public holidays are omitted in Figure 2.1 as no calls were 
received on these days. 
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Figure 2.1: Number of calls per day for two periods 
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3. ASSUMPTIONS 
3.1. Logged time is arrival time 
As explained in Section 2.1 'General' (p. 3), calls were logged within seconds of arrival. 
Although this is not the exact time that calls were received, the arrival time of a call is 
defined as the time that a call was logged, because the true arrival time of the email messages 
is not captured by the system. It was also verified at the call centre that the difference 
between the true arrival time and logged time is negligible. The helpdesk operators 
registered arrival times with an accuracy resolution of up to two seconds. 
3.2. Terminology 
From here on specific items will be referred to as follows: 
• Helpdesk functions or support groups will be referred to as servers, to conform with 
simulation terminology, or will simply be referred to as support groups; 
• Logged time will be referred to as arrival time; 
• The length of time needed to resolve a call will be referred to as service time or 
processing time and is always measured in minutes. 
3.3. Time unit 
All time units for this simulation model will be in minutes, except when stated otherwise. 
3.4. Inter-arrival time range 
Inter-arrival times of longer than an hour were assumed to be incorrect and these values were 
replaced by missing values while other valuable data, such as processing time of the specific 
calls, were not discarded. Inter-arrival times of longer than 60 minutes were observed only 
after 17:00. Inter-arrival times of calls originating before 17:00 were always less than 60 
minutes. Inter-arrival times of longer than 60 minutes can be explained by the fact that they 
occurred over weekends and that calls 'arrived' only when the helpdesk person would log the 
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call, which sometimes, although very seldom, could be a few hours after the real time that 
they had originated. Helpdesk personnel would sometimes come back to the CSIR after 
17:00 (normal departure hour of other employees) to continue their work and the hours 
between their leaving the CSIR and their return, resulted in an invalid logging time for some 
calls that actually originated before 17:00. 
On the other hand, all work done after 17:00 could not be discarded, as the helpdesk system 
is responsible for general local area network (LAN) support and upgrades, which often have 
to be done at night to lessen the disruption of the normal daily activities at the CSIR. With 
detailed analyses it was confirmed that 75 per cent of work done after 17:00 was of this 
nature. The remaining 25 per cent of work done after 17:00 consisted of other types of calls, 
which originated before 17:00 and were incorrectly logged after 17:00. These calls were 
discarded, however, because of their invalid log arrival time. The number of calls discarded 
in this way was 22 out of the 13 642, which is 0, 16 per cent of the calls. 
Inter-arrival times between the last call on one afternoon to the first call the next morning 
were not calculated because this helpdesk system represents a terminating system, ending 
every day at 17:00 and starting again the next morning. This is explained in Section 7 'The 
Simulation Model' on p. 39. The first inter-arrival time calculated would be the time 
between the arrival of the first and second call in the morning. 
It is important to note that the above selection of inter-arrival times of less than 60 minutes 
was done only to arrive at a set of data with valid inter-arrival times representative of the real 
system. This does not mean that distributions representing inter-arrival time should be 
truncated at 60 minutes. If the hardware and software technologies present fewer problems at 
some future point in time, it is possible that calls could arrive even a day or more apart. 
Inter-arrival times equal to zero were assumed to be incorrect. Inter-arrival time is a 
calculated value of the difference between the arrival time of a call and the arrival time of the 
previous call. The helpdesk operators registered these arrival times with an accuracy 
resolution of up to two seconds and sometimes entered exactly the same arrival time for two 
different calls, which then resulted in invalid zero inter-arrival times. However, an inter-
arrival time of zero is not possible. Calls enter the system at a single entry point and are 
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logged to one sequential database, which has its own internal queue that makes simultaneous 
arrival impossible. For this reason the few (94 out of 13 642) cases that displayed zero inter-
arrival times were adjusted to have an inter-arrival time equal to half the next lowest inter-
arrival time recorded. The next lowest value was 0,034 minutes, which is about two seconds; 
therefore zero values were replaced with the value 0,017, half of 0,034, which is equal to 
about one second. 
3.5. Shifts 
The question arose as to whether the system in fact represented two shifts - a day and a night 
shift. Looking at the number of LAN support calls handled at night however, it was decided 
not to create two shifts when simulating the model because of the infrequent occurrence of 
such work. Over the period of four months and 13 642 calls, only 66 calls were LAN support 
calls (installing new hardware or software) handled at night. In addition it was helpdesk 
policy to stop counting the service time of calls after 19:00. The performance criteria of the 
helpdesk specified that personnel would be on call for up to 90 per cent of prime time, which 
falls between the hours of7:00 to 19:00. Although the helpdesk prime time lasts until 19:00, 
calls only come in until 17:00 because at that time employees other than helpdesk personnel 
go home. It was therefore decided that the few LAN calls handled at night would be dealt 
with as if they were being processed during the day, so the system would consist of a day 
shift only. It was felt that the processing times and inter-arrival times of these calls represent 
valid and useful input data so they could not simply be deleted. 
3.6. Poisson process 
The stochastic process {N(t),t <": O} is said to be a Poisson process if: 
1. Entities arrive one at a time; 
2. N(t+s)-N(t)is independent of {N(u),Osust}. This means that the number of 
arrivals in the interval (t,t+s] is independent of the number of arrivals in the interval 
[O,t] and also of the times at which these arrivals occur; 
3. The distribution of N(t+s)-N(t) is independent oft for all t,s<":O (Law & Kelton, 
1982). 
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One question that arose was whether the arrival process is stationary each day (distribution 
independent of time). No significant consistently increasing, consistently decreasing or 
seasonal patterns could be identified for the total period of four months, although each day 
did show a distinctive pattern of arrivals for each hour in the day as can be seen in Figure 5.4 
on p. 18. The arrivals of the helpdesk calls therefore violate the third property and this 
process is a daily non-stationary Poisson process, although stationary over the longer term. 
3.7. IID processes 
Inter-arrival times and service times are assumed to be independent and identically 
distributed (IID). 
The independency characteristic indicates that these variables are not dependent on each 
other, or on the variable 'time' over which the process takes place, so that subsequent values 
in the process are independent of each other (uncorrelated). 
The identically distributed characteristic indicates that the random values of a variable follow 
the same probability distribution, that is, they have a common form for F(variable) where 
F(variable) is the probability distribution of the variable (Banks, 1998, p. 58). For a process 
that takes place over time, this can also mean that the random values are independent of the 
time variable. If a process is independent of time the process is known as a 'stationary' 
process. 
The arrival of calls in this helpdesk system is assumed to be a daily non-stationary Poisson 
IID process, and the processing of calls is assumed to be a stationary IID process. These 
assumptions are further substantiated by analyses as discussed in Section 5.2 'Inter-arrival 
time' on p. 14 onwards and Section 5.3 'Processing time' on p. 18 onwards. 
- 9 -
4. SOFTWARE 
An Excel 2000 spreadsheet was used for reading the text file containing the raw data. The 
clear display and easy calculation of error checking values in an Excel spreadsheet is a 
convenient way of checking that the data are read correctly. Excel's ability to easily produce 
professional quality graphs, with the capability to calculate additional variables was exploited 
in the production of the graphs in this dissertation. 
SAS 6.12 (Statistical Analysis Systems) software, provided by the CSIR, was then used for 
statistical data analyses and preparation, such as determining whether significantly different 
service (processing) times existed for different servers and types and/or severities of calls. If 
significantly different service times existed, separate distributions had to be fitted to each 
significantly different group. To determine differences, Analysis of variance (ANOVA) tests 
(Mason, 1989, p.301) were used. 
The statistical package Statistica 5.1 was used for fitting distributions to the input data and for 
graphical representation because Statistica is very user-friendly for this type of calculation 
and data representation. Producing graphs with SAS can be a laborious process and it was 
therefore decided not to use it for this purpose. As far as fitting distributions is concerned, 
Statistica also offers a much more user-friendly interface and procedure than SAS and was 
consequently used in place of SAS. 
Originally the student version and later on the full version of the simulation package Arena 
3.01 was used to build simulation models. This simulation software is designed with the 
purpose of building discrete simulation models such as the helpdesk system. Although other 
simulation software packages for discrete models exist, such as GPSS, Arena was chosen 
because it was available at the CSIR, it is a package of industry-norm and it was the aim of 
the student to learn Arena for application in her career at the CSIR. 
The circumference method of De Beer and Swanepoel (1999), was implemented by the first 
author as a Fortran program. This software was kindly made available for use in this study. 
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s. INPUTDATAANALYSES 
In this Section the basic characteristics of the input data are studied. 
5.1. Initial assessment of helpdesk data 
The data consisted of six types of calls originating from nine divisions within the CSIR and, 
representing six severities the calls were attended to by six servers. Frequency tables for the 
types of calls and severities of calls are given below: 
Table 5.1: Frequency of each type of call 
Type of call Frequency Percentage 
General 379 0,03 
Intraweb/lnternet 217 0,02 
PBX 1312 0,10 
PC Hardware/Software 10374 0,76 
Network/Mainframe 1364 0,10 
Table 5.2: Frequency of severities 
Severity of call Frequency 
1 46 
2 216 
3 247 
4 8108 
5 4031 
6 998 
A severity of I indicates that it is a severe or urgent call while a severity of 6 indicates that it 
is not of an urgent nature or that it is a suspended call. When a call has been suspended, the 
helpdesk personnel revert the caller to some alternative solution until the problem has finally 
been resolved. 
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Table 5.3: Frequency of severities for each type of call 
Severity 
Tvve 1 2 3 4 5 6 
General 144 201 34 
Intra web/Internet I 17 150 43 6 
PBX 12 93 17 921 248 21 
PC Hard/Software 32 116 62 6543 2726 895 
Network/Mainframe 2 6 151 350 813 42 
Table 5.3 shows that PBX and PC Hardware and Software calls were more likely to be severe 
than other types of call. 
Table 5.4: Severities handled by servers 
Severity 
Server 1 2 3 4 5 6 
PBX JO 74 13 727 192 17 
Second Line 30 91 61 4283 1903 198 
First Line 2 22 11 1679 834 58 
Network/Mainframe 2 9 143 442 492 36 
Procurement 2 64 118 637 
Remote sites 20 19 913 492 52 
From Table 5.4 it appears as if most of the more severe (codes 1 and 2) calls were handled by 
Second Line support, which originated as PBX calls or were handled by one of the remote 
sites. This information will be used if it is proven that the severity of calls influences service 
time of calls as explained in Section 5.3. l 'Significantly different groups' on p. 18. The Unix 
supp01t group was included in the 'Network/Mainframe' server group as it was assessed that 
they essentially handled the same types of problem as Network/Mainframe support personnel. 
Table 5.5: Types of call handled by each server 
Tyve of call 
General Intra web/ PBX PC Network/ 
Server Internet HW/SW Mainframe 
First Line 149 22 256 1596 583 
Second Line 115 81 6291 79 
PBX 1033 
Network/Mainframe 83 80 9 303 649 
Procurement 819 2 
Remote Sites 32 34 14 1365 51 
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From Table 5.5 it can be seen that the functions of the servers could generally be described as 
follows: 
First Line support: All types of call that can be resolved telephonically or by email. 
Second Line support: Takes the call when a person has to go out to the caller to resolve the 
problem. This would include General, Intraweb/Intemet and PC 
hardware/software types of call. 
PBX: Only PBX calls. 
Network/Mainframe: According to Table 5.5 it appears as if the Network/Mainframe server 
would handle all types of call, but according to the helpdesk 
administrator this is not the case. The actual situation is that calls were 
logged as one of the other types of call and would tum out to be a 
network or mainframe problem. Almost half of these problems are 
classified as PC Hardware/Software problems as well because of 
problems experienced with, for example, network printers. An 
adjusted distribution of the actual type of call received by the 
Network/Mainframe and other support groups is given in Table 5.6. 
Procurement: 
Remote sites: 
Handles only PC hardware and software repairs and orders. 
Handle all types of call originating at remote sites, such as 
Stellenbosch, Hattbeespoort and Johannesburg. These calls are 
processed at the remote sites but logged on the same central database 
via a network system. 
After consultation with the system administrator, it was decided to regroup calls under the 
server categories as displayed in Table 5.6. 
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Table 5.6: Final distribution of number of calls to servers 
Type 
General Intraweb/ PBX PC Network/ 
Server Internet HW/SW Mainframe 
First Line 149 22 256 1596 583 
Second Line 121 81 6291 73 
PBX 1033 
Network/Mainframe 449 675 
Procurement 821 
Remote Sites 32 34 14 1365 51 
Table 5.7: Final distribution of calls at each server 
Type 
General Intra web/ PBX PC Network/ 
Server Internet HW/SW Mainframe 
First Line 0,49 0,16 0,20 0,15 0,42 
Second Line 0,40 0,59 0,60 0,05 
PBX 0,79 
Network/Mainframe 0,04 0,49 
Procurement 0,08 
Remote Sites 0,11 0,2;) 0,01 0,13 0,04 
5.2. Inter-arrival time 
Data were available in the chronological order that they originated. This made it possible to 
test for the independent and identically distributed (IID) characteristics of the data. As no 
assumption can be made beforehand about the distribution of the underlying data, it is best to 
use either heuristic methods or nonparametric tests to assess whether data are IID or not. For 
this study a simple yet effective heuristic procedure, namely a scatter diagram was the 
heuristic chosen (Banks, 1998, p. 61). 
5.2.1. Independent 
To determine independence between successive values for inter-arrival time, a scatter plot of 
inter-arrival time against itself with a lag of one was plotted. A lag of one means that if the 
set of inter-arrival times were to be duplicated and the second set were put in a column next 
to the original set, the second set would be lined up with the original set in such a way that 
the second observation would be next to the first of the original set, the third next to the 
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second of the origin al set, etc. The two sets of data were then used to represent the X and Y 
values in Figure 5: 1. 
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Figure 5.1: Scatter diagram for inter-arrival time 
In Figure 5.1 inter-arrival time is plotted against itself with a lag of one. The scatter diagram 
of inter-arrival time, with inter-arrival time at lag one in Figure 5.1, demonstrates the 
independence of arrivals. If there was any dependency of inter-arrival time between 
successive arrivals, the diagram would have shown a clear distribution of cases around one of 
the diagonal lines of the plot. The label 'Regression 95 per cent confid.' in Figure 5.1 is 
automatically added by Statistica and is of no relevance in this instance. 
5.2.2. Identically distributed 
To assess whether the inter-arrival times displayed a stationary distribution, the proportion of 
arrivals up to time Twas plotted as a function ofT. 
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Figure 5.2: Proportion of arrivals as function of time (measured in minutes) 
As seen from Figure 5.2, the plot is linear with almost unnoticeable deviation, demonstrating 
that the rate of arrival is constant over the time period under consideration. This indicates 
that the underlying arrival distribution did not change over time. The minutes displayed in 
Figure 5.2 are representative of days on which data were received, therefore weekends, public 
holidays and days on which no calls were received are excluded. This gives a total of about 
48 000 minutes of data received as explained in Section 2.2 'Data set' on p. 4. 
Another effective detector of instability of distribution is a plot of the moving average of the 
variable in question. 
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Moving average (100-point) of inter-arrival time 
In Figure 5.3 the l 00-point averages of inter-arrival time show a generally equal spread 
around the sample mean (3,48) of inter-arrival time. The window (W) of this moving average 
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1s set equal to 50. The rnovmg average yk 1s calculated as 
Yk =( x[k-w )+ ... +x(k-1) (xk +x(k+l)+ ... +x(k+w)}(2w +l) (Banks, 1998, p.68). 
The first and last W moving averages for which fewer points would be available for 
calculating the averages are not shown on the graph - only those moving averages calculated 
on 2W+ 1 values are shown. Although 2W+ 1 would evaluate to 101 and not 100, it is 
generally accepted practice in the industry use the term '100-point' average. Periods of time 
with extreme values can be detected but no discernible trend or pattern exists that would 
suggest instability of distribution. 
All of the above investigations support the stationary and independent assumption of inter-
arrival time over the whole of the time period examined. 
5.2.3. Non-stationary hourly pattern 
The arrival process is not stationary each day. No significant consistently increasing, 
consistently decreasing or seasonal patterns could be identified for the four months in total 
but, as can be seen from Figure 5.4, there is a distinct pattern for every hour of the day 
concerning the number of call arrivals. The process starts up slowly in the morning as people 
arrive at work, then increases steeply and settles down towards the afternoon with peak hours 
at 9:00 in the morning and 12:00 and 15:00 in the afternoon. 
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Figure 5.4: Arrival pattern for every day 
In Figure 5.4 Avg N is the average number of calls received for the specific hour, Max the 
maximum number received, Min the minimum number received and % represents the 
percentage number of calls received during that hour out of the grand total number of calls. 
One has to take the above non-stationary arrival process into consideration when simulating 
the helpdesk system. 
5.3. Processing time 
Calls arrived at one central point but from there were distributed to a number of servers if 
they were of a specialised nature or if somebody had to go to the caller to attend to the 
problem. One of the aspects that had to be investigated was whether all servers would have 
comparable service times for different types and severities of call. If significant differences 
exist for service times then appropriate distributions have to be fitted to each. 
5.3.1. Significantly different groups 
The duration of service times could possibly be influenced by the following factors: 
• Type of call; 
• Division where it originated; 
• Severity (urgency) of call; 
• Server that handled the call. 
. 18. 
In order to determine which of the factors would have the most significant influence, 
Analyses of variance (ANOVAs) (Mason, 1989, p. 301) were carried out. Although the 
system administrator, Ms. Jenny Picard, indicated that divisions submitting calls were not 
expected to influence the processing times, division was included as a possible factor in the 
model as well. 
Table 5.8: Analysis of variance on processing time 
Factor F-value P-value 
Server 3,19 0,0040 
Type of call 0,81 0,5427 
Severity of call 64,89 0,0001 
Division 1,23 0,1595 
Table 5.8 gives the F-values and P-values for each factor separately. F and P-values for the 
model as a whole were calculated as well: 
F-value for the model=23,56, P-value=0,0001: These two statistics indicate how well the 
analysis of variance model fits the data. A P-value below 0,05 (calculated from statistical 
tables using the F-value) would indicate that the model is a good model to describe what 
happened to the dependent variable, in this case, the processing time. It appears as if this 
model is acceptable. 
R-sguare: 0,434688: The R-square value is an indication of how much variation in the 
dependent variable is described by the independent factors in the model. An R-square value 
equal to or above 0,25 is normally taken as being good. In this case it can be said that 43 per 
cent of the variation in the processing times is described by the significant factors in the 
model. 
When interpreting the significance of the factors on the dependent variable, processing time, 
Table 5.8 shows that Server and Severity of call were the main contributors to variation in 
processing time because their P-values are well below 0,05. The P-value of 0, 1595 for 
division confirms that division does not influence duration of processing time. The type of 
call (P-value of 0,5427) also did not contribute to variation in processing time. 
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When Bonferroni pairwise comparisons (Mason, 1989, p. 345) were carried out in SAS it 
became clear that only severity 6 differed significantly from the other severity codes. It was 
therefore decided to group severity of call into two categories - high and low. Codes 1 to 5 
were grouped as high severity calls and code 6 was a low severity call. 
For the purpose of building the simulation model and assigning processing time distributions 
to servers and severities of calls, it had to be determined which groups would differ from one 
another. One distribution could be determined and assigned to groups that did not differ, 
while separate distributions had to be calculated for groups that differed from the rest. For 
this purpose a combined factor of server and severity of call was created. An analysis of 
variance with this combined factor (grouping variable) as independent variable and service 
time as dependent variable showed that the combination factor is a strong indicator of groups 
differing significantly from one another. 
Table 5.9: Analysis of variance on processing time - combination factor as independent 
variable 
F-value P-value 
Combination factor 518,05 0,0001 
The F-value for the model is 518,05, the P-value 0,0001 and R-square 0,3694. The model fits 
the data well and 36,9 per cent of the variation in processing time is explained by the 
combination factor. 
Table 5 .10 gives the average processing time and standard deviation for each combination 
factor. In the name of the combination factors, 'Low' indicates low severity of calls, 'High' 
indicates high severity of calls and the rest of the name after the underscore ('_') indicates 
which server is referred to. 
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Table 5.10: Average processing time for each value of the combination factor 
Combination factor Avera2e (min) Standard deviation N 
Low_First Line 21639,32 16968,68 46 
Low_Second Line 18377,68 16516,69 178 
Low_PBX 31062,59 27309,46 20 
Low _Netw/Mainframe 61246,60 39164,53 28 
Low _Procurement 31405,71 22454,24 536 
Low_Remote Sites 28266,04 24991,75 42 
High First Line 664,20 2177,96 2286 
High Second Line 2829,28 5411,39 6286 
High PBX 4289,81 9404,49 1221 
High Netw/Mainframe 5712,51 10549,96 1056 
High Procurement 10371,96 12917,68 167 
High Remote Sites 6715,35 12074,82 1401 
Pairwise Bonferroni tests were carried out in SAS 1• Where significant differences (P-values 
less than 0,05) exist, they are indicated with asterisks (***) in the SAS output. The 
Bonferroni tests showed that no significant difference in processing time exists between the 
following combination groups, and they can therefore be grouped: 
High_PBX, High_Netw/Mainframe and High_Remote Sites; 
Low _First Line and Low _Second Line; 
Low_PBX, Low_Procurement and Low_Remote Sites. 
It is worth noting that High_Second Line differs significantly from the High_PBX group, 
while averages are comparable. This can be explained by the fact that pairwise Bonferroni 
tests not only compare averages of the variable in question, but also take into account the 
standard deviation associated with each average value. The standard deviation of 
High_Second Line is notably lower than those of High_PBX, High_Netw/Mainframe and 
High_Remote Sites. 
Each of the following groups differed significantly from all the other groups and has to be 
kept separate: 
High_First Line, High_Second Line, Low_Netw/Mainframe and High_Procurement. 
1 Because of the huge volume of output, where each combination factor is compared with all 
other combination factors, results are not displayed here. 
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For each of the above groups a distribution will be fitted and used to determine service time 
whenever the specified high or low severity of call arrives at the specified server. 
5.3.2. Stationary service times 
For each of the groups determined in Section 5.3.1 'Significantly different groups' on p. 18, 
stability of service time over time has been tested. Simple graphs with the mean service time 
for each day and each group are given below in figures 5.5 up to 5.11. In all these figures, 
mean service time is measured in minutes and indicated on the Y axis of the graphs. 
It is noticeable, especially in the case of the high severity Second Line group (Figure 5.6 on 
p. 23) that a significant difference in pattern exists for the first ten days of the period. It can 
also be seen for the low severity Second Line and First Line calls (Figure 5.9 on p. 24). After 
having discussed the phenomenon with the system administrator, it was decided to exclude 
the first ten days of the data for all groups. This helpdesk system is still in a development 
phase as it was implemented for the first time only in July 1999 and major changes that were 
made to the system in January 2000 have some carry-over effects noticeable in the first ten 
days of data. 
It is also noticeable that a significant change in pattern takes place from day 120 onward for 
all groups. This is ascribed to the fact that the corporate management of the CSIR 
implemented stringent control procedures during that period to ensure improvement in the 
service rendered by helpdesk personnel. These control procedures were temporary 
measurements. This section of the data represents an unnatural system performance pattern 
that would not be sustainable over the long term. Therefore this part of the data also has to be 
excluded when fitting distributions. 
Unique features for each group are discussed where applicable. 
- 22-
Figure 5.5: 
Group High PBX, NetwMF, Remote 
4000 E 3500 
G> ;::; 3000 t-c---~- -~--t-~-----
0) 0)2500 
e .!: 2000 
~ ~ 1500 
c( ~ 1000 
E 500 t--~~----
~ o+-----------------~,.___, 
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 
Day 
Mean processing time for high severity PBX, Network/Mainframe, Remote 
Site calls 
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 
Day 
Figure 5.6: Mean processing time for high severity Second Line calls 
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Figure 5.7: Mean processing time for high severity Procurement calls 
A significant change in pattern can be seen for high severity Procurement calls from day 70 
onwards (Figure 5.7). Processing times appear to have decreased substantially. This was as a 
consequence of new staff being appointed in that period in the Procurement support group as 
well as the Second Line support group. As this would represent the long-term situation for 
the system, data for this group from day 70 until 120 will be used for distribution fitting. 
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Figure 5.8: Mean processing time for high severity First Line calls 
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For low severity Second Line and First Line calls a significant change in pattern can be seen 
from day 90 onwards (Figure 5.9). As with the Procurement group, this can be explained by 
extra staff being appointed to the Second Line support group and therefore data from day 90 
until day 120 will be used for distribution fitting. In the case of Figure 5.9, significant 
changes due to the increase in staff numbers can only be seen from day 90 and not from day 
70 as for the Procurement group. This is because Second Line support is periodically asked 
to share some of its resources with First Line support in the case of illness of First Line 
personnel, staff being on vacation or any other reason for a shortage of personnel in First 
Line support. The decrease in processing time therefore only appeared from day 90, as this 
was when Second Line support effectively had all their new resources. 
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Figure 5.11: Mean processing time for low severity PBX, Procurement and Remote Site 
calls 
The same pattern of decrease in processing time for low severity PBX, Procurement and 
Remote site calls (Figure 5.11) appears from day 90 as for high severity Procurement calls 
(Figure 5.7 on p. 23), although it shows from day 70 for high severity Procurement calls. As 
was stated previously, this decrease in processing time is ascribed to the appointment of extra 
resources in the Procurement support group. In the case of Figure 5.11, the effect is clear 
only from day 90 onwards because this group of calls include PBX and Remote Site calls as 
well and not just Procurement calls. PBX and Remote Site calls overshadow the effect of 
extra resources for Procurement until the process has become stable. 
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5.4. Inter-arrival times and processing times that are independent of each other 
Inter-arrival times and service (processing) times are shown graphically to be independent of 
each other in Figure 5.12, as well as analytically, with a correlation value that is equal to 
0,0069. 
Correlation: r = .00679 
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Figure 5.12: Processing times and inter-arrival times that are independent of each other 
If processing times and inter-arrival times were dependent on each other, the graph in Figure 
5.12 would have displayed a distinctive pattern or straight line. The correlation value of 
0,0069 indicates that no linear relationship exists and the graph in Figure 5.12 shows that no 
other type of relationship exists. 
In simulation models, the assumption of independent consecutive observations as well as the 
independency of the variables on each other have to be confirmed to enable the 
implementation of Poisson processes. 
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6. DISTRIBUTION FITTING 
6.1. General approach and problem identification 
When distributions are fitted to data, one first needs to construct a histogram of the data to 
identify the distribution shape. General practice is then to select one of the standard 
distribution families, estimate parameters and apply goodness-of-fit tests, as well as to draw 
graphs to determine how well the applied distribution fits the given data. However, the 
problem arises as to how one decides to construct the histogram. 
The most difficult step in constructing a histogram is deciding on the number of bins 
(intervals) or, in other words, the interval widths for the histogram. In the statistical literature 
there are few explicit guidelines for choosing the number of bins (or bin width) data 
dependently (De Beer & Swanepoel, 1999). 
'The most important parameter of a histogram is the bin width because it controls the tradeoff 
between presenting a picture with too much detail ("undersmoothing") or too little detail 
("oversmoothing") with respect to the true distribution. Despite this importance there has 
been surprisingly little research into estimation of the "optimal" bin width' (Wand, 1997). 
A generally used rule for calculating an appropriate number of bins is Sturge' s rule (Steyn et 
al., 1994): 
k = 1 + l.4ln(n) where k is the calculated number of bins and n 1s the number of 
observations. 
However, well-established theory (e.g. Scott, 1992) shows that this rule of thumb leads to an 
oversmoothed histogram, especially for large samples. It is not known which methods 
Statistica and Arena use to construct the histograms before fitting distributions. According to 
calculated checks it would appear to be Sturge's rule, but the details of the way in which they 
fitted their distributions could not be found in any documentation or manuals, or in the Help 
files of these software packages. The manufacturers of Arena and Statistica were contacted 
by email, but no response was received. With regards to Arena, the University of California 
replied that they do not know the answer and that they can unfortunately only help their own 
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students. Arena was used not only to fit parametric distributions, but also to get the empirical 
distributions, which once again raised the same problem of not knowing how Arena identifies 
the number of bins to calculate the empirical distributions. Please see Appendix B for further 
discussion of this issue. 
The number of bins selected for constructing a histogram can have a significant effect on the 
shape of the data distribution. 
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Figure 6.1: Three histograms of the same data, using different numbers of bins 
In Figure 6.1 no rule was used for constructing the histograms. Numbers of bins were 
arbitrarily selected to demonstrate the effect of the decision on the shape of the histogram. 
With a smaller number of bins the intervals or bins are wider. With a greater number of bins 
the intervals will be narrower. The first histogram may have too few bins and information 
about the shape of the data is lost. The second histogram may have the optimal number of 
bins to represent the data as one can see clearly that it must be Gamma or Lognormal shape. 
To select the correct family of distributions, one has to further analyse the data according to 
indicators such as the coefficient of variance, the mean, the median and the skewness. The 
last histogram may have too many bins producing a ragged histogram from which no distinct 
distribution can be identified (Law & Kelton, 1991, chapter 6). 
Although it was not clear how Statistica and Arena identified the optimal number of bins for 
constructing its histograms, their respective recommended numbers of bins and 
recommended distributions were accepted, recorded and used in the simulation models. 
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6.1.1. Indicators for families of distributions 
When a histogram has been constructed, one can hypothesise a distribution family by 
analysing the shape of the histogram. The appropriate distribution family can be narrowed 
down by assessing data indicators such as the coefficient of variance (cv), the skewness, the 
mean and the median. A few guidelines are as follows: 
• If the cv <I the distribution could be Weibull or Gamma with alpha (et)> I. 
• If the cv = I it could be an exponential distribution or a Weibull or Gamma 
distribution with et= 1. 
• If the cv > I the distribution could be Weibull or Gamma with Cl< I or a Lognormal 
distribution if the skewness = 0. 
• If the mean = median and skewness = 0 and the kurtosis = 3 then a normal distribution 
is applicable (Law & Kelton, 1982, Section 5.3.1). 
Many more mles of thumb exist in this regard, but the above list is given only to serve as an 
example of how the appropriate distribution family can be narrowed down. 
6.1.2. Parameter selection 
After the histogram has been constructed and the general family of distributions identified, 
parameters for the distribution have to be estimated using the data. There are many different 
ways of specifying the shape of an estimator for a particular parameter of a given distribution 
(Law & Kelton, 1982, p.189), but for this simulation model only one type will be considered, 
namely maximum-likelihood estimators (MLEs), for three reasons: 
• MLEs have several desirable properties often not enjoyed by alternative methods of 
estimation, e.g. least-squares estimators, unbiased estimators and the method of 
moments; 
• the use of MLEs turns out to be important in justifying the chi-square goodness-of-fit 
test and 
• the central idea of maximum-likelihood estimation has a strong intuitive appeal (cited 
verbatim Law & Kelton, 1982, p.189). 
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6.2. Number-of-bins circumference selector 
The algorithm for the number-of-bins circumference selector proposed by De Beer and 
Swanepoel for selecting the optimal number of bins for a given set of data is simple. Note 
that this method does not fit a distribution, but returns the optimal number of bins whereafter 
one can fit the correct distribution by judging the shape of the frequency histogram and 
studying data indicators as discussed in Section 6.1.1 'Indicators for family of distributions' 
onp. 29. 
The circumference method is initialised with the number of bins set to one. The data set is 
represented in a frequency histogram consisting of one bin only. The circumference of this 
bin is measured and recorded (see Figure 6.2). The steps are then repeated, only this time 
with the number of bins set equal to the previous number of bins plus one. This process of 
constructing histograms, measuring the circumference and increasing the number of bins is 
repeated until the number of bins is equal to the number of data points. This is the maximum 
number of bins that could represent the data. 
a b 
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Figure 6.2: Calculation of circumference 
The circumference of the histogram is calculated as the distance a-b-c-d-e-f-g-h-a as shown 
in Figure 6.2. 
The optimal number of bins for a histogram to represent the data graphically is indicated at 
that point where the circumference of the frequency histogram is at a minimum (De Beer & 
Swanepoel, 1999). 
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6.3. Fitted distributions 
The following tables give the recommended numbers of bins and distributions for the input 
data of the helpdesk system. The chi-square test statistic was calculated (Table 6.1, p. 32), as 
well as the mean square error (MSE), but it was decided, for the purpose of this study, to use 
only the MSE in graphs for two reasons: 
a) The MSE is a relative measure of goodness of fit, which fits the purpose of this 
investigation, whereas the chi-square test gives an indication of the goodness of fit of 
the distribution in isolation. 
b) The relative goodness of fit of the MSE and the chi-square test were always the same, 
except that differences in the nominal values (chi-square values) for the chi-square 
test were more pronounced and therefore more difficult to represent on a graph or to 
interpret from a table. One could have used the P-values from the chi-square test, but 
often the P-values were not calculated by the different packages or were so small 
(some distributions did not show a good fit) that the significant digits did not show. 
The P-values also became extremely small when larger numbers of observations were 
available - this is an intrinsic problem with the chi-square test and its resulting P-
value. Although tbe P-values could have been calculated manually, this would have 
involved unnecessary duplication in calculations and time-consuming interpolations, 
in view of the fact that only a relative measure of goodness-of-fit was needed, such as 
the MSE. 
For demonstration purposes, chi-square values are given below in Table 6.1 for the 
distributions recommended by Arena, Statistica and the Circumference method respectively, 
all calculated using the Circumference recommended number of bins. To make chi-square 
values comparable one has to base calculations on exactly the same number of bins for the 
histogram, because a large number of bins will increase the chi-square value and vice versa. 
Initially chi-square values were calculated using the number of bins recommended by Arena, 
Statistica and the Circumference method. As results were of an equal order of magnitude, it 
was arbitrarily decided to use the number of bins recommended by Circumference to 
calculate comparable chi-square values. 
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Table 6.1: Chi-square values with circumference number of bins representation 
Processing and inter- Arena Statistica Circumference 
arrival time 
Inter-arrival time 6396,68 2099,52 2099,52 
High First Line 18,62 16,44 16,44 
High Second Line 28,42 20,71 20,71 
High Netw/Mainframe, 
PBX, Remote sites 13,71 10,27 10,27 
High Procurement 5,98 6,17 3,37 
Low First & Second Line 1,21 0,54 1,19 
Low Procurement, PBX, 
Remote sites 8,3 7,98 2,89 
Low Netw/Mainframe -
first section 3,92 2,67 2,80 
Low Netw/Mainframe -
second section 1,44 0,61 0,61 
In Table 6.1 a lower chi-square value indicates a better fit of distribution. This can be seen 
from Table 6.1 and it will be confirmed in tables and graphs that follow that the 
Circumference method and/or Statistica generally perform better regarding the distributions 
recommended. In the case of low First and Second Line, Statistica performs better than the 
Circumference method, but both Statistica and the Circumference method perform better than 
Arena regarding the distributions recommended. 
Distributions calculated for inter-arrival time and processing time at all servers with the 
resulting mean square errors are given in Tables 6.2 to 6.10. These also give numbers of bins 
as recommended by Arena, Statistica and the Circumference method respectively. As the 
three software packages recommended their own distributions and numbers of bin, the 
numbers of bin differ in the given tables. Note that a relative measure of performance, the 
MSE, is given in the tables and not the chi-square values, which would have required equal 
numbers of bins. 
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Table 6.2: Distributions for inter-arrival time 
Inter-arrival time Distribution Number of bins MSE 
Arena Lognonn( 4,03;7,98) 31 8x10-5 
Circumference Lognonn(0,599;1,26) 431 2x10-6 
Statistica Lognonn(0,599;1,26) 31 4x10-5 
From Table 6.2 it can be seen that the Circumference method gives an MSE that is an order 
of magnitude better than those from Statistica and Arena. This is also graphically illustrated 
in Figure 6.3. 
Inter arrival time - mean square error 
0.0001 
0.00008 
w 
"' 
0.00006 ----------~--· 
:; 0.00004 
0.00002 
0 
Arena Statistic a arcumf 
Figure 6.3: MSE for inter-arrival time 
It should be noted in Table 6.2 that the parameters of the lognormal distribution 
recommended by Arena look significantly different from the parameters of the other two 
lognormal distributions. It was determined that these parameters are not the real Iognormal 
parameters, but are based on the original data, that is, the mean is equal to 4,03 and the 
standard deviation is equal to 7 ,98 for the original data. It should be noted that Arena 
requires parameters for a lognormal distribution in this way and not the lognormal parameters 
normally used. 
Table 6.3: Distributions for high severity PBX, Network/Mainframe and Remote Site 
calls 
High severity PBX, Distribution Number of MSE 
Netw/Mainframe, Remote Site calls bins 
Arena 662+ 3,07x103 xBeta(2,42;1,35) 6 0,00098 
Circumference Gamma(6,952;253,566) 15 0,00036 
Statistica Gamma( 6,952;253,566) 20 0,00040 
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Table 6.4: Distributions for high severity Second Line calls 
High severity Distribution Number MSE 
Second Line calls of bins 
Arena 150+ Weibull(2,3;738) 6 0,00110 
Circumference Gamma(7,49;108, 775) 20 0,00045 
Statistica Gamma(7,49;108,775) 16 0,00069 
Table 6.5: Distributions for high severity Procurement calls 
High severity Distribution Number MSE 
Procurement of bins 
calls 
Arena 306+6,38x1 o3 xBeta(2,21;1,05) 3 0,00330 
Circumference Lognorm(7,56;0,70) 10 0,00135 
Statistica Gamma(2,616;905,307) 15 0,00033 
Table 6.6: Distributions for high severity First Line calls 
High severity Distribution Number MSE 
First Line calls of bins 
Arena 5 +Weibull (l,l 9;184) 5 0,003000 
Circumference Gamma(l,538;116,198) 26 0,000289 
Statistica Gamma(l,538;116,198) 15 0,000560 
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Figure 6.4: MSE for high severity calls 
The X axis labels in Figures 6.4, 6.6 and 6.7 have the following meaning: 
HighFstL: High severity First Line 
HighProc: High severity Procurement 
HighScndL: High severity Second Line 
HighUnix/NWMF: High severity Network/Mainframe, PBX, Remote sites 
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Unix servers were included in the Network/Mainfrarrie group as mentioned in Section 5.1, P-
12_ 
Figure 6.4 summarises the MSEs for all four servers handling high severity calls. Each bar 
represents the MSE when fitting the distributions as recommended by Arena, Statistica and 
the Circumference method respectively, applying the recommended number of bins of each 
software or method. It is evident that the Circumference method consistently performs best 
according to the MSE values. It is noticeable, however, that in three of the four cases of 
processing times, and in the case of inter-arrival times as well (Table 6.2, p. 33), the 
Circumference method and Statistica gave the same recommended distributions but with 
better MSE values for the Circumference method. This difference in MSE values is due to 
the difference in the recommended number of bins. It can therefore be said that the 
Circumference method indeed recommends the optimal number of bins for presenting this 
type of low-variation data. Having an optimal number of bins for constructing a histogram, 
one can more easily identify the correct distribution family and furthermore the distribution 
parameters for representing input data. 
Table 6.7: Distributions for low severity First Line, Second Line calls 
Low severity First Distribution Number MSE 
Line, Second Line calls of bins 
Arena Norm(4,62x103;2,99xl03) 5 0,0163 
Circumference Triang(793,512;3000;12270, 75) 4 0,0027 
Statistica Gamma(2,089;2210,8643) 14 0,0053 
Table 6.8: Distributions for low severity Network/Mainframe calls - first section 
Low severity Network/ Distribution Number MSE 
Mainframe calls - first section of bins 
Arena Norm(l,04x104;4,23x!a3) 5 0,0158 
Circumference Triang( 4139,338;12000;17443,31) 4 0,0051 
Statistica Norm(! 0386,03;4437,332) 17 0,0200 
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Table 6.9: Distributions for low severity Network/Mainframe calls - second section 
Low severity Network/ Distribution Number MSE 
Mainframe calls - second of bins 
section 
Arena Triang(2,l 3x 1 o4;3,62xl o4;4,26xl o4) 5 0,0130 
Circumference Norm(32720,61;5807,55) 5 0,0099 
Statistica Norm(32720,61;5807,55) 13 0,0161 
Low severity Network and Mainframe calls showed a bimodal distribution irrespective of the 
number of bins used and therefore distributions had to be fit separately to the first and second 
'sections' of these types of call as seen in Tables 6.8 and 6.9. 
Table 6.10: Distributions for low severity PBX, Procurement, Remote Site calls 
Low severity PBX, Distribution 
Procurement, Remote site 
calls 
Arena 
Circumference 
Statistica 
4,4x103 +4,87xla3 xBeta(l,06;0,757) 
Norm(6425,92;1430,67) 
Gamma(2 l,04;305,4 l 397) 
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Figure 6.5: MSE for low severity calls 
The X axis labels in Figure 6.5 have the following meaning: 
LowFstL: Low severity First and Second Line 
LowProc: Low severity PBX, Procurement, Remote Sites 
LowUnix/NWMFI: Low severity Network/Mainframe - first section 
LowUnix/NWMF2: Low severity Network/Mainframe - second section 
Number MSE 
of bins 
5 0,01020 
5 0,00610 
13 0,00403 
In Figure 6.5 the absolute values for the MSE are higher than those in Figure 6.4 on p. 34. 
This is due to higher variation in data for low severity calls, as well as the fact that much 
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fewer data points were available for low severity calls. Although Arena sometimes gave 
better recommendations (lower MSE values) for low severity calls than· Statistica, the 
Circumference method still performed consistently better than Arena. 
As demonstrated in Figure 6.4 (p. 34), the number of bins used to construct histograms 
influences the MSE. In order to get an unbiased relative measure of performance, MSEs are 
now calculated using the number of bins recommended by Arena for all the recommended 
distributions and are also calculated using the number of bins recommended by 
Circumference for all the recommended distributions. To assess the relative accuracy of the 
different methods for recommending distributions for low variation data, the MSEs were 
calculated only for high severity calls. 
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When using the number of bins recommended by Arena, the Circumference method and 
Statistica generally perform better than Arena with regard to the distributions. Only in one 
case does Arena give a distribution that is slightly better than those given by the 
Circumference method and Statistica. The difference is, however, relatively small. In the 
case of high severity First Line and high severity Procurement servers, the relative difference 
of the mean square value between Arena and the other two methods is of the order of 2x10-3 
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and in the case of high Network/Mainframe, PBX, Remote Sites it is 8x10-4, which is 
comparable with 1x10-3 • In comparison, in the case of high severity Second Line, where 
Arena performed better than the other two methods, the relative difference is of the order of 
lxJ0-4, which is a relatively small difference, not enough to say that Arena is convincingly 
performing better. 
High severity calls - Circumference bins 
lmArena llStatistica DCircumf j 
Inter arrival time - Circumference bins 
w 0.0000100 
~ 0.0000050 
0.0000000 
Arena Statistica Circurrl 
Figure 6.7: MSE for high severity calls - Circumference number of bins 
When using the number of bins recommended by Circumference, the Circumference method 
and Statistica consistently perform better than Arena with recommended distributions. 
It can therefore be said that Arena does not necessarily recommend optimal distributions for 
its input data. Better distributions can be found with other packages such as Statistica and the 
Circumference method. 
Empirical distributions are not displayed in the above graphs as they are exact representations 
of the data in the form of cumulative frequency distribution functions, and the relative 
measure of goodness of fit (MSE) will always be equal to one. 
- 38 -
7. THE SIMULATION MODEL 
7.1. Type of simulation model 
The simulation model of this helpdesk system is a terminating system simulated by a discrete 
event-driven model. It is an event-driven or discrete system because state variables (e.g. 
number of calls in queues) change only at discrete times. It is a terminating system because 
each day the services of the helpdesk system end at 19:00 and start again the next morning at 
7:00. In a case such as this one, where it is a terminating system but some tasks (calls) are 
carried over to the next replication, one has to re-initialise the (daily) statistics, but not the 
system (Kelton et al., 1998). This means that system time continues to advance, and any 
technical calls that were not returned at the end of the day will be carried over to the next day. 
Summary reports for each day will contain only the statistics for a single replication or day, 
but queue statistics will continue from the point where they ended the previous day and will 
not be re-initialised, which is a true representation of the actual helpdesk system. 
This simulation model is a dynamic model giving a representation of the helpdesk system as 
it evolves over time. The model contains random variables in the form of the input 
distributions for inter-arrival times, and processing times, from which values are randomly 
drawn. It is therefore a stochastic simulation model. 
This specific system will be simulated for a time period of 100 days, which is a little longer 
than the period for which data are available (80 days), for two reasons: 
• It is not the purpose of this study to predict or view the long-term results of the 
system; 
• The helpdesk system is a recently implemented system that is still undergoing major 
changes as better ways of implementing the system are identified. Current data and 
trends will therefore not be valid for periods of time much longer than that for which 
data are available. 
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It was decided to simulate the system for 100 days so as to have a sample that was large 
enough and representative enough for analysis purposes. After 100 days the simulation 
should also have stabilised for analysis purposes. 
7.2. Construction 
One general layout for the model is used for testing the effect of the different input 
distributions. The general layout will be discussed in Appendix A 'The Arena model' and is 
applicable to all four input distribution models used. After the general model has been 
constructed, the input distributions recommended by Arena were entered at the appropriate 
places in the model and the results obtained after the completion of 100 replications were 
stored electronically. Similarly input distributions recommended by Statistica and the 
Circumference method, and the empirical input distributions, were entered and the results 
stored. The models were verified and validated and the simulation results were then 
compared in Section 8 on p. 52 to assess whether the simulation model is sensitive to the 
different input distributions used. 
7.3. Verification and validation 
The flow of events of the constructed simulation model is verified by comparing relative 
numbers of arrived and processed calls at each server (support group) and in total, with real 
statistics. The model will be validated through the evaluation of the simulation results by the 
system administrator in Section 7.4 'Results and Validation' on p. 45. 
As it is a terminating system, statistics are available for each day of the simulation period. 
Five sample days from each simulation model are randomly selected from the 100 days to be 
verified with regard to its flow of events. Excel' s random number generator has been used to 
generate random numbers between 0 and 1, of which the first two decimal values were used 
for identifying the chosen observations. Observation number 100 would have been chosen if 
the first two decimal values had been 00. 
Where there is reference to the 'Arena' model, it means that it would be the instance of the 
general simulation model where Arena recommended input distributions were applied and 
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similarly with 'Circumference' and 'Statistica' models. The reference 'Empirical' model 
means that the empirical distributions given by the Arena software were applied in the 
specific instance of the general model. 
To verify the flow of events, a comparison is made in Table 7 .1 between the number of calls 
arrived and the number of calls that went through the system. 
Table?.!: Number of calls arrived and processed 
Arena model Dav 12 Dav21 Dav 51 Dav87 Dav 98 
Number of calls arrived 109 54 114 89 89 
Number of calls through system 69 65 80 61 70 
Circumference model Day3 Day20 Day49 Day SO Day61 
Number of calls arrived 83 81 90 75 90 
Number of calls through system 56 63 72 76 75 
Empirical model Day31 Day47 Day67 Day70 Day93 
Number of calls arrived 89 70 84 79 70 
Number of calls through svstem 66 61 69 66 66 
Statistica model Dav 38 Day42 Day46 Day47 Day82 
Number of calls arrived 93 IOI 83 97 84 
Number of calls through system 66 65 68 73 64 
In Table 7.1 it can be seen that the number of calls that were processed and completed each 
day were almost always fewer than the number of calls that arrived. This agrees with the 
statistics collected by the system administrator. The helpdesk system consequently shows 
increases in the number of calls waiting in queues as well as increases in the average time 
spent in queues and in the system. This will be confirmed with further results. 
The average number of calls arriving is about 90 to JOO per day, which is an acceptable 
representation of the true daily pattern. 
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Table 7.2: Time in system (minutes) 
Arena model Dav 12 Day21 Day 51 Day87 Dav98 
Average 2729,6 4253,6 5268,9 10173,0 10389,0 
Minimum 25,3 58,0 480,2 7,2 379,3 
Maximum 7323,1 12353,0 13729,0 51152,0 57746,0 
Circumference model Day3 Day20 Dav49 Day 50 Dav61 
Average 764,7 3665,7 4720,8 5805,2 5723,1 
Minimum 144,0 18,l 510,4 370,5 78,1 
Maximum 1961,2 11948,0 28376,0 29287,0 25386,0 
Emnirical model Day31 Day47 Day67 Dav70 Dav93 
Average 3933,7 5989,5 5599,6 5910,2 9241,6 
Minimum 90,1 284,3 364,1 174,3 28,9 
Maximum 16900,0 25591,0 36961,0 38623,0 52240,0 
Statistica model Day38 Day42 Day46 Day47 Dav82 
Average 4029,7 4587,8 5791,0 4990,l 9425,0 
Minimum 54,4 450,5 684,4 679,0 86,8 
Maximum 10597,0 24059,0 26109,0 13332,0 47782,0 
The total time spent in the system varies from 7,2 minutes minimum to 57746,0 minutes 
maximum (approximately 100 days) in the above random samples. These are realistic values 
when one takes into account all types of call being handled by the system. The average time 
spent in the system varies between almost four days and thirteen days, which is an acceptable 
representation of the real system. 
Table 7.3: Types of call arrived 
Expected 
Tyne of call Percental!:e Arena Circumference Emnirical Statistica 
General 0,03 0,06 0,06 0,08 0,05 
Intraweb/Internet 0,02 0,03 0,04 0,04 0,04 
PC Hardware/Software 0,76 0,71 0,70 0,68 0,71 
Network/Mainframe 0,10 0,11 0,11 0,12 0,12 
PBX 0,10 0,10 0,09 0,09 0,08 
Comparing the types of call arrived for each of the experimented models with the true or 
expected percentages in Table 7.3, one can see that the simulation model generated the 
different types of call correctly. 
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Table 7.4: Types of call handled by each server/support group 
Type of call with expected and model percentaj!eS 
Server General Intra/Internet PBX PCHw/Sw Netw/Mainframe 
First Line sunnort 0,06 0,01 0,10 0,61 0,22 
Arena model 0,06 0,02 0,13 0,70 0,09 
Circumference model 0,06 0,03 0, 11 0,70 0,10 
Empirical model 0,08 0,03 0,11 0,68 0,11 
Statistica model 0,06 0,03 0,09 0,73 0,09 
Second Line sunnort 0,02 0,01 0,00 0,96 0,01 
Arena model 0,07 0,06 0,00 0,82 0,06 
Circumference model 0,11 0,11 0,00 0,67 0,11 
Empirical model 0,18 0,09 0,00 0,67 0,06 
Statistica model 0,09 0,13 0,00 0,71 0,06 
PBX 0,00 0,00 1,00 0,00 0,00 
Arena model 0,00 0,00 1,00 0,00 0,00 
Circumference model 0,00 0,00 1,00 0,00 0,00 
Empirical model 0,00 0,00 1,00 0,00 0,00 
Statistica model 0,00 0,00 1,00 0,00 0,00 
Network/Mainframe 0,00 0,00 0,00 0,40 0,60 
Arena model 0,00 0,00 0,00 0,43 0,57 
Circumference model 0,00 0,00 0,00 0,53 0,47 
Empirical model 0,00 0,00 0,00 0,43 0,57 
Statistica model 0,00 0,00 0,00 0,45 0,55 
Procurement 0,00 0,00 0,00 1,00 0,00 
Arena model 0,00 0,00 0,00 1,00 0,00 
Circumference model 0,00 0,00 0,00 1,00 0,00 
Empirical model 0,00 0,00 0,00 1,00 0,00 
Statistica model 0,00 0,00 0,00 1,00 0,00 
Remote Sites 0,02 0,02 0,01 0,91 0,03 
Arena model 0,14 0,09 0,09 0,59 0,09 
Circumference model 0,12 0,12 0,00 0,76 0,00 
Empirical model 0,11 0,11 0,11 0,57 0,11 
Statistica model 0,00 0,08 0,17 0,58 0,17 
Percentage distributions of calls are given in Table 7.4 rather than exact number of calls 
because some calls reiterate through the system and are therefore counted twice and exact 
numbers would give a skewed perception of the number of calls processed by each support 
group. For the same reason, Table 7.4 should rather be used to check that support groups 
such as PBX and Procurement did not receive any types of call that they normally would not 
process at all. Nevertheless, comparing the resulting percentages of types of call handled by 
each support group with expected percentages, the model is verified to perform as expected. 
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Table 7.5: Average number of calls in queues 
Arena model Day 12 Day21 Day 51 Day87 Day98 
First Line 3,0 0,3 9,0 0,2 5,8 
Second Line 42,l 51,0 75,4 197,7 217,3 
PBX 73,2 145,6 316,8 531,4 604,1 
Remote Sites 4,5 9,2 3,4 13,7 15,5 
Network/Mainframe 59,3 120,2 256,5 397,4 448,2 
Procurement 10,6 30,6 67,9 109,8 149,2 
Circumference model 
First Line 9,4 0,9 5,4 0,4 3,1 
Second Line 21,3 38,3 46,0 126,1 146,2 
PBX 73,5 139,4 297,4 503,2 561,6 
Remote Sites 9,2 1,5 6,4 2,4 12,2 
Network/Mainframe 28,4 64,2 181,7 274,0 316,4 
Procurement 11,6 33,2 118,1 220,6 226,4 
Empirical model 
First Line 6,2 4,6 0,3 2,9 1,6 
Second Line 22,5 25,1 86,1 175,9 189,5 
PBX 57,0 114,5 299,6 533,7 601,8 
Remote Sites 3,8 5,3 0,3 0,3 0,6 
Network/Mainframe 37,6 76,9 177,5 305,2 358,4 
Procurement 2,5 21,0 93,8 93,1 108,1 
Statistica model 
First Line 3,5 6,1 15,6 0, 1 6,6 
Second Line 38,9 56,9 107,2 212,4 228,2 
PBX 67,0 138,1 301,9 540,1 625,2 
Remote Sites 0,0 0,5 7,4 3,8 0,1 
Network/Mainframe 33,3 61,5 224,0 392,l 420,3 
Procurement 6,1 27,1 103,3 156,5 135,4 
For comparison purposes one selection of five random days was made for all four models and 
queue data are given in Table 7 .5. One would expect First Line support, Second Line support 
and the Remote Sites to have relatively lower numbers of calls waiting in their queues due to 
the major types of call they handle, as well as their relatively short processing times for all 
calls. This is reflected in Table 7 .5 and is therefore another confirmation that the simulation 
model is performing as expected. The PBX, Network/Mainframe and Procurement 
servers/support groups demonstrate the increase in number of calls waiting in queues over 
time, suggesting that the helpdesk system is not functioning optimally. The build-up of calls 
according to the simulation model was compared with the real situation and build-up of calls 
was confirmed. A detailed discussion will follow in Section 7.4 'Results and Validation'. 
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7.4. Results and validation 
The results (queue statistics) of the simulation models are presented as a comparison of queue 
lengths from the four models in the graphs below. Specific features of the results for each 
support group are discussed and these discussions also represent the validation summary of 
the models. 
The average number of calls per day in the queues over time at each of the support groups is 
given in the graphs below. 
First Line Support 
.5 30 
~ 
" " 
20 .c 
E ::l 
" ::l ::l 10 c: tT 
"' > 0 
" -
O> ,.. 
"' "' ~ 
O> ,.. 
"' "' o; 
-
N 
"' 
,.,. 
"' "' 
,.. 
Day 
Figure 7.1: First Line support queue results 
The queue statistics for First Line support are as expected. First Line support does 
experience problems from time to time with calls waiting to be attended to, but they always 
succeed in solving the problems so that the queue length varies just above zero. Although the 
pattern of a relatively sudden increase in numbers does not repeat itself in the short time of 
100 days studied, the system administrator confirmed that this is a perfectly normal pattern 
for queue performance of First Line support. 
To test whether the random seed used could not perhaps have caused the noticeable increase 
in numbers in the queue of the Empirical model found above, the four models have been 
repeated twice, using different random seeds. For both trials, a pattern resulted as seen in 
Figure 7.2 below, confirming that this pattern is one that can be expected for the system and 
is not a mere manifestation of the random seed used. 
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Figure 7.2: 
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Figure 7.3: Second Line support queue results 
Second Line support experience more difficulty in solving all calls timeously so that the 
numbers of calls waiting in the queues increased. According to the system administrator, 
Second Line support shares its resources from time to time with First Line support in the case 
of illness of First Line personnel or staff being on vacation. The system administrator is also 
aware that Second Line support is actually short of staff and this, together with the fact that 
Second Line support personnel assist First Line support on a rotational basis, results in tbe 
increase in calls waiting. 
Something that was not known beforehand and is not taken into account in the simulation 
model is the effect of Second Line support personnel physically going out to the client to 
solve the problem. First Line support solves problems either telephonically or by email and if 
it is not possible to solve the problem in either one of these ways, the problem is handed over 
to a Second Line person who has to go out to the client. The Second Line person often 
attends to a number of calls on his or her way before returning to the office to mark calls as 
closed. Therefore, travel time for these persons is included in the processing times for 
Second Line support, which slightly increases the real processing times. 
- 46-
The implementation of new hardware and software that will allow First Line support to take 
remote control of the client's computer is being considered. This will en ah le First Line 
support to handle more calls and free up more time for Second Line support. When, in 
addition, new resources are appointed at Second Line support, the problem of increasing 
numbers of waiting calls will be solved. 
I 
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Figure 7.4: Remote Site support 
Remote Site support shows periodic increases in number of calls waiting, but they finally 
succeed in solving all problems in such a way that queues do not build up on a continual 
basis. The person responsible for Unix, Network and Mainframe calls of a major remote site 
sometimes has to travel to other sites to attend to problems. This causes a delay in solving 
calls that have originated at remote sites but, as can be seen, it does not present a serious 
problem for the system. 
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Figure 7.5: Network/Mainframe support 
When data and information were gathered, the system administrator mentioned that she 
expected to see problems with the Network/Mainframe support group. They were aware that 
problems were being experienced, especially with network printers. She was under the 
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1mpress10n that the number of Network/Mainframe calls was increasing, as well as the 
processmg times for these calls. These 'possibilities were investigated before input 
distributions were calculated for the Network/Mainframe server, but no confirmation of either 
increase in numbers or increase in processing times for these calls was found. From the 
results of the simulation model though, one can see that there is a problem of increasing 
number of calls waiting in the queue. Apparently the problem with network printers is a 
recurring problem particularly prevalent when financial outputs are produced at the end of 
every week. Being a high-severity type problem, for example when cheques and invoices 
have to be printed, these calls have to be solved first before other Network/Mainframe 
problems can be attended to. New hardware and software are being considered. 
Also included in the Network and Mainframe calls are problems with data lines for remote 
sites and stolen cables that are fixed by Telkom, the telecommunications company of South 
Africa. The processing time for these calls can appear longer than it really is due to the fact 
that the Network/Mainframe support group hand these calls over to Telkom and only mark 
them closed when Telkom has solved the problem, although the processing time spent by the 
Network/Mainframe support personnel themselves is actually very little. This is another 
instance where more information became available after the results from the simulation 
model were shown to the client. 
The absolute value of average number of calls in the Network/Mainframe queue is higher 
than in reality. Queue statistics from the administrator showed that for a period of one 
hundred working days, the Network/Mainframe queue could have built up to I 00 calls. The 
reason for this discrepancy is that in the simulation model one call with a relatively long 
processing time occupies Network/Mainframe support until it is resolved and only then can a 
new call be handled by Network/Mainframe support. In reality, however, a call with an 
apparently high processing time is put aside and other calls are handled in the meantime 
without closing the first call. In an improved version of the simulation model a way has to be 
found to model this type of behaviour. The fact that hidden time (extra time apart from real 
processing time, see definition on p. 63) is included in the data, aggravates the problem 
because calls now have a longer processing time, keeping the support group occupied longer 
than in reality. For the purposes of this study, the unrealistically high absolute numbers of 
calls waiting in the queue is not seen as a problem because the purpose of the models is to 
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concentrate on the comparison of the effect of different input distributions. The four input 
distribution models can still be compared although the absolute values of number of calls in 
the queues cannot be taken as correct. 
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Figure 7.6: Procurement 
All procurement calls imply the involvement of an outside supplier. The Procurement 
support group has to wait for a response from such an outside supplier. Processing times 
therefore appear quite long and consequently there is queue build-up. Apart from this the 
Procurement group started functioning later than the other support groups, which could also 
have lead to longer processing times and the increasing number of calls waiting. 
PBX Support 
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Figure 7.7: PBX support 
Clearly, serious problems are experienced at PBX support. The PBX system was being 
upgraded over the time period that data were collected for the system. The upgrading has the 
effect that new PBX installations (PBX calls) are frozen and that some other PBX calls are 
left waiting until urgent calls for keeping the PBX system up and running are solved. 
Hidden time for these calls results from the fact that the administration of PBX calls is done 
by only one person. PBX personnel attend to calls, but have to report back to the 
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administration person who logs the calls as closed only when she has time, for example, some 
hours later or the next day. 
Cabling for the PBX system is done by an outside company which also means that a number 
of calls have unnaturally high processing times due to waiting time for the outside company, 
although the real processing time by PBX personnel is actually relatively short. 
As soon as the new PBX system is installed, the administrator is expecting the number of 
PBX calls to decrease dramatically and queues to return to normal behaviour. 
As with Network/Mainframe calls, the absolute value for number of calls in the PBX queue is 
unrealistically high due to hidden time and the fact that a call with a long processing time 
occupies the support group (server) until it is resolved. The effect of hidden time is more 
severe in the case of PBX calls than for Network/Mainframe calls. This is due to the fact that 
the PBX support group has far fewer resources (see Table 3.1, Appendix A, p. 62) than the 
Network/Mainframe support - an average of two people as opposed to fourteen. Apart from 
this the majority of PBX calls can be handled only by the PBX support group (see Table 5.6, 
p. 14) with relatively longer processing times, while Network/Mainframe calls are spread 
amongst First Line support, Second Line support and Network/Mainframe support. Statistics 
showed that for a period of one hundred days the queue length could have built up to about 
128 calls. The absolute values of the PBX queue cannot therefore be taken as correct, but the 
models can still be used for comparing the effect of different input distributions. If this 
simulation model is actually to be used for improving the helpdesk system, the problem of 
hidden time will have to be resolved first. This model should be seen as a first iteration that 
has to be improved. 
The above discussions concentrated on the number of calls building up in the various queues 
of support groups. Waiting time for calls in the respective queues were analysed as well and 
similar graphs generated as those above. As there was no significant deviation from the 
trends seen above, the same discussions will apply to the waiting times for calls. 
The average and maximum time in the system in Table 7.2 on p. 42 demonstrate an increase 
in time for calls in the system, which confirms that the system gets more and more clogged as 
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time advances. As mentioned previously, the helpdesk system has been implemented quite 
recently and still needs to undergo changes to improve the system and optimise functionality 
within the CSIR. 
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8. MODEL COMPARISON 
As set out early in this paper, the aim of this study is to assess whether the simulation model 
would be sensitive to different input distributions used. That is, would it have a significant 
effect if one did not search for optimal distributions for representing input data, but simply 
accepted and used the distributions as recommended by the Arena software when building 
simulation models with Arena? 
As demonstrated in Section 6.3 'Fitted distributions' on p. 31 onwards, Arena does not 
necessarily recommend optimal distributions for its input data. Better distributions can be 
found with other packages such as Statistica and the Circumference method. However, 
looking at the simulation results as presented in Section 7.4 'Results and validation' on p. 45 
onwards, it would appear that the different input distributions used for this model do not have 
an effect on the results of the model, or the queue statistics. Regardless of which method's 
input distributions have been used, the same patterns for queue and other statistics resulted. 
Apart from queue statistics, number of calls arrived and number of calls processed were 
analysed as seen in Figures 8.1and8.2 below. 
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Figure 8.1: Number of calls arrived 
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Figure 8.2: Number of calls processed (throughput) 
No significant difference between the distributions used can be noted in either the number of 
calls arrived or the number of calls processed (throughput). What should be noted, however, 
is that the throughput graph clearly shows a warm-up period for the system. The simulation 
model of the helpdesk system stabilises more or less around day 16 of the 100 days 
simulated. This warm-up period can also be seen in Figure 7.2 'First Line supp01t with new 
random seed' on p. 46 and Figure 7.6 'Procurement support' on p. 49. 
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9. CONCLUSIONS AND RECOMMENDATIONS 
Knowledge gained from this study should help the operations researcher when conducting a 
simulation study of a real-life system. This would include the anticipation of practical 
problems, such as the availability of the client, the problem of communicating to the client 
the potential of simulation and the intention of the simulation model. Real-life systems are 
often relatively chaotic, affected by external factors and the occurrence of data-related 
problems, such as questionable values and the unavailability of data. 
One common problem with clients when compiling a simulation model is that they often do 
not convey all the information needed or do not realise that some information about the 
functioning of the system could have a severe effect on the performance of the simulation 
model. For the purposes of this simulation model, the identification of knowledge about the 
system after simulation results have been presented, did not cause major problems, but one 
has to try to avoid this as far as possible. An example of such knowledge is the discovery of 
'hidden time' as explained in Appendix A, p. 63. As the simulator, one has to have intensive 
sessions with the client, trying to gather as much information as possible to avoid problems in 
the final performance of the model. Perhaps one could try to build a rough model in the early 
stages of cooperation in order to present some results and get timeous feedback about the 
performance of the model. 
Despite the fact that some knowledge about the system became available only after the 
simulation results were presented, the purpose of this study was achieved. This can be seen 
in the comparison of the results from the different models. As can be seen from Section 8 
'Model Comparison' on p. 52, it is clear that this simulation model is not sensitive to the 
input distributions used. One can therefore safely use the distributions recommended by 
Arena for input data when building simulation models with it. This does not exclude the 
possibility that there could be another system that is much more sensitive to input 
distributions. It is expected that in a more controlled environment with less variation, such as 
in a laboratory, the simulation model would be more sensitive to input distributions. 
Simulation models are, however, normally used to represent real-life situations that involve 
high-variation factors such as human behaviour and should rather be more robust than 
precise, which was the case for this helpdesk system. 
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It could prove useful to repeat the study using data with higher variation. As shown in this 
study, the Circumference method performs well using low variation data on the 
recommended number of bins in constructing histograms for fitting distributions. It is 
possible, however, that the Circumference method may perform less well with high variation 
data. Although the Circumference method and Statistica performed better than Arena 
regarding number of bins and consequently the input distribution recommendation, this did 
not rule out Arena's input distributions. Results show that the Arena model gave similar 
output regarding number of calls arrived and processed, and queues in the system in 
comparison with the models constructed using Statistica, the Circumference method and 
empirical input distributions. Arena has proved to be a robust, easy-to-use simulation 
software package that could be used for constructing simulation models of real-life systems 
without raising doubts as to its reliability, with specific reference to its input distributions. 
The warm-up period has to be taken into account when analysing results from the simulation 
model. Only the stable part of the model results should be analysed if it is to be done 
statistically. As graphical results for this study did not show any need for statistical analyses 
for comparison purposes, the results were not analysed statistically, but just presented 
graphically. The warm-up period would not therefore have a serious effect in this case. 
Further study may involve the optimisation of the model by implementing the newly acquired 
knowledge of the system. Each support group needs to be visited and processing times need 
to be accurately recorded, eliminating effects such as waiting times for outside providers, 
travelling time and other administration. 
Further study may also involve a comparison of the different options for implementing the 
helpdesk system, as this is an evolving system. New implementations may be costly if not 
evaluated beforehand and a simulation model could save enormous costs by comparing 
options without actually implementing them. 
From a general perspective this study involves both the statistical and the operations research 
fields. From a statistician's point of view the input distributions specified for the simulation 
model may be of great importance and should. be as accurate as possible. From the 
operations researcher's point of view, it may not be quite so crucial. There is very little 
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information available from simulation packages on how to find optimal input data, 
distribution parameters or random number streams for foput to the simulation model. As a 
result of this, as well as the results of this study, it can be concluded that simulation 
modelling software such as Arena has been constructed in such a way that it is robust to input 
distributions. 
The student's goals for this study were to learn how to use Arena for constructing a 
simulation model, as well as to determine whether the recommended input distributions for 
Arena could be accepted with a high degree of confidence for a system such as the helpdesk 
system investigated. These goals have been achieved. 
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APPENDIX A 
The Arena model 
1. Implementation issues 
Arena has a hierarchical model development structure. This structure allows one to combine 
the modelling constructs from any level into a single simulation model. The generally 
recommended modelling approach is that one stays at the highest level possible when 
creating models. However, as soon as one finds that these high-level constructs do not allow 
the capturing of the necessary detail, one has to use components from the next level rather 
than sacrifice the accuracy of the simulation model. The Common panel provides the highest 
level of modelling. The Support panel provides the next lower (more detailed) level of 
modelling with the handy feature that one can put together components from this panel in 
almost any combination required. Having built the simulation model with the Support panel, 
the resulting model could be more transparent for the user and the Support panel also gives 
additional capabilities not found in the Common panel. The Transfer panel provides lower 
level modelling constructs for material handling activities and the Blocks panel provides an 
even lower level of modelling capability. The final panel is the Elements panel with features 
that will be used rarely since they are combined within the other modules of Arena. 
The helpdesk system is a service system and differs from a manufacturing system as 
explained in Section 2.1 on p. 3. This type of system has to be modelled in a particular way. 
Differences start with the arrival process, which has a daily non-stationary pattern. The 
normal Arrive module from the Common panel cannot be used to simulate this type of arrival 
pattern. As will be seen in 'Logic start' on p. 67 of Appendix A, this non-stationary process 
is simulated using a 'thinning' process with the 'Chance' module from the Support panel. 
Other differences lie in the behaviour of entities, for example 'balking', where a client may 
decide to leave the system and in the analysis of the system where one tries to maximise 
customer satisfaction while minimising costs. The measurement of system performance 
would be the time spent in queues and queue lengths as opposed to throughput in a 
manufacturing system. 
The helpdesk system has some new requirements that make the components from the 
Common panel insufficient for modelling the system at the level of detail requested. The 
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Support panel will therefore be used mainly to build this simulation model (Kelton et al. , 
. . 
1998). 
2. Creation of time periods 
The simulation model represents a terminating system that terminates at the end of each day. 
Within each day, there are twelve time periods of one hour each with different arrival patterns 
(daily non-stationary pattern). Although calls arrive only from 7:00 until 17:00, the helpdesk 
personnel are available and processing calls from 7:00 until 19:00. 
Figure 2.1: Create time period 
Each day therefore consists of 720 minutes in total and is created with a 'Create' block from 
the 'Support' panel where the time between arrivals is 720 minutes. The purpose of the loop 
in Figure 2.1 is to create the twelve hourly periods for each day. A 'logical entity' arrives at 
time zero, gets assigned an identifying period number, goes to the 'Choose' block and if the 
period created is not the twelfth period, the entity gets delayed for 60 minutes to create a 
period that is 60 minu_tes long. When the 60 minutes has passed, the entity again goes to the 
'Assign' block where the identifying period number assigned now will be the previous 
number plus one. This process continues until all twelve periods of 60 minutes each are 
created. When the simulation model is initialised, this logical entity 'travels' parallel with all 
other processes that are taking place, keeping track of the hours of the day as they pass. If 
one day of twelve hours is completed, the logical entity is disposed of and the simulation 
model replication will end as well. Because the 'time between arrivals' is set equal to 720 
minutes, the next logical entity is supposed to arrive after this period, but will not because the 
specific replication of the simulation model has ended on completion of twelve hours. The 
indicator that tells the simulation model to end is set in the 'Simulate' block from the 
'Support' panel (see Figure 3.2 in Appendix A, p. 59). Another logical entity will only arrive 
with the initialisation of another replication. In a simulation model one has to be consistent 
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with the units used for variables such as the time passing, or processing time, or inter-arrival 
. . 
time. Time units in this simulation model are minutes. 
3. System definitions 
In Figure 3.1 resources, resource sets, expressions, variables and output statistics are defined 
for the accurate functioning and reporting of the model. 
Figure 3.1: System definitions 
Each element seen in Figure 3 .1 will be discussed below. 
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Figure 3.2: Simulate block 
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In the 'Simulate' block the number of replications for the simulation model is set equal to one 
hundred to represent the total period of 100 days. The length of each replication is set equal 
to 720 minutes (one day) . One hundred replications of 720 minutes each have been run for 
each of the four input distribution models covering the period for which data were available. 
In a case such as this one where it is a terminating system, but some tasks (calls) are carried 
over to the next replication, one has to re-initialise the (daily) statistics, but not the system 
(Kelton et al., 1998). This means that system time continues to advance, and any technical 
calls that were not returned at the end of the day will be carried over to the next day. 
Summary reports for each day will contain only the statistics for a single replication or day, 
but queue statistics will continue from the point where it ended the previous day and will not 
be re-initialised, which is a true representation of the actual helpdesk system. 
No warm-up period has been specified within each replication, as the real system experiences 
the same warm-up problem as the simulation model when they start working each day. If a 
warm-up period has been specified in the model, that starting period of the replication would 
have been ignored in calculations, which would not represent the real system accurately. 
<End of list> 
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Figure 3.3: Arrival rate variable 
The arrival rate variable is created to represent the number of expected calls to arrive at each 
hour of the day. This variable will be used later on in a 'thinning' process to create a random 
number of calls for each hour of the replication. 
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Figure 3.4: Sets 
Sets have been created, such as resource sets, counter sets and tally sets. 
The resource set created for First Line support was created to enable the simulation of 
different working hours for each of the four members of the First Line support group. For the 
other support groups, namely Network/Mainframe support, PBX support, Procurement, 
Second Line support and Remote Site support, schedules were created whereby the 'resource' 
for that support group has a certain capacity for specific hours of the day. This 'resource' 
would then as an example represent 14 people working during the first ten hours of the day 
and one person working after hours as demonstrated in Figure 3.5. 
Schedule !ij E3 
~acity Duration: 
1. 120 
<End of list> 
OK Cancel .!:ielp 
Figure 3.5: Resource capacity and schedule 
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Fourteen people are available for 600 minutes, that is 10 hours and after that one person is 
available for 120 minutes, that is two hours, as in Figure 3.5. A summary of the resource 
schedules is given in Table 3.1. 
Table 3.1: Resource schedules 
7:00-7:30 7:30-8:00 8:00-16:00 16:00-17:00 17:00-19:00 
First Line Jenny Jenny Jenny Jenny 
support Michelle Michelle 
Two Two Two 
additional additional additional 
people people people 
Second Line 
support Capacity= 15 Capacity =15 Capacity = 15 Capacity = 15 Capacity= 2 
Network/ 
Mainframe 
support Capacity =14 Capacity =14 Capacity = 14 Capacity = 14 Capacity= 1 
PBX support Capacity =2 Capacity =2 Capacity= 2 Capacity= 2 Capacity= 0 
Procurement Capacity =7 Capacity =7 Capacity= 7 Capacity= 7 Capacity= 0 
Remote Site 
support Capacity = 17 Capacity = 17 Capacity= 17 Capacity = 17 Capacity= 4 
A counter set was created (as seen in Figure 3.4, Appendix A, p. 61) for the types of call 
arriving. This set consisted of General calls, Internet/Intraweb calls, PBX calls, PC Hardware 
and Software calls and Network/Mainframe calls. 
Tally sets were created to calculate the period of time spent at each server for each type of 
call, as well as for each severity of call. These sets are mainly used to check that the model is 
functioning correctly; that is, whether each server is receiving the correct type and severity of 
call. A tally variable always indicates an interval period from a specific point in time until 
the point in time where the tally is calculated. When a call enters the First Line support 
server, for example, that point in time is marked with a variable such as 'First Line intake 
time'. As soon as the call has been resolved and leaves First Line support, the difference in 
time from the moment of entry until the moment of exit is calculated and stored in the tally 
variable. 
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Figure 3.6: Expressions 
The processing times of each server were defined as expressions containing the applicable 
input distributions. Processing time for high severity calls was shorter than for low severity 
calls, therefore each server would have two distributions for its processing times. 
A problem that was discovered only after the first results were presented to the server 
administrator, is that processing times as found in the data, could contain 'hidden time'. By 
hidden time it is meant that the processing times given were longer than they should have 
been. An example of hidden time is when a call is processed and resolved, but only logged as 
resolved a few minutes or even hours later because of interruptions or the administrative 
functioning of the specific support group. This phenomenon will be discussed in detail in 
Section 7.4 'Results and Validation' on p. 45. 
The system administrator made an educated guess as to the real processing times expressed as 
a fraction given the processing time data for each support group. As can be seen in Figure 
3.6 of Appendix A, the high severity processing time for First Line support was estimated to 
be 80 per cent of processing time as found in the data. A summary of estimations for each 
support group for high severity processing times as percentage of processing time data, is 
given in Table 3.2. 
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Table 3.2: Estimated true percentage of processing times 
Percenta!!e 
First Line support 80 
Second Line support 80 
Remote Site support 80 
Network/Mainframe 
support 60 
PBX sunnort 60 
Procurement 60 
Low severity implies that the call has been suspended. That is, the support group is waiting 
for an outside provider or has to do some research regarding the call while continuing with 
normal daily responsibilities, or the call has to wait for something else to happen first before 
it can be attended to. It has therefore been decided not to execute low severity time as 
processing time in the simulation model, but simply to delay the call for that period of time 
until the support group can attend to it again. When the server processes the call again, high 
severity processing time of the server is used because this is how the call is treated in reality. 
As soon as the waiting period has passed, or research has been completed, the call will be 
resolved within a short processing time, as if it was a high severity call. 
It should be noted that PBX support is not listed explicitly in Figure 3.6 (Appendix A, p. 63). 
This is because PBX support had the same input distributions as both the 
Network/Mainframe support group (high severity) and the Procurement (low severity) 
support groups. Because processing times were defined as expressions, the expressions for 
Network/Mainframe and Procurement could simply be used further on in the model where 
PBX processing time had to be specified. 
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For the purposes of this simulation model the primary interest was in queue statistics. To 
define or request queue outputs, these queue statistics first had to be defined under the section 
'Time-persistent' in Figure 3.7. Under the 'Outputs' section the following information was 
then entered: 
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Figure 3.8: Queue outputs 
The 'Type of statistic' was specified as 'Time-persistent' and the name was selected from the 
now existing list in the combo box. The type of information needed was specified to be the 
average values of the number of calls in queues and these average values had to be saved to a 
file with the extension '.dat'. Apart from the normal report produced by Arena, this 
electronic file would then be created containing the history of the average number of calls for 
each of the 100 simulation days. The output analyser of Arena was used to export the '.dat' 
file to a '.txt' file from where it was imported into Excel to produce graphs as seen in the 
Section 'Results and Validation' from p. 45 onwards. 
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4. Logic start 
Figure 4.1: Logic start 
As 'logical entities' were created as shown in 'Creation of time period' on p. 58 of Appendix 
A, physical entities are now created using a 'Create' block, with inter-arrival time represented 
for the specific model by the appropriate input distribution for inter-arrival times. 
A thinning technique consisting of a 'Chance' block as displayed in Figure 4.1 is used to 
simulate the hourly arrival pattern of calls. When a call is generated, it will continue in the 
system with a chance equal to the arrival rate of the specific period as a portion of the 
maximum arrival rate recorded, which is 26 calls in the second hour of the day (see Figure 
3.3, Appendix A, p. 60). For period one this chance would be equal to 5/26, which gives a 
much lower probability for a call arriving during the first hour of the day to continue through 
the simulation than for a call arriving during the second hour of the day, which will have a 
chance of 26/26 (100 per cent) to continue through the system. Finally this thinning process 
simulates the arrival pattern of calls per hour as expected for the real system. 
A few numbers of 'cancelled calls' were recorded by the system administrator and are 
represented in the model by a 'number of balked' calls. A percentage of 1,77 per cent of all 
calls were recorded as 'cancelled', therefore to simulate the number of balked calls, all calls 
that arrived, were assigned a chance of 98,23 per cent to continue through the system. If the 
call 'balked', it would not continue through the system, but would be recorded as a 'balked' 
call and be disposed of. 
Calls initially arrive at the First Line support group who logs the detail of the call and then 
redirects the call or solves the problem. Therefore, if the call did not 'balk', it would seize a 
- 67 -
person at First Line support who first determines what type of call it is. The type of call is 
assigned in the simulation model according to an empirical distribution of types of call 
recorded in the real system. 
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Figure 4.2: Assign attributes 
The call is an 'entity' moving through the system and can have attributes. As soon as the call 
seizes the First Line person, the type of call as well as the 'First Line Intake Time' are 
assigned as attributes of the call that will be used to calculate processing and waiting time of 
the call at the specific server. 
As the calls are assigned their types, the types of call that have arrived are counted with a 
'Count' block (Figure 4.1, Appendix A, p. 67). As no data were available regarding the time 
needed for First Line support to log the details of the call, it is simulated as a triangular 
distribution with the minimum being 0,2 minutes, the most likely being 0,25 minutes and the 
maximum being 2 minutes. These were estimated values given by the system administrator. 
The First Line support resource is then released and the tally for First Line time calculated. 
This tally represents the interval of time the call has spent at First Line support for getting its 
details logged. This tally was merely used to verify the correct functioning of the model and 
because sufficient proof for the correct functioning of the model is given in Section 7.3 
'Verification and Validation' from p. 40 onwards, this tally will not be discussed further in 
this Section. 
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Figure 4.3: Redirect to appropriate logic 
Figure 4.3 is a continuation of Figure 4.1 on p. 67 of Appendix A. Another tally is calculated 
giving the time spent at First Line support for each type of call separately. The purpose of 
this tally was also verification. The calls are then redirected to logic in the model appropriate 
for the specific types of call. Checks were built into the model, such as the 'Errorl' count 
shown in Figure 4.3. If this count had any values, it would mean that some calls did not get 
assigned a type and would not enter the system. This would indicate wrong functioning of 
the model, but values for this count were always zero confirming the correct functioning of 
the model. 
5. Redirection of calls 
Internet and Intraweb calls 
Figure 5.1: Redirect to appropriate server 
Figure 5.1 demonstrates the redirection of calls to the appropriate servers. Internet and 
Intraweb types of call could be handled by First Line support, Second Line support or 
Remote site support. According to the data received, 16 per cent of these calls are solved 
telephonically or via email by First Line support, while 59 per cent have to be handled by 
Second Line support. Twenty-five per cent are general calls that originated at remote sites 
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' and have to be handled by Remote Site support. Calls are redirected with chances equal to 
the distribution of types of call at servers as given in Table 5.7 on p. 14. 
More error-checking 'Count' blocks such as the 'Error Intraweb calls' in Figure 5.1 are used 
of which the values always were equal to zero indicating the correct functioning of the model. 
(Station, Sequence. Jobstep. etc.) 
Severity . • J5i 
Figure 5.2: Assign severity, intake time 
As soon as the call has been redirected to the appropriated server according to its probability, 
the severity of the call and the intake time at the specific server are assigned. Severities are 
assigned according to probabilities that resulted from data received. First Line support calls 
have a high severity (severity codes 1 to 5) 91 per cent of the time, shown in Figure 5.2. 
Intake time is assigned to be the value of the current time, that is the function 'TNOW' in 
Arena. 
6. Processing 
Calls are now redirected and arrive at the appropriate servers. 
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Figure 6.1: Processing 
At each server processing takes place as demonstrated in Figure 6.1 for Second Line support 
calls. If the call was a high severity call, the server's processing time for high severity calls is 
assigned. 
The processing time is assigned with an expression, e.g. 'Second Line Proc_Tm(Severity)' 
and given the name 'PROC_TM' (Figure 6.2). This expression refers to the distributions, 
one for high severity and one for low severity calls, as defined in the 'Expressions' block 
under 'System definitions' on p. 59 of Appendix A. The call then seizes the server resource. 
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Processing time expression 
If the call was not a high severity call, the call will initially not seize the resource, but will be 
delayed with a processing time equal to the low severity call processing time of the server. 
This delay time represents the waiting time of the call when the support group is waiting for 
outside suppliers to respond or when the call is suspended for some other reason. When the 
waiting time has passed, the call is re-assigned as a high severity call, assigned the processing 
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time for a high severity call and then seizes the server resource to be processed as normal as 
shown in Figure 6.1 on p. 71 of Appendix A. 
,Resou1ce Queue 1'1£i 
Queue Name 
(O)~Q~ 
. Q.ueuo Set Member 
l!)lelnal Queue 
PEO(O . g 
QueueCharaclerittics======i 
l"! # iJ:) Queue Statistics 
Pl r me in Queue Slati$b 
! Shllled Qyeue 
Rartaig Rule:( ,...~i-.st-l n,Fi-.~s-tO.-ut-.... -..... -... _-E) ....
Capacil'f. L _________ _J 
Figure 6.3: Server queue 
If the server is not available, the call enters the queue for the server until the server is 
available (Figure 6.3). This queue is specified in the 'Seize' block as seen in Figure 6.1 on p. 
71 of Appendix A. As a result of the fact that the simulation model results will mainly be 
evaluated by its queue statistics, the number of calls in the queue, as well as time in the 
queue, are selected in this block to be reported on. As soon as the server becomes available, 
the call leaves the queue and seizes the server resource. 
After the call has seized the server resource, processing time of the call is simulated with a 
'Delay' block where the delay time is equal to the processing time assigned to the call. When 
processing has been completed, the resource is released. 
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Nem·ork and Mainframe Calls 
Figure 6.4: Processing of Network/Mainframe calls 
The processing of Network/Mainframe calls has added complexity in that processing time for 
the Network/Mainframe server has a bimodal distribution. Therefore a certain percentage of 
the calls have to be assigned the one section of the data's distribution and the rest have to be 
assigned the second section's distribution. 
The same logic applies regarding the severity of the call in that the call will first be delayed if 
its severity was low, but will be processed directly with high severity processing time if its 
severity was high. 
The application of the appropriate processing time distribution is accomplished by the 
'Chance' block where 52,38 per cent percent of the calls have the first distribution of 
processing time and the rest have the second distribution. 
Figure 6.5: Queue animation 
Figure 6.5 is an example of a second day of the queue animation in the model. This 
animation strongly contributed to the visual verification of the functioning of the model. 
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7. Leave the server 
As soon as the server resource is released some tally values are calculated for reporting and 
checking purposes. Tallies of the time spent within the support group, for example the 
Remote Site support group, according to the two severities of calls and the five types of call 
are calculated as well as a tally of the time spent within the support group of all calls 
irrespective of type or severity. The tally is calculated as the time from when 'Server futake 
Time' was assigned until the moment that the server resource has been released. Note that 
these tally times include times for low severity calls ('Server futake Time' was assigned as 
soon as the call was redirected) and can therefore be used to check whether all processing 
times were applied correctly in the model. 
Figure 7.1: Leave the server 
8. Leave the system 
From all the different servers the calls are directed to the 'Out of system' logic of the model 
where the total time that the call spent in the system is tallied and the number of calls that 
was processed by the system is counted. The calls are then disposed of. These values were 
used to validate the model. 
Figure 8.1: Leave system 
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APPENDIXB 
Simulation software 
An Internet search was carried out on free simulation software and the input distribution 
techniques used by this software. As with Arena, it was difficult to find information on the 
way in which input distributions were handled by these software packages. Manuals, if 
available, were downloaded and searched for information. Where information was available, 
it was clear that the simulation software packages were not concerned about the methods used 
to arrive at the distributions representing the input data. There was, therefore, also no 
information available regarding the techniques used to construct histograms for fitting 
distributions. A short summary of the software investigated follows. 
'Omnet' (http://www.hit.bme.hu/phd/vargaa/omnetpp.htm) is a discrete-event simulation 
environment written in c++ sending 'messages' through 'gates' and using complex data 
structures that accept the parameters for the input data specified by the user. 
'Ptolemy' (http://ptolemy.eecs.berkeley.edu/) is an object-oriented discrete-event simulation 
environment that accepts arrays of input data and uses data classes, with its properties being 
specified by the user. 
'AKSL' (http://www.topology.org/src/aksl/) supports the development of discrete-event 
simulation software in c++ and contains no reference whatsoever to input data. 
·c++Sim' (http://cxxsim.ncl.ac.uk/) is a simulation environment in c++ and accepts random 
input data streams, such as Exponential, Normal and Erlang random streams. If the user 
wants to determine input distributions based on empirical data, he or she must provide the 
number of bins or the bin width. 
'Parsec' (http://pcl.cs.ucla.edu/projects/parsec/) is a C-based simulation language for 
discrete-event simulation models and accepts input arrays or object-oriented Java or C-
parameters for its data objects. 
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For all of the above simulation software discussed it is clear that the user is free to determine 
and specify the parameters for input distributions. Alternatively, the user may use empirical 
input data without specifying distributions. These packages do not use any kind of rule to 
determine the bin widths needed for constructing histograms. 
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