The metric approach to studying 2-step nilpotent Lie algebras by making use of non-degenerate scalar products is realised. We show that a 2-step nilpotent Lie algebra is isomorphic to its standard pseudometric form, that is a 2-step nilpotent Lie algebra endowed with some standard non-degenerate scalar product compatible with the Lie bracket. This choice of the standard pseudo-metric form allows us to study the isomorphism properties. If the elements of the centre of the standard pseudo-metric form constitute a Lie triple system of the pseudo-orthogonal Lie algebra, then the original 2-step nilpotent Lie algebra admits integer structure constants. Among particular applications we prove that pseudo H-type algebras have bases with rational structure constants, which implies that the corresponding pseudo H-type groups admit lattices.
We denote by n r,s the H-type Lie algebra n = (V ⊕ ⊥ Z, [ . , . ], ⟨ . , . ⟩ n ), where Z = ℝ r,s ; (V, ⟨ . , . ⟩ V ) is an admissible module of the representation J : Cl(ℝ r,s , ⟨ . , . ⟩ r,s ) → End(V) isometric to ℝ l,l if s > 0 and to ℝ 2l if s = 0; the scalar product is ⟨ . , . ⟩ n = ⟨ . , . ⟩ V ⊕⟨ . , . ⟩ r,s , and the Lie bracket is related to the representation of the Clifford algebra by (1) . More about equivalent definitions of pseudo H-type Lie algebras, their properties and relation to composition of quadratic forms can be found in [2; 11; 13; 14; 15; 20; 21; 22; 25; 29; 30; 34] . Remark 2.1. An admissible Clifford module (V, ⟨ . , . ⟩ V ) of Cl(U, ⟨ . , . ⟩ U ) with an indefinite scalar product ⟨ . , . ⟩ U , is necessarily a neutral space, which means that the dimension of V is even and the dimensions of the maximal subspaces where the scalar product ⟨ . , . ⟩ V is positive definite or negative definite coincide. If ⟨ . , . ⟩ U is positive definite, then the admissible module (V, ⟨ . , . ⟩ V ) carries a positive definite product [11] .
2.2 Lie structure compatible with scalar product. We set up the relations described in the previous section in a more general perspective.
From Lie algebras to skew-symmetric maps. Let g = (V ⊕ ⊥ U, [ . , . ], ⟨ . , . ⟩ g ) be a 2-step Lie algebra with the centre U and with a non-degenerate scalar product ⟨ . , . ⟩ g . The Lie bracket and the non-degenerate scalar product on the centre define a bilinear map J : U × V → V by (1) which is skew-symmetric on V. From skew-symmetric maps to Lie algebras. Let now (V, ⟨ . , . ⟩ V ) and (U, ⟨ . , . ⟩ U ) be two non-degenerate scalar product spaces, and let J : U → o(V), where by o(V) we denote the space of all skew symmetric linear maps on (V, ⟨ . , . ⟩ V ). Then the sum g = V ⊕ U is orthogonal with respect to ⟨ . , . ⟩ g = ⟨ . , . ⟩ V ⊕ ⟨ . , . ⟩ U , and we are able to define the Lie bracket on g by making use of (1). Then g = (V ⊕ U, [ . , . ], ⟨ . , . ⟩ g ) becomes a 2-step nilpotent Lie algebra, where U belongs to the centre. The discussions above raise the following question. Let two finite-dimensional vector spaces U and V be given, and let J : U → End(V) be a linear map. When can one find a (non-degenerate) scalar product ⟨ . , . ⟩ V on V such that J z is skew symmetric for all z ∈ U ? If, moreover, a scalar product ⟨ . , . ⟩ U on U is given, then we are able to define a Lie algebra structure on V ⊕ U by means of (1) using ⟨ . , . ⟩ V ⊕ ⟨ . , . ⟩ U . If J is a representation of a Clifford algebra Cl(U, ⟨ . , . ⟩ U ), then V (or V ⊕ V) always admits a required scalar product ⟨ . , . ⟩ V and the 2-step nilpotent Lie algebra will be of H-type; see [11] .
Lattices and nilmanifolds.
One of the aims of this paper is to prove that pseudo H-type Lie groups admit lattices, or equivalently, the corresponding pseudo H-type Lie algebras admit a basis with rational structure constants. Let us explain this relation.
Definition 2.2.
A subgroup K of G is called a (co-compact) lattice if K is discrete and the right quotient K\G is compact. The space K\G is called a compact nilmanifold or a compact 2-step nilmanifold if G is a 2-step nilpotent Lie group. Theorem 2.1 (Mal'cev criterion [36] ). A Lie group G admits a lattice K if, and only if, its Lie algebra g admits a basis B = {b 1 , . . . , b n } with rational structure constants, that is [b i , b j ] = ∑ n k=1 C k ij b k with C k ij ∈ ℚ.
Standard metric 2-step nilpotent Lie algebras.
In this subsection, we present shortly ideas from [18; 19] .
Let a 2-step nilpotent Lie algebra g have a commutator ideal [g, g] of dimension n and let its complement V have dimension m. We choose a basis { 1 , . . . , m } for V and a basis {z 1 , . . . , z n } for [g, g] . Define the skew-symmetric (m × m)-matrices C 1 , . . . , C n by [ α , β ] = ∑ n k=1 C k αβ z k . The matrices C k are elements of the Lie algebra so(m), and they are linearly independent in so(m), see [18] . Then the n-dimensional subspace C n = span{C 1 , . . . , C n } ⊂ so(m) is isomorphic to [g, g] = span{z 1 , . . . , z n } and is called the structure space determined by the chosen basis. The vector space span{ 1 , . . . , m } ⊕ span{z 1 , . . . , z n } of g is isomorphic to ℝ m ⊕ C n . The spaces ℝ m and C n ⊂ so(m) have a natural choice of inner products that will define the Lie bracket on G = ℝ m ⊕ C n . Denote by ⟨ . , . ⟩ so(m) the positive definite product on so(m) defined by ⟨Z, Z ⟩ so(m) = − tr(ZZ ), and let ⟨ . , . ⟩ m be the standard Euclidean inner product in ℝ m . Then the inner product ⟨ . , . ⟩ G = ⟨ . , . ⟩ m + ⟨ . , . ⟩ so(m) makes the direct sum G = ℝ m ⊕ C n orthogonal. Let [ . , . ] be the unique Lie product on G such that C n belongs to the centre of G and ⟨Zx, y⟩ m = ⟨Z, [x, y]⟩ so(m) for arbitrary x, y ∈ ℝ m , Z ∈ C n , where Zx simply denotes the action of Z ∈ C n ⊂ so(m) on a vector x ∈ ℝ m defined by matrix multiplication. It is easy to see that (G, [ . , . ] ) is a 2-step nilpotent Lie algebra, with [G, G] = C n and being endowed with the inner product ⟨ . , . ⟩ G ; it is called a standard metric 2-step nilpotent Lie algebra. It was shown in [19] that any 2-step nilpotent Lie algebra g is isomorphic to a standard metric 2-step nilpotent Lie algebra G = (ℝ m ⊕ C n , [ . , . ], ⟨ . , . ⟩ G ). Inspired by the definition of pseudo H-type Lie algebras, later in Section 3 we generalise the ideas from [18; 19] , showing that actually a non-degenerate scalar product of any index can be chosen.
Pseudo-metrics on 2-step nilpotent Lie algebras
In this section, we continue to develop the approach proposed in subsections 2.2 and 2.4. The choice of the Euclidean product in ℝ m is very natural, but it is also possible to choose the metric ⟨x, y⟩ p,q = ∑ p i=1 x i y i − ∑ p+q i=p+1 x i y i of an arbitrary index (p, q) with p + q = m. This leads to the change of the structural space C ∈ so(m) to the space D ⊂ so(p, q), and of the positive definite metric on so(m) to the indefinite metric on so(p, q). The main motivation of this choice is the following. The standard metric form for classical H-type Lie algebras carries a positive definite scalar product and in this case the Lie algebras are isometric also as scalar product spaces. Meanwhile the pseudo H-type Lie algebras, introduced in subsection 2.1, are isomorphic (and isometric) to a standard pseudo-metric form with an indefinite scalar product related to the scalar product of the underlying Clifford algebras. Note that being 2-step nilpotent Lie algebras, the pseudo H-type Lie algebras are also isomorphic to a standard metric form with a positive definite metric, see [18] , but in this case they are not isometric and the isomorphism neglects the relation with the Clifford algebras generating pseudo H-type Lie algebras. We also aim to show that any 2-step nilpotent Lie algebra is isomorphic to some metric Lie algebra with an indefinite scalar product.
3.1 Pseudo-orthogonal groups. We use the notation η p,q = diag(I p , −I q ) for diagonal (m × m)-matrix, m = p + q, having the first p entries on the main diagonal 1 and the last q equal to −1. Further we continue to use I p to denote the (p×p) unit matrix. The scalar product ⟨ . , . ⟩ p,q is related to the matrix η p,q by ⟨x, y⟩ p,q = x t η p,q y for x, y ∈ ℝ m , m = p + q, where x t is the transpose to x. We use the notation
for an orthonormal basis {x i } p+q i=1 for ℝ p,q . We denote by the symbol O(p, q) the pseudo-orthogonal group
where X t is the matrix transposed to X. The pseudo-orthogonal group preserves the scalar product ⟨ . , . ⟩ p,q . The inverse X −1 of X is given by X −1 = η p,q X t η p,q . If we write A η p,q = η p,q A t η p,q for any matrix A, then X η p,q = X −1 for X ∈ O(p, q). In general, (A η p,q ) η p,q = A and (AB) η p,q = B η p,q A η p,q for any matrices A and B.
If we replace η p,q by any symmetric matrixη with p positive and q negative eigenvalues, then we get a group isomorphic to O(p, q). Diagonalisation ofη gives a conjugation of this group with the standard group O(p, q). It follows from the definition that all matrices in O(p, q) have the determinant equal to ±1.
The Lie algebra of O(p, q), and thus of SO(p, q), see definitions in [40] , equipped with the Lie bracket
So, an element X ∈ so(p, q) satisfies X η p,q = −X, and one has X η p,q X = XX η p,q = −X 2 . The Lie algebra so(p, q) can be equipped with the scalar product ⟨ . , . ⟩ so(p,q) defined by ⟨X, Y⟩ so(p,q) = tr (X η p,q Y) = − tr(XY). The scalar product is positive definite only for q = 0. Matrices in so(p, q) can be written as
So, for X ∈ so(p, q) one has ⟨X, X⟩ so(p,q) = tr(X η p,q X) = − tr(a 2 p + a 2 q ) − 2 tr(bb t ). As we see, the first term in the right hand side, involving the skew-symmetric matrices a p and a q , is always positive. The matrix b is responsible for the negative part of the indefinite scalar product ⟨ . , . ⟩ so(p,q) , and this scalar product has the index ((p(p − 1) + q(q − 1))/2, pq) as one can see from the dimensions of so(p) and so(q). Note that if X ∈ so(p, q) and x, y ∈ ℝ m , p + q = m, then ⟨Xx, y⟩ p,q = x t X t η p,q y = −x t η p,q Xy = −⟨x, Xy⟩ p,q . Thus matrices from so(p, q) are skew-symmetric with respect to ⟨ . , . ⟩ p,q .
Generally, for a scalar product space (V, ⟨ . , .
We call o(V) the space of skew-symmetric (with respect to ⟨ . , . ⟩ V ) maps and note that it coincides with so(p, q) when V = ℝ p,q , and ⟨ . , . ⟩ V = ⟨ . , . ⟩ p,q . In general, it can be shown that o(V) is isomorphic to the space so(p, q) for any m-dimensional non-degenerate scalar product space (V, ⟨ . , . ⟩ V ) with a scalar product of index (p, q), p + q = m. We can endow the space o(V) with the scalar product ⟨A, B⟩ o(V) = − tr(AB). One can prove that the index of ⟨ . , . ⟩ o(V) is ((p(p − 1) + q(q − 1))/2, pq) by the isomorphism property with so(p, q). The inclusion map ι : W → so(p, q) defines a skew-symmetric map in the following sense: if z ∈ W and ι z = ι(z) = Z ∈ so(p, q), then ⟨ι z (x), y⟩ p,q = ⟨Zx, y⟩ p,q = −⟨x, Zy⟩ p,q = −⟨x, ι z (y)⟩ p,q . If the restriction of ⟨ . , . ⟩ so(p,q) to the vector subspace W ⊂ so(p, q) is non-degenerate, then we can define a Lie algebra structure on ℝ p,q ⊕W. If W = so(p, q), then the constructed Lie algebra on ℝ p,q ⊕so(p, q) will be the free 2-step nilpotent Lie algebra that we denote by F(p, q). Thus F(p, q) = ℝ p,q ⊕ so(p, q) with the commutator defined by
2-step nilpotent
For the standard basis
where E ij denotes the (m × m) matrix with zero entries except of 1 at the position ij. Since F(p, q) is a 2-step nilpotent Lie algebra, we obtain that so(p, q) forms a centre. Particularly, if q = 0, then we get the free Lie algebra F(m) studied in [18] . Example 3.2. Any graded 2-step nilpotent Lie algebra, endowed with a non-degenerate scalar product defines a skew symmetric map as described in subsection 2.2.
Standard pseudo-metric 2-step nilpotent Lie algebras. Let
Observe that if the scalar product ⟨ . , . ⟩ V has index (p, q), p + q = m, then the scalar product ⟨ . , . ⟩ o(V) has index ((p(p − 1) + q(q − 1))/2, pq). Since the Lie algebra o(V) is simple, any symmetric bilinear form is a multiple of the Killing form.
Let W be an n-dimensional subspace of o(V) such that the restriction of ⟨ . , .
Definition 3.1. We call the Lie algebra G constructed above the standard pseudo-metric 2-step nilpotent Lie
It is easy to see that [G, G] = W and W is the centre of G if, and only if, for any 0 ̸ = ∈ V there is Z ∈ W such that Z ̸ = 0. If V = ℝ p,q and ⟨ . , . ⟩ V = ⟨ . , . ⟩ p,q , then we write so(p, q) for skew-symmetric maps, and the standard pseudo-metric 2-step nilpotent Lie algebra is
Reduction of a 2-step nilpotent Lie algebra to the standard pseudo-metric 2-step nilpotent Lie algebra.
We start from the following observation relating elements in so(m) and so(p, q) with p + q = m. Let η p,q = diag(I p , −I q ), p + q = m, and let ν i = ν i (p, q) be defined by (4) . Then, for any matrix A = {a ij } m i,j=1 , we have (Aη p,q ) ij = a ij ν j , and (η p,q A) ij = a ij ν i . Let C ∈ so(m), and define D = Cη p,q (or equivalently, D ij = ν j (p, q)C ij ). We claim that D ∈ so(p, q). Indeed,
Analogously, we can show thatD = η p,q C ∈ so(p, q) if C ∈ so(m), m = p + q. 
Then the matrices D k = η p,q C k are linearly independent in any so(p, q), p + q = m.
Proof. It was proved in [18] that C 1 , . . . , C n are linearly independent in so(m). Thus for any real numbers α 1 , . . . , α n we have ∑ n k=1 α k C k = {0} if and only if α k = 0, k = 1, 2, . . . , n. Then
if and only if α k = 0 for k = 1, 2, . . . , n.
2 Any 2-step nilpotent Lie algebra g defines a subspace C ⊂ so(m), where C = span ℝ {C 1 , . . . , C k }, and this subspace is non-degenerate in so(m). This fact allows us to construct the isomorphism between g and the corresponding standard metric Lie algebra G = ℝ m ⊕ C with positive definite scalar product, see [18] . The space C also generates spaces
is non-degenerate with respect to the restriction of ⟨ . , . ⟩ so(p,q) to D, then there is an isomorphism between g and the standard pseudo-metric Lie algebra G = ℝ p,q ⊕ D. Theorem 3.1. Let g be a 2-step nilpotent Lie algebra such that dim([g, g]) = k and such that the complement V to [g, g] has dimension m. Assume that there are non-negative integers p, q such that the structure space
Then g is isomorphic to the standard pseudo-metric 2-step nilpotent Lie algebra G = ℝ p,q ⊕ ⊥ D.
Proof. Let { 1 , . . . , m } be a basis for V, {z 1 , . . . , z k } be a basis for [g, g], and let {e 1 , . . . , e p+q } be the standard orthonormal basis for ℝ p,q . Let [ i , j ] g = ∑ k n=1 C n ij z n for 1 ≤ i, j ≤ m and D n = η p,q C n . Choose a pair p, q ∈ ℕ, p + q = m, such that the space D = span{D 1 , . . . , D k } ⊂ so(p, q) is non-degenerate with respect to the metric ⟨ . , . ⟩ so(p,q) . Let {ρ 1 , . . . , ρ k } be a basis of D such that ⟨ρ n , D l ⟩ so(p,q) = δ nl for 1 ≤ n, l ≤ k. Define a linear isomorphism T : g → G by T( i ) = e i , i = 1, . . . , m, T(z n ) = −ρ n , n = 1, . . . , k.
We claim that T is a Lie algebra isomorphism because T(
On the other hand,
which finishes the proof.
2
Now we aim to show that the set of non-degenerate subspaces D of so(p, q) is open and dense in the corresponding Grassmannian. Observe that the scalar products ⟨ . , . ⟩ so(p,q) , p + q = m, and ⟨ . , . ⟩ so(m) are the restrictions of the symmetric bilinear form ⟨ . , . ⟩ on the space of (m × m) matrices defined by ⟨A, B⟩ = − tr(AB), see Section 3.1. The bilinear form ⟨ . , . ⟩ so(m) is positive definite and ⟨ . , . ⟩ so(p,q) , p + q = m, is indefinite. Thus, we drop the subscript for the scalar products and write ⟨ . , . ⟩ until the end of Subsection 3.4.
Let Gr(k, T) be the set of k-dimensional subspaces in T = (so(m), ⟨ . , . ⟩) and let M = m(m − 1)/2 denote the dimension of T. We recall some known facts about the Grassmann manifold; see [38] . The Stiefel manifold
. . , C k are linearly independent in T} for elements C i ∈ T. Then there is a canonical surjective map π : V(k) → Gr(k, T) defined by π(C) = π(C 1 , . . . , C k ) = span{C 1 , . . . , C k } = C. The set Gr(k, T) is endowed with the quotient topology that makes the map π continuous and open. It can be shown that the map π is actually a smooth map.
Theorem 3.2.
There exists an open dense subset U ⊂ Gr(k, T) whose complement has measure zero in Gr(k, T) such that if C ∈ U, then ⟨ . , . ⟩ is non-degenerate on D = η p,q (C) = span{η p,q C 1 , . . . , η p,q C k } for all positive integers p, q with p + q = m.
Proof. We observe that it is enough to prove the theorem for one choice of p, q with p + q = m, since for the possible m − 1 choices the answer will be given by the intersection of open and dense subsets.
The proof of the theorem contains two steps. We use the Gram matrix for the symmetric bilinear form ⟨ . , . ⟩ in order to detect whether the form is degenerate on the space D. Define the map Φ : V(k) → ℝ by
Consider the set W = {C ∈ V(k) | ⟨ . , . ⟩ is non-degenerate on D}.
Step 1. The polynomial function Φ satisfies the property: Φ(C) ̸ = 0 if and only if C ∈ W. In particular, the set W is open and dense in V(k) and the complement V(k) − W has measure zero. are polynomial that implies that Φ is polynomial as a composition of determinant function and the trace. We take C ∈ V(k) and observe that the symmetric bilinear form ⟨ . , . ⟩ is degenerate on D = span{D 1 , . . . , 
This implies that the set Ψ −1 (0) is closed in V(k) and has measure zero. Thus the complement W = V(k) − Ψ −1 (0) is open and dense in V(k).
Step 2. Proof of Theorem 3.2. The set W is open and dense in V(k) and, moreover, the measure of V(k)− W is zero. The map π : V(k) → Gr(k, T) is smooth and open. Hence U = π(W) is open and dense in Gr(k, T) and the complement Gr(k, T) − U = π(V(k) − W) has measure zero. The set U is exactly the set of elements in Gr(k, T) such that if C ∈ U, then the symmetric bilinear form ⟨ . , . ⟩ is non-degenerate on D.
Examples of standard pseudo-metric algebras.
Example 3.3 (Free standard pseudo-metric Lie algebra). Let us equip the 2-step free Lie algebra F(p, q) = ℝ p,q ⊕ so(p, q) with the scalar product ⟨ . , . ⟩ p,q + ⟨ . , . ⟩ so(p,q) . Then ⟨[w, ] F(p,q) , Z⟩ so(p,q) = ⟨Zw, ⟩ p,q for all w, ∈ ℝ p,q , Z ∈ so(p, q), where the Lie brackets are from (6) . To show this we calculate ⟨Zw, ⟩ p,q and obtain
as w t Zη p,q ∈ ℝ and Z t η p,q = −η p,q Z for all Z ∈ so(p, q). We also get ⟨Zw, ⟩ p,q = −⟨w, Z ⟩ p,q = tr(w t η p,q Z) by skew symmetry of Z ∈ so(p, q). With these relations we calculate
and obtain the desired equality. 
It is easy to see that G 1 is the (classical) H-type algebra, G 2 is the pseudo H-type algebra, and the last two are not (pseudo) H-type algebras since they do not satisfy the Clifford condition J 2 i = −⟨z, z⟩ Z Id V ; see also [16] . Let us particularly consider three pseudo H-type Lie algebras n 2,0 , n 1,1 , and n 0,2 and show that they can be realised as standard pseudo-metric algebras for some choice of so(p, q).
The pseudo H-type Lie algebra n 2,0 . The algebra n 2,0 is constructed from the Clifford algebra Cl 2,0 . Thus the centre of n 2,0 is isometric to ℝ 2 and the complement to the centre is isometric to ℝ 4 with the standard Euclidean metrics. Let {z 1 , z 2 } be the standard basis of ℝ 2 , and let J z 1 , J z 2 ∈ so(4) be such that J 2
We choose the following orthonormal basis in ℝ 4 constructed by
In the basis { 1 , 2 , 3 , 4 } the matrices of the maps J z 1 , J z 2 take the following form:
According to the equality ⟨[ α , β ], z i ⟩ 2,0 = ⟨J z i α , β ⟩ 4,0 and to permutation of the basis, we calculate the structure constants in [ α , β ] = C 1 αβ z 1 + C 2 αβ z 2 as
Thus C i = −J z i , which also follows from the choice of the orthonormal basis by
The pseudo H-type Lie algebra n 1,1 . The Lie algebra is constructed from the Clifford algebra Cl 1,1 , and therefore the centre of n 1,1 is isometric to ℝ 1,1 and the complement to the centre is isometric to ℝ 2,2 . We start from the basis {z 1 , z 2 } for the centre and two skew-symmetric maps J z 1 , J z 2 ∈ so(2, 2), satisfying J 2
We see that C 1 = −η 2,2 J z 1 and C 2 = η 2,2 J z 2 . They are also defined by the choice of the orthonormal basis as
The pseudo H-type Lie algebra n 0,2 . This Lie algebra is related to the representation J : Cl 0,2 → End(ℝ 2,2 ).
We start from an orthonormal basis {z 1 , z 2 } for the centre isometric to ℝ 0,2 and from skew-symmetric maps J z 1 ,
Choose the orthonormal basis for ℝ 2,2 as 1 = e 1 , 2 = J z 1 J z 2 1 , 3 = J z 1 1 , 4 = J z 2 1 . The matrices of the maps J z 1 , J z 2 written in the basis { 1 , 2 , 3 , 4 } are:
We see that C i = η 2,2 J z i , or they can be found from
Since ν i (0, 2) = −1 for i = 1, 2, we obtain C i = η 2,2 J z i .
We conclude that the pseudo H-type Lie algebras n 2,0 and n 0,2 are isomorphic as Lie algebras. It can be interpreted as the following illustration to Theorem 3.1. The Lie algebra n 2,0 is isomorphic to the standard metric Lie algebra G = ℝ 4 ⊕ C with C = span{C 1 , C 2 } ⊂ so(4) and with C 1 , C 2 given by (8) . This standard metric Lie algebra is the H-type algebra because the skew-symmetric maps J z 1 = −C 1 and J z 2 = −C 2 satisfy the additional conditions J 2 z i = Id ℝ 4 and J z 1 J z 2 = −J z 2 J z 1 . Let us check if the Lie algebra n 2,0 can be isomorphic to the standard Lie algebra generated by other choices of so(p, q), p + q = 4.
Cases so(3, 1) and so (1, 3) . We calculate the matrices
is degenerate, and actually the scalar product ⟨ . , . ⟩ so(3,1) vanishes on D; therefore the Lie algebra n 2,0 cannot be realised as a standard pseudo-metric Lie algebra in ℝ 3,1 ⊕ D. The same calculations are valid for the case of so(1, 3), and we conclude that the Lie algebra n 2,0 can neither be realised as the standard pseudo-metric Lie algebra as
Case so (2, 2) . In this case we use η 2,2 and deduce the following matrices
is non-degenerate and has index (r, s) = (0, 2). Therefore, the Lie algebra n 2,0 can be realised as a standard metric Lie algebra ℝ 2,2 ⊕ D, D ⊂ so(2, 2), and it gives the pseudo H-type Lie algebra n 0,2 constructed above. The last statement is valid due to the relations J 2
Now we turn to the Lie algebra n 1,1 . Analogous calculations show that this Lie algebra can be realised in ℝ 4 ⊕ C with C = span{C 1 , C 2 } ⊂ so(4), where C 1 , C 2 are from (9), but this is not an H-type Lie algebra (with a positive definite scalar product), see Remark 2.1. The Lie algebra can neither be realised in so(3, 1) nor in so(1, 3), due to the degeneracy of the corresponding spaces D. In the case so(2, 2), the matrices 
In order to finish the proof we need to check that 
Then S is injective and symmetric with respect to both scalar products. We assume also that the operator S has only real eigenvalues. Then they are positive because if Su = λu and ⟨u, u⟩ i V ̸ = 0, i = 1, 2, then λ⟨u, u⟩ 1 V = ⟨Su, u⟩ 1 V = ⟨u, u⟩ 2 V . Since ⟨u, u⟩ 1 V and ⟨u, u⟩ 2 V have always the same sign by the assumption, we conclude that λ > 0. If Su = λu and ⟨u, u⟩ i V = 0, i = 1, 2, then we change the reasonings. Let {e 1 , . . . , e m } be an orthonormal basis with respect to ⟨ . , . ⟩ 1 V , that always exists since the scalar product is non-degenerate. Choose a basis vector e k such that ⟨e k , u⟩ 1 V ̸ = 0. Such vector e k exists, otherwise u would be the zero vector that contradicts the requirement that u is an eigenvector. Then
and we conclude that the non-vanishing value of ⟨ , u⟩ i V has the same sign in both vector spaces. Thus λ⟨u,
The map S commutes with J z for any z ∈ U by
Let V 1 , . . . , V N be eigenspaces of the map S corresponding to different eigenvalues, which we denote by λ 1 , . . . , λ N . Then V 1 , . . . , V N are mutually orthogonal with respect to both scalar products because the map S is symmetric with respect to them. Moreover, the subspaces V k , k = 1, . . . , N, are invariant under J z for any z ∈ U because SJ z = J z S. Now we finish the proof as in Lemma 4.1.
and (U, ⟨ . , . ⟩ U ) be two non-degenerate scalar product spaces, and let J : U → o(V). Then every scalar product ⟨ . , . ⟩ U on U defines a unique 2-step nilpotent Lie algebra structure given by (1) on the vector space g = V ⊕ ⊥ U.
Isomorphism defined by skew-symmetric maps. Given a scalar product space
of skew-symmetric maps has a scalar product defined by the trace. Let J : U → o(V, ⟨ . , . ⟩ V ) be an injective map, and let the space J(U) be a non-degenerate subspace in o(V, ⟨ . , . ⟩ V ). Then we can pull back the trace metric from o(V) to U. We write
and for any c ̸ = 0. This scalar product has an index, which we denote by (r, s), and it depends on the choice of the map J :
is degenerate with respect to the trace metric. Let us assume that (U, ⟨ . , . ⟩ U,c ) is a non-degenerate scalar product space, and let [ . , . ] c be the 2-step nilpotent Lie algebra structure on G = V ⊕ ⊥ U defined by the map J : U → o(V) by means of (1). The spaces V and U are orthogonal with respect to the scalar product ⟨ . , .
Diagonalising the matrix of the scalar product ⟨ . , . ⟩ V , we get the matrix η p,q defining the standard scalar product ⟨u,
. . , m ), m = p + q, and the matrix of the skew-symmetric map J z will satisfy the condition η p,q J t z η p,q = −J z . Since the trace does not depend on the choice of coordinates we get a symmetric bilinear form defining a scalar product on U, which also can be written as ⟨z
Lemma 4.2. With the notation as above, if the scalar product ⟨ . , . ⟩ U,c is non-degenerate, then the standard pseudo-metric Lie algebra G induced by J has no abelian factor. If two scalar products ⟨ . , .
Proof. If the scalar product ⟨ . , . ⟩ U,c is non-degenerate and the map J : U → o(V) is injective, then the Lie algebra structure (G, [ . , . ] c ) is unique up to an isomorphism by Lemma 4.1, and G has a trivial abelian factor by Lemma 3.1.
2 Lemma 4.3. Let (V, ⟨ . , . ⟩ V ) be a scalar product space, let U 1 , U 2 be two finite-dimensional vector spaces, and let J 1 :
] 2 ) be two pseudometric Lie algebras induced by the maps J 1 and J 2 . Then G 1 and G 2 are isomorphic as Lie algebras.
Proof. It suffices to construct an isomorphism between the Lie algebras G 1 and G 2 only for the case when J 1 (U 1 ) = W = U 2 and when J 2 = ι : W → o(V, ⟨ . , . ⟩ V ) is the inclusion map. We define scalar products on U 1 and U 2 by
Denote by [ . , . ] 1 , [ . , . ] 2 the commutators constructed by means of these scalar products, respectively. Define the map φ :
Then we need to show that φ([ , w] 1 ) = [φ( ), φ(w)] 2 . Let , w ∈ V, z ∈ W be arbitrarily chosen, and let ζ 0 ∈ U 1 be the unique element such that J 1 (ζ 0 ) = z = J 2 (z). Then
This finishes the proof because the scalar product is non-degenerate.
Action of GL(m)
and gl(m) on the Lie algebra so(p, q), p + q = m. If we have two scalar product spaces (U, ⟨ . , . ⟩ U ), (V, ⟨ . , . ⟩ V ) and a linear operator A : U → V, then we say that the formula ⟨A T x, y⟩ U = ⟨x, Ay⟩ V defines the transpose A T to A with respect to the scalar products ⟨ . , . ⟩ U and ⟨ . , . ⟩ V . Note that A t is used for the usual transpose of A. Let A ∈ GL(m). Define the action ρ of A on so(p, q) by
Indeed, if Z η p,q = −Z, then (AZA η p,q ) η p,q = AZ η p,q A η p,q = −AZA η p,q . We recall that the operation A η p,q gives the transpose to A with respect to the scalar product ⟨ . , . ⟩ p,q . The action ρ is a left action on so(p, q). The map ρ(A) is invertible and its inverse is given by (ρ(A)) −1 = ρ(A −1 ) which shows that ρ(A) ∈ Aut (so(p, q) ). Thus the map ρ : GL(m) → Aut(so(p, q))
is a group homomorphism. The differential dρ of the map ρ is the Lie algebra homomorphism 
for any Z, Z ∈ so(p, q). We can reformulate (13) as
where T stands for the transposition with respect to the scalar product ⟨ . , . ⟩ so(p,q) .
Proof. We calculate ⟨ρ (6) . Let ij = − 1 2 (E ij − E ji ), i ≤ j = 1, . . . , m, be a standard basis of so(m). Then ϕ ij = − 1 2 (E ij − E ji )η p,q , i ≤ j = 1, . . . , m, form a basis of so(p, q). We define the isomorphism f : so(m) → so(p, q) by f( ji ) = ϕ ji and extend it to the isomorphism F(m) → F(p, q) by
It follows that
Hence f is a Lie algebra isomorphism. At the end of the proof we observe that the orthogonal basis of F(m) is mapped to the orthogonal basis of F(p, q), p + q = m under the isomorphism f . The equations ⟨E ij , E αβ ⟩ so(m) = − tr(E ij E αβ ) = δ iα δ jβ show that the basis ij is orthonormal with respect to the trace metric, and the basis ϕ ij for so(p, q) satisfies the relations ⟨(ϕ ij ), (ϕ αβ )⟩ so(p,q) = − tr(ϕ ji ϕ αβ ) = ν ij δ iα δ jβ , where ν ij = 1 if i < j ≤ p or i > p, and ν ij = −1 if j > p and i ≤ p.
2 Lemma 4.5 allows to reformulate some results proved in [17; 18; 19] for the 2-step free Lie algebras F(p, q). We denote by Aut (F(p, q) ) the group of automorphisms of F(p, q). Lemma 4.6. For any ϕ ∈ Aut (F(p, q) ), there exist unique elements A ∈ GL(m), m = p + q and S ∈ Hom(ℝ p,q , so(p, q)) such that
Conversely, given (A, S) ∈ GL(m) × Hom(ℝ p,q , so(p, q)), m = p + q, there is a unique automorphism ϕ ∈ Aut (F(p, q) ) that satisfies a) and b) simultaneously.
Proof. An analogue of Lemma 4.6 for the free group F(m) was proved in [17] . Let f : F(m) → F(p, q) , m = p + q, be an isomorphism. Then, for any φ ∈ Aut(F(m)) the superposition ϕ = f ∘ φ ∘ f −1 is an automorphism of F(p, q) . Moreover, if S ∈ Hom(ℝ m , so(m)) is such that the property a) is satisfied then f ∘ S = S ∈ Hom(ℝ p,q , so(p, q)). The converse statement follows easily.
2
Let g be a 2-step nilpotent Lie algebra with dim([g, g]) = n and with an m-dimensional complement V.
. . , C n η p,q } ⊂ so(p, q) are called the structure η p,q -spaces by analogy with the structure space C = span{C 1 , . . . , C n } ⊂ so(m). The n-dimensional subspace D p,q ⊂ so(p, q) depends on the choice of the adapted basis. If {ŵ 1 , . . . ,ŵ m ,Ẑ 1 , . . . ,Ẑ n } is another adapted basis for g and ifD p,q = span{Ĉ i } n i=1 is the corresponding structure η p,q -space, then we have AD p,q A η p,q = D p,q for A ∈ GL(m), m = p + q such thatî = ∑ m j=1 A ij j . This follows from the definition of the action of GL(m) on so(p, q). (p, q) ). Let W 1 , W 2 ⊂ so(p, q) be two d-dimensional non-degenerate subspaces with respect to ⟨ . , . ⟩ so(p,q) . Then the following statements are equivalent:
Proof. First we show that the statements 1) and 2) are equivalent. For any pair (p, q) with p + q = m and W 1 , W 2 ⊂ so(p, q) we have W 1 η p,q , W 2 η p,q ∈ so(m). The Lie algebras F(m)/(W 1 η p,q ) and F(m)/(W 2 η p,q ) are isomorphic if, and only if, there exists A ∈ GL(m) such that AW 1 η p,q A t = W 2 η p,q , see [17] . The last equality can be written as AW 1 A η p,q = W 2 . Let f : F(m) → F(p, q) be an isomorphism. Then W i = f(W i η p,q ) and F(p, q)/W i = f(F(m)/(W i η p,q )) for i = 1, 2. This implies that F(m)/(W 1 η p,q ) and F(m)/(W 2 η p,q ) are isomorphic if, and only if, F(p, q)/W 1 is isomorphic to F(p, q)/W 2 . Now we show that the statements 1) and 3) are equivalent. The arguments above illustrate also that F(p, q)/W 1 is isomorphic to F(p, q)/W 2 , if and only if,
It only remains to prove that W i , i = 1, 2, is orthogonal to η p,q (W i η p,q ) ⊥ with respect to the metric ⟨ . , . ⟩ so(p,q) . For any w ∈ W i and any ∈ (W i η p,q ) ⊥ it follows that ⟨w, η p,q ⟩ so(p,q) = − tr(wη p,q ) = ⟨wη p,q , ⟩ so(m) = 0, as wη p,q ∈ W i η p,q and ∈ (W i η p,q ) ⊥ . Since dim(η p,q (W i η p,q ) ⊥ ) = dim(so(p, q)) − dim(W i ) and W i is non-degenerate, it follows that η p,q (W i η p,q ) ⊥ = W ⊥ i . Proof. It is known that the Lie algebra homomorphism ρ 1 : F(m) → g with ρ 1 (e i ) = w i for i = 1, . . . , m is surjective and ker(ρ 1 ) is the orthogonal complement to C in so(m) with respect to ⟨ . , . ⟩ so(m) , see for instance [17] . We define the surjective linear map ρ = ρ 1 ∘ (f * ) −1 : F(p, q) → g with f * to be the isomorphism between F(m) and F(p, q) from the proof of Proposition 4.1. Proposition 4.1 also shows that if Cη p,q is non-degenerate in so(p, q), then (Cη p,q ) ⊥ = η p,q (C ⊥ ). Since
it follows that ker(ρ) = (Cη p,q ) ⊥ .
2 Corollary 4.2. Let two d-dimensional subspaces W 1 , W 2 of so(p, q) be non-degenerate and let G 1 = ℝ p,q ⊕ W 1 and G 2 = ℝ p,q ⊕ W 2 be the corresponding standard pseudo-metric 2-step nilpotent Lie algebras. Then the following statements are equivalent.
• The Lie algebra G 1 is isomorphic to G 2 .
• There exists A ∈ GL(m), such that AW 1 A η p,q = W 2 , p + q = m.
Proof. The Lie algebras G i are isomorphic to F 2 (p, q)/W ⊥ i for i = 1, 2 by Proposition 4.2. The statement of the corollary follows now by using Proposition 4.1.
2 Corollary 4.3. Assume that g is a 2-step nilpotent Lie algebra with dim([g, g]) = 1, and assume that there exist positive integers p, q and a non-degenerate one-dimensional subspace W in so(p, q) such that g is isomorphic to ℝ p,q ⊕ W with m = p + q ≥ 2. Then the group O(m) acts transitively by η p,q -conjugation on the set A p,q = {Z ∈ so(p, q) | rank Z is maximal }.
Proof. We define the set
The group O(m) acts transitively on it by conjugation, see [17] . Note that A m η p,q = A p,q . For every Z, Y ∈ A m there exists
This finishes the proof. The properties of Lie triple systems are known in the literature, see e.g. [18; 26] . We collected in [2, Section 5.1] all necessary properties used further on. We start from an example of a Lie triple system of so(l, l) related to representations of the Clifford algebras Cl r,s . Let us recall Example 3.5, where the subspace W = J(ℝ r,s ) ⊂ so(l, l) was defined by the Clifford algebra representation J : Cl r,s → End(ℝ l,l ). The case s = 0 was studied in [18] .
Proposition 5.1. The space W is a Lie triple system of so(l, l) with a trivial centre.
Proof. First we show that the vector space W is a Lie triple system. For any X 1 , X 2 , X 3 ∈ W, with X i = ∑ r+s j=1 λ ij J Z j , λ ij ∈ ℝ, where {Z 1 , . . . , Z r+s } is an orthonormal basis of ℝ r,s , it follows that
If we prove that [J Z j , [J Z k , J Z l ]] ∈ W for all j, k, l ∈ {1, . . . , r + s}, then it will follow that [X 1 , [X 2 , X 3 ]] ∈ W.
We recall that J Z j J Z k = −J Z k J Z j for all j ̸ = k. If all indices j, k, l are different, then is trivial. For any Z, Z ∈ ℝ r,s we obtain
Let us assume that the centre Z(W) is non-trivial, that is there exists Z ∈ ℝ r,s , Z ̸ = {0}, such that [J Z , J Z ] = {0} for all Z ∈ ℝ r,s . There are two possible cases: ⟨Z, Z⟩ r,s ̸ = 0 and ⟨Z, Z⟩ r,s = 0. Case ⟨Z, Z⟩ r,s ̸ = 0. Then J 2 Z = −⟨Z, Z⟩ r,s Id V implies that J Z is invertible. The orthogonal complement to span{Z} is a non-degenerate scalar product space, and there is Z ∈ (span{Z}) ⊥ such that ⟨Z , Z ⟩ r,s ̸ = 0. Then J Z is also invertible and so is J Z J Z , which yields J Z J Z ̸ = {0}. It follows that [J Z , J Z ] = 2J Z J Z ̸ = {0}, which is a contradiction to the assumption that J Z ∈ Z(W) with Z ̸ = {0}. Case ⟨Z, Z⟩ r,s = 0. First we note that J Z cannot be invertible since J 2 Z = {0}. Let Z be an element of ℝ r,s such that ⟨Z, Z ⟩ r,s ̸ = 0, which exists because ⟨ . , . ⟩ r,s is non-degenerate. Then, since J Z ∈ Z(W), we obtain
We again come to a contradiction.
2
It is not difficult to see that L = W + [W, W] is a Lie subalgebra of so(l, l) and the following is true.
Proposition 5.2. Let W be a Lie triple system of so(l, l) defined by a representation of the Clifford algebra. Then
Proof. It was shown in Proposition 5.1 that Z(W) = {0}. The space L is a subalgebra so(l, l), and the centre of W coincides with the centre of L, see [2, Proposition 11] . This finishes the proof.
2
Working with a subalgebra L of so(p, q) we use the following definition of the transpose: D t = −η p,q Dη p,q . It is not true in general that D ∈ L implies D t ∈ L. Any vector subspace C ⊂ so(m) is closed under transposition, because C ∈ C implies C t = −C ∈ C. It is not generally true for vector subspaces of so(p, q). They are only closed under the η p,q -transposition: D η p,q = η p,q D t η p,q = −D. Then, if the indefinite scalar product ⟨ . , . ⟩ so(p,q) is non-degenerate on D 1 , then it is non-degenerate on D 2 and on D 1 + D 2 . Moreover, the space D 1 + D 2 is invariant under transposition and involution θ : so(p, q) → so(p, q) : X → η p,q Xη p,q .
Proof. We can show that D i = η p,q C i ∈ D 2 , are linearly independent if C i ∈ C are linearly independent by the same arguments as in Lemma 3.2. Observe that the equations θ(
If the metric ⟨ . , . ⟩ so(p,q) is non-degenerate on D 1 , then for any X ∈ D 1 there is Y ∈ D 1 such that ⟨X, Y⟩ so(p,q) = − tr(XY) ̸ = 0. Then The Lie triple systems W associated with a representation of a Clifford algebra yield simple or semisimple subalgebras L = W + [W, W] of so(l, l). Before we formulate the precise statement and prove it, we give the following lemma. 
where Z 1 , . . . , Z r+s is an orthonormal basis for ℝ r,s .
Proof. Recall that we have the relations J Z J Z + J Z J Z = −2⟨Z, Z ⟩ r,s Id ℝ l,l where Z, Z ∈ ℝ r,s . Let {Z 1 , . . . , Z n }, n = r + s, is an orthonormal basis for ℝ r,s . Then the following commutation relations
hold. Thus the Lie algebra L = W + [W, W] is generated by the set {J Z k , J Z i J Z j | i, j, k = 1, . . . , n = r + s}.
In order to show that {J Z k , J Z i J Z j | i, j, k = 1, . . . , n, i < j} is a basis, we proceed by induction. Recall that J Z 1 , . . . , J Z n are orthogonal to each other, hence linearly independent. If r + s = 2, then we have
Analogously ⟨J Z 2 , J Z 1 J Z 2 ⟩ l,l = 0 for any ∈ ℝ l,l . We conclude that J Z 1 and J Z 2 are orthogonal to J Z 1 J Z 2 , and hence, {J Z 1 , J Z 2 , J Z 1 J Z 2 } is a linearly independent system. Let n = r + s ≥ 3. For the induction step we assume that we are given a set of linearly independent opera-
to the set we aim at proving that it remains a set of linearly independent operators. By contradiction, assume that there exist λ 1 , . . . , λ d , μ 1,2 , . . . , μ d−1,d ∈ ℝ such that
We calculate 0 = [J Z d+1 , J Z d+1 ] = 2(∑ d k=1 λ k J Z k )J Z d+1 and obtain ∑ d k=1 λ k J Z k = {0} as J Z d+1 is invertible. It follows that λ k = 0 for all k = 1, . . . , d by the induction assumption. Substituting the values of λ k in (16) we obtain J Z d+1 = ∑ 1≤i<j≤d μ i,j J Z i J Z j . We choose now any pair of indices l, m ∈ {1, . . . , d} such that l < m and calculate
where α k , β s = ±1. This implies that μ l,m = 0 for all l, m ∈ {1, . . . , d}, l < m, since the operators {J Z i J Z j | i, j ∈ {1, . . . , d}, i < j} are linearly independent by assumption of the induction. But then J Z d+1 = {0} in (16) , which yields a contradiction. Thus we conclude that the operators {J Z k , J Z d+1 , J Z i J Z j } for i, j, k = 1, . . . , d, i < j, are linearly independent. By this method we can add any operator J Z q , q = d + 1, . . . , n, with ⟨Z q , Z q ⟩ = ±1, and obtain a linearly independent set. Now we assume that we are given a set
. . , d}, i < j, of linearly independent elements. We will prove that adding an element of the form J Z t J Z d+1 with a fixed t ∈ {1, . . . , d}, we obtain a new set
which is still linearly independent. Assume that there are real numbers λ 1 , . . . , λ d+1 , μ 1,2 , . . . , μ d−1,d such that
We calculate 
If λ d+1 = 0, then it follows that λ k = μ i,s = 0 for all k ∈ {1, . . . , d} \ {s}, i ∈ {1, . . . , d} \ {s} by the induction assumption. Since s was chosen arbitrarily we can continue the proof and assume that λ d+1 ̸ = 0. Then, for any a ∈ {1, . . . , d} \ {s}
As 
We see that all generators of L are contained in h, which implies that h = L.
Let us assume now that J Z ∈ h, with Z ̸ = {0} and ⟨Z, Z⟩ r,s = 0. Choose an orthonormal basis {Z 1 , . . . , Z n }, such that Z = ∑ n j=1 λ k Z k with λ 1 ̸ = 0. Note that there is at least one more coefficient
So we reduce the problem to the previous case, concluding that h = L. Case 2. In this case, we assume that h = ∑ i<j λ ij J Z i J Z j ∈ h and λ 12 ̸ = 0, otherwise we can change the numeration of the basis. Then
We apply now Case 1. Case 3. We assume now that h ∈ h is a linear combination of J Z k and J Z i J Z j for some k, i, j = 1, . . . , r + s. Consider three cases: r + s = 2, r + s = 3, and r + s ≥ 4.
Let r + s = 2. Let {Z 1 , Z 2 } be an orthonormal basis for ℝ r,s such that h = λ 1 J Z 1 + λ 2 J Z 2 + λ 3 J Z 1 J Z 2 , where at least λ 1 and λ 3 are different from zero. Then
If λ 2 = 0, then we apply the arguments of Case 1. If λ 2 ̸ = 0, then
and we again reduce the proof to Case 1.
Let r + s ≥ 4. Let h ∋ h = ∑ r+s k=1 λ k J Z k + ∑ i<j μ i,j J Z i J Z j , where the basis {Z 1 , . . . , Z r+s } is orthonormal and at least two coefficients do not vanish, say λ 2 ̸ = 0 and μ 1,2 ̸ = 0. Then
We have h 1 ̸ = {0} since otherwise this contradicts the assumption λ 2 ̸ = 0 and μ 1,2 ̸ = 0. Taking the commutator with J Z 2 , we obtain
The vector h 2 ̸ = {0} since λ 2 ̸ = 0. We take the commutator with J Z 3 and obtain
If we are still not in Case 2, we take the commutator with J Z 4 and obtain
Thus the proof is reduced to Case 2. Let r + s = 3. We start as in the previous case and obtain the vector
Since we do not have an element J Z 4 , we can only take the commutators with J Z k or J Z i J Z j , k, i, j = 1, 2, 3. Anyway we are able to produce either zero vectors or an element of the same type as h 3 , namely a linear combination of J Z k and J Z i J Z j for i ̸ = j ̸ = k, i, j, k = 1, 2, 3. Thus, without loss of generality, we can assume that the ideal h of L contains an element h = J Z 1 +λJ Z 2 J Z 3 , λ ̸ = 0. We calculate
If h 1 and h 4 are linearly independent, then their span in h contains J Z 3 and J Z 1 J Z 2 and we continue the proof as in Cases 1 or 2. The same arguments are applied when h 2 and h 3 are linearly independent. We assume that neither h 1 , h 4 nor h 2 , h 3 form a linearly independent pair of vectors. Since the basis {Z 1 , Z 2 , Z 3 } is orthonormal, the vectors h 1 , h 4 can be linearly dependent only if λ = ±1. To distinguish the values of the vectors, we write the superscript + for the case λ = 1 and the superscript − for the case λ = −1.
Assume now that λ = 1. We write h = h + = J Z 1 + J Z 2 J Z 3 and obtain
It suffices to consider the following different cases. If
, respectively, and
for this choice of signatures of the scalar product ⟨ . , . ⟩ r,s . We see that h ∋ [h + , h + 1 ] = 4h + 2 = 4h + 3 . In the cases ⟨Z 1 , Z 1 ⟩ r,s = −⟨Z 2 , Z 2 ⟩ r,s = −⟨Z 3 , Z 3 ⟩ r,s = 1 and − ⟨Z 1 , Z 1 ⟩ r,s = −⟨Z 2 , Z 2 ⟩ r,s = ⟨Z 3 , Z 3 ⟩ r,s = 1,
we have h
Analogously, we consider the possibility when λ = −1. We use the notation h − = J Z 1 − J Z 2 J Z 3 and obtain
If the signature of the scalar product ⟨ . , . ⟩ r,s satisfies (20) ,
In the case (21) we have either
We come to the following conclusion. The cases of the signatures considered in (20) and (21) As a consequence we also obtain a new proof of Proposition 5.2. It is a well known fact that any complex semisimple Lie algebra g admits a basis in which the structure constants are integer. The real basis for the compact real form can be easily recovered, and the structure constants are half integers, see, for instance, [9; 32] . Recently an analogous result for an arbitrary real semisimple Lie algebra g was obtained in [28, Theorem 4.1 ]. An explicit form of the real basis was recovered from the complex semisimple Lie algebra g ℂ by using the Cartan involution and the Killing form. We will not use the exact form of this basis, the only important fact for our purpose is that the structure constants are rational, more precisely, they belong to 1 2 ℤ, see [28] . We denote this basis by C g and called it Chevalley basis referring to C. Chevalley, who constructed analogous basis for real compact forms. Definition 5.2. Let g be a Lie algebra having rational structure constants with respect to a Chevalley basis C g .
The
Then the set span ℚ {C g } is called the rational structure of the Lie algebra g. A subspace U of g is called a rational subspace with respect to the rational structure span Proof. We define the involution by the rule θ(p + k) = −p + k, for all p ∈ p, k ∈ t. It is an isomorphism for the real semisimple Lie algebra L. Construct the complex Chevalley basis for the complexification L ⊗ ℂ of L by making use of the unique complex extension Θ of the involution θ and the conjugation on L ⊗ ℂ with respect to the real form L. Then applying the construction of [28] we recover the real basis C L for the real form L. Hence p and t have the basis in span 1 [2, Proposition 11] . Let L 2 be the orthogonal complement to L 1 with respect to any ad-invariant inner product ⟨ . , . ⟩ L on L. Then L 2 is also an ideal of L. Indeed
Thus we have two ideals L 1 , L 2 of L such that L 1 ∩ L 2 = {0}. This implies that they are also orthogonal with respect to the Killing form B L , and therefore the condition L = [L, L] of semisimplicity leads to the fact that B L is non-degenerate on both L 1 and L 2 . Moreover, the restrictions of B L on the ideals L 1 and L 2 define the Killing forms B L 1 and B L 2 of them. Proof. Let us denote L 1 = W 1 , and let W 2 be the orthogonal complement to W 1 in W with respect to the ad-invariant positive definite scalar product ⟨ . , . ⟩ L , which we have used before for the definition of L 2 . Let V 2 be the orthogonal complement to W 1 in [W, W] with respect to the same ⟨ . , . ⟩ L . Then W = W 1 ⊕ W 2 , and
and we conclude that
Observe also that L 1 = W 1 and W 2 are Lie triple systems of so(p, q), satisfying [W 1 , W 2 ] = {0}, see the proof in [2, Proposition 10] . So,
by (22) . Thus the semisimple Lie algebra L 2 admits a decomposition L 2 = W 2 ⊕ V 2 , where W 2 and V 2 form a Cartan pair. Moreover, there is a Chevalley basis C L 2 such that W 2 is a rational subspace of L 2 with respect to span ℚ {C L 2 } by Proposition 5.4. As a semisimple Lie algebra L 1 admits the Chevalley basis C L 1 , the basis C = C L 1 ∪C L 2 is a Chevalley basis for the Lie algebra L = L 1 ⊕L 2 . We define the rational structure of L by span ℚ {C} = span ℚ {C L 1 }⊕span ℚ {C L 2 }. Now W = L 1 ⊕ W 2 is a rational subspace of L with respect to span ℚ {C}. Another important result is that the Lie algebras G from Definition 4.1 also admit rational structure constants under a special condition on the map inducing the standard pseudo-metric form on G. We start from some general properties of subspaces of End(V). Let Z be an n-dimensional vector space, and let J : Z → End(V) be a linear map. Now we want to show that any map from AWA −1 is skew-symmetric with respect to some scalar product if W ⊂ so(p, q). Recall that (A −1 ) η p,q = (A η p,q ) −1 . We define a matrix M = (A η p,q ) −1 A −1 and the scalar product ⟨ , w⟩ M = ⟨ , Mw⟩ p,q . Then we obtain for any ζ ∈ W ⊂ so(p, q), A ∈ GL(ℝ m ), m = p + q, and for arbitrarŷ ,ŵ ∈ span ℝ {AB ℝ m } that
Let ⟨ . , . ⟩ V be a scalar product (non-degenerate bilinear form) on V. If a vector space W is a subspace of o(V, ⟨ . , . ⟩ V ) ⊂ End(V), then the scalar product ⟨ . , . ⟩ V is called W-invariant. Notice an analogy with the invariant scalar product on Lie algebras, where it is equivalent to the fact that the adjoint map ad is skew-symmetric with respect to this scalar product. Having in mind Definition 4.1, we formulate the following statement. Proof. We give the proof in several steps.
Step 1. Let (V, ⟨ . , . ⟩ V ) be an m-dimensional scalar product space with a basis B ℚ V = { 1 , . . . , m } such that υ ij = ⟨ i , j ⟩ V ∈ ℚ, for instance we can take an orthonormal basis. Now we claim: if ∈ V is such that
It is clear that the solutions x i are rational numbers.
Step 2. Consider now an arbitrary k-dimensional rational subspace W ⊂ End(V) with respect to bases B V = { 1 , . . . , m } and B W = {ζ 1 , . . . , ζ k }. Let us also assume that there is a scalar product ⟨ . , . ⟩ V , such that
Consider a Lie algebra G = (V ⊕ W, [ . , . ] G ) with the Lie bracket defined by
We claim: the Lie algebra G has rational structure constants with respect to the basis { 1 , . . . , m , ζ 1 , . . . , ζ k }. Indeed, W ⊂ End(V) is a rational subspace, the matrices of all ζ i ∈ B W written in the basis B V have rational entries, and therefore
So it remains to show that we can modify a given scalar product ⟨ . , . ⟩ V to a new one ⟨ . , . ⟩ * V such that all hypotheses of Theorem 6.1 are still satisfied, and moreover, ⟨ α , β ⟩ * V ∈ ℚ. Then by Lemma 4.3 we conclude that the Lie algebras G and G are isomorphic, and therefore G admits rational structure constants. We still need some auxiliary results.
Step 3. If there are two W-invariant scalar products ⟨ . , . ⟩ 1 V and ⟨ . , . ⟩ 2 V on V, and moreover, V is Wirreducible, then ⟨ . , . ⟩ 1 V = c⟨ . , . ⟩ 2 V for some c ̸ = 0. Indeed, we define a map S : V → V by ⟨ , w⟩ 2 V = ⟨S , w⟩ 1 V , and the transformation S is symmetric with respect to both scalar products and commutes with all elements of W as it was shown in (11) . Thus the elements of W leave invariant the eigenspaces of S, and the irreducibility of V implies that S = c Id V , c ̸ = 0. Step 4. Let us set up our considerations in a more general perspective. Let us denote any bilinear symmetric form on a space V by b, and the space of all possible bilinear symmetric forms on a space V by B. So B is a real vector space. We define the action of End(V) on B by
Thus if X ∈ End(V) is skew-symmetric with respect to b, then Xb = {0}, and we say that b is X-invariant.
If we assume that there isb ∈ B linearly independent of b 1 , thenb is not W-invariant by Step 3. Thus we conclude that dim K = 1. For the future purpose we only need the fact that dim K ≥ 1.
Step 
Observe that since the action of End(V) on B is linear, we obtain
Now we define the map Ξ : B → B n by Ξ(b) = (ζ 1 (b), . . . , ζ n (b)) for ζ k ∈ B W . Then it is clear that (23) and ker(Ξ) = K. We need only to find a non-zero form b ∈ P = ker(Ξ) ∩ span ℚ {{b ij } 1≤i≤j≤m }. Let us assume thatb ∈ P. Then we can writeb = ∑ i≤j q ij b ij with q ij ∈ ℚ andb ( α , β ) ∈ ℚ. Thenb = cb, where b( . , . ) = ⟨ . , . ⟩ V , c ̸ = 0 by Step 3. If c > 0, then the form b * has the same index (p, q) as the original scalar product, and if c < 0, then the index is (q, p).
Denote N = dim(B) . The map Ξ : B → B n and the basis {b ij } i≤j define a basis in B n in a natural way. Then the (nN × N)-matrix A for the map Ξ has rational entries by (23) , and therefore the determinant of any (k × k) sub-matrix belongs to ℚ. Hence rank ℚ (A) = rank ℝ (A) and ker ℚ (A) = ker ℝ (A). Because of dim(K) = dim(ker(Ξ)) = ker ℝ (A) = 1, we can find a non-zero element in ker(Ξ) ∩ span ℚ {{b ij } 1≤i≤j≤m } by Step 4. This proves the theorem.
2
Applying the Mal'cev criterion we obtain the following corollary. Corollary 6.1. If is a simply connected 2-step nilpotent Lie group with the Lie algebra G as in Theorem 6.1, then the group admits a lattice.
Let a semisimple Lie algebra L, acting on a finite dimensional space V, possess the following property:
(B) the vector space V admits a basis B V and the Lie algebra L admits a basis C L such that C L leaves the rational structure span ℚ {B V } invariant:
We remark that if L is a semisimple Lie algebra of a compact subgroup of GL(V), then the representation ρ : → GL(V) has the property that the vector space V admits a basis B V such that dρ(C L ) leaves the integer Then for any V j we can modify the scalar products ⟨ . , . ⟩ V j such that ⟨ α , β ⟩ * V j ∈ ℚ for any α , β ∈ B V j in the modified scalar product. Let B V = { 1 , . . . , m } be a union of bases {B V j }, and let ⟨ . , . ⟩ * V = ⨁⟨ . , . ⟩ * V j . It makes the direct sum ⨁ V j orthogonal. Then the bases B V and B W satisfy the conditions of Step 2 of the previous theorem, and therefore the Lie algebra V ⊕ W has rational structure constants. Proof. The Lie algebra L = W + [W, W] is a semisimple subalgebra of o(V, ⟨ . , . ⟩ V ) and has a basis C L such that the structure constants of L are rational, and moreover, W is a rational subspace of L with respect to the rational structure span ℚ {B L }, see Subsection 5.2. Then we apply Theorem 6.2 and finish the proof.
2 Corollary 6.2. If G is a simply connected 2-step nilpotent Lie group with the Lie algebra G described in Theorem 6.3, then G admits a lattice. Now we are ready to show an important consequence of the theory developed above. We make the following observation. It was shown that any pseudo H-type Lie algebra n r,s (recall the definition from Subsection 2.1) arises from a representation of the Clifford algebra Cl r,s , see [11] . Thus if there are 2l × 2l-matrices J j , j = 1, . . . , r + s satisfying the conditions J 2 j = − Id ℝ 2l for j = 1, . . . , r, J 2 j = Id ℝ 2l for j = r + 1, . . . , r + s and J j J i = −J i J j for j ̸ = i, then the corresponding pseudo H-type algebra n r,s exists. It is known by [44] that the matrices satisfying the above conditions exist and moreover, they can be chosen with integer entries. Thus the space W has the basis (J 1 , . . . , J r+s ) and the space [W, W] is spanned by J i J j , i, j = 1, . . . , r + s. Thereby we see that the Lie algebra L = W + [W, W] admits a basis of (2l × 2l)-matrices having integer entries, and moreover, the Lie algebra in the basis {J j , J i J k } r+s i,j,k=1 admits integer structure constants, and the space W is a rational subspace of the Lie algebra L; see Theorem 5.1. This basis leaves the rational span of the standard Euclidean basis of ℝ 2l invariant, and therefore it satisfies condition (B). Here we use the basis related to the representation of the Clifford algebras and the representation space is considered to be ℝ 2l . Since all pseudo H-type algebras are isomorphic to pseudo H-type algebras n r,s arising from the representation of Cl r,s , we only need to prove the following theorem. Theorem 6.4. Let n r,s be a pseudo H-type Lie algebra, and let N r,s be the corresponding pseudo H-type Lie group. Then N r,s admits a lattice.
Proof. Let n r,s = (ℝ l,l ⊕ ℝ r,s , [ . , . ], ⟨ . , . ⟩ n = ⟨ . , . ⟩ l,l + ⟨ . , . ⟩ r,s ) be a pseudo H-type Lie algebra, let Cl r,s be a Clifford algebra, and let J : Cl r,s → End(ℝ l,l ) be a representation defining the commutators in n r,s : ⟨Z, [ , ]⟩ r,s = ⟨J Z , ⟩ l,l . Then W = J(ℝ r,s ) ⊆ so(l, l) ⊂ End(ℝ l,l ) is a Lie triple system of so(l, l) with trivial centre. Let now G = (ℝ l,l ⊕ W, [ . , . ] * , ⟨ . , . ⟩ G ) be the standard pseudo-metric 2-step nilpotent Lie algebra with ⟨ . , . ⟩ G = ⟨ . , . ⟩ l,l + ⟨ . , . ⟩ so(l,l) , and ⟨ζ, [ , ] * ⟩ so(l,l) = ⟨ζ( ), ⟩ l,l for any ζ ∈ W. The Lie algebra G admits rational structure constants, see Theorem 6.3. We need to show that the Lie algebras n r,s = (ℝ l,l ⊕ ℝ r,s , [ . , . ]) and G = (ℝ l,l ⊕ W, [ . , . ] * ) are isomorphic. To achieve the goal we will construct an auxiliary Lie algebra G that will be isomorphic to both Lie algebras n r,s and G.
In order to construct the Lie algebra G we use the injectivity property of the Clifford representations J : Cl r,s → End(ℝ l,l ). We write ℝ r+s if we want to emphasise that we are interested only in the vector space without specifying any scalar product. Pullback the metric ⟨ . , . ⟩ so(l,l) to the space ℝ r+s by defining the scalar product 2l⟨Z, Z ⟩ ℝ r+s = ⟨J Z , J Z ⟩ so(l,l) . Let G = ℝ 2l ⊕ ℝ r+s as a vector space, and let the commutator [ . , . ] be defined by ⟨Z, [ , w] ⟩ ℝ r+s = ⟨J Z , w⟩ l,l . Let ϕ : G → G be the map constructed by ϕ( + Z) = + J Z for all ∈ ℝ 2l , Z ∈ ℝ r+s . The map ϕ is the Lie algebra isomorphism G = (ℝ l,l ⊕ ℝ r+s , [ . , . ] ) and G = (ℝ l,l ⊕ W, [ . , . ] * ). Indeed for any ξ ∈ W and for any , w ∈ ℝ l,l we obtain ⟨ξ, [ , w] * ⟩ so(l,l) = ⟨ξ( ), w⟩ l,l = ⟨J Z ( ), w⟩ l,l = ⟨Z, [ , w] ⟩ ℝ r+s = ⟨J Z , J [ ,w] ⟩ so(l,l) = ⟨ξ, ϕ([ , w] )⟩ so(l,l) . Now we show that the Lie algebras G and n r,s are isomorphic. Observe that since ⟨J Z i , J Z i ⟩ so(l,l) = − tr(J 2 Z i ) = −2lν i (r, s),
where {Z 1 , . . . , Z r+s } is an orthonormal basis of ℝ r,s with respect to ⟨ . , . ⟩ r,s , the set {J Z 1 , . . . , J Z r+s } forms an orthogonal basis of W with respect to the restriction of the scalar product ⟨ . , . ⟩ so(l,l) on W. Thus the indices of the spaces W and ℝ r,s coincide. This also shows that the collection {Z 1 , . . . , Z r+s } is also orthogonal in ℝ r+s with respect to the metric ⟨ . , . ⟩ ℝ r+s . Therefore the scalar products ⟨ . , . ⟩ ℝ r+s and ⟨ . , . ⟩ r,s differ by the positive multiple 2l. Now the Lie algebra G with the metric ⟨ . , . ⟩ l,l + ⟨ . , . ⟩ ℝ r+s = ⟨ . , . ⟩ l,l + 2l⟨ . , . ⟩ r,s has the same Lie bracket as the Lie algebra G with the scalar product (2l) −1 ⟨ . , . ⟩ l,l + ⟨ . , . ⟩ r,s by our observation at the beginning of Subsection 4.1. The Lie brackets of G and n r,s are defined by the scalar product ⟨ . , . ⟩ l,l + ⟨ . , . ⟩ r,s and (2l) −1 ⟨ . , . ⟩ l,l +⟨ . , . ⟩ r,s respectively. Thus n r,s = (ℝ l,l ⊕ℝ r,s , [ . , . ]) and G = (ℝ l,l ⊕ℝ r+s , [ . , . ] ) are isomorphic by Lemma 4.1 and the example thereafter.
Finally, we conclude that the Lie algebras n r,s = (ℝ l,l ⊕ ℝ r,s , [ . , . ]) and G = (ℝ l,l ⊕ W, [ . , . ] * ) are isomorphic, and therefore the Lie algebra n r,s has rational structure constants. Applying the Mal'cev criterion we finish the proof.
Other proofs of Theorem 6.4 can be found in [22; 23] . Let us make the last observation. Let g be a 2-step nilpotent Lie algebra such that dim([g, g]) = n, and let the complement V to [g, g] have dimension m. As we showed in Theorem 3.1, there exist p, q ∈ ℕ, p + q = m, and an n-dimensional subspace D of so(p, q) such that g is isomorphic as a Lie algebra to the standard metric 2-step nilpotent Lie algebra g * = ℝ p,q ⊕ ⊥ D. Now we state the following theorem. Theorem 6.5. If g admits a basis with rational structure constants, then we may choose D having a basis whose matrices only have entries in ℤ relative to the standard basis e 1 , . . . , e m of ℝ p,q .
Proof. We assume that there exists a basis B = { 1 , . . . , m , z 1 , . . . , z n } of g = V ⊕ ⊥ [g, g] with 1 , . . . , m being a basis of V and z 1 , . . . , z n being a basis of [g, g] such that the structure constants C k ij with respect to B are in ℚ. We write C k ij = a k ij /b k ij with a k ij ∈ ℤ and b k ij ∈ ℕ\{0}. Define the natural number d as the least common multiple of the collection {b k ij | i, j = 1, . . . , m; k = 1, . . . , n}, and define the basis B d = { √ d 1 , . . . , √ d m , z 1 , . . . , z n }. It follows that the structure constantsC k ij with respect to B d are given by dC k ij as
HenceC k ij ∈ ℤ. Theorem 3.1 states that for a non-degenerate k-dimensional subspace D = span{C 1 η p,q , . . . , C k η p,q } of so(p, q) the Lie algebra g is isomorphic ℝ p,q ⊕ D. As η p,qC k = dη p,q C k ∈ D, and the entries of η p,qC k lie obviously in ℤ, it follows that there exists a basis of D whose matrices only have entries in ℤ. 2
