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vAbstract
Thermodynamical fluctuations in temperature and position exist in every physical system, and
show up as a fundamental noise limit whenever we choose to measure some quantity in a laboratory
environment. Thermodynamical fluctuations in the position of the atoms in the dielectric coatings
on the mirrors for optical cavities at the forefront of precision metrology (e.g., LIGO, the cavities
which probe atomic transitions to define the second) are a current limiting noise source for these
experiments, and anything which involves locking a laser to an optical cavity. These thermodynamic
noise sources scale physical geometry of experiment, material properties (such as mechanical loss in
our dielectric coatings), and temperature. The temperature scaling provides a natural motivation
to move to lower temperatures, with a potential huge benefit for redesigning a room temperature
experiment which is limited by thermal noise for cryogenic operation.
We design, build, and characterize a pair of linear Fabry-Perot cavities to explore limitations
to ultra low noise laser stabilization experiments at cryogenic temperatures. We use silicon as the
primary material for the cavity and mirrors, due to a zero crossing in its linear coefficient of thermal
expansion (CTE) at 123 K, and other desirable material properties. We use silica tantala coatings,
which are currently the best for making high finesse low noise cavities at room temperature. The
material properties of these coating materials (which set the thermal noise levels) are relatively
unknown at cryogenic temperatures, which motivates us to study them at these temperatures. We
were not able to measure any thermal noise source with our experiment due to excess noise. In this
work we analyze the design and performance of the cavities, and recommend a design shift from
mid length cavities to short cavities in order to facilitate a direct measurement of cryogenic coating
noise.
In addition, we measure the cavities (frequency dependent) photo-thermal response. This can
help characterize thermo-optic noise in the coatings, which is poorly understood at cryogenic temper-
atures. We also explore the feasibility of using the cavity to do macroscopic quantum opto-mechanics
such as ground state cooling.
vi
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1Chapter 1
Ultra-Stable Fabry-Perot Cavities
1.1 Intellectual Merit
Thermodynamical fluctuations in position and temperature, which occur in all physical systems at
a finite temperature, are fundamentally limiting in several experimental areas at the forefront of
precision metrology. The list of these fields includes torsion pendulums for measuring the equiv-
alence principle and the gravitational inverse-square law, investigations into quantum behavior of
macroscopic mechanical oscillators, cryogenic sapphire oscillators used in radio astronomy for pulsar
timing, the suspensions and mirrors of interferometric gravitational wave detectors, and reference
cavities used in atomic clocks and spectroscopy.
In the general landscape of frequency stability, suspended long baseline interferometers such as
LIGO [1] are the best frequency standard at high frequencies, and are used with the purpose of
detecting gravitational waves as small audio frequency perturbations to space-time. Atomic clocks
such as the NIST F-1 Cs fountain clock [2], the NIST trapped Al+ single ion clock [3], and the JILA
87Sr neutral lattice clock [4] are currently the best performers at low frequency. While the NIST F-1
clock is currently used as the international standard for the second, the Al+ and 87Sr clocks have
both been shown to outperform it in terms of long term fractional stability. Lasers locked to rigid
Fabry-Perot cavities [5] are currently the best reference at intermediate frequencies, as such they are
used to compare optical clocks [4] in a low noise way, and as the interrogating laser for the LIGO
experiment [6]. All the above mentioned experiments are fundamentally limited by thermal noise,
and benefit from a greater understanding of this noise. Improvements to Ultra-Stable Fabry-Perot
Cavities would allow improved frequency stability of the lasers used to interrogate the optical clocks
used to define the second, and opens the gate for improved clock stability by orders of magnitude,
as shown in [4].
Additionally, the field of cavity optomechanics is pushing towards observing quantum behavior
with increasingly large mechanical oscillators. Brownian thermal fluctuations are a classical funda-
mental noise source which will limit observing quantum behavior. It will be interesting to explore
2using Ultra-Stable Fabry-Perot cavities to observe quantum behavior, as much engineering work
has been done to minimize their thermal noise. Thermodynamical noise sources are fundamentally
limiting many experiments at the forefront of precision metrology, and are thus of interest to a large
scientific community.
1.2 Brownian Thermal Noise
Here we introduce what thermal noise is, and motivate the move towards cryogenic temperature to
reduce this noise. Any mechanical system at a finite temperature is moving constantly, as temper-
ature is the thermodynamic variable we use to describe how much the molecules of a system are
moving. The fluctuation dissipation theorem relates the macroscopic motion of the system due to
statistical fluctuations and the energy dissipated due to mechanical motion. It can be expressed as:
Sx(f) =
kBT
pi2f2
Re[
1
Z(f)
] , (1.1)
where Sx is the single sided power spectral density of fluctuations in displacement, and Z(f) is the
complex impedance of the system. Away from any mechanical resonances in a system, Z(f) scales as
the mechanical quality factor, or the inverse mechanical loss Z(f) ∝ Q ∝ φ−1; lossy materials have
higher thermal noise. For a given geometry, the only ways to improve the thermal noise of a system
are to either decrease the mechanical loss angle, or the temperature of the system. We join in the
relatively new effort to explore thermal noise in optical cavities at cryogenic temperatures [7, 8]. A
direct measurement of the temperature scaling shown in eq. (1.1) for any thermal noise source in
optical cavities would be of interest to the precision measurement communities mentioned above.
See section 4.1 for a more in depth discussion of individual thermal noise sources, and equations
which describe their coupling in this work.
1.3 Thermal Noise in Fabry-Perot Cavities
One of the most prevalent thermal noise sources in experimental topologies which lock a laser to
a cavity is the thermal motion in the dielectric coating on the cavity mirrors. These coatings are
generally made up of a stack of 1/4 wavelength thickness materials which have alternating (high
and low) indices of refraction, low optical loss, and low mechanical losses. They are generally tens
of layers thick. The fact that the optical coatings are volumetrically insignificant is offset by their
anomalously high mechanical loss [9], which leads to them being a limiting noise source in the laser
stabilization experiment discussed above.
To give a specific example: In the field of gravitational wave astronomy, after the first unam-
biguous detection, which is expected in the next few years, there will be a push towards another
3generation of detectors with sensitivity beyond what is possible with current technology. In the
Advanced LIGO detector, coating thermal noise is expected to be the largest of the thermal noise
sources (see fig. 1.1) at their most sensitive detection frequencies. The first generation of gravi-
tational wave detectors used alternating layers of SiO2 (n = 1.45) and Ta2O5 (n = 2.06), while
the current state of the art dopes these same coatings with titania (TiO2) [10]. (This work uses
non-titania doped SiO2:Ta2O5 coatings).
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Figure 1.1: Theoretical strain sensitivity of the Advanced LIGO detector. A strain of 1×10−23/√Hz
over the 4 km detector baseline translates to a mirror motion of 4×10−20 m/√Hz, or laser frequency
noise of 3× 10−9 Hz/√Hz. This plot was produced using the GWINC software package, maintained
by members of the LIGO scientific collaboration.
While SiO2:Ta2O5 coatings are being studied at cryogenic temperatures (both in this work and
by others [11]) in order to understand their loss, the push towards using crystalline silicon optics (for
reasons discussed in chapter 2) at cryogenic temperatures may allow for the use of lattice matched
crystalline thin films for optical coatings. A future upgrade to the LIGO detectors dubbed ”LIGO
VOYAGER/BLUE” [8] involves switching to Silicon optics with crystalline coatings, with a 2000
nm light source, operating at 123 K. The noise budget for such a detector is shown in fig. 1.2. The
(much improved) theoretical coating thermal noise shown in the noise budget is still limiting.
Once the process for generating low loss crystalline coatings is developed, crystalline coatings
will likely be the best option to lower coating brownian noise in linear cavities from the cm scale (See
4[12] the use of crystalline AlGaAs coatings with SiO2 mirrors and cavities) to the km scale (LIGO).
As the technique for depositing crystalline coatings was not yet mature enough, we decided to use
the state of the art SiO2:Ta2O5 coatings deposited on Si substrates in an attempt to measure the√
T (when expressed as an amplitude spectral density, as in fig. 1.1 and fig. 1.2) scaling of coating
thermal noise seen in eq. (1.1).
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Figure 1.2: Amplitude spectral density of the proposed LIGO VOYAGER/BLUE upgrade using
silicon optics at 123 K. Assuming the same 4 km baseline as Advanced LIGO and a 2000 nm laser,
1× 10−23 in strain is 4× 10−20 m/√Hz in displacement, and 2× 10−9 Hz/√Hz. The factor of four
improvement seen in this silicon concept design over Advanced LIGO at 100 Hz is mostly due to
lowering the coating thermal noise. A combination of moving to lower temperatures, lowering the
coating loss by moving to a-Si (amorphous silicon) coatings, and increasing the beam size at the
mirror contribute to this lower noise. This plot was produced using the GWINC software package,
maintained by members of the LIGO scientific collaboration. See chapter 2 for a discussion of
cryogenic silicon properties, and chapter 4 for discussion of coating noise.
As the field of gravitational wave astronomy and precision metrology move towards using silicon
optics at cryogenic temperatures, coatings with low thermodynamical noise become of increasing
interest. As the coating technologies which will likely be used at cryogenic temperatures in the
future (crystalline coatings, amorphous silicon coatings) were not mature enough when we were
designing the experiment, we chose to use SiO2:Ta2O5 (silica tantala) coatings. These are the most
prevalent coating at room temperature (it is the lowest optical loss coating currently available, and
5thus the best choice for pushing the limits of high finesse cavities), so understanding their properties
at cryogenic temperatures is still of merit.
6Chapter 2
Silicon Reference Cavities
We saw in eq. (1.1) that going to cryogenic temperatures lets us decrease the thermal noise in an
experiment. The thermal noise is also dependent (implicitly, in Z(f)) on the material properties of
the optical components we choose to use in the experiment. Thus the choice of materials is driven by
their contribution to the various thermal noise sources in the experiment, given in section 4.1, which
we summarize here. To decrease thermal noise in the spacer and substrate, we want to use materials
with higher Young’s modulus, a lower mechanical loss angle (aka a higher quality factor), a lower
thermal conductivity, a lower heat capacity, and a lower coefficient of thermal expansion. In the case
of the Young’s modulus, the spacer brownian noise scales as Y −1, whereas the spacer thermoelastic
noise scales as Y 2. We also benefit from stiffer (higher Y ) cavities in decreased susceptibility to
seismic noise. The spacer thermoelastic noise is quite small in the parameter space of geometries
we considered, so we do not decrease the cavity performance by choosing a high Y . Additionally,
we want to explore the viability of using the cavities for opto-mechanics experiments which require
a high Q, so we want this number to be as large as possible. The relevant material properties for
silicon and sapphire (two leading candidates for optical material to make the mirrors and cavity
spacer from) are shown in table 2.1. In addition to these material properties, we can only consider
materials which are transmissive (very low optical loss) at some wavelength which is accessible to
us (low noise lasers at this wavelength exist).
α [K−1] κ [W m−1 K−1] Qmech C [J g−1] Y [GPa]
Si(300 K) 2× 10−6[13] 1.5× 102[14] 7× 107[15] 6× 10−1[16] 130[17]
Si(123 K) 2.2× 10−8(T − 123)[13] 6× 102[14] 1.2×108[15] 3.3× 10−1[16] -
Si(18 K) −2× 10−9(T − 18)[13] 4× 103[14] 1.4×108[15] 3× 10−3[16] -
Si(5 K) 7× 10−11[13] 5× 102[14] 3×108[15] 3× 10−5[16] -
Saph(30 K) 3× 10−8[18] 7.5× 103[19] 5× 107[20] -
Table 2.1: Thermal and mechanical properties of potential cavity materials. α is the linear coefficient
of thermal expansion, κ is the thermal conductivity, Qmech is the mechanical quality factor, C is
the heat capacity, and Y is the Young’s modulus.
7Figure 2.1: Silicon Linear CTE vs Temperature. This work was performed about the 123 K zero
crossing, though there is another zero crossing at 18 K. The linear approximation of αSi(T ) in the
neighborhood of these zeros are shown in eq. (2.1) and eq. (2.2), respectively. Data reproduced from
[13].
Figure 2.2: Silicon quality factor at cryogenic temperatures for crystal axes (100) and (101). Plot
reproduced from [15]. Actual Q varies with sample doping and polishing. Sensitivity to polishing
scales as the surface to volume ratio.
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Figure 2.3: Thermal conductivity as a function of temperature for a p-type silicon crystal grown
in the (111) direction. Room temperature resistivity was roughly 2000 Ω-cm, which corresponds to
a Boron dopant level of 6.6 × 1012cm−3 . Data reproduced from [14]. Below 100 K, doping and
orientation can cause order of magnitude variations in the conductivity. The variation in thermal
conductivity from 100-300 K due to these variables is relatively stable.
Figure 2.4: Silicon heat capacity at cryogenic temperatures. Plot reproduced from [16].
9We considered making the cavity spacer from silicon, sapphire, Zerodur, ULE, niobium and SiO2
based on what we knew could be machined and believed could have a high Q. We ruled out ULE
and Zerodur based on their very high mechanical loss. At room temperature, SiO2 has mechanical
loss 103× lower than ULE, though this degrades at cryogenic temperature, and the linear coefficient
of thermal expansion (CTE) is not that low. Niobium was written off due to difficulty in machining
reported by the cryogenic bar detector community (private communication with W. Johnson [21]).
Sapphire and silicon both have material properties we desire in a cavity spacer (high speed of
sound, low CTE). The semiconductor industry has invested heavily in researching how to produce
large, high purity silicon samples. This has led to the development and availability of inexpensive
sources of silicon with ultra-low optical absorption (the lowest measured absorption of 1550 nm and
2000 nm light in silicon is 2.5 ppm/cm [22]). Silicon has several zero crossings in αSi(T ) [13]. We
can expand αSi(T )about these zero crossings, which yields:
αSi(T )|T=123 K ≈ 2.2× 10−8(T − 123 K) K−2 , (2.1)
and
αSi(T )|T=18 K ≈ −2× 10−9(T − 18 K) K−2 . (2.2)
Operating at these temperatures allows us to eliminate the first order coupling of ambient tem-
perature fluctuations, as well as the thermal noise sources which scale as α. This means that we
can use silicon at easily attainable temperatures (such as 123 K), whereas sapphire doesn’t become
a good option until very low temperatures.
A drawback of silicon comes in its already high thermal conductivity, which increases at 123 K(see
fig. 2.3). In practice, this just sets an engineering requirement on how tightly we must hold the
temperature about the zero crossing in order that silicon is still superior to sapphire in terms of
thermal noise in the spacer.
Silicon (fig. 2.1, fig. 2.2, fig. 2.3, and fig. 2.4) makes an excellent choice for our cavity mirror
substrates and spacer fig. 2.5. It has a high mechanical quality factor, a zero crossing in αSi(T ), and
acceptable heat capacity and thermal conductivity (e.g., the thermal noise from the silicon detailed
in section 4.1 is lower than the projected coating thermal noise). In addition, it is transmissive (2.5
ppm/cm loss) at 1550 nm, which is the wavelength of choice for the telecommunications industry
and thus gives us many choices for low noise laser sources.
2.1 Mechanical Design
The mechanical dimensions of the cavity influences both the thermal noise levels, and some other
practical engineering considerations. The main dimensions of interest are: spacer length, spacer
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diameter, bore hole radius, mirror radius of curvature, mirror thickness, and optical
coating.
Assembled Si Cavity
Spacer
Substrate HR Coating
AR Coating
Figure 2.5: The cavity is constructed by attaching two coated silicon mirrors to either end of a
cylindrical silicon spacer with a bore hole through the center such that there is no material in
between the high reflective coatings of the inner mirror surfaces.
The cavity pole is one if the main design consideration we make when choosing spacer length,
and optical coating (e.g., the mirror transmission and optical losses in the cavity). The cavity pole
is set by the finesse, which, for a symmetrical cavity where the mirror transmission is much greater
than the optical losses, is:
F = 2piLtot =
fFSR
2fcav
, (2.3)
where F is the cavity finesse, Ltot is the total roundtrip loss (including mirror transmission),
fFSR = c/2L is the free spectral range of the cavity, fcav is the cavity pole, L the cavity length, and c
is the speed of light. Higher length and lower mirror transmission gives us a lower cavity pole, which
gives us a more stable cavity. When we lock a laser to the cavity, it becomes very difficult to suppress
the laser frequency noise at high Fourier frequencies (see section 4.6). As the cavity passively filters
out laser noise above the cavity pole, there lies the benefit of working with lower cavity poles. We
chose a cavity pole of ≈ 40kHz (fig. 2.8) in this initial phase of the experiment, largely due to the
uncertainty in cryogenic properties of the SiO2:Ta2O5 optical coatings we used; this was low enough
to start filtering the frequency noise where we begin to worry about the bandwidth of our servos,
but not so low that unexpected shifts in coating parameters would create an un-lockable cavity.
The radius of mirror curvature and spacer length directly limits the spot size of the
Gaussian beam on the mirror, which influences how large the coupling of thermal noise at the
mirror surface into the experiment is. Since what we actually detect is changes is the average phase
of the optical field we use to probe the mirror surfaces, the coupling of the thermal noise into this
phase decreases as we sample a larger area. An experiment designed to detect this thermal noise
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should have a very small spot size, and this goal has led to the design of short optical cavities such as
[23]. The initial goal of this work was to make a very low noise cavity, and thus we chose a medium
sized spot of 330µm (see table 2.2 for measured numbers).
The spacer diameter and spacer length also determine the seismic sensitivity of the
cavity . In general, we want a stiffer cavity (shorter and thicker) in order for it to be less susceptible
to seismic motion. The choice of how we hold the cavity (see section 3.1) ends up being the dominant
factor in determining the seismic susceptibility, but we still need to choose a reasonable aspect ratio
for the length:diameter, and not have the bore hole where the beam propagates be so large as to
compromise the structural integrity of the cavity. We chose an aspect ratio very close to 2:1, and a
4:1 ratio for spacer diameter to bore hole diameter.
Thermo-optic noise in the mirror substrate scales with mirror thickness, but this is small
compared to coating thermal noise, and we are free to choose this parameter around practical
considerations.
The cavity optical properties can be seen in table 2.2.
2.2 Cavity Assembly
The silicon boules used to make the spacers were single crystal boron doped (100) axis with 2”
diameter and 4” length, and were grown using the Cz process. Boules were provided by Virginia
Semiconductor1. The boules had a specified resistivity range of 1 to 100 Ohm-cm, which corresponds
to2 doping levels of 1.4×1016 to 1.3×1014 cm−3. The boules were machined down to 1.9” diameter
by 3.9” length cylinders, with a 1/2” bore hole through the middle, and a 1/8” vent hole for vacuum
considerations. The faces were polished to < 0.005” parallelism over their length. The outer surface
of the spacer was polished; the bore hole was not. Machining was done by Light Machinery3.
The substrates were purchased from Coastline4 and had 1/4” thickness, 1 m curvature, and 1”
diameter. AR and HR coatings were done by ATFilms5.
Portions of the cavity assembly process are shown in fig. 2.6. It is common for these cavities to
be assembled via optical contacting [24], and a glue joint is assumed to be lossier than techniques
like optical contacting and hydroxide bonding (see [25] for a comparison). While it seems very
reasonable to assume that the bulk loss of glue is larger than the bulk loss of the material in the
neighborhood of an optical contact or hydroxide joint (as is the case with TRA-DUCT 2902 epoxy
[26]), whether or not you are limited by this loss is dependent on the specific geometry of the joint.
We decided to fabricate the first generation of cavities using adhesive, and a carefully developed
1Virginia Semiconductor — https://www.virginiasemi.com
2http://www.cleanroom.byu.edu/ResistivityCal.phtml
3Light Machinery — https://lightmachinery.com/
4Coastline Optics — http://www.coastlineoptics.com
5Advanced Thin Films — http://advancedthinfilms.com
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Figure 2.6: Silicon Cavity Assembly. From top left to bottom right: Machined and polished silicon
boule, silicon blank on wafer demonstrating gluing technique, jig used for cavity + mirror assembly,
and assembled silicon spacer with silicon mirror glued to front face.
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technique (shown in part in fig. 2.6) in which we restrict the adhesive to a ring around the outside
of the mirror. So long as there was no glue between the substrate and spacer, and the total volume
of glue used was very low, the thermal noise contribution from the glue should be negligible. Based
on what we know, however, future cavities should still be constructed with a technique which is less
likely to be lossy (such as optical contacting).
2.3 Cavity Properties
W(300 K) E(300 K) W(123 K) E(123 K)
f1 4.79± 0.13 4.58± 0.17 4.83± 0.11 4.41± 0.08 MHz
fhom 218± 5.7 212± 3.4 218± 7.4 210± 4.0 MHz
fcav 41.3± 0.1 37.3± 0.1 - - kHz
fFSR 1.521± 0.057 1.479± 0.060 1.521± 0.062 1.46± 0.038 GHz
Lcav 9.86± 0.37 10.14± 0.41 9.86± 0.40 10.23± 0.27 cm
gcav 0.900± 0.010 0.900± 0.010 0.900± 0.012 0.900± 0.007
Rmirror 0.990± 0.04 1.018± 0.04 0.990± 0.04 1.027± 0.03 m
w0 326± 10 331± 10 326± 11 332± 7 µm
F 18420± 45 19830± 53 18420± 45 19650± 53
Loss 171± 6 158± 6 171± 7 160± 4 ppm
Abs 24± 1 - - - ppm
Table 2.2: Measured optical properties of the silicon cavities. No quantity changed by more than the
measurement error during the cooldown. The largest expected change in any property is 1× 10−4.
The optical quantities which we measured are: The free spectral range of the cavity (fFSR), the
cavity pole (fcav, shown in fig. 2.8), the higher order mode spacing (fhom, shown in fig. 2.7), and
the frequency splitting of the higher order modes (νsplit). The measured cavity parameters, as well
as those given by eq. (A.1) through eq. (A.6), are shown in table 2.2.
We measured the fFSR by sweeping the frequency of the interrogating laser and looking at
the transmitted power. The measurement was made on an oscilloscope and calibrated using the
frequency spacing of phase modulation sidebands on the light. By measuring distance between the
zeroth and seventh order spatial modes, f1 = 7× fhom − fFSR, and using our measurement of fFSR,
we were able to solve for fhom. The measurement of f1 was also made on a scope, and calibrated
against the phase modulation sidebands. The frequency splitting of higher order spatial modes was
measured by comparing the frequency splitting of the TEM(01) and TEM(10) modes with the (now
known) higher order mode spacing.
We measured the cavity pole (fcav) by taking an optical transfer function of the cavity’s response
to intensity fluctuations out to high frequency, and fit a simple pole to the results (shown in fig. 2.8).
The intensity modulation was done with an acousto-optic modulator (AOM). It is common to
measure the pole using a simple cavity ring down technique, but a proper swept sine transfer function
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Figure 2.7: Gaussian mode spacing based on the measured cavity parameters table 2.2. The black
trace is a simple Lorentzian with a HWHM of fcav. The increasing order of the gaussian modes is
indicated by decreasing height, and the mode number is indicated on the right hand side of (a).
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Figure 2.8: Measurements of the cavity pole for both East and West cavities. The high frequency
deviation in phase is due to a mismatch in the input and transmitted photodetectors.
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with proper SNR over the feature should out perform a time domain measurement of the exponential
decay.
The physical dimensions of the cavity shrink by a factor of
∫ 300K
123K
αSi(T )dT ≈ 1×10−4 as we cool
from 300 K to 123 K. We expect a 1 × 10−4 decrease in Lcav, Rmirror, fFSR, and fcav6, no change
in gcav, and a 1 × 10−4 increase in fhom. The expected differences in these quantities from cooling
down are all significantly less than the measurement errors shown in table 2.2.
In summary: we engineered a 10 cm long cryogenic silicon Fabry-Perot cavity with low coating
thermal noise with the goal of a low linewidth coating Brownian noise limited cavity. We chose
modest optical parameters (F ≈ 2 × 104, corresponding to a mirror transmission of ≈ 20ppm). As
we will see in chapter 4, making a low noise coating thermal noise limited cavity was harder than
anticipated, and we will recommend shifting to a ≈ 1 cm short cavities with high coating noise in
order to directly detect this.
6The 1× 10−4 decrease in fcav is solely based on the length change - changes due to varying loss as a function of
temperature are unknown
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Chapter 3
The Experiment
The experiment is a precision differential measurement of cavity length. In this chapter we detail
the optical and mechanical design choices made:
• We rested a pair of (similar length) single crystal silicon cavities on rigid (PEEK plastic)
support points, attached to a rigid platform to make vibrations common mode.
• We suspended the rigid platform from a downward facing LN2 cooled optical breadboard by
BeCu springs, which we damped using 0000 Cu wool.
• We used a custom designed 77 K cryostat with sapphire optical windows to couple 1550 nm
light into the cavities.
• We surrounded each cavity with an individually temperature controlled radiation shield, which
we used to control the temperature of the cavities at 123 K.
• We locked a 1550 nm laser to each cavity using PDH loops so that the laser frequency followed
cavity length.
• We interfered the transmitted beams, which produced an RF beat with a frequency determined
by the (changing) differential cavity length.
• We used a low noise phase-locked loop to convert the RF beat we detect into a signal propor-
tional to the differential length.
3.1 The Supports
In order to study the cavities shown in fig. 2.6, we need to actually touch them in some way. How we
choose to touch the cavities sets our seismic susceptibility (see section 4.3), the minimum mechanical
loss of the cavity body modes (see chapter 5), and consequently the brownian thermal noise of the
cavity (see eq. (4.4)).
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The competing techniques for suspending rigid cavities (shown in fig. 3.1) are cradle style sus-
pensions with springs or wires, vertically orienting the of the cavity [7], and rigid support points. We
ruled out vertically orienting the cavity due to the complication and cost associated with periscoping
a beam into the cryostat in a low noise way, though this would likely be a very good way to minimize
the mechanical loss of the cavity. A single wire loop based suspension has been shown to support a
very low mechanical loss [27], though the experience of the bar detector community led us to believe
that the resultant motion of the cavity’s optic axis would be too difficult to deal with [21]. We opted
not to use a double wire loop cradle suspension due to our group’s experience with up-converted
differential cavity motion from swinging limiting experimental noise. For this work we chose a rel-
atively simple design of rigid contact points on a horizontally oriented cylindrically symmetrical
cavity (shown in fig. 3.2). For details on the performance of the supports and recommendations for
future upgrades to them see section 4.3 and chapter 5.
(a) LIGO style spring and wire cradle ref-
erence cavity suspension. Picture courtesy
of Frank Seifert.
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FIG. 5: Block diagram of the phase-locked loop (PLL) used to read
out the beat note fluctuation. The main noise sources associated with
the PLL are photocurrent shot noise,  s; photodiode amplifier noise,
 n; and VCO frequency noise,  ⌫. Generally,  s and  n have flat
spectral densities in terms of current and voltage, respectively. How-
ever, since the PLL is a phase detector whose output is then used to
actuate on frequency, these noises contribute a frequency noise which
rises with Fourier frequency f .
(a) Top-down view (b) Axial view
FIG. 6: Cavity mounting and supports for 3.7 cm cavities. The loca-
tions of the four contacts were chosen for superior rejection of ver-
tical seismic noise, as determined by FEA simulation. In the axial
view, the red circle is the thermal shield used for temperature con-
trol. In the top-down view, this shield is not shown.
ports cut from cylindrical rods and placed orthogonally to the
spacer to achieve approximately a point contact. The sup-
port geometry is shown in Fig. 6. The rods are made from
polyether ether ketone (PEEK) because of its compatibility
with high vacuum. The support positions were chosen based
on ease of machining and on FEA of the susceptibility of the
cavity to seismic noise. At the chosen spot, if we take mount-
ing errors (± 0.5mm) and common mode rejection into ac-
count, the coupling from acceleration into cavity strain is es-
timated to be 6 ⇥ 10 12 m 1 s2.
2. PDH shot noise
For each cavity, the ultimate lower limit to the laser’s fre-
quency noise suppression is set by the shot noise of the light
falling on the RF photodiode when the cavity is on resonance.
The PSD of this lower limit is [35, 36]
S (PDHshot)P ( f ) = 2h⌫P0
⇥
J0( )2(1   ⌘) + 3J1( )2⇤, (20)
where h is the Planck constant,   is the phase modulation in-
dex (  ⇡ 0.2 rad for our system), ⌘ is the visibility, and J0 and
J1 are the zeroth and first Bessel functions of the first kind,
respectively.
3. Residual (RF) Amplitude Modulation
The EOM used to perform the PDH modulation was
temperature-stabilized with insulation and a heater, and then
the polarization of the beam was adjusted to minimize any
residual amplitude modulation (RAM), which can add a false
o↵set to the PDH error signal (see, e.g., the discussion by
Ishibashi et al. [37])
4. Photothermal Noise
As discussed in section III, fluctuation in laser power
changes the e↵ective cavity length via the thermoelastic and
thermorefractive coe cients. In the case of a beam whose
intensity fluctuation is shot-noise limited, the photothermal
noise is negligible compared to Brownian thermal noise and
thermoelastic noise [21]. However, for a laser with signifi-
cant intensity noise above the shot-noise limit, the photother-
mal noise can be much higher. In the case of the one-laser
setup, this excess photothermal e↵ect appears in both cavities
as a common-mode noise. However, this is not the case for
the two-laser setup, and so the photothermal e↵ect has to be
carefully characterized and factored into the noise budget. By
using the EOAM in each path to modulate the input power
(see Fig. 4), we can observe the corresonding modulation in
the beat note frequency using the PLL readout. As shown
in Figure 7, the results are comparable with the calculations
given in Farsi, et al. [30] with the assumption of 5 ppm ab-
sorption on each mirror. Together with the measured RIN in
the transmitted cavity beams, the estimated frequency noise
due to RIN-induced photothermal noise can be added to the
noise budget.
5. PLL noise
Noise sources add into the PLL at several points in the loop,
as shown in Figure 5. In the photodiode, there is shot noise
from the photocurrent ( s) and electronic noise from the inter-
nal amplifier ( n). Additionally, there is frequency noise from
the VCO ( v). We have measured these noises and included
them in the noise budget.
V. RESULTS
The measured PSD of the beat note frequency fluctuation
S ⌫ˆ( f ) is given by the sum of the cavity length noise S L( f )
(b) Cylindrical cavities supported by four
rigid contact points in [23].
QUEST - Centre for Quantum Engineering and Space-Time Research
14.04.2010
Thomas Kessler  IEEE/FCS 2010
Experimental Setupi t l t
(c) The silicon football cavity produced in a collabo-
rative effort by JILA and PTB [7]. Picture courtesy
of Thomas Kessler.
Figure 3.1
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(a) (b)
Figure 3.2: A rendered image of the the cavity support structure, with and without a model cavity
inside. Everything but the small support points themselves, which can be seen in (a), is made of
aluminum.
3.2 The Suspension
Having established how we will touch the cavities in section 3.1, we determine how we will attach
these supports to the cryostat (and thus to the optical table). The design philosophies we enter-
tained were vibrationally isolating the cavities from the optical table by some sort of pendulum or
spring based system (as done with the LIGO test masses and fig. 3.1a) versus rigidly attaching the
cavities to the optical table to benefit from common mode rejection below the mechanical resonances
of the experiment. A rigid suspension will generally be quieter below the mechanical resonances of
the system, where a spring or pendulum suspension will provide better isolation above its primary
resonance. Where each one is better depends on how low we can make the resonance of for isolation
(limited in this case by space constraints inside the cryostat), and how high we can push the me-
chanical resonances of a rigid suspension. There were two generations of suspension used over the
course of this work, for information on on the reasons behind the upgrade see appendix B.
The upgraded suspension design (shown in section 3.2) was a compromise between the above
mentioned design philosophies. The cavities were both rigidly attached to a platform, and the
platform was suspended inside the cryostat with BeCu springs. Differential motion between the optic
axes is mitigated by having them both attached to the platform, whereas they are still seismically
isolated from the cryostat and ground by the springs.
BeCu is used in often chosen for cryogenic applications due to its low mechanical loss at cryogenic
temperatures. This property is actually undesirable for this use. A low loss material for the spring
is associated with longer ring down times due to mechanical impulses (which occur in any realistic
lab environment), and higher rms motion of the cavities. To lower the Q of the platform modes, we
stuffed #0000 copper wool inside the top 1/4 of the spring and in between the side of the spring
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(a) (b)
Figure 3.3: Cryogenic suspension used in this work. Both cavities are rigidly attached to the
suspension platform to improve common mode rejection of cavity motion. Suspension modes are
damped by #0000 Cu wool as shown on the left.
and its support from the cryostat (see section 3.2). The Cu wool was packed such that the portion
of the spring packed with wool appeared to move freely upon excitation of the platform. For details
on the performance of the suspension and recommended upgrades see section 4.2 and section 4.3.
3.3 The Cryostat
We commissioned Precision Cryogenics1 to build the optical cryostat. For ease of use we chose a
simple two volume LN2 cryostat, with a downward facing Al cold plate with Heli-Coil inserts, and AR
coated optical windows to couple into the cavities. We designed the cryostat almost entirely out of
aluminum to minimize the spatial temperature gradients seen with stainless steel vacuum chambers.
We could not use the industry standard ConFlat seals for the optical windows, as aluminum is too
soft to use with a Cu o-ring, and we did not want to temperature cycle a rigid Al-SS weld joint.
For the windows, AR coated sapphire substrates were brazed to an industry standard stainless
steel fixture, which was welded to a custom o-ring flange which used 0.030” groove for an indium
seals. Given the additional difficulty of replacing windows with a custom flange design, future
experimental design should avoid using an all-aluminum cryostat and rather solve the problem
of spatial thermal gradients through radiation shielding or improved active temperature control.
Electroplating the stainless steel surfaces is another potential solution, which gives us control over
1Precision Cryogenics — http://www.precisioncryo.com
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both the thermal conductivity of the vacuum chamber surfaces, as well as their emissivity, for
designing the temperature control.
Additionally, the LN2 chamber in the initial cryostat design was wrapped in superinsulation,
which is an easy way to decrease the radiative load between the outer walls of the cryostat (at 300
K) and the cold chamber (at 77 K). We observed very long pump down down times2, which we
attribute to the many layers of superinsulation gathering water and He. As the thermal loading
between 300 K and 77 K does not appreciably change the LN2 hold time of the experiment, we
would rather it not exist at all. We advise that future generations of the cryostat avoid using
superinsulation.
3.4 Thermal Shielding and Control
In order to operate the cavities at 123 K(the first zero crossings in αSi(T )), we need a way to reliably
sense and control the temperature of the cavities. To thermal isolate the cavities from the cold
chamber of the cryostat, we surrounded them with a 1/8” thick cylindrical aluminum radiation
shield with a 1/2” diameter aperture at each end (shown in fig. 3.6). We sensed the temperature of
the radiation shield using a 1000 ohm platinum RTD, mounted to a thermally conductive Kapton
PCB (shown in fig. 3.5), which was attached to the radiation shield with GE 7031 varnish. The
temperature sensor was wired in a 4-lead configuration with 36 gauge polyamide insulation, and read
out with a SR CTC100 temperature sensing and control unit. We affixed a 2 in2 50 ohm Kapton
clad resistive heating element next to the temperature sensor for each cavity. The temperature
control was done using PID loops, digitally tuned by the CTC100, to feed the each temperature
sensor signal back to its respective heater.
The wiring for all heaters and temperature sensors was routed through a block of LEMO con-
nectors which was attached to the the cold plate in order to facilitate separation of the platform
+ cavity + radiation shield assembly from the cryostat. The wiring between the LEMO block and
the room temperature breakout was wrapped in indium, and clamped to the cold plate in order to
provide better thermal isolation for the radiation shields from room temperature. We read out 5
temperature sensors and two heaters in total. For details on motivations behind, and performance
of the temperature control, see section 4.5.
3.5 Optical Layout
Now that we have discussed how we construct and cool a silicon cavity to support length stability,
we need a way to measure its length. Keeping with the general experimental rule, differential
2In the course of upgrading the experiment, a significant amount of work is done with the vacuum chamber open.
Depending on how long the cryostat had been open to air, this long pump down time could be weeks long.
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Figure 3.5: Shown here is the temperature sensor and heater, as fixed to the radiation shield. We
printed a custom Kapton PCB to make a mountable 4-lead temperature sensor which could be
attached with easy to remove varnish. The heater wires are broken in this image.
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Figure 3.6: A diagram of the thermal coupling. The radiative and conductive thermal couplings are
called out as solid red lines, and temperature sensors and heaters are shown in green. The dashed
line represents exchange gas (N2) which we backfill into the volume with the cavities in order to cool
them quicker. During low noise operating the dashed line is not large enough to be relevant.
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measurements are far easier to make than absolute measurements. A commonly used technique
[28, 23, 29, 30, 31] for measuring differential cavity length changes is to lock a laser to each cavity
(so that fractional changes in length become fractional changes in laser frequency), and then compare
the two fields via interferometric measurement. If the fields are close enough in frequency, then their
RF beat can be detected on a photodiode, and the frequency noise of this signal can be analyzed
using a frequency discriminator (such as a phase-locked loop as shown in fig. 3.10 and used in this
work, or alternately a self delay homodyne measurement [32]). If the fields are separated by many
GHz, then advanced measurement techniques like fiber frequency comb are needed to compare the
two [33, 34]. We chose the cavity length and laser frequency to facilitate direct detection of the RF
beat, as frequency combs add significant complication to the optical setup.
We locked a 1550 nm laser to each cavity using the standard PDH technique [35]. We added phase
modulation sidebands at fmto each input beam using a free space EOM, and read out the cavity
retroreflection with a resonant RF photodetector, which we then demodulated at fm, producing a
linear signal in volts as a function of offset from perfect resonance (perfect resonance corresponds to
an exact integer number of wavelengths fitting inside the cavity). We controlled the laser frequency
by actuating on the diode current (which has a strong response in Hz/mA appendix E). Within
the bandwidth of the PDH loops, fractional changes in the cavity length are imprinted upon the
interrogating light frequency as:
δν
ν
=
δL
L
, (3.1)
where ν is the optical frequency (1.93×1014 Hz for 1550 nm light), L is the length of the cavity (≈
10 cm in this work), and the δ’s are small changes in each quantity.
To help understand the optical layout (shown in fig. 3.7 and fig. 3.9), we trace one of the individual
input paths (omitting mode matching lenses and steering mirrors): the light is produced in a fiber
coupled laser diode, exits the fiber as a free space beam at the end of a collimator, and is linearly
polarized at this point. Then it passes through a 1/2 wave plate and a faraday isolator, which are
used in conjunction to set the the power level on the table. The light rejected from the faraday is
sent onto a razor blade stack beam dump. The transmitted p-polarized field is sent to an acousto-
optic modulator (AOM - used as a fast intensity actuator such that everything but the zeroth order
diffraction is dumped). It then proceeds to a 1/2 wave plate, then an EOM, and then another
half wave plate (the EOM polarization axis drifts around depending on temperature). The EOM
produces phase modulation sidebands at fm ≈ 33 MHz for use in the PDH locking scheme. (We
refer to the remaining light at the unshifted optical frequency as the carrier.) The p-polarized field
is transmitted through polarizing beam splitter, and a portion of the input power to the cryostat is
picked off with partially transmissive optics as a input power monitor. After the partial reflectors,
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the field proceeds through a 1/2 wave plate, a 1/4 wave plate, and both cryostat windows, and
finally is reflected off the cavity mirror. The 1/4 wave plate is used to make the light incident on the
cavity circularly polarized, and the 1/2 wave plate corrects for axially asymmetric dispersion in the
cryostat windows. The prompt retro-reflection, the sidebands, and the carrier which resonated in
the cavity all proceed back along the optic axis through both windows, the 1/4 wave plate, the half
wave plate, and are now s-polarized. At the polarizing beam splitter, the field is now all reflected,
and detected with a resonant photodetector. The fields all mix, and we demodulate the signal at
fm, generating the error signal (a linear signal dependent on the offset between carrier and cavity
length). This signal is used to control laser frequency via laser current. For more details on the
PDH loops see section 4.6.
The light resonating inside the cavity is transmitted through the end mirror of the cavity, passes
through both cryostat windows, a half wave plate (to match polarizations with the light from the
other cavity), and a quarter wave plate (recalling that the light inside the cavity is circularly polar-
ized). The light then encounters a 70:30 beamsplitter, where 30% of the field is transmitted onto
a photodetector to monitor the transmitted power. The reflected path is steered towards a 50:50
beamsplitter, where it spatially overlaps with the field transmitted through the other cavity, and
both are steered onto a broadband RF photodiode, where they interfere and produce a signal:
V (t) ∝ sin(2pi∆νt) , (3.2)
where the beat frequency ∆ν is the differential change in the frequency of light transmitted
through each cavity related to differential changes in cavity length by eq. (3.1):
∆ν = δν2 − δν1 = ν
Lcav
(δL2 − δL1) = 1.93× 10
14 Hz
10 cm
(δL2 − δL1) , (3.3)
denoting the two paths with the subscripts 1 and 2. Ignoring the difference between optical
frequency and cavity length (shown in table 2.2) only causes a 2% systematic error in the calibration
of the beat, which is negligible. This beat is read out using a PLL (phase-locked loop) as shown in
fig. 3.10.
For the experimental layout shown in fig. 3.9 to be low noise, we must limit the amount of light
backscattered into the optical path. Wherever the light is incident on a surface, there is some degree
of backscatter. To minimize this, it is important that:
• All optics (both reflective and transmissive) should be as clean and smooth as possible. Rough
surfaces and dirty optics generate significant scatter. The cryostat windows are not exempt
from this rule, and happen to be a particularly bad offender.
• All terminal beams (especially reflections off the photodetectors, where we are most sensitive
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Figure 3.10: PLL used for beat frequency readout. When the frequency noise in the VCO is lower
than the frequency noise in the beat, then the control signal in the PLL is a readout of the beat
frequency (and thus cavity length fluctuations).
to backscatter) are dumped on a black non-scattering surface such as razor-blade stack beam
dumps.
• All optics are angled or wedged to spatially separate stray beams due to multiple reflections
which occur inside all transmissive optics.
Hunting for scatter sources and mitigating them is a crucial part of the experimental (re)design
process. See section 4.2 for coupling levels and details on how scatter spoils experimental noise.
3.6 Lessons learned
There are a number of fundamental design choices which we would make differently based on what
we learned over the course of the experiment. These are:
• Cavity length. Long cavities with large spots for ultra-stable cavity with low coating thermal
noise → short cavities with small spots to increase coating thermal noise and make it easier
to measure.
• Cavity construction. Affixing the mirror substrates to the spacer with varnish → optically
contacting the mirror directly to the spacer.
• Cavity support. Rigid supports which touch cavity → isolating cavity body mode to support
high mechanical Q.
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• Cryostat construction. Making an all aluminum cryostat to reduce spatial thermal gradients
→ using an all stainless steel cryostat.
• Suspension damping. Using Cu wool to damp the BeCu suspensions → make springs out of a
material with low mechanical Q factor and use eddy current damping.
• Window flanges. Non wedged sapphire windows with e beam coatings brazed into custom
flanges → super-polished wedged fused silica optics in industry standard (Conflat) flanges
with ion beam sputtered coatings, and a tightly controlled workflow for protecting window
surfaces.
We discuss the reasons for these changes throughout this thesis.
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Chapter 4
Noise Budget
We use (one sided) amplitude spectral density to analyze the experimental noise. When talking about
frequency stability, it is standard to work in units of Hz/
√
Hz rather than canceling out the units,
as the numerator represents frequency deviations and the denominator Fourier frequency. To help
intuitively understand spectral densities, it helps to express Parseval’s theorem in the convention:
Xrms =
√
1
T
∫ T
0
[X(t)]2dt =
√∫ ∞
1/T
SX(f)df , (4.1)
where X(t) is the time series of some physical variable, T is the time over which we observe it,
and SX(f) is the power spectral density of X (
√
SX(f)) is the ASD). For this work, all spectra were
created using a Hann windowed FFT. For further discussion on the mathematical reasoning behind
spectral densities, see chapter 6 of [36].
The experimental noise budget for this work is shown in fig. 4.1. The limiting noise sources are
well understood, except between 200 Hz and 1 kHz, and are discussed in depth in this chapter. The
evolution of the experimental noise over the course of this work is shown in fig. 4.2.
4.1 Thermal Noise
4.1.1 The Fluctuation Dissipation Theorem
As shown in 1.1, the way in which Brownian motion couples into a variable we are trying to measure
can be expressed in terms of mechanical properties of the system. As the mechanical impedance,
Z(f), of a system can be hard to calculate, we use the Levin formalism for the fluctuation dissipation
theorem [37]. When you are trying to measure some physical parameter (in our case the average
phase front of an optical field as a proxy for changes in mirror position), you sinusoidally push on
the conjugate variable (field amplitude), and by examining the amount of energy dissipated per
cycle, you know how much the original variable (the phase front) is moving due to thermodynamic
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Figure 4.1: Experimental Noise Budget - total experimental noise is the quadrature sum of all terms.
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fluctuations. In equation form, this reads:
Sx(f) =
2kBT
pi2f2
Wdiss
F 20
, (4.2)
where x is the variable you are interested in measuring, kB and T are Boltzmann’s constant
and the temperature, respectively, F0 is the (small) magnitude of the sinusoidal applied force, and
Wdiss is the average power lost to dissipative forces due to the oscillating force. For each dissipative
mechanism in the system you are examining, you must treat the coupling mechanisms coherently.
We examine both the damping forces associated with the mechanical loss angle, as well as those
from thermoelastic effects, where Zener damping comes into play.
4.1.2 Brownian Noise
The simplest, and earliest understood thermal noise source is referred to in the literature as Brownian
thermal noise. In the case of a reference cavity, when you push on the mirror surface with a gaussian
pressure profile, there is elastic damping in the mirror coatings, in the mirror substrates, and in the
cavity spacer. The mechanical loss of the various materials is what determines the level of Brownian
thermal noise in each part of the cavity.
For the case of the mirror substrate and coating, the power spectrum of noise can be expressed
as:
Sx(f) =
4kBT
pi3/2f
1− σ2
Y wz
[
φsub +
2
pi1/2
1− 2σ
1− σ
dcoatφcoat
wz
]
, (4.3)
where σ is the Poisson ratio, Y is the Young’s modulus of the mirror substrate, wz is the beam
radius at the mirror, dcoat is the thickness of the optical coating, and φsub and φcoat are the bulk
mechanical loss angles of the substrate and coating, respectively [38]. The actual mechanical loss
in the coating is a complicated function of material properties and coating thickness, which is, in
general, not a volumetric average of the bulk loss in the coating materials. eq. (4.3) was modified
to Harry et al [39] separate φcoat into φpara and φperp, and then corrected by Hong et al [40] using
φbulk and φshear to avoid negative energy densities in the calculation of energy lost per cycle when
applying the Levin approach eq. (4.2). For the purposes of this work, we will use eq. (4.3) for the
coating Brownian noise calculation, as it requires the most limited knowledge of cryogenic properties
of the individual coating materials, many of which are unknown. It is important to note that the
loss used in this calculation was that for SiO2:Ta2O5 at 300 K, though we are currently pursuing
estimates of material properties to enable a better estimate of the cryogenic coating Brownian noise.
We believe that the mechanical loss in the coatings gets worse at 123 K, which increases the coating
Brownian noise an unknown amount. Obtaining a reliable number for φcoat at 123 K should be
considered a very high priority.
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For the spacer itself, the brownian noise is expressed by Kessler et al [41] as:
Sspacx (f) =
4kBT
2pif
L
2pi(R2 − r2)Y φspac , (4.4)
where L, R, and r are the length, outer radius, and inner radius of the cylindrical spacer, and
φspac is its mechanical loss angle. COMSOL simulations for room temperature SiO2 cavities with
similar geometry were done in chapter 2 of [12]. The results of their simulation agree with 4.4.
It should be noted that the actual loss angle used in this calculation, φspace = Q
−1, is the inverse
mechanical quality factor of the actual supported spacer’s first body mode. This is potentially much
less than the theoretical minimum loss of the material used, and in the case of this preliminary
study, was worse by five orders of magnitude because of the support scheme used (see chapter 5). In
the cavity geometry we used, the spacer Brownian noise dominates the other thermal noise sources
at a spacer Q of 7×103, which is less than the as-built experimental body mode Q. The suspension
should be upgraded in order to suppress the spacer Brownian noise, but it does not dominate the
other thermal noise sources.
4.1.3 Thermo-elastic Noise
In addition to the damping from mechanical friction described by φ, there is also damping due to the
thermoelastic effect. Local fluctuations in strain produce fluctuations in temperature based on the
coefficient of thermal expansion. When you apply a sinusoidal pressure force to the mirror surface
as in [37], and create varying strain inside the cavity, you also create thermal gradients. Energy
is non-reversibly dissipated as the thermal gradients flow towards equilibrium, which gives another
mechanism for Wdiss.
For thermoelastic noise in the substrate, we followed the calculations for the LIGO mirrors
begun by Liu and Thorne [42], and corrected for finite substrate size by Cerdonio et al [43]. At high
frequencies, these two solutions converge, and can be written as:
Sx(f) =
8
(2pi)5/2
α2(1 + σ)2
kBT
2
(ρC)2
κ
f2r30
, (4.5)
where α is the (temperature dependent) coefficient of thermal expansion, σ is Poisson’s ratio,
ρ is the density, C is the specific heat capacity, κ is the thermal conductivity, and r0 = ω0/
√
2 is
the gaussian beam waist divided by
√
2. The work of Cerdonio et al showed that below a certain
corner frequency, fc = κ/(piρCω
2
0), the slope of thermoelastic noise in a substrate changed from f
−2
to f−2/5. In the silicon cavities used for this experiment, ω0 = 340µm, and the corner frequency is
fc = 80 Hz.
When dealing with Silicon, the α2κ scaling is far more significant in determining the thermoelastic
noise level than the low frequency corrections of Cerdonio et al. While it is theoretically possible to
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eliminate this noise to first order, in reality we can only control the temperature of the cavities so
well. The already large thermal conductivity of Silicon increases by a factor of a few when moving
from 300 K to 123 K. To provide an intuitive understanding we look at the ratio of α2κ of silicon at
123 K to that of SiO2 (commonly used for ultra stable cavities at room temperatures) at 300 K:
α2Si(123K)κSi(123K)
α2SiO2(300K)κSiO2(300K)
≈ 0.5
(
δT
K
)
, (4.6)
where δT/K is the number of degrees, in Kelvin, which we operate off the zero crossing tempera-
ture of silicon. So long as the temperature is held within 1.4 K of the zero crossing, the thermoelastic
noise in the mirror substrates in a silicon cavity operating at 123 K will be less than that in an iden-
tical setup using fused silica running at 300 K. Fused silica and silicon have similar densities so we
omitted that ratio for simplicity. If one wanted to directly measure thermoelastic noise in a sub-
strate, operating at the temperature at which α2κ has a maximum value would be a good approach.
Examining the properties of silicon (see 2.1 and 2.3), this maximum will be somewhere around 300 K.
Most of the detailed analytic calculations for these various thermal noise sources are driven by
groups trying to understand the noise sources that couple into the LIGO gravitational wave detector.
As the LIGO mirrors are suspended rather than separated by a spacer, there has been little interest
in deriving an analytic form for this noise source. The same scaling arguments we use to understand
the thermoelastic noise in the substrate apply here. So long as we hold the temperature close enough
to the zero crossing in α, this noise will not matter. Based on the geometric (cylindrical) similarity
of the spacer and substrate, it seems reasonable to assume the loss mechanisms have similar forms,
and the ratio of spacer thermoelastic noise in silicon to that in SiO2 has the same α
2κ scaling. Thus
we believe that that thermoelastic noise in the spacer will be less than that in a SiO2 spacer at
300 K.
If one wants to correctly determine the thermoelastic noise in a cavity, a good method is to use a
finite element modeling program such as COMSOL to simulate the thermoelastic dissipation when
you push on the mirrors with a gaussian pressure profile. This is simply applying the Levin recipe
for finding the thermal noise numerically, rather than analytically. This was done for SiO2 cavities
at 300 K by Chalermsongsak et al [12] and shown to be small compared to the other thermal noise
sources. Based on the logic outlined above we believe the spacer thermoelastic noise will not be
limiting.
4.1.4 Thermo-refractive Noise
The thermo-refractive noise was calculated using the equations presented for finite cylindrical mirror
substrates by Heinert et al [44], which expands upon the work done by Braginsky et al [45] for an
infinite sized cylindrical mirror substrate. For linear cavities using PDH locking, only the path
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length change in transmission matters, since fluctuations in the reflected path length are common
mode to both the carrier and sidebands (so long as carrier and sideband see the same local index of
refraction, which is a good approximation to 1 part in 10× 107.
Using a value of β = 9.8 × 10−5 [46], we found the thermo-refractive noise in the substrate to
be very small compared to the other thermal noise sources: above 1 kHz the noise is flat at a level
of 2.3×10−7 Hz/Hz1/2, and below this it is decreasing in value with a positive slope in f . The
experimental topology is chosen because it is much more sensitive to cavity length fluctuations than
optical path length fluctuations (such as those occurring from every optical mount on the table
fluctuating), and thermo-refractive noise in the mirror substrate couples is just an optical path
length change, so it is unsurprising to find that this noise level is so small.
There has been consideration of making linear cavities by machining a single piece of silicon and
coating the ends, and more advanced geometries making use of total internal reflection [47]. Both
ideas would have much higher thermo-refractive noise than that in a hollow cavity.
4.1.5 Thermo-Optic Noise
Thermoelastic and thermo-refractive noise in the optical coatings must be treated coherently, as
described by Evans et al [48]. They use the analytic form of statistical fluctuations in temperature
within the coating due to the thermal gradients, which was calculated by Levin in [49], and then
coherently treating the resulting changes to coating reflectivity, and both thermoelastic and thermo-
refractive changes to the optical path length.
Work has gone into designing coatings which exploit the different sign in α and β of the coatings
to provide cancellation of thermal noise for LIGO, as well as in reference cavities [23].
For the SiO2:Ta2O5 quarter wave stack coatings used in this experiment, there is no expected
cancellation of thermo-optic noise, and the coating brownian noise dominates. To estimate the
thermo-optic noise level, we used code written by Matthew Abernathy, which follows the recipe
laid out in [48], with several corrections. For the initial estimates, we used the room temperature
properties for SiO2:Ta2O5 (also given in [48]). Better estimates should be made using the real 123 K
material properties of the coatings, though we expect that coating brownian noise will still dominate.
4.1.6 Silicon Carrier Density Noise
A noise source which has recently been studied by Heinert et al [50] is that caused by fluctuations
in free carrier density of semiconductors used as transmissive optics. At frequencies higher than the
effective diffusional flow of carriers, this is expressed as:
Sz(ω) = 4
3
√
3
pi7
H
r40
D
γ2mkBT
~2
3
√
n
1
ω2
, (4.7)
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where D is the diffusion constant for free carriers, H is the thickness along the optic axis, m is the
electron mass, and n is the density of charge carriers. The silicon substrates used in the cavities are
p-type doped Cz grown, with a (100) crystal axis, though we do not explicitly know their resistivity.
Assuming the p-type dopant is Boron, a very common dopant used in the semiconductor industry, we
make the most pessimistic estimate for charge carrier density we can: resistivity = 0.005 Ohm·cm,
which corresponds to1 a density of holes of nh = 2×1019 cm−2. The amplitude of the noise scales as
the sixth root in nh, so the calculation is fairly forgiving to uncertainties in carrier density. Boron
and phosphorous have very similar ionization energies (44 and 46 meV, respectively), and so the
calculation used to derive eq. (4.7), which assumed a phosphorous dopant holds for boron.
The upper bound on amplitude spectral density of noise for our cavities is closely approximated
by:
√
Sf (f) = 3.4× 10−8 f
1 + f/(9 kHz)
Hz/
√
Hz . (4.8)
Below the corner frequency of 9 kHz, the slope is closer to f9/10. The coating Brownian noise
dominates this below 20 kHz. If the experimental sensitivity reaches this level at high frequency in
future upgrades, we might uncover this noise.
As with thermo-refractive noise in the substrates, the experiment is designed to be insensitive to
these effects, and only the transmission is relevant for the noise. Any future cavities which considered
having silicon on the inside of the cavity would need to consider doping more carefully, as they would
be much more sensitive to this noise process.
4.2 Scatter
Below 100 Hz, the experiment is limited by scatter noise. This occurs when some spurious scattering
path recombines with the retro-reflected cavity light, and beats with it. The relative phase between
the cavity retroflection and the spurious scatter path looks like cavity length changes, but have
a different morphology. Since the scatter path is not a length stabilized path, the motion is often
multiple wavelengths, and what couples into the error signal is the up-converted noise as the spurious
path wraps through multiple fringes. We were able to move the corner frequency of the scatter bump
up and down by exciting the swinging modes of the cavity platform suspension. We also were able
to audibly identify fringe wrapping by listening to the beat signal on headphones.
We systematically excited each optic in the setup with broadband acoustic noise injections using a
PZT wand powered by a HV amplifier. Listening to the beat output on headphones while acoustically
exciting the optics allowed us to rule out individual optics as the main scatter point. We were
1Using the online calculator available at http://www.cleanroom.byu.edu/ResistivityCal.phtml, which relates silicon
resistivity and doping.
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unable to significantly change the low frequency noise by exciting any individual optic on the table
layout. We believe that the scatter offender is the actual cryostat windows, which we were unable
to individually excite. We can determine the platform RMS motion from the corner frequency of
the scatter to be 5.4µmrms, which is 3.5λ. See appendix D for more information on why we suspect
the cryostat windows, and scatter measurements.
There are several measures available for improving the scattering noise. The corner frequency
of the scatter noise can be lowered by further damping the suspension, which dominates the path
length change between the cavity retro-reflection and the scatter path. The height of the scatter peak
can be lowered by lowering the scatter, which we believe to be the windows. New windows should
be made, with extra care made to protecting coating fidelity in the fabrication process. Advanced
techniques such as adding a PZT shaker to the offending scatter object in order to frequency shift
the scattered light [51] can also be used, but the above mentioned changes should be made first.
4.3 Seismic
Seismic motion dominates the beat frequency noise at the six pendulum resonances of the suspension,
the violin modes of the suspension springs, and via scatter (see section 4.2) below 100 Hz.
As discussed above, the higher the rms motion of the platform (and thus cavities), the higher
the frequency of the scatter hump will be. The bulk motion can be decreased without changing the
support scheme shown in section 3.2 if we further damp the modes of the suspension. We can try to
use the current damping design, change the spring material, or add advanced active and/or passive
damping techniques.
The swinging modes of the suspension platform are damped where the spring meets the cold
plate by friction between the BeCu spring, the 0000 Cu wool, and the Al suspension bracket (shown
in section 3.2). The mounting bracket can be easily reengineered to facilitate damping of these
swinging modes by having it girdle the spring. We could also attack the problem at its source and
attempt to find a lossier material to make a suspension spring from than BeCu. BeCu was initially
chosen to minimize the thermal noise in the suspension as this is a has long been a very significant
thermal noise source for the LIGO experiment [52, 53, 54, 55]. This is considered a mistake, as
the significant mechanical distance between the cavities and the suspension makes this an irrelevant
noise source; lowering the Q of all spring modes would improve the experimental noise at the scatter
hump.
The seismic coupling path we expect to dominate in the sensitive band of the experiment (audio
frequencies above the scatter hump) is vertical seismic motion coupling to vertical platform motion.
The cavity bends under the DC force of gravity, which causes a change in the length of the optic
axis. Below the mechanical resonance of the bending mode (tens of kHz), this behavior describes
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each cavity’s acceleration sensitivity well (in [m/g]). Shown in fig. 4.5 is a 3D render of the cavity
bending under vertical acceleration, as well as the results of FEA simulations using COMSOL
which parametrize the sensitivity as a function of support position. The cavity support points were
separated longitudinally by 2.5 inches, and were all 30 degrees off vertical.
If we assume that the only difference between the two cavity assemblies is the contact points
for the support, then we can propagate uncertainties in the support points into an estimate of the
seismic common mode rejection (CMR).
Shown in section 4.3 is the vertical acceleration measured at the top of the cryostat for the various
states of the experiment (e.g., turbo pump on/off, and LN2 boiling noise). The measurement was
done using a set of Wilcoxon accelerometers bolted to the top of the cryostat with a single 1/4-20
screw. The noise was estimated by measuring the coherence between sensors placed on opposite
sides of the cryostat lid. The amplitude spectral density of noise shown in section 4.3 is:
√
SN (f) =
[
1− γ2z1,z2(f)
]1/2√
Sz1(f) , (4.9)
where z1, z2 are the two measurements of vertical acceleration, γ
2
z1,z2(f) is the coherence function
between the two, N is the measurement noise floor, and
√
SN (f) is the amplitude spectral density
of N (as discussed in chapter 6 of [56]).
To propagate the vertical seismic noise down the top of the cryostat to the cavity support points,
we look at the signal flow through the cryostat assembly. This is highlighted in fig. 4.3. The cold
plate (upon which the LN2 chamber lies) is connected to the top of the cryostat via a 10” tall 10”
diameter x 0.030” thickness G10 cylinder. The only portion of the vertical transfer function chain
which has features in the bandwidth of our seismic noise measurement is the spring suspension. The
bounce mode is at 2.6 Hz, with Q ≈ 250 (see appendix B for more). The suspension platform is a
1/4” thick 8” x 10” anodized aluminum optical breadboard, and rigidly ties the two cavities together.
Below 770 Hz (the first resonant frequency of the platform), the two cavities assemblies experience
roughly identical vertical acceleration. The bounce modes of the softer (PTFE, PEEK) materials
making up the support structure are above ≈ 500 Hz, and we ignore them for this estimate. To
translate the seismic noise measured at the top of the cryostat (fig. 4.4) to frequency noise in the
cavities (fig. 4.5) we did the following:
√
Sx(f) =
√
Sz(f)× 1
1− if/2.6× 250− f2/2.62 × σm
∂
∂m
Hvert(m; f)× 1.93× 10
14Hz
10cm
, (4.10)
where x is cavity length, z is vertical acceleration noise at the top of the cryostat, m is the
distance between the s for one cavity, σm is our uncertainty in the support distance between the two
cavities, and Hvert(m; f) is the cavity’s modeled length sensitivity to vertical acceleration (shown
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in fig. 4.5). Hvert(m; f) is a transfer function, but we only use the DC value reported by our FEA
modeling. The simulation shows that this noise source is not be limiting even without the the low
frequency common mode rejection of the suspension platform.
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Figure 4.3: Here we show the mechanical propagation of the seismic noise from the top of the
cryostat into cavity length. The pink blocks represent mechanical transfer functions, and the nodes
connecting them represent the motion in some (multivariable) coordinate system.
By making measurements after the LN2 boiled off, but before the cavities warmed up, we were
able to generate beat spectra with and without the boiling noise. We compare these spectra to the
seismic noise measured at the top of the cryostat, propagated to the cavities using eq. (4.10). At low
frequency, the measured seismic noise propagate through the model is consistent with the measured
beat noise. We expect the rms motion to be higher while LN2 boiling noise is present, though we
are not certain if this is the cause of disparity between the beat measurements shown here.
One noteworthy thing we did not take into account in eq. (4.10) was the violin modes of the
suspension springs. These are difficult to model, and act as mechanical shorts between the cold plate
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Figure 4.4: Vertical motion measured at the lid of the cryostat for the different states of the ex-
periment. All low noise beat spectra were taken in the Pump off, no LN2 boiling state. The noise
floor was determined by measuring the coherence between two Wilcoxon accelerometers on opposite
sides of the cryostat lid. At most frequencies from 2 Hz to 300 Hz, we detected the acceleration of
the cryostat lid. A zoomed in plot of the frequencies where the LN2 boiling noise increases is also
shown here.
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and the platform, spoiling the f−2 isolation normally seen above the bounce resonance. We believe
that the forest of peaks we see from 400 Hz to 1 kHz in fig. 4.6 are the violin modes of the springs
being excited by the LN2 boiling noise, and coupling into cavity length. Future work should consider
measuring the transfer function through the spring suspension, and should pursue damping.
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Figure 4.5: Shown is the results of COMSOL simulations determining sensitivity of the cavity length
to vertical acceleration. On the left is a 3d render of the cavity bending about the support points.
On the right is the simulation results, in kHz/g. Shortening of the cavity axis due to cavity sag is
treated coherently with the elongation of the cavity axis due to mirror tilt. The coupling for this
experiment was near the maximum shown above; we placed the cavity supports 2.5 inches from each
other, and 60◦ below the horizontal. The frequency noise due to this mechanism coupling vertical
motion to length was not limiting by over a factor of 10. For simulation results with more mounting
positions and angles see appendix D. COMSOL simulation performed by Evan Hall. Left image
courtesy Brian Dawes.
The above indicates that there is little benefit from reducing the seismic sensitivity of the ex-
periment, and thus should be considered low priority. It should be noted that the choice of support
points and materials also influences the Q of the cavity’s mechanical modes. See chapter 5 for more.
4.4 Intensity
We write the field at a given spatial location as E(t) = A0e
−iωt, and express the fluctuations in
frequency and amplitude as:
E(t) = A0(1 + δA(t)/A0)e
−i(ω+δω(t))t. (4.11)
It is conventional to characterize fluctuations in the field amplitude as relative intensity noise
(RIN), where RIN = |δA(t)/A0|2. This presents as fluctuations in photocurrent produced at the
photodetector, normalized by the DC photocurrent. As mentioned in section 3.5, changes in laser
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propagated the vertical motion to cavity length as described in eq. (4.10), using a very pessimistic
estimate of 21 dB for the common mode rejection. Shown on the right y-axis is vertical acceleration
at the cavity support points.
frequency are how we measure changes in cavity length, and thus anything which couples RIN and
frequency noise interests us.
The RIN we measured in our setup is shown in fig. 4.10. The two questions we wish to ask at
this point are “does the RIN limit our experimental noise?” and “why is the RIN in transmission
so high?”. We investigated optical offsets at the PDH error point, net PDH offsets2, photothermal
absorption, radiation pressure, PLL RIN sensitivity, beam jitter, and polarization noise. We detail
these investigations below.
In the experiment (e.g., after the light is generated) RIN couples into laser frequency at the PDH
error point section 4.6, actual cavity length via intracavity power section 4.9, and the beat frequency
due to PLL offsets section 4.6. These mechanisms for RIN coupling into the beat frequency are all
shown in fig. 4.7, and are described in more detail in their respective sections. None of the linear
mechanisms for RIN were able to explain the excess noise seen in fig. 4.1.
In the laser diode itself, laser current causes correlation between intensity and frequency, as it
modulates both. As we are feeding back to laser current to stabilize the lasers, it is reasonable to
ask whether or not locking the lasers to our cavities increases the RIN. The laser current has DC
couplings of ≈ 30 MHz/mA and ≈ 0.05 RIN/mA (differed for each laser). The free running RIN
2It is important to distinguish between a net offset in the point at which we lock to the cavity and an optical offset.
We can use an electronic offset to null an optical offset in the PDH loop to eliminate the conversion of frequency noise
to intensity noise on transmission, but the intensity noise has already been converted to frequency noise at the error
point — nulling the offset cannot undue this pollution of the error signal
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Figure 4.7: Typical coupling levels of RIN transmission to frequency noise at the beat. At low
frequencies, coupling due to optical offset at the PDH error point and absorption at the coatings
dominates the transfer function. At high frequencies, the residual offset of the PLL loop dominates.
Actual values of the transfer functions (and thus the net shape) vary over the coarse of the exper-
iment. See fig. 4.1 to see the level of noise through these coupling mechanisms. See section 4.9 for
more discussion on photothermal absorption.
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of the laser was not increased when locked to the cavities, and we saw no coherence between input
RIN and laser frequency. The correlation caused by feeding back to laser current is negligible.
Even though the known linear couplings of RIN to beat frequency are not currently limiting the
noise budget, there is no reason to believe that whatever generates the excess RIN does not couple
into the experimental noise via some independent path. It is thus important to investigate the source
of the anomalously high RIN seen in transmission.
Laser frequency can couple into laser RIN via a net offset at the PDH error point. The linear
coupling from frequency noise to transmitted RIN as a function of net offset is shown in fig. 4.8.
We can zero out the offset electronically at the error point, but it will still drift over time. The
dominant source of offset drift is changing RFAM levels due to the temperature dependance of the
EOM’s polarization axis. Using a very pessimistic estimate for offset (a 10% drop in output power),
frequency noise in the experiment coupling into RIN via an offset with a level of 1.5×10−5 [RIN/Hz]
is nowhere near high enough to account for the excess RIN. Additionally, coherence measurements
seen in fig. 4.9 indicate that we start to see this coupling around 100 kHz, though it only accounts
for 2.5% of the total transmitted RIN.
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Figure 4.8: Shown here is the linear coupling of frequency noise to intensity noise due to an offset
in the PDH loop. The top figure is cavity transmission, normalized to 100% coupling. The bottom
figure is the ratio of the derivative of the cavity transmission to the cavity transmission.
We encountered two clues while investigating the source of the transmitted RIN. Small misalign-
ments in the λ/4 waveplate (≈ 2 deg) in front of the cryostat and small changes to the gain in the
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Figure 4.9: Coherence of RIN vs PDH error signals. The PDH error and control signals exhibit
high coherence (not shown here) above 1 kHz, thus we can infer that the incident RIN level is not
limited by the PDH control signal coupling into RIN via direct power modulation. The low coherence
between the beat noise and RIN indicates that the beat is not limited by a linear mechanism which
couples RIN to frequency noise. The slight increase seen in Coh(PDH Err W, Trans W) indicates a
small net PDH offset, indicating that 2.5% of the transmitted RIN can be accounted for by a PDH
offset in this path.
PDH loops (≈ 15%) both caused the transmitted RIN level to change. The waveplate tuning sets
the polarization of the retro-reflected beam at the PDH polarizing beamsplitter, which determines
how much power is sent to the PDH PDs and how much is sent back towards the laser. Even though
we had a faraday isolator in front of the laser, we observed a tendency to mode hop in the laser
which could be replicated by scattering light back at it with an IR viewer card. The combination of
these observations makes us suspect some laser feedback induced mechanism such as jitter or polar-
ization. It is unlikely that these are the same mechanisms. The degree level changes of waveplate
misalignment correspond to a power drop of 1% on the photodiode, which is ≈ 15 times smaller
than the range of gain change needed to induce similar changes to the transmitted RIN spectrum.
Beam jitter couples into transmitted RIN via cavity alignment. The jitter to RIN coupling is a
function of misalignment. We introduced a large intentional misalignment (corresponding to a 10%
decrease in power), and did not see any increase in the transmitted RIN. Our normal (mis)alignment
is within 2% of the maximum power. We did not see any difference in transmitted RIN between
these two states, and conclude that linear coupling of beam jitter is not the source of the excess
RIN.
Polarization fluctuations couple into RIN wherever we have polarization sensitive optics. We
measure the RIN on the light with a pickoff immediately before it enters the cryostat, so the source
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of polarization noise would have to be either the cryostat windows or the cavity itself. As the noise
looks broadband at least until 100 kHz (see fig. 4.10) and featureless, this source seems very unlikely.
For further confirmation, we could remove the cavities and see if the anomalous RIN still exists in
transmission.
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Figure 4.10: Transmitted RIN vs incident RIN. Neither incident nor transmitted RIN measurements
were noise limited in the band shown. Additionally, the transmitted RIN measurements exhibited
high coherence with the RIN measured at the beat detection RFPD. We do not know the reason for
the anomalously high transmitted RIN.
In summary, we examined the following coupling mechanisms in our investigation of RIN:
• Beam jitter at cavity input → RIN due to mode matching into the cavity,
• Laser frequency noise at cavity input → RIN due to net PDH offset (fig. 4.8, fig. 4.9),
• Polarization noise at cavity input→ RIN due to polarizing optics,
• RIN at input → cavity length via photothermal absorption and radiation pressure (fig. 4.7),
• RIN at input → laser frequency noise via optical PDH offset (fig. 4.7),
• RIN at transmission → beat frequency noise via PLL RIN sensitivity (fig. 4.7).
We do not know of any other linear mechanisms that could explain the RIN. Further investigation
should include increasing the PDH bandwidth, and improving the laser isolation (as these might
mitigate nonlinear couplings). Additionally, it would be good to add photodetectors to monitor the
RIN in reflection.
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4.5 Temperature
The requirements for precision and accuracy of cavity temperature are set by both the thermoelastic
noise and residual linear coupling to cavity length.
Deviations from the zero crossing in αSi(T ) increase the thermal noise contributions of thermoe-
lastic noise in the spacer and substrate as ακ1/2. The spacer thermoelastic noise curve shown in
fig. 4.1 uses an incredibly pessimistic estimate for temperature offset of 10 K. This noise source
is still very small compared to the other noise sources at the frequencies where the experiment is
sensitive even with a huge temperature offset. Concerns about thermoelastic noise can be ignored
when engineering the temperature stabilization.
An offset from the the zero crossing in αSi(T ) also gives rise to linear coupling between tem-
perature and cavity length due to thermal expansion of the spacer. Length fluctuations due to
temperature noise coupling through the residual linearly CTE will only be relevant at low frequen-
cies.The spacer responds relatively fast to temperature changes around 123 K with a 5 minute time
constant. The coupling between the radiation shield and the spacer, however, has a time constant
of ≈ 4 hours. In fig. 4.11 we show the temperature noise of the radiation shied, use it to estimate
the temperature noise of the cavity4, and then estimate the resultant length coupling due to ther-
mal expansion for several temperature offsets from 123 K. At a temperature offset of 1 K from the
123 K zero crossing in αSi(T ), our model for the residual thermal coupling to cavity length from
temperature fluctuations is above the coating Brownian noise.
With minimal effort (e.g., σTcav < 1K), we will not be limited by residual temperature fluctua-
tions coupling in as thermal expansion based changes to spacer length, and the spacer thermoelastic
noise will be negligible. The above is only a partial model: in order to truly say that we will not be
limited by the coupling of temperature noise to length, we will need to make an accurate model of
the changes to the coating due to thermal expansion at this temperature. This can (and should) be
accomplished by direct calculation, which will be very similar to that done by Evans et al [48] when
calculating the thermo-optic noise.
4.6 Electronics
Electronics noise couples into the experiment through the PDH servos used to lock the lasers to
the cavities, the PLL used for the beat readout, and the temperature control loops used to stabilize
the cavities. We discuss the PDH and PLL electronics below, and the temperature sensing noise in
section 4.5.
3A simple pole is not quite correct — an accurate model of the transfer function can be obtained by following the
work done in [57], with the actual silicon cavities replacing the dummy spacers used in that work
4Until we are in the high-Q mechanical mode regime, we may add a temperature sensor directly to the cavity to
read it out without spoiling the noise in any way.
49
Frequency (Hz)
10-3 10-2 10-1
Te
m
pe
ra
tu
re
 N
oi
se
 (K
/H
z)
10-7
10-6
10-5
10-4
10-3
10-2
10-1
Temperature Controller ADC Noise
Stabilized Rad Shield Temp
Unstabilized Rad Shield Temp
Resultant Noise at Cavity
Frequency (Hz)
10-3 10-2 10-1
Fr
eq
ue
nc
y 
No
ise
 (H
z/
H
z)
10-1
100
101
102
103
0.1 K Offset from alpha = 0
1 K Offset from alpha = 0
10 K Offset from alpha = 0
Figure 4.11: Temperature noise of the radiation shield, as read out by the temperature sensor shown
in fig. 3.5. We can see the effect of the temperature servo below 2 × 10−3 Hz - above this the
temperature is unstabilized. This temperature noise is then filtered by the thermal transfer function
between the radiation shield and the cavity. We approximate this transfer function as a simple pole
with a 2.5 hour time constant3, and apply that filter to the stabilized radiation shield temperature
noise, generating a rough estimate of cavity temperature noise. Using the linearized eq. (2.1), we
show the resultant frequency noise due to thermal expansion for several temperature offsets from the
zero crossing around 123 K. With minimal effort this residual coupling will be negligible compared
to any thermal noise source at frequencies where the experiment is sensitive (f > 10Hz).
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Figure 4.12: Electronics noise budget. Shown are the main contributors to the electronics noise. The
electronics noise is lower than the experimental noise seen in fig. 4.1, and higher than the thermal
noises we are trying to measure; we must mitigate the electronics noise to facilitate detecting thermal
noise in the experiment. A combination of redistributing the gain and upgrading the PDH servo
and current driver will yield at least a 10x lower noise in the PDH loops. The PLL noise can be
lowered by upgrading to a lower noise VCO. The dark noise of the beat frequency readout is too
low to show up on this plot (≈ 8× 10−8 rad/√Hz).
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The PDH loops are shown in fig. 4.13. We used a pair of RIO5 PLANEX ([58]) lasers, con-
trolled by a modified low noise driver (described in [59], with schematic and modifications shown in
appendix E). The PLANEX is a 5 kHz line width fiber coupled diode laser with an on-chip Bragg
grating. The current driver has low noise (< 1 nA/
√
Hz) with high bandwidth (< 5 degrees of phase
lag up to 1 MHz) and range (10 % modulation depth).
The PDH loops had a unity gain frequency (UGF) of 200 kHz, and a rough shape of f−1
everywhere, except from 60 Hz to 6 kHz, where they had a f−2 boost. The actual open loop
transfer function is shown in fig. 4.14. The residual RMS of the error signal was up to 10% of the
error signal’s peak to peak voltage on sweep and was dominated by the noise from 100 kHz to 400kHz
(as shown in fig. 6.3). This is large, and indicates that we should improve the PDH loops in the future
to improve the linearity of the system. The direct coupling of the residual error signal dominates the
experimental noise above 1 kHz, and the coating thermal noise (the largest thermodynamic noise
source) at all frequencies. In addition, there is some unknown nonlinear coupling of the residual
error signal to the beat readout. When we increased the loop gain, the high frequency noise shifted
as expected (more suppression in the loop bandwidth, more oscillation above the UGF), but the
noise floor of the most sensitive part of the experiment (between 100 Hz and 1 kHz) increased. This
indicates the system is nonlinear.
The main deviation from the shape described above is due to the frequency response of the
laser actuator itself. We attribute the odd frequency response and phase delay seen in fig. 4.16
to the physical transfer function of [Hz/mA] inside the PLANEX laser. This is consistent with
characterization done in [58]. The shape can be explained as the coherent sum of two paths for laser
current to couple into laser frequency. Laser current changes the charge carrier density in the laser,
which changes laser frequency. In addition, the total power deposited via resistive heating changes
with current in the obvious way. When the thermal wavelength is large compared to the size of
the laser chip, the temperature changes (and thus the frequency shifts) will be attenuated. At low
frequencies, The [Hz/mA] transfer function is dominated by the charge carrier density path. At high
frequencies, the temperature path dominates. The 180◦phase change is consistent with these paths
having opposite sign.
We show a measurement of the full open loop transfer function of the PDH loop in fig. 4.14,
as well as the sum of measurements of its components. In figure fig. 4.15 we show a phase budget
for the loop to reveal how much each component is limiting its unity gain frequency. We show the
transfer function of the driver and laser in fig. 4.16. For transfer functions of other components, see
appendix E.
The PDH loops should be improved by lowering their input referred noise, and increasing the
loop bandwidth (to increase their linearity). The dominant source of noise at the error point is the
5Redfern Integrated Optics
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Figure 4.13: Shown here is a simplified schematic of the PDH loops used to lock the lasers to the
cavities. The transfer function of the ACTUATOR block is shown in fig. 4.16. The open loop
transfer function is shown in fig. 4.14. Future versions of this servo will use a fast phase correction
path via an additional Pockels cell to extend the bandwidth.
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Figure 4.14: Shown here is the measured open loop transfer function taken during the measurements
which produced the noise curve shown in fig. 4.1. The phase budget (which determines how high we
can push our loop bandwidth while maintaining loop stability) is shown in fig. 4.15.
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Figure 4.15: Here we show the phase budget of the PDH loop, broken into components. The largest
offenders of missing phase are the servo box, the PDH low pass filter, and the laser actuator itself.
None of these components are fundamentally limiting, and can all be upgraded to decrease their
phase delay.
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frequency of light at the output of the laser. We locked one laser to the other with a 10 kHz UGF
PLL, and measured at the error point of the PLL, taking care to ensure proper 50 ohm impedance
matching and calibration.
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input noise of the LB1005 driver (40 nV/sqrtHz). Replacing this with something that has a 10
nV/
√
Hz input noise should be considered high priority. The PDH noise can be further improved
by shifting more gain from the current driver to the feedback servo and improving the locking,
as we used significantly more range to acquire lock than we did to maintain lock. A sensible set
of improvements to make would be to upgrade the laser temperature controller from a Thorlabs6
ITC510 to allow for slower scanning through laser resonance, and use the lower range requirements
to move gain from the current driver to the PDH control servo.
Further suppressing the PDH residual should also be considered high priority to combat possible
nonlinear couplings mentioned above. To increase the bandwidth of the PDH loops, we need a faster
actuator. We can use a Pockels cell as a fast phase modulator, and use that in conjunction with
laser current for high bandwidth PDH actuation [60].
The PLL (Phase-locked loop) we used to readout the beat between the cavities is shown in
fig. 3.10. The limiting noise source is normally the input referred noise of the voltage controlled
oscillator we lock to the beat frequency. We used an ifr 2032 as our VCO. The PLL noise floor was
set by the VCO. The beat was not limited by the noise of the PLL, though the electronics noise (see
fig. 4.12) was limited by this around 3 kHz. This level was set by the low frequency cavity length
drift, which limited the ifr function generator input range, which in turn sets the noise floor of the
VCO. In order to detect coating thermal noise, we need a PLL with 5 kHz of range above 10 Hz, and
the ability to follow the DC drift of the cavities below this. This can be accomplished by embedding
a low noise low bandwidth high range PLL inside a low noise, high bandwidth PLL using a custom
VCO (such as this one [61] used in advanced LIGO). Alternately, we could change the beat readout
method from a PLL an electrical delay based frequency discriminator as described in [32].
It is also in general desirable to increase the bandwidth of the PLL, as that decreases the resid-
ual phase fluctuations at the PLL’s error point, which in turn makes the readout more linear. The
optimal unity gain for this generation of the experiment was 10 kHz; increasing the UGF past this
increased the residual phase fluctuations at the error point since the PDH residuals are dominated
by frequency noise around 100 kHz. Minimizing the PLL residual can be accomplished by simul-
taneously upgrading the PLL UGF to very high frequency ( 1 MHz), and further improving the
PDH loops as discussed above, as they were the dominant contribution to phase noise in the beat
above 10 kHz. One often considered nonlinearity in a PLL readout is the coupling of AM to phase
noise. This is not a significant noise source for us until ≈ 2 kHz, where the coupling in [Hz/RIN],
rising as f1, overtakes photothermal absorption (section 4.9). The potential gains of decreasing the
phase residual should be examined in more depth before a serious effort to upgrade the bandwidth
is pursued.
6Thorlabs
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Figure 4.17: Shown here is the calibration for the control point of the PLL (the signal sent to the
VCO). In band of the PLL, this is the lowest noise readout for the beat frequency we have. At
some point above the UGF, the error point becomes the most sensitive sensor, which is calibrated
in radians rather than Hz.
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4.7 Quantum Fluctuations
The quantum noise of the experiment is shown in fig. 4.18. The software package Optickle7 was
used to simulate the optical cavity layout of the experiment. Quantum vacuum fluctuations were
injected into the open optical ports of the experiment, and allowed to interact with the cavities and
loops.
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Figure 4.18: Quantum vacuum fluctuations coupling into experimental frequency noise. Shot noise
limiting the PDH photodetection is shown as REFL I. The strong peak in the PDH contributions is
due to optomechanical coupling of the cavity body mode. The beat is a phase sensitive measurement,
and thus the quantum vacuum noise is not significant until higher frequencies.
4.8 RFAM
Experimental techniques using a phase modulator to add phase sidebands to an optical field can be
limited by residual amplitude fluctuations of the optical field being phase modulated. This problem
was encountered in FM spectroscopy [62, 63, 64], and a solution was proposed by Wong and Hall [65].
This solution is now used to stabilize the RFAM encountered in ultra-stable cavities [7, 28]. We do
not stabilize the RFAM in this experiment, and describe the coupling of RF amplitude modulation
(RFAM) for this work in more detail below.
RFAM at the frequency used to generate the PDH sidebands is indistinguishable from actual
error point fluctuations (due to changes in laser frequency or cavity length). This can be caused
7https://github.com/Optickle/Optickle
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by scatter-sourced parasitic etalon effects, vibration of anything in the optical path, amplitude
fluctuations of the laser field at the phase modulation frequency, and temperature driven drift in
the phase modulator’s birefringence. We discuss the latter source below, as we believe it to be the
dominant effect.
The EOM used to generate the PDH phase sidebands also generates some amount of amplitude
modulation:
E0e
i(2piνoptt) → E0[1 + ΓAM cos(2pifmodt+ δ)]ei(2piνoptt)+ΓPM cos(2pifmodt)) , (4.12)
where E0 is the magnitude of the electric field, νopt is the optical frequency, fmod is the modulation
frequency, ΓAM is the depth of amplitude modulation, and ΓPM is the depth of phase modulation.
For an ideal phase modulation process, ΓPM/ΓAM → ∞. The primary cause of AM in this work
was a mismatch between the EOM crystal axis orientation and the polarization axis of the electric
field. We can tune the axes via waveplates such that ΓAM = 0, but the EOM crystal axis orientation
is a function of temperature, and it thus drifts out of alignment.
The RFAM gets demodulated along with the PDH signal, and the portion which is in phase with
the PDH demodulation signal shows up as an optical offset to the PDH error point. The optical
offset determines the coupling from intensity noise to frequency noise at the PDH error point (which
ideally is an amplitude insensitive measurement). Correcting this offset electronically (say, by adding
in a low noise offset at the PDH servo) can null the cavity offset, and thus the transfer function from
frequency noise into intensity noise, but it cannot undo the addition of noise which occurs during
photodetection. Additionally, changes to the RFAM level or the asrelative phase between the RFAM
and the PDH demodulation frequency both look like frequency noise and are corrected for as such
by the loop.
For this work, we used a broadband LiNbO3 EOM supplied by Thorlabs, to which we attached
a resonant circuit for the purpose of achieving greater modulation depth. We achieved a stable
modulation depth of ΓPM = 0.45. Due to the above mentioned temperature drifts, ΓAM would drift
up to a value of ΓAM ≈ 0.02 over the course of 10 minutes after minimizing the RFAM (which is
proportional to Γ2AM ), which corresponds to an error point offset of up to 10 Hz (depending on the
relative phase of the RFAM and the demodulation signal).
Shown in fig. 4.19 is a pessimistic estimate of the frequency noise due to drifting RFAM (measured
using a lock-in amplifier) which assumes that the RFAM signal is perfectly in phase with the PDH
demodulation frequency. This could be easily improved by stabilizing the temperature of the EOMs
(either via active or passive techniques). This is larger than the coating thermal noise starting below
3 Hz, where this experiment is not sensitive.
As shown in fig. 4.7, the transfer function of intensity noise to frequency noise for the typical PDH
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offset is comparable to the level of the photothermal transfer function from 10 Hz to 10 kHz. For the
purpose of measuring the photothermal transfer function, stabilizing the RFAM would enable more
accurate measurements over a larger frequency range, which allows us to measure the absorption loss
in the cavity more accurately (see fig. 4.25). If the RFAM was static, this would not be important,
and we could just fit for the PDH coupling to get to the optical loss. Drift in the RFAM over the
course of a (long) measurement adds hard to characterize systematic errors to the photothermal
transfer function measurement. Before trying advanced RFAM stabilization techniques, we should
attempt passive thermal isolation of the EOM crystal housing.
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Figure 4.19: A pessimistic estimate of the frequency noise at the beat due to drifting RFAM. Here
we assume that the RFAM is perfectly in phase with the PDH demodulation.
4.9 Photothermal Response
Optical absorption in the mirror coatings provides another path for intensity fluctuations to coupling
into cavity length. The effect of photothermal absorption on the phase profile of a gaussian beam
sampling the surface of a mirror has been studied theoretically by Braginsky et al [66] and [67] et
al. These equations have been experimentally verified [68, 69, 70]. Farsi et al generated a numerical
model of the effect at room and cryogenic temperatures [69], and performed experiments measuring
the photothermal effect for SiO2:Ta2O5 on a Si substrate using 1064 nm light. Chalermsongsak
et al [70] used this model (correcting for CTE of the coating) to suppress photothermal noise in
GaAs/Al0.92Ga0.08As Bragg mirrors via coherent cancellation. The details of the calculation in the
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Farsi paper are identical to those used to calculate the coating thermo-optic noise by Evans et al
[48] if you substitute absorption of laser intensity for statistical fluctuations in temperature
There are a number of sources for intracavity power fluctuations. In principle, the only one which
cannot be directly suppressed via engineering is that of shot noise. Increasing the power allows us to
gain SNR as
√
N in the phase detection parts of the experiment as the signal we are trying to detect
grows faster than the shot noise. The transfer function in [Hz/Wintracavity] is fixed, so increasing
the power increases actual length fluctuations in the cavity. The bound on power set by shot noise
is well above any power level we considered for the experiment.
We used the numerical modeling done presented by Farsi et al [69], with the modifications
for coating expansion in [70] to model our system. We used the temperature dependent material
property values for silicon shown in chapter 2, and room temperature coatings properties from
[48]. Shown in fig. 4.20 is the modeled photo thermal transfer function, parametrized as a function
of temperature. The portion of the model which is most strongly temperature dependent is the
thermal expansion of the silicon substrate, shown separately in fig. 4.21. The individual traces and
their coherent sums are shown together in fig. 4.22.
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Figure 4.20: Modeled temperature dependence of the photo thermal transfer function.
We made a direct measurement of the photo thermal response in one of the cavities. As shown
in fig. 4.23, we used an AOM to drive a swept sine in power, and measured the transfer function
of transmitted power to beat frequency. The transfer function is the coherent sum of all effects
which couple intensity and beat frequency noise as read out by the PLL. These are as follows:
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Figure 4.21: Temperature dependence of the portion of the photo thermal transfer function which
is due to the substrate expansion. As expected, this goes to zero as we approach the zero crossing
in α.
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Figure 4.22: The individual effects which are coherently treated in the model are shown here. At
300K, the substrate expansion dominates, but as we approach 123K, the substrate expansion goes
to zero, and the coating expansion dominates.
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Optical PDH offset, PDH cavity offset, PLL RIN sensitivity, and photo thermal absorption driven
length changes. The optical PDH offset occurs due to RFAM at the PDH error point (discussed in
section 4.8); driving the intensity of light puts an amplitude modulation envelope on the RFAM,
which is indistinguishable from cavity length fluctuation. This couples into the transfer function
with a slope of f0. The net PDH cavity offset gives rise to Hz → RIN coupling based the slope of
cavity transmission (zero for perfect resonance). Amplitude noise at the PLL phase detection gives
a RIN− > Hz coupling based on the PLL offset (zero for a perfect PLL). This couples into the
transfer function with a slope of f1. Amplitude changes inside the cavity coupled with absorption
in the mirrors yield the above mentioned photo thermal coupling of RIN− > Hz. The shape is as
shown in fig. 4.20.
Shown in fig. 4.24 are the results of fitting the photo thermal model described above with only
absorption in ppm as a free parameter, and the optical PDH offset. The cavity offset frequency to
RIN coupling is insignificant compared to the measured level, and the PLL RIN sensitivity, with
its slope of f1, is not large until higher frequencies. Deviations seen in phase by 1 Hz are likely
the effect of the cavity spacer. The measurement could be improved by stabilizing the RFAM, as
drifting RFAM over the time scale of the measurement changes the amplitude of the optical offset
coupling.
We attempted to measure the photothermal transfer function at 123 K, but were unable to see
anything except the PDH offset. To make a lower noise measurement, we let all the LN2 boil off,
slowly warmed the cryostat up, and used the heaters to pause at various temperatures. We were
unable to see anything but the PDH offset at 114K as well. Due to a partial vacuum failure, there
were no measurements possible between 123 K and 233 K. The absorption loss in ppm vs temperature
is plotted in fig. 4.25.
Though Farsi et al [69] have already modeled and made the first measurements of the photother-
mal transfer function at cryogenic temperatures for SiO2:Ta2O5 coatings on a Silicon substrate, that
measurement was performed with 1064 nm light. The gravitational wave community is interested
in using 1550 nm light with silicon optics in future generations of gravitational wave interferom-
eters [8]. There is still considerable scientific merit in quantifying the absorption of SiO2:Ta2O5
and crystalline coatings (as done by Chalermsongsak [70]) at 1550 nm using measurements of the
photothermal absorption.
A high resolution measurement of optical loss versus temperature based on a temperature de-
pendent photothermal absorption model made using a high finesse cavity would yield insight into
where any change in absorption loss happens (for example, due to the mirrors acting as a cryopump
and gathering contaminants on the mirror surface, increasing the scatter and absorption). By simul-
taneously making a high precision measurement of the cavity pole, one can separate the optical loss
due to scatter and optical loss due to absorption. Measurements of the cavity pole we made using
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the technique shown in fig. 2.8 at various temperatures from 123 K to 300 K showed no significant
temperatures dependance.
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Figure 4.23: Shown is the setup used to measure the cavity’s photothermal response. We used an
AOM to drive the intensity with 30% modulation depth, and made a swept sine measurement of
the beat frequency, as detected by the PLL control signal, and the transmitted intensity.
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Figure 4.24: Photothermal transfer function with data, and two free parameter fit. Systematic errors
in the fit dominate, as can be clearly seen in the residuals. Error bars were pessimistically estimated
based on systematic errors in the fit.
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Figure 4.25: Measured absorption loss in ppm vs temperature.
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Chapter 5
Towards Macroscopic Quantum
Cavity Opto-Mechanics
In addition to setting the level of Brownian thermal noise in the spacer, the quality factor of the
cavity’s mechanical modes determines whether or not we can explore their quantum behavior.
When viewed as a harmonic oscillator, a mechanical mode with frequency fm has a thermal
occupation number of nm = kBT/~2pifm. As T → 0, nm → 0 (as we extract energy from the
system, it approaches its ground state). Once an oscillator is sufficiently close to the ground state,
we can explore quantum behavior in the system.
There has been significant effort and progress made by the optomechanics community to probe
oscillators in their ground state. As it is not feasible to cool an object to absolute zero, the cavity
optomechanics community pursues other means [71, 72] of extracting energy from a particular me-
chanical mode. Some groups have successfully cooled mechanical oscillators into the ground state
[73, 74]. There are optomechanics experiments at many length scales now, shown in fig. 5.1. We
wish to pursue cavity optomechanics at the kg scale with this experiment (see chapter 8 for a list of
experiments we could perform with macroscopic cavities cooled to the ground state).
A high Q silicon Fabry-Perot cavity with an accompanying optical readout would allow us to
explore quantum mechanical behavior of a kg scale system, potentially including the ability to
measure the evolution of the cavity hamiltonian in realtime. The first step in working towards this
goal is to support a high Q body mode in the silicon cavities. In this section we explore:
• Measurement of the body mode ringing down at 300 K and 123 K ;
• Most likely culprit for current limitation on Q factor;
• Recommended solution for increasing the Q, with accompanying simulation .
We used an electrostatic driver (ESD), shown in fig. 5.2, to excite the body modes of the silicon
cavity. The spacing between the capacitive strips of the ESD and the silicon cavity was roughly
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to cool the ions or prepare other quantum states of
interest.5 However, cavity optomechanics differs in
an important and attractive aspect: Whereas conven-
tional laser cooling relies on the fixed internal reso-
nances of materials to enhance light– matter interac-
tions, cavity opto mechanical cooling allows one to
engineer the resonance-enhancing structure. That
structure could be an optical cavity with a series of
narrow resonances or a microwave cavity such as a
superconducting LC circuit. 
A tale of few phonons
Until recently, the pioneering developments in opto -
mechanical coupling went largely unnoticed outside
of the experimental gravitation and quantum optics
communities. Michael Roukes, who realized nearly
two decades ago that high-frequency nanoscale me-
chanical devices could be chilled to the quantum
regime, is a  notable exception. Advances in materials
science and nanofabrication—particularly the rise of
nano- and microelectromechanical systems and opti-
cal microcavities—have since
opened the possibility of cou-
pling quantum optical modes
with mechanical devices in table-
top experiments.6 The original
ideas of optomechanical coupling
were extended in many new di-
rections and realized in widely
varied optomechanical systems
(see figure 3). In the past year,
those efforts have culminated in
the cooling of at least three differ-
ent micro mechanical systems to
within a fraction of a phonon of
their ground state of vibrational
motion. (Here and below, unless
otherwise specified, mechanical
cooling refers to cooling of the
center-of-mass motion.)
In a NIST experiment led by
John Teufel and Ray Simmonds,7
the mechanical resonator was a
circular aluminum membrane,
15 µm across and 100 nm thick,
that underwent drum-like vibra-
tions with a resonance frequency
of 10 MHz (see figure 3e). The
membrane was tightly coupled
to a superconducting microwave
cavity and chilled in a cryostat to
20 mK, at which the phonon
 occupation N was about 40.
 Sideband cooling was then used
to cool the membrane to N ≈ 0.3. 
At Caltech, Oskar Painter
and colleagues were similarly
successful using a 15-µm-long,
600-nm-wide, and 100-nm-thick
silicon beam as the opto -
mechanical system (see fig-
ure 3b).8 Clamped at both ends
to a silicon wafer, the suspended
beam acts  simultaneously as a
mechanical resonator and an
optical cavity. The mechanical mode of interest was
a breathing mode, a periodic widening and nar-
rowing that is most pronounced near the beam’s
midpoint and has a remarkably high quality factor
of 105. (On average, a phonon survives 105 oscilla-
tions before being lost to the environment.) And
periodic perforations patterned into the beam cre-
ate a photonic crystal cavity that confines light to
the same region around the beam’s midpoint. 
The co- localization of light and vibrational mo-
tion in such a small volume facilitates large opto-
mechanical coupling. Thus, after cryogenically
chilling the structure to 20 K, at which N ≈ 100, the
researchers could use sideband cooling to remove
the remaining phonons and cool the beam to
N ≈ 0.8. At that point, the group was able to observe
another genuine quantum feature: Near the ground
state, a mechanical resonator is significantly more
likely to absorb phonons than to emit them, and
that asymmetry reveals itself experimentally as a
preferential sideband scattering of blue-detuned
32 July 2012 Physics Today www.physicstoday.org
Quantum optomechanics
MACRO
MICRO
NANO
100
100
102
10 2−
104
10 4−
106
10 6−
108
10 8−
1010
10−1010−1210−1410−1610−20
b
c
e
f
g
i
h
j
d
a
i
j
600 nm
15 µm
10 µm
130µm
30 µm
20mm20
300 mm
30µm
3µm
100 µm
F
R
E
Q
U
E
N
C
Y
 (
H
z)
MASS (kg)
Figure 3. Cavity optomechanical devices range from nanometer-sized structures of as
 little as 107 atoms and 10−20 kg to micromechanical structures of 1014 atoms and 10−11 kg to
macroscopic, centimeter-sized mirrors comprising more than 1020 atoms and weighing sev-
eral kilograms. They include (a) gases of ultracold atoms, (d) micro spheres, and (g) micro -
scale membranes, all of which have mechanical resonances that can couple with the light
inside an optical cavity; (b, c) flexible, nanoscale waveguides that have both optical and
 mechanical resonances; (e) superconducting membranes that exhibit drum-like vibrations
and can be integrated into microwave cavities; (f) microtoroidal waveguides having both
optical and mechanical resonances; and mechanically compliant mirrors, which can range
from the microscopic (h) to the macroscopic (i, j) and which introduce mechanical degrees
of freedom to an optical cavity when incorporated as an end mirror. (Figure prepared by
Jonas Schmöle. Images courtesy of (a) Ferdinand Brennecke, ETH Zürich; (d) the Vienna
Center for Quantum Science and Technology; (i) Christopher Wipf; and (j) LIGO Laboratory.
Other images adapted from (b) ref. 8, J. Chan et al.; (c) M. Li et al., Nature 456, 80, 2008; 
(e) ref. 7; (f ) ref. 10, E. Verhagen et al.; (g) J. D. Thompson et al., Nature 452, 72, 2008; and 
(h) G. D. Cole et al., Nat. Commun. 2, 231, 2011.)
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Figure 5.1: The lay of the land in the field of cavity optomechanics, plotted by frequency and mass.
Figure reproduced from [75].
equidistant, as discussed in ([76]). We used a 100 V audio amplifier to drive the ESD and ring up
one of the cavities. We fed the differential cavity length signal (the output of the beat frequency
discriminator) into a lock in amplifier, and demodulated at the ESD drive frequency to measure the
body mode in real time. In order locate the body mode, we added large audio sidebands at ±10Hz
of the frequency used to drive the ESD, slowly scanning modulation frequency, and watched the
beat spectrum on an SR785 spectrum analyzer. A blind search was not overly time consuming; it
took ≈ 4 hours to scan over 2 kHz. The measurement set up is shown in fig. 5.3. We easured the
body mode Q by fitting the a simple time constant to the ring down after shutting off the drive
signal. We fit to the peaks of the absolute value of the ring-down voltage, as shown in fig. 5.4. The
results are shown in table 5.1
f [Hz] Q
300 K 34756 2× 104
123 K 34909 7× 103
Table 5.1: Silicon drum mode quality factor. The shift in frequency is due to changing elastic
properties of silicon at cryogenic tempera ures. COMSOL simulations indicate this is the drum
mode (± 500 Hz). This peak was the largest we found while scanning the drive frequency, which
is unsurprising as the TEM00 mode used to sample the mirror surface is very sensitive to these
oscillations.
The measured Q (seen in fig. 5.4) of 7×103 was four orders of magnitude lo er than values
obtained in bulk measurements shown in fig. 2.2. We began our investigation with the most likely
culprits: the PEEK plastic supports on which the cavity rests.
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Figure 5.2: Close up view of ESD used to excite the mechanical modes of the cavity and their
attachment to the radiation shield caps. The bore hole in the caps shown on the left is collinear
with the optic axis. Separation between the ESD and the cavity was roughly the 1cm (the same
distance between the ESD’s capacitive plates).
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Figure 5.3: Diagram of ring-down measurement setup.
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Figure 5.4: Shown here are ring-down measurements done to determine the Q of the cavity’s drum
(stretching) mode. Q(300K) = 2×104. Q(123K) = 7×103. In the absence of some additional loss
mechanism, we expect this to be as high as 3×108 (see fig. 2.2). We believe that loss through the
support points (shown in fig. 3.2) is the reason the Q is so low at both temperatures.
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Figure 5.5: Shown here are transfer function measurements of the ESD drive and intracavity power
into cavity length as measured at the beat, respectively. As a length actuator, the ESD had 600x
the range of intracavity power with a maximum drive amplitude of ≈ 12 pm. This scales with the
Q of the body mode.
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We used a finite element model (COMSOL) to determine the eigenmodes of the cavity supports.
First we simulated the eigenmodes of the PEEK supports (shown in fig. 5.6). The proximity of
one of the support eigenmodes to the measured body mode frequency table 5.1 is concerning. The
mechanical loss of PEEK is shown in fig. 5.7, and is slightly worse at 123 K than at 300 K for
dry PEEK (which is what our supports consist of). PEEK’s Q of ≈ 100 corresponds to a width of
≈ 360Hz at the mode shown in fig. 5.6. The ≈ 1.4× decrease in PEEK’s Q at 123 K is consistent
with us measuring a lower body mode Q at 123 K. Additionally, the body mode frequency at 123
K is closer to this eigenmode of the PEEK support, which is also consistent with measuring a lower
body mode Q at 123 K.
Figure 5.6: COMSOL simulation showing one of the eigenmodes for the PEEK support used to
hold the cavities. The proximity between the mechanical response of the support and the measured
eigenfrequency of the cavity is unintentional, and can help facilitate extraction of energy from the
cavity. We consider this evidence that we need to redesign the supports.
While there is not enough evidence to conclude that the resonant mode of PEEK is enhancing
the extraction of energy at the cavity body modes without additional simulation, the proximity of
the body mode and support mode should be considered bad design for the purposes of supporting
a high Q drum mode. We believe that further simulation of this generation of support would be
a waste of time, and simulation of an upgraded suspension (shown in fig. 5.8) should be pursued
instead.
It is helpful at this point to remember that we are interested in the vibrations of the cavity
at a particular frequency due to thermodynamical fluctuations, which is precisely what the Levin
formulation of the FTD [49] calculates. We go over the recipe here, and let this motivate our
preliminary heuristic support redesign.
1. Determine the variable we are interested in the fluctuations of (the position of the cavity
mirror, with gaussian weighting determined by the beam incident on the mirror).
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Figure 5.7: PEEK loss versus temperature. PEEK used in this experiment was dry, which has 1.4×
higher loss at 123 K than it has at 300 K. Figure reproduced from chapter 2 of Polymers at Cryogenic
Temperatures [77].
(a)
(b)
Figure 5.8: Proposed upgrade to cavity supports. The dimensions (width, thickness, height) shown
were varied for the eigenfrequency analysis in fig. 5.9 and fig. 5.10. New supports to be made out of
Al 6061.
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2. Drive the variable conjugate to the one we wish to measure (a gaussian pressure profile).
3. Determine the resultant motion of the mechanical system (defining what the system includes
is the tricky part. Including every object mechanically connected to the experiment would
include the entire planet and is computationally ridiculous to consider; including only the
cavity ignores the fact that energy leaks out through the support points, and gives us the
wrong answer).
4. Calculate the total energy lost per cycle (for a COMSOL FEA model, this is done by taking
volumetric averages of strain energy density in each part simulated, and multiplying by the
loss in each material).
5. Plug this energy lost per cycle into the Fluctuation-Dissipation Theorem.
Examining the third item in the above recipe, we see that we want to minimize the energy per
cycle lost in the supports (and in mechanical connections further separated from the cavity). We
can do this in a few ways:
• Choose a support point with a smaller coupling from mirror motion to support point at fm
(either by moving the support points closer to the center of the drum mode, or by choosing a
higher order mechanical mode which still couples into cavity length and supporting at minima
of that transfer function. We pursue the former).
• Alter the support structure to minimize the transfer function through the support, isolating
the cavity motion from however we choose to attach the support to the cryostat. We pursue
this below. As commonly expressed in the optomechanics community, we wish to maximize
the phononic bandgap around fm in order to localize the cavity’s mechanical mode
1.
• Use a material with high Q for the support. It is easy to win big here as PEEK is a terrible
material for supporting a high Q body mode. We recommend something like Al 6061 or BeCu.
If we decrease the separation of the support points from 3 inches to 0.5 inches (the closest we
can make them using the current support structure), we decrease the magnitude of average mirror
motion into support strain by a factor of 6 at fm. By replacing the lossy PEEK supports with a
metal or alloy that has a high Q at 123 K (such as Al or BeCu), we can further decrease the support
dependent limitation on body mode Q by the ratio of Q factors. Assuming a cryogenic support
material Q of 1 × 107, we can suppress the loss in the supports by five more orders of magnitude.
1The optomechanics community tends to use phononic bandgap (as described in [78] as their figure of merit when
analyzing mechanical modes and the limitations to their mechanical quality factor due to loss of energy to the support
structure. The gravitational wave community tends to approach the problem from the standpoint of transfer functions
and mechanical losses as they use the Levin recipe for calculating frequency dependent loss and thermodynamical
noise. These are both useful approaches to analyze mechanical systems, though the language of transfer functions
makes design of a mode isolating support very intuitive.
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This combined improvement of 6× 105 means that loss in the supports themselves would not limit
the body mode Q until it reached ≈ 4× 109.
If we just made the changes outlined above, we would not achieve a body mode Q limited by
mechanical loss in the silicon itself; the Q would be limited by loss in the structure which houses
the support, the screws which hold them together, and friction in the joint they make. We want to
minimize the coupling of vibration at the top of the support (where it touches the cavity) to the
parts of the support which touch anything else.
The support shown in fig. 5.8 was designed with exactly this in mind. The inverted pendulum
response of the new support is a function of the position, width, and depth of the cuts shown.
Heuristically, a structure which has an inverted pendulum mode well below the cavity body mode
frequency, and does not have any mechanical modes its vicinity should achieve good isolation. That
is to say, the support will not transfer energy into the outlying structure, and loss in the outlying
support structure will not limit the Q of the cavity body mode.
We used COMSOL to and an eigenfrequency analysis of the new support, under load, for different
geometries. The mode shapes are shown in fig. 5.9, with Mode 1 being the pendulum mode of interest.
The results of our COMSOL eigenfrequency simulations are shown in fig. 5.10. For all geometries
simulated, the first mode remained relatively stationary, and the frequency band around the body
mode (35 kHz) remained relatively clear.
Another question we posed is ”how skinny is too skinny for the cavity support width parameter?”
To address this, we estimated the maximum force the support will experience to be 2g, and performed
an analysis of the von Mises stress [79] which was concentrated in the skinniest part of the support
fig. 5.11. For the flimsiest geometry considered (e.g., the tallest and skinniest) the von Mises stress
was more than a factor of a few less than the yield strain.
The above should be considered a preliminary study. Before choosing a final geometry for
fabrication, future work needs to include a full COMSOL simulation of the body mode Q based on
the Levin method as outlined above, where we optimize over the parameters shown in fig. 5.8. Due
to the breadth of geometric length scales, this might require significant computational power. For
material, we recommend using Al 5056 for its high Q factor of 4× 107 below 20 K [80], though any
easily machinable metal with a high yield strain and high Q would be fine. If possible, we want to
use a material with a lower thermal conductivity in order to not lower the time constant between
the radiation shield and cavity too much (though this is not crucial, as we can solve the thermal
engineering problems other ways).
A figure of merit central to the field is the fQ product. This in part motivates the push towards
high Q oscillators [81]. The number of cycles it takes for an oscillator in the ground state to thermally
decohere (e.g. the system’s occupation number increases by roughly one due to noise entering from
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Figure 5.9: Eigenmodes of proposed support geometry under load.
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Figure 5.10: Change in eigenfrequency of the first 10 support eigenmodes as a function of geometry.
For all geometric parameters simulated, the frequency of the inverted pendulum mode (#1 in fig. 5.9)
is low. This is indicative of good mechanical isolation at the cavity body mode frequency. In
addition, the eigenmodes of the supports remained distant in frequency from the cavity’s drum
mode, indicating that the isolation of the inverted pendulum is not spoiled by a mechanical short.
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Figure 5.11: COMSOL von Mises yield simulations for proposed cavity support.
the thermal bath) is roughly:
Ncycles =
Q
nm
=
~2pifmQ
kBT
∝ fQ , (5.1)
where nm is the thermal occupation number, kB is Boltzmann’s constant, and fm is the frequency
of the mechanical mode. Equivalently, we can express this as the minimum fQ required to guarantee
one cycle of oscillation in the quantum ground state before thermal decoherence, which we plot in
fig. 5.12. Every fQ shown in fig. 5.13 can satisfy this criterion easily at T < 2K, which is trivially
attained using LHe. Additionally, the requirement Q > 2.4nm enables ground state cooling [82]
(this is required in order to reach a ground state occupancy probability P > 50%).
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Figure 5.12: Minimum fQ product required such that the oscillator can exist in the ground state
for at least one cycle as a function of temperature. This sets useful bounds for the fQ we need to
attain at 123 K and 300 K. fQmin(123K) = 2.5× 1012, and fQmin(18K) = 3.7× 1011.
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In fig. 5.13, we plot the f×Q that have been achieved by the optomechanics community alongside
that achieved in this work. For reference, we add the maximum f×Q we could hope to achieve with
the drum mode with the current cavities. In order to achieve quantum coherence for one cycle
with the current cavities, we would need to achieve a body mode Q of 7.2 × 107. We could also
follow in the footsteps of bulk acoustic wave resonators (BAW) [83], and explore which higher order
mechanical modes have high Q in order to increase the fQ product. This could provide up to a
factor of ≈ 10 improvement, though there is the added complication of coupling strength; there is
no guarantee that a particular high Q mechanical mode couples into the (Gaussian beam averaged)
distance between the cavity mirrors.
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Painter: f×q = 3.7e14
Schwab: f×q = 6.3e12
Helium Superfluid f×q = 1.8e11
UCSB: f×q=1.8e12
Kavli Nanotubes: f×q = 1.4e15
Spain Nanotubes: f×q = 2.6e14
BAW quartz: f×q = 2.1e18
Boulder: f×q = 3.5e12
Silicon (1978): f×q = 2.4e13
Max Plank: f×q = 7.0e11
Nanocrystalline Diamond: f×q = 1.8e11
Microdisk: f×q = 3.3e12
This work: f×q = 2.4e8
Max possible with this geometry: f×q = 1e13
Figure 5.13: f ×Q plot comparing the various optomechanics experiments which I previously gen-
erated, with the low f× Q of the cryogenic silicon cavities shown. The maximum possible f×Q we
might hope to obtain with this geometry is indicated by the arrow. Legend entries references in
chapter 5.
The future generation of this experiment will use shorter cavities, which increases the body
mode frequency, and in turn makes achieving high fQ easier. A cavity of reasonable size is shown
in fig. 5.14, and yields a drum mode frequency of 145 kHz. This could yield an fQ of 4× 1013 in a
2 K cryostat, which corresponds to 1 × 103 cycles before thermal noise excites it out of the ground
state.
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Painter[73]
Schwab[84]
Helium Superfluid[81]
UCSB[85]
Kavli Nanotubes[86]
Spain Nanotubes[87]
BAW quartz[88]
Boulder[89]
Silicon (1978)[90]
Nanocrystalline Diamond[91]
Microdisk[92]
Table 5.2: References for legend labels in fig. 5.13.
Figure 5.14: A COMSOL simulation showing a reasonably sized short silicon cavity with an eigen-
frequency of 145 kHz. Such a cavity will be used in the future to facilitate direct measurement of
the coating Brownian noise. Image courtesy of Rana X. Adhikari.
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Chapter 6
Frequency Domain Subtraction
In the optical readout for the experiment, we read out the differential cavity length as:
Y = S +
∑
ni , (6.1)
where Y is the differential frequency noise as measured by the readout, S is the actual differential
cavity length signal, and ni are the various noise sources which couple into the readout. If we detect
the ni separately from Y using auxiliary channels, we can subtract the noise from the experimental
readout and lower the measurement noise floor. When we work in an orthogonal basis 〈S|ni〉 =
〈ni|nj〉 = 0. In general, the assumption that 〈ni|nj〉 = 0 is not true; at frequency bands like 60
Hz1 and its harmonics this is often untrue, and the correlation between channels is very high. The
assumption 〈S|ni〉 = 0 is generally justified, as S is some difficult to measure signal, and accidentally
measuring it with some auxiliary channel is unlikely. We encounter the problem of cross correlation
between channels when we attempt to subtract more than one auxiliary channels from our main
(cavity length) signal. A mathematically correct (and very computationally expensive) way to solve
this is to use the Gram-Schmidt process as done in [93]. To first order, we can just subtract each ni
from Y , and then check the correlations 〈ni|nj〉 explicitly to check for over subtraction and correct
for it if necessary.
6.1 Wiener Filtering
The technique to optimally subtract auxiliary channels (often referred to as witness channels) from
the signal we are trying to measure is called Wiener filtering, introduced by Norbert Wiener in 1949
[94]. Examples of this technique being implemented include subtracting seismic noise at the Caltech
40m prototype [95] and at the LIGO detectors [96, 97], subtracting auxiliary channel data at the
40m [98] and the LIGO sites [93], and to compare collocated LIGO H1 and H2 detectors to set a
160 Hz for the USA and parts of Asia, 50 Hz in other parts of the world.
82
bound on the stochastic gravitational wave background [99]. See [98] and chapter 5 of [36] for a brief
review of the math behind the technique.
The aforementioned implementations of Wiener filtering were focused on the time domain, as
the gravitational wave community relies on having access to the interferometer strain time series
for their data analysis techniques. In the case of this experiment, we are interested in the spectral
density of noise, and do not care about having access to the time series of the signal after filtering
out the witness channels. For this reason, we may forego calculating the Wiener filters, which can be
computationally expensive, and subtract the signals directly from measurements of their coherence.
6.2 Coherent Subtraction
In general, the channels we measure in lab are:
Xi =
∑
Gijnj . (6.2)
We make effort to ensure that the sensors we build sense one signal with high signal to noise,
and thus it is reasonable to approximate the auxiliary channels as detecting a single noise:
Xi = Hini +mi , (6.3)
whereHi is the transfer function of noise into our channel, mi is its sensing noise, and SHini(f)/Smi(f)
1. For a single channel with a high SNR, X1, the noise output spectrum (call this SN (f), which is
defined in Bendat and Piersol [56] to be the portion of SY not due to X1) is:
SN (f) =
[
1− γ2X1,Y (f)
]
SY (f) , (6.4)
where γ2X1,Y (f) is the ordinary coherence function between X1 and Y . This quantity, how much
noise in the measured lab signal Y is not due to X1 is exactly what Wiener filtering tries to determine.
In our case, S is the beat frequency (the output of the PLL frequency discriminator), and the Xi
measured were the transmitted intensity noise, PDH error signals, and PDH control signals for both
cavities. We measured γ2XiY (f) (fig. 6.1), the coherence of the auxiliary channels with the beat, as
well as γ2XiXj (f) (fig. 6.2), the coherence between the auxiliary channels.
Based on the measured coherences, we have two signals (the PDH error signals) that are detected
with high SNR and no cross correlation, which couple into our beat. This case is treated in section
7.2.1 of Bendat and Piersol [56], and the noise output spectrum is given by:
SN (f) =
[
1− γ2X1Y (f)− γ2X2Y (f)
]
SY (f) , (6.5)
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Figure 6.1: Coherence measurements taken at 300 K of the beat with all auxiliary channels. The
coherence between the PDH error signals and the beat above 1 kHz indicates the beat is limited by
unsuppressed laser frequency noise. This is only true if the PDH loops are gain limited here.
where X1 and X2 are the two PDH error signals. The noise output spectrum, as well as the
calibrated PDH error signals and their quadrature sum plotted vs the measured beat signal can be
seen in fig. 6.3. The coherence measurements were done using an SR785 spectrum analyzer, which
calculates coherence as:
γ2XY = |〈SXY (f)〉rms|2/(SX(f)SY (f)) , (6.6)
where |〈SXY (f)〉rms|2 is the squared absolute value of the rms averaged cross spectral density
between X and Y , and SX and SY are power spectral densities. This estimator of coherence has
a fractional downward bias of 1/(1 + SNR), where SNR is the signal to noise ratio with which we
detect the PDH residual, in our case. As the PDH residual switches from noise limited to gain
limited (e.g., the Fourier frequency at which the input referred noise is equal to the residual error
signal), we have a downward bias of 50%, causing us to underestimate the coherence. In this regime,
eq. (6.5) is the incorrect formula to use even if we had an unbiased estimate of the coherence, as
the assumption that we have no input noise is no longer true. The noise output spectrum should
not be interpreted as the amount of noise in the beat which is not due to the PDH signals at this
frequency, though as we approach higher SNR it is fine.
In the gain limited regime of a servo loop, we can use the error signal as a witness sensor to
subtract the residual noise out of some other sensor channel. Once you have pushed a loop as far as
it can go due to time delay limitations in the feedback, you can extend the reach of your experiment
by using the noise output spectrum.
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Figure 6.2: Coherence measurements taken between the auxiliary channels. The low coherence
between the East and West PDH error signals (orange and grey traces) indicates we can use eq. (6.5)
to subtract them from the beat signal. The high coherence between the PDH error and control signal
is what we would expect where the servo is gain limited (a zoomed in view of this is shown on the
bottom). The high coherence seen at 60 Hz and its harmonics are due to ground loops. The slight
increase in coherence in the West transmitted intensity with the West PDH error signal was due to
a slight net PDH offset and can be ignored.
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Figure 6.3: Residual PDH error signals and their quadrature sum plotted against the measured beat
noise. The ≈ 30% difference seen around 10 kHz is unknown, and not reflected in the coherence
measurements. Shown in pink is the noise output spectrum, of the portion of the beat which is not
due to the PDH error signals. The subtraction residual is likely limited by the AM sensitivity of the
DFD (based on the morphology seen in noise budget fig. 4.1), and would be further suppressed by
either mitigating the source of the anomalous RIN or closing an intensity stabilization servo on it.
The discontinuities in the pink spectrum are due to noise in the coherence measurements shown in
fig. 6.1; when subtracting multiple coherences where the noise in our measurement of coherence is
comparable to the noise level we wish to unmask via subtraction, eq. (6.5) can yield negative power,
corresponding to an imaginary amplitude. At these missing frequencies, we do not claim to know the
beat spectrum, though could easily construct upper bounds from our knowledge of the coherences.
It is likely that increasing measurement time would yield a smooth and continuous curve, so long
as the noise levels and transfer functions are stationary on the (increased) measurement time scale.
This problem of negative power only arises when subtracting multiple variables, which is obvious
from eq. (6.4).
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The output noise spectrum can be interpreted as the result of Wiener filtering using the residual
PDH error signals as witness sensors to subtract the residual laser noise from the beat spectrum,
expressed as a power spectral density. This can also be interpreted as how much the beat noise can be
improved by increasing the gain of the PDH servos. As we approach higher Fourier frequencies, the
phase delay in the PDH loops becomes harder to compensate for (higher order zeros and poles, phase
delay due to gain bandwidth limitations in the op-amps, etc), and eventually physically impossible
(time delay). Using the residual PDH error signal (or any error signal) as a witness sensor for
Wiener filtering (either in the time or frequency domain) allows you to extend the sensitivity of an
experiment to higher frequencies than you would otherwise be able to.
For suppressing the PDH residual, we can only eliminate it to the degree which we can sense it;
the electronics noise at the error point limits the usefulness of using the PDH error signal residuals
for frequency domain subtraction. In this version of the experiment, the sensing noise of the PDH
loops is roughly 2 × 10−2Hz/√Hz at frequencies where the PDH loops are gain limited (above 10
kHz). In order to actually detect coating thermal noise with this technique, the noise at the error
point (and the input noise of all electronics in the PDH loops) must be suppressed below the coating
thermal noise limit. This level of noise is 40 to 130 times above the coating thermal noise limit
estimated - we would need to lower the noise in the PDH loops by this amount in order for the
technique to detect the coating thermal noise estimated for the noise budget presented in fig. 4.1.
As mentioned in section 4.1, the coating Brownian noise is likely higher than this estimate by an
unknown amount, and we intend on making short cavities with intentionally high coating Brownian
noise levels, which will make the above mentioned ratio much smaller. We can likely improve the
PDH noise above 10 kHz by up to a factor of 10, which may be enough to use coherent subtraction
in order to detect the coating Brownian noise.
Regardless of whether or not this technique can be used to improve our sensitivity to coating
thermal noise (and thus improve our error bars on φcoat once we eventually detect it with SNR
> 1), we should consider using subtraction as part of our effort to detect the mechanical mode(s)
of the cavity (the relevance of which is discussed in chapter 5). Once we have a high Q body mode,
this could both aid cooling efforts in the case of active cooling (subtracting the PDH residuals from
the beat at the body mode frequency could make a very low noise signal to send back to a cavity
length actuator), and detection of the mode in the case of passive cooling techniques such as resolved
sideband cooling.2
If you can still push the bandwidth of your loop up, it is better to suppress the signal directly
to increase its linearity by the means outlined in section 4.6. In addition, it should be noted that
as you approach high coherence values, the subtraction technique approaches trying to measure a
2Resolved sideband cooling would require a much lower cavity pole and/or a much higher mechanical frequency
— they are close to parity in this experiment.
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small number by trying to subtract two large numbers. This technique is not limited to trying
to extend the PDH loop bandwidth, though in this generation of the experiment that is the only
place we can reap significant benefit in terms of lowering the experimental noise; future generations
with different noise limitations may be able to use this technique using different signals at different
Fourier frequencies.
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Chapter 7
Doubling Noise
Harmonic generation of optical fields in nonlinear optical crystals can be modeled with classical
coupled wave equations [100]. We define the fundamental and second harmonic fields as E1 =
E1 exp(2piiν1t) and E2 = E2 exp(2piiν2t), respectively. In ideal second harmonic generation, ν2 = 2ν1.
While the mean frequency ratio has been measured very precisely (〈ν2/ν1〉 = 7 × 10−19 [101]), we
present an upper bound on the frequency noise, or the spectrum of the time dependent quantity
ν2 − 2ν1.
Several experiments at the forefront of precision metrology and frequency standards use har-
monic generation in their experiments. These include iodine stabilized Nd:YAG lasers [102], optical
frequency combs [103, 34], measurement of optical frequency ratios [101, 104], and precision atomic
spectroscopy [105]. Many of these experiments provide bounds to any excess frequency noise which
might be found in the second harmonic generation process (e.g., from thermodynamic fluctuations in
the crystal temperature). As experiments like these push towards lower noise levels, the fundamental
noise sources in second harmonic generation may become a relevant noise source.
One low noise area which will use harmonic generation in the future is interferometric detection
of gravitational waves. These interferometers require measurements of mirror displacements at the
level of 10−20 m/
√
Hz [106]. In addition, increasingly complex optical readout schemes are required
to reliably control the interferometer. A scheme was developed by Mullavey et al [31], tested at the
Caltech 40m interferometer [107], and has been successfully implemented on the LIGO interferometer
[108] involves to frequency doubling the 1064 nm carrier. This scheme uses both the fundamental
and second harmonic to readout the motion of the mirrors. To determine the feasibility of such
a scheme, we need to bound the frequency noise introduced in the second harmonic generation
process. In our case, we use a 1064 nm carrier (Nd:YAG), and generate the 532 nm doubled light
with PPKTP crystals. In order to meet the stability requirements for this technique, the excess
frequency noise must be less than 70 mHz RMS from 10 mHz to 30 Hz [109]. Further in the future,
optical configurations using more than one wavelength inside the interferometer to beat standard
quantum noise limits of the detection [110] may be used. Fundamental noise limits in harmonic
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generation may be relevant there.
7.1 Experimental Setup
Figure 7.1: Experimental layout - A dual wavelength Mach-Zehnder Interferometer. Some readout
mirrors for harmonic separation are not shown. See text for a more complete description.
Fig. 7.1 shows the experimental setup used to measure the uncorrelated frequency noise between
the fundamental and the second harmonic. The beam from a 2 W non-planar ring laser at 1064 nm is
passed through a spatial filter cavity [111]. The spatially filtered beam then enters the Mach-Zehnder
through a hole in an acoustic enclosure. PPKTP crystals (Raicol Crystals) inside temperature
stabilized ovens are placed in each arm, with lenses added to mode match to the each crystal. Two
additional dichroic mirrors (M3, M4) are placed in one arm for alignment. The beams recombine on
a dichroic 50:50 beamsplitter and low loss HR mirrors (T < 10 ppm at 1064 nm) are used to separate
the fundamental from the second harmonic. Commercial dichroic mirrors (HR532, AR1064) were
used to further separate the 532 nm from the 1064 nm light. For the 532 nm and 1064 nm detection,
Si (Hamamatsu 1223) and InGaAs (GPD 2000) photodiodes were used, respectively. The Mach-
Zehnder arm lengths were adjusted to be mid fringe for both 532 and 1064 nm simultaneously. The
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interferometer is locked to this point by applying feedback from the 1064 nm PD difference signal
to the PZT on M1 (see Fig. 7.1). We drove the PZT with a small signal at 100 Hz to monitor
the calibration (rad/V) at both wavelengths, as any differential frequency noise between the two
wavelengths would cause the 532 nm calibration to drift. The calibration of the Mach-Zehnder was
confirmed by sweeping through multiple fringes. The 1064 nm and 532 nm Mach-Zehnder length
signals were read out with two pair of balanced homodyne detectors. The sum and difference signals
were digitized at 256 Hz and processed further offline.
In the non-depleted pump approximation, with imperfect phase matching, the phase relation of
the two fields in each arm before the recombining beamsplitter is:
θ532 = 2θ1064 − pi/2−∆kL/2 , (7.1)
where θ1064 and θ532 describe the relative phases of the fundamental and the second harmonic,
respectively, L is the length of the doubling crystal, and ∆k is the phase mismatch, the parameter
normally used to describe efficiency of second harmonic generation. In theory, ∆k can be arbitrarily
small (limited in practice only by the ability to stabilize the temperature of the nonlinear crystal).
Using superscripts to differentiate between the two arms, the difference in the second harmonic
phase is thus
θA532 − θB532 = 2
(
θA1064 − θB1064
)− (∆kA −∆kB) /2 . (7.2)
7.2 Results
Figure 7.2: Example time series of the Mach-Zehnder output. The RMS phase noise over the one
hour period was 6 mrad RMS at 532 nm and 3 mrad RMS at 1064 nm.
91
The phase difference (δθ1064(t) ≡ θA1064(t) − θB1064(t)) was suppressed by the servo, which had a
unity gain frequency of ∼ 10 Hz. Typical values of δθ1064(t) and δθ532(t) are shown in Fig. 7.2.
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Figure 7.3: On the left we see the full noise budget of the experiment: θA1064−θB1064 (in red) (which is
the in-loop signal of the Mach-Zehnder), θA532 − θB532 (in green) (which contains excess phase noise),
and the subtraction residual (in black). The total RMS frequency fluctuation in the measurement
band is 3 mHz. On the right we have a comparison of this work with previous bounds. These bounds
show up as frequency noise [112], timing error [34], and phase noise [103].
The frequency noise amplitude spectral density of the Mach Zehnder is shown in Fig. 7.3 with
known noise sources. δν1064 and δν532 are shown in red and green, respectively, where δν ≡ δθ˙/2pi.
Above 10 Hz the phase noise is dominated by a forest of mechanical resonances on the optical table
which show up strongly in both δν1064 and δν532. We used the average transfer function over the
measurement time, H(f) = 〈δν532(f)/δν1064(f)〉, to subtract the noise which is coherent between
the two δνs. This subtracted level is shown as the black trace in Fig. 7.3. The black trace bounds
any noise source which causes frequency noise between the fundamental and the harmonic and is
uncorrelated between the two ovens, such as thermodynamic fluctuations in the crystals, or any
temperature fluctuation not common to both ovens. Some common mode effects such as intensity
dependent phase shifts and temperature fluctuations (and thus phase matching fluctuations) are
suppressed by the experimental setup, so these technical noise sources will not be visible in these
measurements. However, a pessimistic estimate of the temperature noise coupling assuming no
common mode rejection shown in Fig. 7.3 is below the measured excess frequency noise. In addition,
the intensity of the fundamental was only stabilized to a level of 2× 10−6 at 1 Hz, where it can be
lowered to the 10−8 at 1 Hz with current techniques, so unless the rejection of this effect was more
than 46 dB, we can safely ignore it. It is highly improbable that the intensity to frequency noise
coupling would be above the level shown in Fig. 7.3. The excess noise below 10 Hz was found to be
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correlated with air currents on the table, and would be reduced by moving the setup into a vacuum
chamber. The total RMS excess frequency noise of the black trace is 3 mHz RMS in the 10 mHz to
128 Hz band.
7.3 Noise Sources
In addition to the usual technical noise sources, it is worth considering whether there is a more fun-
damental limit to the relative phase between the fundamental and the harmonic. A rough estimate
of thermal noise from thermoelastic (Zener) damping was obtained by directly applying [113] the
Fluctuation-Dissipation Theorem. We treat the crystal as an 0.8 mm radius cylinder, and follow the
calculation done by Heinert et al. [114]. This yields a spectral density of ∆k taking into account both
thermorefractive and thermoelastic fluctuations. When expressed as frequency fluctuations, it is well
approximated by 2.5/(1 + 500f−7/8)µHz/
√
Hz above 10 Hz. Below that, it must be flat or continue
to decrease, or else the RMS temperature integral would diverge. Practically speaking, in our band
of interest, the temperature fluctuations of the ovens is at least 2 orders of magnitude greater than
these fundamental thermodynamic temperature fluctuation. In the future, when researchers seek
to make frequency comparisons at better than the 10−21 level, these thermal noises will have to be
calculated with more accuracy.
7.4 Previous Bounds on Excess Frequency Noise
Previous bounds in the literature have been reported in a number of different ways. In Fig. 7.3 we
compare frequency noise [112], timing errors [34], and phase noise [103]. In Fig. 7.4 we compare Allan
deviations [115, 104, 116, 101, 34, 102, 117]. While the comparison in Fig. 7.3 is straightforward,
some caution should be taken interpreting Fig. 7.4. Our Allan deviation at the 0.1 s time scale is
heavily influenced by the high frequency noise in the measurement (10-128 Hz). Since we low pass
the signal to acquire data at 256 Hz, we reject noise which would make the Allan deviation increase
at all time scales. It should also be emphasized that we only measure relative frequency fluctuations,
and that there are some common mode noise sources which the experiment is insensitive to. See
[118] for more information on Allan deviations and phase noise.
7.5 Conclusions
In conclusion, we have demonstrated that the RMS frequency fluctuations added from uncorrelated
mechanisms between two SHG crystals is less than 3 mHz at time scales over 10 ms. The obvious
correlated mechanisms (temperature and intensity noise coupling) are likely insignificant compared
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Figure 7.4: The Allan deviations from this experiment (green and black) were obtained from the
power spectrum as described in [119]. Bounds from previous work are shown for reference.
to this as discussed in section 7.2. This is low enough to not limit the lock acquisition [31, 120]
scheme for Advanced LIGO and other gravitational-wave detectors. Additionally, we have shown
that there is no excess noise process at a level which is of interest to those doing precision atomic
spectroscopy [105], using frequency combs to transfer optical harmonics [34, 103, 121] and other
tests of fundamental physics.
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Chapter 8
Conclusions and Future Work
The ultimate goals of this experiment are to make a definitive measurement of the coating thermal
noise at cryogenic temperatures, and pursue macroscopic quantum mechanics (MQM) frontiers using
these coating thermal noise limited cavities, and the accompanying cavity length readout. In this
work we have presented a two cavity system, cooled to 123 K, with a laser locked to each cavity, and
a low noise beat readout. In the course of this work, we identified and mitigated numerous noise
sources, though more work on mitigating the remaining sources is required to reach the coating
thermal noise limit.
The main upgrades which need to be made to the experiment in order to reach the coating
Brownian noise limit are:
• Replace cryostat windows with ultra low scatter optics
• Damp pendulum modes of suspension
• Increase bandwidth and lower noise in PDH loops
• Decrease beat frequency readout noise
The details of the above upgrade recommendations are in their respective sections in this thesis.
In order to pursue MQM measurements, we need to increase the Q of the cavity’s first body mode
by four orders of magnitude. To accomplish this, we must alter the method we use to support the
cavity as detailed in chapter 5.
Another way we can attain a definitive measurement of coating thermal noise is to change the
cavity geometry. If we shift to a shorter cavity, such as the one used in [12, 70], we can use a
smaller spot size on the mirror, which increases the coupling level of coating Brownian noise. After
a successful measurement the coating noise, we can shift back to large spot sizes if we still wish to
make an ultra low noise cavity. In addition, shifting to a smaller cavity increases the eigenfrequency
of the first body mode, which makes it easier to attain a high fQ product for the purposes of
pursuing MQM measurements.
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The longer term MQM goals of the experiment include the following:
• Cooling the silicon cavities to the ground state
• Couple the cavity body modes either with force actuation like an ESD or some optical path,
and exploring the free evolution of the coupled hamiltonian as the cavities leave the ground
state in a timescale recordable by current ADC technologies
• Isolating the cavities and then tidally coupling them in order to search for anomalous phase
delay inG, the gravitational constant (predicted by some alternate theories of quantum gravity)
• Searching for frequency splitting in the body mode (as detailed by by Huan Yang [122]).
Characterizing coating Brownian noise at cryogenic temperatures is an important step in the
field of precision metrology, paving the way for both lower noise ultra-stable reference cavities, and
lower noise gravitational wave detectors. Measuring quantum mechanical behavior in a macroscopic
system is an important milestone in our exploration of the interface between quantum physics and
gravity. In this work we made a significant exploratory step towards both of these goals.
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Appendix A
Resonator Equations
We reproduce the equations which relate physical dimensions to optical properties described in [123],
algebraically rearranged to reflect which quantities we measured in section 2.3. The equations below
are used to derive linearly dependent optical properties of the cavity in table 2.2.
The free spectral range (fFSR) of the cavity is given by eq 48 ch11, fFSR = c/2L, where L is the
cavity length. Rearranging, we get cavity length as a function of fFSR:
L(fFSR) =
c
2 fFSR
(A.1)
The higher order mode spacing for a symmetrical cavity is given by eq 22 ch19, 2pifhomL/c −
(n+m+ 1) cos−1(±g) = qpi, where g is the cavity g-factor, and n,m, q ∈ Z. Rearranging, we get:
g(L, fFSR) = cos
(
2pifhomL
c
)
(A.2)
The g-factor of a symmetrical cavity (g) is given by eq 3 ch 19, g = 1 − L/R, where R is the
mirror radius of curvature. Rearranging, we get:
R(L, g) =
L
1− g (A.3)
The cavity waist (ω0) is given by eq 4 ch 19:
ω0(L, g) =
(
Lλ
2pi
)1/2(
1 + g
1− g
)1/4
(A.4)
where λ is the wavelength of light used to interrogate the cavity.
The cavity finesse (F) for low loss cavities is given by eq 54 ch 11:
F(fFSR, fcav) = fFSR
2fcav
(A.5)
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where fcav is the cavity pole, or the frequency offset at which the cavity transmission decreases by
1/2. We can also express the finesse in the more familiar units of parts per million [ppm] of incident
power lost per mirror:
Loss(F) = 1× 106 piF (A.6)
98
Appendix B
Suspension Redesign
The suspension (see fig. B.2) was initially designed with the goal that the common mode rejection of a
semi rigid structure would mitigate the low frequency acoustic coupling. The mechanical resonances
of the initial suspension were the limiting noise source from 30 Hz - 2 kHz, as shown in fig. B.5.
Figure B.1: Spring Suspension
We designed a new suspension to mitigate the acoustic coupling seen in the initial suspension: we
attached the supports for both cavities to the same rigid platform, and suspended this platform from
the cold plate with four BeCu springs, as shown in fig. B.1. This allows for common mode rejection
of the noise due to beam overlap we would see if the rms motion of the cavities was differential.
We do not, however, expect any such common mode rejection in the noise from scatter born
parasitic interferometric paths. The corner frequencies of such paths scale as the total rms motion
of the parasitic path, which will be dominated by the platform motion for us. For this reason it is
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Figure B.2: Rigid Suspension
better to damp the springs. We chose to damp the springs by stuffing the top 1/5 of the springs
with 0000 Cu wool. The density of packing was adjusted so that the portion of spring contacting
the wool would still move freely on excitation.
A problem with this methodology can be seen in fig. B.4: different amplitude oscillations have
different damping dynamics (e.g. slip-stick dynamics). Additionally, we do not know how the
up-converted noise overlaps with the violin modes of the suspension. It is possible that we are
increasing the noise at frequencies where the suspension acts as a mechanical short between the cold
plate and the suspension platform. Improved damping could be achieved by adding more Cu wool
to the spring, though some estimate of analysis of how the up-converted noise overlaps with the
modes of the spring should proceed this. Alternative solutions include using eddy current damping,
active damping [124], or different materials and spring geometries. To our knowledge, neither of the
aforementioned techniques has been successfully implemented at cryogenic temperatures, so there
may be unknown engineering complications. In addition, as BeCu is generally chosen for use at
cryogenic temperatures for its relatively high Q-factor, and we want something with a relatively
low Q for the suspension, exploring a more sensible material for for use as springs at cryogenic
temperatures seems promising.
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Appendix C
Window Scatter
We believe that the cryostat window coatings were contaminated based on visible marring upon
delivery (see fig. C.1. We cleaned them extensively with the drag wiping technique, inspecting them
under white light, and were able to remove all visible evidence of damage.
Figure C.1: Window as received
After cleaning the windows, we measured their transmission, reflection, and scatter. Ideally,
we want to measure the Bidirectional reflectance distribution function (or BRDF [125, 126]) for
each window. We used a technique similar to Magana et al [127], shown in fig. C.2 to measure the
BRDF. The BRDF is the intensity of the light scattered from a surface per solid angle, per input
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intensity (dotted with the normal vector), and is a function of input and output angle. We calibrate
our scattering sensor (a CCD camera in this case) against a surface with a known BRDF. We can
assume that a flat white surface (such as a sheet of paper, or in this case, a clean white lens cloth) is
a ”Lambertian surface” [126], which scatters isotropically. This means that it has a BRDF of 1/pi.
We scale the measurement of input power and total power on the camera (CCD counts) such that
the Lambertian surface gives us a BRDF of 1/pi. See fig. C.3 for CCD images of the calibration and
window. The angle of incidence between the laser and window shown in the diagram is the angle
between the window’s normal vector and the cavity optic axis in normal operation when they are
installed in the cryostat.
Figure C.2: BRDF measurement setup. We illuminate the optic under test with a 1550 nm light
source, monitor the input, reflected, and transmitted power, and capture the scatter with a 1550nm
sensitive CCD camera.
We used a 1550 nm sensitive CCD, and averaged over 10000 images with the laser both on and off.
We summed over each pixel, and took the mean of all images. We used the laser off measurements
as our dark noise calibration, and subtracted this out. We were only able to create an upper bound
on the cryostat window BRDF from this measurement, which is presented in table C.1 along with
the transmission and reflection of each window. We present the standard deviation of a 10000 image
sample as our error bars. This is likely an overestimate of the error based on how close many of the
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Figure C.3: Images from the camera shown in fig. C.2 used to measure scatter as BRDF. On the left
is the backscatter from a white lens cleaning cloth. On the right is the backscatter from one of the
cryostat windows after cleaning. The window backscatter measurement seems clearly noise limited.
Both images are averaged over many exposures to improve SNR.
measurements are to each other (1 × 10−4/sr grouping with a 1 × 10−2/sr error.) Regardless, we
were only able to place an upper bound on the window BRDF.
Window T R (×10−3) BRDF (sr−1)
E 0.98 1.38 -0.1833
F 1.00 1.46 -0.0300
G 0.99 1.50 -0.0109
C 0.98 1.38 -0.239
D 1.00 1.31 1.661
H 0.98 1.01 1.400
A 0.97 1.36 1.559
B 0.98 0.83 1.2893
uncertainty 0.01 (0.01× 10−3) 0.011
Table C.1: Cryostat window properties. The first four BRDF measurements (E,F,G and C) were
taken on one day, and the latter four were taken on another. It is clear that an unknown systematic
dominated the BRDF measurement.
In order to make a more sensitive measurement and improve the scatter (which is important
for reasons highlighted in section 4.2), we need to make future measurements using a sensitive
photodetector and lens in place of the CCD. We opt for switching to a PD as sensitive CCDs are not
readily available at 1550 nm (most mid range CCDs are just Si or Ge with a phosphor coating to
down-convert the radiation to a detectable optical frequency). Alternately, we could just make the
measurements at 1064 nm, where high power lasers and sensitive cameras/PDs are readily available.
We do not know of any reason the BRDF would drastically change by scaling the frequency up by
106
33%, so this also would be reasonable.
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Appendix D
Cavity Seismic Susceptibility
Results of the COMSOL simulation described in section 4.3 for alternative cavity geometries. The
cavity geometry used in this work was roughly 4” length, and 1” radius. COMSOL simulations were
performed by Evan Hall.
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Appendix E
Electronics
Here we present the rest of the parts of the PDH loop shown in fig. 4.13.
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Figure E.1: Shown here is the optical plant, which is change in rf power at the PDH error point per
Hz of frequency offset from cavity resonance.
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Appendix F
Photothermal Transfer Functions
Here we show the rest of the fitting which produced the data points in fig. 4.25.
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