Every tripotent e of a generalized Jordan triple system J of order l uniquely defines a decomposition into the direct sum of l 2 + 2l components. This decomposition generalizes the known Peirce decomposition of a Jordan triple system and of a generalized Jordan triple system of second order, and is the first step in determining the structure of a generalized Jordan triple system in terms of the tripotent.
Introduction
In this paper we study the Peirce decomposition of a generalized Jordan triple system of finite order l. We show that this decomposition is a natural generalization of the Peirce decomposition of a Jordan triple system (the case l = 1) and of a generalized Jordan triple system of second order (the case l = 2). (1.1)
A generalized J.t.s. is called a Jordan triple system (J.t.s.) (cf. [4]) if it is also satisfies (abc) = (cba). (1.2)
We recall from [8, 10] that there is a functor taking generalized Jordan triple systems J (U, ( , ) Thus, generalized J.t.s. are a useful tool in studying graded Lie algebras with involution. In Section 5, we define a weak isomorphism of generalized J.t.s.; it was shown in [8] with at least one of V −l or V l not equal to zero.
We recall from [6, 7] , that the commutator of a bilinear operator A = A(x, y) and an associative expression (1.4) where the brackets in the right-hand side are the brackets in the free Lie algebra generated by the spaceṼ −1 which is embedded in the free associative algebra generated by the spaceṼ −1 . For given b in the J.t.s., let J b denote the bilinear operation sending the ordered pair (x, y) to the triple product (xby). In [3, 10] , it was shown that the following condition is necessary for the algebra L(J ) to be of order l: Rewriting the third term in this equality by means of the identity (1.1) yields the equivalent relation
where [ ] a 1 ,a 2 means alternation on a 1 , and a 2 , cf. [8, 9] . This is precisely the second condition in the definition of a J.t.s. of second order; these are called Kantor triples in [2] . In fact, condition (1.7) is not only necessary but also sufficient as shown in [8] ; see also [3, 10] , where this argument was carried out for generalized J.t.s. of any finite order. (
(Thus L, M, and R, denote respectively the left, middle, and right operators defined by applying the tripotent e twice in the product.) We prove that the space U of a generalized J.t.s. J of order l is decomposed into a direct sum of l 2 + 2l components, such that each component consists of simultaneous eigenvectors of the linear operators L, R, whereas the action of the linear operator M is somewhat more complicated.
Explicitly,
where
The operator M is 0 on the subspace
On the subspace
, the operator M acts as follows: (1) For i = j , there is a one-to-one involutive correspondence τ between subspaces U j −i+2 12) for all a ∈ U j −i+2
, all i, j .
(2) For i = j , the subspaces U j −i+2
2 . The subspaces U 1,μ can be decomposed as
(1.13)
The decomposition (1.10) generalizes the Peirce decomposition of a J.t.s. [3, 12, 13] (the case l = 1), which consists only of three components:
and the Peirce decomposition of a generalized J.t.s. of second order [11] (the case l = 2), which consists of eight components:
(1.15) (Some special cases of (1.15) with 5 components were obtained in [1] in terms of structurable algebras. Also compare with the Jordan Peirce decomposition of [5, Chapter III] .) In a sense, the decomposition (1.14) of a J.t.s. explains the pattern of the decomposition (1.10): The operator M acts invertibly on the first collection of subspaces in (1.10), and is 0 on the other subspaces, whereby in the Jordan case, M acts invertibly on the subspace U 1,1 and is 0 on U 0,0 ⊕ U − 1 2 ,0 ; the second collection is characterized by the property λ + μ = 1, as for U 1 2 , 1 2 in the Jordan case; the third collection is characterized by μ = 0 as for U 0,0 in the Jordan case.
The decomposition (1.10) and the properties of the operators L, M, R are given in Theorem 3.1. Two other ways of arranging the subspaces U λ,μ are presented in Propositions 3.1 and 3.2.
The proof is based on the solution of a system of Eqs. (2.1)-(2.5) arising from the two identities (1.1) and (1.5) in the definition of generalized J.t.s. of order l. The solution of this system is given in Theorem 3.1. The main results of Section 2 are Theorems 2.1 and 2.2. Theorem 3.2 describes the precise Peirce decomposition. In Section 4, we remove the finite dimensionality hypothesis in Theorems 3.1 and 3.2 by proving the associative algebra generated by L, M, and R is semisimple.
In Section 5, we recall some results on classification of a generalized J.t.s. of finite order, and give several examples of the Peirce decomposition.
Throughout this article, we consider generalized J.t.s. of order l over a field Φ of characteristic either 0 or > 2l + 1.
The Peirce decomposition defined by a tripotent
In this section and the next, we determine the representations of the associative algebra determined by the conditions that can be derived from identities (1.1) and (1.5) on the three operators L, M, R, arising from a tripotent. For this purpose, we must substitute four e's and one x in place of the five letters a, b, c, d, f in (1.1) and 2l e's and one x in place of the 2l + 1 letters a 1 , a 2 , . . . , a l+1 , b 1 , b 2 , . . . , b l in (1.5). We call the solution of the system of all possible equations obtained by this procedure the Peirce decomposition of a generalized J.t.s. J = (U ; ( , , ) 
3)
where I is the identity operator:
Remark. For l = 2, this system was obtained in [11] . The first four equations follow from Eq. (1.1) and do not depend on l. The fifth equation follows from (1.5).
Proof. It is easy to check that the first four identities realize all possible substitutions of four e's in the identity (1.1) (one of the five possible substitutions yields a trivial identity). We can view (1.5) as an identity in the 2l + 1 letters a 1 , a 2 , . . . , a l+1 , b 1 , b 2 , . . . , b l . We prove now that there is only one nontrivial identity which is obtained by substituting e in (1.5) 2l times. Indeed if a 1 = a 2 = e, then the left-hand side in (1.5) become zero because [e, e] = 0. Thus one of these letters is not equal to e, and so the other 2l letters equal e. Moreover, the identity (1.5) is skew-symmetric on a 1 , a 2 . So in either case we obtain the same identity. Now we will show by induction on l that this identity is (2.5). It is easy to check directly that formula (2.5) holds for l = 1, 2 using formula (1.5) or formulas (1.2) and (1.7).
In the general case, we consider the l-fold commutator
It is well known and can be easily proved by induction that the following formula holds in the free associative algebra:
Recall the notation of (1.4). Denote J (x, y) := (xey). According to formula (1.5), the l-fold
, J ] = 0 in the universal graded Lie algebra. We will prove by induction that
which will yield (2.5).
In our case, we obtain 
In this manner, the calculation of the l-fold
. Now using (2.7), (2.8) and the induction assumption we obtain
The proposition is proved. 2
Our goal is to solve the system of Eqs. (2.1)-(2.5) in the three unknown linear operators L, R, and M; in other words, we will find all possible representations of the associative algebra with three generators L, R, M and relations (2.1)-(2.5).
There are two approaches to studying this algebra. In the next section we describe all finite dimensional representations in terms of eigenspaces; in Section 4 we use abstract ring-theoretic techniques to handle infinite dimensional representations as well.
The explicit Peirce decomposition
In this section we shall solve Eqs. (2.1)-(2.5) and provide the Peirce decomposition, in the case that the space U is finite dimensional. In the process, we compute the precise eigenvalues and eigenspaces, generalizing the results known for Jordan triple systems and Jordan triple systems of second order cf. [11] [12] [13] . We use the notation of Section 2.
Lemma 3.1. For two arbitrary integers 0 < i, k l there is no vector a = 0 satisfying
Proof. Suppose such a vector a exists. Substituting (3.1) in Eqs. (2.1), (2.2) and (2.4), we obtain respectively
Subtracting (3.4) from (3.3), we have also
Thus the vector b = Ma is an eigenvector for the linear operators L, R. Moreover, it follows from (3.2) that b = Ma = 0. Now acting by (2.5) on b and using (3.4), (3.5), one comes to a contradiction because b is an eigenvector with nonzero eigenvalue for every factor of the left-hand side of (2.5). Indeed,
The lemma is proved. 2
We denote
where U is the space of the triple system.
Lemma 3.2. Suppose a i ∈ U R=iL+ i(i−1)
2 I
and a i = 0. Then
Suppose i = k. Then (3.9) implies that a i is an eigenvector for L with eigenvalue Proof. This follows easily since L and R commute. Let us prove, for example,
(3.10)
Indeed, using (2.3), we have
The assertion is proved in the same way for the operator R. The lemma is proved. 2
Lemma 3.4. The space U is the direct sum of the subspaces U R=iL+
Proof. First we prove that the subspaces U R=iL+
are independent. In other words, if
, then
The assertion is evident for k = 1. Suppose now that (3.13) holds with k nonzero summands. are independent. In particular, we have
It follows from (2.5) that
From this inclusion, it follows that
Comparing (3.15) and (3.18), we obtain
Hence (3.12) is true because the subspaces U R=iL+
are linearly independent. The lemma is proved. 2 Definition 3.1. We call the subspace of all vectors a satisfying
the eigenspace of the tripotent e corresponding to the eigenvalues λ, μ and denote it by U λ,μ .
First of all we prove that if U λ,μ = 0, then there are exactly l possibilities:
Proof. According to Lemma 3.4, we can write
On the other hand, by definition of a i ,
Subtracting (3.23) from (3.22), we obtain 
Remark. We note that in case (c), the elements a and M(a) belong to different subspaces U λ,μ when i = j , whereas when i = j they belong to the same subspace, namely U 1,
Thus there can be only two values of λ:
yielding the cases (a) and (b).
Suppose M(a) = 0. Acting on a with Eqs. (2.2) and (2.4), we obtain
Subtracting, we have
According to Lemma 3.5 there is such j = 1, . . . , l that
, which is assumed nonzero since 0 < j l, we obtain
i.e., 
, which, for every pair of indices i = j , restricts to a one-to-one correspondence between the subspaces U j −i+2
and
In case i = j, the endomorphism τ restricts to an involutive endomorphism of the space
into itself that defines a decomposition of U 1,
as the direct sum
40)
Conversely, suppose a space U is a direct sum (3.36), and three operators L, R, M on U are defined by properties (1)-(3). Then Eqs. (2.1)-(2.5) are satisfied.
Proof. To prove (3.36) and also properties (1), (2), it is enough to prove
Then (3.36) and properties (1), (2) will follow from Lemmas 3.4 and 3.6. To prove (3.42), we may assume that Φ is algebraically closed (by extending the base field). Thus L can be written in Jordan canonical form. The equalities (3.42) mean that the operator L has no Jordan blocks of degree two, i.e., there are no independent vectors a 1 , a 2 such that
(3.43)
According to Lemma 3.3, we need to consider only the cases
Let us fix one of i = 1, . . . , l. In the case where a 1 , a 2 ∈ U R=iL+
, (3.43) yields
First we compute the action of operators L and R and their linear combinations on the vectors M(a 1 ) and M(a 2 ). It follows from (2.4) that
Using (3.45) and (3.46), we obtain from (2.2):
Equalities (3.45)-(3.48) imply for arbitrary k = 1, . . . , l:
and in particular for k = i:
Now we are ready to prove that (3.43) is impossible. We begin with case (c) in Lemma 3.6.
for some h = 1, . . . , l. We apply the identity (2.5).
Acting by (2.5) on M(a 2 ), we have to act on M(a 2 ) by all the operators R − kL −
All of these operators commute, by (2.3). Hence we can start with the operator corresponding to k = j . We find by formula (3.51) that only the M(a 1 ) component has nonzero coefficient,
and k = j we have
Then we act on M(a 1 ) with all operators corresponding to k = j . The formula (3.49) shows that 2 I , ∀k = 1, . . . , l. Formula (3.52) shows that
(3.53)
Thus the result of the action is multiplication on M(a 2 ) by a nonzero factor in both cases. Hence we come to the conclusion that in both cases M(a 2 ) = 0, in view of Lemma 3.2.
Let us now apply the relation (2.1) to a 2 , for these cases. Using (3.43), (3.44), and M(a 2 ) = 0, we obtain
It is easy to see that in the cases λ =
and − (i+1) 2 2 , respectively, and thus nonzero. Hence in both cases we come to a contradiction with a 1 = 0.
Thus, the equality (3.36) and properties (1), (2) are proved. To prove (3), we just define
Then the correctness of this definition and the property τ −1 = τ follow from Lemma 3.6 and
a. The converse assertion can be checked directly for an arbitrary subspace satisfying (3.36). The theorem is proved. 2
Corollary 3.1.1. The minimal polynomials for the linear operators L, R, M are
Examples. For l = 1:
For l = 2: . In Proposition 3.2, we group those subspaces U λ,μ having the same λ.
Proposition 3.1. Every subspace U R=iL+ i(i−1)
2 I , i = 1, . . . , l, is a direct sum of l + 2 subspaces U λ,u where Thus the decomposition of the space U into l 2 + 2l components can be also written as
Proof. According to Theorem 3.1, the subspace U R=iL+
is a direct sum of subspaces U λ,iλ+
. In Lemma 3.6, l + 2 possible subspaces of this kind were listed. These subcases can be combined if we put
Indeed, cases (a) and (b) correspond respectively to k = 1 and k = 2. The l subcases of case (c) correspond to the values k = j + 2 = 3, 4, . . . , l + 2. The proposition is proved. 2
Examples. For l = 1, there is only one subspace U R=L , consisting of 1 + 2 = 3 components
For l = 2, there are two subspaces U R=L and U R=2L+1 , and both subspaces are direct sums of 2 + 2 components:
It is easy to see from formula (3.62) that there are 2l + 1 possible values of eigenvalues λ of the operator L; they are
In the next proposition, we arrange these subspaces U λ,μ according to these values.
Proposition 3.2. If λ is an eigenvalue of the operator L, then λ is equal to one of the following 2l + 1 values:
The decomposition of the space U into the l 2 + 2l components U λ,μ can be written as
68)
where s 1 (t) = max(1, −t) and s 2 (t) = min(l, l + 1 − t).
Proof. We obtain (3.67) by putting t = k − i − 1 into (3.66). Under this new notation, the summands in the decomposition (3.66) have the form U t+1
Let us collect all the summands having some given value λ = t+1 2 . To find what values of i are allowed for a fixed value of t, we must intersect two segments: [1, l] , to which i belongs by definition, and [−t, l + 1 − t], which arises from the change of notation:
Thus we come to the functions s 1 (t) and s 2 (t) and to formula (3.68). The proposition is proved. 
The next theorem is an obvious corollary of Theorem 3.1. 
, which for every pair indices i = j restricts to a one-to-one correspondence between the subspaces U j −i+2
For the case i = j , the endomorphism τ restricts to an involutive endomorphism of U 1,
in the direct sum:
Proof. By definition of the system (2.1)-(2.5), the operators L, M, R satisfy this system. Hence the conclusion of Theorem 3.1 is valid in the case L, M, R arising from the tripotent e. The theorem is proved. 2
The associative algebra generated by the operators L, R, and M
In Section 3, we determined the Peirce decomposition in the finite dimensional case. The assumption of finite dimension was used in proving the two major decompositions:
is a direct sum of simultaneous eigenvectors of the operators R and L (cf. the proof of Theorem 3.1).
In this section, we prove these facts without any limitation on dimension, by considering the ring-theoretic structure of the abstract algebra of transformations generated by R, L, and M. These results hold over any field Φ of characteristic 0 or > 2l + 1. We need a general result about intersection of ideals in a polynomial algebra. 
Proof. We need to show that if
We shall prove this by induction on l, the number of linear factors of p. Note that
Write¯for the image when we specialize x → −β 1 y − γ 1 . Thenp 1 = 0, soḡ 2q2 =ḡ 1q1 , implyingq 1 |ḡ 2 andq 2 |ḡ 1 . Thus, writingḡ 2 =q 1h2 andḡ 1 =q 2h1 , we seeh 1 =h 2 , so we may assume h 1 = h 2 = h. Thus 
The second equation is (2.2), and then the first yields
which is (2.4). To achieve (2.1), we pass tō
clearly a noncommutative domain, since z 2 − xy is an irreducible central element of A. But z 2 − xy becomes M 2 − (L + R − 1)R, which yields (2.1). ThusĀ can be viewed as the representation algebra for the linear operators of a tripotent in a generalized J.t.s. We writex,ȳ,z for the images of x, y, z inĀ. Clearly,Ā is spanned as module over
2 . Thus (2.5) corresponds to the relation p 1 · · · p l . This is quite subtle, since if z were invertible, σ (p 1 ) · · · σ (p l ) = 0 would also hold. The purpose of the next few lemmas is to make this pertinent.
The object for the remainder of this section is to prove the associative ringĀ/ p 1 · · · p l is semisimple, i.e., that anyĀ/ p 1 · · · p l -module K is a direct sum of simple left ideals. Thus, the following notation holds throughout:
Suppose K is anyĀ-module annihilating p 1 · · · p l . Let K 0 = {v ∈ K: z j v = 0 for some j > 0}, the nullspace of K with respect to z.
Proof. Let V = {v ∈ K: z 2 v = 0}. We are done unless zV = 0. Take v ∈ V with zv = 0.
Case I. xv = 0. Then (2.5) (taking (4.1) into account) implies 
Case II. Thus we may assume xv = 0. But then y(xv) = z 2 v = 0, so the same argument applied to v = xv (with x, y interchanged) yields a contradiction unless 0 = zv = zxv = yzv, for each v ∈ V . By symmetry, we also have xzv = 0, ∀v ∈ V , so (2.5) yields
2 zv = 0, implying zv = 0. We have proved zV = 0, after all. 2 (Note that the same computation shows thatĀ is not semisimple in characteristic between 3 and 2l + 1, since the moduleĀ/z 2Ā is not semisimple.) 
Proof. Let p (x, y)
= σ (p) = l i=1 σ (p i ) = l i=1 ((i + 1)x − iy − i(i+1) 2 ),
Examples

Review of the classification of a simple generalized J.t.s. of finite order
This material appeared in [8] , but we provide some details here in English for the reader's convenience, and assume that the base field Φ is algebraically closed of characteristic 0. Remark. If T = T , we say the generalized J.t.s. are isomorphic.
We recall the complete description of simple J.t.s. of finite order up to weak isomorphism, over algebraically closed fields of characteristic 0, cf. [8] . In this classification, the following notion plays an important role. 
In other words, U is a direct sum of left ideals U i , and nonzero products can be only of the form
Classes of irreducible generalized Jordan triple systems
There are (II) C n is defined on the set of skew symmetric n × n matrices with operation (5.5) (or one could say it is the sub-triple system of A nn consisting of skew symmetric matrices). (III) B n is the sub-triple system of A nn consisting of symmetric matrices.
There are also two classes of irreducible generalized J.t.s. of order 2: (IV) D mn is defined on the set of rectangular m × n matrices with operation (x, y, z) = xy t z + zy t x − yx t z. (5.6) (V) S 2m,n is defined on the set of rectangular 2m × n matrices with operation
where we define All other simple J.t.s. of finite order l are direct sums of left ideals which are irreducible generalized J.t.s. These can be described in terms of graphs reminiscent of Coxeter-Dynkin diagrams. Namely, writing, a generalized J.t.s. U = U i as a direct sum of left ideals as in Definition 5.3, we get a graph whose vertices are the U i with an edge connecting U i and U j precisely when (U i , U i , U j ) = 0. There are exactly five graphs arising from simple generalized J.t.s. of order l, namely:
Since the space of the generalized J.t.s. is the direct sum U 1 ⊕ · · · ⊕ U s , we write elements as
We will also denote 
See the exceptional cases in [8, 9] .
Remark 5.5. There are 4 classes and 13 exceptional instances of simple generalized J.t.s. of third order. The classes are:
See the exceptional cases in [8] .
Examples of Peirce decompositions for generalized J.t.s. of finite order
We are ready to provide some examples of the Peirce decomposition. Example 1. U = A nn − A nn − A nn is of third order. We view the space U as a direct sum of three left ideals, each of which is identified with the space of n × n matrices. Thus a typical element of U is denoted as (x, y, z) where x, y, z are n × n matrices. The element
(where I is the unit n × n matrix) is a tripotent, in fact a left unit of U.
Remark 5.6. The element (5.14) would be a left unit even if each occurrence of I were replaced by a diagonal matrix with entries ±1. But we consider the case of the unit matrix for simplicity.
According to Theorem 3.1, if e is a left unit, then only three subspaces in (3.36) are nonzero. They are components of the third summand for i = j , namely
i.e., the space U is a direct sum of these 3 subspaces. To show this, we first remark that for any given matrix A, the subspaces of matrices of the form
is invariant with respect to the transformation R. According to formulas (5.5) and (5.11), the matrix of R with respect to the basis
This matrix has three eigenvectors: a 1 (1, 1, 1 ), corresponding to λ 1 = 1. Thus U 1,1 consists of the triples of the form (A, A, A) . a 2 (1, 0, −1), corresponding to λ 2 = 3. Thus U 1,3 consists of the triples of the form (A, 0, −A). a 3 (2, −3, 2), corresponding to λ 3 = 6. Thus U 1, 6 consists of the triples of the form (2A, −3A, 2A).
Thus, the space is the direct sum of subspaces (5.15), and the assertion of Theorem 1.1 holds for the transformation R.
The assertion about operator M (see formula (5.4)) also holds, because M = R if A is a symmetric matrix, and M = −R if A is a skew symmetric matrix.
In the previous example, only 3 of a possible 15 subspaces were not zero. In the next example, we construct a tripotent for which all 15 subspaces will be nonzero.
Example 2.
In this example, the generalized J.t.s. again is A nn − A nn − A nn but with a different tripotent (A, B, C) , where A, B, C are diagonal n × n matrices ((a ii ), (b ii ), (c ii ) ). In the previous example, the three numbers a jj , b jj , c jj were, respectively, √ 3/2, √ 2, √ 3/2 for all j . But these three numbers could also be, for example, 1, 1, 0, or 1/ √ 2, 0, 0, or 0, 1/ √ 2, 0, . . . . By juxtaposing these various triples, we will find a tripotent for which all possible subspaces in the Peirce decomposition are nonzero.
First we remark that in [11] , an example was constructed of a generalized J.t.s. A nn − A nn of order 2 with tripotent (A 1 , B 1 ), such that all the eight possible subspaces in the Peirce decomposition are nonzero. We can incorporate this Peirce decomposition into the desired Peirce decomposition by including the triple of diagonal matrices (A 1 , B 1 , 0) in the "left corner" of the triple (A, B, C) . Thus we have to find a situation in which the other 7 = 15 − 8 subspaces are nonzero. They are U −1,0 , U − .
