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MapReduce 提供了 Map 和 Reduce 兩個功能，讓使
用者可以輕易的將待處理的大量資料自動的完成。而





提 出 了 Dynamic Seitch of Reduce Function (DSRF) 
















端、Map 功能和 Reduce 功能。 
 
圖 2.1： MapReduce 架構圖[1] 
 
2.1.1 Master 端 
Maser 端主要的功能在於管理 Map 和 Reduce 這兩個
功能，適時的提供這兩個功能所需的運算資料，並且指
派那個 Map 或是 Reduce 功能到閒置的伺服器上直行運
作。 
2.1.2 Map function 
Map 功能最主要的是把使用者所輸入的資料轉換成能
夠讓 Reduce 功能接受的 Intermediate 資料，這其中包含
了 Key 和 Value。Key 是代表著每一份資料之間的相關
性，Value 則是由 Map 處理完的資料內容。 
2.1.3 Reduce function 
Reduce 主要就是將 Map 所處理好的資料，依據使用
者的定義來處理這些資料，並將處理好的資料再生成新
的 Key 和 Value，最後再交由 Maser 通知使用者來取得
運算結果。 
2.1.4 Google file system 






2.2 Hadoop MapReduce 
雖然 Google 提出了 MapReduce 的架構，但是並沒有
提供相關的開發平台。但是 Apache 利用 Java 發展出具
有 MapReduce 概念的應用軟體 Hadoop，而 Hadoop 
MapReduce 顧 名 思 義 就 是 建 置 在 這 個 軟 體 下 的
MapReduce 功能。如圖 2.2 為其架構。 
  
圖 2.2： Hadoop MapReduce 架構圖[1] 
 
2.3 DSRF Algorithm 
DSRF Algorithm 是用來改善傳統 Hadoop MapReduce
的執行效率所提出的方法。 





圖 2.3： 傳統使用 FIFO 架構圖 
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數據，如表 I 所示。其中 69 人時以為系統最大效率的人
數。 
表 I： 人數與系統運行時間 
 系統平均運行時間 
人數 DSRF Algorithm Traditional 
10 110 110 
20 300 310 
30 475 490 
40 610 690 
50 805 890 
60 1010 1080 
61 1030 1090 
62 1050 1110 
63 1080 1134 
64 1100 1145 
65 1130 1165 
66 1150 1170 
67 1170 1178 
68 1180 1185 
69 1200 1190 
70 1230 1200 
71 1270 1240 
72 1310 1260 
73 1340 1286 
74 1365 1310 
75 1385 1336 
76 1405 1360 
77 1420 1388 
78 1460 1410 
79 1470 1425 




在 63 人開始已經預測到最大人數是接近 69 的數值。 
 
表 II： 各人數間的斜率與所預測的最大人數 
人數 斜率 DSRF 斜率 Traditional 預測最大人數 
10 19 20 10 
20 17.5 18 0 
30 13.5 20 27.7 
40 19.5 20 -120 
50 20.5 19 106.7 
60 20 10 67 
61 20 20 69 
62 30 24 72 
63 20 11 69 
64 30 20 68.5 
65 20 5 67.3 
66 20 8 67.7 
67 10 7 69.7 
68 20 5 68.3 
69 30 10 68.5 
70 40 40 69 
71 40 20 69.5 
72 30 26 59.5 
 73 25 24 19 
74 20 26 83.2 
75 20 24 87.3 
76 15 28 79.5 
77 40 22 75.2 
78 10 15 88 






最大人數一段差距時，此 p 值將會接近 1 的數值，因此
這兩個條件成立的情況下，我們找到此系統的最大人
數。 
表 III： 人數與機率参數 p 
人數 最大人數 p 值 
63 69 0.086957 
64 68.5 0.065693 
65 67.33333 0.034653 
66 67.66667 0.024631 
67 69.66667 0.038278 
68 68.33333 0.004878 
69 68.5 -0.0073 
五、 結論與未來方向 
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