We extend some of the results of Agler, Knese, and McCarthy [1] to n-tuples of commuting isometries for n > 2. Let V = (V1, . . . , Vn) be an ntuple of a commuting isometries on a Hilbert space and let Ann(V) denote the set of all n-variable polynomials p such that p(V) = 0. When Ann(V) defines an affine algebraic variety of dimension 1 and V is completely nonunitary, we show that V decomposes as a direct sum of n-tuples W = (W1, . . . , Wn) with the property that, for each i = 1, . . . , n, Wi is either a shift or a scalar multiple of the identity. If V is a cyclic n-tuple of commuting shifts, then we show that V is determined by Ann(V) up to near unitary equivalence, as defined in [1] .
Introduction
Agler, Knese, and McCarthy [1] prove several results concerning pairs of commuting shifts subject to a polynomial equation. Recall that V is a shift on a Hilbert space H if V is an isometry and ∞ j=0 V j H = {0}. We extend some of the results in [1] to certain collections of n commuting isometries.
We begin by setting some notation and terminology. Let V = (V 1 , . . . , V n ) be an n-tuple of commuting isometries on a Hilbert space H. Generally we suppose that there are polynomials p 1 , . . . , p k ∈ C[X 1 , . . . , X n ] such that p 1 (V) = · · · = p k (V) = 0 and p 1 , . . . , p k determine an algebraic variety of pure dimension 1. We say that V is completely non-unitary if there is no non-zero subspace K of H that is reducing for each element of V such that V i |K is a unitary operator for i = 1, . . . , n. An arbitrary n-tuple of commuting isometries admits a decomposition as a direct sum of an n-tuple of unitaries and a completely nonunitary n-tuple, and thus we often focus on completely non-unitary n-tuples.
Given a set S of polynomials in C[X 1 , . . . , X n ], we denote by Z(S) the variety determined by S; that is, Z(S) = {z ∈ C n : p(z) = 0 for all p ∈ S}. An ideal I in C[X 1 , . . . , X n ] is said to be radical if it coincides with its radical; that is, p k ∈ I implies p ∈ I. It is well known (see [12, Thm. III.4.6] ) that a radical ideal I can be written as the irredundant intersection of a unique finite family of prime ideals. These ideals are called the prime factors of I. The annihilator of V is the ideal Ann(V) of all polynomials p ∈ C[X 1 , . . . , X n ] such that p(V) = 0. Below are a few examples where the annihilator is non-zero. pair of Toeplitz operators (T Θ , T ζ·I k ) on the C k -valued Hardy space H 2 (D)⊗C k , where ζ is the coordinate function on D, I k the identity operator on C k , and Θ is a matrix valued rational inner function (see [2] for details). Then there are polynomials P ∈ C[X 1 , X 2 ] and Q ∈ C[X 2 ] so that det(wI k − Φ(z)) = P (w, z)/Q(z) for w, z ∈ D. It then follows that P (V 1 , V 2 ) = 0. In general, however, the annihilator may be {0}, as is the case for the pair (S ⊗ 1, 1 ⊗ S) acting on ℓ 2 (N) ⊗ ℓ 2 (N) where S is the unilateral shift on ℓ 2 (N). In what follows, assume V to be an n-tuple of commuting isometries on a Hilbert space H. We proceed now to state the main results of this paper, and begin by providing a description of the annihilator of a completely non-unitary n-tuple. (1) I = Ann(V) if and only if I is radical with prime factors I 1 , . . . , I m such that i =j I j Ann(V) for j = 1, . . . , m.
(2) If I = Ann(V), then there exist non-zero mutually orthogonal V-invariant subspaces H 1 , . . . , H m of H such that I j = Ann(V|H j ) for each j ∈ {1, . . . , m}.
An algebraic variety W in C k is said to be a distinguished variety if
where D is the open unit disc in C, T is the unit circle, E is the exterior of the closed unit disc, and exponents indicate Cartesian powers. In the special case that Ann(V) is a prime ideal, the n-tuple V has a particularly simple structure.
Theorem 4.4. Suppose V is completely non-unitary. If Ann(V) is a prime ideal and Z(Ann(V)) has dimension 1, then, after a permutation of coordinates, there exists an s ∈ {1, . . . , n} such that
(1) V = (V 1 , . . . , V s , λ s+1 I, . . . , λ n I) where V 1 , . . . , V s are shifts and λ s+1 , . . . , λ n are scalars of absolute value 1; and (2) Z(Ann(V)) = W × {(λ s+1 , . . . , λ n )} for some 1-dimensional distinguished variety W ⊆ C s .
When Ann(V) is not prime, we have the following result.
Theorem 5.4. Suppose V is completely non-unitary and Z(Ann(V)) has dimension 1. There is a subset F ⊆ ({0} ∪ T) n and a collection of non-zero V-reducing subspaces (H z ) z∈F such that H = z∈F H z and, for each z = (z 1 , . . . , z n ) ∈ F , the following hold.
(1) If i ∈ {1, . . . , n} and z i = 0, then V i |H z is a shift. If z i = 0, then (V i − z i I)|H z = 0.
(2) Suppose exactly s components of z are 0, and let λ s+1 , . . . , λ n denote the non-zero components of z. Then there is a one dimensional distinguished variety W in C s such that, after a permutation of coordinates, Z(Ann(V|H z )) = W×{(λ s+1 , . . . , λ n )}.
Recall that a subset S of H is said to be cyclic for H if the set {p(V)h : p ∈ C[X 1 , . . . , X n ], h ∈ S} is total in H. When V is an n-tuple of shifts for which dim Z(Ann(V)) = 1, there is a close relationship between finite multiplicity and the presence of a finite cyclic set.
Theorem 6.2. If V is an n-tuple of shifts and Z(Ann(V)) has dimension 1, then the following assertions are equivalent.
(1) There is a finite cyclic set for V.
(2) V i has finite multiplicity for each i ∈ {1, . . . , n}.
(3) V i has finite multiplicity for some i ∈ {1, . . . , n}.
In fact, when V 1 , . . . , V n each have finite multiplicity, the hypothesis that dim Z(Ann(V)) = 1 is unnecessary; Proposition 6.3. If V is an n-tuple of shifts such that V i has finite multiplicity for i = 1, . . . , n, then Z(Ann(V)) has dimension 1.
We remark that this is essentially a corollary of Example 1.1.
Two n-tuples of commuting isometries, say V on a Hilbert space H and W on a Hilbert space K, are said to be nearly unitarily equivalent if V is unitarily equivalent to the restriction of W to a finite codimensional W-invariant subspace and, similarly, W is unitarily equivalent to the restriction of V to a finite codimensional V-invariant subspace.
Theorem 7.2. Suppose V and W are cyclic n-tuples of commuting shifts. If Ann(V) = Ann(W) and dim Z(Ann(V)) = 1, then V and W are nearly unitarily equivalent.
Many of the results listed here have direct analogues in [1] . In particular Theorem 5.4 is based on [1, Thm. 1.20], Theorem 6.2 is based of the proof [1, Lem. 1.11], and Theorem 7.2 is analogous to [1, Thm. 3.3] .
I would like to given special thanks Hari Bercovici for his many illuminating comments and criticisms during the development of this paper. I would also like to thank Carl C. Cowen, Chris Judge, and Norm Levenberg for their various conversations with me.
Preliminary Material
In this section we set down some notation and state a few results that we use. Throughout this paper n denotes a positive integer, and V = (V 1 , . . . , V n ) an n-tuple of commuting isometries on a Hilbert space H. A subspace K of H is V-invariant if K is an invariant subspace for each V i , while K is V-reducing if K is a reducing for each V i . In either case, we set V|K = (V 1 |K, . . . , V n |K). With this notation, the n-tuple V is completely non-unitary if there is no non-zero Vreducing subspace K such that V i |K is unitary for each i. If there is no non-zero V-reducing subspace K such that V i |K is unitary for some i, then we say that V is pure.
Proposition 2.1 ([17]
). Given a pair of commuting isometries (V 1 , V 2 ) on a Hilbert space H,
where U 1 , U 2 , W 1 , W 2 are unitary, T 1 , T 2 are shifts, and (S 1 , S 2 ) is pure.
Here we are using the following notation. If, for each i ∈ I, A (i) is an n-tuple on operators acting a Hilbert space H i , then i∈I
is an n-tuple of operators acting on the Hilbert space i∈I H i . We also require some notation for polynomial functions. Denote by C[X] = C[X 1 , . . . , X n ] the ring of n-variable polynomials, and set X = (X 1 , . . . , X n ). As is common practice, we frequently identify a given p ∈ C[X] with the corresponding map z → p(z) on C n . Let N 0 denote the set of non-negative integers {0, 1, 2, . . . }, and set
is called the annihilator of V and is denoted by Ann(V). Whenever L is a linear subspace of C[X], we set L(V) = {p(V) : p ∈ L}, and when S is a subset of H we define L(V)S to be the (algebraic) linear span of {p(V)u : p ∈ L, u ∈ S}.
Proposition 2.2 ([17]
). Let V be an n-tuple of commuting isometries on a Hilbert space H. Then α∈N n 0 V α H is a V-reducing subspace and the largest V-invariant subspace of H on which V is an n-tuple of unitary operators. Thus V is completely non-unitary if and only if α∈N n 0 V α H = {0}.
As we can always isolate the completely unitary part of a given n-tuple, we generally assume our n-tuple is completely non-unitary. If V is completely nonunitary and K is a V-invariant subspace of H, then α∈N n
Thus the restriction of a completely non-unitary n-tuple is again completely non-unitary. We also note the following. Suppose A is an operator on H commuting with V and ker A = {0}. If V|ran A is completely non-unitary, then V is completely non-unitary.
Proposition 2.3 ([11]
). Given an n-tuple of commuting isometries V on a Hilbert space H, there exists an n-tuple of commuting unitaries V = ( V 1 , . . . , V n ) on a Hilbert space H such that
(2) V|H = V; and
These properties determine V up to unitary equivalence. We call V the minimal unitary extension of V. Furthermore, if A is an operator on H commuting with V, then there exists a unique operator A on H that commutes with V such that A|H = A and A = A . We call A the canonical extension of A.
For any p ∈ C[X], we have
It follows that Ann(V) is a radical ideal; that is, if p k ∈ Ann(V) for some positive integer k, then p ∈ Ann(V).
The following two propositions are based on results from Chapter V and VI of [15] . Proposition 2.4. Let (V 1 , V 2 ) be a pair of commuting shifts on a Hilbert space H.
(1) There is a Hilbert space E of dimension dim ker V * 2 and an L(E)-valued inner function Θ on D such that (V 1 , V 2 ) is unitarily equivalent to pair of Toeplitz operators (T Θ , T ζI ) acting on H 2 (D) ⊗ E.
(2) In the case that both V 1 and V 2 have finite multiplicity, E is finite dimensional and Θ is a matrix valued inner function with entries consisting of rational functions.
We remark that Proposition 2. 
is a pair of commuting isometries. Given a pair W ′ of commuting isometries on a Hilbert space H ′ , the following assertions are equivalent.
(2) There exists a contraction A commuting with a shift V such that W ′ is unitarily equivalent to W A .
Additionally, the pair (V, A) is unique up to unitary equivalence, and thus it is called the characteristic pair of W ′ .
We require a few results from elementary algebraic geometry, for which we refer the reader to [8] and [12] . As we only concern ourselves with affine algebraic varieties in C ℓ , for some positive integer ℓ, we generally drop the adjectives 'affine' and 'algebraic'. The following are some results we use repeatedly. In other words, I is the irredundant intersection of the prime ideals I 1 , . . . , I m ; we call these the prime factors of I. Similarly, if V is a variety in C n , then there exists a unique collection of irreducible varieties Thus, if V is an irreducible variety of dimension 1 and W is any variety in C n , then W ∩ V is either V or a finite set.
Proposition 2.9 ([8, Cor. 9.5.4]). Given an ideal I ⊆ C[X], the dimension of Z(I) is equal to the largest integer r for which there exist r distinct elements i 1 , . . . , i r ∈ {1, . . . , n} such that
In particular, if dim Z(I) = 1, then C[X i , X j ]∩I contains a non-zero element whenever i = j. A corollary of this result is the following. Proof. We observe that
Because the collection I 1 , . . . , I m is irredundant, Z(I i ) ∩ Z(I j ) is a finite set when i = j, and thus Z(J ) is a finite set.
Before concluding this section, we make the following observation about distinguished varieties.
Proposition 2.12. Suppose V is a distinguished variety in C n and each irreducible component of V meets D n . Then V has dimension at most 1.
Proof. It suffices to consider the case where V is irreducible. We fix z ∈ V ∩ D n and set H = {w ∈ C n : 
As dim(H ∩ V) = 0 and dim H = n − 1, we have that dim V ≤ 1.
Basic Properties of Ann(V)
Throughout this section, assume that V is a completely non-unitary n-tuple of commuting isometries. The main result is Theorem 3.4, which allows us to recover Ann(V) from a given ideal I ⊆ Ann(V) with dim Z(I) = 1.
Proof. Suppose Ann(V) = {0}, and let I 1 , . . . , I m be the prime factors of Ann(V). We note that I 2 ∩ · · · ∩ I m is strictly larger than Ann(V) and therefore it cannot annihilate V. Suppose that Z(I 1 ) has dimension 0, and thus is generated by X 1 − λ 1 , . . . , X n − λ n for some λ 1 , . . . , λ n ∈ C. Let H 1 be the closure of (I 2 ∩ · · · ∩ I m )(V) · H and note that H 1 = {0}. Since V|H 1 is annihilated by I 1 , we have
But this would mean that V is not completely non-unitary. Proof. We observe that Z(Ann(V)) ⊆ Z(I) and that the latter is an irreducible variety of dimension 1. Since V is completely non-unitary, it follows from Lemma 3.1 that every irreducible component of Z(Ann(V)) must have dimension 1. By Proposition 2.8, Ann(V) = I.
where 1/z = (1/z 1 , . . . , 1/z n ). If we write p = α≥0 c α X α , then
Thus, when W is an n-tuple of commuting isometries and p a polynomial, we have
and therefore ρ(Ann(W)) ⊆ Ann(W). When I is an ideal in C[X] with the property that ρ(I) ⊆ I, then Z(I) has a certain reflection property. Specifically, if z ∈ Z(I) and no coordinate of z is 0, then 1/z ∈ Z(I). A final remark concerning ρ is the following lemma, which is based on [1, Lem. 2.2]. Proof. Let p ∈ I and q ∈ J . Then
Thus p(W)h, q(W)h ′ = 0 for each p ∈ I, q ∈ J , and h, h ′ ∈ H.
Theorem 3.4. Let I ⊆ Ann(V) be an ideal such that dim Z(I) = 1.
(1) I = Ann(V) if and only if I is radical and i =j I j Ann(V) for every j ∈ {1, . . . , m}, where I 1 , . . . , I m are the prime factors of I.
Proof.
(1) If I = Ann(V), then I is radical and so Ann(V)
Conversely, suppose I is a radical ideal and that I j = i =j I i does not annihilate V for any j ∈ {1, . . . , n}. We define H j to be the closure of I j (V)H; this is non-zero and I j ⊆ Ann(V|H j ). By Lemma 3.2, it follows that I j = Ann(V|H j ) and so Ann(V) ⊆ Ann(V|H j ) = I j .
Since this holds for every j, we have Ann(V) = I.
(2) Given i ∈ {1, . . . , m}, we note that I i = Ann(V|H i ) implies ρ(I i ) ⊆ I i , and therefore ρ( I j ) ⊆ I j for each j. Since I i · I j ⊆ Ann(V) when j = i, the theorem now follows from Lemma 3.3.
Suppose I ⊆ Ann(V) is an ideal determining a variety of dimension 1. In order to show that Ann(V) can be recovered from I, we first observe that √ I ⊆ Ann(V) = Ann(V). Let I 1 , . . . , I m be the prime factors of √ I and let J ⊆ {1, . . . , n} be a subset of minimal cardinality for which j∈J I j ⊆ Ann(V). Then j∈J I j is radical with prime factors {I j : j ∈ J}, and Z( j∈J I j ) has dimension 1. Theorem 3.4 now asserts that Ann(V) = j∈J I j .
The structure of V when Ann(V) is prime
The purpose of this section is to establish Theorem 4.4, which is Theorem 5.4 in the special case that Ann(V) is a prime ideal of
. . , n − 1. This fact allows us to use results for pairs of commuting isometries to extract information in the n-variable case.
We say that p ∈ C[X 1 , X 2 ] has no single variable factors if there is no non-
Lemma 4.1. Let V be a pair of commuting isometries on a Hilbert space H and
(1)
V|K is a pair of unitary operators, and V|K
⊥ is a pair of shifts.
Proof. As seen before,
where (S 1 , S 2 ) is pure, U 1 , U 2 , R 1 , R 2 are unitary, and T 1 , T 2 are shifts. Let H 0 , H 1 , H 2 , and H 1,2 denote the corresponding reducing subspaces. We observe that both (S 1 , S 2 ) and (S 2 , S 1 ) have the property that there is no reducing subspace for the pair on which the first component is unitary. Thus there is a characteristic pair associated to each. Let (V, A) be the characteristic pair associated with (S 1 , S 2 ). Preserving the notation used in Proposition 2.5, we set (
is one-to-one and therefore d 0 = 0. Thus D = {0}, and so W 1 = V and W 2 = A. In other words, W 1 , and hence S 1 , is a shift. Applying the same argument to the characteristic pair for (S 2 , S 1 ) shows that S 2 is a shift.
We also have
Since T 2 is a shift commuting with U 1 , it follows that p j (U 1 ) = 0 for j = 0, 1, . . . , N . Indeed, let f ∈ ker T * 2 and note that U 1 commutes with T *
2 is a cyclic set for T 2 , it follows that p N (U 1 ) = 0. By the obvious induction argument, we see that
Thus the spectrum of U 1 is finite, and if q 1 is the minimal annihilating polynomial of U 1 , then q 1 divides p 0 , p 1 , . . . , p N . However, p has no single variable factors, and therefore q 1 is constant. This can only occur if the spectrum of U 1 is empty, and thus H 1 = {0}. In a similar way, we deduce that H 2 = {0}.
We proceed to prove (1) . Recall that
In a similar manner we find that
We remark that the 'no single variable factors' hypothesis is only used to eliminate the mixed summands (U 1 , T 2 ) and (T 1 , U 2 ). In the case where p does have single variable factors, then the middle two summands may remain, but in this case U 1 and U 2 will have finite spectra.
When V is an n-tuple such that the pairs (V 1 , V n ), . . . , (V n−1 , V n ) are algebraic, the preceding lemma implies the following.
Corollary 4.2. Let V be an n-tuple of commuting isometries on a Hilbert space H, and suppose there are polynomials p 1 (X 1 , X n ), . . . , p n−1 (X n−1 , X n ) ∈ Ann(V), each of which has no single variable factors.
⊥ is an n-tuple of shifts and V|K is an n-tuple of unitaries.
When a given ideal in C[X] has a "enough" inner toral two-variable polynomials, we can conclude that Z(I) is a distinguished variety. More precisely, we have the following. Lemma 4.3. Let I be an ideal in C[X], and suppose that there is an inner toral polynomial p j (X j , X n ) ∈ I for each j ∈ {1, . . . , n − 1}. Then Z(I) is a distinguished variety.
Proof. Let J denote the ideal generated by p 1 (X 1 , X n ), . . . , p n−1 (X n−1 , X n ) and note that Z(I) ⊆ Z(J ). Thus, it suffices to prove that Z(J ) is distinguished. Fix w ∈ Z(J ) and note that we have w n ∈ K for some K ∈ {D, T, E}. As p 1 (w 1 , w n ) = 0, . . . , p n−1 (w n−1 , w n ) = 0 and p 1 , . . . , p n−1 are inner toral, it follows that each coordinate of w is in K.
Theorem 4.4. Let V be a completely non-unitary n-tuple of commuting isometries. If Ann(V) is a prime ideal and Z(Ann(V)) has dimension 1, then there exists an s ∈ {1, . . . , n} such that, after a permutation of coordinates,
. . , λ n I) where V 1 , . . . , V s are shifts and λ s+1 , . . . , λ n are scalars of absolute value 1; and
Proof. For each i ∈ {1, . . . , n}, let Q i be the set of irreducible polynomials in C[X i ] ∩ Ann(V). After some permutation of coordinates, there is an s ∈ {0, 1, . . . , n} so that
As V is completely non-unitary, s > 0. In the case that s = 1, we have V = (V 1 , λ 2 I, . . . , λ n I), and so V 1 is a shift and Z(Ann(V)) is C×{(λ 2 , . . . , λ n )}. Now we suppose s > 1. For each i < s, it follows from Proposition 2.9 that there is a non-zero p i (X i , X s ) ∈ Ann(V). Since Ann(V) is prime, we may and shall assume that p i is irreducible. Since Q i = Q s = ∅, p i is non-constant in both variables. Corollary 4.2 now implies that V 1 , . . . , V s are shifts.
We easily see that Z(Ann(V)) = W × {(λ s+1 , . . . , λ n )}, where
It follows from [1, Thm. 1.20] that, for each i < s, there is a inner toral poly-
As p i is irreducible, it follows that q i is proportional to p i and thus that p i is inner toral. Lemma 4.3 now implies that Ann(V) ∩ C[X 1 , . . . , X s ] determines a distinguished variety in C s .
A Decomposition Theorem
We can now describe the structure of a completely non-unitary n-tuple of commuting isometries when Z(Ann(V)) has dimension 1. To accomplish this, we first decompose V into a direct sum based on the individual eigenvalues of V 1 , . . . , V n . This decomposition is easily derived, but we provide the details for completeness.
Lemma 5.1. Let (V 1 , V 2 ) be a pair of commuting isometries on a Hilbert space H. Given an eigenvector λ of V 1 , let E λ denote the corresponding eigenspace. Then
(1) E λ is a V 2 -reducing subspace; and
Proof. (2) is a triviality, so we only prove (1) . Certainly E λ is V 2 -invariant. Relative to the decomposition H = E λ ⊕ E ⊥ λ , we write
Since λ is an eigenvalue of an isometry, |λ| = 1. Note that W does not have λ as an eigenvalue, and therefore W * does not have λ as an eigenvalue. Commutativity implies B(W − λ) = 0 and so (W * − λ)B * = 0. Therefore B * = 0 and thus V 2 = A ⊕ C.
Lemma 5.2. Let V be an n-tuple of commuting isometries on a Hilbert space H. There exists a subset F ⊆ ({0} ∪ T)
n and a collection of non-zero pairwise orthogonal V-reducing subspaces (H z ) z∈F such that H = z∈F H z , and for every z ∈ F and i ∈ {1, . . . , n}
Proof. Given i ∈ {1, . . . , n} and λ ∈ T, we denote by P i,λ the orthogonal projection onto ker(V i − λI). Then P i,λ P i,η = 0 when λ and η are distinct elements of T, and V i P i,λ = λP i,λ . We define P i,0 to be projection onto λ ker(V i − λI) ⊥ . Equivalently, P i,0 = I − λ∈σp(V1) P i,λ , where the sum converges in the strong operator topology and σ p (V 1 ) denotes the point spectrum of V 1 .
Lemma 5.1(1) implies that V i commutes with P j,λ for every i, j ∈ {1, . . . , n} and λ ∈ T. We also note that (V i − ηI)P j,λ P i,η = 0 and therefore P i,η P j,λ P i,η = P j,λ P i,η . Thus P j,λ and P i,η commute, and so P i,w1 and P j,w2 commute for
n , we set P z = P 1,z1 · · · P n,zn . Then P z is an orthogonal projection that commutes with V. Let F be the set of all z ∈ ({0} ∪ T) n such that P z = 0. Since I = λ P i,w for each i, we have I = z∈F P z . If z, z ′ ∈ F are distinct then P z is orthogonal to P z ′ , and if
Finally, suppose z ∈ F and i ∈ {1, . . . , n} are such that z i = 0, and suppose that h ∈ ran P z so that V i h = λh for some λ ∈ T. Then P i,λ h = h and P z h = h, and so P z P i,λ h = h. However, P z = P z P i,0 and P i,0 P i,λ = 0. Thus h = 0 and therefore V i | ran P z has no eigenvalues.
Thus, when Z(Ann(V)) has dimension 1, each summand of the preceding decomposition does likewise. Furthermore, when V is completely non-unitary, each summand is also completely non-unitary. As such, we can restrict our attention to the following case.
. . , λ n I) be a completely non-unitary n-tuple of isometries on a Hilbert space H, where λ s+1 , . . . , λ n ∈ T. If V 1 , . . . , V s have no eigenvalues and Z(Ann(V)) has dimension 1, then V 1 , . . . , V s are shifts and there is a distinguished variety W in C s of dimension 1 such that 
where W i is a distinguished variety. Thus
For i ∈ {1, . . . , m} and ℓ ∈ {1, . . . , s − 1}, we see in the proof of Theorem 4.4 that there is an irreducible polynomial p
is in Ann(V) and has no single variable factors. By Corollary 4.2, V 1 , . . . , V s are shifts.
We now summarize the results of this section in the following.
Theorem 5.4. Let V be a completely non-unitary n-tuple of commuting isometries, and suppose Z(Ann(V)) has dimension 1. There is a subset F ⊆ ({0}∪T) n and a collection of non-zero V-reducing subspaces (H z ) z∈F such that H = z∈F H z , and for each z ∈ F the following hold.
(1) If i ∈ {1, . . . , n} and
(2) Suppose exactly s components of z are 0, and let λ s+1 , . . . , λ n denote the non-zero components of z. After a permutation of coordinates, there is a distinguished variety W ⊆ C s of pure dimension 1 so that
. . , λ n )}.
Finite Multiplicity
In this section we suppose V is an n-tuple of commuting shifts. When the dimension of Z(Ann(V)) is 1, we show in Lemma 7.2 that V has a finite cyclic set if and only if V i has finite multiplicity for some i. When each V i is known to have finite multiplicity, we show in Proposition 6.3 that the condition dim Z(Ann(V)) = 1 automatically satisfied.
In what follows, we set X ′ = (X 1 , . . . , X n−1 ).
Lemma 6.1. Let V be an n-tuple of commuting shifts and suppose that the dimension of
Proof. Let I 1 , . . . , I m be the prime factors of Ann(V). It follows from Theorem 3.4 that X n / ∈ I j for any j. This implies that Z(I j ) ∩ {z : z n = 0} is a proper subvariety of Z(I j ) and thus of dimension 0. Since this holds for each j, we see that Z(Ann(V)) meets {z : z n = 0} only at finitely many points.
We set J = {p(X ′ , 0) : p ∈ Ann(V)} and note that this is an ideal of C[X ′ ] isomorphic to (Ann(V) + X n )/ X n , where X n is the ideal generated by
Recall that a shift V has a finite cyclic set if and only if V has finite multiplicity. In particular, any basis for ker V * provides such a cyclic set. Thus, when V is an n-tuple of shifts of finite multiplicity, it follows that any basis for ker V * n is a finite cyclic set for V. When Z(Ann(V)) has dimension 1, we have the following. Theorem 6.2. Let V be an n-tuple of commuting shifts and suppose that the dimension of Z(Ann(V)) is 1. Then the following assertions are equivalent.
(2) V i has finite multiplicity for each i.
(3) V i has finite multiplicity for at least one i.
Proof. Clearly (2)⇒(3)⇒(1). Suppose that (1) is true, and let {h 1 , . . . , h k } be a cyclic set for V. We only show that V n has finite multiplicity, as the same argument applies to an arbitrary permutation of V 1 , . . . , V n . Fix an f ∈ ker V * n and note that
where
, there are a i1 , . . . , a iℓ ∈ C and p i ∈ Ann(V) such that
a ij r j , i = 1, . . . , k.
Let L be the space spanned by r j (V ′ )h i as j goes from 1 to ℓ and i from 1 to k. If f ⊥L, then cyclicity implies that f = 0, and thus we see that L ⊥ ∩ ker V * n = {0}. Since L has finite dimension, it follows that ker V * n does as well. Let V be as above. Using the notation of Theorem 3.4 and its proof, recall that the spaces H 1 , . . . , H m in the statement of Theorem 3.4 are equal to the closures of I 1 (V)H, . . . , I m (V)H, respectively. Since V has a finite cyclic set S and m i=1 I i has finite linear codimension in C[X], it follows that K = H 1 ⊕ · · · ⊕ H m has finite codimension in H. Thus there is a finite codimensional V-invariant subspace K of H so that
with Ann(V|H i ) = I i for i = 1, . . . , m.
We also observe that when each V j has finite multiplicity, it is unnecessary to assume dim Z(Ann(V)) = 1, as we see in the following proposition. We remark, as before, that this result is essentially a corollary of work in [2] . Proposition 6.3. Let V be an n-tuple of commuting shifts of finite multiplicity. Then Z(Ann(V)) has dimension 1.
Proof. Let k = dim ker V * n , and represent V as an n-tuple of Toeplitz operators (T Θ1 , . . . , T Θn−1 , T ζ·I ) on H 2 (D) ⊗ C k , where Θ 1 , . . . , Θ n−1 are matrix valued inner functions. Since dim ker V * i < ∞ for i = 1, . . . , n − 1 as well, the matrix entries of Θ i are rational functions. There are then polynomials P i ∈ C[X i , X n ] and Q i ∈ C[X n ] so that det(w · I − Θ i (z)) = P i (w, z)/Q i (z). Let I denote the ideal generated by P 1 , . . . , P n−1 , and note that I ⊆ Ann(V). As dim Z(I) ≤ 1, the proposition follows.
Near Unitary Equivalence
Suppose V is an n-tuple of commuting isometries on a Hilbert space H and W an n-tuple of commuting isometries on a Hilbert space K. If there exists a W-invariant subspace K ′ of finite codimension in K and a unitary operator U from H onto K ′ so that U V i = W i U for i = 1, . . . , n, then we write V W. If V W and W V, we say that V and W are nearly unitarily equivalent and write V ≈ W.
Example 7.1. Let V 1 and V 2 denote multiplication by z 0 0 z and 0 z z 0 on the C 2 -valued Hardy space H 2 (D) ⊗ C 2 , respectively. We denote by H 0 the cyclic subspace generated by (1, 0) t . As (V 1 , V 2 ) is not cyclic, (V 1 , V 2 ) and (V 1 , V 2 )|H 0 are not unitarily equivalent. However, H ⊥ 0 = C · (0, 1) t , and thus (V 1 , V 2 )|H 0 (V 1 , V 2 ). In fact, it follows from Lemma 7.5 that these two pairs are nearly unitarily equivalent.
The purpose of this section is to prove the following result. The proof is divided into three parts, approximately following what is done in [1] . First we show, by Lemma 7.8, that it is sufficient to consider the case where Ann(V) is prime. We then construct an n-tuple of commuting shifts in Lemma 7.17 based on the desingularization of Z(Ann(V)) ∩ D n that serves as a common model for all n-tuples with annihilator equal to Ann(V). The proof is finally completed with Lemma 7.18 by showing that V is nearly unitarily equivalent to this model. Before this, however, we require a few additional facts. Lemma 7.3. Let V be a n-tuple of commuting shifts of finite multiplicity. For any z n ∈ D, there exist z 1 , . . . , z n−1 ∈ D so that (z 1 , . . . , z n ) is in the joint point spectrum of V * .
Proof. Since V n is a shift of finite multiplicity, and V 1 , . . . , V n−1 commute with V n , we represent V as an n-tuple of matrix valued Toeplitz operators
n , I k is the identity on C k , ζ is the coordinate function on D, and Θ 1 , . . . , Θ n−1 are matrix valued inner functions on D. Let g be a non-zero vector in
. . , Θ n−1 (z n ) * are commuting matrices, they have a common eigenvector v, say with Θ 1 (z n )
We remark that when dim Z(Ann(V)) = 1, the preceding lemma holds without the assumption of finite multiplicity. This is due to the fact that each operator Θ j (z) will, in this case, have a non-zero annihilating polynomial.
We also note that Lemma 7.4(2) is well-known, but we sketch the proof nevertheless.
Lemma 7.4. Let V be an n-tuple of commuting isometries on a Hilbert space H, and let Q ∈ C[X n ]\{0}.
(1) If V n has no eigenvalues, then V|Q(V n )H is unitarily equivalent to V.
(2) If V n is a shift of finite multiplicity, then Q(V n )H has finite codimension in H.
(1) Since V n has no eigenvalues, V * n has no eigenvalues in T. Thus ran(V n − λ) is dense whenever |λ| ≥ 1. We therefore suppose that Q(
is an isometry that commutes with V, and BH = ran Q(V n ).
(2) We show that Q(V n ) * has a finite dimensional kernel. For this, it suffices to note that if K is a finite dimensional subspace, then {f ∈ H : (V n − λ) * f ∈ K} is finite dimensional for any λ ∈ C. Lemma 7.5. Let V and W be n-tuples of commuting isometries. Suppose W V and at least one element of V has no eigenvalues. Then :
(1) Ann(V) = Ann(W); and (2) W is an n-tuple of commuting shifts of finite multiplicity if and only if V is an n-tuple of commuting shifts of finite multiplicity, in which case V ≈ W.
Proof. We may (and do) suppose that there is a V-invariant finite codimensional subspace K of H such that W = V|K. By a permutation of coordinates, we also suppose that V n has no eigenvalues. Denote by A the compression of V n to K ⊥ . Since K ⊥ has finite dimension, there is a non-zero polynomial Q ∈ C[X n ] so that Q(A) = 0 and thus Q(V n )H ⊆ K. By Lemma 7.4, V|Q(V n )H is unitarily equivalent to V, and so
For any i ∈ {1, . . . , n},
As V i |Q(V n )H is unitarily equivalent to V i , it follows that V i is a shift if and only if V i |K is a shift. We also have the following inclusions;
and
As K has finite codimension in H, we know that V i Q(V n )K has finite codimension in V i Q(V n )H. When each V j has finite multiplicity, it follows that every subspace in (3) has finite codimension in the next. Thus V i K has finite codimension in K. When each V j |K has finite multiplicity, it follows that every subspace in (2) has finite codimension in the next. Then V i |Q(V n )H has finite multiplicity. Because V i |Q(V n )H is unitarily equivalent to V i , it follows that V i has finite multiplicity. Finally, we note that Q(V n )K ⊆ Q(V n )H ⊆ K ⊆ H. Thus, if either V or V|K is an n-tuple of shifts of finite multiplicity, then Q(V n )H has finite codimension in K. In other words,
Because V|Q(V n )H is unitarily equivalent to V, we have V ≈ V|K. 
Thus, to show that V and W are nearly unitarily equivalent, it suffices to prove that V|H i is nearly unitarily equivalent to W|K i for i = 1, . . . , n. However, we note that even if V and W are both cyclic, it may be that neither V|H i nor W|K i is cyclic. The purpose of Lemma 7.8 is to address this issue. First, however, we recall a result from the theory of subnormal operators, for which we need the following notation. Given a finite positive Borel measure µ on T n , we denote by
, where here for i = 1, . . . , n we identify X i with the coordinate function z → z i . If f is a bounded Borel function on T n , we denote by M f,µ the operator of multiplication by f acting on P 2 (µ), and set M X,µ = (M X1,µ , . . . , M Xn,µ ).
Lemma 7.7. Let V be a cyclic n-tuple of commuting shifts on a Hilbert space H. There is a diffuse finite positive Borel measure µ concentrated in Z(Ann(V))∩T n so that V is unitarily equivalent to M X,µ .
Proof. Denote by v 0 a cyclic vector for V. We set V = Z(Ann(V)), and denote by V the minimal unitary extension of V and σ( V) the Taylor joint spectrum of V. By [18, Thm. IV.7.26], there is a projection valued measure E supported on
where µ(·) = E(·)v 0 , v 0 . It follows from [18, Thm. III. 10.4 ] that σ( V) ⊆ V∩T n . Suppose f ∈ H and z ∈ T n so that E({z})f = f . For any g ∈ H and α, β ∈ N n 0 we have
Here P H is projection onto H. Because V k 1 g tends weakly to 0 as k → ∞, it follows that f, V * α g = 0 for any g ∈ H and α ∈ N n 0 . Since { V * α g : g ∈ H, α ∈ N n 0 } is dense in H, we have f = 0. Thus E({z}) = 0 and therefore µ has no atoms.
Lemma 7.8. Let V be a cyclic n-tuple of commuting shifts on a Hilbert space H, and suppose dim Z(Ann(V)) = 1. We set V = Z(Ann(V)), and take µ to the measure provided by the preceding lemma. Denote by V 1 , . . . , V m the irreducible components of V and I 1 , . . . , I m the corresponding prime ideals. Suppose m > 1, and let ν be another finite diffuse positive Borel measure on V ∩ T n . For each i ∈ {1, . . . , m} we write µ i and ν i for the restriction of µ and ν to V i ∩ T n , respectively. Then :
(1) M X,µi is an n-tuple of shifts of finite multiplicity with Ann(M X,µi ) = I i for i = 1, . . . , n; and
Proof. Write I i = j =i I j for each i, and note that if p ∈ I i then p(V j ) = 0 whenever j = i. For any p, q ∈ I i we have
(1) Since the argument is essentially identical for the other components of V, we consider only i = 1. Let p ∈ I 1 \I 1 and note that p has only finitely many zeros on V 1 . Because µ 1 has no atoms, M p,µ1 is injective. Thus, as M X,µ |ran M p,µ = M X,µ1 |ran M p,µ1 is completely non-unitary, it follows that M X,µ1 is completely non-unitary. Since Ann(M X,µ1 ) ⊇ I 1 , Lemma 3.2 implies that Ann(M X,µ1 ) = I 1 , and so by Theorem 4.4 we see that M X,µ1 is an n-tuple of shifts. As M X,µ1 is also cyclic, Theorem 6.2 dictates that each M Xj ,µ1 has finite multiplicity.
(2) By the comments that follow Corollary 7.6, it suffices to prove that M X,µi |H i and M X,νi |K i are nearly unitarily equivalent for each i. Again, we only consider i = 1. Since M X,µ1 M X,ν1 , there is a unitary operator U from P 2 (µ 1 ) onto a finite codimensional subspace of P 2 (ν 1 ) so that U M Xj,µ1 = M Xj ,ν1 U for each j ∈ {1, . . . , n}. Let g 1 , . . . , g N be a basis for P 2 (ν 1 )⊖U P 2 (µ 1 ), and let p 1 , . . . , p k generate I 1 . We note that H 1 is the closure of
it follows that U H 1 has finite codimension in K 1 , and so
Because M X,µ1 |H 1 is an n-tuple of shifts with annihilator I 1 and a finite cyclic set, it follows from Theorem 6.2 that M Xi,µ1 |H 1 has finite multiplicity for each i. Since ν 1 has no atoms, it follows that no element of M X,ν1 |K 1 is multiplication by a scalar, and thus M X,µ1 |H 1 ≈ M X,ν1 |K 1 by Lemma 7.5.
Thus we restrict ourselves to the case where Ann(V) is prime and V is of the form M X,µ , for µ a diffuse finite positive Borel measure on Z(Ann(V)) ∩ T
n . In what follows, we use the following properties of V = Z(Ann(V)).
(1) V is a distinguished variety; and (2) if z ∈ V and z i = 0 for each i, then (1/z 1 , . . . , 1/z n ) ∈ V.
Property (1) follows from Theorem 4.4, while property (2) follows from comments in section 3.
Before moving onto the desingularization process, we make the following observation about the set V ∩ T n , where we denote by V * the regular set of V.
, and for each point y ∈ V * ∩ T n there is a neighborhood U of y in C n such that V ∩ T n ∩ U is a simple smooth curve.
and thus it suffices to show that V ∩ T n is contained in V ∩ D n . Let z ∈ V ∩ T n , and first suppose that z is a regular point of V. By the implicit function theorem it follows, possibly after a permutation of coordinates, that there exists a disc ∆ n about z n in C, a polydisc ∆ ′ about (z 1 , . . . , z n−1 ) in C n−1 , and a holomorphic function φ : ∆ n → ∆ ′ so that
for each i and thus z is a limit point of V ∩ D n . We also observe that the preceding parametrization shows
is a simple smooth curve through z. Now suppose that z is a singular point and z (1) , z (2) , · · · ∈ V * are such that z (i) → z. Since w ∈ V implies (1/w 1 , . . . , 1/w n ) ∈ V, we assume that z (i) ∈ D n for each i. Since each point of V * ∩ T n is a limit point of V ∩ D n , whenever z (i) ∈ T n we can replace z (i) with a point in D n that is within a distance 1/i of the original point. Thus we produce a sequence in V ∩ D n converging to z.
We remark that the last part of the proof can also be proved using the parametrization of V given by the desingularization discussed below without using the fact that z ∈ V ∩ (C\{0}) n implies 1/z ∈ V.
Desingularizing V ∩ D n
Our next objective is to construct a Riemann surface S with boundary, and a continuous map h from S onto V ∩ D n so that
Suppose we have such a map and let µ be a diffuse finite positive Borel measure on V ∩ T n , as in Lemma 7.7. Since h is injective on the complement of a finite set, the pullback measure ν = µ • h is also a diffuse finite positive Borel measure and
Given a finite positive Borel measure τ on ∂S, we denote by
If f is a bounded Borel function on ∂S, then we write M f,τ for multiplication by f on A 2 h (τ ). Thus the preceding comments show that M X,µ is unitarily equivalent to M h,ν = (M h1,ν , . . . , M hn,ν ) .
After constructing S and h, we find a diffuse finite positive Borel measure ω on ∂S so that M h,ω is an n-tuple of shifts with annihilator I. We then show that whenever ν is as above, then M h,ν ≈ M h,ω . Once this done in Lemma 7.18, Theorem 7.2 is proved.
The construction of S requires two steps. First we desingularize V to produce a Riemann surface M and a holomorphic map H from M onto V. The set
may not, as a subset of M, have the structure of a Riemann surface with boundary. Thus in the second step we embed R into another Riemann surface where R has the appropriate structure; we call this set S.
We note that desingularization often requires a rotation of the variety before the surface can be constructed. In our case, however, we wish to use the fact that V is a distinguished variety, and a generic rotation may not preserve this property of V. We therefore carry out the desingularization V without such rotations, and thus require some material from the theory of analytic sets. For this, we follow Chapter I of [7] . We say that A ⊆ C n is an analytic subset of C n if for each point x ∈ A there is a neighborhood U about x and functions f 1 , . . . , f N holomorphic on U such that A ∩ U = {z ∈ U : f 1 (z) = · · · = f N (z) = 0}. An analytic set A is irreducible if it cannot be written as the union of two analytic subsets distinct from A. Every analytic set is the union of an at most countable number of irreducible analytic sets, which are called the irreducible components of A. Near any point x in an analytic set A, there is a neighborhood U ′ of x so that A ∩ U ′ can be written as a finite union of irreducible analytic sets. We note that any algebraic variety is an analytic set, but the restriction of an irreducible algebraic variety to an open subset may not be an irreducible analytic set. As an example, consider the complex curve X 2 2 = X 2 1 (1 + X 1 ) near the origin. Recall that a map f from a topological space X into a topological space Y is proper if f −1 (K) is compact whenever K is a compact subset of Y . In addition to the preceding, we use the following results. The first of these follows from [7, §1.3.1] , while the second is a special case of results in [7, §1.3.2] . Proposition 7.10. Assume that X and Y are Hausdorff, locally compact spaces, and D ⊂ X, G ⊂ Y with G compact. If A is a relatively closed subset of D × G that does not have limit points in D × ∂G, then the restriction of the projection (x, y) → x to A is a proper map.
If A is an analytic subset of G such that π|A is a proper map, then π(A) is an analytic subset of G ′ . Furthermore, if π is also finite, then dim A = dim π(A).
′ be a polydisc in C n centered at 0 with U 1 ⊆ C and U ′ ⊆ C n−1 . Suppose that A is an irreducible 1-dimensional analytic subset of U and 0 is the only singular point of A. If π : A ∩ U → U 1 is a proper projection onto U 1 , it follows from [7, §1.3.7] that there is an integer k > 0 so that π|A∩U \{0} is a locally biholomorphic k-sheeted cover of U 1 \{0}. Starting from this, it is shown in [7, §1.6 ] (see also [13, §1.2] ) that there is a number η > 0 and a holomorphic homeomorphism σ from D onto S ∩ U such that π(σ(w)) = ηw k for each w ∈ D while σ sends D\{0} biholomorphically onto S ∩ U \{0}. In order to produce the appropriate projection, we prove the following.
Lemma 7.12. Suppose 0 ∈ V, and let U be a neighborhood of 0. Denote by π the projection (z 1 , . . . , z n ) → z 1 . If S is an irreducible analytic component of V ∩ U containing 0, then there is a polydisc ∆ centered at 0 so that π|(S ∩ ∆) is a proper projection onto the disc π(∆).
Proof. Let L = {0 1 } × C n−1 where here 0 1 denotes the origin in C. Since V is a distinguished variety, it follows that V ∩ L is a compact variety and thus a finite set. By shrinking U , we arrange that V ∩ L ∩ U contains only the point 0.
In particular, we have S ∩ L = {0}. Since S is a relatively closed subset of U , there is a polydisc
The analytic set S ∩ D has dimension 1, and so it follows from Proposition 7.11 that π(S ∩ D) has dimension 1. But the only analytic subsets of C with dimension 1 are open subsets. In particular, there is an open disc ∆ 1 centered at 0 1 in C that is contained in π(S∩D). We set ∆ = ∆ 1 ×D ′ , and claim that π|S∩∆ is also proper. Indeed, if K is a compact subset of π(S ∩∆) = ∆ 1 , then K is also a compact subset of π(S ∩ D) and thus (π|S
We can now produce the desingularization H : M → V. Let Σ denote the set of singular points of V. For each z ∈ Σ, we fix a neighborhood U z of z such that U z ∩ V has finitely many irreducible analytic components, any two of which meet only at z, and U z ∩ Σ = {z}. For each irreducible analytic component S of U z ∩V, let D z,S be a copy of D and denote by x z,S the center of D z,S . By Lemma 7.12 and the comments preceding it, there is a polydisc ∆ z,S centered at z and a holomorphic homeomorphism σ z,S from D z,S onto S ∩ ∆ z,S such that σ z,S sends D z,S \{x z,S } biholomorphically onto S ∩ ∆ z,S \{z}. Furthermore, there is an integer k > 0 and a number η > 0 so that π(σ z,S (w)) = z n + ηw k for each w ∈ D, where π is projection onto the n-th coordinate. Let X be the disjoint union of V * with all of the D z,S , and define G : X → V by setting G(x) = x when x ∈ V * and G(x) = σ z,S (x) if x ∈ D z,S . Finally, we define M to be the Riemann surface that results from identifying x, x ′ ∈ X when G(x) = G(x ′ ) and denote by H the resulting map from M onto V. Note that H is a proper finite holomorphic map and H is biholomorphic over V * . Our next objective is to describe the set
Lemma 7.13. R is connected.
Proof. Since M consists of discs glued to V * , it suffices to show that V * ∩ D n is path-connected. Fix x, y ∈ V * . Because V is irreducible, V * is path-connected and so there is a path γ : [0, 1] → V * connecting x and y. Then
defines a path in V ∩ D n connecting x and y. Here 1/z = (1/z 1 , . . . , 1/z n ) when z = (z 1 , . . . , z n ) ∈ (C\{0}) n . Since the singular set of V is finite, we modify γ so that β is contained in V * ∩ D n . The path β meets V ∩ T n only at regular points of V, and so, by making the obvious modifications to β near these points, we produce a path joining x and y entirely contained in V * ∩ D n .
Lemma 7.14.
Proof. We immediately see that R ⊆ H −1 (V ∩ D n ) and so, by Lemma 7.9,
Thus it suffices to show that
Since H is essentially the identity map over V * , we restrict our attention to singular points. Suppose
is singular, and let x correspond to the center of D z,S for an irreducible analytic component S of V ∩ U z . For some neighborhood W of x, the map H|W is a homeomorphism of W onto S ∩ ∆ z,S . We recall that π : (w 1 , . . . , w n ) → w n sends S ∩ ∆ z,S onto π(∆ z,S ), and that there is a number η > 0 and an integer k > 0 so that π(σ z,S (w)) = z n + ηw k for every w ∈ D z,S . Thus we can find a sequence
Since H|W is a homeomorphism onto S ∩ ∆ z,S , the sequence
We can say more about the boundary of R. If x ∈ ∂R is such that H(x) ∈ V * , then we easily see that there is a neighborhood W of x so that R ∩ W is diffeomorphic to {w ∈ D : ℑ(z) > 0}, with ∂R ∩ W being sent smoothly onto the interval (−1, 1). Now suppose x ∈ ∂R so that z = H(x) is a singular point of V, and let π : (w 1 , . . . , w n ) → w n on C n . There exists a neighborhood W of x, a biholomorphic map σ : D → W with σ(0) = x, a positive integer k, and a number η > 0 so that π(H(σ(w))) = z n + ηw k and π sends H(W ) onto the disc ∆ n of radius η about z n . In particular, π(H(R ∩ W )) = D ∩ ∆ n and
Thus R ∩ W is conformally equivalent to this subset of the plane. For W and thus η sufficiently small, we find that R ∩ W is the union of k disjoint simply connected open sets W 1 , . . . , W k . For each j = 1, . . . , k, the set W ∩∂W j consists of two simple smooth curves meeting only at x, and W i ∩ W j = {x} whenever i = j. When k > 1, we call such an x a star point of R. Note that the set of star points of R is a finite subset of ∂R.
In proving Theorem 7.2, we use some results concerning finite Riemann surfaces. A finite Riemann surface is a domain Ω in a Riemann surface with the property that Ω is compact and ∂Ω consists of a finite number of disjoint simple closed smooth curves. Due to the possible existence of star points, our domain R may not be a finite Riemann surface as a subset of M. We can, however, embed R into another Riemann surface where the star points are absent. This is done as follows. Let B denote the set of star points of R, and for a given b ∈ B let W be a coordinate neighborhood of b in M so that W ∩ B = {b} and W ∩ R = W 1 ∪ · · · ∪ W k , as above. Glue W i to R\W along their intersection ∂W i ∩∂(R\W ) for each i ∈ {1, . . . , k}. Repeating this process for each b ∈ B, we produce a topological space S and a quotient map θ : S → R such that θ −1 (B) is finite and θ sends S\θ −1 (B) homeomorphically onto R\B. Because of this, we define S = θ −1 (R) and equip S with the structure of a Riemann surface. Since the boundary of R near each point in ∂R\B is given by a simple smooth curve, we can make S into a Riemann surface with boundary once we provide a boundary chart at each point of θ −1 (B). To do this, let b, W 1 , . . . , W k , and W be as before. For a given i, let x i be the point in θ −1 (b) corresponding to the connected component W i . As W i is biholomorphic to a simply connected subset of C, there is a biholomorphic map φ from W i onto the open upper half-disc D + that sends W ∩ ∂W i onto the interval (−1, 1) and b to 0. We then take φ • θ to the boundary chart at x i . By [5, §I. 13 .H], the surface S can be embedded into a compact (closed) Riemann surface, the double of S, thus making S into a finite Riemann surface.
We define h : S → V ∩ D n to be the composition h = H • θ. Then h is a proper finite continuous map, and h is a diffeomorphism over V * ∩ D n . We also see from 7.14 that ∂S = h −1 (V ∩ T n ), as desired.
Proof of Theorem 7.2
Let Ω be a domain in a Riemann surface so that Ω is compact. We denote by A(Ω) the algebra of functions continuous on Ω and analytic on Ω. With h : S → V ∩ D n as above, we denote by A h (S) the closed unital subalgebra of A(S) generated by the coordinate functions h 1 , . . . , h n of h As discussed in the beginning section 3 of [1] , it follows from [3] that there is a finite subset Y of S such that any function in A(S) which vanishes to sufficiently high order on Y also belongs to A h (S). It follows from this that A h (S) has finite codimension in A(S), and if g ∈ A h (S) vanishes to sufficiently high order on Y , then g ·A(S) ⊆ A h (S). In particular, there exists a one variable polynomial Q so that
When Ω is a finite Riemann surface and τ is a finite positive Borel measure supported on ∂Ω, we denote by
. Given a bounded Borel function f on ∂S, we denote by M f,τ and N f,τ the operators for multiplication by f on A 2 (τ ) and A 2 h (τ ), respectively. If F = (f 1 , . . . , f n ) is an n-tuple of bounded Borel functions on ∂S, then we set M F,κ = (M f1,κ , . . . , M fn,κ ) and N F,κ = (N f1,κ , . . . , N fn,κ ).
Corollary 7.15. Let τ be a diffuse finite positive measure on ∂S. If M h,τ is an n-tuple of shifts with finite multiplicity, then the same holds for N h,τ , and
Proof. Since τ has no atoms, N hn,τ has no eigenvalues. Indeed, if N hn,τ f = λf for some f ∈ A 2 (τ ) and λ ∈ T, then |h n − λ| 2 |f | 2 dτ = 0. Since h n − λ has only finitely many zeros in S, it follows that f = 0 τ -a.e. Thus, as A 2 h (τ ) has finite codimension in A 2 (µ), the corollary now follows from Lemma 7.5.
Let Ω is a finite Riemann surface, and denote by u f the harmonic function on Ω with boundary values given by f ∈ C(∂Ω). For each a ∈ Ω there is a Borel probability measure ω a on ∂Ω such that
In particular, when v is a continuous function on Ω that is harmonic on Ω, we have v(a) = ∂Ω vdω a . By [19] , A(Ω) is a hypo-Dirichlet algebra, implying in particular that the set {log |g| : g invertible in A(Ω)} has dense span in C(∂Ω). Thus the measure ω a is unique; it is called the harmonic measure of Ω corresponding to a. Note that ω a is a representing measure for the character f → f (a) on A(Ω), and if f ∈ A(Ω) is invertible, then log |f (a)| = ∂Ω log |f |dω a ; that is, ω a is an Arens-Singer measure.
As seen in [16] , every finite Riemann surfaces posses a Green's function G a for the point a, and an application of Green's formula shows that dω a is equal to − * dG a , where * is the conjugation operator. The following two statements concerning harmonic measure on finite Riemann surfaces seem to be well known, but we lack a good reference and thus sketch a proof of each.
(1) Let b ∈ ∂Ω, U a coordinate neighborhood about b, and φ : U → D a chart sending b to 0. Since ∂Ω is smooth, we suppose U ∩ ∂Ω is sent smoothly onto the interval (−1, 1). If E ⊆ U ∩ ∂Ω, then ω(E) = 0 if and only if φ(E) has Lebesgue measure 0.
To prove this, we modify the argument found in [10, §II.2]. We suppose φ sends U ∩ Ω onto the upper half-disc D + and U is small enough that a / ∈ U . The push-forward of − * dG a from U ∩ ∂Ω to (−1, 1) is given by Proof. Suppose ν is absolutely continuous with respect to harmonic measure ω, and log(dν/dω)dω > −∞. As we have just seen, there then exists an f ∈ A 2 (ω) so that |f | 2 = dν/dω and the L 2 (ω)-closure K of A(S)f has finite codimension in A 2 (ω). We denote by K 0 the L 2 (ω)-closure of A h (S)f and note that K 0 has finite codimension in K. Thus M h,ω |K 0 = N h,ω |K 0 N h,ω |K N h,ω .
For g 1 , g 2 ∈ A h (S) we have
Thus M h,ω |K 0 is unitarily equivalent to M h,ν , and so M h,ν N h,ω . Lemma 7.5 now implies that M h,ν ≈ N h,ω , and so M h,ν ≈ M h,ω by Lemma 7.15. To prove the lemma, it therefore suffices to show that ν is absolutely continuous with respect to ω and log(dν/dω) ∈ L 1 (ω). We first show that ν is absolutely continuous with respect to harmonic measure ω for a point x 0 ∈ S. By Corollary 7.15, N h,ν is an n-tuple of shifts of finite multiplicity. Denote by φ the character of A(S) given by evaluation at x 0 . As mentioned before, A(S) is a hypo-Dirichlet algebra and ω is an ArensSinger measure. Thus, by the first corollary of [4, Thm. 3.1], every representing measure for φ is absolutely continuous with respect to ω. We denote by ν s the part of ν that is singular with respect to ω, and note that there is an F σ -subset E of ∂S such that ω(E) = 0 and ν s (E c ) = 0. By Forelli's Lemma (see [9, Lem. II.7.3] ), the characteristic function χ E of E is contained in A 2 (ν). We set g = (h n − h n (x 0 ))/(1 − h n (x 0 )h n ), τ = ν s • g −1 , and denote by H 0 the cyclic subspace of A 2 (ν) generated N g,ν and χ E . For any p, q ∈ C[X n ],
where we have used the fact that g(∂S) = T. Thus the algebra generated by N g,ν |H 0 is unitarily equivalent to the disc algebra A(D) acting on its L 2 (τ )-closure. It follows from Lemma 7.16 that g(E) ⊆ T has Lebesgue measure 0, and we easily see that τ (g(E)
c ) = 0. That is, τ is singular with respect to Lebesgue measure on T. It now follows from the Kolmogorov-Krein theorem on the disc that inf f ∈A(D) T |1 − wf (w)| 2 dτ (w) = 0.
Thus N g,ν H 0 = H 0 , implying that N hn,ν |H 0 is a unitary operator and so H 0 = {0}. In particular, ν s (E) = χ E 2 = 0 and therefore ν is absolutely continuous with respect to ω.
Suppose there is a harmonic measure ω 1 for some point in S so that we have log(dν/dω 1 )dω 1 > −∞. For any other choice of harmonic measure ω 2 , there is a constant c > 1 so that 1/c < dω 1 /dω 2 < c, and thus log dν dω 2 dω 2 ≤ c log dν dω 1 dω 1 + | log(c)|.
It therefore suffices to show that log(dν/dω)dω > −∞ for just one choice of harmonic measure ω. Let Q ∈ C[X n ] such that (Q • h n )A(S) ⊆ A h (S) and let z n ∈ D satisfy Q(z n ) = 0. By Lemma 7.3, there is a z ∈ Z(I) ∩ D n so that
where J is the ideal in C[X] generated by X 1 − z 1 , . . . , X n − z n . Choose x 0 so that z = h(x 0 ) and let ω denote the corresponding harmonic measure. We again denote by φ the character on A(S) given by evaluation at x 0 . In order to show that log(dν/dω)dω > −∞ for some ω, it suffices to show, according the corollary of [4, Thm. 10.1] , that inf f ∈ker φ |1 − f | 2 dν > 0. We note that ker(φ) ∩ A h (S) ⊇ (Q • h n ) ker φ, and so
where M = sup w∈T |Q(w)| 2 . As C[h 1 , . . . , h n ] is dense in A h (S), it follows that J (h) is dense in A h (S) ∩ ker φ. Since Q • h n − Q(z n ) ∈ A h (S) ∩ ker φ, we have
Thus inf f ∈ker φ |1 − f | 2 dν > 0.
Proof of Theorem 7.2. By Lemma 7.8, it suffices to consider the case where I = Ann(V) is prime. By comments at the beginning of §7.1, we may (and do) suppose that V = M h,ν for some diffuse finite positive Borel measure ν on ∂S.
The theorem now follows from Lemma 7.18.
