Speech recognition systems are expensive to train, mostly due to the high cost of annotating training data. We previously proposed an iterative training algorithm [1] , which sought to improve speech recognition by automatically selecting a subset of the available humanly transcribed training data, thereby improving error rates without incurring additional transcription cost. We suggest one improvement to that "selective sampling" algorithm and show that we are able to reduce the error rate on a particular alphadigit recognition problem from 10.3% to 9.5%. We then extend the iterative training algorithm to work with untranscribed speech, guiding selection of speech that is then transcribed. We show, on a particular alphadigit recognition problem, that it is possible to match the baseline error rate while only incurring 25% of the transcription cost.
INTRODUCTION
Conventional wisdom says that incorporating more training data is the surest way to reduce the error rate of a speech recognition system. This, in turn, guarantees that speech recognition systems are expensive to train, because of the high cost of annotating training data.
Several authors [2] [3] [4] have investigated methods to incorporate automatically transcribed speech into the training set to reduce error rates without incurring additional transcription cost. These methods start with an initial model and run recognition on a large amount of available speech data. A selection criteria is applied that selects a subset of the automatically recognized material which is then combined with the initial model to create a larger training set. A new model is trained and the error rate of the new model is observed. This procedure may be applied iteratively on unused data to get subsequent models.
In [1] , we suggested an alternative to using automatically transcribed data to reduce the cost of training a speech recognition system. Rather than seeking out more training data, we proposed an algorithm that made better use of the already available training data. This approach, which is a "selective sampling" algorithm (coined by Cohn [5] ), is to allow the training algorithm to assert control over which examples are used during training and focus the selection on examples that are in the region of uncertainty. In the region of uncertainty, the hypothesis made by the model is very likely to be in error. By identifying the region of uncertainly, training material that lies in that region can be automatically selected, labeled by a human and incorporated into the training set. This approach has the potential to select a set of training data from which to build a model that can outperform a model built on much more, but randomly selected, training data.
In this paper, we review the iterative training algorithm proposed in [1] , which sought to improve speech recognition by automatically selecting a subset of the available humanly transcribed training data, thereby improving error rates without incurring additional transcription cost. We then propose a secondary selection criterion to remove the inherent randomness in the original algorithm while maintaining the error rate. Using this iterative algorithm, we are able to reduce the error rate on a particular alphadigit recognition problem from 10.3% to 9.5%, and we do this by selecting 35% of the full training set.
We then propose an extension of the iterative training algorithm to select untranscribed speech that is then transcribed by humans. We investigate this extended algorithm on the same alphadigit recognition problem. Starting with a seed system trained on a small amount of annotated data, we desire to reduce the error rate of our recognition system by iteratively incorporating automatically selected speech that is then humanly transcribed and added into the training set. We show that we are able to match the baseline error rate of 10.3% while only incurring 25% of the transcription cost, that is, by only transcribing 25% of the available speech. The error rate can be further reduced to 10.0% by transcribing 65% of the available speech. Either scenario represents a significant reduction in transcription cost.
The organization of this paper is as follows. Section 2 introduces the notation used throughout this paper and reviews the automatic training paradigm. Section 3 discusses the corpus and the baseline systems. Section 4 reviews the previously proposed iterative training algorithm and presents new results. Section 5 discusses the extended iterative training algorithm that does not assume availability of transcribed training data. Finally, a summary and discussion is presented in Section 6.
AUTOMATIC TRAINING PARADIGM
In order to discuss the Automatic Training Paradigm, which is the core of our iterative algorithm, we first must introduce some notation. Given T, a set of audio speech cuts, or segments, we define:
• |T|: The size of set T.
• H(T): The human transcription of the set T.
• M(H(T)): The model M built using the human transcription of set T. (It is assumed that the transcription is paired with the audio speech cuts and the audio is also used in modeling.)
• A(M,T): Automatic transcription of the set T using the model M.
• S(A(M,T)): The subset of T selected by the selection criterion, based on the automatic transcription of T using model M.
• E(A(M,T)): The error rate of the automatic transcription of set T using model M. The Automatic Training Paradigm, as described in [1] , is comprised of two steps. The first step, Automatic Subset Selection [ Figure 1 ], goes as follows: Given a training set T and a human transcript H(T), train a model M 0 =M(H(T)). Given another set of speech U 0 which has human transcription H(U 0 ), use M 0 to get the automatic transcription A(M 0 ,U 0 ). Apply a selection criterion to A(M 0 ,U 0 ) to get a subset
Once the subset is selected the second step, Model Update and Test [ Figure 2 ], goes as follows: Use human transcription H(T) and human transcription H(U 1 ) to train model
). Apply the model M 1 to the test set D and observe the error rate E(A(M 1 ,D)).
CORPUS AND BASELINE SYSTEMS

Data
The speech corpus chosen to perform this study was selected based on four criteria:
1. To focus attention on the acoustic problem. 2. To be a realistic task. 3. To have a standard train/test set defined for comparison with other published results. 4. To be small enough such that experiment turn-around time would be manageable. The OGI Alphadigit Corpus [6] met these criteria. The corpus is a collection of over 3000 subjects speaking strings of 6 alphadigits over the telephone. The alphadigits are the English letters "A" through "Z" and the digits "0" through "9". The speakers were prompted to speak either 19 or 29 sets of 6 alphadigits. Researchers at ISIP [7] have defined a standard train/test partition of this corpus, and have reported error rates achieved on this corpus [8] .
From the ISIP training partition of 51545 sentences, 46730 sentences were selected such that the transcription matches one of the prompts given in the prompt list [6] . This was an inexpensive way to remove possible transcription substitution errors from the training set. In this paper, this training set is denoted as T ALL . From the ISIP evaluation test partition of 3329 sentences, 3112 sentences were selected using the prompt list in the same way. This test set is denoted as D.
System Description
The training and testing of the systems described in this paper were done using HTK [9] . In general, the procedures used followed the steps given in the HTK documentation.
The systems described in this paper follows [8] , with the exception that we choose to build word models rather than syllable models. A word model is created for each alphadigit, plus silence and short pause. The silence/short pause models are built according to the procedure in the HTK documentation [9] . Each word model uses a standard left-right topology including a re-entrant transition, with the number of states based on one-half the mean duration of the word.
The word durations are determined by first training a system with each word model having 10 states. Then a forced alignment of the models to the training data is generated and the word duration statistics are computed from this forced word alignment. All systems discussed in this paper have a total of 825 states.
The features are 12 mel-frequency cepstral coefficients plus energy, the deltas, and the double deltas to make a feature vector of length 39. In all systems discussed in this paper, 12 gaussians are estimated per feature per state.
An equal probability word network is used to drive recognition. This network is defined as: optional silence, followed by one or more alphadigits, followed by optional silence.
Baseline Systems
Several systems were built that demonstrate baseline performance for varying amounts of training data. For a balanced (i.e. by sex, type) amount of training data T b (see [1] for further details), a model M b =M(H(T b )) was built, comprised of 36 "word" models and 2 silence models, using the human transcription of T b and standard HTK training procedures [9] . The system error rates E(A(M b ,D)) for models M b based on various balanced training subsets of T ALL are given in Table 1 . 
ITERATIVE TRAINING ALGORITHM
In [1] , we demonstrated that high recognition error is an effective selector of training material that can make a significant improvement in error rate. We then proposed the following iterative training algorithm that iteratively selects additional training material that is subsequently incorporated into the recognition model. In Section 4.1, we review the previously proposed iterative training algorithm. Then in Section 4.2, we discuss a weakness of that algorithm and propose a secondary selection criteria that addresses the weakness.
The Iterative Training Algorithm
The Iterative Training Algorithm to generate N models is as follows: Given a set of training data T 0 and the human transcription H(T 0 ): 1. Select a subset T 1 from T 0 such that it is balanced (i.e. by sex and type) and let i = 1.
Obtain the model M i = M(H(T i )) by using T i and the human transcription H(T i ). 3. Select a subset S i = S(A(M i ,T 0 -T i )) of T 0 -T i by observing
error in the automatic transcription A(M i ,T 0 -T i ). 4. Let T i+1 = S i 8 T i and let i = i + 1. 5. If (i == N) stop, else go to step 2. We applied the proposed Iterative Training Algorithm to the OGI-alphadigit corpus by 1) letting T 0 =T ALL , all of the available training data, 2) letting T 1 be the 5% balanced subset selected from T ALL , as described in Section 3.3 and, 3) replacing the stopping rule in step 5 with a heuristic stopping rule which is: stop if the error is no longer improving on a test set.
We ran the Iterative Training Algorithm using a high error selection criterion where |S i | = |T 1 | for i = 1 to N-1. The sequence of models was judged by applying the model M i to the test set D and observing the error rate E i = E(A (M i ,D) ). The error rate of the sequence of models generated is summarized in column 3 of Table 2 .
By iteratively applying the High Error Selection criteria, it is possible to select a subset of the full training from which to build a model that gives better recognition performance (9.4% error) than a model built using the full training set (10.3% error). In fact, it is only necessary to use 35% of the full training to achieve this result.
Randomness in Selection
When applying the Iterative Training Algorithm to the training of the OGI alphadigits, the high error selection criterion was not sufficient to completely specify the subset to select at each iteration. For example, in the first iteration, the subset consisted of all the sentences that had 8 and 7 recognition errors and a randomly selected portion of the sentences with 6 errors. This random selection can influence the output of the Iterative Training Algorithm, particularly when the selected subset is dominated by random selection. Several runs of the algorithm were made, and the range of minimum error was between 9.4 and 9.5%, at a training size of 35%.
As an alternative to random selection, we propose the use of a confidence measure to guide selection when necessary. In particular, we used the sentence posterior probability as a confidence measure and chose sentences that had a low confidence. This secondary criterion was invoked as necessary, whenever selection of a portion of sentences with the same number of errors was required. The error rates of the sequence of models generated using low confidence and random selection as secondary selection criterion are compared in Table 2 
Comparison of Secondary Selection Criterion to Random at each Iteration of the Iterative Training Algorithm
The Low Confidence secondary selection criterion removed the inherent randomness of the original Iterative Training Algorithm and an error of 9.5% was achieved using 35% of the training set. This result is comparable to the average result achieved with several runs of original algorithm.
EXTENDED ITERATIVE TRAINING ALGORITHM
In [1] , we suggested that the Iterative Training Algorithm could be extended to enable pragmatic use of future human transcription investment by selecting speech to transcribe which would contribute most to reduce the error rate. By using a low confidence selection criterion rather than a high error selection criterion on a large set of untranscribed speech, a small set of speech could be selected, transcribed by humans and then fed back into training. By observing error on a reasonably large test set, this process could be iterated until no reduction in error rate is observed.
This proposed extension of the Iterative Training Algorithm is more formally stated as follows: Given a set of untranscribed speech T 0 , and a subset T 1 which is balanced (i.e. by sex and type):
1. Obtain the human transcription H(T 1 ) and let i = 1. We applied the Extended Iterative Training Algorithm to the OGI-alphadigit corpus by 1) letting T 0 =T ALL , all of the available training data, 2) letting T 1 be the 5% balanced subset selected from T ALL , as described in Section 3.3 and, 3) replacing the stopping rule in step 5 with a heuristic stopping rule which is: stop if the error is no longer improving on a test set. Note that assuming that T 1 is balanced is not always possible without being able to observe the full transcribed training set. In some cases, a balanced set can be obtained by controlling the collected speech. For example, when obtaining speech for the alphadigit problem, a group of speakers with an equal number of males and females could be selected. Then it could be specified which alphadigits each person should say in order to have a balanced set of tokens available for the initial training step.
We ran the Extended Iterative Training Algorithm using a low confidence selection criterion where |S i | = |T 1 | for i = 1 to N-1. The sequence of models were judged by applying the model M i to the test set D and observing the error rate E i = E (A(M i ,D) ). The error rates of the sequence of models generated are summarized in Table 3 From the data in Table 3 , we make two observations. First, by selecting, transcribing, and training on only 25% of the speech we can obtain the same error rate we would get if we had transcribed and used the entire training set (10.3% using 100% of the training data). Second, by continuing to select and transcribe additional speech, a minimum error rate of 10.0% is achieved by using 65% of the training data. Either scenario represents a significant reduction in transcription cost with out compromising performance.
By iteratively applying the low confidence selection criteria, it is possible to achieve improved performance and minimize the transcription cost. We demonstrated that we can automatically select (without knowing the transcription) a subset of the full training, which can then be transcribed and used to build a model that gives better recognition performance (10.0% error) than a model built using the full training set (10.3% error). In fact, transcription of only 65% of the full training set is necessary to achieve this result.
SUMMARY AND DISCUSSION
We have presented an iterative algorithm that automatically selects training material by observing a confidence score, and perhaps the recognition error, and selecting subsequent data that are hard for the current model to recognize. We have successfully demonstrated the algorithm on the OGI-alphadigit corpus in two cases. First, when a large transcribed training set is available, the error rate is reduced from 10.3%, using all of the available training data, to 9.5%, using 35% of the available training data. Second, when a large set of untranscribed speech is available, the baseline error rate of 10.3% can be achieved after selecting, transcribing and using 25% of the speech, thereby making a significant reduction in transcription cost. Further transcription can reduce the error rate to 10.0%, after selecting, transcribing and using 65% of the speech.
The iterative training algorithm described in this paper is an independently derived implementation of the selective sampling theory described in Cohn [5] . In [5] , the selective sampling theory is developed in the context of learning a binary concept in the absence of noise, and it is shown how it may be approximately implemented in a neural network. It is also suggested that selective sampling "is well suited to problems such as speech recognition", but gives no indication of how to apply such an approach to the complex problem of speech recognition .
In this paper, we have shown how selective sampling can be applied to a simple speech recognition problem. This is just the first step in attaining the goal of reducing the cost of training a large vocabulary continuous speech recognition (LVCSR) system.
