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Abstract
Let A ⊆
(
[n]
a
)
and B ⊆
(
[n]
b
)
be two families of subsets of [n], we say A and B are cross-
intersecting if A ∩ B 6= ∅ for all A ∈ A, B ∈ B. In this paper, we study cross-intersecting
families in the multi-part setting. By characterizing the independent sets of vertex-transitive
graphs and their direct products, we determine the sizes and structures of maximum-sized
multi-part cross-intersecting families. This generalizes the results of Hilton’s [12] and Frankl–
Tohushige’s [10] on cross-intersecting families in the single-part setting.
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1 Introduction
Let [n] be the standard n-element set. For an integer 0 ≤ k ≤ n, denote
(
[n]
k
)
as the family of all
k-element subsets of [n]. A family F is said to be intersecting if A ∩ B 6= ∅, for any A,B ∈ F .
The celebrated Erdo˝s–Ko–Rado theorem [7] says that if F ⊆
(
[n]
k
)
is an intersecting family with
1 ≤ k ≤ n2 , then
|F| ≤
(
n− 1
k − 1
)
,
and if n > 2k, the equality holds if and only if every subset in F contains a fixed element.
Because of its fundamental status in extremal set theory, the Erdo˝s–Ko–Rado theorem has
numerous extensions in different ways. One of the directions is to study cross-t-intersecting
families: Denote 2[n] as the power set of [n], let Ai ⊆ 2[n] for each 1 ≤ i ≤ m, A1,A2, . . . ,Am
are said to be cross-t-intersecting, if |A ∩ B| ≥ t for any A ∈ Ai and B ∈ Aj , i 6= j. Especially,
we say A1,A2, . . . ,Am are cross-intersecting if t = 1.
Hilton [12] investigated the cross-intersecting families in
(
[n]
k
)
, and proved the following in-
equality:
Theorem 1.1. ([12]) Let A1,A2, . . . ,Am be cross-intersecting families in
(
[n]
k
)
with n ≥ 2k.
Then
m∑
i=1
|Ai| ≤
{ (n
k
)
, if m ≤ n
k
;
m ·
(
n−1
k−1
)
, if m ≥ n
k
.
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In the same paper, Hilton also determined the structures of Ai’s when the equality holds.
Since then, there have been many extensions about Theorem 1.1. Borg [3] gave a simple proof
of Theorem 1.1, and generalized it to labeled sets [2], signed sets [5] and permutations [4]. Using
the results of the independent number about vertex-transitive graphs, Wang and Zhang [20]
extended this theorem to general symmetric systems, which comprise finite sets, finite vector
spaces and permutations, etc.
Hilton and Milner [13] also dealt with pairs of cross-intersecting families in
(
[n]
k
)
when neither
of the two families is empty:
Theorem 1.2. ([13]) Let A,B ⊆
(
[n]
k
)
be non-empty cross-intersecting families with n ≥ 2k.
Then |A|+ |B| ≤
(
n
k
)
−
(
n−k
k
)
+ 1.
This result was generalized by Frankl and Tokushige [10] to the case when A and B are not
necessarily in the same k-uniform subfamily of 2[n]:
Theorem 1.3. ([10]) Let A ⊆
(
[n]
a
)
and B ⊆
(
[n]
b
)
be non-empty cross-intersecting families with
n ≥ a+ b, a ≤ b. Then |A|+ |B| ≤
(
n
b
)
−
(
n−a
b
)
+ 1.
In [21], Wang and Zhang generalized Theorem 1.3 to cross-t-intersecting families. Recently,
using shifting techniques, Frankl and Kupavskii [9] gave another proof of the result of Wang and
Zhang for the case when A,B ⊆
(
[n]
k
)
.
As another direction, the multi-part extension of the Erdo˝s–Ko–Rado problem was introduced
by Frankl [8], in connection with a similar result of Sali [19]. For an integer p ≥ 1 and positive
integers n1, . . . , np, take [
∑
i∈[p] ni] to be the ground set. Then this ground set can be viewed as
the disjoint union of p parts
⊔
i∈[p] Si, where S1 = [n1] and Si = {1+
∑
j∈[i−1] nj, . . . ,
∑
j∈[i] nj}
for 2 ≤ i ≤ p. More generally, denote 2Si as the power set of Si, for sets A1 ∈ 2S1 , . . . , Ap ∈ 2Sp ,
let
⊔
i∈[p]Ai be the subset of
⊔
i∈[p] Si with Ai in the i-th part, and for families F1 ⊆ 2
S1, . . . ,Fp ⊆
2Sp , let
∏
i∈[p] Fi = {
⊔
i∈[p]Ai : Ai ∈ Fi}. Then consider k1 ∈ [n1], . . . , kp ∈ [np], we denote∏
i∈[p]
(
[ni]
ki
)
as the family of all subsets of
⊔
i∈[p] Si which have exactly ki elements in the i-th
part. Therefore, families of the form F ⊆
∏
i∈[p]
(
[ni]
ki
)
can be viewed as the natural generalization
of k-uniform families to the multi-part setting. Similarly, a multi-part family is intersecting if
any two sets of this family intersect in at least one of the p parts.
Frankl proved that for any integer p ≥ 1, any positive integers n1, . . . , np and k1, . . . , kp
satisfying k1
n1
≤ . . . ≤ kp
np
≤ 12 , if F ⊆
∏
i∈[p]
(
[ni]
ki
)
is a multi-part intersecting family, then
|F| ≤
kp
np
·
∏
i∈[p]
(
ni
ki
)
.
This bound is sharp, for example, it is attained by the following family:
{A ∈
(
[np]
kp
)
: i ∈ A, for some i ∈ [np]} ×
∏
i∈[p−1]
(
[ni]
ki
)
.
Recall that the Kneser graph KGn,k is the graph on the vertex set
(
[n]
k
)
, with A,B ∈
(
[n]
k
)
forming an edge if and only if A ∩B = ∅. And an intersecting subfamily of
(
[n]
k
)
corresponds to
an independent set in KGn,k. Hence an intersecting subfamily of
∏
i∈[p]
(
[ni]
ki
)
corresponds to an
independent set in the graph (direct) productKGn1,k1×. . .×KGnp,kp . Therefore, Frankl’s result
can be viewed as a consequence of the general fact that α(G × H) = max{α(G)|H |, α(H)|G|}
for vertex-transitive graphs G and H , which was proved by Zhang in [23].
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Recently, Kwan, Sudakov and Vieira [16] considered a stability version of the Erdo˝s–Ko–
Rado theorem in the multi-part setting. They determined the maximum size of the non-trivially
intersecting multi-part family when all the ni’s are sufficiently large. This disproved a conjecture
proposed by Alon and Katona, which was also mentioned in [15].
In this paper, we extend Theorem 1.1 and Theorem 1.3 to the multi-part version. For any
subset S ⊆ [n], denote S¯ as the complementary set of S in [n]. Moreover, let F be a family of
subsets of [n], for any subfamily A ⊆ F , denote AF = {B ∈ F : A ∩B = ∅ for some A ∈ A}.
Our main results are as follows.
Theorem 1.4. Given a positive integer p, let n1, n2, . . . , np and k1, k2, . . . , kp be positive integers
satisfying ni ≥ 2ki for all i ∈ [p]. Let X =
∏
i∈[p]
(
[ni]
ki
)
and A1,A2, . . . ,Am be cross-intersecting
families over X with A1 6= ∅. Then
m∑
i=1
|Ai| ≤


|X |, if m ≤ min
i∈[p]
ni
ki
;
m ·M, if m ≥ min
i∈[p]
ni
ki
,
(1)
where M = maxi∈[p]
(
ni−1
ki−1
)∏
j 6=i
(
nj
kj
)
. Furthermore, the bound is attained if and only if one of
the following holds:
(i) m < mini∈[p]
ni
ki
and A1 = X, A2 = · · · = Am = ∅;
(ii) m > mini∈[p]
ni
ki
and A1 = · · · = Am = I, where I is a maximum intersecting family in X;
(iii) m = mini∈[p]
ni
ki
and A1, . . . ,Am are as in (i) or (ii), or there exists a non-empty set
S1 ⊆ {s ∈ [p] :
ns
ks
= 2} and F =
∏
s∈S1
(
[ns]
ks
)
such that
A1 = (A ⊔ (E ∪ EF))×
∏
s∈[p]\S1
(
[ns]
ks
)
and A2 = (A ⊔ (E ′ ∪ E ′F))×
∏
s∈[p]\S1
(
[ns]
ks
)
(2)
for some A, E, E ′ ⊆ F , where A = {A1, . . . , Aw0} satisfying 2w0 < |F| and Ai 6= A¯j for
all i 6= j ∈ [w0], E ⊔ E ′ = {E1, . . . , Ev} and EF ⊔ E ′F = {E¯1, . . . , E¯v} satisfying 2(v+w0) =∏
s∈S1
(
ns
ks
)
and ⊔vj=1{Ej , E¯j} = F \ (A ⊔AF ).
Remark 1.5. In [20], the authors proved a similar result (Theorem 2.5 in [20]) for general
connected symmetric systems. Actually, Theorem 1.4 can be viewed as an application of the
method involved to obtain Theorem 2.5 in [20]. But different from the general case, Theorem 1.4
determines all the exact structures when the bound in (1) is attained.
Theorem 1.6. For any p ≥ 2, let ni, ti, si be positive integers satisfying ni ≥ si + ti + 1,
2 ≤ si, ti ≤
ni
2 for every i ∈ [p] and ni ≤
7
4nj for all distinct i, j ∈ [p]. If
∏
i∈[p]
(
ni
si
)
≥
∏
i∈[p]
(
ni
ti
)
and A ⊆
∏
i∈[p]
(
[ni]
ti
)
, B ⊆
∏
i∈[p]
(
[ni]
si
)
are non-empty cross-intersecting families, then
|A|+ |B| ≤
∏
i∈[p]
(
ni
si
)
−
∏
i∈[p]
(
ni − ti
si
)
+ 1, (3)
and the bound is attained if and only if the following holds:
(i)
∏
i∈[p]
(
ni
si
)
≥
∏
i∈[p]
(
ni
ti
)
, A = {A} and B = {B ∈
∏
i∈[p]
(
[ni]
si
)
: B ∩ A 6= ∅} for some
A ∈
∏
i∈[p]
(
[ni]
ti
)
;
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(ii)
∏
i∈[p]
(
ni
si
)
=
∏
i∈[p]
(
ni
ti
)
, B = {B} and A = {A ∈
∏
i∈[p]
(
[ni]
ti
)
: B ∩ A 6= ∅} for some
B ∈
∏
i∈[p]
(
[ni]
si
)
.
Remark 1.7. The restrictions si, ti ≤
ni
2 for every i ∈ [p] and ni ≤
7
4nj for all distinct i, j ∈ [p]
in Theorem 1.6 are necessary.
When si, ti ≤
ni
2 is violated, for example, taking n1 = n2 = 18, (s1, t1) = (15, 2) and
(s2, t2) = (2, 3), we have s1 >
n1
2 and
(
n1
s1
)
·
(
n2
s2
)
=
(
n1
t1
)
·
(
n2
t2
)
. Set A = {A1} ×
(
[n2]
t2
)
for some
2-subset A1 ⊆ [n1] and B = {B1 ∈
(
[n1]
s1
)
: B1 ∩ A1 6= ∅} ×
(
[n2]
s2
)
. Then we have |A| + |B| >(
n1
s1
)
·
(
n2
s2
)
−
(
n1−t1
s1
)
·
(
n2−t2
s2
)
+ 1.
As for the restriction ni ≤
7
4nj, the constant
7
4 here might not be tight, but the quantities
of ni, nj for distinct i, j ∈ [p] need to be very close. For example, taking n1 = 5, n2 = 12
and (s1, t1) = (s2, t2) = (2, 2), we have n2 >
7
4n1 and
(
n1
s1
)
·
(
n2
s2
)
=
(
n1
t1
)
·
(
n2
t2
)
. Similarly, set
A = {A1} ×
(
[n2]
t2
)
for some 2-subset A1 ⊆ [n1] and B = {B1 ∈
(
[n1]
s1
)
: B1 ∩ A1 6= ∅} ×
(
[n2]
s2
)
.
Then we have |A|+ |B| >
(
n1
s1
)
·
(
n2
s2
)
−
(
n1−t1
s1
)
·
(
n2−t2
s2
)
+ 1.
The families A and B we constructed here are closely related to imprimitive subsets of
(
[n1]
t1
)
×(
[n2]
t2
)
, which we will discuss later in Section 2.2 and Section 4.
We shall introduce some results about the independent sets of vertex-transitive graphs and
their direct products in the next section, and prove Theorem 1.4 in Section 3, Theorem 1.6 in
Section 4. In Section 5, we will conclude the paper and discuss some remaining problems. For
the convenience of the proof, if there is no confusion, we will denote
∏
i∈[p]Ai as the subset⊔
i∈[p]Ai ⊆
⊔
i∈[p] Si in the rest of the paper.
2 Preliminary results
2.1 Independent sets of vertex-transitive graphs
Given a finite setX , for everyA ⊆ X , denote A¯ = X\A. For a simple graphG = G(V,E), denote
α(G) as the independent number of G and I(G) as the set of all maximum independent sets of
G. For v ∈ V (G), define the neighborhood NG(v) = {u ∈ V (G) : (u, v) ∈ E(G)}. For a subset
A ⊆ V (G), write NG(A) = {b ∈ V (G) : (a, b) ∈ E(G) for some a ∈ A} and NG[A] = A ∪NG(A),
if there is no confusion, we denote them as N(A) and N [A] for short respectively.
A graph G is said to be vertex-transitive if its automorphism group Γ(G) acts transitively
upon its vertices. As a corollary of the “No-Homomorphism” lemma for vertex-transitive graphs
in [1], Cameron and Ku [6] proved the following theorem.
Theorem 2.1. ([6]) Let G be a vertex-transitive graph and B a subset of V (G). Then any
independent set S in G satisfies that |S||V (G)| ≤
α(G[B])
|B| , equality implies that |S ∩B| = α(G[B]).
Using the above theorem, Zhang [22] proved the following result.
Lemma 2.2. ([22]) Let G be a vertex-transitive graph, and A be an independent set of G, then
|A|
|NG[A]|
≤ α(G)|G| . Equality implies that |S ∩ NG[A]| = |A| for every S ∈ I(G), and in particular
A ⊆ S for some S ∈ I(G).
An independent set A in G is said to be imprimitive if |A| < α(G) and |A||N [A]| =
α(G)
|G| , and
G is called IS-imprimitive if G has an imprimitive independent set. Otherwise, G is called IS-
primitive. Note that a disconnected vertex-transitive graph G is always IS-imprimitive. Hence
IS-primitive vertex-transitive graphs are all connected.
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The following inequality about the size of an independent set A and its non-neighbors N¯ [A]
is crucial for the proof of Theorem 1.4.
Lemma 2.3. Let G be a vertex transitive graph, and let A be an independent set of G. Then
|A|+
α(G)
|G|
|N¯ [A]| ≤ α(G).
Equality holds if and only if A = ∅ or |A| = α(G) or A is an imprimitive independent set.
For the integrity of the paper, we include the proof here. In [20], Wang and Zhang proved
the same inequality for a more generalized combinatorial structure called symmetric system
(see [20], Corollary 2.4).
Proof. If A = ∅ or A = α(G), the equality trivially holds. Suppose 0 < |A| < α(G), and let B be
a maximal independent set in N¯ [A], then |B| = α(N¯ (A)). Clearly, A∪B is also an independent
set of G, thus we have |A| + |B| ≤ α(G). By Theorem 2.1, we obtain that |B|
|N¯ [A]|
≥ α(G)|G| .
Therefore,
|A|+
α(G)
|G|
|N¯ [A]| ≤ |A|+ |B| ≤ α(G),
the equality holds when α(G) = |A| + α(G)|G| |N¯ [A]| = |A| +
α(G)
|G| (|G| − |N [A]|), which leads to
|A|
|N [A]| =
α(G)
|G| , i.e., A is an imprimitive independent set.
Let X be a finite set, and Γ a group acting transitively on X . Then Γ is said to be primitive
on X if it preserves no nontrivial partition of X . A vertex-transitive graph G is called primitive if
the automorphism Aut(G) is primitive on V (G). To show the connection between the primitivity
and the IS-primitivity of a vertex-transitive graph G, Zhang (see Proposition 2.4 in [22]) proved
that if G is primitive, then it must be IS-primitive. As a consequence of this result, Wang and
Zhang [20] derived the IS-primitivity of the Kneser graph.
Proposition 2.4. ([20]) The Kneser graph KGn,k is IS-primitive except for n = 2k ≥ 4.
In order to deal with the multi-part case, we also need the results about the independent sets
in direct products of vertex-transitive graphs. Let G and H be two graphs, the direct product
G×H of G and H is defined by
V (G×H) = V (G) × V (H),
and
E(G×H) = {[(u1, v1), (u2, v2)] : (u1, u2) ∈ E(G) and (v1, v2) ∈ E(H)}.
Clearly, G×H is a graph with Aut(G)×Aut(H) as its automorphism group. And, if G,H are
vertex-transitive, then G × H is also vertex-transitive under the actions of Aut(G) × Aut(H).
We say the direct product G × H is MIS-normal (maximum-independent-set-normal) if every
maximum independent set of G × H is a preimage of an independent set of one factor under
projections.
In [23], Zhang obtained the exact structure of the maximal independent set of G×H .
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Theorem 2.5. ([23]) Let G and H be two vertex-transitive graphs with α(G)|G| ≥
α(H)
|H| . Then
α(G×H) = α(G)|H |,
and exactly one of the following holds:
(i) G×H is MIS-normal;
(ii) α(G)|G| =
α(H)
|H| and one of G or H is IS-imprimitive;
(iii) α(G)|G| >
α(H)
|H| and H is disconnected.
In fact if α(G)|G| =
α(H)
|H| and A is an imprimitive independent set of G, then for every I ∈ I(H),
it is easy to see that S = (A × V (H)) ∪ (N¯ [A] × I) is an independent set of G × H with size
α(G)|H |.
Zhang [22] also investigated the relationship between the graph primitivity and the structures
of the maximum independent sets in direct products of vertex-transitive graphs.
Theorem 2.6. ([22]) Suppose G×H is MIS-normal and α(H)|H| ≤
α(G)
|G| . If G×H is IS-imprimitive,
then one of the following two possible cases holds:
(i) α(G)|G| =
α(H)
|H| and one of them is IS-imprimitive or both G and H are bipartite;
(ii) α(G)|G| >
α(H)
|H| and G is IS-imprimitive.
As an application of Theorem 2.5 and Theorem 2.6, Geng et al. [11] showed the MIS-normality
of the direct products of Kneser graphs.
Theorem 2.7. ([11]) Given a positive integer p, let n1, n2, . . . , np and k1, k2, . . . , kp be 2p positive
integers with ni ≥ 2ki for 1 ≤ i ≤ p. Then the direct product of the Kneser graph
KGn1,k1 ×KGn2,k2 × · · · ×KGnp,kp
is MIS-normal except that there exist i, j and ℓ with ni = 2ki ≥ 4 and nj = 2kj, or ni = nj =
nℓ = 2.
2.2 Nontrivial independent sets of part-transitive bipartite graphs
For a bipartite graph G(X,Y ) with two parts X and Y , an independent set A is said to be
non-trivial if A * X and A * Y . G(X,Y ) is said to be part-transitive if there is a group Γ
acting transitively upon each part and preserving its adjacency relations. Clearly, if G(X,Y ) is
part-transitive, then every vertex of X (Y ) has the same degree, written as d(X) (d(Y )). We use
α(X,Y ) and I(X,Y ) to denote the size and the set of the maximum-sized nontrivial independent
sets of G(X,Y ), respectively.
Let G(X,Y ) be a non-complete bipartite graph and let A∪B be a nontrivial independent set
of G(X,Y ), where A ⊆ X and B ⊆ Y . Then A ⊆ X \N(B) and B ⊆ Y \N(A), which implies
|A|+ |B| ≤ max {|A|+ |Y | − |N(A)|, |B|+ |X | − |N(B)|}.
So we have
α(X,Y ) = max {|Y | − ǫ(X), |X | − ǫ(Y )}, (4)
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where ǫ(X) = min{|N(A)| − |A| : A ⊆ X,N(A) 6= Y } and ǫ(Y ) = min{|N(B)| − |B| : B ⊆
Y,N(B) 6= X}.
We call A ⊆ X a fragment of G(X,Y ) in X if N(A) 6= Y and |N(A)| − |A| = ǫ(X), and
we denote F(X) as the set of all fragments in X . Similarly, we can define F(Y ). Furthermore,
denoting F(X,Y ) = F(X) ∪ F(Y ), we call an element A ∈ F(X,Y ) a k-fragment if |A| = k.
And we call a fragment A ∈ F(X) trivial if |A| = 1 or A = X \N(b) for some b ∈ Y . Since for
each A ∈ F(X), Y \ N(A) is a fragment in F(Y ). Hence, once we know F(X), F(Y ) can also
be determined.
Let X be a finite set, and Γ a group acting transitively on X . If Γ is imprimitive on X , then
it preserves a nontrivial partition of X , called a block system, each element of which is called a
block. Clearly, if Γ is both transitive and imprimitive, there must be a subset B ⊆ X such that
1 < |B| < |X | and γ(B) ∩ B = B or ∅ for every γ ∈ Γ. In this case, B is called an imprimitive
set in X . Furthermore, a subset B ⊆ X is said to be semi-imprimitive if 1 < |B| < |X | and for
each γ ∈ Γ we have γ(B) ∩B = B, ∅ or {b} for some b ∈ B.
The following theorem (cf. [14, Theorem 1.12]) is a classical result on the primitivity of group
actions.
Theorem 2.8. ([14]) Suppose that a group Γ transitively acts on X. Then Γ is primitive on X
if and only if for each a ∈ X, Γa is a maximal subgroup of Γ. Here Γa = {γ ∈ Γ : γ(a) = a}, the
stabilizer of a ∈ X.
Noticing the similarities about families that are cross-t-intersecting or cross-Sperner, Wang
and Zhang [21] proved the following theorem about α(G(X,Y )) and I(X,Y ) of a special kind of
part-transitive bipartite graphs.
Theorem 2.9. ([21]) Let G(X,Y ) be a non-complete bipartite graph with |X | ≤ |Y |. If G(X,Y )
is part-transitive and every fragment of G(X,Y ) is primitive under the action of a group Γ. Then
α(X,Y ) = |Y | − d(X) + 1. Moreover,
(1) If |X | < |Y |, then X has only 1-fragments;
(2) If |X | = |Y |, then each fragment in X has size 1 or |X | − d(X) unless there is a semi-
imprimitive fragment in X or Y .
To deal with multi-part cross-intersecting families, we introduce the following variation of
Theorem 2.9.
Theorem 2.10. Let G(X,Y ) be a non-complete bipartite graph with |X | ≤ |Y |. If G(X,Y ) is
part-transitive under the action of a group Γ. Then
α(X,Y ) = max {|Y | − d(X) + 1, |A′|+ |Y | − |N(A′)|, |B′|+ |X | − |N(B′)|}, (5)
where A′ and B′ are minimum imprimitive subsets of X and Y respectively. By minimum, here
we mean that |N(A′)| − |A′| = min {|N(A)| − |A| : A ∈ X (or Y ) is imprimitive}.
For the proof of Theorem 2.10, we need the following two lemmas from [21].
Lemma 2.11. ([21]) Let G(X,Y ) be a non-complete bipartite graph. Then, |Y | − ǫ(X) =
|X | − ǫ(Y ), and
(i) A ∈ F(X) if and only if (Y \N(A)) ∈ F(Y ) and N(Y \N(A)) = X \A;
(ii) A ∩B and A ∪B are both in F(X) if A, B ∈ F(X), A ∩B 6= ∅ and N(A ∪B) 6= Y .
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Lemma 2.12. ([21]) Let G(X,Y ) be a non-complete and part-transitive bipartite graph under
the action of a group Γ. Suppose that A ∈ F(X,Y ) such that ∅ 6= γ(A)∩A 6= A for some γ ∈ Γ.
Define φ : F(X,Y )→ F(X,Y ),
φ(A) =
{
Y \N(A), if A ∈ F(X);
X \N(A), if A ∈ F(Y ).
If |A| ≤ |φ(A)|, then A ∪ γ(A) and A ∩ γ(A) are both in F(X,Y ).
Remark 2.13. As a direct consequence of Lemma 2.11, a maximum-sized nontrivial independent
set in G(X,Y ) is of the form A ⊔ (Y \N(A)) for some A ∈ F(X) or B ⊔ (X \N(B)) for some
B ∈ F(Y ). Therefore, in order to address our problems, it suffices to determine F(X) (or F(Y )).
Meanwhile, for the mapping φ in Lemma 2.12, we have φ−1 = φ and |A|+ |φ(A)| = α(X,Y ).
When |A| = |φ(A)|, we call the fragment A balanced. Thus, all balanced fragments have size
1
2α(X,Y ).
Proof of Theorem 2.10. The same as the original proof of Theorem 2.9 in [21], we apply
Lemma 2.12 repeatedly. For any A0 ∈ F(X,Y ) satisfying |A0| ≤ |φ(A0)|, if there exists γ ∈ Γ
such that ∅ 6= γ(A0) ∩A0 6= A0, then by Lemma 2.12 we have: (1) A0 ∩ γ(A0) ∈ F(X,Y ) or (2)
γ(A0) ∩ A0 = ∅ or γ(A0) ∩ A0 = A0 for any γ ∈ Γ.
For case (1), denote
A1 =
{
A0 ∩ γ(A0), if |A0 ∩ γ(A0)| ≤ |φ(A0 ∩ γ(A0))|;
φ(A0 ∩ γ(A0)), otherwise;
and consider the primitivity of A1, i.e., whether there is a γ
′ ∈ Γ such that ∅ 6= γ′(A1)∩A1 6= A1
or not.
For case (2), if |A0| 6= 1, according to the definition, A0 is an imprimitive set of X (or Y ).
Otherwise, |A0| = 1, which means F(X,Y ) contains a singleton.
By doing these procedures repeatedly, after r (0 ≤ r ≤ |A0| − 1) steps, we have a fragment
Ar ∈ F(X,Y ) such that Ar is either a singleton or an imprimitive set. Hence, we have
α(X,Y ) = max {|Y | − d(X) + 1, |X | − d(Y ) + 1, |A′|+ |Y | − |N(A′)|, |B′|+ |X | − |N(B′)|},
where A′ and B′ are minimum imprimitive subsets of X and Y respectively. Noticing that
|Y | ≥ |X | and d(X)|X | = d(Y )|Y |, we have d(X) = d(Y )|Y |/|X | ≥ d(Y ). Therefore,
|Y | − |X | = d(X)|X |/d(Y )− |X | = (d(X)− d(Y ))|X |/d(Y ) ≥ d(X)− d(Y ),
which implies that |X | − d(Y ) + 1 ≤ |Y | − d(X) + 1. Finally we have
α(X,Y ) = max {|Y | − d(X) + 1, |A′|+ |Y | − |N(A′)|, |B′|+ |X | − |N(B′)|}.
3 Proof of Theorem 1.4
Throughout this section, for any nonempty subset S ⊆ [p] and A =
∏
i∈S Ai ∈
∏
i∈S
(
[ni]
ki
)
,
denote A¯ =
∏
i∈S A¯i. Before we start the proof of Theorem 1.4, we introduce the following
proposition about the direct product of Kneser graphs.
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Proposition 3.1. Given a positive integer p, let n1, n2, . . . , np and k1, k2, . . . , kp be positive
integers with ni ≥ 2ki for 1 ≤ i ≤ p. Let G =
∏
i∈[p]KGni,ki . Then G is IS-imprimitive if and
only if there exists an i ∈ [p] such that ni = 2ki ≥ 4 or there exist distinct i, j ∈ [p] such that
ni = nj = 2 and ki = kj = 1.
Proof. Note that if the Kneser graph KGn,k is disconnected, then n = 2k ≥ 4 and KGn,k is
bipartite. Thus by Proposition 2.4, KG2k,k is IS-imprimitive for all k ≥ 2. Moreover, since
χ(KGn,k) = n− 2k+2 for all n ≥ 2k (Lova´sz-Kneser Theorem, see [17]), we know that if KGn,k
is bipartite, then n = 2k ≥ 2. Now we use induction on the number of factors p.
If p = 2, let G1 = KGn1,k1 , G2 = KGn2,k2 , and G = G1 × G2. W.l.o.g., assume that
α(G1)
|G1|
≥ α(G2)|G2| . Then, by Theorem 2.5, (i) G1×G2 is MIS-normal, or (ii)
α(G1)
|G1|
= α(G2)|G2| and one
of G1 and G2 is IS-imprimitive, or (iii)
α(G1)
|G1|
> α(G2)|G2| and G2 is disconnected. For case (i), by
Theorem 2.6, at least one factor of G is IS-imprimitive or both G1 and G2 are bipartite. Noticed
that KG2,1 is IS-primitive, therefore, either there exists an i ∈ [2] such that ni = 2ki ≥ 4 or
there exist distinct i, j ∈ [2] such that ni = nj = 2ki = 2kj = 2. For cases (ii) and (iii), since
G is not MIS-normal, by Theorem 2.7, at least one of G1 and G2 is IS-imprimitive. Thus the
proposition holds when p = 2.
Suppose the proposition holds when the number of factors is p− 1. Set G′1 =
∏p−1
i=1 KGni,ki
and G′2 = KGnp,kp , by Theorem 2.6, at least one factor of G
′
1 and G
′
2 is IS-imprimitive or
both G′1 and G
′
2 are bipartite. If G
′
1 is IS-imprimitive, by the induction hypothesis, there
exists an i′ ∈ [p − 1] such that ni′ = 2ki′ ≥ 4 or there exist distinct i′, j′ ∈ [p − 1] such that
ni′ = nj′ = 2ki′ = 2kj′ = 2. If G
′
2 is IS-imprimitive, then np = 2kp ≥ 4. Otherwise, both
G′1 and G
′
2 are IS-primitive and bipartite. Thus, for G
′
2, we have np = 2kp = 2. For G
′
1, since
χ(G′1) · α(G
′
1) ≥ |V (G
′
1)|, we know that there exists i
′ ∈ [p − 1] such that ni′ = 2ki′ = 2 by
Lemma 2.5. This completes the proof.
The idea of the proof for Theorem 1.4 is similar to that for general connected symmetric
systems in [20]. Since
∏p
i=1KGni,ki is a vertex transitive graph, by Lemma 2.3, we can prove
the bound (1). Then, through a careful analysis, we can obtain the structure of all imprimitive
independent sets of this graph. This leads to the unique structures of A1 and A2 in (2).
Proof of Theorem 1.4. Define a graph G on the vertex set X =
∏
s∈[p]
(
[ns]
ks
)
with A,B ∈ X
forming an edge in G if and only if A ∩ B = ∅. Therefore, G is the direct product of Kneser
graphs KGn1,k1 × · · · ×KGnp,kp .
Assume that 2 ≤ n1
k1
≤ n2
k2
≤ . . . ≤ np
kp
, then |G|
α(G) =
n1
k1
by Theorem 2.5. Following the
notations of Borg in [3, 4, 5], write A∗i = {A ∈ Ai|A ∩ B 6= ∅ for any B ∈ Ai}, Aˆi = Ai \ A
∗
i ,
A∗ =
⋃m
i=1A
∗
i , Aˆ =
⋃m
i=1 Aˆi. Note that N¯G[A] = {B ∈ X |A ∩ B 6= ∅, for any A ∈ A} for
A ⊆ X , it is easy to show that A∗ is an intersecting family and Aˆ ⊆ N¯G[A∗]. It follows that
Ai ∩ Aj ⊆ A∗i ∩ A
∗
j from the definition, therefore Aˆi ∩ Aˆj = ∅ for i 6= j, and |Aˆ| =
∑m
i=1 |Aˆi|.
Thus by Lemma 2.3 we have
m∑
i=1
|Ai| =
m∑
i=1
|Aˆi|+
m∑
i=1
|A∗i | ≤ |Aˆ|+m|A
∗| ≤ |N¯G[A
∗]|+m|A∗|
=
|G|
α(G)
(
α(G)
|G|
|N¯G[A
∗]|+ |A∗|) + (m−
|G|
α(G)
)|A∗|
≤ |G|+ (m−
|G|
α(G)
)|A∗| = |G|+ (m−
n1
k1
)|A∗|.
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If m < n1
k1
, then
∑m
i=1 |Ai| ≤ |G|, and the equality implies A
∗ = ∅. Thus Ai = Aˆi for every
i ∈ [m], and this yields that the graph G is a disjoint union of the induced subgraph G[Ai]
′s.
And by the cross-intersecting property, each G[Ai] is a connected component of G. Since G is
connected when ns
ks
> 2 for all s ∈ [p] and m ≥ 2, we know that one of Ai is X and the rest are
empty sets, as case (i).
If m > n1
k1
, then
∑m
i=1 |Ai| ≤ mα(G), and the equality implies that A
∗
1 = . . . = A
∗
m = A
∗,
|A∗| = α(G), as case (ii).
If m = n1
k1
, then
∑m
i=1 |Ai| ≤ |X |, and the equality implies that A
∗
1 = . . . = A
∗
m = A
∗ and
α(G)
|G| |N¯G[A
∗]|+ |A∗| = α(G). By Lemma 2.3, we know that |A∗| = 0, or |A∗| = α(G), or A∗ is
an imprimitive independent set of G. In the last case, Aˆ1, . . . , Aˆm are cross-intersecting families
and form a partition of N¯G[A∗]. In order to determine the structures of the maximum-sized
cross-intersecting families in this case, we shall characterize the imprimitive independent set of
G.
Claim 3.2. Let F =
∏
s∈S
(
[ns]
ks
)
and X ′ =
∏
s∈[p]\S
(
[ns]
ks
)
, where S = {s ∈ [p] : ns
ks
= 2}. If
A∗ is an imprimitive independent set of G, then A∗ = A×X ′, where A ⊆ F is a non-maximum
intersecting family.
According to Proposition 3.1, G is IS-imprimitive if and only if there exists an i ∈ S such
that ni = 2ki ≥ 4 or there exist distinct i, j ∈ S such that ni = nj = 2 and ki = kj = 1. Thus,
with the assumptions in this claim, S 6= ∅ and S = {i0} if and only if ni0 = 2ki0 ≥ 4 for some
i0 ∈ [p]. W.l.o.g., assume that S = [s0], where s0 = |S|. Under this circumstance, m =
n1
k1
= 2.
Divide A∗ into u disjoint parts {Ci × Di}
u
i=1, where Ci = Ci,1 × . . . × Ci,s0 ∈ F , Di ⊆ X
′
for all i ∈ [u] and Ci 6= Cj for any i 6= j ∈ [u]. Since NG(Ci × Di) = C¯i × D′i, where D
′
i =
{A ∈ X ′ : A ∩Di = ∅ for some Di ∈ Di}, we know that NG[Ci × Di] ∩NG[Cj ×Dj ] = ∅ for all
i 6= j ∈ [u]. Meanwhile, Ci ×Di ∩NG(Cj × Dj) = ∅ for all i 6= j ∈ [u]. Otherwise, assume that
there exists T1 × T2 ∈ Ci × Di ∩ NG(Cj × Dj), for some T1 ∈ F and T2 ∈ X ′. Thus we have
T1 × T2 ∩ Cj ×Dj = ∅, for some Dj ∈ Dj , which contradicts the fact that A∗ is an intersecting
family.
By projecting G onto the last p − s0 factors, we obtain a graph G′ with vertex set X ′ such
that A,B ∈ X ′ form an edge in G′ if and only if A,B are disjoint. Consider the cross-intersecting
families {Di, N¯G′(Di)} in X ′, since |{Di, N¯G′(Di)}| = 2 <
ns0+1
ks0+1
, by case (i), we know that
|Di|+ |N¯G′(Di)| = |Di|+ |X
′| − |NG′(Di)| ≤ |X
′|,
thus we have |Di| ≤ |NG′(Di)|, and |Ci ×Di| = |Di| ≤ |NG′(Di)| = |NG(Ci ×Di)|. Therefore
|A∗|
|NG[A∗]|
=
∑
i∈[u] |Ci ×Di|∑
i∈[u] |NG[Ci ×Di]|
≤
1
2
=
α(G)
|G|
=
k1
n1
,
and the equality holds if and only if for all i ∈ [u], Di = X ′ or N¯G′(Di) = X ′. Since Di 6= ∅, we
have A∗ =
⊔u
i=1 Ci ×X
′ = A×X ′. Recall that ns
ks
> 2 for all s > s0, hence Ci ∩Cj 6= ∅ for any
i 6= j ∈ [u]. Therefore, by the imprimitivity of A∗, A∗ is a non-maximum independent set of G,
thus A ⊆ F is a non-maximal intersecting family and the claim holds.
For every intersecting family A ⊆ F , since ns
ks
= 2 for all s ∈ S, then A = {A1, A2, . . . , Aw}×∏
s∈S\S′
(
[ns]
ks
)
for some nonempty subset S′ ⊆ S, where {A1, . . . , Aw} ⊆
∏
s∈S′
(
[ns]
ks
)
satisfying
Ai 6= A¯j for all i 6= j ∈ [w]. In particular, if A is a maximum intersecting family, we can obtain
that
⊔w
j=1{Aj , A¯j} =
∏
s∈S′
(
[ns]
ks
)
and 2w =
∏
s∈S′
(
ns
ks
)
.
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Therefore, A∗ = {A1, A2, . . . , Aw0}×
∏
s∈S\S1
(
[ns]
ks
)
×X ′ and NG(A∗) = {A¯1, A¯2, . . . , A¯w0}×∏
s∈S\S1
(
[ns]
ks
)
×X ′, for some positive integer w0 <
∏
s∈S1
(nsks)
2 and nonempty subset S1 ⊆ S.
From the structure of the imprimitive independent set A∗, we know that
N¯G[A
∗] = {E1, E¯1, E2, E¯2, . . . , Ev, E¯v} ×
∏
s∈S\S1
(
[ns]
ks
)
×X ′,
where ∅ 6= {E1, . . . , Ev} ⊆
∏
s∈S1
(
[ns]
ks
)
, and
⊔w0
j=1{Aj, A¯j} ⊔
⊔v
j=1{Ej , E¯j} =
∏
s∈S1
(
[ns]
ks
)
.
Since Ej ×
∏
s∈S\S1
(
[ns]
ks
)
×X ′ and E¯j ×
∏
s∈S\S1
(
[ns]
ks
)
×X ′ must be contained in the same
one of Aˆ1, Aˆ2, we have
Aˆ1 = (E ∪ E˜)×
∏
s∈S\S1
(
[ns]
ks
)
×X ′,
Aˆ2 = (E
′ ∪ E˜ ′)×
∏
s∈S\S1
(
[ns]
ks
)
×X ′,
where E ⊔ E ′ = {E1, . . . , Ev} and E˜ ⊔ E˜ ′ = {E¯1, . . . , E¯v}. Here we denote E˜ = {E¯i1 , . . . , E¯il} if
E = {Ei1 , . . . , Eil} ⊆
∏
s∈S1
(
[ns]
ks
)
, for some subset {i1, . . . , il} ⊆ [v].
Finally, to sum up,
A1 = A
∗ ⊔ Aˆ1 = (A×X
′) ⊔ ((E ∪ E˜)×
∏
s∈S\S1
(
[ns]
ks
)
×X ′),
A2 = A
∗ ⊔ Aˆ2 = (A×X
′) ⊔ ((E ′ ∪ E˜ ′)×
∏
s∈S\S1
(
[ns]
ks
)
×X ′).
4 Proof of Theorem 1.6
Throughout this section, we denote Sn as the symmetric group on [n] and SC as the symmetric
group on C for C ⊆ [n]. For each i ∈ [p], let Xi be a finite set, then for each family A ⊆
∏
i∈[p]Xi,
we denote A|i as the projection of A onto the i-th factor.
For the proof of Theorem 1.6, we need the following proposition obtained by Wang and Zhang
in [21].
Proposition 4.1. ([21]) Let G(X,Y ) be a non-complete bipartite graph with |X | = |Y | and
ǫ(X) = d(X)− 1, and let Γ be a group part-transitively acting on G(X,Y ). If each fragment of
G(X,Y ) is primitive and there are no 2-fragments in F(X,Y ), then every nontrivial fragment
A ∈ F(X) (if there exists) is balanced (see Remark 2.13), and for each a ∈ A, there is a unique
nontrivial fragment B such that A ∩B = {a}.
The proof of Theorem 1.6 is divided into two parts: Firstly, we prove the bound (3). Consider
a non-complete bipartite graph defined by the multi-part cross-intersecting family. Through
discussions about the primitivity of group
∏p
i=1 Sni and careful evaluations about |A| + |Y| −
|N(A)|, the bound (3) follows from Theorem 2.10. Secondly, based on a characterization of all
nontrivial fragments in this bipartite graph, we determine all the structures of A and B when
the bound (3) is attained.
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Proof of Theorem 1.6. With the assumptions in the theorem, we define a bipartite graph
G(X ,Y) with X =
∏p
i=1
(
[ni]
ti
)
and Y =
∏p
i=1
(
[ni]
si
)
. For A =
∏p
i=1Ai ∈ X and B =
∏p
i=1Bi ∈ Y
(Ai ∈
(
[ni]
ti
)
and Bi ∈
(
[ni]
si
)
, for every 1 ≤ i ≤ p), (A,B) forms an edge in G(X ,Y) if and only if
A ∩B = ∅, i.e., Ai ∩Bi = ∅ for each 1 ≤ i ≤ p.
It can be easily verified that
∏p
i=1 Sni acts transitively on X and Y, respectively, and preserves
the property of cross-intersecting. Thus we have d(X ) = |N(A)| for each A ∈ X , and d(Y) =
|N(B)| for each B ∈ Y. Since, for each A =
∏p
i=1 Ai ∈ X ,
N(A) = {B =
p∏
i=1
Bi ∈ Y : Ai ∩Bi = ∅ for each 1 ≤ i ≤ p} =
p∏
i=1
(
[ni] \Ai
si
)
,
we have d(X ) = |N(A)| =
∏p
i=1
(
ni−ti
si
)
. Similarly, d(Y) = |N(B)| =
∏p
i=1
(
ni−si
ti
)
.
By Theorem 2.10, we obtain that
α(X ,Y) = max {|Y| − d(X ) + 1, |A′|+ |Y| − |N(A′)|, |B′|+ |X | − |N(B′)|},
where A′ and B′ are minimum imprimitive subsets of X and Y respectively. Therefore, in
order to estimate α(X ,Y) accurately, more discussions about the sizes and the structures of the
imprimitive subsets of X and Y are necessary.
Claim 4.2. Let A and B be imprimitive subsets of X and Y respectively, then
A =
∏
i∈T1
{Ai, A¯i} ×
∏
i∈T2
{Ai} ×
∏
i∈[p]\(T1⊔T2)
(
[ni]
ti
)
, for some disjoint T1, T2 ⊆ [p],
B =
∏
i∈R1
{Bi, B¯i} ×
∏
i∈R2
{Bi} ×
∏
i∈[p]\(R1⊔R2)
(
[ni]
si
)
, for some disjoint R1, R2 ⊆ [p],
where Ai ∈
(
[ni]
ti
)
, Bi ∈
(
[ni]
si
)
, T1 ⊔ T2 6= ∅, R1 ⊔R2 6= ∅ and T2, R2 6= [p]. Furthermore, for each
i ∈ T1, ni = 2ti and for each i ∈ R1, ni = 2si.
If Γ =
∏p
i=1 Sni is imprimitive on X , then from the definition we know that Γ preserves
a nontrivial partition {Xj}Lj=1 of X . By projecting Xj to the i-th factor, we can obtain that⊔L
j=1(Xj |i) = X|i =
(
[ni]
ti
)
and Γ|i = Sni preserving this partition of
(
[ni]
ti
)
.
It is well known that for each Ai ∈
(
[ni]
ti
)
, the stabilizer of Ai is isomorphic to Sti × Sni−ti ,
which is a maximal subgroup of Sni if 2ti 6= ni (see e.g. [18]). Then by Theorem 2.8, we obtain
that Sni is primitive on
(
[ni]
ti
)
unless 2ti = ni, which means for the factors with 2ti 6= ni the
partition
⊔L
j=1(Xj |i) of
(
[ni]
ti
)
must be a trivial partition. Thus for each j ∈ L, Xj |i is either a
singleton in
(
[ni]
ti
)
, or Xj |i =
(
[ni]
ti
)
.
When 2ti = ni, it can be easily verified that the only imprimitive subset of
(
[ni]
ti
)
has the form
{Ai, A¯i}. Therefore, for the factors with 2ti = ni, the partition
⊔L
j=1(Xj |i) of
(
[ni]
ti
)
is either a
trivial partition, or each partition block has the form Xj |i = {Ai,j , A¯i,j} for some Ai,j ∈
(
[ni]
ti
)
.
Since each imprimitive subset of X can be seen as a block of a nontrivial partition of X , we
have A = Xj for some j ∈ [L]. From the analysis above, we know that A|i = {Ai} or {Ai, A¯i}
for some Ai ∈
(
[ni]
ti
)
, or A|i =
(
[ni]
ti
)
. Therefore, set T1 ⊆ [p] such that for all i ∈ T1, 2ti = ni
and A|i = {Ai, A¯i} for some Ai ∈
(
[ni]
ti
)
; set T2 ⊆ [p] such that for all i ∈ T1, A|i is a singleton,
finally, we have
A =
∏
i∈T1
{Ai, A¯i} ×
∏
i∈T2
{Ai} ×
∏
i∈[p]\(T1⊔T2)
(
[ni]
ti
)
.
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The proof for the imprimitive subsets of Y is the same as that of X . Thus, the claim holds.
By Claim 4.2, we know that for the imprimitive subsets A and B above
|A| = 2|T1| ·
∏
i∈[p]\(T1⊔T2)
(
ni
ti
)
and |B| = 2|R1| ·
∏
i∈[p]\(R1⊔R2)
(
ni
si
)
.
And since
N(A) = {B ∈ Y : A ∩B = ∅ for some A ∈ A}
=
∏
i∈T1
(
(
Ai
si
)
⊔
(
A¯i
si
)
)×
∏
i∈T2
(
[ni] \Ai
si
)
×
∏
i∈[p]\(T1⊔T2)
(
[ni]
si
)
,
N(B) = {A ∈ X : A ∩B = ∅ for some B ∈ B}
=
∏
i∈R1
(
(
Bi
ti
)
⊔
(
B¯i
ti
)
)×
∏
i∈R2
(
[ni] \Bi
ti
)
×
∏
i∈[p]\(R1⊔R2)
(
[ni]
ti
)
,
we have
|N(A)| = 2|T1| ·
∏
i∈T1
(
ni
2
si
)
·
∏
i∈T2
(
ni − ti
si
)
·
∏
i∈[p]\(T1⊔T2)
(
ni
si
)
,
|N(B)| = 2|R1| ·
∏
i∈R1
(
ni
2
ti
)
·
∏
i∈R2
(
ni − si
ti
)
·
∏
i∈[p]\(R1⊔R2)
(
ni
ti
)
.
Now we can estimate quantities |A′|+ |Y| − |N(A′)| and |B′|+ |X | − |N(B′)|.
Claim 4.3. With the assumptions in the theorem, for all imprimitive subsets A ⊆ X and B ⊆ Y,
|Y| − d(X ) + 1 > |A|+ |Y| − |N(A)|, and |Y| − d(X ) + 1 > |B|+ |X | − |N(B)|.
We prove the claim by estimating the difference directly. Denote
D1 = |N(A)| − |A| − d(X ) + 1 and
D2 = |Y| − |X |+ |N(B)| − |B| − d(X ) + 1
to be the differences between |Y|− d(X )+ 1 and, respectively, |A|+ |Y|− |N(A)| and |B|+ |X |−
|N(B)|. Set d1 =
D1
|N(A)| , d2 =
D2
|X | . Then, we have d1 = 1−β1−β2+θ, d2 = δ+η0 ·(1−η1−η2)+θ
′,
where θ = |N(A)|−1, δ = |Y|−|X ||X | , η0 =
|N(B)|
|X | , θ
′ = |X |−1, β1 =
|A|
|N(A)| , β2 =
d(X )
|N(A)| , η1 =
|B|
|N(B)| ,
and η2 =
d(X )
|N(B)| .
Since
(
ni
ti
)
·
(
ni−ti
si
)
=
(
ni
si
)
·
(
ni−si
ti
)
for each i ∈ [p], we have 1/
(
ni−ti
si
)
=
(
ni
ti
)
/(
(
ni
si
)
·
(
ni−si
ti
)
)
for each i ∈ [p]. This yields that
β1 =
∏
i∈[p]
(
ni
ti
)
(
ni
si
) · ∏
i∈T1⊔T2
1(
ni−si
ti
) , β2 = 1
2|T1|
·
∏
i∈[p]\(T1⊔T2)
si−1∏
j=0
(1−
ti
ni − j
),
η1 =
∏
i∈[p]
(
ni
si
)
(
ni
ti
) · ∏
i∈R1⊔R2
1(
ni−ti
si
) , η2 = ∏
i∈[p]
(
ni
si
)
(
ni
ti
) · 1
2|R1|
·
∏
i∈[p]\(R1⊔R2)
ti−1∏
j=0
(1 −
si
ni − j
).
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By the assumptions, we know that ni ≥ si+ti+1 ≥ 5,
∏
i∈[p]
(niti )
(nisi)
≤ 1 and
(
ni−si
ti
)
≥
(
⌈
ni
2
⌉
ti
)
≥
ni
2 . Since T1 ⊔ T2 6= ∅, R1 ⊔R2 6= ∅ and T2, R2 6= [p], we can obtain
β1 ≤
∏
i∈T1⊔T2
1(
ni−si
ti
) ≤ max
i∈(T1⊔T2)
{(
2
ni + 2
)|T1| · (
2
ni
)|T2|},
β2 ≤
1
2|T1|
· max
i∈[p]\(T1⊔T2)
{(1−
4ni − 6
ni(ni − 1)
)p−(|T1|+|T2|)},
and
η1 ≤ (1 + δ) ·
∏
i∈R1⊔R2
1(
ni−ti
si
) ≤ (1 + δ) · max
i∈(R1⊔R2)
{(
2
ni + 2
)|R1| · (
2
ni
)|R2|},
η2 ≤ (1 + δ) ·
1
2|R1|
· max
i∈[p]\(R1⊔R2)
{(1−
4ni − 6
ni(ni − 1)
)p−(|R1|+|R2|)}.
This leads to
β1 + β2 ≤


1− min
i6=j∈[p]
{ 6
ni
− 2
ni−1
− 2
nj
}, if T2 6= ∅;
1
2 − min
i6=j∈[p]
{ 3
ni
− 1
ni−1
− 2
nj+2
}, otherwise;
and
η1 + η2
1 + δ
≤


1− min
i6=j∈[p]
{ 6
ni
− 2
ni−1
− 2
nj
}, if R2 6= ∅;
1
2 − min
i6=j∈[p]
{ 3
ni
− 1
ni−1
− 2
nj+2
}, otherwise.
Since 5 ≤ ni ≤
7
4nj for all distinct i, j ∈ [p], thus we have β1 + β2,
η1+η2
1+δ ≤ 1. Therefore,
d1 = 1− β1 − β2 + θ > 1− β1 − β2 ≥ 0,
d2 = δ + η0 · (1− η1 − η2) + θ
′ = δ · (1− η0 ·
η1 + η2
1 + δ
) + η0 · (1−
η1 + η2
1 + δ
) + θ′ > 0.
Thus, the claim holds.
For each pair of non-empty cross-intersecting families (A,B) ∈ 2X × 2Y , A ∪ B forms a
nontrivial independent set of G(X ,Y). Therefore, by Claim 4.3, the inequality (3) holds.
To complete the proof, we need to characterize all the nontrivial fragments in F(X ). As a
direct consequence of Claim 4.3, every fragment of G(X ,Y) is primitive. Hence, by Theorem 2.9,
when
∏
i∈[p]
(
ni
ti
)
<
∏
i∈[p]
(
ni
si
)
, X has only 1-fragments.
When
∏
i∈[p]
(
ni
ti
)
=
∏
i∈[p]
(
ni
si
)
, suppose there are nontrivial fragments in F(X ). W.l.o.g., as-
sume that S is a minimal-sized nontrivial fragment in X . By Theorem 2.9, S is semi-imprimitive.
Since for any two different elements A,B ∈ X , |N(A) ∩N(B)| <
∏
i∈[p]
(
ni−ti
si
)
− 1. Therefore,
there are no 2-fragments in F(X ). By Proposition 4.1, S is balanced.
Now we are going to prove the non-existence of such S by analyzing its size and structure,
which will yield that X also has only 1-fragments when
∏
i∈[p]
(
ni
ti
)
=
∏
i∈[p]
(
ni
si
)
.
For each A =
∏
i∈[p]Ai ∈ S, let ΓA =
∏
i∈[p](SAi × SA¯i), ΓS = {σ ∈ Γ : σ(S) = S} and
ΓA,S = {σ ∈ ΓA : σ(S) = S}. We claim that there exists a subset C ∈ S such that ΓC 6= ΓC,S .
Otherwise, for any two different subsets B,B′ ∈ S, we have ΓB = ΓB,S and ΓB′ = ΓB′,S . Since
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ΓB,S and ΓB′,S are both subgroups of ΓS , we have 〈ΓB ,ΓB′〉 is a subgroup of ΓS . Let T ⊆ [p]
be the factors where B′i = Bi (or B¯i if 2ti = ni), write
ΓB =
∏
i∈T
(SBi × SB¯i)×
∏
i∈[p]\T
(SBi × SB¯i),
then we have,
ΓB′ =
∏
i∈T
(SBi × SB¯i)×
∏
i∈[p]\T
(SB′
i
× SB¯′
i
).
Since 〈SBi × SB¯i , SB′i × SB¯′i〉 = Sni for each B
′
i 6= Bi (and B
′
i 6= B¯i if 2ti = ni), we have
〈ΓB,ΓB′〉 =
∏
i∈T
(SBi × SB¯i)×
∏
i∈[p]\T
Sni .
Therefore, for some fixed B ∈ S, ΓS contains
∏
i∈T ′(SBi × SB¯i) ×
∏
i∈[p]\T ′ Sni as a subgroup,
where
T ′ = {i|i ∈ [p], such that Ai = Bi (or B¯i if 2ti = ni) for all A ∈ S}.
When T ′ = ∅, we have ΓS =
∏
i∈[p] Sni , thus S = X , yielding a contradiction. When T
′ 6= ∅, if
|T ′| = 1, w.l.o.g., taking T ′ = {1}, we have (SB1 × SB¯1)×
∏
i∈[p]\{1} Sni ⊆ ΓS . Therefore, since
S 6= X , from the definition of T ′ we have
S = {B1} ×
∏
i∈[p]\{1}
(
[ni]
ti
)
, or S = {B1, B¯1} ×
∏
i∈[p]\{1}
(
[ni]
ti
)
when 2t1 = n1.
In both cases, |S| < α(X ,Y)2 . If |T
′| ≥ 2, we have
S ⊆ {Bi0} ×
∏
i∈[p]\{i0}
(
[ni]
ti
)
, or S ⊆ {Bi0 , B¯i0} ×
∏
i∈[p]\{i0}
(
[ni]
ti
)
when 2ti0 = ni0 ,
for some i0 ∈ T ′. Therefore, when T ′ 6= ∅, we always have |S| <
α(X ,Y)
2 , which contradicts the
fact that S is balanced. Hence, the existence of C is guaranteed.
By Proposition 4.1 we have that [ΓC : ΓC,S ], the index of ΓC,S in ΓC , equals 2. Now let
ΓC,S [Ci] be the projection of ΓC,S onto SCi , ΓC,S [Ci] must be a subgroup of SCi of index no
greater than 2. Thus ΓC,S [Ci] = SCi or ACi . Since ΓC =
∏
i∈[p](SCi × SC¯i), we know that
ΓC,S =
∏
i∈[p]\{j}(SCi × SC¯i) × (ACj × SC¯j) or
∏
i∈[p]\{j}(SCi × SC¯i) × (SCj × AC¯j ), for some
j ∈ [p].
Since for all i ∈ [p], ti = |Bi ∩ Ci| + |Bi ∩ C¯i| for each pair B,C ∈ S. If |Bi ∩ Ci| > 1,
let s, t ∈ Bi ∩ Ci, then the transposition (s t) fixes both Ci and Bi. Taking i = j, the semi-
imprimitivity of S implies that (s t) ∈ ΓC,S |SCj×SC¯j . This yields ΓC,S |SCj×SC¯j = SCj × AC¯j .
From this process it follows that, for each B ∈ S, there exists at most one of |Bj ∩ Cj | and
|Bj ∩ C¯j | to be greater than 1. Note that if Bj ∈ C¯j , then SCj and SBj fix both Cj and Bj,
i.e., SCj × SBj ⊆ ΓC,S |SCj×SC¯j . Since ΓC,S |SCj×SC¯j = ACj × SC¯j or SCj × AC¯j , and neither
ACj × SC¯j nor SCj ×AC¯j contains SCj × SBj . Therefore, we obtain that |Bj ∩Cj | = 1 for each
B ∈ S, or |Bj ∩ Cj | = tj − 1 for each B ∈ S.
We claim that for both cases, S can not be balanced.
Suppose |Bj ∩ Cj | = 1 for each B ∈ S. W.l.o.g., assume Bj ∩ Cj = {1} for some B ∈ S.
From the semi-imprimitivity of S, we know that for all γ ∈ Γ, γ(S) ∩ S = ∅, S or {A} for some
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A ∈ S. Thus (γ(S) ∩ S)|j = ∅, S|j or {Aj} for some Aj ∈
(
[nj ]
tj
)
. If tj > 2, then |Bj ∩ C¯j | ≥ 2,
so ΓC,S |SCj×SC¯j = ACj × SC¯j . On the other hand, we can find distinct s, t ∈ Cj such that
(1 s t)(Bj) = Bj \ {1} ∪ {s} ∈ S|j since (1 s t) ∈ ACj . Then (1 s)(S|j) has more than one
element of S|j , therefore (1 s) ∈ ΓC,S |SCj×SC¯j . This contradiction proves that tj = 2. Thus
S|j = C = {Aj ∈
(
[nj ]
2
)
: 1 ∈ Aj}. Otherwise, w.l.o.g., assume Cj = {1, 2} and there exists
B ∈ S such that Bj ∩Cj = {2}. Since ΓC,S |SCj×SC¯j = ACj ×SC¯j or SCj ×AC¯j , we have C ⊆ S|j
and C′ = {Aj ∈
(
[nj ]
2
)
: 2 ∈ Aj} ⊆ S|j . Thus S|j = C∪C′. This yields ΓC,S |SCj×SC¯j = SCj×SC¯j ,
leading to a contradiction.
Suppose now |Bj ∩Cj | = tj − 1 > 1 for each B ∈ S. Similarly, we can prove that nj − tj = 2,
which contradicts nj ≥ sj + tj +1 and 2 ≤ sj , tj ≤
n
2 . Therefore, for each B ∈ S, |Bj ∩Cj | = 1.
From the analysis above, we know that for eachB ∈ S, Bj = {1, b} for some b ∈ [nj ]. Thus, for
each B ∈ S, we have ΓB,S |SBj×SB¯j = ABj ×SB¯j , and ΓB,S =
∏
i∈[p]\{j}(SBi×SB¯i)×(ABj×SB¯j )
since [ΓB : ΓB,S ] = 2. Therefore ΓS contains
〈ΓB,S , for all B ∈ S〉 =
∏
i∈T ′′
(SCi × SC¯i)×
∏
i∈[p]\(T ′′∪{j})
Sni × S[nj ]\{1}
as a subgroup, where T ′′ = {i|i ∈ [p], such that Bi = Ci (or C¯i if 2ti = ni) for all B ∈ S}.
Similarly, by arguing the structure of S, if T ′′ 6= ∅, we can prove that |S| < α(X ,Y)2 . Thus we
have T ′′ = ∅ and S =
∏
i∈[p]\{j}
(
[ni]
ti
)
× C.
Since S is balanced,
∏
i∈[p]
(
ni
ti
)
=
∏
i∈[p]
(
ni
si
)
and |S| =
∏
i∈[p]\{j}
(
ni
ti
)
· (nj − 1), we have
2
∏
i∈[p]\{j}
(
ni
ti
)
· (nj − 1) =
∏
i∈[p]\{j}
(
ni
ti
)
·
(
nj
2
)
−
∏
i∈[p]\{j}
(
ni − si
ti
)
·
(
nj − sj
2
)
+ 1, (6)
which means nj must be an integral zero of the following function
H(x) = (1− a0) · x
2 − (5− a0 · (2sj + 1)) · x+ (2b0 + 4− a0 · (s
2
j + sj)),
where a0 =
∏
i∈[p]\{j}
(ni−siti )
(niti )
and b0 =
∏
i∈[p]\{j}
(
ni
ti
)−1
. Since nj ≥ 3 + sj and 2 ≤ sj ≤
nj
2 ,
by Vieta’s formulas for quadratic polynomials, there is no such nj satisfying H(nj) = 0 when
sj ≥ 3. Hence S =
∏
i∈[p]\{j}
(
[ni]
ti
)
× C is a nontrivial balanced fragment of X if and only if
tj = sj = 2 and equation (6) holds. Using the fact that
(ni−siti )
(niti )
≤ (1 − si
ni
)(1 − si
ni−1
) and the
assumption ni ≤
7
4nj for distinct i, j ∈ [p], it can be easily verified that the LHS of equation (6)
is strictly less than the RHS when sj = 2. Therefore, S can not be balanced.
This completes the proof.
5 Concluding remarks
In this paper we have investigated two multi-part generalizations of the cross-intersecting theo-
rems. Our main contribution is determining the maximal size and the corresponding structures of
the families for both trivially and nontrivially (with the non-empty restriction) cross-intersecting
cases.
The method we used for the proof was originally introduced byWang and Zhang in [20], which
was further generalized to the bipartite case in [21]. This method can deal with set systems, finite
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vector spaces and permutations uniformly. It is natural to ask whether we can extend the single-
part cross-intersecting theorems for finite vector spaces and permutations to the multi-part case.
It is possible for permutations when considering the case without the non-empty restriction, and
we believe it is also possible for finite vector spaces. But when it comes to the case where the
families are non-empty, as far as we know, there is still no result for finite vector spaces and
permutations.
For single-part families A and B, it is natural to define cross-t-intersecting as |A∩B| ≥ t for
each pair of A ∈ A and B ∈ B. But for multi-part families, when defining cross-t-intersecting
between two families, the simple extension of the definition for single-part case can be confusing.
Therefore, a reasonable definition and related problems for multi-part cross-t-intersecting families
are also worth considering.
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