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ABSTRACT
We present a novel and efficient method for fitting dynamical models of stellar kinematic
data in dwarf spheroidal galaxies (dSph). Our approach is based on Gaussian-process emula-
tion (GPE), which is a sophisticated form of curve fitting that requires fewer training data than
alternative methods. We use a set of validation tests and diagnostic criteria to assess the perfor-
mance of the emulation procedure. We have implemented an algorithm in which both the GPE
procedure and its validation are fully automated. Applying this method to synthetic data, with
fewer than 100 model evaluations we are able to recover a robust confidence region for the
three-dimensional parameter vector of a toy model of the phase-space distribution function of
a dSph. Although the dynamical model presented in this paper is low-dimensional and static,
we emphasize that the algorithm is applicable to any scheme that involves the evaluation of
computationally expensive models. It therefore has the potential to render tractable previously
intractable problems, for example, the modelling of individual dSphs using high-dimensional,
time-dependent N-body simulations.
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1 INTRODUCTION
In the ΛCDM model of cosmology, galaxies form by hierachical
growth, with large galaxies being formed by the agglomeration of
smaller ones. Of particular interest are the dwarf-spheroidal (dSph)
galaxies that orbit the Milky Way, the dark-matter haloes of which
are the smallest dark matter-dominated structures observed, and
which are likely to be relics of the earliest stages of galaxy forma-
tion. These galaxies are still not fully understood. Although dark
matter-only N-body simulations of halo-formation using ΛCDM
cosmology predict cusps in the dark-matter density profile of the
dSphs (i.e. they predict that density is inversely proportional to ra-
dius for small radii), the literature on the modelling of observed
dSphs contains claims of both cusps and cores (i.e. it contains
claims that density may be constant for small radii) (Battaglia et al.
2008, Strigari et al. 2010, Breddels & Helmi 2013, and Read et al.
2018). Either the ΛCDM model fails at small scales and requires
modification (Ludlow et al. 2016; Lovell et al. 2014), or dSphs
evolve over their lifetimes, under the influence of baryonic feed-
back. For example, it has been shown that supernova-driven flat-
tening may turn dark-matter cusps into cores (Navarro et al. 1996,
Read & Gilmore 2005, and Mashchenko et al. 2008). In the latter
case we wish better to understand the evolution of dSphs and as
such require robust dynamical modelling of their end-states to act
as targets for evolutionary simulations.
To date, dynamical modelling of dSphs has for the most part
? E-mail: alg26@le.ac.uk
been based on very restrictive simplifying assumptions, namely
that the dSphs are spherical and in equilibrium (see, for example,
Wilkinson et al. 2002, Walker et al. 2009, Strigari et al. 2010, and
Read & Steger 2017). While some authors have considered more
general models (Breddels & Helmi 2013), relaxation of these as-
sumptions results in models that are significantly more computa-
tionally expensive, often prohibitively so. However, it is possible to
reduce this computational expense by borrowing the technique of
emulation from machine learning.
Let us establish some terminology. A simulation is a model of
some phenomenon. Formally, a model is an indexed set of functions
{ f (· ;a)}a∈A where f (· ;a) : X −→Y is a function, a is called a pa-
rameter and the set A is called the parameter space. Specifically, in
this paper, we assume some model of the phase-space distribution
function, f (· ;a), of the stars within a dSph, where a parameterizes
the physical model we are using. In this case, X is the phase space
and Y is the set of non-negative, real numbers. A computer simu-
lation is just a means of evaluating such a model, a simulation run
being an evaluation for a single parameter. In galactic dynamics we
are typically interested in simulating (i.e. modelling) observations
of a galaxy.
When a model is computationally expensive to evaluate we
may use a meta-model, i.e. a model of the model that is compu-
tationally cheaper. An emulator is a meta-model together with a
measure of confidence in that meta-model’s output. In emulation
we perform a small number of runs, each using a different param-
eter, and then use the resulting data to estimate the output for a
parameter that we have not explicitly computed, along with a con-
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fidence interval for that estimate. We do this without needing to
make an additional simulation run or model evaluation. In this re-
spect, emulation is a matter of prediction. But, since we may make
a prediction for all points in the parameter space, we can fully map
out the function being emulated and in this respect emulation is an
efficient means of curve-fitting.
One commonly used method of emulation is Gaussian-
process emulation (GPE). In the astrophysical literature it has been
used to fit exoplanetary transit and secondary-eclipse light curves
(Gibson et al. 2012 and Evans et al. 2015), to map interstellar ex-
tinction within the Milky Way (Sale & Magorrian 2014), and to
fit semi-analytic models of galaxy formation (Bower et al. 2010),
while in the cosmological literature it has has been used to predict
the nonlinear matter power spectrum in the Coyote Universe simu-
lation (Heitmann et al. 2009), and to fit Gravitational-wave models
(Moore et al. 2016). In the dynamical modelling of stellar systems,
GPE may allow us the use of more-expensive static models or even
full N-body models. In this paper we take a step towards this goal
by introducing the method and demonstrating its use with a toy
model, namely a single-component anisotropic Plummer sphere,
which we fit to synthetic data drawn from the same model. We fo-
cus on distribution function-based models of the internal dynamics
of a galaxy in order to illustrate the value of the GPE approach.
However, we note that in principle the GPE approach is applicable
to any dynamical modelling scheme.
To avoid confusion, a word of clarification is in order with
respect to terminology. The term ‘Gaussian’ in ‘Gaussian-process
emulation’ refers only to assumptions within the emulation scheme.
It does not imply any assumptions regards the Gaussianity, or oth-
erwise, of any properties of the models themselves. In particular,
there is no assumption that the line-of-sight velocity distributions
are Gaussian, as is sometimes assumed in the dynamical modelling
of dSphs (Battaglia et al. 2008, Strigari et al. 2008, and Wolf et al.
2010).
Our principal interest is in what observed data can tell us about
the distribution of dark matter in a dSph. Which dark-matter mor-
phologies do the data rule out? Which best account for the ob-
servations? We therefore adopt the maximum-likelihood approach,
which allows us to draw robust confidence regions within param-
eter space. We outline this procedure in section 2. In section 3 we
discuss the use of GPE to estimate the likelihood when it too ex-
pensive to for us to perform a parameter sweep. In section 4 we
illustrate the method using our toy model. In section 5 we summa-
rize our conclusions.
2 LIKELIHOOD
In this paper, our representation of a stellar system (in this case a
dSph) consists of a parameterized set of functions (i.e. the dynam-
ical model) representing the phase-space probability density func-
tion (also called the distribution function). We treat the positions,
X , and the velocities, V , as random vectors, meaning that the
state of a star is represented by the random vector, W := (X,V ).
The distribution function (DF) for a single star is denoted fW (w)
(for an extensive discussion, see Binney & Tremaine 2008).1 We
assume that the DF is an element of the model { f (w;a)}a∈A,
where the parameters are D-dimensional real vectors, the elements
1 We adopt the notational convention that a random variable Ω (always
capitalized) has PDF fΩ. Given a realization, ω (always lower case), of Ω,
and a parameter of the model, a∈ A, this PDF then takes the value fΩ(ω;a).
of which represent the total galactic mass, galactic scale length, ve-
locity anisotropy, etc. From the DF we may calculate the observable
properties of the system. For a dSph these observables are typically
the projected stellar positions, (represented by the random variables
X and Y ) and the line-of-sight velocity (represented by the random
variable Vz). The DF for these observables is given by the marginal-
ization of the phase-space DF:
fWp(wp;a) =
∫
R3
fW (w;a)dzdvx dvy. (1)
We can reasonably assume that the states of stars are independent
and identically distributed (Binney & Tremaine 2008) so that the
joint marginalized PDF for N stars is
f(Wp,1,...,Wp,N)(wp,1, . . . ,wp,N ;a) =
N
∏
i=1
fWp(wp,i;a). (2)
By comparing these observables with a data set, we can then op-
timize the parameters of the phase-space DF using the maximum
likelihood method.
By definition, the likelihood of model parameter a is
L(a;wp,1, . . . ,wp,N) = f(Wp,1,...,Wp,N)(wp,1, . . . ,wp,N ;a). (3)
We recover the parameter by maximizing this function for given
data, namely the observed values ofwp,1, . . . ,wp,N . We denote the
maximum-likelihood estimate (MLE) by aˆ. The MLE is itself the
realization of a random variable, which we denote Aˆ. It is asymp-
totically normal (i.e. it is normally distributed in the infinite-data
limit) with mean a0 (the true parameter) and variance I(a0)−1,
where the expected Fisher information matrix is
I(a0) =−E
(
∂ 2 lnL(a0;Wp,1, . . . ,Wp,N)
∂a∂at
)
(4)
i.e. the negative of the expectation of the Hessian of the log-
likelihood (see any text-book on the subject, for example Wasser-
man 2007). The true parameter a0 may be approximated by aˆ, and
the expected Fisher information matrix by the observed Fisher in-
formation matrix,
J(aˆ) =−∂
2 lnL(aˆ;wp,1, . . . ,wp,N)
∂a∂at
. (5)
In summary, the MLE is distributed as
Aˆ∼ N(aˆ,J−1(aˆ)). (6)
This allows us to determine the confidence region, C, defined by
the boundary that is the solution to the equation
(a− aˆ)tJ−1(aˆ)(a− aˆ) = χ2D(1−α) (7)
where χ2D is the quantile function (i.e. the inverse of the cumu-
lative distribution function) for the chi-squared distribution for D
degrees of freedom and α is the critical value, i.e. the value such
that C traps a0 with probability α . The Fisher information quanti-
fies the curvature of the likelihood function at its maximum value
and hence the breadth of the distribution’s peak. A narrow peak
(i.e. large curvature and large Fisher information) indicates that the
maximum is well constrained. A broad peak (i.e. small curvature
and small Fisher information) indicates that the maximum is poorly
constrained.
Once we have the MLE of the parameters and the observed
Fisher information matrix, we may compute the distribution of the
MLE of any function of the parameters using the delta method
(Wasserman 2007). This states that any real-valued function of the
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parameters, g :A −→R, is distributed normally with mean g(aˆ)
and variance
∂g(aˆ)
∂at
J−1(aˆ)
∂g(aˆ)
∂a
. (8)
For us g will be some function of the phase-space DF (for example
the galactic dark-matter profile, or Binney’s anisotropy parameter).
The likelihood (equation 3) will not usually be expressible in
closed form. Both the likelihood and its derivative may be costly to
evaluate. In such circumstances we may reduce the computational
burden by constructing a cheaper approximation of the likelihood
using GPE.
3 GAUSSIAN-PROCESS EMULATION
At the heart of GPE (O’Hagan & Kingman 1978; Sacks et al. 1989)
are random processes, which are sets of random variables. A real-
ization of a random process (i.e. a realization of each individual
random variable) is a function, meaning that we may use Gaussian-
processes in the context of curve-fitting. More rigorously, a random
process, {Y (a)}a∈A, is an indexed set of random variables. Again,
we call an index, a, a parameter (or parameter vector ifA is multi-
dimensional), and we call the index set,A, the parameter space. A
random process is Gaussian if every finite subset of the process has
a multivariate normal distribution. A process is completely speci-
fied by the joint PDF for every finite subset of the process. Since
the joint PDF of a multivariate normal distribution is completely
specified by its mean and covariance, a Gaussian process is com-
pletely specified by its mean and covariance. The mean is the func-
tion m : A−→R such that m(a) = E(Y (a)). The covariance is the
function k :A2 −→R such that k(a,a′) = cov(a,a′). If a process,
Z, is Gaussian we write
Z ∼ GP(m(a),k(a,a′)). (9)
Recall that in curve-fitting (or, regression as it is called in the
statistical literature) we have a random variable A (called the in-
dependent variable) and a random variable Y (called the dependent
variable), and wish to find the relationship between them. Given
training data ((ai,y(ai)))Ni=1 we may always write the relationship
in the form
Y (ai) = r(ai)+E(ai) (10)
where the regression function is r(a) := E(Y (a)) for all a (Wasser-
man 2007), and E(ai) is a random variable (the noise.
We seek an estimator for r, denoted rˆ. In parametric regres-
sion we assume that this estimator is an element of some param-
eterized set of functions, rˆ ∈ { fβ |β ∈ B}. We call this set the
regression model and the set B the set of regression parameters.
For example, in linear regression we assume that this model is
{β0 +∑Di=1 βiai |β0, . . . ,βD ∈R}. Regression is non-parametric if
we may not write the estimator in this way. Non-parametric re-
gression is useful when we have no motivation for a parameterized
expression for the regression function. In Gaussian-process regres-
sion we assume that
Y ∼ GP(r,σ2) (11)
whereupon r = E(Y ), as required. Then E(a) = Y (a)− r(a), i.e.
E is a Gaussian process with zero mean. We will assume that its
covariance is the sum of two terms, i.e. that σ2(a,a′) = k(a,a′)+
σ2ε (a), the first term representing the signal and the second term
representing the noise (i.e. the error in the dependent variable).
Note that the noise is not in general constant, but is a function
of a. In statistical parlance, we would say that the errors are het-
eroscedastic rather than homoscedastic.
Suppose we wish to predict the dependent variable Y (a) for
some value a ∈A. By hypothesis, the distribution of this random
variable is univariate normal, i.e.
Y (a)∼ N(r(a),σ2(a,a)), (12)
and the joint distribution of the sample is multivariate normal, i.e.
Y ∼ N(r,K), (13)
where r := (r(a1),r(a2), . . . ,r(aN)), and [K]i j = k(ai,a j) +
σ2ε (ai)δi j. The estimator for our regression function is the mean
of the conditional random variable
Y (a) |(Y = y)∼ N(rˆ, σˆ2) (14)
where [y]i = y(ai), i.e. the expected value of Y (a) given the train-
ing data. It is a standard result (O’Hagan & Kingman 1978) that
rˆ(a) = r(a)+kt(a)K−1(y−r), and (15)
σˆ2(a) = k(a,a)−kt(a)K−1k(a) (16)
where [k(a)]i = k(ai,a). These two equations are the principal re-
sults of GPE. The estimator, rˆ, is the sum of two terms. The first is
the regression function, and the second a smoothing of the residu-
als, (y−r). In fact this smoothing is a weighted sum of the resid-
uals, where the weights are the elements of the vector kt(a)K−1.
3.1 Optimizing the emulator
To evaluate equations 15 and 16, we must assume a mean function,
r, and a covariance function, k. We will choose these from a model,
i.e. we will assume that r ∈ {rµ |µ ∈M} and k ∈ {kν |ν ∈N},
where we call M and N sets of hyperparameters. We optimize
our choice of hyperparameters using their maximum likelihood. By
equation 13 the PDF is
fY (y;θ)
=
1√
(2pi)N |K| exp
(
−1
2
(y−r)tK−1(y−r)
)
(17)
where the hyperparameter vector θ := (µ,ν). (Note that K and r
depend on θ.) By definition, the likelihood is
LΘ(θ;y) = fYN (y;θ) (18)
and hence
lnLΘ(θ;y) =−12 (y−r)
tK−1(y−r)− 1
2
ln |K|− N
2
ln2pi
(19)
(Rasmussen & Williams 2006). To find the maximum-likelihood
estimate of θ, namely θˆ = (µˆ, νˆ), we may maximize this function
subject to the constraint that K is positive-semidefinite (positive-
semidefiniteness being a necessary property of covariance matri-
ces). The equation for lnLΘ(θ;y) consists of three terms. The first
is a measure of fit quality, the second is a complexity penalty, and
the third a normalization constant.
The complexity penalty is a function ofK only, and quantifies
the complexity of our attempted fit independent of the data. For
a complicated fit, the covariance of any two points is low. Hence
the determinant of the covariance matrix K is small, and ln |K|
diverges with complexity (i.e. as |K| −→ 0 so ln |K| −→ −∞).
This strongly penalizes complex models. (For a full discussion see
MNRAS 000, 1–14 (2018)
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Rasmussen & Williams 2006, section 5.4.1.) The function LΘ will
in general have multiple maxima, each maximum giving a different
tradeoff between fit quality and complexity.
The function rµ might be a finite linear combination of basis
functions, (ξi)Ni=1, and µ the set of coefficients:
r(a;µ) =
N
∑
i=1
µiξi(a) (20)
= µtξ(a) (21)
where [µ]i = µi and [ξ(a)]i = ξi(a). However, we are free to
choose any function for r. Specifically we may choose the zero
function, such that r(a) = 0 for all a ∈ A, whereupon the
Gaussian-process fit to the residuals (the second term in equa-
tion 15) does all the work of the regression. It is common practice
to do this (Rasmussen & Williams 2006, section 2.7), and we will
do so for the rest of this paper. 2
The covariance function, kν , is usually chosen from one of
a number of standard functions. It is a function of the parameter
space A and we will need to impose some structure of this space.
For our purposes,A=RD, treated as linear vector space of dimen-
sion D, together with a pseudo-metric, d :A2−→R, i.e. a symmet-
ric positive-semidefinite function of two variables that obeys the tri-
angle inequality. 3 It is common to assume that the pseudo-metric
may be written in quadratic form, i.e. it is common to assume that
d2(a−a′) = (a−a′)tM(a−a′), (22)
for positive-semidefinite matrixM .
The most common covariance function is the squared-
exponential (SE),
kSE(a,a′) = σ2SE exp
(
−1
2
d2(a−a′)
)
, (23)
where σ2SE is the signal variance (the value of kSE when a
′ = a).
Furthermore, it is normally assumed that the pseudo-metric ma-
trix is diagonal, i.e. that M = diag(m1,m2, . . . ,mD). Using equa-
tions 22 and 23 we may show (see, for example, Loeppky et al.
2009) that the mean squared gradient is
E
(
∂Y (a)
∂ai
)2
= 2σ2SEmi, (24)
and therefore call mi the sensitivity of the model to the i-th param-
eter. Because M is positive-semidefinite it has a unique positive-
semidefinite inverse, which in turn has a unique square root, i.e.
there exists a unique matrix L (not to be confused with the like-
lihood, L) such that M = L−2. If M is diagonal then so is L
and L = diag(l1, l2, . . . , lD) where mi = l−2i for all i. We can see
that equation 23 is formally identical to a Gaussian with covariance
M−1. We therefore identify L2 as a covariance matrix and call
the element li the correlation length (also scale length) for the i-th
parameter. The elements of M together with σ2SE and the coeffi-
cients of our basis functions form the hyperparameter vector, θ =
2 We note that in Bower et al. (2010) r is not taken to be the zero function,
but instead is a sum of polynomials in the elements of a.
3 Parameter space is dimensional meaning that a naive definition of a met-
ric on the space RD has no meaning. However, we may impose a metric
on the space of functions defined by the phase-space PDF, which then in-
duces a pseudo-metric on the parameter space used to index these func-
tions. A pseudo-metric is similar to a metric, but the condition of positive-
definiteness is relaxed to become positive-semidefiniteness, i.e. two non-
identical elements of the space may be separated by zero distance.
{σ2SE,µ1, . . . ,µN ,m1, . . . ,mD}, of the Gaussian-process estimator.
One advantage of assuming that r is the zero function is that this hy-
perparameter vector becomes shorter: θ = {σ2SE,m1, . . . ,mD}. This
means that the dimension of the domain of the hyperparameter like-
lihood is smaller and hence the hyperparameter vector is easier to
optimize.
If r is expanded according to equation 21 and we use the
squared-exponential covariance function then the mean-square er-
ror of the estimator, i.e. the mean-square difference of rˆ and r
(Sacks et al. 1989), is
MSE(Y (a) |(Y = y)) =
σ2SE
(
1− [ξt(a) σ−2SE kt(a)][0 ΞtΞ σ−2SE K
]−1 [
ξ(a)
σ−2SE k(a)
])
(25)
where [Ξ]i = ξt(a). In the case that ξ(a) = 0 (as we assume here)
this expression reduces to the estimator variance (equation 16).
We may therefore construct a confidence interval for the estima-
tor, rˆ(a), using the root mean-square error (RMSE), namely the
interval
C =
(
rˆ(a)−Φ−1(1−α/2)σˆ(a), rˆ(a)+Φ−1(1−α/2)σˆ(a)
)
(26)
where Φ is the CDF for the univariate normal distribution and α is
the critical value. If there are no errors associated with the training
data then the RMSE of the estimator is zero at the training points
and increases as the distance of the test point from a training point
increases. If the errors on the sample are constant, then we expect
the RMSE to be approximately constant (except at the boundaries
where it will be greater on account of boundary bias).
3.2 Validating the emulator
The machinery of Gaussian-process regression assumes that the co-
variance function, k, is known. In practice, it never is. We must
chose an approximation to the covariance, invariably from a list
of standard covariance functions, as discussed above. We would
like to know that this covariance function has been well chosen,
i.e. we would like to assess the performance of the emulator given
our choice of covariance function. We may do this using leave-
one-out cross-validation (LOOCV) (Wasserman 2007). We note
that the estimator (equation 15) is distributed normally with vari-
ance equal to the MSE (equation 25), and expect that for a well-
specified covariance this distribution will be observed in our esti-
mator. Ideally we would evaluate our dynamical model at a large
number of test points, and compare the distribution of the residu-
als of our predictions with that of the MSE. This, of course, im-
poses an impractical computational burden. Instead, we omit the
i-th pair, (ai,y(ai)), from our training data to give the reduced
data, (ai,y(ai))i 6=i. Using these data we then compute an esti-
mate for y at the omitted point, ai, finding that (see equation 14)
Y (ai)|(Y−i = y−i) ∼ N(yˆ−i(ai), σˆ2−i(ai)). This gives us N resid-
uals, which we may compare with the MSE. We expect that the
standardized predicted error Wasserman (2007),
e−i(ai) :=
y(ai)− rˆ−i(ai)
σˆ−i(ai)
, (27)
is normally distributed with zero mean and unit variance.4
4 In practice, we do not need to calculate the LOOCV residuals directly.
It can be shown (Sundararajan & Keerthi 2001) that the standardized pre-
MNRAS 000, 1–14 (2018)
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One way to compare two distributions is by means of a
quantile-quantile plot, in which we plot the quantiles of one dis-
tribution against the quantiles of the other. If the two distributions
are the same, then the points will lie on the diagonal. If either distri-
bution is empirical we may substitute its ordered observed values
for its quantiles. To check that the standardized residuals are dis-
tributed as required, we therefore plot the N ordered residuals of
our fit against the N-th quantiles of the normal distribution. If the
covariance function has been well-specified we expect them to be
evenly scattered along the diagonal. We also require that the residu-
als are small, and hence calculate the mean squared predicted error
(also leave-one-out cross-validation score),
R :=
1
N
N
∑
i=1
(y(ai)− yˆ−i(ai))2, (28)
which tends to zero in the infinite-training data limit, as well as
plot the predicted values against the true values. Furthermore, we
require that the residuals exhibit no trend, and hence plot the stan-
dardized predicted errors against the associated predicted values for
y. Finally, we require that there are no significant outliers (greater
than three sigma, or e−i > 3, say), which would indicate that the
estimator is underperforming is certain regions of parameter space.
We expect poor accuracy in our estimator when neighbouring
points are poorly correlated, i.e. when the scale of features in our
function is approximately equal to or less than the point separation.
We also expect the accuracy to be poor at the boundary of parameter
space, where the model is constrained by data on one side only. We
may consider a point to be near the boundary of parameter space if
it is within one parameter length scale of it.
We may in fact use LOOCV to optimize the hyperparameter
vector, as opposed to the maximum-likelihood method described in
section 3. Note that the logarithm of the likelihood of the hyper-
parameter vector when leaving out the i-th pair of data (called the
leave-one-out likelihood) is
lnL−i,Θ(θ;y) =−12 lnσ
2−i(ai)−
1
2
e2−i(ai)−
1
2
ln2pi (29)
(Rasmussen & Williams 2006). Hence the logarithm of the joint
leave-one-out likelihood (LOO likelihood) is
lnLLOO,Θ =
N
∑
i=1
lnLpseudo,Θ(θ;y), (30)
which we may maximize to give the maximum LOO likelihood es-
timate of the hyperparameter vector. This estimate is more robust
to mispecification of the covariance function (Bachoc 2013) than
the maximum-likelihood estimate (equation 19).
3.3 Conditioning the likelihood
If the estimator fails validation then the covariance function has
been misspecified. In this case we may do one of two things: choose
a different covariance function, or transform the data so that the
function is better suited to its task. Here we restrict ourselves to
using the squared-exponential covariance function (equation 23),
and hence consider the second approach.
We have assumed that our data is drawn from a Gaussian ran-
dom process with covariance kSE(a,a′) + σ2ε (a) (equation 11).
dicted error, e−i(ai) = [K−1y]ii/
√
[K]ii, which regrettably requires the
explicit inversion of K.
Crucially, the squared exponential covariance function is a func-
tion of the difference of its arguments only and the properties of
the random process are therefore independent of the absolute val-
ues its arguments. In particular, the variance and autocovariance of
the random process are constant. The fact that the variance is con-
stant means that noise-free data are identically normal. If we do not
observe this distribution in our training data we may transform it
to ensure that we do. Such a transformation is said to be variance
stabilizing.
One such variance-stabilizing transformation is the Box-Cox
transformation. Let {y(ai)}Ni=1 be a set of observations. Then the
Box-Cox transformation of the observations (Box & Cox 1964) is
the function g such that
g(y(ai);λ1,λ2) =
(y(ai)+λ2)λ1 −1
λ1
(31)
for some real λ1, λ2 such that λ2 > −y(ai) for all i. Note that this
expression is just a scaled power law, with the scaling chosen such
that limλ1−→0 g(y(ai)) = ln(y(ai)+λ2).
Box and Cox give the following theorem concerning the
choice of the parameters λ1 and λ2. Assume that each observa-
tion y(ai) is a realization of the random variable Gi, and that each
transformed observation, g(y(ai)) is a realization of the random
variable G′i. Furthermore assume that G′1, . . . ,G
′
N are independent
and identically normal, i.e. assume that for all n,
G′i ∼ N(µt ,σ2t ). (32)
for some mean, µt , and variance σ2t . Then the joint distribution of
the (untransformed) observations has PDF
f(G1,...,GN)(y(a1), . . . ,y(aN);λ1,λ2)
=
N
∏
i=1
1√
2piσ2t
exp
(
∑Ni=1(g(y(ai))−µt)2
2σ2t
)
J(y(ai);λ1,λ2),
(33)
where the Jacobian
J(y(ai);λ1,λ2) =
∣∣∣∣dg(y(ai))dy(ai)
∣∣∣∣ (34)
= (y(ai)+λ2)(λ1−1). (35)
Thus the log-likelihood of the parameters λ1 and λ2 is given by
lnL(λ1,λ2)(λ1,λ2;y(a1), . . . ,y(ai)) =−
N
2
lnσ2t −
N
2
log2pi
− 1
2σ2t
N
∑
i=1
(g(y(ai))−µt)2 +(λ1−1)
N
∑
i=1
ln(y(ai)+λ2)
(36)
where we may substitute for µt and σ2t their maximum-likelihood
estimates,
µˆt =
1
N
N
∑
i=1
g(y(ai)) and (37)
σˆ2t =
1
N
N
∑
i=1
(g(y(ai))− µˆt)2. (38)
The MLE of the transformation parameters has an associ ated dis-
tribution, but it is common to consider it known, and not propagate
this uncertainty through the subsequent analysis. It is also common
to round off the value of λ1 to the nearest half-integer, e.g. to use
one of the values 2,1,1/2,0,−1/2,−1, or −2 (the square, identity,
square root, logarithm, reciprocal square root, reciprocal, or recip-
rocal square) which give the transformation a ready interpretation.
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The natural transformation of the likelihood (3) is to its logarithm
together with an offset that ensures this logarithm is defined when
the likelihood is zero. In this case the likelihood of the offset, λ2, is
strictly decreasing, and its optimization will fail. In such a case we
may use some arbitrary small value for λ2, say the smallest non-
zero member of the sample.
We must be careful about the direction of the implication in
this theorem. It is not the case that the maximum-likelihood esti-
mates of λ1 and λ2 ensure that the transformed variables are nor-
mal. We must compute these maximum-likelihood estimates and
then check that the assumption of normality is met by inspect-
ing a histogram of the transformed values. In general the condi-
tion is not met, i.e. there exists no power transformation such that
G′1, . . . ,G
′
N ∼N(µt,σ2t ). However we may still use the power trans-
formation to regularize G, i.e. to bring its distribution closer to nor-
mal (Draper & Cox 1969).
When using the zero regression function the residuals y− r
(equation 15) may be poorly behaved. They may all have the same
sign, or may contain outliers. The use of a transformation over-
comes these problems, and avoids the need to specify a regression
function, of which we have very little prior knowledge.
Having stabilized the variance of the data, we must also en-
sure the autocovariance is approximately constant. We do this by
transforming the parameter space (i.e. by reparameterizing the ran-
dom process). This is an altogether more difficult problem (see,
for example Sampson & Guttorp 1992) as the length scale li (and
hence sensitivity mi) is a function of the parameter ai. We will as-
sume that for positive parameters the sensitivity mi is monotoni-
cally decreasing in ai and converges on zero, i.e. we will assume
that the model is sensitive to changes in the parameters when they
are small, but insensitive when they are large, or, equivalently, that
the likelihood is slowly varying for arbitrarily large parameter val-
ues, when it is approximately zero, but quickly varying when the
parameter values are small, when it is significantly non-zero. We
therefore make a logarithmic transformation of the parameters. If
our assumption is wrong, this transformation will not improve the
accuracy of our predictions. We must therefore rely on the valida-
tion process to tell us if we have made a useful transformation. We
must accept that the covariance function will always be misspec-
ified to some degree. If the misspecification is so significant that
the model fails validation, we have to choose a different covariance
function, i.e. we have to choose a covariance function that is not the
squared-exponential. We do not consider such a situation here, but
note that there is a large literature on the subject (see, for example
Rasmussen & Williams 2006).
3.4 Training the emulator
Assuming we are able to choose some region of parameter space
for which we wish emulate the likelihood, we must chose a de-
sign (i.e. an arrangement of points in parameter space at which
we will sample the function). If a priori we know nothing about
our function (beyond our assumptions of continuity and smooth-
ness encoded in our choice of covariance function) we wish the
design to be space-filling, i.e. to have uniform density throughout
parameter space. We also wish all projections of the design onto
lower-dimensional subspaces to be space-filling, as the model may
have low sensitivity to some parameters. Lattices are a poor choice
for such a design, as their size grows exponentially with the dimen-
sion of the parameter space. The most commonly-used designs sat-
isfying the above space-filling requirements are Latin hypercubes
(McKay et al. 1979). In Latin hypercube sampling (LHS), a param-
eter space is partitioned into a hypergrid of ND cells and N points
are placed in these cells such that there is only one point in any
hyper-row or hyper-column of cells. We may optimize the space-
filling property of the design by maximizing the minimum separa-
tion of pairs of points in all projections of the design onto lower-
dimensional subspaces (Santner et al. 2003). LHS designs are re-
stricted to rectangular regions. It is possible to form space-filling
designs on nonrectangular regions (e.g. Draguljic´ et al. 2012) but
we do not consider these here.
We choose the size of our design, N, so that the GPE model
has acceptable accuracy. This size depends on the difficulty of the
problem, i.e. the complexity of the function we are emulating. The
more difficult the problem, the greater N will need to be. The ques-
tion obviously arises: how do we choose an appropriate value of N
for a particular problem?
We note that N is satisfactory if the MSE (equation 25) is
small, and that the MSE is a function of M (through the covari-
ance function, k), N (through the size of the matrix K, and D (the
dimensional of the parameter space). We wish to understand the
relationship between these quantities. To this end, Loeppky et al.
(2008) introduce the total sensitivity,
τ :=
D
∑
i=1
mi, (39)
and the sparsity,
ψ :=
D
∑
i=1
m2i , (40)
where {mi}Di=1 is the set of elements of the metric matrix. Recall
that the length scale li is defined such that mi = l−2i . Consider the
squared separation of a pair of design points, ai and a j, namely
d2(ai,a j). For a random LHS design, this separation is the real-
ization of a random variable, H. Loeppky et al. show that for such
a design H is distributed with mean E(H) = µ(N)τ and variance
var(H) = ν(N)ψ where µ and ν are weak and strictly decreasing
functions of N that converge to a positive constant. The accuracy of
our emulator will be good when E(H) is small (i.e. when the mean
separation of sample points is small, and hence mean correlation
is good) and when var(H) is large (i.e. when many pairs of points
have separations smaller than the mean and are hence even better
correlated).
If we minimize ψ whilst keeping τ constant (i.e. if we min-
imize ψ subject to the constraint ∑i mi = c for some real c) we
find that m j = c/D for all j, i.e. we find that ψ is a minimum (and
hence the accuracy poor) when the parameters are equally active,
and hence ψ = c2/D. On the other hand, if we maximize ψ whilst
keeping τ constant we find that m j = c for some j and mi = 0 for
i 6= j, i.e. we find that ψ is a maximum (and hence the accuracy
good) when only one parameter is active, and hence ψ = c. For
fixed τ , therefore, ψ quantifies the sparsity of the matrix M . In
the case that all parameters are equally active it is the case that
E(H) = Dc and that ψ = Dc2, i.e. that both the mean and the vari-
ance of the separation are proportional to the number of parameters,
and that for a sufficiently large number, the accuracy will be poor.
The accuracy of our estimator depends on both the total sen-
sitivity and the sparsity. It does not depend on the total number of
parameters but rather on the number of active parameters. Suppose
that the parameter space has been mapped to a hypercube of side h.
Motivated by practical experiment, Loeppky et al. propose that if
τh2 = 3 then the problem is “easy”, and if τh2 = 40 the problem is
“very difficult”. If τh2 = 10 the the problem will be tractable if ψ
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is small but intractable if ψ is large. Moreover, for easy problems
the convergence of R to one is fast whereas for difficult problems
the convergence is slow. As a rule of thumb, easy problems will
have good accuracy for N = 10D, whereas difficult problems will
require significantly greater N.
Training is therefore best done iteratively. We first take a sam-
ple of size 10D and validate the emulator. If the model accuracy is
poor the covariance function is misspecified, in which case we must
use a different covariance function, or an unduly large amount of
training data. Due to the slow convergence of the MSE in this case
(i.e. the case where a sample size of 10D is too small), we will need
to resample the function in a smaller region of parameter space. If
the model accuracy is good, we augment our data. To do this we
require some figure of merit for choosing new design points. If we
wish to emulate the function faithfully across the region, we might
resample at points of maximum variance. If we wish to maximize
the function, as we do here, we may use the expected improvement.
In this case the procedure is known as efficient global optimization
(Jones et al. 1998).
3.5 Improving the emulator
We follow the presentation of Schonlau & Welch (1996), which
we reproduce here in our own notation, for clarity. In the mathe-
matical literature, optimization problems are couched in terms of
minimization rather than maximization. We adopt this convention
here, understanding of course that we may maximize a function by
minimizing its negative.
Suppose that we are performing Gaussian-process regression
(equations 10, 11) using training data (ai,y(ai))Ni=1. The minimum
of our response sample, ymin = min(y(ai))Ni=1. We would like to
know where to sample in order to improve the accuracy of this min-
imum. To this end we define the improvement in the minimum,
IY (Y ) := max(ymin−Y,0). (41)
This is a random variable, the PDF of which is
IY (y) = max(ymin− y,0) (42)
=
{
ymin− y if y < ymin,
0 otherwise.
(43)
By definition the expected improvement is
E(IY (Y )) :=
∫
R
IY (y) fY (y)dy, (44)
where fY is the PDF of Y . In the case of GPE we know that Y ∼
N(yˆ, σˆ2), i.e. fY is the normal (i.e. Gaussian) PDF φ(y; yˆ, σˆ2). If
σˆ2 = 0 then the value y is known with certainty and we cannot
expect any improvement, hence E(IY (Y )) = 0. If σˆ2 > 0 then we
may make the change of variables from y to u′ = (y− yˆ)/σˆ to find
that the expected improvement is
E(IY (Y )) = σˆ
∫ u
−∞
(u−u′)φ(u′;0,1)du′ (45)
where u := (ymin− yˆ)/σˆ . Thus,
E(IY (Y )) =
{
σˆ(uΦ(u;0,1)+φ(u;0,1)) if 0 < σˆ ,
0 otherwise
(46)
where Φ(u;0,1) is the normal cumulative distribution function. We
augment our training data, with the pair (aN+1, f (aN+1)) where
aN+1 = argmax(E(IY (Y ))), and then iterate this procedure until
Algorithm 1 Efficient global optimization
Require: objective function, f , sample of objective function, D :=
{(xi,y(xi))}Ni=1, and stopping threshold, ε
Ensure: global minimum of objective function
Emax←max(E(I))
while Emax > ε: do
D← D∪ (argmax(E(I)), f (argmax(E(I)))
Emax←max(E(I))
end while
return xi such that y(xi) = min(y(xi))Ni=1.
E(IY (Y )) is smaller than some threshold, ε . Efficient global opti-
mization (EGO) is implemented by Algorithm 1.
The expected improvement for 0 < σˆ2 is the sum of two terms
in u. The first term dominates if u is large, while the second term
dominates if u is small. For given yˆ it is the case that u is large if
σˆ is small (which will be the case close to design points, including
the current minimum) and u is small if σˆ is large (which will be
the case away from design points, including the current minimum).
The expected improvement is therefore a tradeoff between prob-
able small improvements (near to the current minimum) and im-
probable large improvements (remote from the current minimum),
or between local and global search. The fact that the expected im-
provement is a trade off between local and global search makes
multistart optimization a sensible choice if we initialize it at each
design point. We may use gradient-based methods as the gradient
of the expected improvement has closed form.
The efficient global optimization algorithm reduces the prob-
lem of the prohibitively-expensive optimization of y to the cheap
optimization of the expected improvement. There is a convergence
theorem (Vazquez & Bect 2010) that guarantees that the expected
improvement produces a sequence of points that is dense in the pa-
rameter space under mild assumptions about the covariance func-
tion, so that the result is guaranteed to be a global minimum in the
infinite-sample limit. However, we do not know of any theorems
concerning the rate of convergence.
We illustrate EGO by reproducing an example given by Jones
et al., namely the minimization of the Branin function, a real-valued
function of two variables used as a test for optimization. For the
sake of completeness, we also produce figures equivalent to theirs.
The Branin function,
y(a1,a2) = α(a2−β 2 + γa1−δ )2 +ζ (1−η)cosa1 +η , (47)
where α = 1, β = 5.1/(4pi2), γ = 5/pi , δ = 6, ζ = 10, η =
1/(8pi). It has three global maxima, at (a1,a2) = (−pi,12.275),
(pi,2.275), and (9.425,2.475) where the function takes the value
0.398. It is evaluated on the domain a1 ∈ [−5,10], a2 ∈ [0,15]. We
treat the function as a realization of a random process, {Ya}a∈A,
where the parameter space, A = [−5,10]× [0,15]. We create a
LHS design for the parameter space, namely the set {ai}Ni=1, of
size N = 10D = 20 and evaluate the function, y, at these points,
giving the data {ai,y(ai)}Ni=1. The function and the design are
plotted in Figure 1. We assume a squared-exponential covariance
function, kSE(a,a′) = σ2SE exp(−(a− a′)tM(a− a′)/2) where
M = diag(m1,m2) (see equation 23), and then optimize its hy-
perparameters, σ2SE, m1, and m2, using the maximum likelihood
method (equation 19), finding that σ2 = 15500, m1 = 0.0689, and
m2 = 0.00520, or equivalently that l1 = 3.81, l2 = 13.9. For the sake
of illustration, we plot the likelihood of the hyperparameters in Fig-
ure 2 as well as the mean and variance of the Gaussian-process esti-
mator for the entire parameter space in Figure 3 (see equations 15,
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Figure 1. The Branin function (equation 47) and the Latin square design
(marked with filled circles) used in its emulation. Following Jones et al.
(1998), we use it to illustrate the methods of Gaussian process emulation
(O’Hagan & Kingman 1978) and efficient global optimization (Jones et al.
1998). It has three global minima (marked with crosses).
16). We also compute the standardized mean square predicted er-
ror, finding that R = 2.01 (equation 28), and the maximum stan-
dardized predicted error, finding that the most extreme value of ei
is 2.63computational (see equation 27). Diagnostic plots are shown
in Figure 4. We see that the standardized predicted errors are dis-
tributed normally and exhibit no trend across the parameter space.
The total sensitivity, τh2 = 16.7, is moderate, explaining this suc-
cess. Satisfied that our model is accurate, we then iteratively aug-
ment the data set using the maximum expected improvement and
a stopping criterion of ε = 0.001. For illustration we plot the ex-
pected improvement for the first iteration (Figure 5) and see that it
has three maxima close to the three minima of the Branin function.
The algorithm requires a total of eight iterations to find the maxi-
mum to an accuracy of 1.3 per cent . We plot the augmented design
in Figure 5.
As with any global optimization method, it is sensible to pol-
ish the result, which may lack accuracy. We may do so by resam-
pling the function in the neighbourhood of this result, and again
performing regression. The length scales of the GPE fit provides
a guide to the size of this neighbourhood. If x0 = (x0,1,x0,2,x0,3)
is the result of the EGO algorithm then we resample the function
in the regionA′ = [x0,1−δ l1,x0,1+δ l1]× [x0,2−δ l2,x0,2+δ l2]×
[x0,3−δ l3,x0,3+δ l3], where (l0, l1, l2) is the vector of length scales
found in the final iteration, and δ is some positive real number less
than one. We may again use GPE to perform this regression. Our
polished maximum is then the maximum of the GPE estimator. We
can find this maximum using gradient-based optimization, or, as the
GPE estimator is cheap, by brute force i.e. by searching over a fine
lattice of test points covering the whole regionA′. (This brute force
method returns more the maximum, of course. It maps out the func-
tion over the entirety of A′. In general the cheapness of the GPE
estimator will allow us to do just this. When working in very high-
dimensional parameter spaces the inversion the covariance matrix,
K, may not be so cheap, and we may wish to map out the region
using, for example, Markov chain Monte Carlo methods.) There
are two additional benefits to this polishing step. First, we may use
a high termination threshold, ε , which reduces the number of it-
erations required by the EGO algorithm. Second, the Hessian of
the GPE estimate is available in closed form, and provides an es-
timate of the Hessian of the function. If the function in question
is a likelihood, this allows us to compute an estimate of the Fisher
information matrix. The derivative of a Gaussian process is itself a
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Figure 2. The likelihood (equation 19) of the hyperparameters of the
squared-exponential covariance function (equation 23), used in the emu-
lation of the Branin function (equation 47). In each panel the marginal like-
lihood is shown (i.e. the likelihood has been integrated over the parameters
not shown), scaled to the unit interval. The maximum likelihood is found at
(σ2SE,m,m2,m) = (15500,0.0689,0.00520), i.e. for length scales, l1 = 3.81
and l2 = 13.9.
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Figure 3. The mean (left) and variance (right) of GPE estimate of the Branin
function, computed using the squared-exponential covariance function and
the design shown (filled circles). The variance is high in regions of parame-
ter space that have been poorly sampled, or near the boundary of parameter
space, where the estimator is constrained by less data than elsewhere.
Gaussian process (Adler 2010):
∂Y
∂a
∼ GP
(
∂ rˆ
∂a
,
∂ 2k(a,a′)
∂a∂a′t
)
. (48)
If H = ∂ 2y/∂a∂at is the Hessian of the function y, then an estimate
for the Hessian is
Hˆ =
∂ 2rˆ
∂a∂at
. (49)
We compute the Hessian for the case of the squared-exponential
covariance function in Appendix A1.
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Figure 4. Diagnostic plots for the emulation of the Branin function. Top-
left: distribution of likelihood values. Top-right: quantile-quantile plot
showing the ordered standardized predicted errors from a LOOCV analy-
sis (equation 27) against the equivalent quantiles of the normal distribution.
Bottom-left: true values against predicted values from a LOOCV analysis.
Bottom-right: residuals from LOOCV analysis.
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Figure 5. The expected improvement in the minimum (left) of our sample of
the Branin function, computed using the design shown (filled circles). There
are three maxima, each close to a minimum of the Branin function. The
Branin function and the augmented design (marked with filled triangles)
determined by the EGO algorithm (right). The new data cluster about the
function’s three minima. Once the initial design has been computed only
8 additional design points are required to find a global minimum with an
accuracy of 1.3 per cent.
3.6 Computational expense
The computational complexity of equations 15 and 16 is domi-
nated by the inversion of the matrix K, which is of order O(N3)
or better. This inversion may be done indirectly by solving the sys-
tems Kα = y and Kβ = k(a) for α and β respectively. More-
over, it must be performed only once, regardless of the number of
test evaluations required. Once the inversion has been performed,
evaluation of the mean involves one matrix-vector multiplication,
with complexity O(N2), followed by one vector-vector multiplica-
tion for each evaluation, with complexity O(N). Each evaluation
of the variance involves one matrix-vector multiplication and one
vector-vector multiplication. Thus the computational complexity is
O(N3). The covariance matrix K must also be inverted for ev-
ery step in the optimization of the hyperparameters, which must
be done at each iteration of the EGO algorithm. Furthermore, it
must be computed explicitly for the validation step. Nonetheless,
the total computational expense of these inversions is negligible
compared with the expense of any interesting astrophysical simula-
tion. The expense of the method is largely in the computation of the
training data, and its augmentation required when using the EGO
method. The initial sampling is trivially parallel, and linear in the
number of parameters, but the EGO method is necessarily sequen-
tial. (A batch-sequential extension of EGO is available, and makes
it possible to perform up to 10 function evaluations at each itera-
tion.) In general we cannot estimate in advance the number of iter-
ations required for EGO without knowing the rate of convergence
of the EGO algorithm, so we do not explore this further here.
4 A TOY APPLICATION
4.1 The anisotropic Plummer sphere
We illustrate the use of GPE for stellar dynamical modelling using
the toy model of an anisotropic Plummer sphere of the Osipkov-
Merritt type. The relative potential of the Plummer sphere,
Ψ(r) =
GM√
r2 +b2
, (50)
and its density
ρ(r) =
3M
4pib3
(
1+
r2
b2
)−5/2
(51)
where M is the galactic mass, r the radius, and b the galactic scale
length (Plummer 1911).
Following Osipkov (1979) and Merritt (1985), we define the
variable Q = E − L2/2r2a where E is the relative energy, L is the
magnitude of the angular momentum, and ra is the anisotropy ra-
dius. By use of Eddington’s inversion formula we then find that the
phase-space DF may be expressed as a function of Q:
fQ(Q) =
3Mb2
pi3
√
2r2a
(
16(r2a −b2)
7
Q7/2 +(GM)2Q3/2
)
. (52)
The PDF of the observables is given by the integral of fQ(Q)
with respect to the line-of-sight position and proper-motion veloc-
ities. If we define the parameter vector a = (M,b,ra) and work in
cylindrical coordinates with the z-axis parallel to the line of sight,
this PDF
f(Rp,Vz)(rp,vz;a) = 2pi
∫
R
∫
R
∫
R
fQ(Q)dvrp dvφ dz. (53)
We seek to maximize the likelihood L(a;rp,vz) :=
f(Rp,Vz)(rp,vz;a). The inner double integral may be computed
analytically using the method given by Carollo et al. (1995):
∫
R
∫
R
fQ(Q)dvrp dvφ =
{
2pig(r,rp)F(Qmax) if 0 < Qmax,
0 otherwise
(54)
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Figure 6. The marginalized likelihood, L, for the anistropic Plummer model
with parameters logM = 0, logb= 0, logra = log2= 0.301 computed using
data for 1000 stars generated by the same model (equation 53). In each
panel the likelihood has been marginalized over the unshown parameters,
and scaled to the unit interval. The maximum likelihood is found at logM =
0.0327, logb = −0.0213, logra = log2 = 0.305. We do not emulate this
function directly, but rather its Box-Cox transformation ln(L+λ ), where λ
is an arbitrary small constant, here taken to be the smallest non-zero element
of our sample of L. The design used in the emulation of L is shown with
filled circles.
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Figure 7. The log-marginalized likelihood, L, for the anistropic Plummer
model with parameters logM = 0, logb = 0, logra = log2 = 0.301 com-
puted using data for 1000 stars generated by the same model (equation 53).
In each panel the likelihood has been marginalized over the unshown pa-
rameters, scaled to the unit interval, and its natural logarithm plotted.
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Figure 8. The likelihood (equation 19) of the hyperparameters of the
squared-exponential covariance function (equation 23), used in the emu-
lation of the Plummer-model likelihood (equation 53). In each panel the
marginal likelihood is shown (i.e. the likelihood has been integrated over
the parameters not shown), scaled to the unit interval. The maximum like-
lihood is found at (σ2SE,mlogM ,mlogb,mlogra ) = (535000,23.5,3.30,3.43),
i.e. for length scales, llogM = 0.206, llogb = 0.550, and llogra = 0.540).
where
g(rr,p) :=
a2√
(r2a + r2)(r2a + r2− r2p)
, (55)
F(Q) :=
6b2
pi3
√
2r2a (GM)5
(
16(r2a −b2)
63
Q9/2 +
(GM)2
5
Q5/2
)
,
(56)
and
Qmax(rp,z,vz) =Ψ(r)−
(
r2a + r
2
r2a + r2− r2p
)
v2z
2
. (57)
However, the outer integral in equation 53 must be computed nu-
merically.
4.2 Optimization of the likelihood
We work in mass units of 109M, and distance units of
kpc (meaning that the gravitational constant G = 4.302 ×
103kpcM−1 km2s−2). We use synthetic data generated using the
same model and parameters M = 1, b = 1, and ra = 2. The data
consist of positions and line-of-sight velocities for 1000 stars, each
with zero error. In the case of the anistropic Plummer model the
likelihood is cheaply computed, and is shown in Figure 6. Sup-
pose, however, that the likelihood were not cheaply computed. In
this case we would proceed as follows.
First we choose the region of parameter space on which we
wish to emulate. By the virial theorem we know that 3〈v2z 〉 =
GMvirial/rg where 〈v2z 〉 is the line-of-sight velocity dispersion,
Mvirial is the virial mass, and rg is the gravitational radius (Binney
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Figure 9. Diagnostic plots for the emulation of the transformed Plum-
mer model likelihood. Top-left: distribution of likelihood values. Top-right:
quantile-quantile plot showing the ordered standardized predicted errors
from a LOOCV analysis (equation 27) against the equivalent quantiles of
the normal distribution. Bottom-left: true values against predicted values
from a LOOCV analysis. Bottom-right: residuals from LOOCV analysis.
& Tremaine 2008). We may approximate the gravitational radius by
r1/2/0.45 (Binney & Tremaine 2008), where r1/2 is the half-light
radius, and note that for the Plummer sphere, r1/2 = b/
√
22/3−1.
We might guess that the true value of M is within a factor of three
either side of Mvirial. Similarly, we might guess that the true value
of b is a factor of three either side of its estimate, and that the true
value of ra is within an order of magnitude either side of its esti-
mate.
However, in the case that the observed data have no error, the
feasible region is bounded below by the curve Qmax = 0 (the mini-
mum value Q can take). For a given projected radius, the maximum
line-of-sight velocity is therefore set by the condition
(vz)2 =
2Ψ(r)(r2a + r2− r2p)
r2a + r2
(58)
where rp ≤ r. We must maximize this expression. The maximum
value, (vz)max, occurs at a radius determined by the equation
dvz
dr
∣∣∣∣
r=rmax
= 0 (59)
which, if it exists, is unique, or (if this equation has no solution on
account of the constraint r ≥ rp) at a radius r = rp.
In the isotropic limit, ra = ∞, we have vz = (vz)max at r = rp,
and therefore
M2
(v2z rp/2G)2
− b
2
r2p
= 1, (60)
a hyperbola in M and b. Each pair (rp,vz) defines such a hyperbola.
In the anisotropic case, equation 59 gives
r2max =
(3r2p−2a2)− rp
√
9r2p−8r2a +8b2
2
(61)
if the discriminant and numerator are real and nonnegative, i.e. if
rp ≥ r
2
a√
r2a +2b2
, and (62)
ra ≥ b. (63)
Otherwise, rmax = rp. In the point-mass limit, b = 0, and upon
substituting equation 58 into 59 we find an equation in M and ra.
Again, each pair (rp,vz) defines such an equation. A given parame-
ter vector is forbidden if the observed line-of-sight velocity of any
star is greater than this maximum allowed velocity.
For our data we find that 〈v2z 〉 = 504 km2 s−2, and
r1/2 = 0.944 kpc. Thus b = 0.723 kpc and Mvirial = 0.737 ×
109 M. The total mass, M, is bounded below by the max-
imum value of v2z rp/2G, namely 0.461 × 109 M. We there-
fore choose to emulate on the region of parameter space A =
[0.461,2.21] × [0.241,2.17] × [0.241,7.23]. We make a loga-
rithmic transformation of the parameter space (according to
prescription given in section 3.3), mapping a parameter vec-
tor a = (M,b,ra) to x = (logM, logb, logra). The transformed
parameter space is X = [−0.336,0.345] × [−0.618,0.337] ×
[−0.618,0.860]. We also transform the likelihood (again ac-
cording to prescription given in section 3.3) from L(a) to
ln(LX(x) + ε) where ε = min(LX(xi))Ni=1. We make 10D =
30 samples from this transformed parameter space (according
the prescription given in section 3.4) giving the training data
(xi, ln(LX(xi) + ε))Ni=1. We then optimize the model hyperpa-
rameter vector, θ = (σ2SE,mlogM ,mlogb,mlogra), using the maxi-
mum LOO-likelihood method (described in section 3.2), finding
that θ∗ = (535000,23.5,3.30,3.43), i.e. that the length scales are
llogM = 0.206, llogb = 0.550, and llogra = 0.540. We find that the
LOOCV score is R = 0.801, and that the extreme value of the
LOOCV residuals is 2.33. Diagnostic plots (Figure 9) show that
the standardized square errors are distributed normally and show no
trend across the parameter space. The results of the validation are
acceptable, meaning that we may proceed to maximize the trans-
formed likelihood using EGO. Using a stopping threshold of ε =
0.001, the EGO algorithm requires 33 iterations to find the maxi-
mum at logM = 0.0356, logb = −0.0288, and logra = 0.328. At
the last iteration the maximum LOO-likelihood estimate of the hy-
perparameter vector is θ = (203000,17.0,30.8,8.10), i.e. that the
length scales are llogM = 0.242, llogb = 0.180, and llogra = 0.351.
We then polish this result by resampling the likelihood in
its neighbourhood, and again performing GPE. We choose the
region that is within one quarter of a length scale in each pa-
rameter, namely X ′ = [−0.0249,0.0961]× [−0.0738,0.0162]×
[0.240,0.416]. We again transform our sample of the likeli-
hood, finding that the most-appropriate transformation is to
lnL(x), where no offset is required as the likelihood is every-
where defined in this new region of parameter space. The max-
imum LOO-likelihood estimate of the parameter vector is θ∗ =
(436,24.1,28.3,1.42), i.e. the estimate for the length scales are
llogM = 0.204, llogb = 0.188, and llogra = 0.839. We find the max-
imum at logM = 0.0327, logb =−0.0213, and logra = 0.305. We
note that for this three-dimensional model we have recovered the
MLE with fewer than 100 evaluations of the likelihood. The first
and last sets of 30 evaluations may be each be made in paral-
lel, effectively reducing this number to approximately 40. Batch-
sequential EGO (section 3.5), would reduce the effective number
of runs still further.
The total sensitivity is the initial step of emulation is τ = 21.4,
indicating that this problem is hard (section 3.4). We can see why
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Figure 10. The one- to five-sigma confidence regions for the maximum-
likelihood estimate of the Plummer-model parameters, M, b, and ra, com-
puted using the Fisher information matrix (equation 7).
this is the case by inspecting the plot of the likelihood (Figure 6).
We note that the likelihood is very sharply peaked. Another way
of putting this is to say that it has multiple length scales (the func-
tion is highly sensitive to changes in the parameter vector around
its maximum, but insensitive to such changes away from its max-
imum). The squared-exponential covariance function, which as-
sumes a single set of length scales is thus grossly misspecified.
Indeed the average separation of the design points is smaller than
the peak. The sharpness of this peak is due to several factors: (1)
that our data are drawn from the same model we are fitting, (2) that
the dimension of our parameter space is small, and (3) that there
is no error associated with our synthetic observations. The dynam-
ical model is well-specified and its parameters tightly constrained
by the data. The problem of multiple lengths persists even in the
transformed data, to which we see an approximation in Figure 7. In
this case there is a sharp cliff on the boundary of the permitted and
forbidden regions of parameter space. Such forbidden regions exist
only for data with zero errors. We thus expect the task of fitting this
perfectly specified low-dimensional toy model to perfect data to be
the maximally difficult case for emulation. We expect it to be con-
siderably harder to than the task of fitting more-sophisticated mod-
els to imperfect data, the likelihoods of which will be less sharply
peaked, and for which forbidden regions of parameter space do not
exist.
4.3 Confidence region
The Hessian of the log-likelihood is available to us as a conse-
quence of the polishing step (equation 49). Hence, we may compute
an estimate of the Fisher information matrix (equation 5) without
further evaluation of the dynamical model. However, our estimator
rˆ is for the log-likelihood, lnL(x), expressed as a function of the
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Figure 11. The maximum-likelihood estimates (solid lines) of the
Plummer-model density (left) and anisotropy parameter (right), together
with their one-sigma confidence intervals (shaded regions).
transformed parameters, x. Thus, the first derivative is
∂ lnL
∂a j
=
∂ yˆ
∂a j
(64)
=
∂ yˆ
∂x j
∂x j
∂a j
, (65)
and the second derivative is
∂ 2 lnL
∂ai∂a j
=
∂ 2yˆ
∂ai∂a j
(66)
=
∂ 2yˆ
∂xi∂x j
∂xi
∂ai
∂x j
∂a j
+
∂ yˆ
∂x j
∂ 2x j
∂ai∂a j
, (67)
where the second term vanishes at the maximum. Given that xi =
logai we have that
∂xi
∂ai
=
1
ai ln10
, and (68)
∂ 2xi
∂ai∂a j
=− 1
a2i ln10
δi j. (69)
In Figure 10 we plot the confidence regions for the maximum-
likelihood estimate of the parameters. The galactic mass, M, and
scale length, b, are well constrained but the anistropy parameter, ra,
is less so. This is as we would expect. For a self-consistent model
of this kind the mass and extent of a galaxy are functions of one
another through Poisson’s equation. All of the observational data
therefore contain information about the M and b. In the anisotropic
case, however, there is an additional length scale, ra, which we must
determine using data at radii greater than this value. Stars at smaller
radii do not constrain the length scale, meaning that only a subset
of our data contain information about it.
Given the distribution of the MLE for the parameters we may
also compute the distribution of the MLE for the density and for
Binney’s anisotropy parameter using equation 8. The density is
given by equation 51 and hence the MLE for the density,
Pˆ∼ N(ρ(aˆ),σ2ρ ), (70)
where
σ2ρ =
(
∂ρ(aˆ)
∂a
)t
I−1A (aˆ)
∂ρ(aˆ)
∂a
. (71)
For an Ossipkov-Merritt model, Binney’s anisotropy parameter
(Binney & Tremaine 2008),
β (r) =
1
1+ r2a/r2
. (72)
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Hence, the MLE for Binney’s anisotropy parameter,
Bˆ∼ N(β (aˆ),σ2β ), (73)
where
σ2β =
(
∂β (aˆ)
∂a
)t
I−1A (aˆ)
∂β (aˆ)
∂a
. (74)
We plot the distributions of these quantities in Figure 11. These are
the pricipal results of our work.
5 CONCLUSION
We have presented a novel statistical algorithm for the efficient dy-
namical modelling of a stellar system. Throughout, our interest has
been in what an observational data set can tell us about the stellar
system from which it is drawn. In particular, for a dSph, we would
like to know which dark-matter morphologies a kinematic data set
rules out, and which dark-matter morphologies best account for the
data.
We have adopted the maximum-likelihood approach, which
allows us to draw robust confidence intervals within the parameter
space of our dynamical model (section 2). The method of maxi-
mum likelihood requires us to know the maximum of the likeli-
hood function, and the second derivative of this likelihood function
at its maximum, in order that we may compute the Fisher informa-
tion matrix. Typically, this likelihood function has no closed-form
expression and is expensive to evaluate. We have therefore used
GPE (O’Hagan & Kingman 1978 and Sacks et al. 1989) and ef-
ficient global optimization (Jones et al. 1998), which allow us to
optimize the likelihood at significantly reduced computational ex-
pense, and to compute good approximations to the second deriva-
tives (section 3).
The methods of GPE and EGO are well-established, but
there are particular issues in applying them to the situation we
have described. The likelihood function is difficult to emulate
as it may be sharply peaked. This can cause the GPE to un-
derperform. The solution to this problem is to transform the
data so that they better fit the assumptions of the method. This
amounts to a nonlinear scaling and reparameterization of the dy-
namical model followed by validation of the results. Each stage
of the analysis may be automated and is implemented in a
Python module called PyMimic, which we make publicly avail-
able (https://github.com/AmeryGration/pymimic). We have given
an example of the analysis for the case of a toy model, namely
the single-component anisotropic Plummer sphere, which is (coun-
terintuitively) the maximally difficult case. We note this example
requires fewer than 100 runs of the dynamical model, and that be-
cause the method is trivially parallelizable, the effective number of
runs is approximately 40 (if we were to use a naive lattice-based
search of the parameter space we might expect to need more than
1000 runs). The method is readily applicable to more-sophisiticated
models, and we anticipate that it will allow us to fit a broader class
of models than has been computationally tractable. In future work
we plan to use it to fit two-component general-profile equilibrium
models to observations of the classical dSphs, as well as to fit N-
body models to observations of tidally-disturbed dSphs (Ural et al.
2015).
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APPENDIX A: DERIVATIVES OF GAUSSIAN PROCESSES
For convenience we introduce the vector α :=K−1y. From equa-
tion 15 we find that the gradient of the mean,
∂ yˆ(a)
∂a
=
∂k(a)
∂a
α, (A1)
or, in component form,
∂ yˆ(a)
∂a j
=
N
∑
i=1
∂ki(a)
∂a j
αi. (A2)
The Hessian of the mean is then
∂ 2yˆ(a)
∂a∂at
=
∂ 2k(a)
∂a∂at
α, (A3)
or, in component form,
∂ 2yˆ(a)
∂ai∂a j
=
N
∑
i=1
∂ 2ki(a)
∂ai∂a j
αi. (A4)
A1 Squared-exponential kernel
The squared-exponential kernel,
kSE(a,a′) := σ2SE exp
(
−1
2
(a−a′)tM(a−a′)
)
. (A5)
Hence
∂kSE(a,a′)
∂a
=−kSE(a,a′)M(a−a′), (A6)
∂kSE(a,a′)
∂a′
=−∂kSE(a,a
′)
∂a
, (A7)
∂ 2kSE(a,a′)
∂a∂at
= kSE(a,a′)M
(
(a−a′)(a−a′)tM −I) , (A8)
∂ 2kSE(a,a′)
∂a′∂a′t
=
∂ 2kSE(a,a′)
∂a∂at
, (A9)
and
∂ 2kSE(a,a′)
∂a∂a′t
=−∂
2kSE(a,a′)
∂a∂at
. (A10)
Thus we may compute the derivatives given in equations A1 and
A3.
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