This paper studies the existence of nonnegative solution for a pLaplacian semipositone problem with nonlinear boundary conditions. Using variational techniques for locally Lipschitz functionals, we prove the existence of a nonnegative solution when the nonlinearity is superlinear and negative at the origin.
Introduction
This paper is concerned with existence of nonnegative solution of the following class of nonlinear boundary conditions problems
where λ and µ are positive parameters, Ω is a bounded domain of R N (N ≥ 3) with smooth boundary, f : [0, ∞) → R is a locally Lipschitz function which is negative at the origin, (A0) f (0) < 0, and g : [0, ∞) → R is a continuous function. Here, p u := div |∇u| p−2 ∇u| denotes the p-Laplacian with 1 < p < N .
Equations of the form in (1.1) are referred to as semipositone equations [3, cf. Castro et al] in contrast with the terminology positone equations coined by Cohen and Keller in [6] where the nonlinearity f is positive and monotone. The present paper is motivated by the paper [5] by Chung, as well as the papers [8, by Costa et al] and [10, by Drame and Costa] . In fact, we consider an extension to the p-Laplacian (in the case of a superlinear function f ) of the work in [10] where the existence of positive solutions for one-dimensional semipositone equations with nonlinear boundary conditions was considered. In [8] the authors used variational methods to study existence and multiplicity results for problem (1.1) in the case of the Laplacian with Dirichlet boundary condition for both sublinear and superlinear functions f as in [10] . Many authors have studied p-Laplacian elliptic equations with or without nonlinear boundary conditions. In [5] N. T. Chung considered p-Laplacian elliptic equations with nonlinear boundary condition and also use variational methods to prove the existence of solutions. However, the system in [5] was not semipositone and the existence of a nonnegative solution was not investigated. Indeed, to the best of our knowledge, the question of existence of a nonnegative solution for p-Laplacian semipositone equations such as (1.1) has not been addressed. In view of (A0) and the fact that we are looking for nonnegative solutions (so the nonlinearity f will be extended as zero for negative values), the new nonlinearity h : R → R has a discontinuity at u = 0 and the variational approach to (1.1) must consider a functional which is only Lipschitz continuous rather than of class C 1 . The original paper [4] by K.C. Chang provides extensions of many of the classical variational results to the case of Lipschitz functionals and, therefore, provides the theoretical framework and notation that we will be using. For the sake of completeness, we shall include a section with some of the definitions and results that are pertinent to our paper.
As already mentioned, the current paper is dedicated to the existence of nonnegative solutions for semipositone p-Laplacian equations of type (1.1) having a nonlinear boundary condition and a superlinear, subcritical nonlinearity f . We shall assume the following condition (cf. Dancer-Schmitt [9] ) which is necessary for the existence of a nonnegative solution to (1.1):
(A1) There exists s 0 > 0 such that
The fact that both functions f and g are assumed superlinear and subcritical is given by the hypotheses:
where 1 < q < p * :=
and 1 ≤ p < N . In addition, we assume that the Ambrosetti-Rabinowitz condition is satisfied:
and we point out that the function h in the definition of F in (A3) is the extension of f defined by
Therefore, with this notation, our problem (1.1) can be rewritten as
In what follows, W 1,p (Ω) denotes the standard Sobolev space of functions in
, endowed with the usual norm
Also, we recall that the following Sobolev embeddings are continuous for q ∈ [1, p * ] and compact for q < p
Let us denote by K q (Ω) and K q (∂Ω) the best constants of these embeddings:
Finally, we define the subset H of W 1,p (Ω) given by
We note that H is well-defined and is a closed subset of W 1,p (Ω), since g is continuous, and the energy functional corresponding to (1.2) is given by
where dσ is the measure on the boundary of Ω. We also observe that the functional J is locally Lipschitz continuous in view of [4, Proposition 10] by K.C. Chang. In fact, we shall prove existence of a nonnegative solution to problem (1.2) using an extended version due to Chang [4] of the MountainPass Theorem of Ambrosetti and Rabinowitz. Our main result is the following Theorem 1.1 Assume that conditions (A0)-(A3) hold. Then, for every large value of λ > 0 there exitsμ such that, for µ ∈ (0,μ), equation (1.1) has at least one nonnegative solution.
The Abstract Framework
In this section we provide the abstract framework for our approach, namely the use of critical point theory when dealing with functionals which rather than being C 1 are just locally Lipschit continuous (cf. [4] , see also [7] ). We start by recalling some basic results on variational methods for locally Lipschitz functionals J : X −→ R defined on a real Banach space X with norm · (cf. [7, 4] ), that is, for functionals such that, for each u ∈ X, there is a neighborhood N = N u of u and a constant K = K u for which
Given u, h ∈ X, the generalized directional derivative of J at u in the direction of h is defined by
The following properties are known to hold:
is continuous, sub-additive, positively homogeneous, and convex;
Therefore, the so-called generalized gradient of J at u, written ∂J(u), is defined as the subdifferential of the convex function J 0 (u; h) at h = 0, that is,
For the reader's convenience, we list below some of the main properties of the generalized gradient ∂J(u):
(p1) For each u ∈ X, ∂J(u) is a non-empty convex and w * -compact subset of X * ;
(p3) If J 1 , J 2 : X −→ R are locally Lipschitz continuous functionals then
(p5) If J is a convex functional then ∂J(u) coincides with the usual subdifferential of J in the sense of convex analysis;
(p8) If J has a local minimum (or a local maximum) at u 0 ∈ X then 0 ∈ ∂J(u 0 ).
Next, by definition, one says that u ∈ X is a critical point of the locally Lipschitz functional J if 0 ∈ ∂J(u) .
In this case the real number c = J(u) is called a critical value of J. Note that property (p8) above says that a local minimum (or local maximum) of J is a critical point of J.
On the other hand, J is said to satisfy the Palais-Smale condition (P S) c at the level c ∈ R if, for any sequence (u n ) such that J(u n ) −→ c and λ(u n ) := min µ∈∂J(un) µ X * −→ 0, one can extract a convergent subsequence. Finally, we point out that many of the results of the classical critical point theory have been extended by Chang [4] Mountain-Pass Theorem Let X be a reflexive Banach space and J : X −→ R be a locally Lipschitz functional satisfying (P S) c for all c > 0 and the following geometric conditions: (ii) there exists e ∈ X such that e > ρ and J(e) ≤ 0.
Then J has a critical value c ≥ α given by
From now on we denote the H 
Proof of the Main Result
Before proving Theorem 1.1, we first prove the following set of preliminary results.
Lemma 3.1 For all λ > 0 there exists ρ λ > 0 such that, for each 0 < ρ < ρ λ , there existsμ =μ(λ, ρ) such that, if 0 < µ <μ, then J(u) ≥ α > 0 for all u = ρ. Thus, 0 is a strict local minimum of J.
Proof: First of all, from assumption (A2) we have
From assumption (A0) there exists s 0 > 0 such that F (s) ≤ 0 for all −∞ < s ≤ s 0 , hence
Using the Sobolev embedding recalled in section 1, we get
We rewrite the constant C 0 , C 1 and C 2 as
Then, we get
Let ρ λ := 1 λpC 0 1 p * −p and for any 0 < ρ < ρ λ definē
Then, for all λ > 0, there exists ρ λ := min
, where s 0 is as in assumption (A1), such that for all 0 < ρ < ρ λ , there existsμ =μ(λ, ρ) satisfying the condition: for any 0 < µ <μ, we get J(u) ≥ α > 0 for all u = ρ. This proves Lemma 3.1.
Recall that the functional J is locally Lipschitz continuous and let us also recall that ∂J(u) denotes the generalized gradient of J. We have the following result: Lemma 3.2 If u ∈ H is a critical point of J then u is a nonnegative solution of problem (1.2).
Proof:
If u ∈ H is a critical point of J we first prove that u is solution of the following differential inclusion:
where h(t) := min {h(t − 0), h(t + 0)} andh(t) := max {h(t − 0), h(t + 0)}.
Indeed, recalling that the functional J is given by
let us denote
Then, J(u) = J 1 (u) − J 2 (u) and, by p3, p4 in section 2, we have
In addition, the functional J 1 is of class C 1 in W 1,p (Ω) and, for any u ∈ H ⊂ W 1,p (Ω) and v ∈ W 1,p (Ω), we have :
And since u ∈ H it follows that
Therefore, by Theorems 2.1 and 2.2 in [4] , the critical points of the functional J in H are solutions of the differential inclusion:
where h(t) = min {h(t − 0), h(t + 0)} andh(t) = max {h(t − 0), h(t + 0)}. Note that h is only discontinuous at 0, so that h(t) =h(t) = f (t) for t > 0, h(t) =h(t) = 0 for t < 0 and h(0) = −a andh(0) = 0. Therefore, the differential inclusion in (3.2) is reduced to the equality
everywhere in Ω except possibly on a subset A ⊂ Ω where u = 0 and, on this subset,
By regularity of solution of p-Laplace equations, one has u of class C 1,α , 0 < α < 1, and − p u + |u| p−2 u = 0 a. e. in A.
In addition, since we saw above that u ∈ H and by recalling that h(0) = 0, we conclude that
Finally, since h(t) = 0 for t ≤ 0, it follows that u is a nonnegative solution (1.2) .
Next, we prove the following result: 
where K 0 is a constant depending on µ. Then, for all large value of λ > 0, we have
Lemma 3.4 The functional J satisfies the Palais-Smale condition: for all c > 0 and any sequence (u n ) in H such that J(u n ) → c and λ(u n ) := min v∈∂J(un) v (W 1,p (Ω) * → 0, then there exists a convergent subsequence of (u n ).
Proof: Recall that
First, let us prove that (u n ) is bounded in W 1,p (Ω). As in Lemma 3.1, we have
There are constants C and M such that
, we get by using (3.4) that (u n ) is bounded in W 1,p (Ω). Therefore, there exists a subsequence of (u n ) (which, by simplicity, we still denote as (u n )) and u ∈ W 1,p (Ω) such that u n → u weakly in W 1,p (Ω). Hence, u n − u is bounded in W 1,p (Ω) and λ(u n )(u n − u) → 0. Then, by Properties (p3) and (p4) in section 2, there exists a sequence ρ n ∈ ∂J 2 (u n ) (where we recall that J 2 (u) = λ Ω F (u) dx) such that Λ (u n )(u n − u) − µ ∂Ω g(u n )(u n − u) dσ − ρ n , u n − u → 0,
where we are denoting Λ(u) := 1 p u p and < , > the duality product in (3.5)
Next, since ρ n ∈ ∂J 2 (u n ) we have that ρ n is bounded in L p (Ω) * and, since W 1,p (Ω) → L p (Ω) is compact, there exists a subsequence, still denoted by ρ n , such that ρ n → ρ 0 in (W 1,p (Ω)) * . Therefore, we have ρ n , u n − u → 0 . (3.6)
On the other hand, from |g(s)| ≤ C 1 (1 + |s| p−1 ) we have that ∂Ω |g(u n ||u n − u| dσ ≤ C 1 ∂Ω 1 + |u n | p−1 |u n − u| dσ
where p := p p − 1 .
Also, since u n → u strongly in L p (Ω) and L p (∂Ω), we get that ∂Ω |g(u n ||u n − u| dσ → 0 . Finally, combining (3.6), (3.7) and (3.8), we get that Λ(u n )(u n − u) → 0 (3.9)
and, by standard regularity arguments, the sequence (u n ) converges strongly to u in W 1,p (Ω). Therefore, the functional J satisfies the Palais-Smale condition for all c > 0.
Proof of Theorem 1.1: From Lemma 3.1, u = 0 is strict local minimum for the functional J. This, combined with Lemmas 3.2-3.4 and an application of the Mountain-Pass Theorem, shows the existence of a nonnegative solution for problem (1.2) and, hence, for our problem (1.1).
