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Second, our vertical diffusivity Kv in the ocean is given a
depth dependence following Bryan and Lewis (1979). Their
Kv proﬁle has much higher values in the deep ocean com-
pared to the upper ocean and is used to this day in GFDL
MOM Versions 3 (Pacanowski and Grifﬁes, 1999) and 4
(Grifﬁes et al., 2004). Indeed a number of studies, such as an
in situ SF6 tracer mixing experiment by Ledwell et al. (2000)
and analysis of tidal dissipation by Sjoberg and Stigerbrandt
(1992), indicate high mixing rates in the deep ocean. In
GENIE-1, Kv is constant with depth, which may contribute
to excessive transient tracer uptake (Ridgwell et al., 2007).
Following Bryan and Lewis (1979), our depth dependent Kv
is much greater in the deep ocean than in the upper ocean,
with an arctangent transition at 2000m:
Kv(z) = Kv0 ·

0.55 + 0.317 · atan

z−2000
300

, (1)
where Kv0 is the value of Kv at the bottom. Our choice of
Kv0 yeilds a depth-averaged Kv equal to the NGSA-II value.
The upper ocean Kv is set somewhat lower (Table 1) than
Bryan and Lewis’ value to be consistent with recent observa-
tions (Ledwell et al., 1993; Ledwell et al., 1998).
Third, we have activated seasonal variation in the incom-
ing short wave radiation in the existing code. The incoming
radiation was held constant to annual mean values in studies
using the 8-level ocean in GENIE-1. As shown below, this
helps achieve seasonal polar sea ice formation.
In addition, we have made a modiﬁcation to the GM eddy
mixing parameterization. The Grifﬁes (1998) parameteriza-
tion, which greatly reduces diapycnal leakage by replacing
horizontal mixing with mixing along isopycnal surfaces, can
lead to negative nutrient concentrations in the top layer of
MESMO where isopycnal slopes are large. This causes the
BIOGEM CO2 chemistry code to crash. We found that it was
necessary to reduce the ssmax parameter, which deﬁnes the
maximum square of the isopycnal slope above which hori-
zontal mixing rather than isoneutral mixing is applied, from
10 to 1 (ssmax=1 is equivalent to ∼300m/degree of latitude).
4.2 New features in MESMO biogeochemistry model
First, the dependence of export production, Jprod, on light
and PO4 in GENIE-1 was expanded in MESMO to include
dependence on temperature, nutrient limitation by nitrate
(NO3) and CO2(aq), biomass turnover, and mixed layer
depth following Doney et al. (2006):
Jprod =
1
τ
· FT · FN · FI · B · max{1,
zc
zml
}, (2)
wheretheoptimalnutrientuptaketimescaleτ is15days. Nu-
trient uptake is set to occur only above a ﬁxed compensation
depth zc of 100m where photosynthesis is assumed to ex-
ceed respiration. For reference, OCMIP-2 protocol uses zc
of 75m. The ratio of zc to the mixed layer depth zml would
allow a bloom-like increase in production as the mixed layer
shoals during the spring season, for example. We diagnose
zml in MESMO using the σt density gradient (0.125) crite-
rion (Levitus, 1982).
The temperature dependence term is given by:
FT =
T + 2
T + 10
, (3)
where T is temperature (◦C) as in HAMOCC (Maier-Reimer,
1993). The temperature dependence allows higher rates of
nutrient uptake in warmer waters to account for universally
observed temperature dependent metabolic rates. This de-
pendence, analogous to the heuristic Q10=2 relationship,
where the rate doubles for every 10◦C increase, was evalu-
ated in GENIE-1 before (Matsumoto, 2007) but is a perma-
nent feature of MESMO.
In addition to PO4 we included NO3 and CO2(aq) as pos-
sible limiting nutrients:
FN = min

PO4
PO4 + KPO4
,
NO3
NO3 + KNO3
,
CO2(aq)
CO2(aq) + KCO2(aq)

,
(4)
where KPO4, KNO3, and KCO2(aq) are half-saturation con-
stants to be determined. Nitrate dependency is needed to ex-
amine the impact of increased river runoff of nitrogen over
the industrial period in a future study. Another reason to
incorporate NO3 is that it plays a larger role as the limit-
ing nutrient than PO4 in the modern ocean. Since the ratio
of total oceanic inventories of NO3 to PO4 is less than the
typical elementary stoichiometry of N to P of 16:1 in phy-
toplankton, NO3 becomes more limiting on a global scale.
Therefore, global production in GENIE-1, which is based
only on PO4, leads to negative NO3 concentrations at the
surface when PO4 uptake is directly related to NO3 by the
stoichiometry of 16. Export production in GENIE-1 based
on PO4 compared to NO3 is larger by about 4%. As noted
in Sect. 5.2 below, the nutrient limitation in MESMO at this
time is effectively entirely due to NO3. In the future we will
add iron as a limiting nutrient, which will make Equation 4
more meaningful.
In the present form, MESMO has constant NO3 inventory
(i.e., without denitriﬁcation and nitrogen ﬁxation). However,
A. Ridgwell has already coded denitriﬁcation in BIOGEM
and we in Minnesota have coded a simple nitrogen ﬁxa-
tion scheme according to the distribution of N∗ (Gruber and
Sarmiento, 1997), a quasi-conservative tracer used to infer
the regions of nitrogen ﬁxation. Our diagnostic scheme adds
NO3 lost by denitriﬁcation back to the system to preserve the
initial oceanic inventory. We have also developed the 15N
isotope to accompany these processes. However, these N-
cycle processes are not activated at this time in MESMO, as
they would require signiﬁcant calibration effort, which we
will expend in the future when they become necessary to ad-
dress the question at hand.
Equation (4) also includes aqueous CO2 as a nutrient, so
that we may examine possible fertilization effects due to
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model from the ﬁrst two steps and tune the biogeochem-
istry model by seeking to minimize errors in two model
outputs, export production and interior oxygen distribution
(Sect. 5.2).
A number of factors lead to the adoption of this three-step
tuning procedure. A lesson from OCMIP-2 was that the up-
takeofanthropogenictransienttracersisquitevariableindif-
ferent ocean carbon cycle models because their physics, de-
ﬁned in the broadest sense (e.g., resolution, forcings, numer-
ics, sea ice, seasonality, GM), was so diverse (Doney et al.,
2004; Dutay et al., 2002; Matsumoto et al., 2004). OCMIP-
2 showed that biogeochemical tracers are very effective in
evaluating the ventilation rate of the ocean interior, because
the tracers have built-in clocks. So they must be part of our
metrics. While it is more preferable to include biogeochem-
ical tracers as targets in the objective tuning (i.e., combine
steps one and two), we were guided on practical grounds to
keep the ﬁrst two steps separated because objective tuning
using only physical climatology ﬁelds exists already in the
form of NGSA-II. Earlier tuning studies of GENIE-1 also
used only physical ﬁelds (Edwards and Marsh, 2005; Lenton
et al., 2006). We are also guided by the expectation that ob-
jective tuning will likely not give us the most desirable model
conﬁguration outright and that some form of subjective tun-
ing based on expert judgment is necessary. The limitations
of objective tuning in GENIE-1 is evident, for example, in
Lenten et al. (2006) who demonstrated that hand-tuning can
do better than objective tuning. Also, in their ﬁrst objective
optimization of C-GOLDSTEIN, Edwards and Marsh (2005)
found that the acceptable range of parameter values after op-
timization remained as large as the range across the initial
ensemble.
5.1 Physical model calibration
5.1.1 First step: multi-objective NSGA-II tuning
Our goal is to ﬁnd a combination of physical model param-
eters that minimize the mismatch between model-simulated
ﬁelds and equivalent observed ﬁelds. The observed ﬁelds are
air temperature, air humidity, ocean temperature, and ocean
salinity. The non-linear response of the model to its param-
eters and the possible conﬂicts between the objectives make
this task a challenge. We apply a multi-objective optimiza-
tionmethod, whichusesapopulationbasedalgorithmtoseek
pareto-optimal solutions in the parameter space. For each
ﬁeld i an objective measure of the model’s mismatch to the
observational data is evaluated at the end of a simulation as
fi (x) =
s
(si (x) − Si)2
ˆ σ2
i
, (6)
where the squared difference between the model ﬁeld si and
equivalent observational data Si is weighted by the variance
in the observational data σ2
i . The optimization process seeks
to minimize the value of this function over each of the four
physical ﬁelds, producing a pareto-optimal set of parameter
sets, the solutions that are better than all the rest in at least
one of the objectives. A post-processing of the result set then
yields an optimal version of the model. Previous parameter
estimation techniques applied to the C-GOLDSTEIN class of
problem include a Latin Hypercube sampling (Edwards and
Marsh, 2005), the Ensemble Kalman Filter (Hargreaves et
al., 2004), the proximal analytic centre cutting plane method
(Beltran et al., 2005) and kriging (Price et al., 2007) which
all seek to minimize a composite error function. The multi-
objective method has the advantage that it avoids the need to
select a priori the weighing factors used to evaluate the single
error value.
For the purposes of the MESMO calibration, individual
model runs were integrated over 5000 years to ensure the
system reached quasi-equilibrium. With 16 vertical levels in
the ocean, the typical execution time for a simulation was
between 150 and 250min CPU time on the range of com-
pute resource available. This represents an increase in the
CPU wall-time of a simulation by a factor of ∼4 over the C-
GOLDSTEIN model studied in previous exercises. A stan-
dard application of the NSGA-II algorithm (Deb et al., 2002)
wouldthereforehaverequiredseveralweeksofcomputetime
to achieve a high quality result. In order to reduce the re-
quired time, we employed the NSGA-II method with surro-
gate modeling. Previous work (Price et al., 2006) has shown
that the use of surrogate models with the NSGA-II algorithm
can reduce, by an order of magnitude, the total number of
simulation years required for a high quality result in the cal-
ibration of the C-GOLDSTEIN composition.
The optimization process is illustrated in Fig. 2. The
method consists of an initial sampling of the parameter space
from which surrogate models of the underlying objective
functions are built. These computationally cheap surrogate
models are then searched extensively using the NSGA-II al-
gorithm to generate a set of update points that are evaluated
on the true objective functions. The algorithm iterates by
reﬁning the surrogate models and performing the NSGA-II
search over the new models until convergence criteria are sat-
isﬁed or available computational budget is exhausted. At the
end of the process the pareto-optimal points in the objective
space of the problem are returned for further analysis. The
technical details of the optimization process are described as
a supplemental material and in Price et al. (2006).
Figure 3 shows the results of the optimization process. A
total of 137 members of the data cache comprise the Pareto
front, indicated by red dots in the ﬁgure. Following Price et
al. (2006) we use the C-GOLDSTEIN weighting of the ob-
jectives to evaluate a single error function value for each data
point. The progress of the algorithm, as measured by this
single error function, is shown in the bottom left plot. The
composite function weights the objectives by the reciprocal
of the variance in the observational data and by the number
of grid cells in the ﬁeld. Since the observational data has not
changed, the only difference in this measure for MESMO
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