measurable transformation coincides with our notion of invariance for this process. Therefore, the problem investigated by the authors in the second group can be regarded as a special case of our problem.
Our results obtained in this work will be direct extensions of the results of these authors, and we shall give a complete solution to the problem in the sense that we find necessary and sufficient conditions, though our search for invariant measures is restricted to the ones which are finite and stronger than the given measure m.
Our method of approach to the problem will be operator-theoretic rather than probabilistic. In §2, basic definitions and concepts necessary for this work will be introduced. In §3, we shall first show that in attacking our problem we may, without loss of generality, make certain assumptions on the given measure m, the transition probability P(x, B), and the nature of invariant measures to be found. In this way, we shall reduce our problem to the one which is easier to handle. Then, in the remainder of §3, we shall introduce various conditions most of which will be shown in §4 to be necessary and sufficient for our problem. Finally, in §5, two simple examples of Markov process will be discussed to show that among the conditions introduced in §3, some are not sufficient for our problem, though they are necessary and are closely related to the ones which are necessary and sufficient. After the examples, a few remarks will be made concerning the relationship between our problem and the validity of the mean and the pointwise ergodic theorems for the operators which are associated with the given Markov process. In this connection, two more necessary and sufficient conditions for our problem will be obtained. 2 . Basic definitions and concepts. Let (X, a?, m) be a finite or c-finite measure space: X = {x} is an abstract set of elements x, 3&={B) is a cr-field of measurable subsets B of X, and m is a nonnegative, countably additive measure defined on 38 which is either finite or «r-finite.
A nonnegative function P(x,B) of two variables (x, B) defined for x e X, B e 3$, is called the transition probability of a temporally homogeneous discrete Markov process on X if it satisfies the following conditions : (2.1) for every fixed xe X, P(x,B) is a countably additive set function of B defined on 38 and satisfies P(x, X) = 1, (2.2) for every fixed B e 38, P{x, B) is a J'-measurable function of x defined on X. We shall define the nth transition probability P"(x,B) of the process recurrently by P"(x,B) = f P"-1(y,B)P(x,dy), n = 2,3,-, A transition probability of a Markov process induces a functional operator S of M(38) into itself by means of the formula : (2.5) p^Sp:Sp(B) = i P(x,B)p(dx).
It is easy to see that S is linear and bounded with norm 1. Furthermore, the nonnegativity of P(x,B) implies that S is a positive operator in the sense that it maps a positive element of M(38) onto a positive element. We say that an element p of M(38) is invariant under P(x,B) (or, equivalently, invariant under the Markov process) if Sp(B) -p(B) for all Be 38.
Let now M0(38) be the linear subspace of M(38), consisting of all elements in M(38) which are absolutely continuous with respect to the measure m. It is easy to see that M0(38) is a closed subspace of M(38) and hence is itself a Banach space with the same norm. The proof of the following proposition is clear. Proposition 1. A transitional probability Pix,B) is m-nonsingular if and only if the induced operator S on M{3S) maps the subspace Mq'SS) into itself. Now, since the space M0(3S) is isometrically isomorphic with the Banach space Llim) by virtue of the Radon-Nikodym theorem, an m-nonsingular transition probability P(x,J3) induces, in view of the proposition above, a linear, bounded, positive operator on L\m) into Llim). We shall denote this induced operator on L\m) by T. Then, (2) (3) (4) (5) (6) f^Tf:Tfix) = ~iSpf)ix), where pfiB) = $Bfix)midx) for Be36 and d\dm denotes the Radon-Nikodym derivative with respect to m. Clearly, the norm of T is the same as that of S,
i.e. ¡r|| = 1.
An m-nonsingular transition probability P(x,B) defines also an operator U of L°(m) into itself by (2.7) /-Uf : Ufix) = j fiy) P (x, dy).
It is easy to check that U is linear, positive and bounded with norm 1, and furthermore, that U is the adjoint operator of the operator T. We remark that if T and U are defined by an m-nonsingular transition probability Pix,B) as in (2.6) and (2.7), then the iterations T* and V of T and U are given by the nth transition probability P"(x,B) in the following way: (2) (3) (4) (5) (6) (7) (8) T-/(x) = -LiS*nf)ix), where S'pjiB) = f P\x,B)pfidx) = f P"ix,B)fix)midx) Jx Jx and (2.9) U'fix) = f fiy)P"ix,dy).
For every positive integer n, the iterations T" and U" are linear, bounded, positive operators of Lx(m) into itself and L^im) into itself, respectively, and they both have the norm equal to 1. Suppose F is a linear, bounded operator on some Banach space E. Then, we say that the mean ergodic theorem holds for the operator V if the sequence of averages Anf= (n_I) "L"kZlVkf converges in the norm topology of E for every/ in E. iV° denotes the identity operator / on E.)
A subset K of a Banach space E is called weakly sequentially compact if every sequence {/"} in K contains a subsequence which converges weakly to an element in E. The following characterization for a weakly sequentially compact subset K of the Banach space U(m) is well known. (See, e.g., p. 292 in [6] .) Theorem I. A subset K of Û(m) is weakly sequentially compact if and only if it is bounded and the countable additivity of the integrals jf(x)m(dx) is uniform with respect to f in K.
A subset K of a Banach space E is called fundamental if the norm closure of the subspace spanned by K is the whole space E.
The following criterion for the validity of the mean ergodic theorem for a linear bounded operator V defined on a Banach space E was given by K. Yosida and S. Kakutani [15] .
Theorem II. If there exists a constant C such that || V\\ 5Í Cforn = 1,2,3, -, then the mean ergodic theorem holds for the operator V if and only if the set {AJ; n = 1,2,3,•••} is weakly sequentially compact in Efor every f belonging to some fundamental subset ofE.
3. Formulation of the problem. Let (X,S$, m) be a finite or <r-finite measure space and suppose a temporally homogeneous Markov process with the transition probability P(x,B) is given on it. From here on, we shall not distinguish the process and its transition probability. Our object in this work is to find necessary and sufficient conditions for the existence of a finite measure v defined on (X, Se) which is invariant under P(x, B) and is stronger than the given measure m in the sense that m is absolutely continuous with respect to v.
We can, first of all, make a few remarks in order to simplify our problem. Remark 1. Suppose (X,S$,m) is an infinite (but <r-finite) measure space. Then, it is easy to construct a probabilty measure m on (X,SS) such that m is equivalent to m (i.e., m and m are mutually absolutely continuous). Now, if v is any measure on (X,S8) which is stronger than m, then v is also stronger than m, and the converse is also true. Therefore, for our problem we may assume that the given measure space (X,SB,m) is a probability space. Definition 1. For every nonnegative integer n, Q" denotes a measure on (X,SS) given by the following formulae :
Since we are now assuming m to be a probability measure on (X,!%), each Q" is also such a measure. From the remark made above it follows that the problem of finding such an invariant measure v when m is given is the same as the problem of finding v when m* is given. Therefore, we may and do assume that the given Markov process is m-nonsingular. Now let v be a measure on {X,38) which is invariant under P(x,B) and suppose the given measure m is absolutely continuous with respect to v. Denote by ^ the class of sets in 38 which have positive v-measure but zero m-measure. Clearly, î s closed under the formation of countable unions. Now, let a = sup Be^ v(B), then, it is easy to show that there exists a set B0 in tf such that a = v(B0). It is also easy to see that if the Markov process is m-nonsingular, then, P(x, B0) = #Bo(x) holds v-a.e. for such a set B0. Define a new measure v0 on {X,38) by setting
for every B e 38. Then, we have the following Proposition 2. v0 is invariant under P(x,B) and is equivalent to m.
Proof of this proposition is quite simple and hence omitted. Remark 3. Because of Proposition 2, we see that it is sufficient to restrict the search for an invariant measure v to the class of measures equivalent to the given measure m.
[January In view of the remarks made above, we can now state our problem in the folowing form :
Given a probability space {X,3S,m) and an m-nonsingular, temporally homogeneous Markov process P(x,B) defined on it, find necessary and sufficient conditions for the existence of a finite measure v which is invariant under P(x, B) and is equivalent to m.
As we mentioned earlier, the problem in this form has been investigated by We shall show in §4 that each of conditions (II), (II)*, (III), (III)*, (IV), (IV)* is necessary and sufficient for our problem even in the case of a general m-nonsingular Markov process. As for condition (I), we shall prove that it is necessary for our problem, but in §5 we shall give an example of a Markov process which shows that it is not sufficient. Therefore, the situation in the general case is not quite the same as in the special case of deterministic processes.
In connection with condition (I), let us consider the following two conditions: (I)' For any e > 0 there exists a ô > 0 such that
(M) The mean ergodic theorem holds for the operator T defined in (2.6) in the Banach space Ll{m).
It is clear that condition (I) implies condition (I)'. We shall show in §4 that condition (I)' is equivalent to condition (M), and consequently, implies the existence of a nontrivial finite measure v, which is invariant under P(x, B) and is absolutely continuous with respect to m. This measure v will be given by the formula :
Observe that each one of conditions (II), (II)*, (III), (III)*, (IV), (IV)* would imply that the measure v given in this way has to be equivalent to m. Thus, we shall establish the sufficiency for our problem of the six conditions (II), (II)*, (III), (III)*, (IV), (IV)* by showing that they imply condition (I) (and hence (I)'). ifI"oe=iOn(i,)<°o holds.
Definition 4. A set F e38 is called dissipative for a Markov process P(x,B) if Z"=i T"l(x) < co holds m-a.e. on the set F, where T is the operator defined in (2.6) and l(x) is the function in L\m) which takes the constant value 1, m-a.e.
If a Markov process P(x,B) admits a finite invariant measure v which is equivalent to m, then, it is easy to see that every transient set or m-transient set for P(x, B) has to be of m-measure zero. In fact, we even have the following assertion: Proposition 3. Suppose there exists a finite measure v which is invariant under P(x,B) and is equivalent to m. Suppose for some set F e 38 there exists an infinite sequence of positive integers {n,} such that either one of the following conditions holds: We have already seen that each one of conditions (V), (V)*, (VI), (VI)*, is necessary for our problem. We shall show in §4 that both of conditions (V)* and (VI)* are actually equivalent to condition (II) cited before, and hence they are sufficient for our problem as well. If we assume that the given measure space iX, SS, m) is atomless, then we can also show that condition (VII)* is equivalent to (VI) * so that (VII)* is another necessary and sufficient condition and (VII) is a necessary condition. However, in §5 we shall give an example of Markov process which shows that none of conditions (V), (VI) and (VII) is sufficient for our problem.
Finally, we shall show that the following two conditions are also necessary and sufficient.
(VIII) m(B)>0 implies lim mîn^oen~l YkZlP\x,B)> 0 for all x in some F such that m(F) > 0.
(IX) m(ß)>0 implies lim sup^oe«"1 ££I¿P*(x,.B) >0 for all x in some set F such that m(F) > 0.
It will be shown, in fact, that conditions (III), (IV), (VIII) and (IX) are mutually equivalent.
Proofs of main results. Proposition Condition (I)' is equivalent to condition (M).
Proof. We have already observed that our operator T has the property that || T" ||! = 1 for n = 1,2,3, •■•; therefore, in view of Theorem II quoted in §2, in order that condition (M) may hold, it is necessary and sufficient that for every element/belonging to a fundamental set in Ll(m) the set {A"f;n = 1,2,3, •••} be weakly sequentially compact, where AJ= ri~x 2Z'¡¡ZoTkf. For the fundamental set in question we may take the set of all characteristic functions XbÍx) of sets in 3S. Thus, it suffices to consider the weak sequential compactness of the set {AnxB; n = l,2,3, •••} where Be38. Now, for a fixed B, it is clear that the set {A"Xb'< « = 1,2,3, •••} is bounded in L'(m); therefore, in view of Theorem I in §2, this set is weakly sequentially compact in L^im) if and only if the countable additivity of the integrals $EA"xBix)midx) is uniform in n, or, in other words, if and only if for any e > 0 there exists a ö > 0 such that m(£) < ö implies sup,, \~EA"xBix)midx)<z. But, since we have for every n and every B in 3S \ A"xBix)midx) = -I \ TkxBix)xEix)midx)
" *=o Jb « *=o our condition (I)' implies the weak sequential compactness of the set {A"xB;n = 1,2,3, •••} for each B in 3S. Conversely, if the set {A"xB\n = 1,2,3, •■•} is weakly sequentially compact for each set B in 38, then, in particular, it is true for B = X so that the countable additivity of the integrals jEAAix)midx) is uniform in n, i.e., condition (I)' is satisfied.
Q.E.D. n->oo n k = 0 J B n->oo n k = 0 which shows that v is finite as well as nontrivial since
Finally, v is invariant under P(x,B) because for every Bin 38
We shall next show that condition (III)* implies condition (I). To obtain this implication, we shall follow the argument used by A. B. Hajian and S. Kakutani [7; 8] in obtaining the same implication for the special case of deterministic processes ; however, since we cannot shift sets by using the point transformations as they did, our argument has to be more complicated. We shall need the following lemmas. We remark that the similar assertion for lim sup instead of lim inf is also true, but we shall not need this fact. On the other hand, we have, for any xeX, P"°+1(x,E)= f Pno(y, E)P(x,dy) + f ^ P"°(v, E) P (x, dy) Je Jx-e > -r~P(XJl from which it follows that P(x, Ê) < --P"°+1 (x, E) for any x g X. Proof. We have seen in Proposition 6 that condition (III)* implies condition (I) (and hence (I)'). By Propositions 4 and 5, condition (I)' in turn implies the existence of a finite measure v which is invariant under P(x,B) and is absolutely continuous with respect to m. Therefore, condition (III)* implies the existence of such a measure. Since it is clear from the definition that condition (II)* implies condition (III)*, the former also implies the existence of such a measure. As we have seen in Proposition 5 this measure v is given by the formula v(B) = f Tl(x)m(dx) = lim -Z Qk(B), JB n->oo n k = 0 which shows that either one of conditions (II)* or (III)* implies that v is equivalent to m. It now remains to prove necessity. Obviously, it is enough to prove the necessity of condition (II)*. For this purpose, let us suppose that there exists a finite measure v which is invariant under P(x,B) and is equivalent to m, and suppose that condition (II)* were not satisfied. Then, we can find an £ > 0 and a sequence of measurable sets {B¡} such that But, this is a contradiction to (4.10). Q.E.D.
Our next task is to show that condition (IV)* is also necessary and sufficient for our problem. We shall establish this fact by showing that condition (IV)* implies condition (III)* (and hence these two conditions are equivalent). A. B. Hajian and S. Kakutani also obtained this implication for the special case of the deterministic processes in [8] , but their argument does not seem to yield a generalization which may be applied to our situation. In the following, we shall take an approach similar to the one used by Y. N. Dowker in [5]. However, our argument has to be more complicated than hers, since here again we are not dealing with measurable point transformations.
Let us start with a few definitions and observations. holds for every xeX -9 and for every nonnegative integer k. But, on the set X -AN we have/^ max1¿ngiVEfc2¿l/y^0 so that/+(v) = 0 for m-almost all y in X -AN. Therefore, again by the m-nonsingularity of the process, the second integral in the left hand side of (4.20) equals zero for all x except on some set of m-measure zero (which can be chosen to be independent of the particular value of k). Without loss of generality, we can suppose that this exceptional set of m-measure zero is contained in the set 9. Therefore, we have for every xeX -9 and every nonnegative integer k, f f(y)P\x,dy) + f (U<Ky) -<Ky))P'(x,dv) ^ 0, Then, clearly, f^eL?(m) and Of^fN^f, since p(x) ^/(x) if x £ yfjy. Furthermore,/^) increases monotonely to/(x) m-a.e. as N -» oo. Now, since m(ylN a An) the m-nonsingularity of the process implies the existence of a set 9* in 38 such that m(0*) = 0 and such that for every xeX -9* and for every positive integer n, 1 "e rAp-/*)(*) = v Ï f>00 -/O0)P*(*,dj0 with the strict inequality holding on the set E. Therefore,/is nonnegative, belongs to L* (m) and is sub-invariant but not invariant under U.
(ii)=>(i): Suppose again that the assertion were false. Then, there exist a function / in L*im), a positive number 6 and a set E in 3$ such ih.atf= 0, Uf^f, m-a.e., and/-Uf^.e on E with m(E) > 0. Observe that the condition Uf^f, m-a.e. implies, because of the positivity of U, that for every positive integer n, U"f^f holds m-a.e. so that Vf e Llim) and || l/"/|| t = \\f || x. But, then, for every positive integer n,
Jx * = 0 -J" (/(*) -Vfix))midx) Í 2 \\f I < oo.
Since the first term of the inequality above tends to oo as n -» oo by our hypothesis, we have a contradiction. Q.E.D.
Proposition 7. Condition (IV)* is equivalent to condition (III)*.
Proof. It is obvious from the statement of these conditions that condition (III)* implies condition (IV)*.Therefore, it suffices to prove the converse implication. Proof. Observe that the set function lim sup,,.,«,«"1 E£=0ßt is a nonnegative, monotonie and subadditive set function defined on (X,38). Therefore, we can apply Lemma 1 in §2 of [8] to get the equivalence of conditions (IV) and (IV)*. Thus, condition (IV) is necessary and sufficient for our problem. Furthermore, it is obvious from the statement of conditions (II) and (III) that they imply condition (IV), and consequently, both of them are sufficient for our problem. On the other hand, in the proof of Theorem 1 we have already established the necessity of condition (II)*. Since the latter obviously implies conditions (II) and (III), we have the necessity of (II) and (III) as well.
Q.E.D. (VI)* =>(H): Obvious.
Q.E.D.
We say that a set B in 38 is an atom if it satisfies the following conditions: Theorem 5. 1/ the probability space (X,38,m) is atomless, then condition (VII)* is also necessary and sufficient for our problem.
Proof. We shall show that condition (VII)* is equivalent to condition (VI)* under our hypothesis.
(VI)* =>(VII)* : Suppose the contrary. Then, there exist a sequence of positive integers {«,} tending to oo and a set B such that 00 E T"'l(x) < oo, m-a.e. on the set B, > = i but m(B) = a > 0.
Then, we must have lim,-_oe T"'l(x) = 0, m-a.e. on B. Let £ be an arbitrary positive number such that £ < a. Then, since our space {X,38,m) is atomless, we can find, by Egoroff 's theorem, a set F'va. 38 such that ifxefi.ll.
Then, (¡> is measurable in the sense that <j) 1(B)e38 for all Be38, but is not invertible. It is easy to see that the iterates ^"(x) are given by
Now, for every pair (x,B), xeX,Be38, define
Then, it is easy to see that this P(x,B) satisfies conditions (2.1) and (2.2) so that it gives a Markov process on (X,38). Furthermore, it is clear that this process is m-nonsingular. The nth transition probability P"(x,B) is given by Example 1 shows, therefore, that unlike the case of deterministic processes, conditions (I), (I)' and (M) are not sufficient in the general case, though they are necessary for our problem.
The next example will show that conditions (V), (VI) and (VII) are also necessary but not sufficient. we have £"°Lx T"l(x) = oo for every xeX. Thus, our Markov process satisfies all of conditions (V), (VI) and (VII), but fails to satisfy condition (II). Consequently conditions (V), (VI) and (VII) are not sufficient for our problem.
We have already seen in §4 that there exists a close relationship between the existence of a finite invariant measure for a Markov process P(x,B) and the validity of the mean ergodic theorem for the operator T induced by the process. Even though by a recent result of R. V. Chacon and D.S. Ornstein [2] it is known that for every pair of functions/, p in Ü(m) with p = 0, the sequence of ratios On the other hand, we have already seen that the validity of the mean ergodic theorem for T in Ll(m) (condition (M)) is necessary for the existence of such a measure v. Hence, our assertion follows.
Q.E.D. Now, suppose there exists a finite, invariant measure v equivalent to m. Then, as we saw above, the pointwise ergodic theorem holds for T so that, in particular, í ïVp(x)
lim --=-lim ----
»-»oo j, r*1(x) PW "-oo j, T*1(x) k=0 k=0
exists and is finite m-a.e. Therefore, lim^oon _1 E£=ê T*l(x)>0 for m-almost all x 6 X. This proves the following Proposition 9. Condition (X) is another necessary and sufficient condition for our problem.
Proposition 8 is of some interest in view of the fact that it is easy to construct a a positive operator T with L1(m)-norm equal to one for which the pointwise ergodic theorem holds but the mean ergodic theorem fails to hold.
