This is the sequel to the preceding Parts I and II. In Part I we have studied the Bernoulli case, and then we have seen in Part II that some number-theoretical transformations are not Bernoulli. We will now try to study the isomorphism problem for Markov endomorphisms. Firstly we will give a general isomorphism theorem for Markov endomorphisms with countable generators in §8. We are also concerned with Markov endomorphisms having no uniform Markov generator. In §9 we will study the mixing property of a kind of skew product transformation in preparation for further investigation of isomorphism problem for Markov endomorphisms. In §10 we will give an isomorphism theorem for a typical class of Markov endomorphisms (which are uniform but not "point collapsing"). In the last section we will classify (2 x 2) and (3 X 3)-Markov endomorphisms as examples of applications of our theorems given in the preceding sections.
On the Isomorphism Problem for Endomorphisms of Lebesgue Spaces, By I. KUBO*, H. MURATA** and H. TOTOKI This is the sequel to the preceding Parts I and II. In Part I we have studied the Bernoulli case, and then we have seen in Part II that some number-theoretical transformations are not Bernoulli. We will now try to study the isomorphism problem for Markov endomorphisms. Firstly we will give a general isomorphism theorem for Markov endomorphisms with countable generators in §8. We are also concerned with Markov endomorphisms having no uniform Markov generator. In §9 we will study the mixing property of a kind of skew product transformation in preparation for further investigation of isomorphism problem for Markov endomorphisms. In §10 we will give an isomorphism theorem for a typical class of Markov endomorphisms (which are uniform but not "point collapsing"). In the last section we will classify (2 x 2) and (3 X 3)-Markov endomorphisms as examples of applications of our theorems given in the preceding sections.
Throughout this part, T denotes a Markov endomorphism of Lebesgue space (X, J^, #) with a countable Markov generator P-{pjl y = 0, 1, 2 ,-••}. Its transition matrix will be denoted by /7" = (7T,-y; i, y = 0, 1, 2,---). We define a measurable function f (#) by
(1) £(*) = £(*; P) = /, for xt= P/ .
We also use the notations given in Part I.
We will appeal to the following two invariants. The first one is
JU T (X) = JU({X}\ C T -i £ (x)
) which was introduced in Part I, and we have (2) /M>) = /*(/?£(*) I r~V f(r*)) = ^cr*),f(*) a.e. Let T and S be ergodic Markov endomorphisms with Markov generators satisfying the condition (D), of which transition matrices are denoted by U=(n ij ) and r = (j i3 ) respectively. Then Theorem 6 implies that T and S are isomorphic if and only if there exists a permutation (a one to one onto mapping) o~ such that 7t i j = j' 0 . ii<r j. §9, Mixing Property of a Skew Product TFansformation
In this section we are concerned with a special kind of skew product 1) v denotes the invariant probability measure of 5. transformation in the sense of H. Anzai [1] , and we will study its mixing property in preparation for the following section.
Let T be a Markov endomorphism with a Markov generator P= {p Q , Piy-9 PN-i}y °f which transition matrix is n = (7C lJ ; 0^ i, j ^N-1). Let NQ^I be a divisor of N and Y=Z/N Q I> where 1 denotes the additive group of all integers. Define X~ Xx Y and fi = {txv where v is the normalized Haar measure on Y.
Let us consider the skew product transformation T defined by
where 0 and r are integers such that (/?, 7V) = 1.
1)
Evidently I 1 is an endomorphism of (Jt, /£)• where r*r = /S*/9=l 9 modJV 0 , and define The following is a direct consequence of the theorem. As examples of applications of our theorems, we will classify (2x2) and (3 x 3)-Markov endomorphisms (i. e. endomorphisms with Markov generators of 2 and 3 cells respectively) by means of the terminology of their transition matrices. Since we always neglect events of measure zero, we do not consider matrices having transient states. These three classes are not mutually isomorphic. Indeed Theorem 3 implies that (ii) and (iii) are not isomorphic to (i). We can see that (ii) and (iii) are not isomorphic applying Theorem 8. To see the Markov property of Q, it is enough to note that ju(qj\ C T -i £ (x)) is constant a.e. on each T~1q i ,Q^i, /^2. We can prove that Q is a generator of T by means of an analogous idea to the proof of Theorem 3 (in Part I) noting that T n oc, n^0 9 visits certainly q 2 =p 2 for a.e. x.
Theorem 7. (i) T ^'s « Markov endomorphism with Markov generator P = Pxs Y an d its transition matrix H is given by (ii) T is mixing if and only if T is mixing, (r
Now we are in a position to state the classification of (3 x 3)-Markov endomorphisms. We will naturally restrict ourselves to ergodic ones. Let H = (7t ij ; O^z, /^2) denote the transition matrices. Case 2. Two of dist(7T (0 ) 9 0^z^2 9 are the same and the rest is different, that is D(T) = {p 1> p 2 } 9 Pi=£p2-Consider two (3x3)-Markov endomorphisms T and S with transition matrices 77" and F of this case respectively. Suppose firstly that T and S are isomorphic. Then we have =D(S) = {pi5 P 2 }° Choosing a suitable numbering we can assume
I dist(7T (2) )=dist(r (2) )=P 2 without loss of generality. Since the left hand side of (7) is independent of the choice of Markov generators, we have (7T 02 , 7r 12 )^(r 025 Tiz)-First we will prove that if 7r 0 2^7r 12 then P = Q and so H = F up to the change of numbering. Indeed, noting that the left hand side of (7) takes two different values on f l5 decompose f l into f 0 and r l according to its values. Then it is easy to see R = {r 0 , f ls f 2 =r 2 } = T~1P. By the same reason we have also R = T~1Q, and so P = Q.
Next, let us assume (6), dist(j (1) ) =p l and 7r 02 = 7T 12 . Then 1° implies that T and S are isomorphic. Thus we obtain the following classification: (2) ) =dist (r (2) ). Indeed, all endomorphisms of the fifth class are isomorphic to a Bernoulli endomorphism with (a, b, c) as they were already discussed in §5. Since all endomorphisms of classes (i)~ (iv) do not satisfy the condition (P') in §4, they are isomorphic to no endomorphism of class (v). It is obvious that all matrices belonging to each class (i)~(iv) coincide with each other by the change of numbering. Finally the first one of each class satisfies the condition (G) in §10, for which (i) t = 2, t Q =Q, (ii) t = 2 9 t 0 = I, (iii) t=2, t 0 =2 and (iv)£ = l s £ 0 =0 by taking p = (p 0s p l9 |p 2 ) = (a, 6 9 c). Therefore they are not isomorphic to each other by Theorem 8. analogously. Therefore dist(P|r)=dist(e r)=dist(O|r) for a.e. re V T~kR,
but it is easy to see that dist(P|r)=(l/3, 1/3, 1/3) and dist(()|r) = (l/2, 1/2) for a.e. r which is a contradiction. Thus we have the classification (i), (ii), (iii), (iv), (va), (vb) and (vc).
