Abstract-Recent studies have shown that a Deep Convolutional Neural Network (DCNN) pretrained on a large image dataset can be used as a universal image descriptor, and that doing so leads to impressive performance for a variety of image classification tasks. Most of these studies adopt activations from a single DCNN layer, usually the fullyconnected layer, as the image representation. In this paper, we proposed a novel way to extract image representations from two consecutive convolutional layers: one layer is utilized for local feature extraction and the other serves as guidance to pool the extracted features. By taking different viewpoints of convolutional layers, we further develop two schemes to realize this idea. The first one directly uses convolutional layers from a DCNN. The second one applies the pretrained CNN on densely sampled image regions and treats the fully-connected activations of each image region as convolutional feature activations. We then train another convolutional layer on top of that as the pooling-guidance convolutional layer. By applying our method to three popular visual classification tasks, we find our first scheme tends to perform better on the applications which need strong discrimination on subtle object patterns within small regions while the latter excels in the cases that require discrimination on category-level patterns. Overall, the proposed method achieves superior performance over existing ways of extracting image representations from a DCNN.
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I. INTRODUCTION
Recently, Deep Convolutional Neural Networks (DCNNs) have attracted a lot of attention in visual recognition, largely due to their excellent performance [1] . It has been discovered that the activation of a DCNN pretrained on a large dataset, such as ImageNet [2] , can be employed as a universal image representation, and applying this representation to many visual classification problems delivers impressive performance [3] , [4] . This discovery quickly sparked significant interest, and inspired a number of extensions, including [5] , [6] . A fundamental issue with this kinds of methods is how to generate an image representation from a pretrained DCNN. Most current solutions take activations of a single DCNN layer, usually the fully-connected layer, as the image representation.
In this paper, we show that we can build a powerful image representation from the activations from two consecutive convolutional layers. We name our method as cross-convolutional layer pooling (or cross layer pooling for short). This new method relies on two crucial components: (1) we extract local features from one convolutional layer (2) we pool extracted local features by using activations from its successive convolutional layer as guidance.
The first component is motivated by recent works [5] , [6] , [7] which have shown that DCNN activations are not translation invariant and that it is beneficial to extract fully connected layer activations from a DCNN to describe local regions and create the image representation by pooling multiple regional DCNN activations. In this paper, we view those regional CNN activations as a newly added convolutional layer (named as augmented convolutional layer as discussed in section III-A). Inspired by this view we also extract local features from the original convolutional layers of the pretrained CNN. We show that extracting features from the original convolutional layer and from the augmented convolutional layer enjoys different advantages. The former is suited for the task that favors the discrimination of subtle patterns within a local region while the latter is suited for the applications which will be benefited from the identification of category level patterns learned at network training stage.
The second component is motivated by the parts-based pooling method [8] which was originally proposed for fine-grained image classification. This method creates one pooling channel for each detected part region with the final image representation obtained by concatenating pooling results from multiple channels. We generalize this idea into the context of DCNNs and avoid the need for predefined parts annotation. More specifically, we deem the feature map of each filter in a convolutional layer as the detection response map of a part detector and apply the feature map to weight regional descriptors extracted from previous convolutional layer in the pooling process. The final image representation is obtained by concatenating pooling results from multiple channels with each channel corresponding to one feature map. Note that unlike existing regional-DCNN based methods [5] , [6] , the proposed method does not need any additional dictionary learning and encoding steps at both training and testing stages once the convolutional layer activations become available. To further reduce the memory usage in storing image representations, we also experiment with a coarse 'feature sign quantization' compression scheme and show that the discriminative power of the proposed representation can be largely maintained after compression.
We conduct extensive experiments on three datasets covering three popular visual classification tasks, that is, scene classification, fine-grained object classification and generic object classification. Experimental results suggest that the proposed method can achieve significantly better performance than competitive methods in most cases.
A preliminary version of this paper has been published in [9] . In this paper, we have made a significant extension. The major difference is that we view the scheme of extracting fully connected CNN activations at densely sampled regions as a newly added convolutional layer and perform cross-layer pooling at that level. This extension makes our method more widely applicable. By also applying better CNN model, we have achieved significant performance improvement over our conference version. Preliminary: Two network structures are considered in this paper. One is the Alex net [1] and one is the VGG very deep (VGGVD in short) network [10] . Both networks is composed by the cascade of convolutional layers and fully connected layers. We use the notion fc-k and conv-k to denote the k-th fully connected layer and k-th convolutional layer respectively. At each convolutional layer, multiple filters are applied and it results in multiple feature maps, one for each filter. In this paper, we use the term 'feature map' to indicate the convolutional result (after applying the ReLU) of one filter and the term 'convolutional layer activations' to indicate feature maps of all filters in a convolutional layer.
II. RELATED WORK
In the literature, there are two major ways of using a pretrained DCNN to create image representations for image classification: (1) directly applying a pretrained DCNN to the input image and extracting its activations as the image representation; (2) applying a pretrained DCNN to the subregions of the input image and aggregating activations from multiple regions as the image representation. Usually, the first way takes the whole image as the input to a pretrained DCNN and extracts the last few fully-connected layer activations as the image-level representation. better adapted to a given task, fine-tuning sometimes is applied. Also, to make this kind of method more robust to image transforms, averaging activations from several jittered versions of the original image, e.g. several slightly shifted versions of the input image, has been employed to obtain better classification performance [4] . DCNNs can also be applied to extract local features. It is suggested that DCNN activations are not invariant to a large amount of translation [5] and the performance will be degraded if input images are not well aligned. To handle this issue, it has been suggested to sample multiple regions from an input image and use one DCNN, called regional-DCNN in this scenario, to describe each region. The final image representation is aggregated from activations of those regional-DCNNs [5] . In [5] , another layer of unsupervised encoding is employed to create the image-level representation [5] , [6] . In [7] , discriminative patterns are mined from those regional activations for classification. It is shown that for many visual tasks [5] , [6] this kind of method lead to better performance than directly extracting DCNN activations as global features.
One common factor in the above methods is that they all use fullyconnnected layer activations as features. Some recent studies explore the use of convolutional layers to extract image representations. The work in [11] applies Fisher vector pooling to the local features extracted from a convolutional layer to create image representations for texture classification; the work in [12] use the pooled convolutional activations for object detection. The work in [13] is most relevant to our work. As mentioned in [13] itself, their work is an extension of the proposed method (for our conference version) for fine-grained image classification. It uses a similar strategy as ours to combine the convolutional feature activations from two DCNNs and jointly fine-tune all the parameters in an end-to-end fashion.
III. PROPOSED METHOD

A. Convolutional layers vs. fully connected layers
One major difference between convolutional and fully-connected layer activations is that the former is embedded with rich spatial structure while the latter is not. The convolutional layer activations can be formulated as a tensor of the size H × W × D, where H, W denote the height and width of each feature map and D denotes the number of feature maps. Essentially, the convolutional layer divides the input image into H × W regions and uses Ddimensional feature maps (filter responses) to describe the visual pattern within each region. Thus, convolutional layer activations can be viewed as a 2-D array of D-dimensional local features with each This figure demonstrates the image style mismatch issue when using fully-connected layer activations as regional descriptors. Top row: input images that a DCNN 'sees' at the training stage. Bottom row: input images that a DCNN 'sees' at the test stage.
one describing a local region. For the sake of clarity, we name each of the H × W regions as a spatial unit, and the D-dimensional feature maps corresponding to a spatial unit as the feature vector in a spatial unit. The fully-connected layer takes the convolutional layer activations as the network input and transforms them into a feature vector representing the whole image. Spatial structure is lost through this process, meaning that the feature vector corresponding to a particular spatial area cannot be recovered from the activations of the subsequent fully-connected layer.
As mentioned in section II, DCNNs can also be applied to image patches to extract local features from the fully-connected layer, as a means of compensating for the fact that they are not translation invariant. Note that if the regions are densely sampled from the input image and they are with the same size, the above procedure is equivalent to firstly resizing the image into a larger size to extract activations of the last convolutional layer and then stacking another convolutional layers with the original fully-connected layer coefficients as the filters. In other words, this strategy turns the fullyconnected layer into a convolutional layer. For example, in the Alex net, the fc-6 layer maps activations of conv-5 (after max-pooling), which is with the size of 6×6×256, into a 4096-dimensional vector. FC-6 can also be seen as a filter bank with the support region of 6×6 spatial units, 256 input channels, and 4096 filters. Thus, to extract fc-6 activations from regions with 1/2 size of the height and width of the original image is equivalent to applying the following two steps: (1) resizing the input image by two times, which creates conv-5 (after max-pooling) activations with the size of 12×12×256, and then perform the convolutional operation with a 6×6×256×4096 kernel. For the clarity of reference, we call this kind of convolutional layer as the Augmented Convolutional Layer or the AConv layer in short and the original convolutional layer in the DCNN as the OConv layer.
B. Cross-convolutional-layer Pooling
In [5] , [6] , it has been shown that applying another layer of pooling on the local features extracted from multiple image regions can significantly boost the classification performance. If we view these local features as AConv layer activations, these methods are equivalent to performing pooling on the convolutional layer activations and this scheme could be applied to any types of convolutional layers, i.e. the OConv layer or the AConv layer.
Various pooling methods could be chosen to aggregate the local features, e.g. max-pooling, sum-pooling or Fisher vector based pooling. In this section, we propose an alternative pooling method which can significantly improve classification performance. The proposed method is inspired by the parts-based pooling strategy [8] used in fine-grained image classification. In this strategy, multiple regionsof-interest (ROI) are first detected, with each corresponding to one human-specified object part, e.g. the tails of birds. Then local features falling into each ROI are then pooled together to obtain a pooled feature vector. Given D object parts, this strategy creates D different pooled feature vectors and these vectors are concatenated together to form the image representation. It has been shown that this simple strategy achieves significantly better performance than blindly pooling all local features together. Formally, the pooled feature from the kth ROI, denoted as P t k , can be calculated by the following equation (let's consider sum-pooling in this case):
where xi denotes the ith local feature and I i,k is a binary indicator map indicating whether xi falls into the kth ROI. We can also generalize I i,k to real values with its value indicating the 'membership' of a local feature to a ROI. Essentially, each indicator map defines a pooling channel and the image representation is the concatenation of pooling results from multiple channels. However, in a general image classification task, there is no humanspecified parts annotation, and even for many fine-grained image classification tasks the annotation and detection of these parts are usually non-trivial. To handle this situation, in this paper, we propose to use feature maps of the (t + 1)th convolutional layer as Dt+1 indicator maps. By doing so, Dt+1 pooling channels are created for the local features extracted from the t-th convolutional layer. We call this method cross-convolutional-layer pooling or cross-layer pooling in short. The use of feature maps as indicator maps is motivated by the observation that a feature map of a deep convolutional layer is usually sparse and indicates some semantically meaningful regions 1 . This observation is illustrated in Figure 3 . In Figure 3 , we choose two images taken from two datasets, Birds-200 [15] and MIT-67 [16] . We randomly sample some feature maps from 256 feature maps in conv5 and overlay them on the original images for better visualization. As can be seen from Figure 3 , the activated regions of the sampled feature map (highlighted in warm color) are actually semantically meaningful. For example, the activated region in top-left corner of Figure 3 corresponds to the wing-part of a bird. Thus, the filter of a convolutional layer works as a part detector and its feature map serves a similar role as the part region indicator map. Certainly, compared with the parts detector learned from human-specified part annotations, the filter of a convolutional layer is usually not directly task-relevant. However, the discriminative power of our image representation can benefit from combining a much larger number of indicator maps, e.g. 256 as opposed to 20-30 (the number of parts usually defined by human), which is akin to applying bagging to boost the performance of multiple weak classifiers.
Formally, the image representation extracted from cross-layer pooling can be expressed as follows:
where,
where P t denotes the pooled feature for the t-th convolutional layer, which is calculated by concatenating the pooled feature of each pooling channel P t k , k = 1, · · · , Dt+1. x t i denotes the i-th local feature in the t-th convolutional layer. a t+1 i,k is the activation value of the i-th spatial unit and the k-th filter at the (t + 1)-th convolutional layer. Here we assume that there is a correspondence between the ith local feature at the t-th layer x t i and the i-th feature activations at the (t + 1)-th layer. This correspondence can be easily established if the consective convolutional layers have the same spatial unit layout. For example, the last two convolutional layers in the Alex net both have a 13×13 spatial unit layout and we can deem that the feature maps at the same spatial unit across two layers are corresponded.
C. Augmented convolutional layer vs. original convolutional layer
One important question is that which types of convolutional layer should be used in the proposed cross-layer pooling strategy? the original convolutional layer or the augmented convolutional layer? Our discovery indicates that it is problem dependent. The advantage of using the AConv layer is that we can re-use the information encoded in the fully connected layer. Recall that fully connected layer has been carefully tuned to fire on image category level patterns, e.g. car or people, thus if the target problem could be benefited by identifying those category level patterns on image regions then the AConv layer should be used. For example, if the target problem is to classify if a "car" occurs in the image and the size of the car takes roughly the same size as the receptive field in the AConv layer, then using the AConv layer could be useful since its activation works as an object bank [17] detection scores in this case. Also, note that even if the problem does not directly involve the identification of an object that appears in the network training task, the category level pattern detection may be still beneficial. For example, for scene classification, the occurrence of an object, e.g. bed lamp, can be a strong indicator of a scene category.
For some other applications, it is often required to discriminate subtle patterns at relatively small regions, e.g. fine-grained image classification. This means that if we extract features from the AConv layer, we have to use smaller receptive field. However, when the receptive field of the AConv layer becomes smaller, the input of network tends to become very different to the input (the training images) of the network at its training stage. Figure 2 shows an example in this case. The top row of Figure 2 shows some images from the ImageNet dataset which is commonly used to train the DCNN while the bottom row shows some input regions to the AConv layer (resized to the same image size as the top row) on the Birds-200 [15] dataset. As can be seen, although they all have the same image size, their appearance and level of detail are quite different. Thus, applying the AConv layer and extract fully-connected layer activations as local features introduces a significant input image style mismatch which could potentially undermine the discriminative power of DCNN activations. In contrast, directly using the original convolutional feature activations can mitigate the above drawback. This is because to extract all the local features from the original convolutional layer just need to apply a single DCNN forward computation to a whole image once. Consequently, the input of a DCNN is still a whole image but not a small local patch. This handels the domain mismatch issue when we use the AConv layer.
D. Cross-layer pooling vs. VLAD/Fisher encoding
The image representation obtained with cross-layer pooling shares a similar structure with the structure of VLAD-based [18] , [19] or Fisher vector-based image representations [20] . For those methods, the image representation involves the outer product of the following two terms: one term is the local feature itself or its locally centeralized version. Another term is a mapping of the local feature. For example, in VLAD, the mapping is the hard-assigned coding vector; in Fisher vector, the mapping is a vector indicating the membership of the local feature to each Gaussian component; in cross-layer pooling, the mapping is simply the activations at the consecutive convolutional layer. In this view, the membership to different codewords (as in VLAD encoding) or Gaussian distributions in GMM (as in Fisher vector encoding) is corresponding to the feature activations in crosslayer pooling and the convolutional filters essentially play a similar role as the codebook in VLAD or Fisher vector encoding; However, unlike in standard VLAD or Fisher vector encoding which learns the codebook from a generative model, in cross-layer pooling the mapping is learned in a supervised, end-to-end fashion. Consequently, the "membership" in cross-layer pooling is more semantically meaningful than that in VLAD/Fisher vector encoding. We believe that this is reason why cross-layer pooling consistently outperforms Fisher vector encoding as shown in our experimental section.
E. Implementation details
PCA: In our implementation, we perform PCA on x t i to reduce the dimensionality of P t for the AConv layer. For the original convolutional layer, we still perform PCA to de-correlate the local feature but without peforming dimensionality reduction. Normalization: Since the number of activated spatial units at the guidance convolutional layer can be different for different pooling channels. The pooling vector derived from different channels may have different energy. Thus, in our implementation we l2 normalize the pooled coding vector for each channel. After that, we apply power normalization to P t , that is, we useP t = sign(P t ) |P t | as the image representation to further improve performance. Feature sign quantization: Besides the aforementioned way to create the image representation. We also tried directly using sign(P t ) as an image representation, that is, we coarsely quantize P t into {−1, 1, 0} according to the feature sign of P t .
Adding a new convolutional layer for the AConv layer: One issue when using the AConv layer for Cross layer pooling is that we need to find two consective AConv layers. These two layers can be obtained by using two consecutive fully-connected layers in the original DCNN. However, since the fc layers in most commonly used DCNN models have a very large number of output neurons, e.g. 4096 or 1000. Directly performing cross-layer pooling on those AConv layers will result in an ultra high dimensional image representation.
To solve this issue, we only utilize one fully connected layer from the original DCNN as one AConv layer, and stack another newly added convolutional layers on top of it with much fewer number of filters, e.g. 100, and train the new convolutional layer on the target dataset. The network structure of our implementation is as follows: a max-pooling layer is applied to pool the activations of the newly added convolutional layer and pooled result is feed into a logistic regression. The negative entropy loss is then utilized to train the new convolutional layer.
IV. EXPERIMENTS
We evaluate the proposed method on three datasets: MIT indoor scene-67 (MIT-67 in short) [16] , Caltech-UCSD Birds-200-2011 [15] (Birds-200 in short) and PASCAL VOC 2007 [21] (PASCAL-07 in short). These three datasets cover several popular topics in image classification, that is, scene classification, fine-grained object classification and generic object classification. The focus of our experiment is to compare different ways of extracting image representations from a pretrained DCNN.
We organized our experiments into two parts, the first compares the proposed method against other competitive methods and the second examines the impact of various components of our method. [6] 59.2% AlexNet, OConv CrossLayer (proposed) 63.0% AlexNet, OConv SCFV [6] 68.2% AlexNet, AConv CrossLayer (proposed) 68.2%
A. Experimental protocol
AlexNet, AConv CNN-Global 68.2% VGGNet CNN-Jitter 70.2% VGGNet SCFV [6] 73.5% VGGNet, OConv CrossLayer (proposed) 74.4%
VGGNet, OConv SCFV [6] 76.4% VGGNet, AConv CrossLayer (proposed) 78.2%
VGGNet, AConv Fine-tuning [4] 66.0% fine-tunning on MIT-67 MOP-CNN [5] 68.9% three scales VLAD level2 [5] 65.5% single scale CNN-SVM [3] 58.4% -FV+DMS [22] 63.2% -DPM [23] 37.6% -DeepTexture [11] 81.7% 7 scales
We compare the proposed method against three baselines, they are: (1) directly using fully-connected layer activations for the whole image (CNN-Global); (2) averaging fully-connected layer activations from several transformed versions of an input image. Following [3] , [4] , we transform the input image by cropping its four corners and middle regions as well as by creating their mirrored versions; (3) applying the sparse coding based Fisher vector encoding method [6] on the local feature extracted from the convolutional layer (in both schemes). Since R-CNN SCFV has demonstrated superior performance to the MOP method in [5] , we do not include MOP in our comparison. To make fair comparison, we reimplement all three baseline methods.
Two CNN models are adopt througout our experiment: the Alex net [1] and the VGG very-deep 19 layers network [10] . Two different types of convolutional layers are used, the original convolutional layer (denoted as OConv) and the augmented convolutional layer (denoted as AConv). As discussed in section III-A, the latter is equivalent to applying DCNN on a set of image regions which are extracted on a dense grid. In our implementation, we set the region size to 128×128 and the step size to 32 pixels. For OConv layers, we report the results obtained using the 4-th and 5-th convolutional layers for the Alex net and the 15-th and 16-th convolutional layers for the VGGVD net since those settings achieve the best performance. We also explore the use of other convolutional layers in the second part of our experiment. For the AConv layer, we extract local features from the FC6 and FC18 in the Alex net and the VGGVD net respectively. Then we stack a new convolutional layer with 100 filters on top of them and train the newly added layer on the target dataset.
We use libsvm [24] as the SVM solver and use precomputed linear kernels as inputs. This is because the calculation of linear kernels/Gram matrices can be easily implemented in parallel. When feature dimensionality is high the kernel matrix computation actually occupies most of computational time. Thus it is appropriate to use parallel computing to accelerate this process. Table I . It can be seen that the proposed cross-layer pooling achieves the overall best performance in most settings. The best performance is achieved by using cross-layer pooling and the AConv layer: this setting produces 68.2% classification accuracy for the Alex net and 78.2% for the VGGVD net. Also, it is clear that extracting local features from the AConv layer, as has been done in SCFV and CrossLayer, achieves significant performance increase in comparison with global CNN features, i.e. Global and Jitter. Finally, the use of the VGGVD net further boost the classification performance by a large margin.
By comparing with the performance reported from the literature, we can see that the proposed method surpasses most state-of-theart methods. The only exception is the result in [11] . However, its method is very close to our SCFV (with OConv) baseline and its good performance is largely due to their brute force mutiple-scale strategy (they have utilized 7 scales while we only use a single scale). Fine-grained image classification: Birds-200. Birds-200 is the most popular dataset in fine-grained image classification research. It contains 11788 images with 200 different bird species. This dataset provides ground-truth annotations of bounding boxes and parts of birds, e.g. the head and the tail, on both the training set and the test set. In this experiment, we just use the bounding box annotation. The results are shown in Table II . As can be seen, the cross-layer pooling achieves the best classification performance: 77.0% when the VGGVD net is used. Also, using the original convolutional layer achieves much better performance than the use of the AConv layers. For both the Alex net and the VGGVD net, the best performance is [25] 68.7 % use parts, no fine tunning CNNaug-SVM [3] 61.8% -CNN-SVM [3] 53.3% CNN global DPD+CNN [26] 65.0% use parts DPD [27] 51.0% -Bilinear CNN [27] 77.9% Two networks Bilinear CNN [27] 81.9% Two networks, fine-tuning achieved by using features from the OConv layer. The underlying reason can be well explained by section III-C, that is, the discriminative information of birds species usually lies at small regions and it will be more approproriate to extract features from original convolutional layers due to the image style mismatch issue discussed in section III-C.
Our best performance is among the best for the dataset. The work in [13] reports higher classification accuracy than us. However, it relies on a fine-tuning step on two different networks and it adopts some different experimental settings, e.g. their convolutional layers have different number of spatial units to us 2 (28 × 28 as oppose to 14 × 14 in our experiment); it performs decision score calibration on the SVM while we just use the standard one-vs-the-rest SVM. Table III. From Table III , we can see that again the best performance is achieved by using cross-layer pooling and the VGGVD net. Not suprisingly, the AConv layer performs better than the OConv layer in this dataset because the training categories of the DCNN overlaps with PASCAL-2007 and the AConv layer contains this categorylevel information. The per-class performance of three best comparing methods, that is, CNN jitter with the VGGVD net, SCFV with the AConv layer from the VGGVD net and cross-layer pooling with the AConv layer from the VGGVD net, is shown in Table IV . As seen, the proposed cross-layer pooling achieves the best performance in most classes. CNNaug-SVM [3] 77.2% with augmented data CNN-SVM [3] 73.9% no augmented data NUS [28] 70.5% -GHM [29] 64.7% -AGS [30] 71.1% -
C. Analysis of various components of our method
From the above experiments, the advantage of using the proposed method has been clearly demonstrated. In this section we further examine the effect of various components in our method.
1) Using different convolutional layers: First, we are interested to examine the performance of using convolutional layers other than the 4th and 5th convolutional layers in the Alex net and the 15-th and 16-th convolutional layers in the VGGVD net. We investigate the performance of using the 3th and 4th convolutional layers for the Alex net and the 14th and 15th convolutional layers in the VGGVD net. The result are shown in Table V . From the result we can see that using 4-5th layers and 15-16th layers achieves superior performance over using the 3-4th layers and 15-16th layers. This is coincident with the existing discovery [14] that the deeper the convolutional layer, the better discriminative power it has.
2) The impact of PCA and normalization: In our implementation, we have applied three operations to obtain the final image representation, that is, peforming PCA on the local feature, performing l2 normalization on each pooled coding vector and power normalization. In this section, we investigate the impact of those three operations. We conduct our experiment on MIT-67 with the AConv layer features and test the performance under various settings of those three operations. Table VI shows the results. From Table  VI , we can observe some interesting phenomenons: (1) The three operations can have big impact on the performance. If none of them is applied, the performance will drop significantly. (2) Applying either l2 normalization or power normalization could lead to similar performance improvement. (3) Applying PCA with normalization, l2 normalization or power normalization or both of them, can lead to further performance improvement. (4) The best performance is obtained by applying those three operations together.
3) Feature sign quantization: Finally, we demonstrate the effect of applying a feature sign quantization to the pooled feature. Feature sign quantization quantizes a feature to 1 if it is positive, -1 if it is negative and 0 if it equals to 0. In other words, we use 2 bits to represent each dimension of the pooled feature vector. This scheme greatly saves the memory usage. Here we only report the result on the best performed setting for each dataset. The results are shown in Table VII . As seen, this coarse quantization scheme does not degrade the performance too much, in two datasets, MIT-67 and Birds-200, it achieves almost the same performance as the original feature. Note that similar quantization scheme has been also explored in [31] , however it reports significant performance drop if applied to convolutional layer features. For example, in the Table 7 of [31] , by binarizing conv-5, the performance drops around 5%. In contrast, our representation seems to be less sensitive to this coarse quantization.
V. CONCLUSION
In this paper, we proposed a new method called cross-convolutional layer pooling to create image representations from the activations of two consective convolutional layers of a pretrained CNN. We realize this idea on two types of implementations of convolutional layers and we show that these two different implementations enjoy different advantages on different image classification problems. The proposed method achieves the overall best performance in comparison with several existing ways of re-using a pretrained DCNN to extract image representations. 
