This paper is concerned with numerical algorithms for gain function approximation in the feedback particle filter. The exact gain function is the solution of a Poisson equation involving a probability-weighted Laplacian. The problem is to approximate this solution using only particles sampled from the probability distribution. Two algorithms are presented: a Galerkin algorithm and a kernel-based algorithm. Both the algorithms are adapted to the samples and do not require approximation of the probability distribution as an intermediate step. The paper contains a preliminary error analysis for the algorithms as well as some comparative numerical results for a non-Gaussian distribution. These algorithms are also applied and illustrated for a simple nonlinear filtering example.
I. INTRODUCTION
This paper is concerned with algorithms for numerically approximating the solution of a certain linear partial differential equation (pde) that arises in the problem of nonlinear filtering. In continuous time, the filtering problem pertains to the following stochastic differential equations (sdes):
where X t ∈ R d is the (hidden) state at time t, the initial condition X 0 has prior density p * 0 , Z t ∈ R is the observation, and {B t }, {W t } are two mutually independent standard Wiener processes taking values in R d and R, respectively. The mappings a(⋅) ∶ R d → R d and h(⋅) ∶ R d → R are C 1 functions. Unless noted otherwise, all probability distributions are assumed to be absolutely continuous with respect to the Lebesgue measure, and therefore will be identified with their densities. The choice of observation being scalar-valued (Z t ∈ R) is made for notational ease.
The objective of the filtering problem is to estimate the posterior distribution of X t given the time history of observations (filtration) Z t ∶= σ (Z s ∶ 0 ≤ s ≤ t). The density of the posterior distribution is denoted by p * , so that for any measurable set A ⊂ R d ,
The filter is infinite-dimensional since it defines the evolution, in the space of probability measures, of {p * (⋅,t) ∶ t ≥ 0}. If a(⋅), h(⋅) are linear functions, the solution is given by the finite-dimensional Kalman-Bucy filter. The article [3] surveys numerical methods to approximate the nonlinear Financial support from the NSF CMMI grants 1334987 and 1462773 is gratefully acknowledged.
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The particle filter is a simulation-based algorithm to approximate the filtering task [14] . The key step is the construction of N stochastic processes
The value X i t ∈ R d is the state for the i-th particle at time t. For each time t, the empirical distribution formed by the particle population is used to approximate the posterior distribution. Recall that this is defined for any measurable set A ⊂ R d by,
A common approach in particle filtering is called sequential importance sampling, where particles are generated according to their importance weight at every time step [1] , [14] .
In our earlier papers [17] , [16] , [18] , an alternative feedback control-based approach to the construction of a particle filter was introduced. The resulting particle filter, referred to as the feedback particle filter (FPF), is a controlled system. The dynamics of the i-th particle have the following gain feedback form,
where {B i t } are mutually independent standard Wiener pro-
The initial condition X i 0 is drawn from the initial density p * 0 of X 0 independent of {B i t }. Both {B i t } and {X i 0 } are also assumed to be independent of X t ,Z t . The ○ indicates that the sde is expressed in its Stratonovich form.
The gain function K t is obtained by solving a weighted Poisson equation: For each fixed time t, the function φ is the solution to a Poisson equation,
for all x ∈ R d where ∇ and ∇⋅ denote the gradient and the divergence operators, respectively, and p denotes the conditional density of X i t given Z t . In terms of the solution φ , the gain function is given by,
Gain function:
K t (x) = ∇φ (x,t).
Note that the gain function K t is vector-valued (with dimension d × 1) and it needs to be obtained for each fixed time t.
For the linear Gaussian case, the gain function is the Kalman gain. For the general nonlinear non-Gaussian problem, the FPF (2) is exact, given an exact gain function and an exact initialization p(⋅,0) = p * (⋅,0). Consequently, if the initial
are drawn from the initial density p * (⋅,0) of X 0 , then, as N → ∞, the empirical distribution of the particle system approximates the posterior density p * (⋅,t) for each t.
A numerical implementation of the FPF (2) requires a numerical approximation of the gain function K t and the mean h t at each time-step. The mean is approximated empirically,
. The gain function approximationthe focus of this paper -is a challenging problem because of two reasons: i) Apart from the Gaussian case, there are no known closed-form solutions of (3); ii) The density p(x,t) is not explicitly known. At each time-step, one only has samples X i t . These are assumed to be i.i.d sampled from p. Apart from the FPF algorithm, solution of the Poisson equation is also central to a number of other algorithms for nonlinear filtering [5] , [15] .
In our prior work, we have obtained results on existence, uniqueness and regularity of the solution to the Poisson equation, based on a certain weak formulation of the Poisson equation. The weak formulation led to a Galerkin numerical algorithm. The main limitation of the Galerkin algorithm is that it requires a pre-defined set of basis functions -which scales poorly with the dimension d of the state. The Galerkin algorithm can also exhibit certain numerical issues related to the Gibb's phenomena. This can in turn lead to numerical instabilities in simulating the FPF.
The contributions of this paper are as follows: We present a new basis-free kernel-based algorithm for approximating the solution of the gain function. The key step is to construct a Markov matrix on a graph defined on the space of particles
The value of the function φ for the particles, φ (X i t ), is then approximated by solving a fixed-point problem involving the Markov matrix. The fixed-point problem is shown to be a contraction and the method of successive approximation applies to numerically obtain the solution.
We present results on error analysis for both the Galerkin and the kernel-based method. These results are illustrated with the aid of an example involving a multi-modal distribution. Finally, the two methods are compared for a filtering problem with a non-Gaussian distribution.
In the remainder of this paper, we express the linear operator in (3) as a weighted Laplacian ∆ ρ φ ∶= 1 ρ ∇ ⋅ (ρ∇φ ) where additional assumptions on the density ρ appear in the main body of the paper. In recent years, this operator and the associated Markov semigroup have received considerable attention with several applications including spectral clustering, dimensionality reduction, supervised learning etc [4] , [9] . For a mathematical treatment, see the monographs [8] , [2] . Related specifically to control theory, there are important connections with stochastic stability of Markov operators [7] , [13] .
The outline of this paper is as follows: The mathematical preliminaries appear in Sec. II. The Galerkin and the kernelbased algorithms for the gain function approximation appear in Sec. III and Sec. IV, respectively. The nonlinear filtering example appears in Sec. V.
II. MATHEMATICAL PRELIMINARIES
The Poisson equation (3) is expressed as,
where ρ is a probability density on R d , ∆ ρ φ ∶= 1 ρ ∇ ⋅ (ρ∇φ ) and, without loss of generality, it is assumedĥ = ∫ hρ dx = 0. Problem statement: Approximate the solution φ (X i ) and ∇φ (X i ) given N independent samples X i drawn from ρ. The density ρ is not explicitly known.
For the problem to be well-posed requires definition of the function spaces and additional assumptions on ρ and h enumerated next: Throughout this paper, µ is an absolutely continuous probability measure on R n with associated density ρ.
The associated norm is denoted as
For the zero-mean solution of interest, we additionally define the co-dimension 1 subspace
. L ∞ is used to denote the space of functions that are bounded a.e. (Lebesgue) and the sup-norm of a function φ ∈ L ∞ is denoted as φ ∞ .
The following assumptions are made throughout the paper:
(i) Assumption A1: The probability density function ρ is of the form ρ(
Under assumption A1, the density ρ admits a spectral gap (or Poincaré inequality) [2] , i.e ∃ λ 1 > 0 such that,
Furthermore, the spectrum is known to be discrete with an ordered sequence of eigenvalues 0 = λ 0 < λ 1 ≤ λ 2 ≤ ⋯ and the associated eigenfunctions {e n } form a complete orthonormal basis of L 2 [Corollary 4.10.9 in [2] ]. The trivial eigenvalue λ 1 = 0 with associated eigenfunction e 0 = 1. On the subspace of zero-mean functions, the spectral decomposition yields:
The spectral gap condition (5) implies that λ 1 > 0. Consequently, the semigroup 
Integrating twice yields the solution explicitly,
For the particular choice of ρ as the sum of two Gaussians N(−1,σ 2 ) and N(+1,σ 2 ) with σ = 0.4 and h(x) = x, the solution obtained using (8) is depicted in Fig. 1 . Since dh dx > 0, the positivity of the gain function dφ dx (x) follows from the maximum principle for elliptic pdes [6] .
III. GALERKIN APPROXIMATION OF THE GAIN
Weak formulation: A function φ ∈ H 1 0 is said to be a weak solution of Poisson's equation (4) if
It is shown in [12] that, under Assumptions (A1)-(A2), there exists a unique weak solution of the Poisson equation.
The Galerkin approximation involves solving (9) in a finite-dimensional subspace S ⊂ H 1 0 (R d ;ρ). The solution φ is approximated as,
where {ψ m (x)} M m=1 are a given set of basis functions. The finite-dimensional approximation of (9) is to choose
where S ∶= span{ψ 1 ,⋯,ψ M } ⊂ H 1 0 . Denoting [A] ml =< ∇ψ l ⋅ ∇ψ m >, b m =< h,ψ m >, and c = (c 1 ,c 2 ,⋯,c M ) T , the finite-dimensional approximation (11) is expressed as a linear matrix equation:
In a numerical implementation, the matrix A and vector b are approximated as,
The resulting solution of the matrix equation (12), with A = A (N) and b = b (N) , is denoted as c (N) ,
Using (10), we obtain the particle-based approximation of the solution:
In terms of this solution, the gain function is obtained as, 
where ε N → 0 as N → ∞ a.s. Example 3: We next revisit the bimodal distribution first introduced in the Example 2. Fig. 2 depicts the empirical 
A unique solution exists because e t∆ ρ is a contraction on L 2 0 . The approximation proposed in this section involves approximating the semigroup as a perturbed integral operator, for small positive values of t = ε. The following approximation of the semigroup appears in [4] , [9] :
where k (ε) (x,y) ∶=
In terms of the perturbed integral operator, the fixed-point equation (18) becomes,
(20)
The superscript ε is used to distinguish the approximate (εdependent) solution from the exact solution φ . As shown in the Appendix A, T (ε) has an ergodic invariant measure µ (ε) which approximates µ as ε ↓ 0. For any fixed positive ε, we are interested in solutions that are zero-mean with respect to this measure. The existence-uniqueness result for this solution is described next; the proof appears in the Appendix A. Proposition 2: Consider the fixed-point problem (20) with the perturbed operator T (ε) defined according to (19) . Fix ε > 0. Then there exists a unique solution φ (ε) such that ∫ φ (ε) dµ (ε) = 0.
In a numerical implementation, The integral operator T (ε) is approximated as a N ×N Markov matrix whose (i, j) entry is obtained empirically as,
where k (ε,N) (x,y) =
.
The resulting finite-dimensional fixed-point equation is given by,
where Φ (ε,N) ∈ R N is the vector-valued solution, H (N) = (h(X 1 ),h(X 2 ),⋯,h(X N )) ∈ R N , and T (ε,N) and T (s,N) are N × N matrices defined according to (21). The existenceuniqueness result for the zero-mean solution of the finitedimensional equation (22) is described next; its proof is given in the Appendix B. The zero-mean property is the finite-dimensional counterpart of the zero-mean condition ∫ φ dµ = 0 for the original problem and ∫ φ dµ ε = 0 for the perturbed problem. Proposition 3: Consider the fixed-point problem (22) with the matrix T (ε,N) defined according to (21). Then, with probability 1, there exists a unique zero-mean solution
Once Φ (ε,N) is available, it is straightforward to extend it to the entire domain. For
(23) By construction φ (ε,N) (X i ) = Φ (ε,N) i for i = 1,⋯,N. The extension is not necessary for filtering because one only needs to solve for ∇φ at X i . The formula for this is,
The algorithm is summarized in Algorithm 1. For numerical purposes we use εH N ≈ ∫ ε 0 T (s,N) H (N) ds. Also, the fixedpoint problem (22) is conveniently solved using the method of successive approximation. In filtering, the initial guess is readily available from the solution at the previous time-step.
Algorithm 1 Kernel-based gain function approximation
Calculate g i j ∶= exp(− X i − X j 2 4ε) for i, j = 1 to N.
Calculate k i j ∶= g i j ∑ l g il ∑ l g jl for i, j = 1 to N.
The following is a summary of the approximations with the kernel-based method:
Kernel approx:
We break the convergence analysis into two steps. The first step involves convergence of φ (ε,N) to φ (ε) as N → ∞. The second step involves convergence of φ (ε) to φ as ε → 0. The following theorem states the convergence result for the first step; a sketch of the proof appears in Appendix C. Theorem 1: Consider the empirical kernel approximation of the fixed-point equation (18) . Fix ε > 0. Then, (i) There exists a unique (zero-mean) solution φ (ε) for the perturbed fixed-point equation (20). (ii) For any finite N, a unique (zero-mean) solution Φ (ε,N) for (22) exists with probability 1. For a compact set Ω ⊂ R d ,
where φ (ε,N) is the extension of the vector-valued solution Φ (ε,N) (see (23)). The convergence analysis for step 2, as ε → 0, is the subject of ongoing work. In this regard, it is shown in [10] that for compactly supported functions f ∈ C 3 ,
Example 4: Consider once more the bimodal distribution introduced in 2. Figure 3 depicts the kernel-based approximation of the gain function with N = 200 particles and range of ε. The kernel-based avoids the Gibbs phenomena observed with the Galerkin (see Fig. 2 ). Notably, the gain function is positive for any choice of ε. 
V. NUMERICS
In this section, we consider a filtering problem associated with the bimodal distribution introduced in Example 2. The filtering model is given by,
where X t ∈ R, Z t ∈ R, W t is a standard Wiener process, the initial condition X 0 is sampled from the bimodal distribution comprising of two Gaussians, N(−1,σ 2 ) and N(+1,σ 2 ), and without loss of generality, Z 0 = 0. As in Example 2, the observation function h(x) = x is linear. The static case is considered because the posterior is given explicitly:
(25) The following filtering algorithms are implemented for comparison: 1) Kalman filter; 2) Feedback particle filter with the Galerkin approximation where S = span{x,x 2 ,x 3 ,x 4 ,x 5 }; 3) Feedback particle filter with the kernel approximation. The simulation parameters are as follows: The true initial state X 0 = 1. The measurement noise parameter σ W = 0.3. The simulation is carried out over a finite time-horizon t ∈ [0,T ] with T = 0.8 and a fixed discretized time-step ∆t = 0.02. All the particle filters use N = 100 particles and have the same initialization, where particles are drawn with equal probability from one of the two Gaussians, N(−1,σ 2 ) or N(+1,σ 2 ), where σ = 0.1. For the kernel approximation, we use ε = 0.15. The Kalman filter is initialized withX 0 = 0 and Σ 0 = Var(X 0 ) = 1 + σ 2 . The latter corresponds to the variance of the prior. Figure 4 parts (a) and (b) depict the particle trajectories and the associated distributions obtained using the kernel approximation and the Galerkin approximation, respectively. The kernel-based approximation provides for a better approximation of the exact posterior. At time t 1 during the initial transients, some of the particles with the Galerkin approximation show a divergence. This is a numerical issue due to the Gibb's phenomena that leads to erroneous negative value of the gain (see the discussion in Examples 2 and 3).
For applications of FPF with kernel-based approximation of the gain function for attitude estimation problem see the companion paper [19] .
(ii) For sufficiently small values of ε, the operator T (ε) ∶ L 2 (µ (ε) ) → L 2 (µ (ε) ) is a compact Markov operator with an invariant measure µ (ε) . (iii) T (ε) ∶ L 2 0 (µ (ε) ) → L 2 0 (µ (ε) ) is a strict contraction. Proof: (i) WLOG assume µ = 0 in the Assumption A1. For notational ease, denote ρ (ε) (x) ∶= g (ε) (x,y)ρ(y)dy,
where recall that ρ (ε) (x) is used to define the denominator of the kernel. Then
