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1. INTR~DUOTI~N 
A standard method for studying the solutions of an equation in Euclidean 
space with a parameter p 
is to show that the degree at y of the map f for a fixed value of p is nonzero, 
and then use the invariance under homotopy of the degree to show that the 
degree has the same value as p is varied. To use this procedure it is necessary 
to prove that the degree is defined for the values of p considered. We consider 
(Section 2) the case in which the degree is not defined for a fixed value p,-, . 
We assume that the degree at y is not defined because a single point p on the 
boundary of the set relative to which the degree is taken is mapped into y 
and we require that a simple geometric condition at p be satisfied. Then we 
prove that the degree is nonzero if TV > CL,, or if TV < p,, . 
This result is easily applied to bifurcation point theory and we describe 
applications to functional equations (Section 3) and periodic solutions of 
ordinary differential equations (Section 4). The advantages of using this 
result are that it is not necessary to compute a topological degree (often a very 
difficult problem) and the result can be applied even if the topological degree 
(more precisely, the index of the bifurcation point) is zero. The latter 
advantage is illustrated by an example in Section 4. The disadvantage of the 
method is, of course, the fact that only solutions “on one side” of p = cl0 
are obtained, i.e., we obtain one-sided bifurcation points. 
The one-sided bifurcation points which we study can be regarded as 
generalizations of the bifurcation points of two dimensional autonomous 
systems of ordinary differential equations in which a stable critical point 
divides into a critical point and a limit cycle as a parameter h varies. This 
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latter study is reduced (see Minorsky [l, pp. 169-1731) to the investigation of 
the solutions of a single equation 
where r0 is a real variable and h is a parameter. We will be concerned with the 
solutions of n equations in n variables (n > 2) where the equations depend 
on a parameter A. The geometric condition mentioned in the first paragraph 
of this section corresponds to the hypothesis a,l&) f 0 used in Minorsky [I]. 
2. THE TOPOLOGICAL THEOREM 
Let W be an open set in Rn (n > 2) which contains B, the closure of a 
bounded open set, and let p0 be a fixed positive number. Let 
g: W x (-P~,P,,)+R~ 
be a map with continuous first derivatives in all variables. Let S denote the 
boundary of B. We will study curves of the form g/{pO} x I where p, is 
fixed and I is an interval on the p-axis (we denote these curves by g(ps , p), 
p ~1) and surfaces of the form g/J x {CL} where J is a smooth (n - 1) 
dimensional surface in S and ~1 is fixed. Mappings of the form g/D x {CL}, 
where D is a subset of B and p is fixed, will be denoted by g, , and we let 
d(g, , G, 0) denote the Brouwer degree of g,, at 0 and relative to the closure 
G of a bounded open set. 
THEOREM 1. If the set 
{P E %0(P) = o> 
cons&s of a single point p,, and if there is a smooth surface J C S such that 
p, E J and an open interval I = (-1~~) p,,) such that the tangent at 0 to the 
curve g(p,, , p), TV E I, and the normal at 0 to the surface g/J x {0} exist and 
are not perpendicular; then there exists p1 > 0 such that d(g, , B, 0) is defined 
for each EL E (-pi , 0) u (0, PJ ad 
dk, v B, 0) # 0 
f~PE(-P.,,O)or 
dku 9 B, 0) # 0 
for P E (0, ccl). 
Proof. For brevity we prove the theorem for the case n = 2. The 
argument for the general case is parallel. 
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In the two dimensional case the surface g/J x {p} is a curve which we 
denote by gh), P E J. N ow suppose g,,( p), p E I; is described by the functions 
x = F,(v) 
Y = 4(v) 
where v = v(p) is a parameter describing J. Let v,, be the parameter value 
corresponding to p, and let L be the tangent line at 0 to the curve g(ps , p), 
p E I. Then L is described by 
(1) 
where T is a parameter. The common points of L andg,(J) are the solutions of 
By hypothesis, 
(3) 
(4) 
Hence the implicit function theorem shows that (3) and (4) can be solved 
uniquely for v and r as functions of CL, i.e., there is a circular neighborhood 
No of p, and an interval 9 C I such that S n No is a smooth curve (without 
endpoints) contained in J and 0 E 9 such that for each ~1 E 3, the set 
consists of exactly one point. (No restriction need be made to some segment of 
L because if No and p are small enough, g,,(S n No) intersects L in at most one 
point.) Also L intersects (is not tangent to) g,,(S n No). 
If No is sufhciently small and if 9 is a half-ray emanating from 0 and 
contained in L then 
2 n AS n No) 
either consists of exactly one point if TV > 0 and is the null set if p < 0 or 
consists of exactly one point if p < 0 and is the null set if p > 0. For suppose 
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9 is described by (1) and (2) with, say, 7 > 0. It is then sufficient to show 
that if (3) and (4) are solved for 7 and v as functions of TV, then p > 0 implies 
T > 0. For this, it is sufficient to show that dr/dp > 0. Differentiating (3) 
and (4) with respect to p and solving the resulting linear equations for dr/dp 
shows that for v close to vs , dT/dp is approximately +I. (For v to be close 
enough to v,, , it may be necessary to choose N,, smaller than before.) 
If J,, is a small enough smooth curve in S n N,, such that p, E Js and if 
1 p / is sufficiently small, then g,(p), p E Jo , does not contain 0 if p # 0 
because the condition that gU(p) be zero is: 
0 = F,(v) = F,(v) -F&J,) = (q$) (v - vug) + (2gj (p - 0) (6) 
0 = H,(v) = H,(v) - f&(v,) = (%) (v - VII) + (9) (P - 0) (7) 
where aFJav, aF,/ap are evaluated at an intermediate point (u, p) between 
(vs , 0) and (v, II), and similarly for iYH,/av and aHJ+. By inequality (5), 
if (v, p) is close enough to (v,, , 0), the coefficient determinant in (6) and (7) is 
nonzero and hence (6) and (7) have no nonzero solutions. 
Now let Jo be as above and suppose that the endpoints of I,, are contained 
inSnN,. Let 
(8) 
From the hypotheses, 6 > 0. Let 1 p / be small enough so that ifp E 5’ - Jo , 
then 
II &CL(P) - &l(PII < ; * 
Also let j p / be small enough so that 9 intersects g,(S n NJ in at most one 
point and that point is in g,(J,,). If N, is small enough the set (S n IV,,) - lo 
consists of two smooth curves A, and A, . Let CT,(~) be a parameter for Ai 
so that CQ = 0 at the endpoint of S n N, and ai = 1 at the endpoint of 
Jo (i = 1,2). 
For fixed p with 1 p 1 sufficiently small we define a new map MU on B as 
follows. First, on S, M,, is defined by 
M,(P) = go(P) for p E S - (S n NJ, 
M,(P) = gu(P> for P E Jo, 
ML4 PI = k%(P) + dP)MP) - &l(P)1 for peAI, 
M,(P) = go(P) + Q’Uw(P) - &)I for pi A,. 
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On the interior of B, Mu is defined to be any continuous extension to B of 
the MJS defined immediately above. Next we show that the map 
Mu(P) - t”WdP) - &(P)lY w-9 
where tl E [0, l] and p E S, is a homotopy in R2 - {O}. To prove this, we use 
the following observations: 
6) forP E Jo 3 &(P) = MUM 
(ii) for p E (S n IV,) - Jo, 
I Mu(P) - &(P)l = I &l(P) + aL(P> - &41 - &(P)l 
= @i - lN&(P) - &?o(P>1l 
d I &W - &l(P)l 
<$. 
(iii) forp E S - (S n NJ, 
I Mu(P) - &(P)I = I&4P) - &(P)I < $ - 
These observations, together with (8) and (9) and the fact that p f 0 implies 
0 4 g,(J,), show that (10) is a homotopy with the desired property. 
By homotopy (lo), if p is fixed and positive 
Similarly, 
4gu , B, 0) = d(M,z , B, 0). 
G-u , B, 0) = d(M-, , 4 0). 
But 
I WC, , B, 0) - d(M-, , B, O)l = + 1 
because L intersects M,(S n N,) where TV > 0 just once (in the set 
MJ],,) = g,(],,)) and does not intersect M-,(S n No). L does not intersect 
M-,(S n N,) because first L does not intersect g-,(J,) and secondly if L 
intersected MJS n N,,) - g-,(I,) then L would intersect g-,O(J,,) for some 
--pO where -cc,, < 0 and this possibility has been already excluded. (The 
argument depends on the fact that we may select a neighborhood ,A$ of p, 
small enough so that A$ - g,(],) consists of two components, one of which 
is covered by curves of the form g_JJ,), where -p,, < 0, and the other of 
which is covered by curves of the form g&J where p0 > 0. If L intersects 
M-,(S n N,,) - g-,(j,,), then since L has no intersection with g,,(S n No) 
except at 0, L intersects J$ in the component covered by curves of the form 
g-J Jo).) 
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Therefore 
I d(g, , B, 0) - d(g-, , 4 O)l = +1 
and hence one of the numbers d(g, , B, 0) or d(g-, , B, 0) must be nonzero. 
It is easily seen that d(g, , B, 0) is constant for all sufficiently small positive ,.L. 
Similarly d(g-, , B, 0) is constant. This completes the proof of the theorem. 
COROLLARY 1. Suppose p, is an isolated O-point of g(p, 0) and suppose 
there is a surface J through p, such that the normal at 0 to g/J x {0} and the 
tangent at 0 to g(p,, , TV), TV E I exist and are not perpendicular. If B is the 
closure of a bounded open set such that B is contained in a neighborhood of p, in 
which p, is the onZy O-point and af J is a subset of the boundary of B, then the 
conclusion of the theorem holds. 
3. APPLICATION TO FUNCTIONAL EQUATIONS 
Corollary 1 can be applied in theory to any functional equation the study 
of whose solutions can be reduced to the study of the topological degree of 
a map in Euclidean n-space. As a case for which the map obtained is suffi- 
ciently explicit so that Corollary 1 yields a concrete result we consider the 
equation in a Banach space B 
(I + c + T)x = y 
where I is the identity, C is linear and completely continuous, and T satisfies 
the conditions: 
(a) the domain of T is an open set U such that 0 E U, and T is 
differentiable on U; 
(b) if x, y E U, then 
II T(x) - T(r)ll < M(ll x II + II Y II) II x -Y II 
where M is a positive constant; 
(c) there is an interval 1 on the real axis, an open set V in B, and a 
maximal integer k such that 
(i) 0 E I; 
(ii) 0 E V where 0 is the zero element of B; 
(iii) ifolEIandxEV,thenowcEU, 
(iv) if OL ~1 and x E I’, then 
T(U) = ol”Tl(ol, x) 
where the function T1 is a continuous map from I x Y into B. 
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We assume also that x = 0 is an isolated O-point of (I+ C + T). Let y be 
a fixed element of B and p a real number. We study 
(I+ c + T)x = M. (11) 
(Examples of this equation include integral equations and nonlinear elliptic 
equations (see [2]). Let El , El be the projections of B into X1 and Xi where 
Xi is the null space of (I + C) (say of dimension n) and B = Xl @ X1 
(direct sum). It is known that there exists R, an invertible linear transforma- 
tion from X onto X such that if x E B then 
R(I + C)x = ElX. 
Applying R to (11) we obtain 
Elx + RTx = pRy. (12) 
Applying El and El to (12) and d enoting E,x and E1x by x1 and xi, respectively, 
we obtain 
x1 + ElRT(x, + x’) = ,uElRy (13) 
and 
E,RT(x, + x’) = pEIRy. (14) 
Because of condition (b) on T, we can solve (13) for x1 in terms of xi and 
pEIRy by successive approximations and obtain 
x1 = G(x, , ,uElRy) (15) 
where G is a differentiable function of x, and pEIRy. Substitution from (15) 
into (14) yields : 
E,RT[x, + G(x, , pElRy)] - pE,Ry = 0. (16) 
Solving (16) for x1 is equivalent to solving (11) for x and hence if the degree 
of the map described by the left side of (16) with TV fixed is nonzero then (11) 
has a solution. Thus we seek to apply Corollary 1 to the map 
g(P, 14 = EIRTExI + G@, 9 PE~RY)I - PWY 
where xi is p. Then 
g(P, 0) = WT[x, + G(x, , 011 
and 
AO, P) = E,RT[G(O, @Ry)l - /-4Ry. 
(17) 
(18) 
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Since G(x, , @PRy) is the solution by successive approximations of (13), then 
G(0, @lRy) is the limit of the sequence {xlal} defined as follows: 
Xl 1=(-j 
x21 = IE’RT(0) + ,uElRy = /LEIR~, 
x3 1 = -EIRT(PEIRy) + t~ElRy, 
. . . 
xx1 = -ElRT(x,‘) + pE’Ry. 
. . . 
By condition (c) on T, it follows (by the same kind of argument as in 
[3, pp. 215-2161) that 
G(O, @RY) = PEW + p2H(p, El&) 
where H(p, ElRy) is a continuous function of (CL, ElRy) in some neighborhood 
of p = 0, ElRy = 0. From this fact and (18), it follows that 
ido, CL) = CL~E,RT’[P, ElRy + tJV, E%y)l - t4Ry. 
Hence the tangent to the curve g(0, CL) at p = 0 is -E,Ry. Application of 
Corollary 1 thus yields: 
THEOREM 2. If S is an (n - I)-dimensional surface through 0 such that the 
surface 
E,RT[x, + G(x, > (01, x1 E s 
has a normal N at 0 and if y is such that N and -E,Ry are not perpendicular, 
then for ( p / su$icientZy small, Eq. (11) h as a solution for positive p or has a 
solution for negative EL. 
4. APPLICATION TO PERIODIC SOLUTIONS 
OF ORDINARY DIFFERENTIAL EQUATIONS 
For brevity we describe an application to a two dimensional totally 
degenerate case. However, the same technique can be used for the n-dimen- 
sional case, either partially or totally degenerate. Consider the two dimensional 
quasilinear system 
% = 4)x + tcf (x9 4 II) (19) 
where TV is a “small” real parameter; the components of matrix A(t) and 
function f have continuous second derivatives for all real t and have period T 
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as functions of t; the function f is defined in an interval containing p = 0 
and for x in some domain; and f has continuous second derivatives in TV and 
the components of x. We study the completely degenerate case, i.e., the case 
in which the system 
Ji = A(t)x (20) 
has two linearly independent solutions of period T. Let M(t) be a fundamental 
matrix of (20) such that M(0) is the identity matrix and let x(t, p, c) denote 
the solution of (19) which satisfies the initial condition: x(0, p, c) = c. If the 
bifurcation equation 
&,P) "ff j' W(S>l-'f[+ CL, 4 s, Ads = 0 
0 
(21) 
has for given p f 0 a solution c(p), then x(t, CL, c(p)) is a solution of (19) 
which has period T. The classical approach to the study of (21) is to prove 
that (21) has an initial solution p = 0, c = co at which the determinant 
] GzJ&~ / is nonzero and apply the implicit function theorem (Coddington 
and Levinson [4; 5, Chap. 141 and Malkin [6]). An extension of this method 
is to show that the topological degree d[h(c, 0), B, 01, where B is the closure 
of a bounded open set in c-space, is defined and nonzero [2, pp. 64-701. 
(For another application of degree theory to periodic solutions, see Cesari [7].) 
This technique yields periodic solutions of (19) which are defined for all TV 
such that 1 p 1 is sufficiently small. Application of Corollary 1 will yield 
periodic solutions defined only for p positive or p negative. We will show 
with an example that Corollary 1 can be applied when neither the implicit 
function theorem nor the topological degree d[h(c, 0), B, 0] can be used. 
In order to apply Corollary 1, the functions h(c, , p) and h(c, 0) must be 
studied. The function h(c, 0) can easily be determined explicitly if x(s, 0, c), 
the solution of (20), is known. (See, for example, [2, pp. 85-911.) We need 
also to determine Gz/+(c, , 0). First 
$ (co ,CL) = j: vfw-l 1% [& P9 co), s> PI 
+ [g MS, EL, co> s, PI] [- (~7 cc, co,] 1 ds. (22) 
If x(s, p, co) can be expressed as a power series in CL, i.e., 
x(s, p, c) = X0($ co) + PXl(S, co) + P2X2(S, co> + ***> 
(This will be true if f is analytic in x, t, and p), then 
g (4 PL, co) = X1(& co) + &X2(& co) + *-* (23) 
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and 
$ (4 0, co) = X1(& co). (24) 
Thus Sz/+(cO , 0) at CL = 0 can be explicitly computed. 
EXAMPLE. Consider the system 
n=y+p ~(2~2+y2)sint+~r+y 
[ I 
j= -x+/L 
[ 
1 1 
x+5y+-cost+pmcost 
77 1 
(25) 
where 1, m are real constants. In this equation h(c, 0) = 0 is: 
2c,c, + Cl = 0, (26) 
5cis + 7c2s + c2 + I = 0. (27) 
If 1 = l/28, then this pair of equations has exactly one solution, i.e., cr = 0 
and c2 = -l/14. The differential of the transformation described by the left 
sides of (26) and (27) is 
( 
2c, + 1 2c, 
loci ) 14c, + 1 . 
Let J be a smooth curve through (0, -l/14) such that the tangent vector of J 
at (0,-l/14) is (5) where k f 0. Then h(c, 0), c E J, has the tangent vector 
(2), where K, # 0, at (0, -l/14). From (22), we can compute %/+(c,, , 0). 
First 
If [M(s)]-~ 8 [x(s, 0, co>, s, 01 ds = 1; (;; 1 -;; :) (, p, ,) ds 
Next suppose that 
1”” [M(S)]-l 2 [x(s, 0, co), s, 01 $ (s, 0, 4 ds = (;)a 
0 
Then 
$ (09 co) = (F JrnJ. 
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S uppose there exist constants Kl , K2 , not both zero, such that 
or 
K,a + Kzk, = 0, (28) 
K,(,d + mr) = 0. (29) 
Now we observe that OL and /I are independent of m. This is because, first, 
is clearly independent of m. Secondly, by (23) 
and in this case xr(s, co) is a solution of the nonhomogeneous equation 
where A = (or i) and [x& * IS t e tt h *h component (; = 1,2) of xs(s, c,,), and 
x0($, cs) is the solution of 
f, = Ax, 
such that x0(0, cO) = cs . Clearly then xr(s, ca) is independent of m. 
Since (y. and /? are independent of m, the value m may be chosen so that 
,L+mn#O.Then,K,=Oand 
K,k, = 0. 
Since k, f 0, then K, = 0, a contradiction. 
Hence Corollary 1 can be applied to conclude: if m is such that j3 + rnv # 0, 
then from the periodic solution 
1 
- nSin t ! 1 k=y 1 of - 14 cos t j = -x 
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there branches a solution (of period 271) of system (24) either as TV increases 
above zero or as p decreases below zero. 
Notice that since cr = 0, ca = -l/14 is the only real solution of 
2c,c, + c1 = 0, 
1 
h2 + 7C22 + C2 + 28 = 0, 
then its topological index is equal to the degree at 0 and relative to a large 
sphere of the map described by the left sides of the equations. But it is easy 
to see that that degree is 0. Hence it is not possible to obtain any information 
by using the usual degree theory approach. (Of course, if the value I = l/28 
were changed slightly we would obtain a system that could be treated by 
using degree theory. However a small change in the coefficients produces here 
a large change in the nature of the periodic solutions of the equation. It is 
easy to show that if I > l/28, then the bifurcation equation has no real 
solutions for small p. If -3/4 < 2 < l/28, the bifurcation equation has at 
TV = 0 two distinct real solutions and the Jacobian 1 ah,/& ( is #O at each 
of these solutions. Hence there are two families of periodic solutions each 
defined for p in a neighborhood of p = 0. Thus, by taking values close to 
I = l/28, we get no consistent clues about whether there exist periodic 
solutions at 1 = l/28.) 
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