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Abstract
A set of k mobile agents with distinct identifiers and located in nodes of an unknown anonymous connected network, have to
meet at some node. We show that this gathering problem is no harder than its special case for k = 2, called the rendezvous problem,
and design deterministic protocols solving the rendezvous problem with arbitrary startups in rings and in general networks. The
measure of performance is the number of steps since the startup of the last agent until the rendezvous is achieved.
For rings we design an oblivious protocol with cost O(n log `), where n is the size of the network and ` is the minimum label
of participating agents. This result is asymptotically optimal due to the lower bound showed by [A. Dessmark, P. Fraigniaud, D.
Kowalski, A. Pelc, Deterministic rendezvous in graphs, Algorithmica 46 (2006) 69–96].
For general networks we show a protocol with cost polynomial in n and log `, independent of the maximum difference τ
of startup times, which answers in the affirmative the open question by [A. Dessmark, P. Fraigniaud, D. Kowalski, A. Pelc,
Deterministic rendezvous in graphs, Algorithmica 46 (2006) 69–96].
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
We consider a gathering problem defined as follows: a set of k mobile agents originally located at arbitrary nodes
of a network – modeled as an undirected connected graph – have to meet at some node. An important special case is
the version for two agents, known as the rendezvous problem. If the nodes of the graph are equipped with unique labels
or the agents are allowed to save messages in nodes, then the problem gets significantly simpler and can be reduced
to graph exploration. However, in many applications such facilities may not be available, e.g. for technical or security
reasons, which implies the need to design gathering protocols working in anonymous networks modeled by graphs
with unlabeled nodes. We must assume however that the ports at a node are locally distinguishable: otherwise two
agents might be unable to meet even in a complete graph with four nodes K4. Hence we make a natural assumption
that all ports at a node are locally labeled 1, . . . , d , where d is the degree of the node (local labelings at different nodes
do not have to be consistent in any way). Unless otherwise stated, we do not assume agents to know the topology of the
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graph or its size. We also assume that the agents have distinct identifiers – otherwise it is easy to see that deterministic
gathering even in anonymous graph K2 (a clique of two nodes) is impossible.
1.1. Related work
Gathering is a very natural problem and it was considered in various settings, see e.g. [10,15,17,19]. Even for the
ring topology, the gathering problem is important due to its application to self-stabilization problem where, starting
from an arbitrary state of the system, the goal is to recover into the legal single-agent state (see e.g., [17,20]).
Previous solutions considered either models with some additional information provided to agents, like sense of
directions or a map of the network, or used randomization to break the symmetry of the anonymous network. A model
similar to the one studied in this paper was considered in [24], but it still assumed some knowledge about the graph
and the localization of agents. Randomized approach to gathering exploits random walks in graphs, which have been
widely studied and applied in the context of graph traversing [2].
The special case of the gathering problem – the rendezvous problem – has been also extensively studied (see [5]
for references). It was introduced in [22] and continued in two directions: geometric space [8,9,16] and graphs [3,6].
Most of the papers, e.g. [3,4,7,17], adopted the probabilistic scenario where either inputs are random or protocols use
randomization (or both). Deterministic rendezvous with anonymous agents working in unlabeled graphs but equipped
with tokens used to mark nodes was considered e.g. in [18]. The so called hunter–rabbit game, in which one agent has
to catch the other, was also considered, see [1] for recent results and references. De Marco et al. [13] considered the
rendezvous problem in asynchronous networks.
Dessmark et al. [14] were the first to study the rendezvous problem in the model adopted in this paper.
They designed protocols for trees, rings and general networks, both in simultaneous and arbitrary startup model,
and established lower bounds on time complexity. We briefly describe their contribution focusing on the results
corresponding strictly to the results presented in this paper. For simultaneous startup they proved that the optimal
cost of rendezvous in any ring is Θ(D log `), where D is the initial distance between agents. For arbitrary startup,
they showed that Ω(n + D log `) is a lower bound on the cost required for rendezvous in an n-node ring (since an
adversary can make D = Θ(n), the worst-case lower bound – viewed as a function of n and ` – is Ω(n log `)). They
designed a rendezvous protocol for rings with cost O(`τ + `n2), where τ is the difference between startup times, if
the agents do not know ring size n. They also presented a deterministic rendezvous protocol with cost polynomial
in n, τ and log ` for arbitrary connected graphs, as well as a lower bound Ω(n2) on the cost of rendezvous in some
family of graphs.
1.2. Our results
For the ring network topology we design an oblivious gathering protocol with cost O(n log `), which is
asymptotically worst-case optimal due to the lower bound Ω(n log `) showed in [14]. Note that this lower bound
also holds for protocols which are adaptive and work in simultaneous startup model. In this sense we show that the
problem for rings with and without arbitrary startup has the same difficulty, for adaptive as well as for non-adaptive
protocols.
For general networks we show a gathering protocol with cost polynomial in n, log ` and not depending on τ ,
which answers in the affirmative the question stated in [14]. Our protocol (as well as the one from [14]) is partly
non-constructive: it uses some combinatorial objects which are only proved to exist by the probabilistic method.
Nevertheless the protocol is in fact deterministic, since the agents can find the required combinatorial objects locally
by brute force. This may be quite expensive but our model described below counts only moves of the agents and does
not care about local computation time.
1.3. The model
The model we adopt is essentially the same as the one used in [14], so we just give its brief description.
The network is modeled as a simple undirected connected graph with unlabeled nodes. The ports at each node (i.e.
the edges incident with the node) are labeled 1, . . . , d , where d is the degree of the node, but this labeling is only local
and it does not have to be consistent with labelings of this node’s neighbors. The size of the network, denoted by n, is
a priori unknown to the agents.
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There are k agents in the network, where k is a priori not known to the agents (although for the rendezvous problem
we assume that the information that k = 2 is provided a priori). Agents have distinct identifiers (labels), which are
different integers written as binary strings. Every agent knows only its own label, which is the sole input to a gathering
protocol it executes. Agents move in synchronous steps. In a single step, an agent may either remain idle or move
to an adjacent node. Agents can exchange their information iff they are in the same node at the same time step. The
initial location of agents is arbitrary (i.e. decided by an adversary). During the execution of the protocol, if an agent
currently located at some node decides to traverse some yet unexplored incident edge, the actual edge is chosen by
an adversary. The agent, however, learns the local port number by which it enters a node and the degree of the node.
Agents actually meet only if they get to the same node in the same step, not if they pass each other along an edge.
We consider a general scenario with arbitrary startup, in which starting times of agents are arbitrarily decided by
an adversary. Agents are not aware of the difference between starting times; each of them is created at its startup and
begins executing its protocol and counting steps since then.
The cost of a gathering protocol is the worst-case number of steps since the startup of the latest agent until gathering
is achieved, taken over all above mentioned adversary choices of initial locations, unexplored edges and startup times.
Time of local computations performed by agents does not contribute to cost. Our algorithms are oblivious in the sense
that a decision in a step depends in fact on a pre-defined function of three parameters: a label, a step counter since
startup, and – in the case of the ring algorithm – a port of entry to the current node.
1.4. Notation and preliminaries
The labels of the agents are denoted by L1, L2, . . . , Lk , in the order of the startup times: agent with label L i
appears not later than agent with label L i+1. An agent knows only the value of its label L i , not its relative position i .
The smallest of the considered labels L1, . . . , Lk is denoted by ` and the difference between startup times of agents
L1 and Lk is denoted by τ . The number of nodes in the graph is denoted by n, and it is not known to the agents.
For label L and integer r , let f (L , r) denote the string obtained by replacing each 0 in the binary representation of L
with 04
r
14
r
and each 1 in a binary representation of L with 14
r
04
r
. Note that f (L , r) is partitioned into homogeneous
(only 0s or only 1s) blocks of size 4r , numbered from 1 to 2|L|. We say that one block is opposite to another if one of
them is a block of ones while the other one is a block of zeros. For technical reasons we assume that |L| ≥ 16 (this
can be achieved e.g. by adding 215 to all labels). We use f (L , r) to control the actions of agent L in stage r of our
gathering/rendezvous protocols.
Let Cr (L) denote the concatenation of strings for label L and stages 0, 1, . . . r , i.e.,
Cr (L) = f (L , 0) unionsq f (L , 1) unionsq · · · unionsq f (L , r).
Each step of our protocols will correspond to a single bit in the infinite control string C∞(L), thus we will identify
time segments during the execution of the protocol with substrings of C∞(L) and say, e.g., that some segment S is
covered by block P (which means that the string corresponding to S is contained in P).
The following lemma shows useful combinatorial properties of control strings.
Lemma 1.1. For any substring S of Cr (L), with |S| = 4r+1, S contains at least 4r 0s and at least 4r 1s.
Proof. Let #0(s) and #1(s) denote the number of 0’s and 1’s in a string s, respectively. The following facts are easy to
see:
1. For any k ≥ 0, |#0( f (L , k))− #1( f (L , k))| = 0.
2. For any k ≥ 0, if s is any prefix or suffix of f (L , k) then |#0(s)− #1(s)| ≤ 4k .
3. For any k ≥ 0 and any substring s of f (L , k), with |s| ≥ 4k+1, we have #0(s), #1(s) ≥ 4k .
Suppose that S begins in f (L , i) and ends in f (L , j).
If j < r then by (1) and (2), we have |#0(S)− #1(S)| ≤ 4i + 4 j ≤ 4r , so #0(S), #1(S) ≥ 4r .
If i = j = r then, by (3), #0(S), #1(S) ≥ 4r .
If i < j = r then S contains either the first two blocks of f (L , r) or the last eight blocks of f (L , r − 1), so S
contains at least 4r 0s and at least 4r 1s. 
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2. Gathering vs. rendezvous problem
In this section we show that each rendezvous protocol can be easily modified to obtain gathering protocol with
asymptotically the same time complexity. Given the rendezvous protocol R, each agent applies this protocol with the
following modification:
after some agents meet in a node, they all continue rendezvous protocol R for the smallest label from them, as
if there has been no rendezvous (we say that the agent with the smallest label sticks all the other agents met in
this node).
We call this protocol sticky-R protocol.
Lemma 2.1. Each sticky-R protocol is a gathering protocol with the same asymptotic complexity as the original
rendezvous protocol R.
Proof. Fix anonymous network G and starting nodes and times. Consider two executions: first is the worst-case
execution of the sticky-R protocol for the smallest label `, the second is the worst-case execution of the original
rendezvous protocol R for the smallest label `. It is clear that if the agent with label ` does not “stick” some other
agent L in the gathering protocol then it also does not meet L in the rendezvous execution. 
3. Rendezvous in rings
In this section we assume that agents know that the underlying graph is a ring, although they do not know its size.
An agent arbitrarily chooses one direction in the ring as ‘left’ and the other as ‘right’ (note that these assignments
may be different for different agents). The starting direction for each agent is arbitrary. We present an asymptotically
optimal rendezvous protocol which, by Lemma 2.1, also solves the gathering problem. (A similar idea was applied
independently in an asynchronous setting in [13].)
Protocol RING-WALK(L )
step count← 0
∆← 1
for stage← 0, 1, . . . do
T ← f (L , stage)
for i ← 1, . . . , |T | do
if T [i] = 1 then move to the next node in the current direction
else remain idle for one step
step count← step count+1
if step count= ∆ then
change direction
∆← 2∆
Step counter determines when the direction of walk is changed and after how many steps ∆ it will happen; the
interval between i th and (i + 1)th change of direction (the first one is between steps 1 and 2) is called period i . Note
that period i , for i ≥ 1, takes ∆ = 2i steps. The current value of ∆ at the beginning of a step is the period size of
an agent in this step. It is straightforward to prove by induction on i that the period size in step k is exactly 2i for
2i ≤ k < 2i+1.
Now we prove that the RING-WALK protocol guarantees fast rendezvous.
Theorem 3.1. Two agents performing RING-WALK protocol in a ring of size n meet after O(n log `) steps.
Proof. Let i0 = dlog4 ne and b = 4i0 (i0 is the number of the first stage with block size b ≥ n).
First we note the general property which we will use in this proof: during any time segment which consists of at
most eight blocks of the same stage i > 1 of agent L2, each agent can change direction at most once. The proof of
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this fact is as follows. Fix stage i of agent L2 and segment S consisting of at most eight blocks of this stage. Since
|L2| ≥ 16, agent L2 executes at least
2|L2|4
i − 1
3
≥ 2 · 4i+1
steps by the end of stage i − 1, which means that at the beginning of stage i its period size is at least 8 · 4i/2. If agent
L2 changes its direction in S, its period size grows to at least 8 ·4i ≥ |S|, so it will not change again in S. The property
for agent L1 is straightforward, since its period size is always not smaller than the current period size of agent L2.
Now we proceed with the proof of the theorem, which is divided into three cases.
Case 1: |L1| > |L2|.
Let S be the time segment which consists of the first four blocks of stage i0 + 2 of agent L2. Note that S has length
64b. We divide S into four successive subsegments S1, S2, S3, S4, each consisting of 16b steps.
Subcase 1a: at the beginning of segment S agent L1 is either in a stage bigger than i0 + 2 or in one of its last two
blocks of stage i0 + 2.
If agent L1 is in a stage bigger than i0 + 2 at the beginning of segment S then it can change its block at most once in
S, and so at least one block of agent L2 in S is covered by an opposite block of agent L1. This is also true when agent
L1 is in one of its last two blocks of stage i0 + 2 at the beginning of S, because then the first block in stage i0 + 3
of agent L1 covers S3 and S4, so it is opposite to one of them (the third and the fourth blocks of a stage are always
opposite to each other, so any block is opposite to one of them). Summing up, we proved that S contains a subsegment
of size 16b in which one agent is idle and the other is moving. Since the period size of both agents is at least 8b, the
moving agent can change direction at most once in this subsegment, so it makes at least 8b > n consecutive moves in
one direction. Hence the rendezvous is achieved in S.
Subcase 1b: at the beginning of segment S agent L1 is in stage i0 + 2, but neither in the last two blocks nor in the
first two blocks.
Let S′ consist of the last four blocks of stage i0 + 1 of agent L2. Note that S′ has size 16b and ends just before S.
Using similar argument as in Subcase 1a but applied to segment S′, we conclude that the rendezvous occurs in S′.
More precisely, since |L1| > |L2| and at the end of S′ agent L1 is at least in the third block of stage i0 + 2, we see
that S′ is covered by at most two blocks of size 16b from stage i0 + 2 of agent L1. It follows that one of four blocks
of agent L2 in S′ is covered by one opposite block of agent L1. In time segment corresponding to this block of size
4b the moving agent can change its direction at most once, hence it makes at least 2b > n consecutive moves in one
direction and the rendezvous is completed.
Subcase 1c: at the beginning of segment S agent L1 is either in its stage i0 + 1 or in the first two blocks of its stage
i0 + 2.
Consider time segment S′ consisting of the first 640b steps in stage i0 + 5 of agent L2. Since |L1| > |L2| and at the
beginning of S agent L1 is at most in the second block of its stage i0 + 2, during segment S′ agent L1 is at least in its
stage i0 + 1 (this is obvious since S precedes S′) and at most in its stage i0 + 4. Indeed, stages i0 + 2, i0 + 3, i0 + 4
of agent L1 take
2|L1| · (16b + 64b + 256b) ≥ 2(|L2| + 1) · 336b = 2|L2| · 336b + 32b + 640b
steps, so even if we remove from stage i0+ 2 its first two blocks of total length 32b, the remaining part of stage i0+ 2
together with stages i0 + 3, i0 + 4 covers S′. Segment S′, which in fact is a part of the first block of stage i0 + 5 of
agent L2, contains blocks of size at least 4b and at most 256b of agent L1, so there is a subsegment of S′ containing
at least
min{4b, 640b − 2 · 256b} = 4b
consecutive zeroes and another subsegment of S′ containing at least 4b consecutive ones of agent L1. It follows that
during one of these subsegments the agents are opposite, i.e. one of them is idle and the other is moving. Since the
considered subsegment has length 4b and is only a part of one block of agent L2, the moving agent can change its
direction at most once in this subsegment. Consequently during at least half of this subsegment the agent moves in
one direction, while the other one is idle, hence the rendezvous is achieved.
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Subcase 1d: at the beginning of segment S agent L1 is in stage at most i0.
Note that stage i0 + 1 of agent L1 lasts
2|L1| · 4b ≥ 2(|L2| + 1) · 4b = 2|L2| · 4b + 8b ≥ 136b > |S|
steps, since |L1| > |L2| ≥ 16. It follows that during segment S agent L1 is in stage at most i0 + 1, while agent L2
is in one of the first four blocks of its stage i0 + 2. Consider the first block of zeros of agent L2 within segment S. Its
length is 16b and it is covered by blocks from stages up to i0 + 1 of agent L1, hence by Lemma 1.1 agent L1 moves
in at least 4b steps within this block. S contains only four blocks of one stage of agent L2, so each agent may change
direction at most once within S (hence also within any subsegment of S). It follows that agent L1 makes at least 2b
moving steps (perhaps separated with idle steps) without change of direction while agent L2 is idle. Hence agent L1
finds agent L2 during the considered block in segment S.
To summarize Case 1, we proved in all subcases that the rendezvous occurs by at most the end of stage i0 + 5 of
agent L2, which is by step 4
i0+6−1
3 · 2|L2| = O(n log `) after the startup of agent L2.
Case 2: |L1| < |L2|.
Subcase 2a: τ ≥ 16b|L1|.
Consider time segment S of length 32b which begins 4b steps after the startup of agent L2. At the beginning of S
agent L1 is in stage at least i0 + 2, hence the length of a block of agent L1 in segment S is at least 16b; moreover, the
distance between steps when agent L1 changes its blocks is divisible by 16b. During time segment S the period size
∆1 of agent L1 is at least 32b, therefore it changes direction at most once during S. Agent L2 changes direction three
times during S: first after 4b steps and then after another 8b steps, and finally after next 16b steps. This constitutes the
partition of segment S into four consecutive subsegments: S1 of size 4b, S2 of size 8b, S3 of size 16b and S4 of size
4b. We must consider two different situations:
• If agent L1 changes its direction in subsegment S1 or S4 then it has the same direction as agent L2 in either S2 or
S3. Since |S2|, |S3| ≥ 8b and one block of agent L1 has length at least 16b, in one of them the agents have the
same direction and at least half of it is covered by one block of agent L1. We denote this half by S′ and observe
that |S′| ≥ 4b.
• If agent L1 changes its direction in subsegment S2, or S3 respectively, then it has the same direction as agent L2
either in S3 (resp., in S2) or in both S1, S4. In the first case we argue similarly as in the previous situation that there
is segment S′ of length at least 4b covered by one block of agent L1. In the second case we argue that at least one
of S1, S4 must be covered by one block of agent L1; otherwise a difference between steps when agent L1 changes
its blocks would be at least |S2| + |S3| = 24b and smaller than |S|, which is impossible since it is divisible of 16b.
We denote one of subsegments S1, S4 that is covered by one block of agent L1 by S′; obviously |S′| = 4b.
Therefore in both the above situations there is segment S′ of length at least 4b that is covered by one block of agent
L1 and both agents have the same orientation. Agent L2 is in stage at most i0 during S′, hence, by Lemma 1.1, the
rendezvous is achieved in this segment.
Subcase 2b: τ < 16b|L1|.
Consider the first block S of zeroes in stage i0 + 4 of agent L1. Note that at the beginning of segment S agent L2 has
period size at least
44b − 1
3
2|L1| − τ ≥ 4
4b − 1
3
2|L1| − 16b|L1|
= 44b|L1| ·
(2
3
− 2
3 · 44b −
1
42
)
> 44b/2 = |S|/2,
since segment S starts at least 4
4b−1
3 2|L1| − τ steps after the startup of agent L2. It follows that agent L2 can change
direction in S at most once – otherwise the length of S would be at least twice the period size at the beginning of S, a
contradiction. Consequently, agent L1 also may change its direction within segment S at most once (its period size is
the same or bigger). Note also that the current stage of agent L2 is never bigger than the one of agent L1, hence at the
end of segment S agent L2 is in stage i0 + 4 or less.
First assume that at the end of segment S agent L2 is in stage at most i0 + 3. Agent L2 may change direction at
most once in S, so, by Lemma 1.1, it makes at least 16b > n moving steps (perhaps separated with idle steps) without
change of direction, while agent L1 is idle, so the rendezvous occurs in segment S.
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Otherwise at the end of segment S agent L2 is in stage i0 + 4. It follows that at the beginning of S agent L2 is in
stage at least i0 + 3, because |S| < 2 · 4i0+3|L2|. We also have
(| f (L2, i0 + 3)| + τ)− | f (L1, i0 + 3)| ≥ 2 · 4i0+3
and
| f (L2, i)| − | f (L1, i)| ≥ 2 · 4i for every stage 0 ≤ i ≤ i0 + 2,
which means that during the first
i0+3∑
i=0
2 · 4i ≥ 2 · 4i0+3 + 2 · 4i0+2
steps of the first block in stage i0 + 4 of agent L1, agent L2 is still in stage i0 + 3. Two situations may happen:
• if S is the first block in stage i0 + 4 of agent L1 then during the first 2 · 4i0+3 + 2 · 4i0+2 steps of S agent L2 is
in stage i0 + 3. It follows that the size of each block of agent L2 in this subsegment is 4i0+3. Recall that there are
no three consecutive blocks of the same value, thus there must be at least 4i0+2 consecutive values 1 in considered
subsegment. Due to the fact that agent L2 changes its direction at most once during the whole segment S, we
conclude that during the first 2 · 4i0+3 + 2 · 4i0+2 steps of S, agent L2 makes at least 4i0+2/2 > n moves without
changing a direction. This yields rendezvous, since agent L1 does not move during the whole segment S.
• if S is the second block in stage i0 + 4 of agent L1 then consider the previous block S′, which is the block of ones.
Recall that during the first 2 · 4i0+3+ 2 · 4i0+2 steps of S′ agent L2 is in stage i0+ 3. Using similar arguments as in
the first situation we get that during the first 2 · 4i0+3 + 2 · 4i0+2 steps of S, agent L2 has at least 4i0+2 consecutive
values 0. In this subsegment agent L1 is moving and changes direction at most once, therefore during at least
4i0+2/2 > n consecutive steps it moves in one direction while agent L2 does not move. This yields rendezvous.
Summarizing Case 2, in all subcases the rendezvous is achieved by the end of segment S, which in both cases is at
most 20b + 2|L1| 4i0+5−13 = O(n log `) steps after the startup of agent L2.
Case 3: |L1| = |L2|.
Subcase 3a: τ ≥ 8b.
Consider time segment S consisting of the last eight blocks of stage i0 of agent L2. During S agent L1 is already
in stage at least i0 + 1, and the period size ∆ (for both agents) is at least 8b, so there are at least two consecutive
blocks in S in which none of the agents changes direction. Hence Lemma 1.1 implies that during this segment there
are b ≥ n consecutive steps in which one agent moves in one direction while the other remains idle, so the rendezvous
is achieved.
Subcase 3b: τ < 8b.
Let j be the position of the first difference in code strings f (L1, 0) and f (L2, 0) of the agents and consider the j th
block of stage i0 + 2 of both agents. The block size is 16b and the delay is less than 8b, so the size of the maximal
segment S covered by both these blocks is more than 8b. The period size∆ (for both agents) is at least 16b, hence, by
Lemma 1.1, during segment S there are b ≥ n consecutive steps in which one agent moves in one direction while the
other remains idle, so the rendezvous is achieved. 
In view of the above theorem, the lower bound Ω(n log `) for rendezvous obtained in [14], and Lemma 2.1, we
have the following.
Corollary 3.1. RING-WALK is an asymptotically optimal agent protocol for gathering in unknown rings.
4. Gathering in arbitrary networks
As in the previous section, we design a protocol for rendezvous problem, which automatically works also for the
general gathering problem.
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4.1. Cover walks and network exploration
In this subsection we present a generalization of the construction of deterministic cover walks [21], previously used
e.g., in [14] in the context of the rendezvous problem. Similar structures, called Universal Traversal Sequences (UTS)
and Universal Exploration Sequences (UXS), were recently used for designing an alternative solution for rendezvous
and some other related problems [23].
A walk of length x in a graph is a sequence (v1, . . . , vx ) of nodes such that node vi+1 is adjacent to vi , for all
i < x . A cover walk is a walk in which every node of the graph appears at least once. Given an unknown network,
we consider a markovian procedure which produces a walk in the network, i.e. a procedure in which the next move
depends only on the number of previous moves and the degree of the currently visited node (ports are numbered but
destination nodes have no labels). The aim of this subsection is to design a deterministic markovian procedure called
UCW (short for Universal Cover Walk), consisting of λ(N ) steps, where N is a given positive integer parameter and
λ(N ) is polynomial in N , which satisfies the following condition for some function γN (n) which is polynomial in n:
Property UniCoverWalk: for any initial node of an anonymous graph with n ≤ N nodes, and for any step number
a ≤ λ(N )− γN (n)+ 1, the sequence of steps a, a + 1, . . . , a + γN (n)− 1 of the procedure yields a cover
walk in this graph.
Procedure UCWwill be an important ingredient of our rendezvous protocol. Note that this procedure itself guarantees
exploring in γN (n) steps, which means that a single agent visits all n nodes of anonymous network in every interval
of γN (n) steps while executing this procedure.
The existence of cover walks guaranteeing exploration of any n-node graph, for fixed n, is a well-known fact
(cf. [21]). Note that the problem of explicit construction of cover walks is hard (cf. hardness of construction of a
universal traversal sequence even for 3-regular graphs [11]). Our universal cover walk differs in two points from the
previously considered cover walks:
• it works fast for all networks of any size n ≤ N ,
• it works even if we start in essentially any point of the sequence and continue exploration from this point according
to the following part of the sequence.
Now we proceed with the construction of procedure UCW. We do it in two steps: first we construct procedure
ALMOSTUCW, which satisfies Property UniCoverWalk only for restricted range of parameters n ≤ N , and then we
use it as a building block in our construction of procedure UCW.
4.1.1. Almost universal cover walks
Let λ∗(N ) be a non-decreasing positive integer function, polynomial in N . For any positive integer N and any
function hN : {1, ..., λ∗(N )} × {1, ..., N − 1} −→ {1, ..., N − 1}, such that hN (i, d) ≤ d, we define the following
generic procedure ALMOSTUCW describing a walk of length λ∗(N ) in an anonymous n-node network G, for n ≤ N ,
starting at arbitrary node v (location v is unknown to the agent executing the procedure, but a particular walk defined
by this procedure depends on v).
Procedure ALMOSTUCW(N , hN )
In step i such that 0 < i ≤ λ∗(N ), the agent, currently located at a node of degree d, moves to an adjacent node
by port hN (i, d).
In order to instantiate the procedure ALMOSTUCW we have to define functions hN for integer N > 1. First we
consider a random walk of an agent in graph G, i.e. a walk in which the agent, currently located at a node of degree
d , selects one port uniformly at random (independently with probability 1/d) and exits the node through this port.
Let us define λ∗(N ) = d2αN 5 log Ne, where α = 4/27 is the constant coefficient in the upper bound on the
expected length of the random cover walk [12]. Let γ ∗N (n) = λ∗(n), for all n ≤ N . The following lemma was proved
in [14]:
Lemma 4.1. A random walk of length γ ∗N (n) starting at node v in a connected graph G with at most n nodes is a
cover walk with probability at least 1− 2−2n2 log n . 
Now we prove that for some deterministic functions hN procedure ALMOSTUCW behaves like a random walk.
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Lemma 4.2. For any positive integer N, there exists a function hN : {1, . . . , λ∗(N )} × {1, . . . , N − 1} −→
{1, . . . , N − 1}, such that hN (i, d) ≤ d and for any starting node of any connected n-node graph G, where√
8 log N < n ≤ N for N > 4 or 1 ≤ n ≤ N for 1 ≤ N ≤ 4, the sequence of any γ ∗N (n) consecutive steps
a, a + 1, . . . , a + γ ∗N (n)− 1 during the execution of procedure ALMOSTUCW(N , hN ) produces a cover walk in this
graph.
Proof. First assume that N > 4. We can select parameter n ≤ N in at most N different ways, graph G (with labeled
ports) in at most nn
2
ways, starting node v in at most n ways, and the first step a of the sequence in at most λ∗(N )
ways. Hence we can make a selection of a quadruple 〈n,G, v, a〉 in at most
nn
2 · N 2 · λ∗(N ) ≤ 2n2 log n+8 log N
different ways.
Consider function hN selected randomly as follows: values hN (i, d), over all possible i, d, are selected
independently; hN (i, d) = j with probability 1/d for every 1 ≤ j ≤ d. It is easy to see that procedure ALMOST-
UCW(N , hN ) instantiated by this function hN , started in node v and considered for consecutive steps in interval
[a, a + γ ∗N (n)), generates a random walk on any graph G of at most n nodes.
Consider this random walk. By Lemma 4.1, the probability of the event ‘there exists a connected n-node graph G
and a starting node v in G, such that the random walk of length γ ∗N (n) in graph G starting in v is not a cover walk’ is
at most
2−2n2 log n · 2n2 log n+8 log N < 1,
since n >
√
8 log N . Using the probabilistic argument we prove the existence of the desired function, which completes
the proof for case N > 4.
For N ≤ 4 the proof is similar, but we obtain the existence of a function hN yielding a cover walk for all n ≤ N .
Indeed, for n ≤ 2 or N ≤ 2 it is straightforward. For 3 ≤ n ≤ N ≤ 4 the number of possible configurations is at most
nn
2 · N 2 · λ∗(N ) ≤ 2n2 log n · 4
9
27
,
and again the probability of the event ‘there exists a connected n-node graph G and a starting node v in G, such that
the random walk of length γ ∗N (n) in graph G starting in v is not a cover walk’ is at most
2−2n2 log n · 2n2 log n · 4
9
27
≤ 2−9 log 3 · 4
9
33
≤ 4
9
312
< 1,
and the probabilistic argument shows the existence of hN . 
Although an explicit construction of functions hN is hard, the agents can find them locally by exhaustive search
(which does not contribute to the cost of rendezvous protocol). Hence from now on we will assume that functions hN
satisfying Lemma 4.2 are fixed for all N ≥ 1 and we will omit the second parameter in calls to cover walk procedures.
4.1.2. Universal cover walks
To overcome the constraints on n in Lemma 4.2 we modify procedure ALMOSTUCW(N ) to obtain more flexible
procedure UCW(N ), which essentially after each step of the walk calls itself recursively for smaller argument, namely
the one for which the previous procedure ALMOSTUCW did not guarantee the cover walk.
Procedure UCW(N )
Case 2 ≤ N ≤ 4 : Run procedure ALMOSTUCW(N )
Case N > 4 : For each i , where 0 < i ≤ λ∗(N ), the agent, currently located at a node of degree d, performs the
following actions:
(a) it recursively runs procedure UCW(x), where x = b√8 log Nc, and goes backward;
(b) it moves to an adjacent node by port hN (i, d);
(c) it recursively runs procedure UCW(x), where x = b√8 log Nc, and goes backward.
Let λ(N ) denote the number of steps in the procedure UCW(N ).
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Lemma 4.3. λ(N ) = O(N 5 log4 N ).
Proof. We have the recurrence relation following directly from the pseudo-code of procedure UCW(N )
λ(N ) = λ∗(N ) · (1+ 4λ(x)) for N > 4,
where x = b√8 log Nc, and λ(N ) = O(1) for N ≤ 4. Expanding this recurrence gives λ(N ) = O(N 5 log4 N ). 
Now we prove that procedure UCW satisfies Property UniCoverWalk for function
γN (n) = min{8(λ(n))2, λ(N ′)},
where N ′ is the lowest argument greater or equal to n on the call stack of the execution of procedure UCW(N ) (i.e.,√
8 log N ′ < n ≤ N ′). Note that γN (n) is polynomial in n, since it is not bigger than 8(λ(n))2, which is polynomial
in n by Lemma 4.3.
Lemma 4.4. For any positive integer N, there exists a function hN : {1, . . . , λ(N )} × {1, . . . , N − 1} −→
{1, . . . , N − 1}, such that hN (i, d) ≤ d and procedure UCW(N ) produces a cover walk of length at most γN (n)
in any connected n-node graph G, for 1 ≤ n ≤ N, and starting in any node v and in any step a ≤ λ(N )− γN (n)+ 1.
Proof. For N ≤ 4 it follows directly from Lemma 4.2, so we assume that N > 4.
Consider parameters n, N and a corresponding value N ′ as in the definition of function γN (n). Fix time segment
S of length γN (n) in procedure UCW(N ). Procedure UCW(N ) can be viewed as a sequence of λ(N ) moves, which
are performed either while executing line (b) of the code or during the recursive calls of procedure UCW(x), for
x = b√8 log Nc, in lines (a) or (c). The first kind of moves will be called N-moves.
The important observation is that if N ′ < N then during the execution of procedure UCW(N ) at most one N ′′-
move, for N ′′ > N ′, is performed between two consecutive calls of procedure UCW(N ′). This property follows
immediately from the observation that any two N ′′-moves are separated by at least one execution of procedure
UCW(N ′).
To complete the proof of the lemma we consider the following two cases.
Case 1: γN (n) = λ(N ′).
If N ′ = N then S contains all moves of procedure UCW(N ). If N ′ < N then S contains either at least the first half
or at least the second half of moves of procedure UCW(N ′) (otherwise the length of S would be at most λ(N ′)/2− 1
taken twice plus at most one N ′′-move, for N ′′ > N ′, which would be less than λ(N ′) = |S|). In either case we obtain
the sequence of λ∗(N ′) N ′-moves, which is the same (although possibly reversed) as the sequence of moves obtained
in procedure ALMOSTUCW(N ′). By Lemma 4.2 and inequality
√
8 log N ′ < n ≤ N ′, this yields the existence of
cover walk in S for any n-node network.
Case 2: γN (n) < λ(N ′).
In this case γN (n) = 8(λ(n))2. If N ′ = N then all moves in S are from procedure UCW(N ′). If N ′ < N then S
contains at least 4(λ(n))2 consecutive moves from a call to procedure UCW(N ′) which take place either in the first or
in the second half of this procedure (otherwise the length of S is at most 4(λ(n))2 − 1 taken twice plus at most one
N ′′-move, for N ′′ > N ′, which would result in a contradiction |S| ≤ 2 · (4(λ(n))2− 1)+ 1 = 8(λ(n))2− 1). In either
case at least 4(λ(n))2 consecutive moves of procedure UCW(N ′) are made. It follows that the number of N ′-moves
in this segment is at least
4(λ(n))2
4λ(b√8 log N ′c) ≥ λ(n) ≥ λ∗(n) = γ ∗N ′(n).
The sequence of these moves is the same as some sequence of at least γ ∗N ′(n) consecutive moves in procedure
ALMOSTUCW(N ′). Since
√
8 log N ′ < n ≤ N ′, Lemma 4.2 yields the existence of cover walk in S for any n-node
network. 
4.2. Rendezvous
Procedure UCW is a building block of our rendezvous protocol. We start with describing the procedure RV(L , j),
for label L and upper bound j on the number of stages, which is the main ingredient of the protocol.
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Procedure RV(L , j )
for stage← 1, 2, . . . j do
T ← f (L , stage)
N ← max{n : λ(n) ≤ |L| · 4stage}
count← 1
for i ← 1, . . . , |T | do
if T [i] = 1 then
perform step number count in procedure UCW(N )
count← count + 1 mod λ(N )
else stay idle for one step
For label L , let L|2 j be the first 2 j positions in the binary representation of L , where 4 ≤ j ≤ dlog2 |L|e − 1.
Protocol RENDEZVOUS(L )
for epoch j ← 4, 5, . . . , dlog2 |L|e − 1 do
RV(L|2 j , j)
RV(L ,∞)
Note that the agent moves only when a step number count from procedure UCW is made, otherwise it idles.
The execution of procedure RV(L|2 j , j), for 4 ≤ j ≤ dlog2 |L|e − 1, is called the j th epoch, while the execution
of procedure RV(L ,∞) is called the last epoch. Stage r of an epoch is partitioned into blocks, each consisting of
consecutive 4r moving steps or consecutive 4r idle steps. Since the smallest epoch number is 24 = 16, the length
of the label in every call to procedure RV is at least 16. Note that the number of steps in epoch j of agent L , where
|L| > 2 j , is
j∑
i=0
2 · 2 j · 4i ≤ (8/3) · 23 j . (1)
It is also at least 2 · 23 j , since the last stage of epoch j has length 2 · 2 j · 4 j = 2 · 23 j . The last epoch is unbounded, in
order to guarantee a rendezvous regardless of a delay τ between the startups of the agents (which may be arbitrarily
large); however as we will show the rendezvous is achieved in bounded time.
We first prove some conditions sufficient to make two agents meet, then we proceed with the main theorem.
Lemma 4.5. Consider time segment S during the execution of RENDEZVOUS. If during S one agent is in the same
block and it is
(i) idle while the other agent moves during at least (7/3) · 8(λ(n))2 steps in one epoch, or
(ii) moving while the other agent is idle in consecutive 8(λ(n))2 steps,
then the rendezvous is achieved in segment S for any n-node network.
Proof. First we prove that the rendezvous is achieved in segment S in case (i). Consider steps during S when the
other agent, with label, say, L , is moving in one epoch. We will show that the last 8(λ(n))2 of these steps take place
during the execution of procedure UCW(N ), for some N ≥ n, by agent L . Otherwise before agent L starts its last
γN (n) ≤ 8(λ(n))2 of these steps, it is in stage at most r ′, where r ′ is such that 4r ′ |L| < 8(λ(n))2. It would follow that
the total number of moves made by agent L in its current epoch by this time was∑
i≤r ′
4i |L| < (4/3)|L|4r ′ < (4/3) · 8(λ(n))2,
which would be a contradiction since the total number of moves would be smaller than 8(λ(n))2+ (4/3) · 8(λ(n))2 =
(7/3) · 8(λ(n))2. By Lemma 4.4, this implies that agent L finds the idle one in any n-node network.
It remains to prove that the rendezvous is achieved in segment S in case (ii). One agent, with label, say, L , is
moving during S, which is a part of its block, while the other agent is idle in its block subsegment S′ ⊂ S of length at
least 8(λ(n))2. It follows that during 8(λ(n))2 moves in segment S′ agent L runs subroutine UCW(N , hN ) for some
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N ≥ n (because it is in one block, which is larger than 8(λ(n))2). By Lemma 4.4, agent L finds the idle one in any
n-node network during subsegment S′ of S. 
Theorem 4.1. Protocol RENDEZVOUS achieves rendezvous in time O(log3 `+ (λ(n))3).
Proof. The idea is similar to that used in the proof of Theorem 3.1. We show that afterO(log3 `+ (λ(n))3) steps since
the startup of agent L2 there is a segment of lengthO(log3 `+ (λ(n))3) in which one agent is idle while the other one
makes at least γN (n) moving steps (perhaps separated by idle steps) during a single call to procedure UCW(N ) for
some N ≥ n, which by Lemma 4.4 guarantees the rendezvous in this segment.
In the formal proof we consider the following cases.
Case 1: |L1| > |L2|.
Consider stage i0 = dlog4(|L2|2 + (167/2)(λ(n))3/|L2|)e + 3 of the last epoch of the later (shorter) agent with the
block size
b = 4i0 ≥ 64 · |L2|2 + 64 ·
(
(167/2) · (λ(n))3/|L2|
)
≥ 64 · (7/3) · 8(λ(n))2.
By Eq. (1), the number of steps required to reach the last epoch by agent L2 is at most
dlog2 |L2|e−1∑
j=4
(8/3) · 23 j ≤ (8/7) · (8/3) · 23dlog2 log2 `e = O(log3 `).
The number of steps taken by agent L2 during its last epoch until the beginning of stage i0 is
i0−1∑
i=0
2 · |L2| · 4i ≤ (2/3) · 4i0 · |L2| = O(log3 `+ (λ(n))3).
We argue that during the considered stage of agent L2, agent L1 is in epoch j such that 2 j ≥ |L2| + 1 or in its last
epoch. Indeed, by Eq. (1), the total number of steps of agent L1 by the end of its epoch blog2 |L2|c (which is smaller
than log2 |L1|) is at most
blog2 |L2|c∑
i=4
(8/3) · 23i ≤ (8/7) · (8/3) · 23blog2 |L2|c ≤ (64/21) · |L2|3,
but this is less than the total number of steps in stage i0 − 1 of the later agent in its last epoch, which is at least
2|L2| · 4i0−1 ≥ 2|L2| · 16 ·
(
|L2|2 + (167/2) · (λ(n))3/|L2|
)
≥ 32|L2|3 + 16 · 167(λ(n))3. (2)
We consider the following subcases that may happen in stage i0 of the last epoch of agent L2.
Subcase 1a: In this stage there is a segment of size 4b covered by a single block of agent L1.
Then, by Lemma 4.5 (either by (i) or by (ii), depending on what kind of block of agent L1 covers the segment) the
rendezvous is achieved in this segment, because in this segment agent L2 performs at least b > (7/3) ·8(λ(n))2 moves
and has at least b > (7/3) · 8(λ(n))2 consecutive idle steps. Hence the rendezvous in this subcase is achieved by the
end of considered stage i0 of agent L2.
Subcase 1b: In this stage there is no segment of size 4b covered by a single block of agent L1, but there is a step
when agent L1 is in its stage i0.
Consider the whole stage i0 of agent L1 in its current epoch j or in its last epoch. If its last two blocks start after the
end of considered stage i0 of agent L2 then we analyze the segment consisting of these blocks – note that they are
opposite. If it is covered by one block of agent L2 then, using Lemma 4.5, we get that there is sufficiently large block
when agent L1 does the action opposite to the later agent, thus the rendezvous is achieved in the considered segment.
If this segment is not covered by one block of agent L2, then consider the first block in stage i0+ 1 of agent L2 – now
it contains two odd–even blocks from stage i0 of agent L1, and using again Lemma 4.5 to one of these blocks which
is the opposite to the big block of the later agent we prove the rendezvous in considered segment.
Similarly, if the first block of stage i0 of agent L1 ends before stage i0 of agent L2 starts, we consider the last four
blocks of stage i0 − 1 of agent L2. Either the first two of them are covered by one block of agent L1 or the last
two blocks are, and since they have size b/4 > (7/3) · 8(λ(n))2 each and they are opposite to each other, in one of
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them agent L2 does the opposite action to the earlier agent, so by Lemma 4.5 the rendezvous is completed during the
considered segment.
Now suppose that none of the above two situations happens. It follows that the lengths of these two stages i0 differ by
at most 2b + b = 3b. Therefore
2 · (2 j − |L2|) · b ≤ 3b or 2 · (|L1| − |L2|) · b ≤ 3b,
depending on whether the first agent is in epoch j or in its last epoch. In the first situation we have 2 j = |L2| + 1, and
since agent L1 is in stage i0 ≥ |L2| + 1 of epoch j we get a contradiction (by examining the code, the stage number
of epoch j is at most j). It follows that agent L1 must be in its last epoch, and thus its stage number is not bounded in
the remaining part of procedure RV. It also follows that agent L1 starts its stage i0 + 1 after agent L2 starts its stage
i0 + 1; otherwise stage i0 of the later agent would finish before the last two blocks of stage i0 of agent L1. Consider
time segment S which begins at the end of stage i0 + 1 of agent L2 and finishes at the end of stage i0 + 1 of agent L1.
The size of segment S is at least
2 · (|L2| + 1) · 4i0+1 − 2 · |L2| · 4i0+1 = 4i0+2/2.
Note that during the first 4i0+2/2 steps of segment S agent L1 is in stage i0 + 1 while agent L2 is in the first block
of stage i0 + 2. Moreover, S contains at least two consecutive odd–even blocks of agent L1, e.g., the last two blocks.
Therefore there are two consecutive odd–even blocks of agent L1 in S, each of size 4i0+1 > (7/3) · 8(λ(n))2, covered
by one block of agent L2; more precisely, if the last two blocks of L1 in segment S are not covered by one block of L2
then two previous odd–even blocks of L1 are covered by the block of L2 that intersects the second last block of L1 in
S. By Lemma 4.5 (i) or (ii), depending on the kind of the covering block of agent L2 (idle or moving), the rendezvous
is achieved in one of these blocks. This completes the proof of the rendezvous in this subcase, which actually shows
that the meeting occurs by the end of the first block of stage i0 + 2 of the last epoch of agent L2.
Subcase 1c: In this stage there is neither a segment of size 4b covered by a single block of agent L1, nor a step
when agent L1 is in its stage i0.
Consider the segment containing steps when agent L2 is in stage i0 of its last epoch. The following two situations may
happen:
• At the beginning of the considered segment agent L1 is in stage bigger than i0. It follows from the assumptions of
the subcase that agent L1 has to change its epoch before step 4b of considered segment, and it remains in the same
epoch till the end of the considered segment. Moreover, it never reaches stage i0 after changing its epoch, and thus
in every block of size b of agent L2, agent L1 moves at least b/4 times, by the argument similar to Lemma 1.1.
Consider the third block of zeros of agent L2 in the segment; it starts after step 4b and finishes before step 6b + 1
of the segment (recall that the segment has at least 2 · 16b steps). This block has size b > 4 · (7/3) · 8(λ(n))2 and,
as we argued, the other agent moves at least b/4 > (7/3) · 8(λ(n))2 times during this block. By Lemma 4.5 (i) the
rendezvous is guaranteed in this block.
• At the beginning of the considered segment agent L1 is in stage smaller than i0. It follows that during the whole
considered segment agent L1 has to be in epochs smaller than i0 or in the last epoch. We argue that each epoch of
agent L1 intersecting the segment has length at least (14/3) · 8(λ(n))2. Indeed, the number of steps of agent L1
since the startup until the beginning of its epoch dlog4
(
(7/3) · 8(λ(n))2)e, if it exists, or the last epoch otherwise,
is at most
dlog4(7/3)·8(λ(n))2e−1∑
i=4
(8/3) · 23i ≤ (8/7) · (8/3) · 23dlog4(7/3)·8(λ(n))2e−3
≤ (64/21) ·
(
(7/3) · 8(λ(n))2
)3/2
< 4 · 167(λ(n))3,
which is less than the lower bound on the number of steps of agent L2 in its stage i0 − 1 given in
estimate (2). Therefore the epoch number of agent L1 at the beginning of the considered segment is at least
2dlog4(7/3)·8(λ(n))2e, which guarantees that this and all subsequent epochs (including the last one) have lengths at
least 2 · 23dlog4(7/3)·8(λ(n))2e > (14/3) · 8(λ(n))2.
Consider the third block of zeros of agent L2 in the segment. We argue that there is a subsegment of this block
of length at least (14/3) · 8(λ(n))2 in which agent L1 is in the same epoch. Indeed, if an epoch is contained in the
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block then this is trivially met by the above observation that the length of each epoch of agent L1 in the segment is
at least (14/3) · 8(λ(n))2; otherwise the block is split into two parts such that agent L1 is in the same epoch in each
of them – one of them has length at least b/2 > (14/3) · 8(λ(n))2. In this subsegment agent L2 is idle while agent
L1 is in the same epoch with blocks smaller than 4i0 , since all the stages are assumed to be smaller than i0. Using
Lemmas 1.1 and 4.5 (i) we argue in the same way as in the previous situation that the rendezvous is achieved.
Summarizing case 1, the rendezvous in all subcases is achieved by the end of stage i0+2 of the last epoch of agent
L2. We bounded the number of steps until reaching stage i0 of the last epoch by agent L2 as O(log3 `+ (λ(n))3), and
the number of steps in stages 0, 1, . . . , i0 + 1, i0 + 2 of the last epoch of agent L2 is
2 · |L2| ·
(
40 + 41 + · · · + 4i0+1 + 4i0+2
)
≤ (8/3) · |L2| · 4i0+2 ≤ 64 · |L2| · b = O(log3 `+ (λ(n))3).
Therefore, in this case O(log3 `+ (λ(n))3) steps after the startup of agent L2 the rendezvous is completed.
Case 2: |L1| < |L2|.
Consider the first epoch j of agent L2 such that 2 j > |L1| and containing a stage with blocks of length at least
(7/3) · 8(λ(n))2 each; if such an epoch does not exist then consider the last epoch of agent L2 instead and let j = ∞.
Note that the last epoch of agent L2 contains stages with |L2| > |L1| blocks of length at least (7/3) · 8(λ(n))2 each.
Let i0 denote the first stage with blocks of length at least (7/3) · 8(λ(n))2 in considered epoch; call it segment S.
Note that j∗ = min{2 j , |L2|} is the number of blocks in considered epoch and hence in segment S. It follows that
(7/3) · 8(λ(n))2 ≤ 4i0 ≤ (28/3) · 8(λ(n))2 and |L1| + 1 ≤ j∗ ≤ 2|L1| + 2i0 ≤ 2|L1| + 9λ(n). We argue that during
the last two blocks of agent L2 in this segment, agent L1 is in its last epoch and its stage is bigger than i0. Indeed,
agent L1 starts its last epoch before agent L2 starts its considered epoch, and the number of steps taken by agent L2
in its considered epoch until the beginning of the last two blocks of stage i0 is
i0∑
i=0
2 · j∗ · 4i − 2 · 4i0 ≥
i0∑
i=0
2 · (|L1| + 1) · 4i2 · 4i0 ≥
i0∑
i=0
2 · |L1| · 4i ,
which means that it is bigger than the number of steps taken by agent L1 until the end of its stage i0 in its last epoch.
It follows that blocks of size at least 4 · 4i0 of agent L1 start before the last two blocks of agent L2 in segment S. Thus
there is a block of agent L1 covering two consecutive odd–even blocks of agent L2 in segment S: either the last two
blocks of agent L2 are covered by one bigger block of agent L1 or the two odd–even blocks of agent L2 preceding
them are covered by the block of agent L1 that intersects the second last block of agent L2 in S. Note that each block
of agent L2 in segment S has size 4i0 ≥ (7/3) · 8(λ(n))2 and one of the covered blocks of L2 contains idle steps while
the other one contains moving steps. Applying Lemma 4.5 (i) or (ii) to one of these blocks, depending on whether the
covering block of agent L1 contains moving or idle steps respectively, we prove the rendezvous in it. Therefore the
rendezvous is achieved by the end of segment S, which takes at most
dlog2 j∗e−1∑
i=4
(8/3) · 23i +
i0∑
i=0
2 · j∗ · 4i ≤ (16/3) · 23 log2 j∗ + (8/3) · j∗ · 4i0
≤ (16/3) · ( j∗)3 + (8/3) · j∗ · (28/3) · 8(λ(n))2
≤ (16/3) · (2|L1| + 9λ(n))3 + (8/3) · (2|L1| + 9λ(n)) · (28/3) · 8(λ(n))2
= O
(
log3 `+ (λ(n))3
)
steps since the startup of the later agent.
Case 3: |L1| = |L2|.
We skip all epochs of both agents except the last from the analysis. For both agents, they have the same length at most
dlog2 |L1|e−1∑
j=4
2 · 23 j ≤ 4 · |L1|3 = O(log3 `).
Similarly as in the previous cases, consider stage i0 = dlog4[(7/3) · 8(λ(n))2]e in the last epoch of agent L2, with
block size b = 4i0 ≥ (7/3) · 8(λ(n))2. Note that at the beginning of considered stage agent L1 is also in its last epoch
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and its stage number is at least i0. Consider delay τ ; note that since |L1| = |L2|, τ is also the delay between stages i0
in the last epochs of the agents.
Subcase 3a: τ ≥ 4b.
This implies that at the beginning of the last four blocks of stage i0 of agent L2, agent L1 is already in stage at least
i0+1 (with block size at least 4b), thus in stage i0 of agent L2 there is a segment of length 4b covered by a single block
of the earlier agent, and this segment contains at least one block (of length b) of agent L2 opposite to the covering
block of agent L1. By Lemma 4.5 (i) or (ii), during this block there are at least b ≥ (7/3) · 8(λ(n))2 consecutive steps
in which one agent is idle while the other agent moves, therefore the rendezvous is achieved.
Subcase 3b: τ < 4b.
Let j be the position of the first difference in the code strings C0(L1) and C0(L2) of the agents and consider the j th
blocks of stage i0 + 2 in the last epoch of both agents. The blocks size is 16b and the delay τ between them is less
than 4b, hence the size of the maximal segment S covered by both these blocks is more than 12b > (7/3) · 8(λ(n))2.
In the whole segment S one agent is idle while the other moves, so again by Lemma 4.5 (i) or (ii) the rendezvous is
achieved.
In both subcases the rendezvous is achieved by the end of stage i0 + 2 of the last epoch of agent L2, that is, in
O(log3 `+ (λ(n))3) steps since the startup of the later agent. Indeed, we already estimated the number of steps from
the startup until the last epoch of agent L2 byO(log3 `), and the number of steps since the beginning of the last epoch
until the end of stage i0 + 2 is at most (8/3) · |L2| · 4i0+2 = O((λ(n))2 log `) ⊆ O(log3 `+ (λ(n))3). 
Applying upper bound O(n5 log4 n) on λ(n) from Lemma 4.3, as well as Lemma 2.1, we get the following results.
Corollary 4.1. Protocol RENDEZVOUS achieves rendezvous/gathering in time O(log3 `+ n15 log12 n).
4.3. Conclusions
We considered the problem of deterministic rendezvous and gathering with arbitrary startup in anonymous
networks. For rings we presented an optimal protocol, reaching the lower bound Θ(n log `) from [14]. For arbitrary
connected graphs we showed a deterministic rendezvous protocol polynomial in n and log `, and independent of τ ,
which gives a positive answer to the question stated in [14] about the existence of such a protocol.
The following problems seem to be an interesting challenge for future research:
Reducing complexity. Can delay-independent rendezvous/gathering in general networks be made practical by
eliminating non-constructive ingredients from the protocol and/or lowering degrees of polynomials in complexity
formula? Another aspect of the constructiveness not addressed in this paper is the size of the memory of an agent.
Simultaneous rendezvous/gathering and exploring. We say that a walk in a graph is T -exploring if during its
any interval of length T it visits all nodes of the graph. Does there exist an optimal delay-independent rendezvous
protocol in rings which is O(n)-exploring? Does there exist a delay-independent rendezvous/gathering protocol in
general networks polynomial in n and ` (or better log `) which is also T -exploring, where T is a function polynomial
in n and ` (or better log `)?
Dynamic and fault-tolerant settings. Although we did not address this subject here, it is clear that our protocol
for rings is robust with respect to some dynamic changes of the network (inserting/deleting nodes) and non-permanent
faults. What is the degree of this robustness? How about the case of general networks?
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