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LARGE DEVIATION PRINCIPLES
FOR COUNTABLE MARKOV SHIFTS
HIROKI TAKAHASI
Abstract. We establish the large deviation principle for a topological Markov
shift over infinite alphabet which satisfies strong combinatorial assumptions
called “finite irreducibility” or “finite primitiveness”. More precisely, we as-
sume the existence of a Gibbs state for a potential φ in the sense of Bowen,
and prove the level-2 Large Deviation Principles for the distribution of empirical
means under the Gibbs state, as well as that of weighted periodic points and
iterated pre-images. The rate function is written with the pressure and the free
energy associated with the potential φ.
1. Introduction
The theory of large deviations is concerned with the concentration of probability
measures. A sequence {µn}
∞
n=1 of Borel probability measures on a topological
space X satisfies the Large Deviation Principle (LDP) if there exists a lower semi-
continuous function I : X → [0,∞] which satisfies the following:
- (lower bound) for every open set G ⊂ X ,
(1.1) lim inf
n→∞
1
n
logµn(G) ≥ − inf
G
I;
- (upper bound) for every closed set K ⊂ X ,
(1.2) lim sup
n→∞
1
n
log µn(K) ≤ − inf
K
I,
where log 0 = −∞ and inf ∅ = ∞. The function I is called a rate function. It
is called a good rate function if the set {x ∈ X : I(x) ≤ α} is compact for every
α ≥ 0. The last definition makes sense only if X is non-compact.
A number of important transformations with arithmetic or geometric origin are
modeled by symbolic dynamical systems over infinite alphabet. The aim of this
paper is to establish the LDP for a class of such symbolic systems, with a view to
providing refined descriptions of the original dynamics.
We introduce our setting in more precise terms. Let S be a countable set and
denote by N the set of non-negative integers. Denote by SN the set of all one-
sided infinite sequences over S endowed with the product topology of the discrete
topology on S, namely
SN = {x = (x0, x1, . . .) : xi ∈ S, i ∈ N}.
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The left shift σ acts continuously on SN by (σx)i = xi+1. Let A = (Aij)S×S be
a matrix of zeros and ones with no column or row which is all made of zeros. A
(one-sided) topological Markov shift X generated by A is defined by
X = {x ∈ SN : Axixi+1 = 1 for every i ∈ N}.
If S is a countably infinite (resp. finite) set, we call X a countable (resp. finite)
Markov shift. If all entries of A are 1, X is called a full shift. The restriction of
σ to X is still denoted by σ. For an n-string w of elements of S, denote |w| = n.
For two strings v = v0 · · · vm−1, w = w0 · · ·wn−1 of elements of S denote by vw
the concatenated string v0 · · · vm−1w0 · · ·wn−1 which is of length |v| + |w|. This
notation extends in the obvious way to concatenations of arbitrary finite number
of strings. An n-string w0w1 · · ·wn−1 is admissible if n = 1, or else n ≥ 2 and
Awiwi+1 = 1 holds for i = 0, 1, . . . , n − 1. Denote by E
n the set of admissible
strings of length n and put E∗ =
⋃∞
n=1E
n. For convenience, put E0 = ∅ and
|w| = 0, vw = v = wv for w ∈ E0 v ∈ E∗.
For each w = w0 · · ·wn−1 ∈ E
n define an n-cylinder by
[w] = [w0, . . . , wn−1] = {x ∈ X : xi = wi for i = 0, . . . , n− 1}.
For a subset W of E∗ write [W ] =
⋃
w∈W [w]. For each (a, b) ∈ S×S and an integer
n > 1 define
En(a, b) = {w ∈ En : w0 = a and wn−1 = b},
and
En(a) =
⋃
b∈S
En(a, b).
Let φ : X → R be a function. For an integer n ≥ 1 write Snφ =
∑n−1
i=0 φ ◦ σ
i,
and put S0φ = 0 for convenience. A Borel probability measure µφ on X is a Gibbs
state (in the sense of Bowen) for the potential φ (cf. [1, 13, 20, 21]) if there exist
constants c0 ≥ 1 and P ∈ R such that for every n ≥ 1 and every x = (xi)i∈N ∈ X ,
(1.3) c−10 ≤
µφ[x0, . . . , xn−1]
exp (−Pn+ Snφ(x))
≤ c0.
It is now classical [1, 20] that for a topologically mixing, finite Markov shift and
a Ho¨lder continuous potential φ there exists a unique σ-invariant Gibbs state, and
it coincides with the unique equilibrium state for φ characterized by the variational
principle, and the constant P in (1.3) equals the topological pressure of φ. The
construction of σ-invariant Gibbs states for countable Markov shifts was carried
out by Sarig [21, 22], and by Mauldin and Urban´ski [13] under weaker assumptions
on transition matrices and stronger1 assumptions on potentials than [21, 22]. Our
presentation of main results follows [13] in order to work with the weakest possible
assumptions on both transition matrices and potentials. We assume the existence
of a Gibbs state, and establish the LDP for several interesting sequences of mea-
sures. Note that (1.3) differs from the definition of the Gibbs state in statistical
mechanics [20]. For the LDPs with respect to the Gibbs state with shift-invariant
absolutely summable interactions, see [2, 3, 6, 9, 16] and [18, Theorem 8.6].
1 In [13], continuity assumptions on φ stronger than [22] were used, but the proof in [13] works
verbatim in the context of [22].
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Denote by M the space of Borel probability measures on X endowed with the
weak*-topology. We establish the (level-2) LDP for the following three sequences
of Borel probability measures on M:
1. (Empirical means). For each x ∈ X and an integer n ≥ 1 define
δnx =
1
n
n−1∑
i=0
δσix,
with δσix the unit point mass at σ
ix. Denote by ξn the distribution of the
M-valued random variable x 7→ δnx on the probability space (X, µφ);
2. (Weighted periodic points). Let A be a countable subset of X . For each
integer n ≥ 1 put
Zn(φ,A) =
∑
x∈A
expSnφ(x).
Define
ηn =
1
Zn(φ,Pern(σ))
∑
x∈Pern(σ)
expSnφ(x)δδnx ,
with Pern(σ) = {x ∈ X : σ
nx = x} and δδnx the unit point mass at δ
n
x ;
3. (Weighted iterated pre-images). Fix y ∈ X and define
ζy,n =
1
Zn(φ, σ−ny)
∑
x∈σ−ny
expSnφ(x)δδnx ,
with σ−ny = {x ∈ X : σnx = y}.
For each σ-invariant measure µ ∈ M, denote by h(µ) the Kolmogorov-Sina˘ı
entropy of µ with respect to σ. It is possible that h(µ) = ∞ if #S = ∞. If
supφ <∞ then define
Mφ(σ) =
{
µ ∈M : µ is σ-invariant and
∫
φdµ > −∞
}
.
The condition sup φ < ∞ guarantees that
∫
φdµ is well-defined for every µ ∈ M,
though possibly
∫
φdµ = −∞.
A countable Markov shift X is finitely irreducible if there exists a finite set
Λ ⊂ E∗ such that for all i, j ∈ E∗ there exists λ ∈ Λ for which iλj ∈ E∗. If X
is finitely irreducible and the finite set Λ consists of strings of the same length N ,
then X is called finitely primitive. Notice that the set Λ associated either with a
finitely irreducible or primitive matrix can be taken to be empty for the full shift
X = SN (in which case N = 0). The finite primitiveness implies that the shift
map is topologically mixing.
The construction of (shift-invariant) Gibbs states in [13, 14] assumes the finite
irreducibility or primitiveness, and we also require these conditions. In the case X
is topologically mixing and φ has summable variations, the finite primitiveness is
a necessary condition for the existence of a shift-invariant Gibbs state [22].
Theorem A. Let X be a finitely irreducible countable Markov shift, φ : X → R
a measurable function and µφ a Gibbs state for the potential φ. Then {ξn} is
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exponentially tight and satisfies the LDP with the convex good rate function I
given by
I(µ) = − inf
G∋µ
sup
G
F.
The infimum is taken over all open sets G ⊂ M containing µ, and F : M →
[−∞, 0] is defined by
F (ν) =
{
−P + h(ν) +
∫
φdν if ν ∈Mφ(σ);
−∞ otherwise.
(1.4)
To show the LDP in this non-compact setting, it is necessary to control escapes
of probability masses to infinity. The exponential tightness (see Proposition 4.1
for the definition) asserts that masses are concentrated on compact sets, at least
on an exponential scale. This property is used to treat non-compact closed sets.
IfX is the full shift andm is a probability measure on S such thatm[a] > 0 holds
for every a ∈ S, then the product measure m⊗N is the unique shift-invariant Gibbs
state for the potential φ(x) = − logm[x0]. The sequence of M-valued random
variables x 7→ δσnx (n = 1, 2, . . .) on (X,m
⊗N) are independent and identically
distributed, and the LDP for the corresponding {ξn} is known as Sanov’s theorem.
Theorem A allows for the lack of independence introduced by the potential φ.
The finite primitiveness can be used to find periodic points of the same periods
and iterated pre-images of the same lengths. We obtain the following result.
Theorem B. Let X be a finitely primitive countable Markov shift, φ : X → R a
measurable function and µφ a Gibbs state for the potential φ. The {ηn} and {ζy,n}
(y ∈ X) are exponentially tight and satisfy the LDP with the same rate function
as in Theorem A.
Theorems A and B extend the results of Takahashi [25, 26] and Kifer [11, 12] for
finite Markov shifts to countable ones. In [25, 26], Takahashi treated the distribu-
tion of empirical means under the Gibbs state. In [11], Kifer provided a unified
functional analytic approach to establishing the LDP which is in particular appli-
cable to finite Markov shifts. In [12] he also obtained the LDP for the distribution
of periodic points. Orey and Pelikan [17] proved the LDP for uniformly hyperbolic
systems (Anosov diffeomorphisms), which via Markov partitions can be modeled
by finite Markov shifts. The rate functions in these settings are given by the dif-
ference between the pressure and the free energy, while in Theorems A and B it is
not possible to take −F as a rate function. For instance, if X is the full shift then
−F is not lower semi-continuous (see the remark at the end of this paper).
It is also relevant to put an initial condition and consider the LDP. For each
a ∈ S, y ∈ X and an integer n ≥ 1 define
ηa,n =
1
Zn(φ, [a] ∩ Pern(σ))
∑
x∈[a]∩Pern(σ)
expSnφ(x)δδnx ;
ζa,y,n =
1
Zn(φ, [a] ∩ σ−ny)
∑
x∈[a]∩σ−ny
expSnφ(x)δδnx .
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The latter distributions define a thermodynamic limit with boundary condition y,
conditioned on [a], see [23] for details.
Theorem C. Let X be a finitely primitive countable Markov shift, φ : X → R a
measurable function and µφ a Gibbs state for the potential φ. For every a ∈ S and
y ∈ X, the {ηa,n} and {ζa,y,n} are exponentially tight and satisfy the LDP with the
same rate function as in Theorem A.
Known results on large deviations for countable Markov shifts are very much
limited. Under additional assumptions on (X, φ) and a bounded function ϕ : X →
R, the following local large deviations for {ζa,y,n} is a consequence of [23, Theorem
7.4]: for any ǫ > 0 there exists cϕ(ǫ) > 0 such that
1
Zn(φ, [a] ∩ σ−ny)
∑
x∈[a]∩σ−ny
|(1/n)Snϕ(x)−
∫
ϕdµφ|>ǫ
expSnφ(x) ≤ exp (−cϕ(ǫ)n) ,
for all n large enough. Similar exponential bounds were obtained in [30, Theorem
3.5] under other strong combinatorial assumptions on X . These results indeed
provide exponential bounds on small fluctuations near the mean
∫
ϕdµφ (for small
ǫ), but do not provide enough information for large ǫ, and do not imply the LDP.
The only one result on the LDP for countable Markov shifts we are currently aware
of is due to Denker and Kabluchko [5, Theorem 3.3], who showed the level-1 LDP
for Gibbs-Markov maps and for a certain class of bounded observables. In the
context of smooth dynamical systems, local large deviations results were obtained
for non-uniformly hyperbolic systems admitting inducing schemes with countably
infinite number of branches [15, 19]. Although part of arguments in [15, 19] may
be applicable to our setting, they will yield only local large deviations results too,
not the LDP.
One important consequence of Theorem A is Varadhan’s abstraction of Laplace’s
method. Denote by C(X) the space of R-valued bounded continuous functions on
X endowed with the supremum norm. Under the hypotheses of Theorem A, for
each ϕ ∈ C(X) the limit
Q(ϕ) = lim
n→∞
1
n
log
∫
expSnϕdµφ
exists and satisfies
Q(ϕ) = sup
µ∈M
(∫
ϕdµ− I(µ)
)
,
as shown in [28]. By convex duality, this implies
I(µ) = sup
ϕ∈C(X)
(∫
ϕdµ−Q(ϕ)
)
for every µ ∈M.
This follows, e.g., from [4, Lemma 4.5.8] if we use the natural embedding of M
into the topological vector space of signed measures on X .
Another important consequence of Theorems A and B is the level-1 LDP. Let d ≥
1 be an integer and ϕ1, . . . , ϕd ∈ C(X). By the contraction principle, the sequence
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of distributions of Rd-valued random variables x 7→ ((1/n)Snϕ1, . . . , (1/n)Snϕd)
satisfies the LDP, with the convex good rate function Iϕ : R
d → [0,∞] given by
Iϕ(α1, . . . , αd) = inf
{
I(µ) : µ ∈M,
(∫
ϕ1dµ, . . . ,
∫
ϕddµ
)
= (α1, . . . , αd)
}
,
which is finite if and only if αj ∈
[
infµ∈Mφ(σ)
∫
ϕjdµ, supµ∈Mφ(σ)
∫
ϕjdµ
]
holds for
j = 1, . . . , d. The case d = 1 extends the result of Denker and Kabluchko [5,
Theorem 3.3], in which the level-1 LDP was shown for a limited class of functions
including those which depend only on the first finite number of symbols.
We illustrate our results with the regular continued fraction expansion
x =
1
a1(x) +
1
a2(x) + · · ·
,
where x ∈ (0, 1) \ Q and each digit ai(x) (i = 1, 2, . . .) is a positive integer. We
investigate frequencies with which a given integer k appears in this expansion. The
digits are generated by iterating the Gauss transformation T : (0, 1]→ [0, 1) given
by Tx = 1/x−⌊1/x⌋, namely ai(x) = k if and only if T
i−1x ∈ ( 1
k+1
, 1
k
). Denote by
Leb the restriction of the Lebesgue measure to (0, 1). The Gauss measure 1
log 2
dx
1+x
is
the unique T -invariant Borel probability measure that is absolutely continuous with
respect to Leb. For each integer n ≥ 1 define a counting function Fk,n : (0, 1)\Q→
N by
Fk,n(x) = #{1 ≤ i ≤ n : ai(x) = k}.
Since the Gauss measure is ergodic, Birkhoff’s Theorem gives
1
n
Fk,n →
1
log 2
log
(k + 1)2
k(k + 2)
(n→∞) Leb-a.e.
Following orbits of T over the Markov partition {( 1
k+1
, 1
k
]}∞k=1 one can model T by
the countable full shift. Denoted by π : SN → (0, 1) the conjugacy T ◦ π = π ◦ σ.
The Gibbs state for the potential φ = − log |DT ◦ π| corresponds to the Gauss
measure. From [5, Proposition 3.4], the minimizer of the level-1 rate function
associated with the indicator function 1l( 1
k+1
, 1
k
) of the interval (
1
k+1
, 1
k
) is unique.
Hence, the corresponding level-1 LDP reads as follows. For comparison, see [5,
Theorem 3.3, Proposition 3.4].
Corollary. For every integer k ≥ 1 and every y ∈ π(SN) the following holds:
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(a) for every α ∈
(
1
log 2
log (k+1)
2
k(k+2)
, 1
]
,
lim
n→∞
1
n
log Leb
{
x ∈ (0, 1) \Q :
1
n
Fk,n(x) ≥ α
}
= lim
n→∞
1
n
log
∑
x∈(0,1)\Q
Tnx=x, (1/n)Fk,n(x)≥α
|DT n(x)|−1
= lim
n→∞
1
n
log
∑
x∈(0,1)\Q
Tnx=y, (1/n)Fk,n(x)≥α
|DT n(x)|−1
= − inf
{
I(µ) : µ ∈M,
∫
1l( 1
k+1
, 1
k
)d(µ ◦ π
−1) = α
}
∈ (−∞, 0);
(b) for every α ∈
[
0, 1
log 2
log (k+1)
2
k(k+2)
)
,
lim
n→∞
1
n
log Leb
{
x ∈ (0, 1) \Q :
1
n
Fk,n(x) ≤ α
}
= lim
n→∞
1
n
log
∑
x∈(0,1)\Q
Tnx=x, (1/n)Fk,n(x)≤α
|DT n(x)|−1
= lim
n→∞
1
n
log
∑
x∈(0,1)\Q
Tnx=y, (1/n)Fk,n(x)≤α
|DT n(x)|−1
= − inf
{
I(µ) : µ ∈M,
∫
1l( 1
k+1
, 1
k
)d(µ ◦ π
−1) = α
}
∈ (−∞, 0);
(c) the three limits below exist for all β ∈ R, differentiable at β = 0 and
1
log 2
log
(k + 1)2
k(k + 2)
=
d
dβ
∣∣∣∣
β=0
lim
n→∞
1
n
log
∫
exp(βFk,n(x))dx
=
d
dβ
∣∣∣∣
β=0
lim
n→∞
1
n
log
 ∑
x∈(0,1)\Q
Tnx=x
exp(βFk,n(x))|DT
n(x)|−1

=
d
dβ
∣∣∣∣
β=0
lim
n→∞
1
n
log ∑
x∈(0,1)\Q
Tnx=y
exp(βFk,n(x))|DT
n(x)|−1
 .
Since the pressure is 0, the contributions from the normalizing factors in the
formulas in (a) and (b) disappear as n → ∞ (see Proposition 2.4). Item (c) is a
consequence of the general theory on large deviations [7, Theorem II. 6.3].
The rest of this paper consists of three sections entirely dedicated to proofs of
the theorems. After a few preliminaries in §2 we prove the lower bound (1.1)
for all open sets in §3, and then the upper bound (1.2) for all closed sets in §4.
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Our argument is a dynamical one as briefly outlined below, inspired by that of
Takahashi [25, 26]. New ingredients are necessary for handling difficulties arising
from the non-compactness of X and M.
A useful property for a proof of the large deviations lower bound for all open sets
is the entropy-density of ergodic measures (see §3.2 for the definition). This prop-
erty permits the reduction of the proof of the lower bound to the case where the
measure in consideration is ergodic [6, 9, 29]. The entropy-density in our setting
was shown in [27, Main Theorem], and its slight variant taking the unboundedness
of the potential φ into consideration (see Lemma 3.2) suffices to perform this re-
duction. Estimates for ergodic measures are carried out by combining the Gibbs
property and an approximation of ergodic measures with a finite number of cylin-
ders (separated sets), which is well-known for compact metric spaces [6] and is still
valid in our setting of infinite alphabet (see Lemma 3.1).
The exponential tightness allows us to reduce the proof of the upper bound for
all closed sets to that for all compact sets. To show this property, we modify a
portion of a proof of Sanov’s theorem on the LDP for the distribution of empirical
means associated with i.i.d. random variables. The lack of independence in our
setting is compensated by a bounded distortion property of the Gibbs state (see
Lemma 2.3). The finite irreducibility is used in a crucial way to treat all compact
sets. We construct a finite number of finite subsystems (finite full shifts) and
invariant probability measures on each, and use them altogether to deduce the
desired upper bound.
2. Preliminaries
For the rest of this paper we assume S = N for simplicity, and X always denotes
a countable Markov shift. In this section we collect and prove a few preliminary
results which will be frequently used later.
2.1. Mild distortions. The topology on X is metrizable by a metric d(x, y) =
exp (− inf{i ∈ N : xi 6= yi}) with the convention exp(−∞) = 0. Denote by Cu(X)
the set of uniformly continuous elements of C(X). For a function ϕ : X → R and
an integer n ≥ 1 define
Dn(ϕ) = sup
w∈En
sup
x,y∈[w]
Snϕ(x)− Snϕ(y).
Notice that Dn(ϕ) ≤ D1(ϕ)n holds for every n ≥ 1. The regularity of functions
needed in most of our argument is Dn(ϕ) = o(n), which is satisfied for elements of
Cu(X).
Lemma 2.1. ([8, Proposition 6.2(b)]). If ϕ ∈ Cu(X), then Dn(ϕ) = o(n) (n →
∞).
Each ϕ ∈ C(X) defines a functional µ ∈ M 7→
∫
ϕdµ. The weak*-topology
is the coarsest topology on M which makes every functional ϕ(·), ϕ ∈ C(X)
continuous. As X is a Polish space, the weak*-topology is metrizable and M
becomes a Polish space. The weak*-topology coincides with the coarsest topology
which makes every ϕ(·), ϕ ∈ Cu(X) continuous (see e.g., [24, Chapter 9]).
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2.2. Properties of Gibbs states. The existence of a Gibbs state imposes strong
restrictions on the corresponding potential.
Lemma 2.2. Let φ : X → R be a measurable function and assume there exists a
Gibbs state for the potential φ. Then supφ <∞, inf φ = −∞ and supn≥1Dn(φ) <
∞.
Proof. Immediate from (1.3). 
To compensate the lack of independence of the random variables in question, we
use the next “bounded distortion property” of Gibbs states.
Lemma 2.3. Let φ : X → R be a measurable function and µφ a Gibbs state for
the potential φ as in (1.3). Then the following holds:
(a) for all v, w ∈ E∗ with vw ∈ E∗,
c−30 µφ[w] ≤
µφ[vw]
µφ[v]
≤ c30µφ[w].
(b) for all v, wi ∈ E
∗ (i ∈ N) with vwi ∈ E
∗ for every i ∈ N,
c−30
∑
i∈N
µφ[wi] ≤
∑
i∈N µφ[vwi]
µφ[v]
≤ c30
∑
i∈N
µφ[wi].
Proof. Let v, w ∈ E∗ with vw ∈ E∗. From (1.3) the following holds:
c−10 exp
(
−P |vw|+ sup
[vw]
S|vw|φ
)
≤ µφ[vw] ≤ c0 exp
(
−P |vw|+ inf
[vw]
S|vw|φ
)
;
c−10 exp
(
−P |v|+ supS|v|φ
)
≤ µφ[v] ≤ c0 exp
(
−P |v|+ inf S|v|φ
)
.
In addition, S|vw|φ − S|v|φ = (S|w|φ) ◦ σ
|v| holds on [vw]. Since σ|v|[vw] ⊂ [w] we
obtain
µφ[vw]
µφ[v]
≥ c−20 exp
(
−P |w|+ inf
[w]
S|w|φ
)
≥ c−30 µφ[w]
and
µφ[vw]
µφ[v]
≤ c20 exp
(
−P |w|+ sup
[w]
S|w|φ
)
≤ c30µφ[w].
Item (b) is a consequence of (a) and the countable additivity of a measure. 
2.3. Expressions of pressure. Given a measurable function φ : X → R define
its pressure
P (φ) = lim
n→∞
1
n
log
∑
w∈En
sup
[w]
expSnφ.
As the sequence n 7→ log
∑
w∈En sup[w] expSnφ is sub-additive, this limit exists. If
µφ is a Gibbs state for the potential φ, the constant P in (1.3) is equal to P (φ),
see [13, Proposition 2.2(a)].
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Proposition 2.4. Let X be finitely primitive, φ : X → R a measurable function
and µφ a Gibbs state for the potential φ. Then for every a ∈ N and y ∈ X,
P (φ) = lim
n→∞
1
n
logZn(φ, [a] ∩ Pern(σ)) = lim
n→∞
1
n
logZn(φ,Pern(σ))
= lim
n→∞
1
n
logZn(φ, [a] ∩ σ
−ny) = lim
n→∞
1
n
logZn(φ, σ
−ny).
Proof. Let Λ ⊂ E∗ be the finite set and N ≥ 0 the integer given by the finite
primitiveness of X . Recall that N = 0 if and only if Λ = ∅.
Lemma 2.5. There exists c > 0 such that for every (a, b) ∈ N2 and every integer
n > N ,
µφ([a] ∩ σ
−n[b]) ≥ cµφ[a]µφ[b].
Proof. Put c = c−60 infλ∈Λ µφ[λ] if Λ 6= ∅ and c = c
−6
0 if Λ = ∅. In the case Λ 6= ∅,
for each w ∈ En−N(a) fix κ = κ(w) ∈ Λ with wκb ∈ En+1. Lemma 2.3(a) gives
µφ[wκb]
µφ[w]
≥ c−30 µφ[κb] ≥ c
−6
0 µφ[κ]µφ[b] ≥ cµφ[b].
Rearranging this inequality and summing the result over all w ∈ En−N(a) yields
µφ([a] ∩ σ
−n[b]) ≥
∑
w∈En−N(a)
µφ[wκb] ≥ c
∑
w∈En−N (a)
µφ[w]µφ[b] = cµφ[a]µφ[b],
as required. A proof for the case Λ = ∅ follows from the obvious modification. 
Returning to the proof of Proposition 2.4, for every a ∈ N and n > N we have
c0e
−P (φ)nZn(φ, [a] ∩ Pern(σ)) ≥ µφ([a] ∩ σ
−n[a]) by (1.3)
≥ cµφ[a]
2 by Lemma 2.5.
Hence
(2.1) P (φ) ≤ lim inf
n→∞
1
n
logZn(φ, [a] ∩ Pern(σ)).
On the other hand, (1.3) also implies
c−10 e
−P (φ)nZn(φ, [a] ∩ Pern(σ)) ≤ µφ[E
n(a)].
Summing this inequality over all a ∈ N gives
c−10 e
−P (φ)nZn(φ,Pern(σ)) ≤
∑
a∈N
µφ[E
n(a)] = 1,
and therefore
(2.2) lim sup
n→∞
1
n
logZn(φ,Pern(σ)) ≤ P (φ).
The inequalities (2.1) and (2.2) imply the two equalities in the first line in Propo-
sition 2.4.
Let y = (yi)i∈N ∈ X . For every a ∈ N and n > N ,
c0e
−P (φ)nZn(φ, [a] ∩ σ
−ny) ≥ µφ([a] ∩ σ
−n[y0]) by (1.3)
≥ cµφ[a]µφ[y0] by Lemma 2.5.
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Hence
(2.3) P (φ) ≤ lim inf
n→∞
1
n
logZn(φ, [a] ∩ σ
−ny).
On the other hand, (1.3) also implies
c−10 e
−P (φ)nZn(φ, [a] ∩ σ
−ny) ≤ µφ[E
n(a)].
Summing this inequality over all a ∈ N gives
c−10 e
−P (φ)nZn(φ, σ
−ny) ≤ 1,
and therefore
(2.4) lim sup
n→∞
1
n
logZn(φ, σ
−ny) ≤ P (φ).
The inequalities (2.3) and (2.4) imply the two equalities in the second line in
Proposition 2.4. 
3. Large deviations lower bound
This section is devoted to the proof of the lower bound (1.1) for all open sets.
In §3.1 we prove a lemma which approximates each ergodic measure with finite
entropy with a finite collection of cylinders. In §3.2 we show that the proof of the
lower bound can be reduced to the case where the invariant measure in question
is ergodic. In §3.3 we prove a key lower bound, and from it deduce the desired one
in §3.4.
3.1. Approximation of ergodic measures. The next lemma approximates er-
godic measures with a finite collection of cylinders in a particular sense.
Lemma 3.1. Let l ≥ 1 be an integer and let ϕj : X → R satisfy supϕj < ∞ and
Dn(ϕj) = o(n) for j = 1, . . . , l. For any σ-invariant ergodic measure µ ∈ M with
h(µ) < ∞,
∫
ϕjdµ > −∞ for j = 1, . . . , l and any ǫ > 0 there exist n0 ≥ 1 such
that for every integer n ≥ n0 there exists a finite subset F
n of En for which the
following holds:
(a)
∣∣∣∣ 1n log#F n − h(µ)
∣∣∣∣ ≤ ǫ;
(b) sup
[Fn]
∣∣∣∣ 1nSnϕj −
∫
ϕjdµ
∣∣∣∣ ≤ ǫ for j = 1, . . . , l.
Proof. Let ǫ > 0. For each integer n ≥ 1 denote by F n the set of w ∈ En for which
the following holds:
(3.1) exp (− (h(µ) + ǫ)n) ≤ µ[w] ≤ exp
(
−
(
h(µ)−
ǫ
2
)
n
)
;
(3.2) inf
[w]
∣∣∣∣ 1nSnϕj −
∫
ϕjdµ
∣∣∣∣ ≤ ǫ2 for j = 1, . . . , l.
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Since h(µ) <∞ and the partition {[k] : k ∈ N} is a generator, Shannon-McMillan-
Breiman’s Theorem and Birkhoff’s Theorem together imply µ[F n]→ 1 as n→∞.
For n large enough so that µ[F n] ≥ 1/2, (3.1) implies
1
2
exp
((
h(µ)−
ǫ
2
)
n
)
≤ #F n ≤ exp ((h(µ) + ǫ)n) ,
which yields (a). Item (b) follows from (3.2) provided n is large enough so that
(1/n)Dn(ϕj) ≤ ǫ/2 holds for j = 1, . . . , l. 
3.2. Reduction to ergodic measures. We say X is transitive if for any a, b ∈ N
there exists an integer n ≥ 1 such that [a] ∩ σ−n[b] 6= ∅. Clearly, the finite irre-
ducibility implies the transitivity. For transitive countable Markov shifts, ergodic
measures are entropy-dense [27, Main Theorem]: for any non-ergodic µ and ǫ > 0
there exists an ergodic ν which satisfies h(ν) > h(µ) − ǫ. The proof of [27, Main
Theorem] works verbatim to show the next lemma (a proof omitted), which per-
mits us to exclude from further consideration non-ergodic measures in proving the
lower bound (1.1).
Lemma 3.2. Let X be transitive and φ : X → R a measurable function with
supφ < ∞ and supn≥1Dn(φ) < ∞. For any σ-invariant measure µ ∈ M with
finite entropy there exists a sequence {µk} of ergodic measures in Mφ(σ) such that
µk → µ in the weak*-topology, h(µk)→ h(µ) and
∫
φdµk →
∫
φdµ.
3.3. Key lower bound. For an integer l ≥ 1, ϕj ∈ Cu(X) and αj ∈ R for
j = 1, . . . , l consider an weak*-open set
V{ϕj, αj}j=1,...,l =
{
µ ∈M :
∫
ϕjdµ > αj for j = 1, . . . , l
}
.
Proposition 3.3. Let X be transitive, φ : X → R a measurable function and µφ
a Gibbs state for the potential φ. Let l ≥ 1 be an integer, ϕj ∈ Cu(X) and αj ∈ R
for j = 1, . . . , l. Then
lim inf
n→∞
1
n
log ξn(V{ϕj, αj}j=1,...,l) ≥ sup{F (µ) : µ ∈ V{ϕj, αj}j=1,...,l}.
If moreover X is finitely primitive, then the same inequality continues to hold with
ξn replaced by ηn, ηa,n, ζy,n and ζa,y,n with a ∈ N, y ∈ X.
Proof. Write V for V{ϕj , αj}j=1,...,l and let µ ∈ V. If µ /∈Mφ(σ) then F (µ) = −∞.
Assume µ ∈ Mφ(σ). By [13, Theorem 1.4], P (φ) < ∞ implies h(µ) < ∞. By
virtue of Lemma 3.2 we may assume µ is ergodic. Let ǫ > 0 satisfy
∫
ϕjdν−ǫ > αj
for j = 1, . . . , l. Let n0 > 1 and for each integer n ≥ n0 let F
n be the finite subset
of En for which the conclusion of Lemma 3.1 holds for ϕj (j = 1, . . . , l) and µ:
#F n ≥ exp((h(µ) − ǫ)n); inf [Fn] Snφ ≥
(∫
φdµ− ǫ
)
n; [F n] ⊂ {x ∈ X : δnx ∈ V}.
The last inclusion is a consequence of Lemma 3.1(b) and the choice of ǫ.
It is convenient to split the rest of the proof of Proposition 3.3 into three steps,
corresponding to the sequences of distributions.
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Step 1. (Lower bound for empirical means). For every n ≥ n0 and every w ∈ F
n
we have
µφ[w] ≥ c
−1
0 e
−P (φ)n inf
[w]
expSnφ
≥ c−10 e
−P (φ)n exp
((∫
φdµ− ǫ
)
n
)
.
Summing this inequality over all w ∈ F n yields
1
n
log µφ {x ∈ X : δ
n
x ∈ V} ≥
1
n
log
(
#F n inf
w∈Fn
µφ[w]
)
≥ −P (φ) + h(µ) +
∫
φdµ− 2ǫ−
1
n
log c0.
Letting n→∞ and then ǫ→ 0 yields the desired inequality.
Step 2. (Lower bound for weighted periodic points). Assume X is finitely primitive.
Let Λ ⊂ E∗ be the finite set and N ≥ 0 the integer given by the finite primitiveness.
Let a ∈ N and n > n0 + 2N an integer. For each w ∈ F
n−2N−1 fix κ = κ(w) ∈ Λ,
ρ = ρ(w) ∈ Λ with aκwρa ∈ En+1. The n-cylinder [aκwρ] contains exactly
one point from [a] ∩ Pern(σ). Since each function ϕj is bounded and Λ, N are
independent of n, inf [aκwρ] Snϕj > αjn holds for sufficiently large n. Hence δ
n
x ∈ V
holds for every x ∈ [aκwρ]. Therefore∑
x∈[a]∩Pern(σ)
δnx∈V
expSnφ(x) ≥
∑
w∈Fn−2N−1
inf
[aκwρ]
expSnφ
≥
(
inf
[Λ]
expSNφ
)2
inf
[a]
exp φ
∑
w∈Fn−2N−1
inf
[w]
expSn−2N−1φ
≥
(
inf
[Λ]
expSNφ
)2
inf
[a]
exp φ#F n−2N−1 inf
[Fn−2N−1]
expSn−2N−1φ.
For sufficiently large n, we apply the estimates on µ to the last factor to get
1
n
log ηa,n(V) =
1
n
log
 1Zn(φ, [a] ∩ Pern(σ)) ∑
x∈[a]∩Pern(σ)
δnx∈V
expSnφ(x)

≥−
1
n
logZn(φ, [a] ∩ Pern(σ)) + h(µ) +
∫
φdµ− 2ǫ.
As n→ ∞, the first term of the last line converges to −P (φ) by Proposition 2.4.
Then letting ǫ → 0 yields the desired inequality for ηa,n. Since Pern(σ) contains
[a]∩Pern(σ) and lim(1/n) logZn(φ,Pern(σ)) = P (φ) by Proposition 2.4, the lower
bound for ηn also follows.
Step 3. (Lower bound for weighted iterated pre-images). Assume X is finitely
primitive and let Λ, N be the same as in Step 2. Let a ∈ N, y = (yi)i∈N ∈ X and
n > n0 + 2N an integer. For each w ∈ F
n−2N−1 fix κ = κ(w) ∈ Λ, ρ = ρ(w) ∈ Λ
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with aκwρy0 ∈ E
n+1. The n-cylinder [aκwρ] contains exactly one point from σ−ny.
In the same way as in Step 2 we have∑
x∈σ−ny
δnx∈V
expSnφ(x) ≥
(
inf
[Λ]
expSNφ
)2
inf
[a]
exp φ#F n−2N−1 inf
[Fn−2N−1]
expSn−2N−1φ.
For sufficiently large n,
1
n
log ζa,y,n(V) ≥ −
1
n
logZn(φ, [a] ∩ σ
−ny) + h(µ) +
∫
φdµ− 2ǫ.
As n→∞, the first term of the right-hand side converges to −P (φ) by Proposition
2.4. Then letting ǫ→ 0 yields the desired inequality for ζa,y,n. Since σ
−ny contains
[a]∩σ−ny and lim(1/n) logZn(φ, σ
−ny) = P (φ) by Proposition 2.4, the lower bound
for ζy,n also follows. 
3.4. End of proof of the lower bound. It is now straightforward to finish the
proof of the lower bound (1.1) for all open sets.
Proof of the lower bound for open sets. LetX be finitely irreducible and µφ a Gibbs
state for a measurable potential φ. Let V be an open subset of M of the form in
Proposition 3.3. Then
lim inf
n→∞
1
n
log ξn(V) ≥ sup
V
F.
These open sets form a base of the weak*-topology on M. Let G be an arbitrary
open subset of M. Take a subset {Vγ}γ of this base with G =
⋃
γ Vγ. We have
lim inf
n→∞
1
n
log ξn(G) ≥ sup
γ
sup
Vγ
F = sup
G
F = − inf
G
I.
If X is finitely primitive, then the same reasoning yields (1.1) for all open sets and
for all sequences of distributions other than {ξn}. 
4. Large deviations upper bound
All that remains to show is the upper bound (1.2) for all closed sets. In §4.1 we
show the exponential tightness of the sequences of probability measures appearing
in Theorems A, B and C. Based on a preliminary result in §4.2 we prove a key upper
bound in §4.3. Combining this bound with the exponential tightness we obtain
the upper bound for all closed sets, completing the proofs of all the theorems in
§4.4.
4.1. Exponential tightness. To obtain the upper bound for non-compact closed
sets requires a way of showing that most of the probability masses (at least on
an exponential scale) is concentrated on compact sets. A precise statement is as
follows.
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Proposition 4.1. Let φ : X → R be a measurable function and µφ a Gibbs state
for the potential φ. Then {ξn} is exponentially tight, i.e., for every L > 0 there
exists a compact set KL ⊂M such that
lim sup
n→∞
1
n
log ξn(K
c
L) ≤ −L.
If moreover X is finitely primitive, then ηn, ηa,n, ζy,n and ζa,y,n with a ∈ N, y ∈ X
are exponentially tight.
Proof. The proof of Proposition 4.1 consists of four steps. In Step 1 we prove a
key recurrence estimate relative to certain compact subsets of X . In subsequent
steps, we use this estimate to construct compact subsets ofM as in the statement
of Proposition 4.1 for each sequence of distributions.
Step 1. (Recurrence estimate relative to compact subsets of X). Let θ ∈ R be such
that
(4.1) 0 < θ ≤ min
{
c−30 ,
1
5
}
,
where c0 is in (1.3). Let {Ni}i∈N be a non-decreasing sequence in N such that
(4.2)
∞∑
k=Ni+1
µφ[k] ≤ θ
i+1 for every i ∈ N.
Define
Γ = {x ∈ X : xi ≤ Ni for every i ∈ N},
which is a compact subset of X .
Lemma 4.2. For every integer n ≥ 1 and m = 1, . . . , n,
µφ
{
x ∈ X : δnx(Γ
c) =
m
n
}
≤
2n(4θ)m
1− 4θ
.
In other words, the µφ-measure of the set of points which visit the complement
of Γ exactly m-times up to time n−1 decays exponentially in m. The proportional
length of the time interval in which this exponential decay is not apparent due to
the factor 2n can be made arbitrarily short by choosing sufficiently small θ and
then choosing an appropriate {Ni}i∈N.
Proof of Lemma 4.2. For each x ∈ Γc define p(x) = min{i ∈ N : xi > Ni}. Since
{Ni} is non-decreasing, x ∈ Γ
c implies σix ∈ Γc for i = 0, . . . , p(x). Define a
sequence 0 ≤ n1 < n2 < · · · of integers inductively as follows: n1 = min{i ≥
0: σix ∈ Γc}; nj+1 = min{i > nj + p(σ
njx) : σix ∈ Γc} for j ≥ 1. The nj are called
free return times of x. Put pj = p(σ
nj (x)) + 1 and call it the depth of nj . Notice
that 0 ≤ n1 < n1 + p1 ≤ n2 < n2 + p2 ≤ n3 < · · · .
Let s ≥ 1 be an integer and j ∈ {1, . . . , s}. For two j-strings n1 · · ·nj , p1 · · · pj
of integers with 0 ≤ n1 < · · · < nj and p1, . . . , pj ≥ 1, define Γ
p1···pj
n1···nj to be the set
of x ∈ X for which n1, . . . , nj are all the free return times in [0, nj], with p1, . . . , pj
the corresponding depths. The sequence {Γ
p1···pj
n1···nj}
s
j=1 of sets is decreasing in j.
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By induction we show
(4.3) µφ(Γ
p1···pj
n1···nj ) ≤ θ
p1+···+pj for j = 1, . . . , s.
Start with j = 1. If n1 = 0 then p1 = 1 and by (4.2) with i = 0,
µφ(Γ
p1
n1) ≤
∞∑
k=N0+1
µφ[k] ≤ θ = θ
p1 .
If n1 > 0, let w ∈ E
n1+p1−1 be such that the corresponding cylinder [w] intersects
Γp1n1 . Any point in Γ
p1
n1
is contained in such a cylinder. By Lemma 2.3(b) and (4.2)
with i = p1,
µφ([w] ∩ Γ
p1
n1
)
µφ[w]
≤
∑∞
k=Np1+1
µφ[wk]
µφ[w]
≤ c30
∞∑
k=Np1+1
µφ[k] ≤ c
3
0θ
p1+1 ≤ θp1.
Rearranging this inequality and summing the result over all w yield
µφ(Γ
p1
n1
) =
∑
w
µφ([w] ∩ Γ
p1
n1
) ≤ θp1
∑
w
µφ[w] ≤ θ
p1 .
Hence, (4.3) holds for j = 1.
Proceeding to the general step of induction, let s > 1 and j ∈ {1, . . . , s − 1}.
Let w ∈ Enj+1+pj+1−1 be such that the corresponding cylinder [w] is contained
in Γ
p1···pj
n1···nj and intersects Γ
p1···pj+1
n1···nj+1 . Any point in Γ
p1···pj+1
n1···nj+1 is contained in such a
cylinder. By Lemma 2.3(b) and (4.2) with i = pj+1,
µφ([w] ∩ Γ
p1···pj+1
n1···nj+1)
µφ[w]
≤
∑∞
k=Npj+1+1
µφ[wk]
µφ[w]
≤ c30
∞∑
k=Npj+1+1
µφ[k] ≤ c
3
0θ
pj+1+1 ≤ θpj+1.
Rearranging this and summing the result over all w yield
µφ(Γ
p1···pj+1
n1···nj+1) ≤ θ
pj+1µφ(Γ
p1···pj
n1···nj),
which recovers the assumption of the induction.
Let n ≥ 1 be an integer and m ∈ {1, . . . , n}. Notice that
µφ
{
x ∈ X : δnx(Γ
c) =
m
n
}
≤
m∑
s=1
∞∑
P=m
∑
(p1,...,ps)∑s
j=1 pj=P
∑
(n1,...,ns)
0≤n1<···<ns≤n−1
µφ(Γ
p1···ps
n1···ns).
For each fixed s ∈ {1, . . . , m}, the number of ways of locating free return times
n1, . . . , ns in [0, n] is (
n
s ) ≤ 2
n. For each location (n1, . . . , ns) of free return times,
the number of all feasible combinations of depths (p1, . . . , ps) with
∑s
j=1 pj = P
is bounded by the number of ways of dividing P -objects into s-groups, and so
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P+s−1
s−1
)
≤ 2P+s−1. This and (4.3) yield
µφ
{
x ∈ X : δnx(Γ
c) =
m
n
}
≤ 2n
m∑
s=1
∞∑
P=m
2P+s−1θP
≤ 2n
∞∑
P=m
(4θ)P
=
2n(4θ)m
1− 4θ
,
as required. 
Step 2. (Exponential tightness for empirical means). We adapt a portion of the
proof of Sanov’s Theorem [4, Lemma 6.2.6] to show the exponential tightness for
{ξn}, using Lemma 4.2 to compensate the lack of independence in our setting.
For each integer ℓ ≥ 1 fix θ ∈ R such that (4.1) holds and
(4.4)
1
1− 4θ
∞∑
m=0
e2ℓ
2m(4θ)m ≤ 2.
Fix a non-decreasing integer sequence {Ni}i∈N satisfying (4.2). Define a compact
set
Γℓ = {x ∈ X : xi ≤ Ni for every i ∈ N},
and
Kℓ =
{
ν ∈M : ν(Γℓ) ≥ 1−
1
ℓ
}
.
Since M is a Polish space and Γℓ is a closed set, by Portmanteau’s Theorem the
weak*-convergence µk → µ for a sequence {µk} in K
ℓ of probability measures
implies lim sup µk(Γℓ) ≤ µ(Γℓ). Hence, K
ℓ is a closed set. For each integer L ≥ 1
define
KL =
∞⋂
ℓ=L
Kℓ.
By the compactness of each Γℓ, KL is tight and any sequence contained in it has
a limit point by Prohorov’s Theorem. As KL is closed, it is sequentially compact.
Since the weak*-topology on M is metrizable, KL is a compact subset of M. For
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every n ≥ 1,
µφ{x ∈ X : δ
n
x /∈ K
ℓ} = µφ
{
x ∈ X : δnx(Γ
c
ℓ) ≥
1
ℓ
}
= µφ
{
x ∈ X : exp
(
ℓ2nδnx(Γ
c
ℓ)
)
≥ eℓn
}
≤ e−2ℓn
∫
X
exp
(
2ℓ2nδnx(Γ
c
ℓ)
)
dµφ(x)
= e−2ℓn
n∑
m=0
e2ℓ
2mµφ
{
x ∈ X : δnx(Γ
c
ℓ) =
m
n
}
≤
2ne−2ℓn
1− 4θ
n∑
m=0
e2ℓ
2m(4θ)m
≤ 2n+1e−2ℓn.
We have used Chebyshev’s bound for the first inequality, Lemma 4.2 for the second
one and (4.4) for the last one. For L large enough,
ξn(K
c
L) ≤
∞∑
ℓ=L
µφ{x ∈ X : δ
n
x /∈ K
ℓ} ≤ 2n+1
∞∑
ℓ=L
e−2ℓn ≤ e−Ln.
This yields lim sup(1/n) log ξn(K
c
L) ≤ −L as required.
Step 3. (Exponential tightness for weighted periodic points). We assume X is
finitely primitive, and show the exponential tightness for {ηn} and {ηa,n}. For
each integer ℓ ≥ 1 fix θ ∈ R such that (4.1) holds and
(4.5) 2(4θ)
1
2ℓ ≤ e−2ℓ.
Fix a non-decreasing integer sequence {Ni}i∈N satisfying (4.2). As in Step 2, define
Γℓ = {x ∈ X : xi ≤ Ni for every i ∈ N} and K
ℓ = {ν ∈M : ν(Γℓ) ≥ 1− 1/ℓ} . For
each integer L ≥ 1 the set KL =
⋂∞
ℓ=LK
ℓ is compact for the same reason as in
Step 2. For every n ≥ 1,
ηn(M\K
ℓ) =
1
Zn(φ,Pern(σ))
∑
x∈Pern(σ)
δnx /∈K
ℓ
expSnφ(x)
=
1
Zn(φ,Pern(σ))
∑
x∈Pern(σ)
δnx (Γ
c
ℓ
)≥1/ℓ
expSnφ(x)
≤
1
Zn(φ,Pern(σ))
n∑
m=⌊n/ℓ⌋
∑
x∈Pern(σ)
δnx (Γ
c
ℓ
)=m/n
expSnφ(x)
≤
c0e
P (φ)n
Zn(φ,Pern(σ))
n∑
m=⌊n/ℓ⌋
∑
x∈Pern(σ)
δnx (Γ
c
ℓ
)=m/n
µφ[x0, . . . , xn−1] by (1.3).
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Lemma 4.2 gives∑
x∈Pern(σ)
δnx (Γ
c
ℓ
)=m/n
µφ[x0, . . . , xn−1] ≤ µφ
{
x ∈ X : δnx(Γ
c
ℓ) =
m
n
}
≤
2n(4θ)m
1− 4θ
.
Plugging this into the above inequality and then using (4.5) give
ηn(M\K
ℓ) ≤
2nc0
1− 4θ
eP (φ)n
Zn(φ,Pern(σ))
n∑
m=⌊n/ℓ⌋
(4θ)m
≤
2nc0
(1− 4θ)2
eP (φ)n
Zn(φ,Pern(σ))
(4θ)⌊n/ℓ⌋
≤
c0
(1− 4θ)2
eP (φ)n
Zn(φ,Pern(σ))
e−2ℓn.
The last inequality holds provided n > 2L. For L large enough,
ηn(K
c
L) ≤
∞∑
ℓ=L
ηn(M\K
ℓ)
≤
c0
(1− 4θ)2
eP (φ)n
Zn(φ,Pern(σ))
∞∑
ℓ=L
e−2ℓn
≤
c0
(1− 4θ)2
eP (φ)n
Zn(φ,Pern(σ))
e−Ln.
Proposition 2.4 gives lim(1/n) logZn(φ,Pern(σ)) = P (φ), and thus we obtain
lim sup(1/n) log ηn(K
c
L) ≤ −L as required. The exponential tightness for {ηa,n}
(a ∈ N) follows from simply replacing Pern(σ) in the above formulas by [a] ∩
Pern(σ).
Step 4. (Exponential tightness for weighted iterated pre-images). We assume X is
finitely primitive and show the exponential tightness for {ζy,n} and {ζa,y,n}. In the
same way as in Step 3, we have
ζy,n(M\K
ℓ) ≤
c0e
P (φ)n
Zn(φ, σ−ny)
n∑
m=⌊n/ℓ⌋
∑
x∈σ−ny
δnx (Γ
c
ℓ
)=m/n
µφ[x0, . . . , xn−1]
≤
c0
(1− 4θ)2
eP (φ)n
Zn(φ, σ−ny)
e−2ℓn.
Hence, for L large enough and n > 2L the same upper bound as in Step 3 is
available on ζy,n(K
c
L). Proposition 2.4 gives lim(1/n) logZn(φ, σ
−ny) = P (φ), and
we obtain lim sup(1/n) log ζy,n(K
c
L) ≤ −L as required. The exponential tightness
for {ζa,y,n} (a ∈ N, y ∈ X) follows from simply replacing σ
−ny in the above
formulas by [a] ∩ σ−ny. 
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4.2. Finite Markov system. By a finite Markov system we mean a pair (a,Gn)
with a ∈ N, n > 1 and Gn a finite subset of En(a, a). The next lemma is proved
along the line of the thermodynamic formalism for finite Markov shifts [1, 20].
Lemma 4.3. Let φ : X → R be a measurable function and µφ a Gibbs state for
the potential φ. Let l ≥ 1 be an integer, ϕj : X → R continuous and αj ∈ R for
j = 1, . . . , l. There exists n1 > 1 such that the following holds: let n ≥ n1 be an
integer and (a,Gn) a finite Markov system satisfying inf [Gn] Sn−1ϕj > αj(n − 1)
for j = 1, . . . , l. There exists a σ-invariant measure µ ∈M which is supported on
a compact set and satisfies
logµφ[G
n] ≤ F (µ)(n− 1) + log c0
and ∫
ϕjdµ > αj for j = 1, . . . , l,
where c0 is the constant in (1.3).
Proof. Put σ̂ = σn−1, φ̂ = Sn−1φ and define K =
⋂
m∈N σ̂
−m[Gn]. Then K is a
compact set and σ̂|K : K → K is topologically conjugate to the full shift on #G
n-
symbols. By Lemma 2.2, for every integer m ≥ 1 and all x, y ∈ K such that for
each i = 0, . . . , m− 1 there exists ω ∈ Gn with σ̂ix, σ̂iy ∈ [w], we have
m−1∑
i=0
φ̂(σ̂ix)− φ̂(σ̂iy) ≤ Dm(n−1)(φ) ≤ sup
n≥1
Dn(φ) <∞.
Fix z ∈ K. The variational principle [1, Lemma 1.20] gives
(4.6) sup
ν̂∈M(σ̂|K)
(
hσ̂|K (ν̂) +
∫
φ̂dν̂
)
= lim
m→∞
1
m
log
∑
x∈(σ̂|K)−mz
exp
(
m−1∑
i=0
φ̂(σ̂ix)
)
,
where M(σ̂|K) denotes the space of σ̂|K-invariant Borel probability measures en-
dowed with the weak*-topology and hσ̂|K(ν̂) the entropy of ν̂ ∈ M(σ̂|K) with
respect to σ̂|K . By (1.3), inf [w] exp φ̂ ≥ c
−1
0 e
P (φ)(n−1)µφ[w] holds for every w ∈ G
n.
Hence ∑
x∈(σ̂|K)−mz
exp
(
m−1∑
i=0
φ̂(σ̂ix)
)
≥
 inf
z′∈K
∑
x∈(σ̂|K)−1z′
exp φ̂(x)
m
≥
(
c−10 e
P (φ)(n−1)µφ[G
n]
)m
.
Taking logs, dividing by m and letting m→∞,
lim
m→∞
1
m
log
∑
x∈(σ̂|K)−mz
exp
(
m−1∑
i=0
φ̂(σ̂ix)
)
≥ log
(
c−10 e
P (φ)(n−1)µφ[G
n]
)
.
Plugging this into (4.6) yields
sup
ν̂∈M(σ̂|K)
(
hσ̂|K(ν̂) +
∫
φ̂dν̂
)
≥ log
(
c−10 e
P (φ)(n−1)µφ[G
n]
)
.
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Since M(σ̂|K) is compact and the mapping ν̂ ∈ M(σ̂|K) 7→ hσ̂|K(ν̂) +
∫
φ̂dν̂ is
upper semi-continuous, there exists a measure µ̂ ∈ M(σ̂|K) which attains the
supremum of the left-hand side. The measure µ = (1/(n − 1))
∑n−2
i=0 µ̂ ◦ σ
−i is
σ-invariant and satisfies the desired properties. 
4.3. Key upper bound. For an integer l ≥ 1, ϕj ∈ Cu(X) and αj ∈ R for j =
1, . . . , l denote by V{ϕj, αj}j=1,...,l the weak*-closure of V{ϕj, αj}j=1,...,l, namely
V{ϕj, αj}j=1,...,l =
{
µ ∈M :
∫
ϕjdµ ≥ αj for j = 1, . . . , l
}
.
Proposition 4.4. Let X be finitely irreducible, φ : X → R a measurable function
and µφ a Gibbs state for the potential φ. Let l ≥ 1 be an integer, ϕj ∈ Cu(X) and
αj ∈ R for j = 1, . . . , l. For every ǫ > 0,
lim sup
n→∞
1
n
log ξn(V{ϕj , αj}j=1,...,l) ≤ sup {F (µ) : µ ∈ V{ϕj , αj − ǫ}j=1,...,l} ,
If moreover X is finitely primitive, then the same conclusion continues to hold with
ξn replaced by ηn, ηa,n, ζy,n and ζa,y,n with a ∈ N, y ∈ X.
Proof. It is convenient to split the proof of Proposition 4.4 into three steps. In
Lemma 4.3 we have already shown that finite Markov systems can be used for
bounding measures from above. Write V for V{ϕj, αj}j=1,...,l). In order to capture
the set V, in Step 1 we take advantage of the finite irreducibility and construct
finitely many finite Markov systems. In the remaining steps we treat each sequence
of distributions separately.
Step 1. (Reduction to finitely many finite Markov systems). Let Λ be the finite
subset of E∗ given by the finite irreducibility of X , and put |Λ| = maxλ∈Λ |λ|. If
Λ 6= ∅, define NΛ to be the set of a ∈ N for which there exists λ = λ0 · · ·λ|λ|−1 ∈ Λ
with λ|λ|−1 = a. If Λ = ∅, put NΛ = {0}. Set
c1 = inf{µφ[w] : w ∈ NΛ ∪ Λ}.
Since µφ is a Gibbs state and NΛ, Λ are finite sets, c1 > 0 holds. Let ǫ > 0 be as
in Proposition 4.4. For an integer n > 1 and a ∈ NΛ define
(4.7) Hn(a) =
{
w ∈ En(a) : δnz ∈ V
{
ϕj, αj −
ǫ
3
}
j=1,...,l
for some z ∈ [w]
}
,
and
Yn =
⋃
a∈NΛ
σ[Hn(a)].
Lemma 4.5. For sufficiently large integer n > 1,
µφ{x ∈ X : δ
n−1
x ∈ V} ≤ µφ(Yn).
Proof. From the finite irreducibility and the definition of Nλ, for each b ∈ N there
exists a ∈ NΛ with ab ∈ E
∗. It follows that for each x ∈ X there exist a ∈ NΛ and
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y ∈ [a] with x = σy. Hence, there exists an integer n′ > 1 which depends only on
{ϕj, αj}j=1,...,l, Λ and ǫ such that for every n ≥ n
′ with δn−1x ∈ V , we have
Snϕj(y) = ϕj(y) + Sn−1ϕj(x) ≥ inf
[NΛ]
ϕj + (n− 1)αj ≥
(
αj −
ǫ
3
)
n,
for j = 1, . . . , l. This yields y ∈ [Hn(a)], and thus x ∈ Yn as required. 
We bound µφ(Yn) from above by constructing finitely many finite Markov sys-
tems each based at [a], a ∈ NΛ. In what follows, in view of Lemma 2.1 we assume
n is large enough so that Dn(ϕj) ≤ ǫn/3 holds for j = 1, . . . , l.
Let a ∈ NΛ. For each w ∈ H
n(a) fix κ = κ(w) ∈ Λ with wκa ∈ E∗. By
the definition (4.7), for each w ∈ Hn(a) there exists z = z(w) ∈ [w] such that
Snϕj(z) ≥ (αj −
ǫ
3
)n for j = 1, . . . , l. For every x ∈ [wκ] we have
Sn+|κ|ϕj(x) = Snϕj(z) + Snϕj(x)− Snϕj(z) + S|κ|ϕj(σ
nx)
≥ Snϕj(z)−Dn(ϕj) + S|κ|ϕj(σ
nx)
≥
(
αj −
2ǫ
3
)
n + inf
λ∈Λ
inf
[λ]
S|λ|ϕj,
for j = 1, . . . , l. Since Λ is a finite set and each ϕj is bounded, the last term of the
last line is bounded. It follows that for sufficiently large n,
(4.8) inf
[wκ]
Sn+|κ|ϕj > (αj − ǫ)(n + |κ|),
for j = 1, . . . , l and every w ∈ Hn(a).
Summing the inequality µφ[w] ≤ c
3
0c
−1
1 µφ[wκ] over all w ∈ H
n(a) which follows
from Lemma 2.3(a) gives
(4.9) log µφ[H
n(a)] ≤ log
∑
w∈Hn(a)
µφ[wκ] + log(c
3
0c
−1
1 ).
It can happen that #Hn(a) =∞. Since the cylinders corresponding to the strings
in Hn(a) are pairwise disjoint and µφ is a finite measure, the summand of the
right-hand side is bounded and it is possible to choose a finite subset Bn(a) of
Hn(a) such that
log
∑
w∈Hn(a)
µφ[wκ] ≤ log
∑
w∈Bn(a)
µφ[wκ] + 1.
For each s ∈ {0, . . . , |Λ|} define Bns (a) = {w ∈ B
n(a) : |κ(w)| = s}. Pick s0 ∈
{0, . . . , |Λ|} with ∑
w∈Bn(a)
µφ[wκ] ≤ (|Λ|+ 1)
∑
w∈Bns0(a)
µφ[wκ].
Combining this inequality with the previous one gives
(4.10) log
∑
w∈Hn(a)
µφ[wκ] ≤ log
∑
w∈Bns0(a)
µφ[wκ] + log(|Λ|+ 1) + 1.
Let us simply denote by const. any constant which depends only on X and µφ.
Since (a, {wκa}w∈Bns0(a)) is a finite Markov system, by Lemma 4.3 and (4.8) there
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exists a σ-invariant measure µa ∈ M which is supported on a compact set and
satisfies
log
∑
w∈Bns0(a)
µφ[wκ] ≤ log
∑
w∈Bns0 (a)
µφ[wκa] + const.
≤ F (µa)(n− 1) + const.,
(4.11)
and
∫
ϕjdµ
a > αj − ǫ for j = 1, . . . , l. From (4.9), (4.10) and (4.11) we obtain
(4.12) log µφ[H
n(a)] ≤ F (µa)(n− 1) + const.
Step 2. (Upper bound for empirical means). In Step 1 we have constructed for
each a ∈ NΛ a measure µ
a. Pick µ ∈ {µa}a∈NΛ with F (µ) = maxa∈NΛ F (µ
a). Let
n > 1 be a large integer for which ξn−1(V) > 0 holds. Then
log ξn−1(V) = logµφ{x ∈ X : δ
n−1
x ∈ V}
≤ log µφ(Yn) by Lemma 4.5
≤ log
∑
a∈NΛ
µφ[H
n(a)] + const. by Lemma 2.3(a)
≤ F (µ)(n− 1) + log#NΛ + const. by (4.12),
which implies the desired inequality in Proposition 4.4 for ξn.
Step 3. (Upper bounds for weighted periodic points and iterated pre-images). As-
sume X is finitely primitive. Let n ≥ 1 be a large integer for which ηn(V) > 0
holds. Then ξn(V{ϕj, αj − ǫ/2}j=1,...,l) > 0, and thus the argument in Step 1 with
αj replaced by αj − ǫ/2 works. We have
ηn(V) =
1
Zn(φ,Pern(σ))
∑
x∈Pern(σ)
δnx∈V
expSnφ(x)
≤
1
Zn(φ,Pern(σ))
∑
x∈Pern(σ)∩Yn
expSnφ(x) by Lemma 4.5
≤
c0e
P (φ)n
Zn(φ,Pern(σ))
∑
x∈Pern(σ)∩Yn
µφ[x0, . . . , xn−1] by (1.3).
From the definition of NΛ, for each x = (xi)i∈N ∈ Pern(σ) ∩ Yn there exists a ∈
NΛ such that ax0 · · ·xn−1 ∈ H
n+1(a). Lemma 2.3(a) gives µφ[x0, . . . , xn−1] ≤
c30c
−1
1 µφ[a, x0, . . . , xn−1]. Summing this over all x ∈ Pern(σ) ∩ Yn and using (4.12),
log
∑
x∈Pern(σ)∩Yn
µφ[x0, . . . , xn−1] ≤ log
∑
a∈NΛ
µφ[H
n+1(a)] + const.
≤F (µ)n+ const.
24 HIROKI TAKAHASI
For sufficiently large n,
1
n
log ηn(V) ≤−
1
n
logZn(φ,Pern(σ)) + P (φ) +
1
n
log c0
+
1
n
log
∑
x∈Pern(σ)∩Yn
µφ[x0, . . . , xn−1]
≤−
1
n
logZn(φ,Pern(σ)) + P (φ) + F (µ) +
const
n
.
As n→∞, the first term converges to P (φ) by Proposition 2.4 and so the desired
inequality in Proposition 4.4 holds for ηn. That for ηa,n (a ∈ N) is obtained
simply by replacing Pern(σ) in the above formulas by [a]∩Pern(σ). Proofs for the
distributions ζy,n, ζa,y,n (a ∈ N, y ∈ X) are analogous and omitted. 
4.4. End of proof of the upper bound. We are in position to finish the proof
of the upper bound (1.2) for all closed sets and complete the proofs of all the
theorems.
Proof of the upper bound for closed sets. Let X be finitely irreducible, φ : X → R
a measurable function and µφ a Gibbs state for the potential φ. By virtue of the
exponential tightness in Proposition 4.1, we have only to consider compact closed
sets (see [4, Lemma 1.2.18(a)], [18, Theorem 2.19]).
Let K ⊂ M be a compact set. Let G be an open set containing K. Since the
weak*-topology is metrizable and K is compact, it is possible to choose a finite
number of open sets V1, . . . ,Vr of the form Vk = V{ϕj , αj}j=1,...,l satisfying K ⊂⋃r
k=1 Vk ⊂
⋃r
k=1 Vk(ǫ0) ⊂ G for some ǫ0 > 0, where Vk(ǫ0) = V{ϕj, αj − ǫ0}j=1,...,l.
Proposition 4.4 gives
lim sup
n→∞
1
n
log ξn(Vk) ≤ sup
Vk(ǫ)
F,
for every ǫ ∈ (0, ǫ0]. Hence
lim sup
n→∞
1
n
log ξn
(
r⋃
k=1
Vk
)
≤ max
1≤k≤r
lim sup
n→∞
1
n
log ξn(Vk)
≤ max
1≤k≤r
sup
Vk(ǫ)
F
≤ sup
G
F,
and thus lim sup(1/n) log ξn(K) ≤ supG F. Since G is an arbitrary open set con-
taining K it follows that
lim sup
n→∞
1
n
log ξn(K) ≤ inf
G⊃K
sup
G
F = inf
G⊃K
sup
G
(−I) = − inf
K
I.
The last equality is due to the upper semi-continuity of−I. In the case X is finitely
primitive, the upper bounds for all closed sets and for all sequences of distributions
other than {ξn} follow from Propositions 4.1 and 4.4 in the same way.
The lower bound (1.1) for all open sets obtained in §3 and the exponential
tightness in Proposition 4.1 together imply that the rate function I is the good
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rate function [4, Lemma 1.2.18(b)]. The convexity of I follows from the affine
character of F . The proofs of Theorems A, B and C are now complete. 
The following example for the full shift is due to Jenkinson-Mauldin-Urban´ski
[10, p.774]. For each integer k ≥ 1 denote by µk the Bernoulli measure generated
by the collection [k], [k + 1], . . . , [k + 2k − 1] of 1-cylinders. Then h(µk) = k log 2
holds. Put νk = (1 − 1/k)δ0¯ + (1/k)µk where 0¯ = 000 · · · . Then h(νk) = log 2,
h(δ0¯) = 0 and νk converges to δ0¯ in the weak*-topology as k →∞.
One can replace δ0¯ by an arbitrary measure with finite entropy and repeat the
same construction to show that the entropy is not upper semi-continuous at this
measure. As a result, the function F in Theorem A is not upper semi-continuous
at every measure with finite entropy.
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