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Abstract
Suppose µ is a partition of n and λ a composition of n, and let Sµ, Mλ denote the Specht
module and permutation module defined by Dipper and James for the Iwahori–Hecke algebra
Hn of the symmetric group Wn. We give an explicit fast algorithm for expressing a tableau
homomorphism φˆA : S
µ → Mλ as a linear combination of semistandard homomorphisms.
Along the way we provide a utility result related to removing rows from tableaux.
1 Introduction
Throughout this paper, F is an arbitrary field and q is a fixed non-zero element of F. Given a
positive integern,Wn denotes the symmetric group of degree n andHn denotes the Iwahori–Hecke
algebra ofWn: this is the unital associative F-algebra with generators T1, . . . ,Tn−1 and relations
(Ti − q)(Ti + 1) = 0 for 1 6 i 6 n−1,
TiT j = T jTi for 1 6 i 6 j−2 6 n−3,
TiTi+1Ti = Ti+1TiTi+1 for 1 6 i 6 n−2.
The representation theory ofHn closely resembles (and informs) themodular representation theory
ofWn. This theorywas first explored in detail byDipper and James, whose account [DJ1]we closely
follow. In particular, they define a ‘permutation module’ Mλ for each composition λ of n, and a
Specht module Sµ for each partition µ of n. Understanding the structure of Specht modules is an
important goal in understanding the representation theory of Hn, and one well-studied aspect of
this is the examination of Hn-homomorphisms between Specht modules.
The aim of this paper is to provide a ‘straightening’ result which yields (as long as q ,
−1) a fast algorithm to determine HomHn(S
µ, Sλ). This result actually concerns the space of
homomorphisms from Sµ to Mλ; an important family of such homomorphisms is labelled by µ-
tableaux of type λ; when q , −1, this family spans the space HomHn(S
µ,Mλ) [DJ2, Corollary 8.2].
Regardless of q, the space spanned by the tableau homomorphisms has a basis consisting of the
homomorphisms labelled by semistandard tableaux. However, existing proofs of this result involve
1
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a loss of information which means that it is not easy to express a given tableau homomorphism
explicitly in terms of semistandard homomorphisms. In this paper we prove a relation between
tableau homomorphisms which allows us to do exactly this; this closely resembles the Garnir
relations which are typically used to straighten elements of the Specht module.
In the next section, we very briefly recall the background information that we need, referring
to [DJ1] for most of it. In Section 3 we prove our Garnir-like relation for tableaux with only
two rows. In Section 4 we prove the necessary results concerning row removal to show that our
Garnir relation holds generally. Finally, in Section 5 we give an algorithm for expressing a tableau
homomorphism as a linear combination of semistandard homomorphisms.
2 Background
2.1 Basic definitions
We take almost all of our notation from [DJ1], with only very minor modifications. We provide
a brief index here of most of the notation, referring the reader to [DJ1] for definitions. Homo-
morphisms are considered in more detail below. Note that we follow [DJ1] by considering right
modules and having all functions act on the right.
Wn the symmetric group on {1, . . . , n}
l the (Coxeter) length function onWn
λ  n λ is a composition of n
λ ⊢ n λ is a partition of n
λ′ the conjugate partition to λ
Wλ the standard Young subgroup ofWn defined by λ  n
Dλ the set of minimal-length right coset representatives forWλ inWn
∼ the row-equivalence relation on tableaux
t
λ the λ-tableau which has 1, . . . , n in order along successive rows, for λ  n
tλ the λ-tableau which has 1, . . . , n in order down successive columns, for λ ⊢ n
1
wλ the permutation such that t
λwλ = tλ
Hn the Iwahori–Hecke algebra ofWn over F with parameter q
T1, . . . ,Tn−1 the standard generators of Hn
Tw standard basis element of Hn, for w ∈ Wn
xλ
∑
w∈WλTw
yλ
∑
w∈Wλ
(−q)−l(w)Tw
Mλ the ‘permutation module’ xλHn
Sλ the Specht module xλTwλyλ′Hn
1n.b. this notation is not defined in [DJ1], although this tableau is used there. This notation is standard elsewhere.
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2.2 Multisets
In this paper we frequently employ multisets of positive integers. If C is a multiset of positive
integers, then we write Ci for the number of is in C. Given multisets C,D, we write C ⊔ D for the
multiset with (C ⊔D)i = Ci +Di for each i. If A is a tableau, we write A
i for the multiset of entries
in row i of A.
2.3 Quantum binomial coefficients
Given our fixed q, we write [n] = 1 + q + · · · + qn−1 for any non-negative integer n, and
[n]! =
∏n
i=1[i]. These expressions are useful in the study of Hn, since we have [n]! =
∑
w∈Wn q
l(w).
Furthermore, if λ  n, then any w ∈ Wn can be written uniquely as vd with v ∈ Wλ, d ∈ Dλ and
l(w) = l(v) + l(d), so we have ∑
w∈Dλ
ql(w) =
[n]!∏
i[λi]!
.
Note that the right-hand side of this expression is a polynomial in q, so makes sense even when∏
i[λi]! is zero.
If q is an indeterminate and n > r > 0, then we can define the quantum binomial coefficient[
n
r
]
=
[n]!
[r]![n − r]!
.
In fact, this is a polynomial in q, so we can extend the definition to arbitrary q by defining
[n
r
]
to be
the specialisation of this polynomial.
2.4 Homomorphisms between permutation modules
We now recall the definitions from [DJ1, §3] on homomorphisms between permutation mod-
ules. Throughout this subsection we fix λ, µ  n.
Recall that a µ-tableau A of type λ is row-standard if its entries increase weakly along the rows.
We write Tr(µ, λ) for the set of row-standard µ-tableaux of type λ. If in addition µ ⊢ n, then we say
that a µ-tableau of type λ is semistandard if its entries are weakly increasing along the rows and
strictly increasing down the columns, and we write T0(µ, λ) for the set of semistandard µ-tableaux
of type λ.
Given a µ-tableau A of type λ, we define the permutation 1A by specifying that t
λ1A is the
row-standard λ-tableau (of type 1n) in which i belongs to row r if the position occupied by i in tµ
is occupied by r in A. For example, if
A = 1 2 3
1 1 2
then
t
λ1A =
1 4 5
2 6
3
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so that 1A = (2 4)(3 5 6).
ThemapA 7→ 1A defines a bijection fromTr(µ, λ) to the setDλ∩D
−1
µ ofminimal-length (Wλ,Wµ)
double coset representatives inWn. For later use we record the simple fact that if A ∈ Tr(µ, λ), then
l(1A) =
∑
g<h
∑
i< j
A
g
j
Ahi .
Now we consider homomorphisms. If A ∈ Tr(µ, λ), then we define an Hn-homomorphism
φA : M
µ → Mλ by
xµφA =
∑
w∈Wλ1AWµ
Tw. (H1)
We call this a tableau homomorphism. In the casewhereµ is a partition, wewrite φˆA for the restriction
of φA to the Specht module S
µ. We remark that in more recent literature φA, φˆA are written as ΘA,
ΘˆA.
Now we have the following theorem.
Theorem 2.1. [DJ1, Theorem 3.4], [DJ2, Corollary 8.7]
1. If µ, λ  n, then the set
{
φA
∣∣∣ A ∈ Tr(µ, λ)} is a basis for HomHn (Mµ,Mλ).
2. If µ ⊢ n and λ  n, then the set
{
φˆA
∣∣∣ A ∈ T0(µ, λ)} is a basis for the subspace of HomHn(Sµ,Mλ)
spanned by
{
φˆA
∣∣∣ A ∈ Tr(µ, λ)}.
3. If µ ⊢ n, λ  n and q , −1, then every Hn-homomorphism S
µ → Mλ can be extended to a
homomorphism Mµ → Mλ. Hence
{
φˆA
∣∣∣ A ∈ T0(µ, λ)} is a basis for HomHn (Sµ,Mλ).
The focus of this paper is part (2) of the above theorem; we provide an explicit algorithm for
writing a given homomorphism φA as a linear combination of semistandard homomorphisms.
Of course, the proof of Theorem 2.1(2) does yield an algorithm for ‘semistandardising’ a tableau
homomorphism, but it is rather slow, even in the symmetric group case q = 1; one must con-
sider the image of a polytabloid under the different homomorphisms φA, and keep track of the
coefficients of various tabloids in these images. Our algorithm involves just manipulation of row-
standard tableaux, forgetting the underlying homomorphisms. In simple computer experiments,
our algorithm seems considerably quicker.
There are several other useful ways to write the image xµφA. From [DJ1, p. 30], we have
xµφA =
∑
A⋄∼A
xλT1A⋄ . (H2)
By considering the rowpermutations sendingA to the variousA⋄, we can alsowrite this (following
[DJ1, Theorem 3.4]) as
xµφA = xλT1A
∑
w∈Dν∩Wµ
Tw, (H3)
An algorithm for semistandardising homomorphisms 5
where ν is the ‘composition defined by reading A along rows’, i.e. the composition
(A11,A
1
2,A
1
3, . . . ,A
2
1,A
2
2,A
2
3, . . . ,A
3
1,A
3
2, . . . ).
We will often use the expression (H3), and write the term
∑
w∈Dν∩WµTw as |A〉.
Symmetrically, we have
xµφA =
∑
w∈D−1pi ∩Wλ
TwT1Axµ, (H4)
where pi is the composition
(A11,A
2
1,A
3
1, . . . ,A
1
2,A
2
2,A
3
2, . . . ,A
1
3,A
2
3, . . . ).
We shall write the factor
∑
w∈D−1pi ∩Wλ
Tw as 〈A|.
Ourmain interest is inunderstanding linear combinations
∑r
i=1 ciφAi (whereA1, . . . ,Ar ∈ Tr(µ, λ)
and c1, . . . , cr ∈ F) for which
∑r
i=1 ciφˆAi = 0. Since S
µ is generated by xµTwµyµ′ , this condition
amounts to saying that
∑r
i=1 cixµφAi is annihilated by Twµyµ′ .
3 A Garnir-type relation for tableaux with two rows
Now we come to our main result. We begin with tableaux having only two rows.
Theorem 3.1. Suppose µ = (m, n − m) is a partition, and R, S,T are multisets of positive integers with
|R| + |S| + |T| = n and |S| > m. Let S be the set of all pairs (U,V) such that S = U ⊔ V and |U| = m − |R|.
For each (U,V) ∈ S, let A[U,V] denote the row-standard µ-tableau with
A[U,V]1 = R ⊔U, A[U,V]2 = T ⊔ V.
Then ∑
(U,V)∈S
∏
i
[Ri +Ui
Ri
][Ti + Vi
Ti
]∏
i< j
qR jUi+TiV jφˆA[U,V] = 0.
An example of this theorem is given in Section 5. The way we prove the theorem will be to
express the given homomorphism (extended toMµ) as a composition ψχ such that ψ|Sµ = 0. To do
this, we need a few simple results concerning composition of tableau homomorphisms. Some of
these are probably known, but we prove everything in order to keep our account self-contained.
Our first result shows how to use a tableau of the form 1 1 · · · 1 2 · · · 2 to merge two
rows of a tableau.
Proposition 3.2. Suppose ξ = (r,m − r) is a two-part composition of m, and C is a row-standard ξ-tableau
of type α  m. Let B be the unique row-standard (m)-tableau of type ξ, and A the unique row-standard
(m)-tableau of type α. Then
φBφC =
∏
i
[A1
i
C1
i
]∏
i< j
q
C1
j
C2
i φA.
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Proof. Equation (H1) shows that for a row-standard (m)-tableau D of any type, we have
x(m)φD = x(m).
So we just need to show that x(m)φBφC is the appropriate scalar multiple of x(m). We have
x(m)φB = xξ
∑
w∈Dξ
Tw
by (H3), while (H4) gives
xξφC =
∑
w∈D−1pi ∩Wα
TwT1Cxξ,
where pi is the composition (C1
1
,C2
1
,C1
2
,C2
2
,C1
3
,C2
3
, . . . ). So
x(m)φBφC =
∑
w∈D−1pi ∩Wα
TwT1Cxξ
∑
w∈Dξ
Tw =
∑
w∈D−1pi ∩Wα
TwT1Cx(m).
To evaluate this expression, we use the fact that Twx(m) = q
l(w)x(m) for w ∈ Wn. The length of 1C is∑
i< j C
1
j
C2
i
, and sinceWpi 6Wα, we have
∑
w∈D−1pi ∩Wα
ql(w) =
∑
s∈Wα q
l(s)∑
s∈Wpi q
l(s)
=
∏
i[αi]!∏
i[pii]!
=
∏
i
[A1
i
C1
i
]
.
The result follows. 
The next result is a more complicated version of the result above.
Proposition 3.3. Suppose (r, u, v, t) is a composition of n. Let C be a row-standard (r, u, v, t)-tableau of type
λ  n, and let B be the row-standard (r + u, v + t)-tableau in which there are r 1s and u 2s in the first row,
and v 3s and t 4s in the second. Let A be the row-standard (r + u, v + t)-tableau with A1 = C1 ⊔ C2 and
A2 = C3 ⊔ C4. Then
φBφC =
∏
i
[A1
i
C1
i
][A2
i
C3
i
]∏
i< j
q
C1
j
C2
i
+C3
j
C4
i φA.
Proof. Since 1B = 1, (H3) gives
x(r+u,v+t)φB = x(r,u,v,t)
∑
w∈D(r,u,v,t)∩W(r+u,v+t)
Tw
and (H4) gives
x(r,u,v,t)φC =
∑
w∈D−1pi ∩Wλ
TwT1Cx(r,u,v,t),
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where pi is the composition (C1
1
,C2
1
,C3
1
,C4
1
,C1
2
,C2
2
,C3
2
,C4
2
,C1
3
,C2
3
,C3
3
,C4
3
, . . . ). So
x(r,u,v,t)φBφC =
∑
w∈D−1pi ∩Wλ
TwT1Cx(r,u,v,t)
∑
w∈D(r,u,v,t)∩W(r+u,v+t)
Tw.
=
∑
w∈D−1pi ∩Wλ
TwT1Cx(r+u,v+t).
T1C factorises as T1ATd, where d ∈ W(r+u,v+t), so the above expression becomes
ql(d)
∑
w∈D−1pi ∩Wλ
TwT1Ax(r+u,v+t) = q
l(d)
∑
w∈D−1ρ ∩Wλ
Tw
∑
w∈D−1pi ∩Wρ
TwT1Ax(r+u,v+t)
where ρ is the composition (A1
1
,A2
1
,A1
2
,A2
2
, . . . ), and l(d) =
∑
i< j(C
1
j
C2
i
+ C3
j
C4
i
). Now 1A conjugates
the pair (Wpi,Wρ) to the pair (Wσ,Wτ), where
σ = (C11,C
2
1,C
1
2,C
2
2,C
1
3,C
2
3, . . . ,C
3
1,C
4
1,C
3
2,C
4
2,C
3
3,C
4
3, . . . ),
τ = (A11,A
1
2,A
1
3, . . . ,A
2
1,A
2
2,A
2
3, . . . ),
and this gives ∑
w∈D−1pi ∩Wρ
TwT1A = T1A
∑
w∈D−1σ ∩Wτ
Tw.
Wτ is contained inW(r+u,v+t), so
∑
w∈D−1σ ∩Wτ
Twx(r+u,v+t) =
∑
w∈D−1σ ∩Wτ
ql(w)x(r+u,v+t) =
∏
i
[A1
i
C1
i
][A2
i
C3
i
]
x(r+u,v+t).
So we have
x(r,u,v,t)φBφC =
∏
i
[A1
i
C1
i
][A2
i
C3
i
]∏
i< j
q
C1
j
C2
i
+C3
j
C4
i
∑
w∈D−1ρ ∩Wλ
TwT1Ax(r+u,v+t)
=
∏
i
[A1
i
C1
i
][A2
i
C3
i
]∏
i< j
q
C1
j
C2
i
+C3
j
C4
i x(r,u,v,t)φA.

The next result effectively enables us to split a row of a tableau in two, using a tableau of the
form
1 1 · · · 1 1
2 2 · · · 2 2
2 2 · · · 2 2
3 3 · · · 3 3
.
Lemma 3.4. Suppose (r, u, v, t) is a composition of n, and let D be the unique (r, u, v, t)-tableau in which the
entries in row 1 are equal to 1, the entries in rows 2 and 3 are all equal to 2, and the entries in row 4 are all
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equal to 3. Let E be a row-standard (r, u + v, t)-tableau of any type, and let C be the set of all row-standard
(r, u, v, t)-tableaux C such that
C1 = E1, C2 ⊔ C3 = E2, C4 = E3.
Then
φDφE =
∑
C∈C
φC.
Proof. We have x(r,u,v,t)φD = x(r,u+v,t), so by (H2)
x(r,u,v,t)φDφE = xλ
∑
E⋄∼E
T1E⋄ ,
where λ is the type of E. But it is easy to see that
{
1E⋄ | E
⋄ ∼ E
}
=
⊔
C∈C
{
1C⋄ | C
⋄ ∼ C
}
so
x(r,u,v,t)φDφE = xλ
∑
C∈C
∑
C⋄∼C
T1C⋄ =
∑
C∈C
xλ
∑
C⋄∼C
T1C⋄ =
∑
C∈C
xλφC.

The preceding results allow us to express the homomorphism of Theorem 3.1 as a composition
of homomorphisms indexed by row-standard tableaux.
Proposition 3.5. Suppose R,T, S,S are as in Theorem 3.1, and let r = |R|, s = |S|, t = |T|, u = m − r,
v = n − m − t. Let E be the row-standard (r, s, t)-tableau which has (E1,E2,E3) = (R, S,T), let B be the
(r + u, v + t)-tableau from Proposition 3.3, and let D be the (r, u, v, t)-tableau from Lemma 3.4. Then
φBφDφE =
∑
(U,V)∈S
∏
i
[Ri +Ui
Ri
][Ti + Vi
Ti
]∏
i< j
qR jUi+TiV jφA[U,V].
Proof. From Lemma 3.4, we have
φDφE =
∑
C∈C
φC;
each tableau C ∈ C satisfies (C1,C2,C3,C4) = (R,U,V,T) for some pair (U,V) ∈ S. When we
compose φB with φC using Proposition 3.3, the tableau A we obtain is precisely A[U,V], and the
coefficient of φA is the coefficient of φA[U,V] in the proposition. 
Proof of Theorem 3.1. Using Proposition 3.5, wemust show that the compositionφBφDφE kills S
µ.
In fact, we will show that φBφD kills S
µ. The codomain of φBφD is the permutation moduleM
(r,s,t),
while the Specht module Sµ is generated by xµTwµyµ′ , so it suffices to show thatM
(r,s,t)yµ′ = 0. But
this is straightforward: M(r,s,t) is spanned by elements x(r,s,t)Td which correspond to (r, s, t)-tabloids
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(this correspondence is introduced on [DJ1, p. 31]). If u is an (r, s, t)-tabloid, then because s > m
there must be some pair (i, i+1) which lie in the same column of tµ and both lie in the second row
of u. yµ′ may be factorised as (1 − q
−1Ti)h, and the fact that i, i+1 both lie in the same row of u
means that uTi = qu. Hence uyµ′ = u(1 − q
−1Ti)h = 0. 
Remark. The argument used here to show that M(r,s,t)yµ′ = 0 is a special case of [DJ1, Lemma 4.1]
which shows thatMνyµ′ = 0 whenever ν
′ S µ′.
4 Row removal
In this section, we prove a result which allows us to apply our Garnir-type relation to tableaux
with more than two rows. Using the results of this section, we will be able to prove a q-analogue
of [FM, Lemma 4], which essentially says that given a linear relation between homomorphisms
φˆA, we can add a fixed combination of rows to each of the tableaux and preserve the relation.
We remark that row-removal for tableau homomorphisms has been considered at length, by
the author and Lyle [FL1] for the symmetric group, and by Lyle and Mathas [LM] for the Hecke
algebra. However, the result we prove here seems not to have appeared before.
We need to introduce some more notation. Given m 6 n and 0 6 r 6 n − m, we define the
homomorphism Γr : Hm → Hn by Ti 7→ Ti+r. So Γ0 is the usual embedding of Hm in Hn. Clearly
we have ΓrΓs = Γr+s for any r, s. We will also occasionally use Γr to denote the corresponding map
Wm → Wn.
4.1 Adding a row at the top
The main result we want to prove here is the following.
Proposition 4.1. Suppose µ ⊢ n and λ  n, and A1, . . . ,Ar are row-standard µ-tableaux of type λ which
are identical in row 1. Write µ˜ = (µ2, µ3, . . . ), and let A˜1, . . . , A˜r be the µ˜-tableaux obtained by deleting the
first row from each of A1, . . . ,Ar. If c1, . . . , cr ∈ F are such that
∑r
i=1 ciφˆA˜i = 0, then
∑r
i=1 ciφˆAi = 0.
In order to prove Proposition 4.1, we make two comparisons:
• we compare xµφA with xµ˜φA˜, for a row-standard µ-tableau A;
• we compare the term Twµyµ′ which defines the Specht module with Twµ˜yµ˜′ .
Proposition 4.2. Suppose A is a row-standard µ-tableau of type λ. Write µ˜ = (µ2, µ3, . . . ), and let A˜ be
the µ˜-tableau obtained by deleting the first row of A. Let λ˜ be the type of A˜. Then we have
xµφA = hΓµ1(xµ˜φA˜)
for some h ∈ Hn depending only on µ, λ, λ˜.
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Thewayweprove Proposition 4.2 is to expressφA as a composition of tableau homomorphisms.
Let B be the µ-tableau which is obtained from A by replacing every entry in the first row with a
1 and adding 1 to every entry below the first row, and let C be the tableau whose first row is the
same as the first row of A, and whose ith row consists of λ˜i−1 (i−1)s, for i > 2. Note that both the
type of B and the shape of C equal the composition κ = (µ1, λ˜1, λ˜2, . . . ).
Example. Suppose µ = (4, 4, 2, 1), λ = (3, 4, 2, 1, 1) and
A =
1 2 3 3
1 2 4 5
2 2
1
.
Then λ˜ = (2, 3, 0, 1, 1), and
B =
1 1 1 1
2 3 5 6
3 3
2
, C =
1 2 3 3
1 1
2 2 2
−
4
5
.
Lemma 4.3.With the notation above, we have φBφC = φA.
Proof. Using (H3), we get
xµφBφC = xλT1C |C〉T1B |B〉.
Since the entries in the ith row of C are constant for i > 2, we have |C〉 ∈ Hµ1 . On the other hand,
since the entries in the first row of B all equal 1, we have
T1B = Γµ1(T1A˜) ∈ Γµ1(Hn−µ1 ).
So |C〉 and T1B commute. It is not too hard to see that T1CT1B = T1A , and it is immediate from the
definition of |A〉 that |C〉|B〉 = |A〉, so
xµφBφC = xλT1A |A〉 = xµφA. 
Proof of Proposition 4.2. We can write xκφC as 〈C|T1Cxκ, so
xµφA = xµφBφC = 〈C|T1CxκT1B |B〉.
Wehave xκ = x(µ1)Γµ1(xλ˜); as noted in the proof of Lemma4.3,T1B is just Γµ1(T1A˜), and it is immediate
that |B〉 = Γµ1(|A˜〉). Putting this together, we get
xµφA = 〈C|T1Cx(µ1)Γµ1
(
xλ˜T1A˜ |A˜〉
)
;
the tableau C depends only on µ, λ, λ˜, so the result follows. 
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The next thing we need in order to prove Proposition 4.1 is the following.
Proposition 4.4. Suppose µ is a partition of n, and write µ˜ = (µ2, µ3, . . . ). Then
Twµyµ′ ∈ Γµ1(Twµ˜yµ˜′)Hn.
To prove this, it will be helpful to generalise to skew partitions. For us, a skew partition is an
ordered pair of partitions (written µ/λ) where µi > λi for each i. We define the Young diagram
[µ/λ] to be the set difference [µ]\ [λ]. We identify two skew-partitionswhich have the same Young
diagram, so that for example (3, 22)/(3, 11) = (23, 1)/(2, 13). If µ/λ is a skew-partition, thenwe define
its conjugate (µ/λ)′ to be µ′/λ′. We say that a skew partition µ˜ is obtained from a skew partition
µ by translation if for some i, j we have [µ˜] =
{
(r + i, c + j)
∣∣∣ (r, c) ∈ [µ]}. For most purposes µ˜ and µ
can be treated as equal in this case.
If µ is a skewpartition, then the tableaux tµ, tµ, and hence the permutationwµ, can be defined in
the obvious way, and so can yµ′ . Note that if µ˜ is a skew-partition obtained from µ by translation,
then wµ˜ = wµ and yµ˜′ = yµ′ .
Now Proposition 4.4 follows by applying the next lemma µ1 times.
Lemma 4.5. Suppose µ is a skew partition of n > 0, and let ν be the skew partition obtained by removing
the first node from the first non-empty row of [µ]. Then Twµyµ′ ∈ Γ1(Twνyν′)Hn.
Proof. Suppose the node removed from [µ] to obtain [ν] is (r, c). Then tµΓ1(wν) is the standard
tableau in which the number 1 appears in position (r, c), while the numbers 2, . . . , n appear in order
down successive columns. So, if the entry at the bottom of column c−1 is m, then wµ = Γ1(wν)w,
where w is the cycle (m m−1 . . . 1). Moreover, we have l(wµ) = l(wν) + l(w), so Twµ = Γ1(Twν)Tw =
Γ1(Twν)T1T2 . . .Tm−1.
Now yµ′ is the commuting product of factors yk, where yk =
∑
s∈W(k)(−q)
−l(s)Ts (withW(k) being
the group of permutations of the entries in column k of tµ). yν′ is the product of factors y¯k defined
similarly. For k > c we have yk = Γ1(y¯k), and yk commutes with Tw. For k = c, we can factorise
yk as Γ1(y¯k)y using right coset representatives, and Γ1(y¯k) again commutes with Tw. For k < c we
have yk = y¯k and Twyk = Γ1(yk)Tw. And so
Twµyµ′ = Γ1(Twν)Tw
∏
k
yk = Γ1(Twν)
∏
k
Γ1(y¯k)Twy ∈ Γ1(Twνyν′)Hn.

Example. Let µ = (32, 2)/(1), so that ν = (32, 2)/(2). Then wν = (1 5 2)(4 6), and
t
µΓ1(wν) =
1 2
3 4 5
6 7
(2 6 3)(5 7) =
1 6
2 4 7
3 5
, wµ = Γ1(wν)(1 3 2).
We have yµ′ = y1y2y3 and yν′ = y¯1 y¯2 y¯3, where
y¯1 = y1 = 1 − q
−1T1,
y¯2 = 1 − q
−1T3, y2 = y¯2
(
1 − q−1T4 + q
−2T4T3
)
,
y¯3 = 1 − q
−1T5, y3 = 1 − q
−1T6 = Γ1(y¯3).
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So
Twµyµ′ = Γ1(Twνyν′)T1T2
(
1 − q−1T4 + q
−2T4T3
)
.
Proof of Proposition 4.1. Sµ is generated by xµTwµyµ′ , so we need to show that
r∑
i=1
cixµφAi
Twµyµ′ = 0.
Using Propositions 4.2 and 4.4, this equals
r∑
i=1
hciΓµ1(xµ˜φA˜i)
Γµ1(Twµ˜yµ˜′)k,
where h, k ∈ Hn. Note that h is independent of i: because A1, . . . ,Ar all have the same first row,
A˜1, . . . , A˜r all have the same type. So we have
hΓµ1
xµ˜
r∑
i=1
ciφA˜iTwµ˜yµ˜′
 k.
The term in the middle is (xµ˜Twµ˜yµ˜′)
∑r
i=1 ciφA˜i , which is zero by assumption. 
4.2 Adding a row at the bottom
We now consider a counterpart to Proposition 4.1 in which we remove a row from the bottom
of a tableau.
Proposition 4.6. Suppose µ ⊢ n and λ  n, and let l be maximal such that µl > 0. Suppose A1, . . . ,Ar are
row-standard µ-tableaux of type λ which are identical in row l. Write µ˜ = (µ1, . . . , µl−1, 0, 0, . . . ), and let
A˜1, . . . , A˜r be the µ˜-tableaux obtained by deleting the lth row from each of A1, . . . ,Ar. If c1, . . . , cr ∈ F are
such that
∑r
i=1 ciφˆA˜i = 0, then
∑r
i=1 ciφˆAi = 0.
This is proved in a very similar way to Proposition 4.1; the proof is in fact slightly simpler,
because we do not need the functions Γs, and we can more easily avoid skew partitions. So we
just give the twomain propositions which are analogous to Propositions 4.2 and 4.4, and leave the
reader to fill in the remaining details.
Proposition 4.7. Suppose A is a row-standard µ-tableau of type λ, and let l be maximal such that µl > 0.
Write µ˜ = (µ1, . . . , µl−1, 0, 0, . . . ), and let A˜ be the µ˜-tableau obtained by deleting the last row of A. Let λ˜
be the type of A˜. Then we have
xµφA = hxµ˜φA˜
where h ∈ Hn depends only on µ, λ, λ˜.
Proposition 4.8. Suppose µ is a partition of n, and write µ˜ = (µ1, . . . , µl, 0, 0, . . . ), where l is maximal such
that µl > 0. Then
Twµyµ′ ∈ Twµ˜yµ˜′Hn.
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5 Expressing ahomomorphismas a linear combinationof semistandard
homomorphisms
5.1 Two-part partitions
Wenow explain how to use Theorem 3.1 towrite a row-standard homomorphism φˆA as a linear
combination of semistandard homomorphisms. We begin by considering two-part partitions.
Suppose µ = (m, n −m) is a two-part partition, and A is a row-standard µ-tableau of arbitrary
type. If A is not semistandard, then there is some i 6 n −m such that the (1, i)-entry of A is at least
as large as the (2, i)-entry. Suppose the (1, i)-entry equals j. Now define the following multisets:
R =
{
k ∈ A1
∣∣∣ k < j} ;
S =
{
k ∈ A1
∣∣∣ k > j} ⊔ {k ∈ A2 ∣∣∣ k 6 j} ;
T =
{
k ∈ A2
∣∣∣ k > j} .
Then |R| < i and |T| 6 n − m − i, so R, S,T satisfy the conditions of Theorem 3.1. Moreover, the
tableau A arises as A[U0,V0], where
U0 =
{
k ∈ A1
∣∣∣ k > j} , V0 = {k ∈ A2 ∣∣∣ k 6 j} ;
note in particular that U0 consists of the |U0| largest elements of S. Note also that all the elements
of R are strictly less than all the elements ofU0, and the same is true for V0 and T, so the coefficient
of φˆA in Theorem 3.1 is 1.
So Theorem 3.1 allows us to express φˆA as a linear combination of homomorphisms φˆB, for
row-standard tableaux B satisfying ∑
k∈B1
k <
∑
k∈A1
k.
We can repeat the process for each B which is not semistandard, and eventually express φˆA as a
linear combination of semistandard homomorphisms. The above inequality guarantees that this
process will terminate.
Example. For this example, we abuse notation and write a homomorphism φˆB just as B. Suppose
A = 1 2 2 3 4
1 3 3 3
.
Applying Theorem 3.1 with
R = ∅, S = {1, 1, 2, 2, 3, 4}, T = {3, 3, 3},
we get
φˆA = −[4]
1 1 2 2 4
3 3 3 3
− 1 1 2 3 4
2 3 3 3
− q3 1 1 2 2 3
3 3 3 4
.
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Applying Theorem 3.1 again, we have
1 1 2 3 4
2 3 3 3
= −[2] 1 1 2 2 3
3 3 3 4
− [2] 1 1 2 2 4
3 3 3 3
−
1 1 2 3 3
2 3 3 4
so that
φˆA = −(q
2 + q3) 1 1 2 2 4
3 3 3 3
+ (1 + q − q3) 1 1 2 2 3
3 3 3 4
+
1 1 2 3 3
2 3 3 4
.
5.2 Arbitrary partitions
Now we consider generalising this to arbitrary partitions, using the results of Section 4. By
applying Propositions 4.1 and 4.6 repeatedly, we obtain the following theorem.
Theorem 5.1. Suppose µ ⊢ n and λ  n, and 1 6 l < m. Let µ˜ be the partition (µl, µl+1, . . . , µm, 0, 0, . . . ).
Suppose A1, . . . ,Ar are row-standard µ-tableaux of type λ which are identical outside rows l, l+1, . . . ,m,
and let A˜1, . . . , A˜r be the µ-tableaux obtained by deleting rows 1, . . . , l−1 and m+1,m+2, . . . of A1, . . . ,Ar.
If c1, . . . , cr ∈ F are such that
∑r
i=1 ciφˆA˜i = 0, then
∑r
i=1 ciφˆAi = 0.
Now supposeA is a row-standard µ-tableau. IfA is not semistandard, then there must be some
l such that the tableau A˜ consisting of rows l, l+1 of A is not semistandard. Using the algorithm
described above, we can express φˆA˜ as a linear combination of homomorphisms of the form φˆB˜
where each B˜ satisfies
∑
k∈B˜1 k <
∑
k∈A˜1 k. Applying Theorem 5.1, we can express φˆA as a linear
combination of homomorphisms φˆB where each B satisfies∑
i>1
∑
k∈Bi
ik >
∑
i>1
∑
k∈Ai
ik.
So by induction we can express φA as a linear combination of semistandard homomorphisms.
5.3 Computing the space of homomorphisms between two Specht modules
We now explain briefly how to compute the space ofHn-homomorphisms between two Specht
modules when q , −1, which is the main motivation for proving the results in this paper. A more
detailed discussion of this topic can be found in the paper [L2] by Lyle.
Suppose µ, λ ⊢ n. Theorem 2.1(2) says that the set
{
φˆA
∣∣∣ A a semistandard µ-tableau of type λ}
is a basis for HomHn (S
µ,Mλ) as long as q , −1. Since Sλ ⊆ Mλ, an Hn-homomorphism from S
µ
to Sλ is simply a linear combination of semistandard homomorphisms whose image lies inside
the Specht module Sλ. Fortunately, there is a straightforward way to check this condition: Sλ
may be characterised [DJ1, Theorem 7.5] as the intersection of the kernels of certain tableau
homomorphismsψi, j fromM
λ to other permutationmodulesMν. Given a tableau homomorphism
φA : M
µ → Mλ, it is known how to compose φA with ψi, j; this result is [L1, Proposition 2.14],
An algorithm for semistandardising homomorphisms 15
generalising the result [FM, Lemma5] proved for the symmetric group. However, this composition
is given as a linear combination of tableau homomorphisms which are not always semistandard
(even if A is semistandard). Since the set
{
φˆA
∣∣∣ A ∈ Tr(µ, λ)} is linearly dependent in general, this
can make it difficult to tell whether a given linear combination
∑
A cAφˆAψi, j is non-zero. But using
the results in this paper, one can quickly express this homomorphism as a linear combination of
semistandard homomorphisms, and hence discover whether it is non-zero.
So onehas a reasonably fast algorithmfor computing the space ofHn-homomorphismsbetween
two Specht modules when q , −1. The author has implemented this in a small package for the
GAP4 system [GAP2008]. This package has already yielded new results on homomorphisms
between Specht modules [FL2, L3, DF].
References
[DJ1] R. Dipper & G. James, ‘Representations of Hecke algebras of general linear groups’, Proc.
London Math. Soc. (3) 52 (1986), 20–52.
[DJ2] R. Dipper & G. James, ‘q-tensor space and q-Weyl modules’, Trans. Amer. Math. Soc. 327
(1991), 251–282.
[DF] C. Dodge & M. Fayers, ‘Some new decomposable Specht modules’, J. Algebra 357 (2012),
235–62.
[FL1] M. Fayers & S. Lyle, ‘Row and column removal theorems for homomorphisms between
Specht modules’, J. Pure Appl. Algebra 185 (2003), 147–64.
[FL2] M. Fayers & S. Lyle, ‘The reducible Specht modules for the Hecke algebra HC,−1(Sn)’, J.
Algebraic Combin., to appear.
[FM] M. Fayers & S. Martin, ‘Homomorphisms between Specht modules’, Math. Z. 248 (2004),
395–421.
[GAP2008] The GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.4.12; 2008.
(http://www.gap-system.org)
[L1] S. Lyle, ‘Some q-analogues of the Carter–Payne theorem’, J. reine angew. Math. 608 (2007),
93–121.
[L2] S. Lyle, ‘On homomorphisms indexed by semistandard tableaux’, arXiv:1101.3192.
[L3] S. Lyle, ‘Large dimensional homomorphism spaces betweenWeyl modules and Specht mod-
ules’, J. Pure Appl. Algebra, to appear.
[LM] S. Lyle & A. Mathas, ‘Row and column removal theorems for homomorphisms of Specht
modules and Weyl modules’, J. Algebraic Combin. 22 (2005), 151–179.
