We present the first signature-based search for delayed photons using an exclusive photon plus missing transverse energy final state. Events are reconstructed in a data sample from the CDF II detector corresponding to 6.3 fb −1 of integrated luminosity from √ s = 1.96 TeV proton-antiproton collisions. Candidate events are selected if they contain a photon with an arrival time in the detector larger than expected from a promptly-produced photon. The mean number of events from standard model sources predicted by the data-driven background model based on the photon timing distribution is 286 ± 24. A total of 322 events are observed. A p-value of 12% is obtained, showing consistency of the data with standard model predictions.
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The unknown nature of possible particles or interactions beyond the standard model (SM) motivates search strategies at particle collider experiments that do not rely on features of specific phenomenological models, but rather seek generic deviations from the SM expectations [1] . We report a signature-based search in exclusive photon and missing transverse energy (E / T ) [2] events from proton-antiproton (pp) collisions at √ s = 1.96 GeV where candidate events are selected based on photons that arrive late in the detector relative to the time expected from prompt production (delayed photon). This would be the signature of a heavy, neutral, long-lived particle that traverses part of the detector and then decays to a photon and a neutral, noninteracting particle that would appear in the detector as E / T [3, 4] . Such particles would exist, for example, in gauge-mediated supersymmetry-breaking scenarios (e.g., χ 0 1 → γG, whereχ 0 1 is the lightest neutralino andG is the gravitino) [5] . Searches that focus on particular models at collider experiments, where supersymmetric particles appear at the end of a decay chain, found no evidence for these particles [6, 7] . We focus on the exclusive γ + E / T final state with delayed photons. Since the sensitivity to such scenarios can vary significantly as a function of the model parameters (e.g., production mechanism as well as the mass and lifetime of the heavy, non-SM particle) [3, 4] , we conduct a signature-based search and present the results without any optimization or limit interpretation with respect to a particular model. This paper summarizes the first such search and uses data from 6.3 fb −1 of integrated luminosity collected with the CDF II detector at the Fermilab Tevatron [8] . An important variable in this search is the difference between the observed arrival time of a photon in the detector and the time predicted for photons promptly produced in the primary pp interaction. This difference in time, ∆t, is used to distinguish signal candidate events from both SM-collision and non-collision background sources. For photons produced in decays of heavy, long-lived particles, the distribution in ∆t would be shifted towards positive values [3] . A full estimation of the backgrounds to the photon and missing energy final state is performed in a data-driven manner, and compared to data to determine whether any significant excess of events exists.
Detailed descriptions of the CDF II detector can be found elsewhere [9] . The detector subsystems relevant to this analysis are briefly mentioned here. The event kinematic properties and detector geometry are described in a cylindrical coordinate system [2] . The detector is composed of a silicon microstrip tracking system ("silicon vertex detector"), a tracking drift chamber, a calorimeter detector, and a muon detector. The silicon vertex detector provides a high-precision position measurement of charged-particle trajectories [10] , while the drift chamber provides accurate momentum measurements and allows the reconstruction of each charged particle's production time [11] . The combination of these measurements provides accurate reconstruction of the position ( x i ) and time (t i ) of the primary pp interaction. The pp luminous region is approximately described by a Gaussian distribution centered at z i = 0 with an rms spread of 28 cm and mean time of t i = 0 with an rms spread of 1.28 ns. The pp interactions are reconstructed using an algorithm that combines well measured tracks to form a candidate vertex [6] . Vertex candidates must consist of at least three high-quality tracks that intersect each other within 1.5 cm along the z-axis and within 1.5 ns in time, with Σp T ≥ 5 GeV and |z| < 60 cm, where p T is the scalar sum of the transverse momenta of the corresponding charged particles. The reconstructed vertices use the average z and t of the tracks, and have a spatial resolution of 0.24 cm in z and a time resolution of 0.22 ns.
The calorimeter has a pointing-tower geometry and is composed of separate electromagnetic and hadronic compartments that are used to identify photons, electrons, jets, and muons, as well as measure E / T in the event. The measurement of the arrival time (t f ) of photons (and electrons) in the electromagnetic calorimeter is done using a fixed-threshold discriminator and a time-to-digital converter (TDC) system [12] which is connected to each electromagnetic tower, and has a resolution of 0.60 ns. The measurement of the arrival position ( x f ) is measured by the shower-maximum detector in the electromagnetic calorimeter and has a resolution of 0.2 cm [13] .
The CDF experiment uses a multi-trigger online data acquisition system. This analysis uses events selected with a trigger that requires a photon candidate having at least 25 GeV of E T , in addition to a requirement of at least 25 GeV of E / T in the event. By also allowing candidate events from one or more additional photon triggers [6] , we achieve approximately 100% efficiency for events passing the final selection requirements [6] .
In the offline analysis, photon candidates are required to meet standard photon identification requirements with a minor modification as described in Ref. [6] , to retain efficiency for photons that do not come directly from the beam line. For reasons described below, the offline photon E T and event E / T values are calculated with respect to the center of the detector (E
0
T and E / 0 T ) rather than the selected primary vertex. Backgrounds from non-collision sources (cosmic rays and beam-halo sources) are rejected using standard criteria [6, 14] along with new requirements [15] that render the beam-halo background negligible.
Collision backgrounds in the exclusive γ+E / T data sample result from processes of γ + jets production, where unreconstructed jets mimic E / T ; Zγ → ννγ production; W → lν production, where the lepton or an extraneous jet is misidentified as a photon; and W (γ) → lνγ production, where the lepton is not identified. Raising the E 0 T and E / 0 T thresholds to 45 GeV and requiring the exclusive γ + E / T final state rejects most of these background; any event with a reconstructed track with p T > 10 GeV/c and rapidity magnitude |η| < 1.6 [2] is excluded from the analysis. Similarly, events are rejected if they contain an additional energy cluster, reconstructed with the jetclu algorithm [16] with a ∆R = 0.4 cone, with E T > 15 GeV.
We calculate ∆t for each photon candidate using:
where TOF = (| x f − x i |) /c is the expected time-of-flight of a prompt photon from the selected pp interaction vertex to the location of the associated energy deposit in the calorimeter. For a promptly-produced photon, ∆t = 0 ns in a hypothetical detector with perfect timing resolution. The signal region for this analysis is defined as 2 < ∆t < 7 ns to remove most promptly-produced photons at small values of ∆t and cosmic-ray events at large times, but retain heavy, long-lived particles that would have decayed before leaving the detector [3] . If multiple vertices are reconstructed in the event, the vertex with the highest p T is selected as the primary vertex. The background contributions from non-collision and collision sources are estimated from data. The noncollision backgrounds are dominated by cosmic-ray sources [6] that are distributed uniformly in time. They are modeled using a data-driven background estimate using events in the region of 20 < ∆t < 80 ns and an extrapolation into the signal region. The collision backgrounds can be divided into two classes of events. The first class includes events in which the photon is correctly associated with its production vertex and are readily reduced by the final timing requirement. The second class includes events in which the primary vertex is incorrectly selected as the production vertex of the photon.
The dominant collision background in the signal region comes from prompt SM-photon production events in which the photon is associated with the wrong primary vertex. A wrong vertex assignment can occur either because the pp interaction that produced the photon was not reconstructed or because an additional pp interaction produced another vertex that was mistakenly associated with the photon. Although it can only be done on a statistical basis, each collision-background event can be classified as a right-vertex or a wrong-vertex event. While the probability of an event being a wrong-vertex type is dependent on the number of extra collisions in the event or the instantaneous luminosity, the fraction of each type can be measured in data.
Monte Carlo simulations of all the expected SM background processes were performed to aid in their study and rejection. The simulated samples are W → eν e , W → µν µ , W → τ ν τ , γ + jet, and Zγ → ννγ (all produced by the pythia event generator [17] , which adds initial-and final-state radiation), and W (γ) → lνγ (produced by the baur event generator [18] ). The detector response in all simulation samples, including multiple collisions in the event, is modeled by a geant-based detector simulation [19] and allows each event to be classified as a right-vertex or wrong-vertex event. This analysis also uses a control sample of exclusive e + E / T collision events [20] because the final state differs from exclusive γ + E / T final state only in the charged-particle track associated with the electron. In such events, the electron track is removed from the event reconstruction to emulate exclusive γ + E / T events, then used a posteriori to determine whether the emulated photon is correctly associated with its production vertex.
The ∆t distributions for right-vertex and wrong-vertex events, ∆t R and ∆t W respectively, are both well modeled by Gaussian distributions after all selection requirements. The distribution describing right-vertex events has a mean timing of ∆t R = 0.0 ± 0.05 ns and rms spread of 0.65 ± 0.05 ns [12] , due to the contributions of the vertex-reconstruction algorithm and the calorimetertiming resolutions. The distribution describing wrongvertex collision events has an rms spread of 2.0 ± 0.1 ns [12] . Its mean depends on the associated SM processes and cannot be assumed a priori. Since the collisionbackground timing distribution is described by the sum of the right-vertex and wrong-vertex event distributions, the collective collision background is modeled by the sum of two Gaussian distributions. Five of the six parameters describing these two Gaussian distributions are directly determined from the γ +E / T candidate-event data sample since the region −2 ∆t 2 ns is dominated by rightvertex events, and the region with large negative times −7 ∆t −2 ns is dominated by wrong-vertex events. An independent measurement, for example ∆t W , is still needed to correctly model the collision backgrounds.
The crucial element of this analysis is that the wrongvertex timing distribution is well described by a Gaussian whose mean can be measured in a data-driven manner. To motivate the additional selection requirements, Eq. (1) can be rewritten in a form that illustrates the sources of non-Gaussian tails and non-zero mean times for wrong-vertex events. Since t f equals t R i + TOF R for SM background events, in the absence of detector effects, the measured ∆t when a wrong vertex is selected can be approximated as
where we continue the use of the superscripts R and W for the variables. The first term in the right-hand side of Eq. (2) has a mean value of zero with an rms spread of √ 2 × 1.28 ns = 1.8 ns resulting from the luminousregion parameters. Additional variation due to the measurement of the arrival time brings the full rms spread to 2.0 ns [12] . The rms spread of the background-dependent second term is typically smaller than 0.4 ns, but three effects introduce process-specific non-Gaussian tails and O(0.1) ns biases on the mean.
The first source of wrong-vertex timing bias is a threshold effect that affects events with the photon E T near the analysis threshold of 45 GeV. Use of the wrong vertex position in photon reconstruction biases the measured value of the photon transverse energy (E m T ) with respect to its true value (E t T ) for geometric reasons. If E T is defined as E T = E sin θ, where θ is the photon-momentum polar angle defined with respect to the primary vertex, selection of the wrong vertex results in misreconstruction of the photon E T . If the selection of the wrong vertex results in a shorter path length from the collision to the calorimeter, then the E T is overestimated and the second term in Eq. (2) W values. In order to minimize this bias, the detector center (z = 0.0) is used in computing E T (and E / T for consistency).
The second source of wrong-vertex timing bias arises because the primary vertex is required to have |z| < 60 cm. Photons in events originating from collisions which occurred at |z| > 60 cm would necessarily have the wrong vertex used to compute ∆t. This case induces a positive bias in the timing of the second term in the right-hand side of Eq. (2) because the path length from the selected vertex to the calorimeter is biased to shorter values than the true path length. To suppress this source of background, the analysis vetoes events with a vertex with |z| > 60 cm using a vertex-identification algorithm that has high efficiency for collisions at large |z| [21] . This requirement is 95% efficient for events with a correctlyreconstructed primary vertex satisfying |z| < 60 cm.
The last significant source of wrong-vertex timing bias is from W → eν events identified as γ + E / T in a way that biases ∆t W towards positive values. In this case, as the electron traverses the tracking system, it loses most of its energy to a high-energy photon via bremsstrahlung. As the trajectory of the low-energy electron is curved away from the final photon direction, the photon candidate passes all the photon-identification criteria. In the case that a wrong vertex is selected, the reconstructed photon candidate timing is biased to a positive value of the second term in the right-hand side of Eq. (2). This occurs because electrons with a longer path length are more likely to generate a photon via bremsstrahlung in the detector, thus the actual path length traversed is longer on average than that of a prompt photon produced in the collision. To reject events in which the electron track does not point to the photon position in the calorimeter, an extra requirement is imposed on reconstructed tracks that are close to the photon in η−φ space, as measured at the beam line. An event is rejected if any reconstructed track in it has a value of (∆η/σ η ) 2 + (∆φ/σ φ ) 2 < 5.0, where ∆η and ∆φ are the differences between the η and φ of the track and that of the photon, respectively, and σ η = 6.3 × 10 −3 and σ φ = 8.1 × 10 −2 are the detector resolutions in ∆η and ∆φ, respectively [8] . Studies show that this requirement is approximately 95% efficient for prompt photons and reduces the background rate from this source by about 70%.
After imposing all of these bias-reducing restructions, the resulting sample contains 5 421 γ + E / T candidates.
The wrong-vertex events in each MC simulation and e + E / T control sample have a timing distribution that is well modeled by a single Gaussian distribution with an rms spread of 2.0 ± 0.1 ns and a mean that varies among the production mechanisms between 0.0 and 0.8 ns. With mean variations across samples not exceeding half of the measured rms spread, any combination of the ∆t distributions for the modeled background processes is found to be well modeled by a single Gaussian distribution with the same rms spread within uncertainties. However, the mean value of ∆t W for the data must be determined separately.
Since the mean of the wrong-vertex timing events lies in the region dominated by right-vertex events, no fit procedure is sensitive enough to determine ∆t W with adequate accuracy. To determine ∆t W , a sample of events independent of the exclusive γ + E / T sample is created. This event sample is identical to the γ + E / T sample except for a requirement that there be no reconstructed vertex, and contains 4 924 events. The value of ∆t for an event that does not have a reconstructed vertex, denoted ∆t 0 , is computed assuming an initial time and position of t i = 0 and z i = 0 in Eq. (1). For geometric reasons, ∆t 0 = ∆t W to a high degree of precision for the entire sample; this is observed in all simulation and control samples as shown in Fig. 1 . The largest discrepancy is 0.08 ns and is taken as the systematic uncertainty on the measurement of ∆t W . The ∆t 0 distribution is well described by a single Gaussian with an rms spread of 1.6 ± 0.08 ns and a normalization that is determined from data.
The data from events both with and without a vertex are combined to estimate the full set of backgrounds. The data outside the signal region is fit to the sum of the two Gaussian distributions and the uniform distribution that describe the complete background model. For the no-vertex sample, a single Gaussian and uniform distribution are used. A likelihood fit is performed over events with a vertex in the bins spanning −7 < ∆t < 2 ns and 20 < ∆t < 80 ns, and for events without a vertex in the bins spanning −3.5 < ∆t 0 < 3.5 ns and 20 < ∆t 0 < 80 ns, which are expected to be dominated by collision and cosmic-ray backgrounds. The likelihood function is defined as a product of Poisson probabilities over the bins of ∆t and ∆t 0 and Gaussian constraints assigned for each systematic uncertainty.
The best-fit values for the two samples (without and with vertices) are shown in Figs. 2(a) and 2(b) . A value of ∆t 0 = ∆t W = 0.20 ± 0.13 ns is obtained from the fit. Likewise, in the sample of events with a vertex, 875 ± 66 right-vertex events, 676 ± 84 wrong-vertex events, and 31.9 ± 0.7 events/ns from cosmic rays are obtained. In the signal region, the fit predicts a background of 286 ± 24 events. The contributions include 159 ± 4 cosmic-ray events, 126 ± 24 wrong-vertex events, and 1.0 ± 0.6 right-vertex events. The uncertainty on the background is dominated by the limited number of events in the sample without a reconstructed vertex. The statistical uncertainty on ∆t W produces a 22-event uncertainty on the number of wrong-vertex events in the signal region. The remaining uncertainties are all smaller and are dominated by the systematic uncertainty on the relationship between ∆t W and ∆t 0 , the uncertainty on the rms spread of ∆t W , and the uncertainties on the mean and rms spread for ∆t R .
The ∆t distribution for the data and backgrounds in the region −10 < ∆t < 10 ns is shown in Fig. 2(c) . The data-minus-background distribution is shown in Fig. 2(d) . A total of 322 events are observed in the signal region. The probability for the SM background to yield the observed number of events or more (p-value) is determined using simulated experiments that take into account the mean background expectation in the signal region, along with its systematic uncertainty. The resulting p-value is 12%, consistent with standard model-only expectations.
In conclusion, motivated by the possible existence of an unobserved, heavy, long-lived, neutral particle, we present the first signature-based search for the production of events with the exclusive photon and missing transverse energy final state, where the photon detection time is delayed with respect to the time expected for a photon originated directly from the collision. We identify a number of kinematic properties and detector effects that can mimic the presence of a signal and use novel analysis techniques to minimize their impact on the results. We observe no evidence of delayed-photon production in this final state. 
