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a b s t r a c t
We propose a modified adaptive multiresolution scheme for solving d-dimensional
hyperbolic conservation laws which is based on cell-average discretization in dyadic
grids. Adaptivity is obtained by interrupting the refinement at the locations where
appropriate scale (wavelet) coefficients are sufficiently small. One important aspect of such
a multiresolution representation is that we can use the same binary tree data structure for
domains of any dimension. The tree structure allows us to succinctly represent the data
and efficiently navigate through it. Dyadic grids also provide a more gradual refinement as
comparedwith the traditional quad-trees (2D) or oct-trees (3D) that are commonly used for
multiresolution analysis. We show some examples of adaptive binary tree representations,
with significant savings in data storage when compared to quad-tree based schemes. As
a test problem, we also consider this modified adaptive multiresolution method, using a
dynamic binary tree data structure, applied to a transport equation in 2D domain, based on
a second-order finite volume discretization.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The purpose of an adaptive grid refinement technique for partial differential equations (PDE) is to save computational
resources while preserving the accuracy of the solution with respect to the uniform discretization in the finest scale level.
Grid adaptation means that refined grids are used only where they are required, such as in regions where the solution
exhibits localized strong features.
In this paper, we are concerned with adaptive multiresolution (MR) schemes. The principle is to use a multiresolution
representation of the solution, with the MR coefficients being used as local regularity indicators. Thus, an adaptive grid can
be introduced by a thresholding procedure, where only significant coefficients are retained. Discarding the small coefficients
leads to coarse grids in regions where the solution is smooth, and the refinement occurs close to irregularities, where the
coefficients are significant. This technique can lead to significantmemory savings and accelerate considerably the simulation
with respect to the discretization on the finest uniform mesh, without contaminating its accuracy. In combination with
finite volume discretization and multiresolution analyses for cell averages, MR schemes have been successfully applied to
conservation laws ([1–8]). For an overview on adaptiveMR techniques, we refer to the books of Cohen [9] andMüller [3], and
also to the review paper Schneider and Vasilyev [10], where the authors not only revisit the adaptivewaveletmethodologies
in fluid dynamics, but also give some perspectives for modeling and computing industrially relevant flows.
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Fig. 1. The cells in the first 8 levels of a two-dimensional dyadic multigrid.
In order to support MR techniques, a memory-efficient data structure, with fast access to the stored data, is required.
Usually, dynamic tree data structures or hash tables are used. Our purpose is to present an MR scheme for d-dimensional
hyperbolic conservation laws, which is based on cell-average discretization in dyadic grids [11]. A dyadic grid is a hierarchy
of meshes where a cell at a certain level is partitioned into two equal children at the next refined level by a hyperplane
perpendicular to one of the coordinate axes, which varies cyclically from level to level. Adaptivity is obtained by interrupting
the refinement at the locations where appropriate scale (wavelet) coefficients are sufficiently small. One important aspect
of such an MR representation is that we can use the same binary tree data structure for domains of any dimension. The
tree structure allows us to succinctly represent the data and efficiently navigate through it. Dyadic grids also provide a
more gradual refinement as compared with the traditional quad-trees (2D) or oct-trees (3D) that are commonly used for
multiresolution analyses.
The present text is organized as follows. In Section 2, we present a brief discussion about dyadic grids, and their
representations. Section 3 is dedicated to a multiresolution representation for cell averages based on dyadic grids. Then,
some examples showing the efficiency of dyadic grids in 2D, as compared to quad-grids, are discussed. In Section 4, we
describe the adaptive MR finite volume scheme, giving a description of the algorithm. For the reference scheme in uniform
grid, we use a finite volume discretization in space and an explicit second-order Runge–Kutta scheme in time. For the
numerical flux, we use Roe’s scheme with a second-order essentially non-oscillatory (ENO) interpolation, which gives a
second-order accurate scheme in space. In Section 5, we present the results of the adaptive MR scheme on dyadic grids. As a
test problem, we consider the transport equation in 2D domain. Our tests show significant savings in data storage and CPU
time when compared to the reference scheme in uniform grid at the finest scale level.
2. Dyadic grids
In this section, we present the basic concepts related to dyadic grids. More details can be seen at Cardoso et al. [11,12].
We consider the coordinate axes ofRd numbered from 0 to d−1, so that a vector x ∈ Rd has coordinates x0, x1, . . . , xd−1.
A k-dimensional box (or k-box for short) of Rd is a Cartesian product of d subsets of R, I0 × I1 × · · · × Id−1, where k of
the sets Ii are bounded open intervals (ai, bi) ⊆ R, and the remaining d − k are singleton sets {xi} where xi ∈ R. Thus, for
example, a zero-dimensional box is a point of Rd; a one-dimensional box is a line segment parallel to some coordinate axis;
a two-dimensional box is a rectangle with sides parallel to two axes; and so on.
The facets of a k-box are the (k− 1)-boxes obtained by replacing any open interval (ai, bi) in the Cartesian product by a
singleton set, either {ai} or {bi}. Thus a k-box has 2k facets. The faces of a k-box are recursively defined as the box itself and
the faces of its facets; namely 3k boxes in total.
2.1. Toroidal d-space
Let R be a fixed d-box in Rd, which we call the root cell; namely R = (a0, b0)× (a1, b1)× · · · × (ad−1, bd−1). We say that
two points p, q ∈ Rd are equivalent, written p ≡ q, if and only if pi−qi is an integermultiple of the boxwidth bi−ai, for every
coordinate index i ∈ {0, . . . , d − 1}. We define the d-torus, denoted here by Td, as the quotient of Rd by the equivalence
relation≡.
2.2. Dyadic grids
A dyadic multiscale grid (or multigrid) is a collection G of boxes which are subsets of a toroidal space Td. These subsets
(the grid elements) include the root cell and all its faces, as well as every box that is obtained from them by a series of finite
dyadic bisections, to be defined below. Dyadic grid elementswith dimension k = d are called cells. Elementswith dimension
k = 0, 1, 2, 3 are named, respectively, vertices, edges, faces, and blocks of grid.
Each element has a depth, which is the number of bisection steps needed to produce it from one of those root boxes. The
level ℓ of G is the set of all elements of Gwith depth ℓ, denoted by Gℓ.
A dyadic bisection consists in splitting a k-box c ∈ G, with k > 0, into two congruent k-boxes (the children of c) and a
(k − 1)-box which is a facet of both. If c has depth ℓ, the split is performed by a hyperplane orthogonal to the coordinate
axis number ℓ mod d. That is, the orientation of the split alternates cyclically as the depth increases. See Fig. 1 (for d = 2)
and Fig. 2 (for d = 3).
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Fig. 2. The cells in the first 8 levels of a three-dimensional dyadic multigrid.
Fig. 3. Leaf cells in a non-uniform dyadic grid.
Fig. 4. Binary tree diagrams of a uniform (left) and non-uniform (right) dyadic grid.
As a consequence of this construction, the facets of every grid element are also elements of G; and, conversely, every
k-box of G, with k < d, is a facet of some (k+ 1)-box of G. Moreover, every d-box of G, except R, is the child of some other
box of G (itsmother). Note also that all cells of Gℓ are congruent by translation, and their measure is 1/2ℓ of that of the root
cell R.
The two children of an element c are said to be siblings of each other. The low child and the high child of a cell with depth
ℓ can be distinguished by comparing the coordinate ℓ mod d of its points.
2.3. Finite dyadic grids
A finite dyadic grid is a finite subset G of a dyadic multigrid G, such that the root cell R is in G, and, for every k-dimensional
element c of G,
(a) if k > 0, the facets of c are in G;
(b) if c is not a face of R, then the mother of c is in G;
(c) if k < d, then c is a facet of some other element of G;
(d) either both children of c are in G, or both are absent from G.
We say that a cell c of G is a leaf cell if the children of c are not in G. Note that all the leaves need not have the same depth;
see Fig. 3. When they do (that is, when they comprise an entire level Gℓ of G), we say that G is a uniform dyadic grid. We also
denote by Gℓ the level ℓ of a dyadic grid G, that is, the set of elements of Gwith depth ℓ. Note that the cells of Gℓ are a subset
of a regular orthogonal grid, and that the union of Gℓ+1 is contained in the union of Gℓ, for all ℓ.
2.4. Binary trees
The structure of a (finite) dyadic grid G can be represented by a binary tree diagram T [13]. Namely, each node p of T
represents a cell of G, and the left and right children of p represent the low and high children of c , respectively; see Fig. 4.
Note that the tree is always non-empty, and every node is either a leaf (without children) or has two non-empty subtrees.
The k-dimensional elements of Gwith k < d are not explicitly represented in the tree, but can be deduced from it.
The binary tree of a dyadic grid G provides an efficient data structure to store the topology of G and any data associated
to its cells. The tree data structure allows us to dynamically modify the grid by splitting or deleting leaf nodes, where and
when necessary, at relatively little cost.
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Fig. 5. Indices in a binary tree and a dyadic grid.
2.5. Cell indices
Every cell of a dyadic multigrid can be uniquely identified by a cell index. The root cell has index 1, and the low and high
children of a cell with index α have indices αL = 2α and αH = 2α + 1. Fig. 5 shows the cell indices of a finite dyadic grid,
and the corresponding tree. Note that the cells in any level Gℓ have a consecutive range of indices which we denote byKℓ,
so that the level of a cell can be easily determined from its index [11].
2.6. Quad-grids
Dyadic grids in 2D properly include the traditional quad-grids, where a cell in level ℓ is partitioned into four congruent
children by two orthogonal lines [14]. Namely, we can emulate a quad-grid Q by a dyadic grid Gwith same root cell, where
all leaves have even depth. Each cell in level ℓ ofQ corresponds to a cell in level 2ℓ ofG. It can be shown that the second-order
quad-tree prediction operator used by Bihari and Harten [15–17] (with a 3×3 stencil) is equivalent to our dyadic prediction
operator (with a 3-cell stencil) applied on two successive levels. In the sameway, we canmodel three-dimensional oct-grids,
where each cell is divided into eight congruent children by three orthogonal planes.
However, dyadic grids aremore general since the binary subdivisionsmay stop at any level. Aswe shall see, this flexibility
lets us obtain the same accuracy of approximation with smaller grids.
On the other hand, dyadic grids differ from traditional k-d trees [18] because both the position and the orientation of the
splitting hyperplane are determined by the cell’s level. This restriction reduces the data structure’smemory use, and ensures
that the cells at any given level Gℓ form a regular grid, thus simplifying many grid traversal and manipulation algorithms.
3. Multiresolution cell-average representation
We use dyadic grids to approximate a real-valued function u defined on Td by the multiresolution cell-average
scheme [9,16,3].
For any cell cα of the multigrid G, with index α, we define the average value of u over c as
uℓα =
1
|cα|

cα
udµ
where |cα| is the measure (hypervolume) of cell cα , and ℓ is its level. Note that |cα| = 2−ℓ|R|.
For any level ℓ, we define the discretization of u at resolution ℓ as the piecewise-constant function uℓ from Td to R such
that uℓ(x) is the value of uℓα , for every leaf cell cα of depth ℓ and every point x in cα .
Note that a cell average uℓα can be computed from the averages u
ℓ+1
αL
and uℓ+1αH of the two children cells:
uℓα =
1
2
(uℓ+1αH + uℓ+1αL ). (1)
Formula (1) can be viewed as a functional operator, the restriction operator Pℓℓ+1, that yields the coarser piecewise-constant
approximation uℓ from the finer approximation uℓ+1.
3.1. Detail coefficients
For multiresolution (MR) analysis, the important quantities are the details, or wavelet coefficients that express the new
information that is provided by the cell averages at each successive level. Namely, for each level ℓ, one considers the
differences between the actual cell averages uℓ+1β and certain predicted values u˜
ℓ+1
β , extrapolated from the cell averages
at level ℓ by some prediction formula.
In this paper, we use a prediction formula that is exact when the function u is a polynomial of degree less or equal to 2.
Namely, for a given cell cα at level ℓ, the predicted averages for the children cells cαH and cαL are
u˜ℓ+1αH = uℓα +
1
8
(uℓγ − uℓβ), (2)
u˜ℓ+1αL = uℓα −
1
8
(uℓγ − uℓβ),
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Fig. 6. Prediction stencil in 2D case. Cells adjacent to cα along 0-axis(left) and cells adjacent to cα along 1-axis(right).
where cβ and cγ are two cells in level ℓ of G that are adjacent to cα , along the coordinate axis ℓ mod d, in increasing order
of that coordinate (see Fig. 6). We call cβ , cα and cγ the prediction stencil for the values uℓ+1αL and u
ℓ+1
αH
. We can view the
prediction formula as a prediction operator Pℓ+1ℓ that yields a finer piecewise-constant approximation u˜
ℓ+1 of u from the
coarser approximation uℓ [17,16]. Observe that the restriction and prediction operators are conservative, that is, Pℓℓ+1P
ℓ+1
ℓ
is the identity operator.
The detail dℓα associated to the cell cα is then defined as the prediction error for one of its children. Namely,
dℓα = uℓ+1αH − u˜ℓ+1αH .
Observe that the average values of both children of cα can be computed from the average uℓ and the detail dℓα , namely
uℓ+1αH = u˜ℓ+1αH + dℓα,
uαL = 2uℓα − uℓ+1αH , (3)
where u˜ℓ+1αH is computed by formula (2). Therefore, the vector of cell averages u
ℓ and the vector of details dℓ at any level
determine the vector of averages uℓ+1 at the next level, and vice versa. In other words, these formulas define a bijection
uℓ+1 ↔ (dℓ, uℓ). In general, if uL denotes the cell averages of a function u to a specified highest resolution level L, we obtain
the direct (decomposition) and inverse (reconstruction) multiresolution transformations
uL ↔ (u0; d0, d1, . . . , dL), (4)
where u0 is the vector whose single element is the average of u in the root cell R.
3.2. Non-uniform MR representation
In practice, we keep only the averages uℓα for the cells cα of some finite dyadic grid G that need not be uniform (and may
change in the course of computation). We thus obtain a non-uniform MR representation of the function u. Since the indices
of those cells are a sparse subset of N, we store their averages in the nodes of the grid’s tree data structure, rather than in a
vector. We could save some memory space by storing the averages only for the leaf cells of G. However some computations
are more efficient if the averages are stored also for non-leaf cells.
The prediction formulas (2) can be used to generate cell-average values for all cells cα that aremissing in the grid G. More
precisely, let L be an integer not less than the depth of any cell of G. The reconstruction of u at resolution L, from the stored
cell averages in G, denoted by u˜LG, is a function from T
d to R obtained by conceptually adding to G any missing cells so as to
obtain a uniform grid GL of depth L, and using the prediction formulas (2) recursively, from top to bottom, to define the cell
averages of those missing cells. Precisely, the function u˜LG is defined as the piecewise-constant function from T
d to R such
that u˜LG(x) = u˜Lα, x ∈ cα , at the leaf cells cα of GL. Observe that u˜LG is obtained by the inverse multiresolution operation where
the details dℓα for the leaves and missing cells in G are set to be zero.
This reconstruction is used, in particular, to measure the difference between two non-uniform MR representations with
different grids F and G. Namely, we choose a level L not less than the depths of F and G, and then compute the L1 norm of
the difference between the two approximations, both extrapolated to level L.
|u˜LF − u˜LG|1 =

R
|u˜LF (x)− u˜LG(x)|dx. (5)
3.3. Adaptive MR representation
The wavelet coefficients dℓα , as prediction errors, can be used as indicators of local regularity of the function u. Precisely,
let Sα be the stencil centered on cell cα of level ℓ, used to predict uℓ+1αL and u
ℓ+1
αH
. Suppose that u is continuous to some
order s in Sα . Using the classical theory of local approximation by polynomials and the polynomial cancelation property, the
magnitude of the details dℓα can be bounded as
|dℓα| ≤ C2−sℓ|u|Cs(Sα), (6)
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Fig. 7. Gaussian pulse: reconstruction errors versus node compression rate (left side). Ratio of the amount of memory used to store dyadic grid and
quad-grid as a function of the threshold parameter (right side).
where C is a constant independent of ℓ and Sα [9]. Therefore, they are expected to be small in regions were u is smooth and
large in regions were u is discontinuous or has sharp variation.
Starting from a representation in a prescribed grid F , an adaptive grid G is obtained by repeatedly pruning leaf cells
which have small wavelet coefficients. Precisely, let cα be a cell of the current grid F with two leaf children.We remove both
children from F if the magnitude |dℓα| of the detail is below a prescribed tolerance ϵℓ
ϵℓ = 2(ℓ−L)ϵ, (7)
where the threshold parameter ϵ > 0 is previously specified.
Provided that the iterative prediction scheme is convergent, it can be shown that the error |u˜LF − u˜LG|1 between the two
reconstructed functions, with the original grid F and adaptive grid G, is O(ϵ), independent of the maximum depth L [16].
Therefore, we can control the information loss associatedwith the pruning algorithm by choosing the appropriate threshold
ϵ. Experience shows that, in many problems, such adaptive representations reduce significantly the required storage, with
control of the accuracy, as indicated in the next examples.
3.4. Examples
Consider the two-dimensional functions
u(x0, x1) = 0.9 ∗ exp(−100(x20 + x21)), (8)
u(x0, x1) = 1− tanh(100 ∗ x0), (9)
respectively, a Gaussian pulse and a smooth step-like function.
For these examples, we consider the root cell R = [−1, 1] × [−1, 1], and we built the adaptive dyadic grid G by starting
from the regular grid F of 210×210 = 220 = 1, 048, 576 cells (which is a uniformdyadic grid of depth L = 20). The gridGwas
pruned as described in Section 3.3. We performed each test four times, setting the pruning tolerance ϵ to 10−1, 10−2, 10−3,
and 10−4, respectively.
For each test, we also built an adaptive quad-treeQ by the algorithm of Bihari and Harten [15].We startedwith a uniform
quad-tree P of depth L′ = 10 (whose leaves are the same as the initial dyadic grid F ); in each test, we adjusted the quad-grid
pruning threshold ϵ′ so as to obtain approximately the same error bound |u˜L′Q − u˜L′P |1 ≈ |u˜LG− u˜LF |1. In all cases, we computed
the cell averages in the leaf cells by Gaussian quadrature with 5× 5 points.
Fig. 7 shows the results for the Gaussian pulse (8). The graph on the left side shows the quad-tree and dyadic
reconstruction errors as a function of the node compression rate (percentage of cells that were pruned). The graph on the
right side shows the relative amount of memory used by the adaptive dyadic grid (computed assuming 4 bytes per pointer
and 8 bytes for the stored cell average) compared to the adaptive quad-tree, as a function of the threshold ϵ. Note that the
dyadic grids have about the same number of nodes as the quad-tree, but save about 20% memory because each node has
only two children. Fig. 8 shows analogous results for the step-function (9). Note that, here the dyadic grid has about 2% fewer
nodes but 50% memory.
4. Adaptive MR finite volume scheme
Several authors have used the quad-tree representation in adaptive finite volume schemes for the integration of
conservation laws [3,19,4,7,6]. In this section, we evaluate the use of dyadic grids for the same purpose.We show that dyadic
grid provide significant memory savings (due to their more gradual refinement properties) and uniform implementation for
arbitrary dimensions. We first describe a reference finite volume scheme based on uniform grids in any dimension, which
we then modify for an adaptive multiresolution representation using dyadic grids.
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Reference finite volume discretization
We consider the generic conservation law
vt = −∇ · f (v), (10)
where v is a real function of x ∈ R ⊆ Rd and t ∈ [0,∞), with appropriate initial and boundary conditions; and f is a given
function from R to Rd.
The spatial discretization of problem (10) using the finite volume method for a dyadic uniform grid GL can be expressed
as a system of ordinary differential equations
∂u
∂t
= D¯(u), (11)
where the numerical solution u = uL = (uα) is formed by approximated cell averages
uα(t) ≈ v¯α(t) = 1|cLα|

cLα
v(x, t)dx,
and D¯α(u) is the numerical flux such that
D¯α(u) ≈ Dα(v) = − 1|cLα|

∂cLα
f (v) · σαds, (12)
where σα denotes the outer normal vector to cLα .
For the time integration, we consider a sequence of discrete values in time tn = n1t , where 1t denotes the time step,
and denote by un the approximation of u at time tn, un = u(tn). Applying the second-order accurate Runge–Kutta scheme
to the ODE system (11), we obtain
u∗ = un +1tD¯(un)
un+1 = 1
2
[un + u∗ +1tD¯(u∗)]. (13)
Numerical flux
For the 2D applications of this paper, the numerical flux is represented in the form
D¯α = − 1
1x0
(F¯ 0
α+ 12
− F¯ 0
α− 12
)− 1
1x1
(F¯ 1
α+ 12
− F¯ 1
α− 12
),
where
F¯ i
α+ 12
= f iR(u−α+ 12 , u
+
α+ 12
), F¯ i
α− 12
= f iR(u−α− 12 , u
+
α− 12
)
are the numerical fluxes throughout the boundaries of cell cα parallel to the i-axis, as indicated in Fig. 9, which are defined
by an approximate Riemann solver fR(u−, u+).
In adaptive MR schemes, the numerical solution unMR is the set of cell averages in an adaptive grid G
n. The grid Gn is
associated to a non-uniform data tree structure, where the refinement stops before the maximum level of resolution be
reached. In order to get un+1MR from u
n
MR, we need three steps: refinement, evolution and thresholding.
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Fig. 9. Numerical fluxes through the boundaries of cell cα .
Refinement. This step is necessary because the grid Gn, that is adequate to represent the solution at time n, may not be
adequate for time n + 1. We assume that the time step1t is small enough so that at most one extra level of refinement is
sufficient. Therefore, in this step we construct a refined grid Gn+ by splitting each leaf cell cℓα of Gn, such that ℓ < L, by a
hyperplane orthogonal to axis i = ℓ mod d. The cell averages un+ of the current solution in the leaf cells of Gn+ are obtained
by applying the prediction operator (2) to the current approximation unMR. We denote the refinement operator by R, and
write Gn+ = RGn and un+ = RunMR.
Evolution. The discrete evolution operator computes the numerical solution u˜n+1 at time tn+1, over the grid Gn+, from the
refined solution un+ at time tn. First, for each leaf cell cℓα of Gn+, we estimate the flux across each of its 2d facets as follows.
Let cℓβ be the cell of the multigrid G that is adjacent to c
ℓ
α on the same level ℓ. Then:
• If some cℓβ is a leaf cell of Gn+, the flux across the shared facet is computed as in the uniform grid.
• Otherwise, if cℓβ is not in Gn+, we locate the leaf cκγ of Gn+ (with κ < ℓ) that contains cℓβ , then use the prediction operator
repeatedly to obtain the cell average for cℓβ , and proceed as in the previous case.
• Otherwise, if cℓβ is present in Gn+ but is not a leaf, the desired flux is obtained by adding the appropriate fluxes from all
leaf cells that descend from cℓβ and are adjacent to c
ℓ
α .
Once we have the fluxes across all facets of cℓα , we obtain u˜
n+1 by applying the second-order Runge–Kutta scheme (13). We
denote the evolution operator by EMR, and write u˜n+1 = EMRun+.
Thresholding. In this last step, to get the solutionun+1MR from u˜n+1, weuse the restriction operator (1) to refresh the cell averages
of non-leaf nodes of the tree, and prune any leaf cells that make a negligible contribution to the representation of un+1MR , as
described in Section 3.3. We denote this operator by T(ϵ), and write un+1MR = T(ϵ)u˜n+1.
Therefore, the inner loop of the integrator can be written as
un+1MR = T(ϵ)EMRRunMR.
4.1. Outline of the algorithm
The integration algorithm can be summarized as follows. It depends on six main parameters – the dimension d, the root
cell R, the total integration time T , the CFL factor σ = 1t/1x, the maximum resolution level L, and the pruning threshold ϵ
– as well as on the flux function f and the initial state v0(x) = v(x, 0).
• Compute the maximum width W of the domain R along any axis, the minimum cell size 1x = W/2L, the number of
iterations N = ⌈T/(σ1x)⌉, and the time step1t = T/N .
• Create a uniform data tree structure with depth L. Store in each cell the average of the initial state v0. Prune nodes from
this tree, which have details below the threshold parameter ϵ, as described in Section 3.3.
• For n from 0 to N − 1, do:
– Split each leaf cell of the grid which is not at the maximum level L. Estimate the cell averages at those cells using the
prediction operator (2).
– Evaluate the numerical flux in each leaf cell, as detailed in Section 4.
– Apply the second-order Runge–Kutta scheme (13) in each leaf cell, to estimate the cell average at time n+ 1.
– Update the cell average of each internal node, from the finest to coarsest level, by the restriction operator (averaging
the values of its two children).
– Prune nodes from this tree, which have details below the threshold parameter ϵ, as described in Section 3.3.
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Fig. 10. Evolution of the adaptive dyadic grid through the integration of problem (14) by our algorithm.
5. Example
As a test problem for the MR scheme described in the previous section, we consider the following transport equation
with initial–boundary conditions:
ut + ux0 + ux1 = 0, (x0, x1, t) ∈ R× (0,∞),
u(x0, x1, 0) = 0.9 ∗ exp(−100(x20 + x21)) (x0, x1, 0) ∈ R× {t = 0},
u(−1, x1, t) = u(1, x1, t), u(x0,−1, t) = u(x0, 1, t),
(14)
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Fig. 11. CPU speed-up (left), reconstruction error (center), and node compression rate (right) of ourMR integration algorithm as a function of the threshold
parameter ϵ.
where R = [−1, 1] × [−1, 1]. The exact solution of this problem is
u(x0, x1, t) = 0.9 ∗ exp(−100((x0 − t)2 + (x1 − t)2)), (15)
corresponding to the translation of the initial condition, taking into account the periodic boundary condition. For the
reference scheme in uniform grid, we use a finite volume discretization in space and an explicit second-order Runge–Kutta
scheme in time. For the numerical flux, we use Roe’s scheme with a second-order essentially non-oscillatory (ENO)
interpolation [20,21], which gives a second-order accurate scheme in space. For the maximum resolution level, we take
L = 20 (corresponding to a uniform grid with spacing1x = 2−10 in both directions), and we set the CFL factor σ = 1t/1x
to 0.5.
Fig. 10 shows the evolution of the adaptive numerical solution, thresholded with ϵ = 0.1, and illustrates how the dyadic
grid gets dynamically adapted to its main features.
Fig. 11 (left) shows the CPU speed-up CPU MR(ϵ)/CPU FV for the evolution to the final instant T = 0.0488, as a function
of the threshold parameter. For ϵ = 0.1× 2−m,m = 0, 1 · · · 7, CPU MR(ϵ) = 22, 24, 32, 40, 56, 63 and 71 s, respectively.
Since the time needed for the same integration using a uniform grid on the finest scale level was 517 s, the speed-up varied
from about 23 to 7 times. Fig. 11 (center) shows the L1 norm of the difference between the reference numerical solution,
computed on the regular grid of depth L, and the adaptive numerical solution, as a function of ϵ. Note that, for this problem,
this error was less than 0.5ϵ over the tested range. Fig. 11 (right) shows the variation of the compression rate (Section 3.4)
as a function of threshold parameter.
6. Conclusion
This paper describes an adaptive multiresolution finite volume scheme for hyperbolic conservation laws in d space
dimensions. Special attention is drawn onto the data structure. Here, dyadic tree structures are advocated, which provide
a more gradual refinement as compared with the traditional quad-trees (2D) or oct-trees (3D) that are commonly used
for multiresolution analysis, leading to adaptive binary tree representations with significant savings in data storage. As
an example, a two-dimensional transport equation is considered using a second-order finite volume discretization. The
resulting adaptive multiresolution scheme based on dyadic tree structure shows significant savings in data storage and CPU
time when compared to the reference scheme in uniform grid at the finest scale level, with accuracy approximately equal
to the truncation threshold.
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