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Extension of the Morris-Shore transformation to multilevel ladders
A. A. Rangelov,1 N. V. Vitanov,1, 2 and B. W. Shore3, 4
1Department of Physics, Sofia University, James Bourchier 5 blvd., 1164 Sofia, Bulgaria
2Institute of Solid State Physics, Bulgarian Academy of Sciences, Tsarigradsko chausse´e 72, 1784 Sofia, Bulgaria
3Fachbereich Physik der Universita¨t, Erwin-Schro¨dinger-Str., 67653 Kaiserslautern, Germany
4Permanent address: 618 Escondido Cir., Livermore, CA
We describe situations in which chains of N degenerate quantum energy levels, coupled by time-
dependent external fields, can be replaced by independent sets of chains, of length N , N − 1, . . . , 2,
and sets of uncoupled single states. The transformation is a generalization of the two-level Morris-
Shore transformation [J.R. Morris and B.W. Shore, Phys. Rev. A 27, 906 (1983)]. We illustrate
the procedure with examples of three-level chains.
PACS numbers: 32.80.Bx, 32.80.Qk, 33.80.Be
I. INTRODUCTION
The two-level atom has become over the years the
basic building block with which one describes resonant
and near-resonant radiative excitation of atoms and
molecules – or any system that has discrete quantum
states [1, 2]. When the radiation emanates from a laser,
and therefore retains temporal coherence, the relevant
dynamics is governed by the time-dependent Schro¨dinger
equation. Within the usual rotating-wave approximation
(RWA) [2], the needed mathematics is that of two coupled
linear ordinary differential equations for two complex-
valued time-dependent probability amplitudes. The rel-
ative simplicity of these two equations has enabled re-
searchers to find a variety of analytic solutions, descrip-
tive both of steady radiation intensity and pulsed exci-
tation by a variety of analytic forms for the pulses. In
essence, one is able to map the physics of the two-level
atom, under suitable conditions, onto the wealth of spe-
cial functions studied by 19th century mathematicians.
This basic two-state atom has an interesting exten-
sion, from a nondegenerate two-level system (one with
just two quantum states – ground and excited), to one
with a degenerate ground level and a degenerate excited
level. This situation occurs quite commonly for isolated
atoms and molecules; these can be taken to be in states of
well defined angular momentum J , for which rotational
symmetry produces a degeneracy of 2J+1 magnetic sub-
levels. In RWA the degeneracies can also occur for more
general multistate quantum systems, as we shall note.
For laser-induced transitions between states of angular
momentum, one must consider the several magnetic sub-
levels, labeled by M , that may occur as possible initial
states. Each of them has a possible laser-driven excita-
tion route into excited magnetic sublevels. If the angular
momenta of the ground level and the excited level are,
respectively, J and J ′ (with J = J ′ or J ′± 1 for electric-
dipole transitions), and if all excited magnetic sublevels
are linked with some ground level, then in general one
must consider 2J + 1 + 2J ′ + 1 probability amplitudes,
coupled to one another by radiative interactions.
For general polarization of the laser field selection rules
restrict the change in magnetic quantum number to quan-
tum states whose magnetic quantum numbersM andM ′
differ by ∆M = −1, 0 or +1. For an arbitrary choice of
quantization axis, and elliptically polarized light, the ex-
citation can take place via all of these linkages. However,
when the polarization is more specialized, to linear or
circular, then it is possible to choose a quantization axis
such that these coupled equations become a set of 2J+1
pairs of independent two-state equations. The choice of
quantization axis, together with the properties of the ro-
tation matrix of angular momentum states, makes this
possible. For such situations the mathematics is much
simpler: one need only find a set of independent solu-
tions to the nondegenerate two-state systems.
In 1983 Morris and Shore showed [3] that this coordi-
nate transformation was a special case of a more general
transformation that could produce, for any two degen-
erate sets of quantum states, an equivalent description
involving only independent uncoupled pairs of equations.
Specifically, the Morris-Shore (MS) transformation re-
duces the coherent quantum dynamics of a coupled de-
generate two-level system to a set of independent nonde-
generate two-state systems and a number of uncoupled
(dark) states. It prescribes a simple recipe, which only re-
quires to find the eigenvalues and the eigenstates of a her-
mitean matrix, which is a product of interaction matrices.
The eigenstates are the MS states (i.e. the states repre-
senting the independent two-state systems and the dark
states), and the eigenvalues are the MS interactions in the
independent MS two-state systems. The MS transforma-
tion requires that all initial interactions be constant, or
share the same time dependence, and that all interactions
are resonant, or equally detuned from the upper states,
so that each pair of interactions are on two-photon reso-
nance with the corresponding states; the latter condition
implies that the lower set of states is degenerate in RWA
sense, and so is the upper set of states.
The MS transformation has been used extensively in
various excitation scenarios to handle seemingly compli-
cated linkages. For instance, it has been used to derive
exact analytic solutions that extend known two-state so-
lutions to degenerate two-state systems [4]. It has been
used to design schemes for complete population transfer
2between degenerate states [5] and for creation of coherent
superpositions of states [6]. The MS transformation has
been also a crucial analytic method in creating recipes
for efficient discrete quantum state tomography [7].
There are many situations in which one is interested
in transitions that link not just two states but a chain-
like sequence of multilevel excitations. Typically these
form an N -level ladder linkage pattern, involving with
each link a separate laser field. When such a system
has degeneracy only from angular momentum, and when
the pulses all share a common time-dependent envelope
(though not the same carrier frequencies), and when the
polarizations are all linear or circular, then it is possible
to choose the (arbitrary) quantization axis such that the
entire excitation scheme can be reduced to 2J +1 sets of
N coupled equations, where J is the angular momentum
of the initially populated level.
It is natural to ask whether the MS transformation of
two levels has a generalization to N -level ladders. We
here answer this question affirmatively, with the proviso
of certain conditions, and describe the procedure for find-
ing the transformation. Such a transformation allows one
to use the well-known analytic solutions of the N -state
ladder [8–10] as an extension of the utilization of analytic
two-state solutions.
This paper is organized as follows. In Sec. II we re-
view the two-level MS transformation and set the stage
for its extension. In Sec. III we describe a resonantly
coupled multilevel ladder, which is reducible to the two-
level case. Section IV presents in detail the most general,
non-resonant extension of the MS transformation to three
levels, and Sec. V extends these results to N levels. Fi-
nally, Sec. ?? presents a summary of the results.
II. THE TWO-LEVEL MORRIS-SHORE
TRANSFORMATION
The original MS transformation adopts a state order-
ing wherein the Na sublevels of the a level are placed first,
followed by the Nb sublevels of the b level. This allows
us to view the RWA Hamiltonian as a block matrix,
H(t) =
[
O V(t)
V(t)† D
]
. (1)
Here O is the Na-dimensional square zero matrix, in
which the zero off-diagonal elements reflect the absence
of single-photon couplings between the a states, while
the zero diagonal elements show that the a states have
the same energy, taken as the zero of the energy scale.
The matrix D is a Nb-dimensional square diagonal ma-
trix, which can be represented as a constant multiple of
the Nb-dimensional unit matrix 1Nb , D = ∆1Nb . The ab-
sence of off-diagonal elements in D reflects the absence of
direct couplings between the b states, while the common
diagonal elements ∆ stand for the common detunings of
all the b states: by definition, ∆ is the difference be-
tween the Bohr transition frequency and the laser carrier
 
 
 
 
 
 
Morris-Shore 
transformation 
 
(1)λ          (2)λ       (3)λ  ( )f t  
( )f t
 
a
 
b
 
a
 
b
 b∆  
b∆  
FIG. 1: (Color online) The essence of the Morris-Shore trans-
formation: a multistate system consisting of two coupled sets
of degenerate levels is decomposed into a set of uncoupled non-
degenerate two-state systems and a set of uncoupled (dark)
states.
frequency. The Na × Nb matrix V(t) comprises the in-
teractions of the a subevels with the b sublevels; these
may depend on time, but the time dependence must be
the same for every element. As evident from Eq. (1), it
is assumed that there are no relaxation processes during
the interaction.
Although we shall discuss this Hamiltonian within the
framework of angular momentum degeneracy, the re-
sults are applicable much more generally, to linkage pat-
terns between nondegenerate states, as will occur when
there are several different laser frequencies, each resonant
(or near resonant) with a particular transition. When
such situations are eligible for description by a multi-
level RWA [2], and when the carrier frequencies are such
that at most two nonzero detunings occur in the RWA
Hamiltonian, then the MS transformation can be used.
Specifically, Morris and Shore have shown [3] that any
RWA-degenerate two-level system, in which all couplings
share the same time dependence, can be reduced with
a constant unitary transformation to an equivalent sys-
tem comprising only independent two-state systems and
uncoupled (dark) states, as shown in Fig. 1. This time
independent transformation is given by
|ψi〉 =
∑
k
S∗ki |ϕk〉 ⇐⇒ |ϕk〉 =
∑
i
Ski |ψi〉 . (2)
The constant transformation matrix S can be represented
in the block-matrix form
S =
[
Sa O
O Sb
]
, (3)
where Sa is a unitary Na-dimensional square matrix and
Sb is a unitary Nb-dimensional square matrix, SaS
†
a =
S†aSa = 1Na and SbS
†
b = S
†
bSb = 1Nb . The constant matri-
ces Sa and Sb mix only sublevels of a given level: Sa mixes
3the a sublevels and Sb mixes the b sublevels. The trans-
formed MS Hamiltonian has the form (to simplify nota-
tion we here omit explicit display of time dependence)
HMS = SHS† =
[
O M
M† D
]
, (4)
where
M = SaVS
†
b. (5)
The Na×Nb matrix M may have null rows (if Na > Nb)
or null columns (if Na < Nb), which correspond to dark
states; let us assume that Na > Nb. The decomposition
of H into a set of independent two-state systems requires
that, after removing the null rows or columns, M reduces
(possibly after an appropriate relabeling) to a diagonal
matrix; let us denote its diagonal elements by λ(n) (n =
1, 2, . . . , Nb). It follows from Eq. (5) that
MM† = SaVV
†S†a, (6a)
M†M = SbV
†VS†b. (6b)
Hence Sa and Sb are defined by the condition that they
diagonalize VV† and V†V, respectively. Because, by as-
sumption, all elements of V have the same time depen-
dence f(t), this dependence is factored out and therefore
Sa and Sb are constant; the eigenvalues, however, are
proportional to f2(t) and hence they depend on time.
It is straightforward to show that the Nb eigenvalues of
V†V are all non-negative; according to Eq. (6) they are[
λ(n)
]2
. The matrix VV† has the same eigenvalues and
additional Na − Nb zero eigenvalues. The independent
two-state systems ϕ
(n)
a ↔ ϕ(n)b (n = 1, 2, . . . , Nb), each
composed of an a state ϕ
(n)
a and a b state ϕ
(n)
b , are driven
by the (time-varying) RWA Hamiltonians
H(n) =
[
0 λ(n)
λ(n) ∆
]
(n = 1, 2, . . . , Nb). (7)
Each of these two-state Hamiltonians has the same de-
tuning ∆; they differ in the Rabi frequency 2λ(n).
III. A MULTILEVEL MORRIS-SHORE
TRANSFORMATION: THE QUASI-TWO-LEVEL
CASE
The two-level MS transformation is readily extended
to multiple degenerate levels a− b− c−d−· · · when two
conditions are fulfilled: (i) all couplings share the same
time dependence (in particular, all couplings may be con-
stant), and (ii) the two-photon resonances a − c − · · ·
and b − d − · · · are fulfilled (in particular, all fields
may be on resonance with the respective transition fre-
quency). This can be achieved by formally combining the
RWA-degenerate sets a, c, . . . into one larger set of RWA-
degenerate states, and the sets b, d, . . . into another larger
set of RWA-degenerate states. Then one can carry out
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FIG. 2: (Color online) The reducible multilevel Morris-Shore
transformation in a multistate system consisting of N cou-
pled sets of degenerate levels when the two-photon resonances
a − c − · · · and b − d − · · · are fulfilled (top). All interac-
tions have the same time dependence f(t). We first formally
combine the RWA-degenerate sets a, c, . . . into one larger
(“lower”) set of RWA-degenerate states, and the sets b, d, . . .
into another larger (“upper”) set of RWA-degenerate states
(middle). Then the new degenerate two-level system is de-
composed into a set of independent nondegenerate two-state
systems and a set of uncoupled (dark) states (bottom).
the MS factorization on the new degenerate two-level sys-
tem, as displayed in Fig. 2. Then the MS states in the
lower set will be superpositions of a, c, . . . states, whereas
the MS states in the upper set will be superpositions of
b, d, . . . states.
When the above conditions (i) or (ii) are not met, then
we cannot reduce the multilevel case to a two-level one.
Nevertheless, it may still be possible to replace the com-
plicated linkages by simple sets of independent ladders.
The next section presents a truly multilevel extension of
the MS transformation that produces this reduction.
IV. THE THREE-LEVEL MORRIS-SHORE
TRANSFORMATION
A. The RWA Hamiltonian
We consider excitation by a set of coherent laser pulses
of a multilevel system for which the generalized RWA
is applicable. The excitation dynamics is governed by
the time-dependent Schro¨dinger equation for the coupled
4probability amplitudes Cn(t). In matrix form it reads
i
d
dt
C(t) = H(t)C(t). (8)
The elements of the RWA Hamiltonian matrix H(t) (in
units of ~) are detunings (on the diagonal) and time-
dependent Rabi frequencies times 1/2. For simplicity we
shall, in the following, omit explicit time arguments.
Let us specialize this equation to a three-level sys-
tem, wherein there are Nk degenerate sublevels of level
k, where k runs over indices a, b and c. For definiteness
we assume that these degenerate levels form a ladder, i.e.
Ea < Eb < Ec. Figure 3 shows a possible linkage pat-
tern amongst the quantum states: those of level a link
only to those of level b, as do those of level c; we assume
there are no direct linkages between the a states and the
c states. These assumptions allow us to present the RWA
Hamiltonian in the block-matrix form
H =

 O V1 OV†1 Db V2
O V†2 Dc

 . (9)
Here the matrix O in the upper left corner is a Na-
dimensional square null matrix, where the null off-
diagonal elements reflect the absence of radiative cou-
plings amongst the a sublevels, while the null diagonal
elements originate with our (conventional) choice of RWA
phases. The null matrices in the upper right and lower
left corners indicate the absence of direct linkages be-
tween the a states and the c states. The square matri-
ces Db and Dc are scalar multiples of unit matrices of
dimensions Nb and Nc, respectively, Db = ∆b1Nb and
Dc = ∆c1Nc . The scalars ∆b and ∆c are, respectively,
the usual one- and two-photon detunings associated with
the RWA. Although not shown explicitly, the interactions
V1 and V2 may depend upon time. However, the elements
of each matrix must share a common time dependence,
say f1(t) for V1 and f2(t) for V2.
B. The MS transformation
We wish to transform the original Hamiltonian (9) to
a form in which the radiative couplings occur only in
single unlinked chains, of length 2 or 3. That is, we seek
a transformed MS basis, linked to the original basis by
the transformation (2), and a corresponding transformed
MS Hamiltonian, which must appear in the block form
HMS = SHS† =

 O M1 OM†1 Db M2
O M†2 Dc

 , (10)
whereM1 and M2 are diagonal matrices supplemented by
null columns or rows.
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FIG. 3: (Color online) The Morris-Shore transformation for
three degenerate levels: the MS decomposition produces sets
of independent nondegenerate three-state and two-state sys-
tems and a set of uncoupled (dark) states, provided the com-
mutation condition (15) is fulfilled.
The transformation must only combine sublevels
within a given level. Therefore it must have the form
S =

 Sa O OO Sb O
O O Sc

 , (11)
where Sa, Sb and Sc are constant square unitary ma-
trices of dimensions Na, Nb, and Nc, respectively With
this transformation the block elements of the transformed
Hamiltonian (10) read
M1 = SaV1S
†
b, (12a)
M2 = SbV2S
†
c. (12b)
The matrices M1 and M2 may have null rows or columns;
these correspond to dark states. The desired decompo-
sition of H into a set of independent two- or three-state
systems requires that, after removing the null rows or
columns, M1 and M2 reduce (possibly after an appropri-
ate relabeling) to diagonal matrices. It follows from Eqs.
(12) that the following matrices are diagonal:
SaV1V
†
1S
†
a = M1M1
† = diag, (13a)
SbV
†
1V1S
†
b = M
†
1M1 = diag, (13b)
SbV2V
†
2S
†
b = M2M2
† = diag, (13c)
ScV
†
2V2S
†
c = M
†
2M2 = diag. (13d)
Hence Sa and Sc are defined by the condition that they
diagonalize V1V
†
1 and V
†
2V2, respectively. The matrix Sb
must, by definition, diagonalize both matrices W1 and
W2, where
W1 = V
†
1V1, W2 = V2V
†
2. (14)
5This can only occur if these two products commute,
[W1,W2] = O. (15)
Hence W1 and W2 must have the same set of eigenvec-
tors. This set, when normalized, forms the transforma-
tion matrix Sb for the b-state manifold. We shall assume
hereafter that Eq. (15) is satisfied; we will discuss the
implications of this assumption in Sec. IVD.
It is easy to show that the eigenvalues of V1V
†
1 and
V†2V2 are all non-negative, and hence they can be written
as squares of real numbers,
[
λ
(n)
1
]2
and
[
λ
(n)
2
]2
, respec-
tively. The matrices W1 and W2 have the same eigenval-
ues, except for additional (or missing) zero eigenvalues.
In the MS basis, the description of the dynamics com-
prises sets of independent ladders, of length no greater
than N = 3. The three-state systems, expressing the
linkages a↔ b↔ c, are governed by Hamiltonian matri-
ces of the form
H
(n)
abc =

 0 λ
(n)
1 0
λ
(n)
1 ∆b λ
(n)
2
0 λ
(n)
2 ∆c

 . (16)
Two-state systems a↔ b, if present, are governed by the
Hamiltonians
H
(n)
ab =
[
0 λ
(n)
1
λ
(n)
1 ∆b
]
, (17)
while two-state linkages b↔ c are governed by the Hamil-
tonians
H
(n)
bc =
[
∆b λ
(n)
2
λ
(n)
2 ∆c
]
. (18)
Finally, there may be single unlinked states, in any of the
three levels; these can be regarded as being governed by
one-dimensional matrices (scalars) H
(n)
a = 0 or H
(n)
b = ∆b
or H
(n)
c = ∆c.
In general, if the number of states in each initial man-
ifold is different, we denote the minimum and maxi-
mum degeneracies by Nmin ≡ min {Na, Nb, Nc}, Nmax ≡
max {Na, Nb, Nc}, and the intermediate number byNmid.
We can then identify the following possibilities:
• if Nmin = Nb then in the MS basis there will be Nb
three-state systems, Na − Nb dark states in the a
set of states, and Nc −Nb dark states in the c set;
• if Nmin = Na or Nc then in the MS basis there will
be Nmin three-state systems, Nmid−Nmin two-state
systems composed of states of the sets with Nmid
and Nmax, and Nmax−Nmid dark states composed
of states of the set with Nmax.
Figure 3 shows an example in which the MS trans-
formation reduces a general linkage pattern involving 10
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FIG. 4: (Color online) The Morris-Shore transformation for
a single nondegenerate intermediate state: the MS decompo-
sition produces a nondegenerate three-state system and two
sets of uncoupled (dark) states in the a and c sets of states.
states to a pair of dark states, a single two-state linkage,
and a pair of three-state linkages. The time dependences
f1(t) and f2(t) of the lower and upper transitions are
arbitrary. In particular, the f2(t) interaction may pre-
cede the f1(t) interaction, as is the case of the STIRAP
process [11].
C. Special case: single intermediate state
The commutation condition (15) is fulfilled automat-
ically in the special case of a single, nondegenerate in-
termediate state, Nb = 1, because then the matrices W
†
1
and W2 reduce to scalars. Then, regardless of the degen-
eracies Na and Nc of states a and c, the three-level MS
transformation always produces a nondegenerate three-
state system comprising a bright state from the a level, a
bright state from the c level, and the intermediate state.
In addition, there will be Na − 1 uncoupled states in the
a level and Nc− 1 uncoupled states in the c level. Hence
for a single intermediate state the MS transformation is
always possible. Figure 4 depicts an example of such a
linkage pattern and the result of a MS transformation.
D. Consequences of the interaction commutation
We now turn to the implications of the commutation
relation (15). This condition limits the generality of the
MS transformation for three sets of degenerate states.
We here pose the question: given the interaction V1, what
is the most general form of the interaction V2, for which
the three-level MS transformation applies?
61. The Frobenius problem
The required commutation relation (15) is equivalent
to solving a matrix equation of the form
AX = XA (19)
for the matrix X, given that A and X are both square
Hermitian matrices of the same dimension Nb. This is
known as the Frobenius problem [12]. Because A and X
commute, they have the same set of eigenvectors γn,
Aγn = αnγn, (20a)
Xγn = ξnγn, (20b)
and they are diagonalized by the same unitary matrix G,
composed of these eigenvectors,
GAG† = A0 = diag {α1, α2, . . . , αNb} , (21a)
GXG† = X0 = diag {ξ1, ξ2, . . . , ξNb} . (21b)
Hence,
X = G†X0G. (22)
We can view these results as follows. Given any Hermi-
tian matrix A, we can find the transformation matrix G
which diagonalizes it. Then the most general form of the
matrix X is the construction of Eq. (22), where the real
diagonal matrix X0 is arbitrary. Therefore, if A and X are
Nb-dimensional then the matrix X is parametrized by Nb
parameters: the diagonal elements of X0.
Alternatively, we can express the matrix X as a power
series in A. The Cayley-Hamilton theorem [12] implies
that only Nb− 1 of these powers, e.g. A0, A1, . . ., ANb−1,
are linearly independent. Then the expansion reads
X =
Nb−1∑
n=0
xnA
n, (23)
where the Nb coefficients xn are arbitrary. Because X is
Hermitian, these numbers must be real.
Hence either of the two alternative solutions of the
Frobenius problem (19) – either Eq. (22) or Eq. (23) –
involve Nb arbitrary real parameters.
2. Implications for linkages
We now apply these results to the MS transformation.
We know that any given interaction V1 determines the
transformation matrix Sb through Eq. (13b). It follows
that the interaction V2 must satisfy
W2 = S
†
bW0Sb, (24)
with W2 = V2V
†
2, where W0 is an arbitrary Nb-
dimensional real diagonal matrix. Equation (23) implies
that the most general representation ofW2, for which the
commutation relation (15) is satisfied and hence there ex-
ists MS transformation, has the form
W2 =
Nb−1∑
n=0
wnW
n
1 . (25)
where the Nb arbitrary real coefficients wn determine the
degrees of freedom for W2.
E. Example: J = 3/2↔ J = 1/2↔ J = 1/2 ladder
1. The system and the couplings
We here illustrate the rather formal results with a spe-
cific example. We consider a three-level ladder whose de-
generacy stems from angular momentum. Specifically we
consider the sequence J = 3/2 ↔ J = 1/2 ↔ J = 1/2;
hence the magnetic sublevels form a degenerate three-
level system with Na = 4, Nb = Nc = 2. Taking into
account the Clebsch-Gordan coefficients [13] we find
V1(t) =
f1(t)√
6


r1
√
3 0
−p1
√
2 r1
l1 −p1
√
2
0 l1
√
3

 , (26a)
V2(t) =
f2(t)√
3
[ −p2 −r2√2
l2
√
2 p2
]
, (26b)
where f1(t) anf f2(t) define the (generally different) time
envelopes of the pulsed interactions in the lower and
upper transitions, respectively; rn, pn, ln are related to
the amplitudes (with the respective phases) of the right-
circular (σ+), linear (pi), and left-circular (σ−) polariza-
tions for the lower (n = 1) or upper (n = 2) transition.
2. The MS states
The MS states in the a manifold are defined as the
eigenstates of the matrix V1V
†
1 [see Eq. (13a)],
7V1V
†
1 =
f21 (t)
6


3 |r1|2 −
√
6p∗1r1
√
3l∗1r1 0
−√6p1r∗1 2 |p1|2 + |r1|2 −
√
2 (p1l
∗
1 + p
∗
1r1)
√
3l∗1r1√
3l1r
∗
1 −
√
2 (p∗1l1 + p1r
∗
1) |l1|2 + 2 |p1|2 −
√
6p1l
∗
1
0 l1r
∗
1
√
3 −√6p∗1l1 3 |l1|2

 . (26c)
Two of these eigenstates are dark, with zero eigenval-
ues, whereas the other two are bright, with eigenvalues(
λ
(1)
1
)2
and
(
λ
(2)
1
)2
; the explicit forms of these eigen-
states are too cumbersome to be presented here.
The MS states in the c manifold are defined as the
eigenstates of the matrix V†2V2 [see Eq. (13d)],
V†2V2 =
f22 (t)
3
[ |p2|2 − 2r∗2 l2 2√2iIm (p∗2r2)
2
√
2iIm (p∗2l2) |p2|2 − 2r2l∗2
]
. (27)
They have eigenvalues
(
λ
(1)
2
)2
and
(
λ
(2)
2
)2
. Explicitly,
the λ’s are given by
λ
(1,2)
1 =
f1(t)√
6
η1 [2 (1 + ξ1)
∓
√
ε21 + 2ξ1
(
1 +
√
1− ε21 cosα1
)]1/2
,(28a)
λ
(1,2)
2 =
f2(t)√
3
η2 [1 + ξ2
∓
√
ε22 + 2ξ2
(
1 +
√
1− ε22 cosα2
)]1/2
,(28b)
with (n = 1, 2)
εn =
|ln|2 − |rn|2
η2n
, (29a)
ξn =
|pn|2
η2n
, (29b)
ηn =
√
|ln|2 + |rn|2, (29c)
αn = arg l
∗
nr
∗
np
2
n. (29d)
The MS states in the intermediate level b are the
common eigenstates of the matrices W1 = V
†
1V1 and
W2 = V2V
†
2 [see Eqs. (13b) and (13c)], i.e.,
W1 =
[
3 |r1|2 + 2 |p1|2 + |l1|2 −
√
2 (p∗1r1 + p1l
∗
1)
−√2 (p1r∗1 + p∗1l1) |r1|2 + 2 |p1|2 + 3 |l1|2
]
f21 (t)
6
,
(30a)
W2 =
[ |p2|2 + 2 |r2|2 −√2 (p2l∗2 + p∗2r2)
−√2 (p∗2l2 + p2r∗2) |p2|2 + 2 |l2|2
]
f22 (t)
3
.
(30b)
If W1 and W2 do not commute, then the eigenstates of
W1 will differ from the eigenstates of W2 and there will
be no MS factorization. In other words, the two-state MS
transformation, when applied to the lower transition a−b,
will produce MS states in the b level (defined as the eigen-
states of W1), which will differ from the MS states in this
same b level produced by two-state MS transformation in
the upper transition b − c (defined as the eigenstates of
W2). Three-state MS transformation will only occur if
these two sets of b states are the same, a necessary and
sufficient condition for which is the commutation of W1
and W2.
3. Commutation implications
The commutation relation (15) leads to the equations
Im [(l∗1p1 + r1p
∗
1) (l2p
∗
2 + p2r
∗
2)] = 0, (31a)
(l1p
∗
1 + r
∗
1p1) (|r2|2 − |l2|2) = (|r1|2 − |l1|2) (l2p∗2 + p2r∗2) .
(31b)
Obviously, if all interactions are real, the first condition
(31a) is satisfied automatically.
In the general case of complex interactions, one can
solve this system of equations, for example, by consider-
ing two cases: when |r1| 6= |l1| and |r1| = |l1|.
(i) For |r1| 6= |l1|, it is readily seen, by replacing the
term (l2p
∗
2 + p2r
∗
2) from Eq. (31b) into Eq. (31a), that
Eq. (31a) is satisfied identically; hence condition (15)
requires only one condition to be fulfilled: Eq. (31b).
The latter condition can be solved, for example, for p2,
p2 =
l2 (l
∗
1p1 + r1p
∗
1)− r2 (l1p∗1 + r∗1p1)
|l1|2 − |r1|2
. (32)
Condition (32) restricts the amplitude of the linearly po-
larized field for the upper transition to be a function of
the arbitrary amplitudes of the other fields. Because p2
is complex-valued, condition (32) represents, in fact, two
conditions: for the modulus and the phase of p2.
(ii) For |r1| = |l1|, there are obviously two solutions.
The first of these is |r2| = |l2|; then Eq. (31a) is also
required because it is not satisfied automatically. The
second solution is l1p
∗
1 + r
∗
1p1 = 0; it fixes one of the
phases of the lower-transition fields (e.g., 2 arg p1 = pi −
arg l1 + arg r1).
With either of these choices (i) or (ii) for the fields it is
possible to reduce the original linkage pattern to a pair
of three-state ladders and two uncoupled dark states, as
shown in Fig. 5.
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FIG. 5: (Color online) The MS transformation for the three-
level ladder J = 3/2 ↔ J = 1/2 ↔ J = 1/2: the MS decom-
position produces two independent nondegenerate three-state
systems and two uncoupled (dark) states in the J = 3/2 set.
One special example for conditions (31) is when the
left- and right-polarized fields for the lower transition
have the same intensity and the same phase (r1 = l1),
and the linearly-polarized field is shifted in phase by pi/2
with respect to them; then l1p
∗
1 + r
∗
1p1 = 0. No restric-
tions are imposed on the couplings of the upper transition
in this case.
In another simple example, the left- and right-
polarized fields for the lower transition have the same
intensity (|r1| = |l1|) and the same applies for the upper
transition (|r2| = |l2|), and all interactions are real.
4. The MS picture
If the commutation relation (15) is satisfied then the
Hamiltonian in the MS basis reads
HMS =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 λ
(1)
1 0 0 0
0 0 0 0 0 λ
(2)
1 0 0
0 0 λ
(1)
1 0 ∆b 0 λ
(1)
2 0
0 0 0 λ
(2)
1 0 ∆b 0 λ
(2)
2
0 0 0 0 λ
(1)
2 0 ∆c 0
0 0 0 0 0 λ
(2)
2 0 ∆c


. (33)
By rearranging the states, it is readily seen that there are
two independent three-state systems driven by Hamilto-
nians of the form (16) (n = 1, 2), with MS couplings λ
(n)
1
and λ
(n)
2 given by Eqs. (28).
V. EXTENSION TO N LEVELS
The results for the three-level MS transformation are
readily extended to N degenerate levels. For each transi-
tion n (n = 1, 2, . . . , N − 1), described by an interaction
matrix Vn, time envelope fn(t) of all fields in this tran-
sition, and common detuning ∆n, we form the matrices
VnV
†
n. The N -level MS transformation exists if[
V†n−1Vn−1,VnV
†
n
]
= O (n = 2, 3, ..., N − 1). (34)
The relations (34) imply that the interactions for any two
adjacent transitions n and n+1 must be such that, after
the MS transformation, the resulting MS states of the
common level of these two transitions are the same for
the lower and upper transitions; mathematically this is
ensured by the commutation of Wn and Wn+1.
If conditions (34) are satisfied, the MS transformation
will produce sets of independent nondegenerate N -state
systems, (N −1)-state systems, and so on, and a number
of uncoupled states, depending on the particular system.
VI. CONCLUSIONS
In this paper, we have presented an extension of the
MS transformation to three and more degenerate levels.
For two degenerate sets of states the MS transformation
always exists, as long as the couplings have the same
time dependence and the same detunings. For three sets
of states, the MS transformation may or may not exist,
depending of the commutation of products of interac-
tion matrices. When applicable, the MS transformation
reduces the coupled multistate dynamics into a set of in-
dependent three-state systems, a set of independent two-
state systems, and a number of uncoupled (dark) states.
The number of states in each set depends on the degener-
acy of the three initial sets of states. These results readily
extend to N degenerate levels, with similar commutation
conditions on the interactions.
It is important that each set of states have the same
RWA detuning, but this may differ from set to set. The
couplings between the first and second set must have the
same time dependence, and the same condition must ap-
ply between the second and third set; the two time de-
pendences, however, may be different, as in STIRAP [11].
This condition extends to N degenerate levels as well.
It is also important that any time dependence of the in-
teractions is factored out of the commutation condition
(34) and therefore, for instance, different time depen-
dence of the transition a−b with respect to the transition
b − c is possible. However, within each degenerate tran-
sition (a− b, b− c, . . .) the time dependence must be the
same; otherwise couplings appear between the MS states
in each manifold, which create linkages between the inde-
pendent MS subsystems and the MS decomposition does
not occur.
9If all detunings are zero (i.e. if all fields are on exact
resonance with the respective transition frequency) and
all fields share the same time dependence, the degener-
ate N -level system is reducible to a degenerate two-level
system; then the original MS transformation decouples
the interaction dynamics into a set of independent non-
degenerate two-state systems and a set of dark states.
In the interesting special case of a three-level ladder
with a single nondegenerate intermediate state, the MS
transformation always exists, with no restrictions on the
couplings (apart from the identical time dependence).
The MS transformation produces a single linked chain,
together with additional uncoupled states.
It is significant that the MS transformation, in produc-
ing a simplification of the original linkage pattern of in-
teractions, introduces coherent superpositions of the orig-
inal basis states. In this MS basis the dynamics appears
very simple, and one can evaluate the conditions for pro-
ducing complete population transfer, for example. Such
transitions correspond, in the original basis, to transi-
tions between coherent superposition states. When the
initial state is nondegenerate then only the intermediate
and final states of the transitions involve superposition
states. Under such circumstances one can design pulse
sequences that produce a specified superposition.
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