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For more than 40 years, citizen fear of criminal victimization has become a central area of criminological investigation and debate, as well as a key focus of crime policy throughout the world. Empirical analyses of the causes and consequences of "fear of crime" have tended to concentrate, often in an atheoretical manner, on the characteristics of individuals and groups who express greater levels of fear in surveys (Hale, 1996) . For instance, researchers have pointed to the importance of "vulnerability" as a function of sociodemographic characteristics such as age, gender, and social class as a key driver of fear at the individual level (Killias, 1990; Skogan and Maxfield, 1981) . Others have noted the greater prevalence of fear among those with direct and indirect victimization experience (Box, Hale, and Pack, 1987; Skogan, 1987) and the "agenda-setting" function of the media (Chiricos, Eschholz, and Gertz, 1997; Gerbner and Gross, 1976; Liska and Baccaglini, 1990) .
In contrast, a second, more sociological tradition has emphasized the importance of the wider social context in which individuals are situated for understanding their perceptions of risk (Girling, Loader, and Sparks, 2000; Hale, Pack, and Salked, 1994; Hollway and Jefferson, 1997; Jackson, 2006) . To understand individual variability in fear of crime, the argument goes, we must incorporate the influence of local community characteristics and neighborhood-level social processes. In particular, scholars drawing on the role of "social disorganization" in undermining communitylevel, informal social control mechanisms have emphasized the influence of social-structural characteristics and visible signs of neighborhood disorder on informing residents of potential victimization risks (Box, Hale, and Andrews, 1988; Ferraro, 1995; Hale, Pack, and Salked, 1994; Jackson, 2004; McGarrell, Giacomazzi, and Thurman, 1997; Skogan, 1990; Taylor, 2001; Wilson and Kelling, 1982) . It is these latter ideas that motivate the analyses in this article. For despite their commonsense appeal and widespread currency within criminology and policy-making circles, empirical evidence for independent, neighborhood-level causal influences in generating fear of criminal victimization is both weak and inconsistent. We contend that the failure to find consistent corroborating evidence of "neighborhood effects" is, at least in part, methodological in nature. Early investigations into the role of neighborhoods were hindered by a lack of robust neighborhoodlevel data and by a reliance on inappropriate analytical strategies, in particular, treating geographically clustered sample designs as if they were simple random samples (see, e.g., Box, Hale, and Andrews, 1988; Hough, 1995; Skogan and Maxfield, 1981) . Only more recently have scholars begun to overcome such methodological limitations, with a growing number of studies adopting a "multilevel" framework, in which neighborhood-level data are used to situate individual respondents within specific local contexts (Fitzgerald, 2008; Miethe and McDowall, 1993; Morenoff, Sampson, and Raudenbush, 2001; Robinson et al., 2003; Sampson, Raudenbush, and Earls, 1997; Snell, 2001; Taylor, 2001; Wilcox-Rountree, 1998; Wilcox-Rountree and Land, 1996; Wilcox-Rountree, Quisenberry, and Jones, 2003; Wyant, 2008 ). Yet, although these studies certainly have advanced our understanding of the role of local areas in generating crime-related anxiety, they generally have been based on small samples and/or have covered a limited number of neighborhoods from single metropolitan areas, usually in the United States. They also have tended to test the proposed neighborhoodlevel, fear-generating mechanisms in isolation from one another rather than jointly, as well as to rely on measures of neighborhood characteristics that are elicited from the same survey respondents that are used to generate individual-level fear of crime indicators. These methodological limitations mean that important ambiguities remain about whether and how neighborhood characteristics influence the crime-related risk perceptions of individual residents.
Our aim in this article is to add clarity to this field of investigation by carefully enunciating the causal pathways through which neighborhoods are thought to influence individual fear of crime and to test these hypothesized mechanisms simultaneously, using high-quality data and appropriate analytical methods. We use British Crime Survey (BCS) data from 2002 to 2005, which we attach to a new neighborhood geography created in 2001 by the U.K. Office for National Statistics (ONS). Neighborhood identifiers then are linked to police records and data from the 2001 U.K. decennial census that, when aggregated, provide independent measures of recorded crime rates as well as the social and organizational characteristics of neighborhoods. We also employ independent measures of visual signs of neighborhood disorder, which are derived from survey interviewer ratings rather than from respondent assessments. Then we are left with a data set combining a sample of 102,133 individual records with detailed contextual data from some 5,196 neighborhoods, allowing us to carry out robust tests of the postulated ecological drivers of fear of criminal victimization in the British context. Importantly, the BCS is a nationally representative survey, so we can examine neighborhood effects across the full national distribution of neighborhoods in and around a range of different urban, rural, and metropolitan contexts.
To foreshadow our results, we find that when tested simultaneously, recorded crimes, neighborhood structural characteristics, and visual signs of disorder all exert direct and independent effects on the expressed fear of crime of residents. Additionally, we demonstrate that neighborhoods shape crime-related fear in more subtle ways by moderating the effects of its individual-level causes. For example, we show that the degree of fear expressed by both majority and minority ethnic groups varies systematically as a function of the ethnic diversity of the neighborhood in which they live. This article proceeds in the following manner. First, we review the existing theoretical and empirical literature relating to neighborhood influences on individual fear of crime. This review leads us to specify four key causal mechanisms through which neighborhoods influence individual crime-related risk perceptions. We then describe in detail the data that form the basis of our analysis and the modeling strategy to be undertaken, before presenting the results of our statistical models. We conclude with a consideration of the implications of our findings for our understanding of neighborhood-level influences on citizen perceptions of crime risk.
HOW DO NEIGHBORHOODS INFLUENCE FEAR OF CRIMINAL VICTIMIZATION?
Research linking individual fear of crime to the wider context of social life is premised on the idea that fear and anxiety about crime are, in part, a product of the wider social environment in which criminal activity occurs (see, e.g., Ferraro, 1995; Hale, Pack, and Salked, 1994; Hollway and Jefferson, 1997) . It is this locally embedded feature of crime that is thought to be central to how individuals make sense of their risks of victimization. But what are the actual pathways through which geographical units exert their influence on the individuals who inhabit them? From the existing literature, four principle mechanisms through which neighborhoods influence fear can be identified: 1) through "rational" responses to variability across neighborhoods in the actual incidence of crime, 2) through the social and organizational characteristics of neighborhoods that promote or inhibit collective efficacy and informal social control, 3) through visual signs of disorder in the neighborhood, and 4) through the moderating effects of neighborhood-level characteristics on the individual-level causes of fear.
THE INCIDENCE OF CRIME
Early studies pointed to the most immediately obvious way in which neighborhoods might influence fear of crime; their social and economic composition influences the rate of offending and the proportion of offender residents, which in turn, shapes the assessments of individual risks of victimization in a particular locality (Lawton and Yaffe, 1980; Lewis and Maxfield, 1980; Liska, Lawrence, and Sanchiricom, 1982) . For instance, materially deprived individuals have, ceteris paribus, greater incentive to obtain resources through illegal activities such as robbery, theft, and fraud. Therefore, the incidence of these types of crimes will be greater in neighborhoods containing larger proportions of economically deprived individuals. If neighborhood residents respond rationally to variation in objective victimization risk, then it is clear that those living in less affluent neighborhoods will express greater fear of experiencing these types of crime than residents living in more salubrious locations. In this view, then, fear is a rational reaction to the objective risk of victimization in the neighborhood in which an individual lives (Hale, 1996; Jackson, 2006) .
Despite the commonsense appeal of this account, empirical evidence has not yielded consistent support for a direct link between neighborhood crime rates and survey measures of individual fear. On the one hand, many studies have found no significant association between fear and the level of crime, leading to speculation that fear of crime is, at least insofar as it is measured in surveys, an "irrational" response, unrelated to objective risks (Ferraro, 1995; Furstenberg, 1971; Kershaw et al., 2000; Lewis and Salem, 1986; Perkins and Taylor, 1996; Robinson et al., 2003) . On the other hand, some studies have found positive (although generally weak) correlations between fear and levels of crime; however, these studies are not without limitations. Skogan and Maxfield (1981) provided some of the first evidence that fear of crime might be directly related to the levels of crime in the local area while controlling for other neighborhood characteristics, although this was based on a measure of the crime rate derived from respondent perceptions of the extent of crime 1 and failed to include independent controls for the level of disorder (measures of crime derived from survey respondents also were used in the study of Borooah and Carcach, 1997) . Using recorded crime data from 26 cities, Liska, Lawrence, and Sanchiricom (1982) demonstrated greater levels of fear in cities with higher recorded crime rates, while controlling for the characteristics of each city. However, this was restricted to an aggregate analysis, with no information about individual variability in fear. A similar link between crime rates and fear at the aggregate level also was demonstrated by Markowitz et al. (2001) . Some studies using recorded crime data have found a direct link with individual levels of fear of crime while controlling for individual and neighborhood differences, but they have not incorporated independent assessments of the extent of disorder in the neighborhood (Taylor and Hale, 1986; Wilcox-Rountree and Land, 1996; Wyant, 2008) .
In our assessment, the most convincing evidence of a link between the objective risk of victimization and fear to date is to be found in the work of Taylor (2001) . In a study of the city of Baltimore, he identified a weak but significant relationship between fear of crime and the recorded burglary rate within a local area, after controlling for independently assessed signs of disorder and for the structural characteristics of the neighborhood. However, despite the quality of the evidence provided from this study, the robustness and generality of the finding is open to question as a result of its focus on a single metropolitan area in the United States.
NEIGHBORHOOD SOCIAL AND ORGANIZATIONAL STRUCTURES
A second important route through which neighborhoods are thought to leverage fear of crime is via the social, economic, and structural characteristics of the built environment that have been shown to be important modulators of low-level disorder and criminal behavior. Particularly important in this regard is the seminal work of Shaw and McKay (1942) , who pointed to the role of social disorganization in generating, or at least failing to inhibit, antisocial and criminal behavior. Referring to those aspects of local communities that serve to militate against informal social control of deviant behavior, Shaw and McKay (1942) proposed three structural dimensions of neighborhoods that, they argued, are of central importance to explaining variation in crime: 1) the socioeconomic status of the area, 2) the level of residential mobility, and 3) the degree of ethnic heterogeneity. Specifically, they linked rapid population change within low socioeconomic status and ethnically diverse neighborhoods to a breakdown of formal and informal organizational protocols. This breakdown limits the ability of communities to control the behavior of both residents and outsiders, prompting increased delinquency and other forms of normatively deviant behavior. Also key in this regard is the innovative work of Robert Sampson and colleagues (Morenoff, Sampson, and Raudenbush, 2001; Sampson and Raudenbush, 1999; Sampson, Raudenbush, and Earls, 1997) . In a seminal series of studies, these scholars have demonstrated that the social and organizational characteristics of neighborhoods can undermine collective efficacy that, in turn, results in a greater incidence of neighborhood disorder and criminal activity. Additionally, this work has shown that neighborhood structural characteristics, particularly racial composition, act as signifiers of deficient social control mechanisms, which serve to magnify and distort subjective perceptions of the prevalence of social and physical disorder (Sampson, 2009; Sampson and Raudenbush, 2004) . Neighborhood social-structural characteristics are thought, therefore, to affect fear of crime both indirectly through their influence on criminality and disorder in the neighborhood and directly as signifiers of deficient mechanisms of social control and weak or fragile feelings of efficacy within the local community.
In contrast to the effect of recorded crime, existing research provides more consistent support for the effect of neighborhood social and organizational characteristics on fear. Scholars have identified significantly greater levels of fear in inner-city areas when compared with more urban and rural areas (Allen, 2006; Hale, Pack, and Salked, 1994) and with larger population density (Bankston et al., 1987) . Others have found greater levels of fear among people living in neighborhoods with more ethnically diverse populations (Covington and Taylor, 1991; Kershaw and Tseloni, 2005) ; greater levels of population turnover (Krannich, Berry, and Greider, 1989; Taylor and Covington, 1993) ; lower socioeconomic status (Covington and Taylor, 1991; Fitzgerald, 2008; Hale, Pack, and Salked, 1994) ; greater levels of neighborhood change (Taylor and Covington, 1993) ; large youth populations (Hale, Pack, and Salked, 1994) ; and smaller levels of community integration (Lewis and Salem, 1986; Skogan and Maxfield, 1981; Taylor and Hale, 1986; Wilcox-Rountree and Land, 1996) . An important limitation of these studies, however, is that none of them employs simultaneous controls for independently collected measures of crime and disorder, relying on survey responses for one or both of these measures, or failing to include one or another of them altogether. Thus, the identified relationships might be spurious in nature, originating out of the endogeneity of the survey responses or the joint dependency of fear and neighborhood characteristics on either of these unobserved variables.
VISIBLE SIGNS OF DISORDER
To argue that neighborhoods influence individual-level fear of crime as a function of the incidence of offenders and the rate of offending in the locality is uncontroversial, in commonsense terms at least. However, a more tendentious claim frequently has been advanced in the criminological literature, to the effect that neighborhood characteristics can influence individual fear, over and above the level of "objective" risk of victimization in the neighborhood. This idea proposes that visible and emblematic signs of disorder distort perceptions of risk and, consequently, augment expressed fear. The idea was first properly set out by Hunter (1978) , who pointed to the malign influence of a range of low-level disorders such as vandalism, abandoned buildings, graffiti, noise pollution, unsupervised teenage groups, and litter. These, Hunter (1978) proposed, act as important symbols of the extent to which a neighborhood is in decline and is, therefore, unable to exert social control over crime and disorderly behavior. This, in turn, acts as a powerful visual cue to residents of the neighborhood about their risk of victimization.
Crucially, Hunter (1978) argued that these signs of disorder can be more important determinants of crime-related fear than the actual incidence of crime in the neighborhood, partly because often they are highly visible but also because they can capture a much broader range of signals and are thus more informative to busy citizens than official crime statistics (see also Skogan, 1996) . In short, this perspective proposes that, although signs of disorder are highly correlated with levels of recorded crime, they are not coterminous. And it is this gap between the symbolic environment and the objective risk that opens the door to neighborhood physical environments exerting direct influences on individual fear of crime, over and above the level of objective risk. Similar arguments about the influence of the symbolic aspect of neighborhood environments have been advanced by several different scholars in the intervening years (Innes, 2004; Sampson and Raudenbush, 2004; Skogan and Maxfield, 1981; Taylor, 2001; Wilson and Kelling, 1982; Wyant, 2008) , most notably in the form of Wilson and Kelling's (1982) influential "broken windows" theory, which highlighted the role that unrepaired physical signs of disorder can play in eroding community cohesion and in promoting, in turn, more disorder and crime.
The notion that visual signs of neighborhood disorder exert a direct influence on fear of crime has a good deal of prima facie empirical support (Markowitz et al., 2001; Robinson et al., 2003; Taylor, 2001; Wyant, 2008) . For example, using 3 years of data from the BCS aggregated to the neighborhood level, Markowitz et al. (2001) found a strong effect of disorder on fear, which they argued, feeds back into increasing disorder in the neighborhood. Controlling for neighborhood crime rates, they found that the effect of disorder is significantly stronger than that of recorded crime. In a more recent study of 45 neighborhoods in Philadelphia, Wyant (2008) also demonstrated a significant neighborhood-level relationship between fear of criminal victimization and perceptions of low-level disorder, net of other neighborhood characteristics, which he showed to be mediated through individual perceptions of risk.
Visual signs of neighborhood disorder are, of course, difficult to measure accurately and to integrate with individual survey responses. Such practical hurdles of measurement have led many researchers to rely on the selfreported perceptions of respondents themselves, rather than on the independently collected evidence of disorder. This strategy, however, leaves open the strong possibility that any observed effect of disorder on fear is endogenous, with fear of crime driving perceptions of disorder rather than (or in addition to) the other way around (Sampson and Raudenbush, 1999; Tseloni, 2007) . To counter this possibility, some researchers have invested considerable resources in gathering independent measures of disorder through systematic observation of social spaces (Perkins and Taylor, 1996; Sampson, 2009; Sampson and Raudenbush, 2004; Taylor, 2001; Taylor and Covington, 1993) , whereas others have used interviewer assessments of the levels of disorder in the area (Taub, Taylor, and Dunham, 1984) . However, of these studies, only some have looked specifically at the effect of disorder on fear of crime, with the studies of Sampson and Raudenbush (2004; see also Sampson, 2009 ) and of Taub, Taylor, and Dunham (1984) focusing on the association with crime and disorder in the neighborhood rather than on the fear of crime itself. Of the remaining studies, only the work of Taylor (2001) includes an independent measure of the offending rate, finding that visible signs of disorder were largely unrelated to expressed fear after conditioning on this and other neighborhood-level characteristics. However, the generality of this finding is open to question given the focus of this study on the effect of graffiti within a single metropolitan area.
MODERATING NEIGHBORHOOD EFFECTS
In addition to direct effects on fear of crime via their structural characteristics, crime rates, and visual signs of disorder, neighborhoods also have been argued to moderate the effects of individual-level causes of crime. That is to say, the way in which an individual-level characteristic shapes the assessments of victimization risk might operate differently as a function of the kind of neighborhood in which the individual is situated. For example, although women are, on average, more fearful of crime than men, this population average may vary systematically as a function of the characteristics of individual neighborhoods. The difference in fear between men and women might, for example, be exacerbated in neighborhoods with less public street lighting, or in which the concentration of ethnic minority groups is greater. Pursuing this idea of "contextual interactions," McGarrell, Giacomazzi, and Thurman (1997) showed the magnitude of individual differences in fear of crime to be dependent on the degree of lowlevel disorder within the local area. Distinguishing among low-, medium-, and high-disorder neighborhoods, these authors demonstrated that, in the absence of high levels of disorder, individual characteristics are highly predictive of fear, but that these differences are considerably weaker in areas where high levels of disorder are apparent. Similarly, looking specifically at fear of burglary, Wilcox-Rountree and Land (1996) showed the effect of previous victimization experience on fear of crime to be moderated by signs of disorder in the neighborhood, with a significantly weaker effect in areas with higher perceived disorder (see also Wilcox-Rountree, 1998; Wilcox-Rountree, Quisenberry, and Jones, 2003) . Taylor, Schumaker, and Gottfredson (1985) , however, found the effect of visible signs of disorder on expressed fear to be moderated by social class, with blue-collar workers more sensitive to such visual cues than either poor or more affluent individuals. Although residents of poor neighborhoods apparently were concerned with more immediate and material threats, those in wealthier areas tended to interpret signs of disorder as temporary aberrations or oddities. Only those in blue-collar neighborhoods seemed to interpret visual signs of disorder as signaling a potential victimization threat. Although all of these studies point to the potential importance of neighborhoods in magnifying or inhibiting the effects of individual-level predictors, they all suffer from the by now familiar reliance on self-reported perceptions of disorder, which means we cannot reject the plausible alternative scenario, that it is fear of crime that, to some extent at least, drives perceptions of disorder.
In summary, then, although the theoretical literature has identified four primary mechanisms through which neighborhoods might exert a causal influence on individual fear of crime, the empirical evidence base to date cannot be taken as providing robust and consistent support that they exert independent effects. It is our contention that this ongoing ambiguity is, to a large extent, attributable to methodological limitations. First, existing studies have tended to examine these mechanisms in isolation, when any proper test must consider their effects simultaneously. Second, when estimating the effect of neighborhood-level characteristics on expressed fear, existing studies often have failed to control adequately for compositional differences between neighborhoods. Because individuals are not allocated randomly to neighborhoods but choose or are constrained to live in particular locales, it is essential to control for differences between neighborhoods in the sorts of individuals who constitute the resident population. Third, in measuring neighborhood-level characteristics, an overreliance on the self-reported perceptions of survey respondents has occurred, at the expense of independently collected indicators, making inferences about causal order highly problematic. And fourth, most of the evidence to date has been based on data from a limited number of neighborhoods from single metropolitan areas, with relatively little consideration of the generalizability of these findings to rural areas or other urban contexts. Our aim in this article is to add clarity to the debate over the effects of neighborhoods on fear of crime by testing the four proposed mechanisms simultaneously, using a high-quality national data set, with appropriate compositional controls and measures of key causal variables that are collected independently from the survey data used to gauge individual-level fear. The four proposed neighborhood mechanisms are specified more formally in the following testable hypotheses:
Hypothesis 1 [H1]:
Individual-level differences in fear of crime are positively associated with ecological concentrations of (police) recorded crime.
Hypothesis 2 [H2]:
Individual-level differences in fear of crime are positively associated with the degree of independently collected visual signs of disorder in a neighborhood.
Hypothesis 3 [H3]:
Individual-level differences in fear of crime are negatively associated with cohesive neighborhood social and organizational structures.
Hypothesis 4 [H4]:
The effect of individual-level predictors on fear of crime varies as a function of neighborhood social and organizational structures, crime, and independently collected visual signs of neighborhood disorder.
It is essential to note that each of these hypotheses assumes controls for the other three mechanisms, as well as for compositional differences between neighborhoods. DATA We draw our individual-level data from the BCS, a nationally representative victimization survey of adults older than 16 years of age living in private, residential accommodation in England and Wales. The BCS is recognized widely as a world leader in victimization surveys and, following a methodological review in 2001, is now one of the largest social surveys conducted in Britain. The survey uses a multistage, stratified sample design, in which a sample of postcode sectors is drawn with probability proportional to size, and then a sample of 32 households is drawn from within each sector. An individual then is randomly selected from within each household to take part in the survey (for more details on the sampling procedure, see Bolling, Grant, and Donovan, 2008) . We use 3 years of data, covering the period 2002 to 2005, with response rates of 74.4 percent, 74.1 percent, and 74.8 percent, respectively, yielding an analytical sample size of 102,133 during the 3 years.
MULTILEVEL MODELING
The multistage sample design of the BCS means that to ensure correct estimates and standard errors, some statistical adjustment is needed to account for the nonindependence between observations from the same cluster. However, rather than simply correcting estimates post hoc, we use this nonindependence as a substantively interesting source of information about the neighborhood-level influences on individual outcomes. By identifying a clustering variable that represents local neighborhoods, we can test our four hypotheses about the mechanisms through which neighborhoods affect fear of crime.
To incorporate this nonindependence between observations from the same neighborhood, we use a multilevel modeling approach (Goldstein, 2003) . This approach is an extension of regression methods that allows for the intercept and coefficient estimates of an individual-level model to vary across neighborhoods. Thus, a separation of variation is enabled that results from the differences between observations within the same neighborhood from that which results from differences between neighborhoods. Consequently, we can obtain estimates of the relative contributions of individuals and neighborhoods to total variation in fear of crime, before incorporating neighborhood-level measures and "cross-level interactions" between neighborhood-and individual-level measures to account for this variability.
DEFINING NEIGHBORHOODS
To represent local neighborhoods, we use the middle layer of the newly introduced census Middle Super Output Area (MSOA) geography. These communities are composed of an average of 2,500 households grouped together based on spatial proximity and on homogeneity of dwelling type and tenure. MSOAs are small enough to act as a reasonable approximation for the locality of each respondent, and they have been designed to be more stable over time and consistent in size than previous area classifications used in the United Kingdom. A consultation stage also takes place with local authorities when these boundaries are constructed, ensuring they represent "meaningful" geographic areas that do not cross clear physical boundaries like major roads or waterways and tying them more closely to the conceptual treatments put forward by community studies (Chaskin, 1998) . However, we cannot escape that by relying on fixed boundaries, we are adopting a somewhat arbitrary measure of neighborhoods. In reality, residents living toward the edge of these boundaries also may be influenced by adjacent neighborhoods. Similarly, the characteristics of nearby areas likely will be highly correlated because of their spatial proximity, with neighborhoods in closer proximity to one another often sharing similar characteristics and, consequently, influencing one another (Lebel, Pampalon, and Villeneuve, 2007) .
To account for this increased level of dependency, we incorporate an additional, higher level of clustering in our analysis. MSOAs also were designed to be congruous with Crime and Disorder Reduction Partnerships (CDRPs). CDRPs are multiagency groups, including police, local authorities, probation service, health authorities, the voluntary sector, as well as local residents and businesses. These partnerships have clearly defined geographic boundaries, allowing us to place neighborhoods within the wider geographic context of the area. This is also of substantive interest to the analysis, as CDRPs were intended specifically to "develop and implement strategies to tackle crime and disorder including anti-social and other behavior adversely affecting the local environment" (Crime and Disorder Act, 1998). As such, there is good reason to anticipate that they may have an influence on the fear of crime of residents. Including CDRP as a third level in the model yields data from a total of 5,196 MSOAs across England and Wales, which are themselves clustered within 353 CDRPs. Unfortunately, no complete and reliable data about the characteristics of CDRPs is currently available, so we are not, at this stage, able to include predictors at this level of our model.
MEASURES
Since the concept of fear of crime became a serious focus of survey research in the late 1960s, its appropriate operationalization has been the subject of considerable debate, and although a full consensus has not been reached on its appropriate measurement, it now is clear that fear of crime is multidimensional in nature (Farrall et al., 1997; Ferraro and LaGrange, 1987; Hough, 2004; Skogan, 1981) . Skogan (1996) identified three primary cognitive dimensions that have been the focus of survey measures: 1) concern (to what extent is crime a problem for self and community), 2) risk (beliefs about the probability of victimization), and 3) threat (potential for harm). We use three items from the BCS that combine these three dimensions into a single summary assessment of "worry" about different types of personal crime and disorder (all items are measured on a fourpoint Likert-type scale ranging from 1 = "not at all worried" to 4 = "very worried"): By combining the distinct cognitive components of fear into a single summary assessment, it is clear that a degree of imprecision and ambiguity is introduced into the interpretation of responses to these items. Nonetheless, on a prima facie basis, they seem to incorporate the key cognitive components of the concept in which we are interested and to capture what Hough (2004: 175) referred to as a stable mental state summarizing the "intensity of worry about different crimes." For analysis purposes, the items were combined into a continuous scale using principal components analysis (mean 0, standard deviation 1, and range −1.47 to 2.30). The scale has high internal reliability, with all three items displaying component loadings above .80 in the PCA model. Multiple group confirmatory factor analysis (Bollen, 1989) confirms the stability of item parameters across survey years, with tests for configural, metric, and scalar invariance (Meredith, 1993) all falling well within accepted limits.
To capture variations in the levels of crime between neighborhoods, we include a measure of recorded crime in each MSOA taken from the English Indices of Deprivation (Noble et al., 2004) . These data are derived from police records of the exact location where each offense took place, providing us with a measure of crime rates at a significantly lower spatial scale than in previous studies, covering the local neighborhood immediately surrounding each respondent's home. Thus, it is possible to more accurately assess whether crime conditions at the very local level influence the amount of fear reported by local residents. Our measure of the crime rate is a composite index from 33 different offenses recorded by the police, covering four major crime types that have occurred in the neighborhood between April 2003 and March 2004 (burglary, theft, criminal damage, and violence) . For each of the four crime types, the crime rate in each census Super Output Area was calculated (covering approximately 500 homes). These then were standardized and combined to form a single index measure for each Output Area.
2 The scores from all areas within the same MSOA then were aggregated to produce an overall measure of recorded crime in each neighborhood. For a long time, it has been recognized that police-recorded crime statistics present a limited and fragmentary picture of the true extent of crime, omitting all incidents that are not reported to the police (BruntonSmith and Allen, 2010; Skogan, 1996) . However, the recent introduction of the National Crime Recording Standard across police forces means that although recorded crime figures provide a biased picture of the full extent of crime by underrepresenting less serious offenses, it is likely that this bias will be constant across neighborhoods, giving us a suitable measure of relative variations in risk (Simmons, Legg, and Hosking, 2003; Skogan, 1974) . More importantly, because our measure of the offending rate in the neighborhood is not derived from survey respondents but from actual reported incidents, we can reject by design the possibility that our measure of neighborhood crime might itself be influenced by having been embedded within the same measurement procedure as was used for assessing fear of crime.
For our measure of visible signs of neighborhood disorder, we use interviewer ratings of the level of three kinds of disorder in the immediate vicinity of the sampled address. Although not providing as detailed a picture of the extent of local disorder as systematic social observations conducted by trained observers, Sampson, Morenoff, and Gannon-Rowley (2002: 471) noted that these interviewer assessments can provide a more cost-effective and practically feasible alternative that can be implemented on a wider scale than single metropolitan areas. For each sampled address, interviewers were instructed to rate how common litter, vandalism (including graffiti), and run-down property are within the area (measured on a four-point Likert-type scale from 1 = "not at all common" to 4 = "very common").
3
These ratings are combined using principal components analysis to form a single index of the visible signs of physical disorder surrounding the 2. The four crime types were combined using weights derived from maximum likelihood factor analysis, with burglary given a weight of .18, violence .25, theft .35, and criminal damage .22 (summing to 1). The full details of this procedure are included in Noble et al. (2004) . 3. It is possible that our disorder measure is picking up some of the same incidents as our count of recorded crime, with both including a measure of the amount of vandalism in the area. However, police recorded crime figures are restricted to those incidents that result in some cost to an individual, whereas our interviewer rating provides a more general assessment of the local area; therefore, the overlap is likely to be minimal. A second measure of disorder that omitted the extent of vandalism also was tested, with no substantive differences in results evident.
respondent's dwelling. 4 Within each MSOA, these component scores then are aggregated to construct an overall measure of the extent of disorder within the neighborhood, with an estimated scale reliability of .93.
5 As with our measure of the neighborhood crime rate, this measure of disorder has the strong advantage that its measurement is exogenous to the measurement of fear of crime. It is not, therefore, possible for any association between disorder and fear that we might observe using this approach to be explained in terms of respondents aligning their assessments of disorder, either consciously or unconsciously, with their expressed level of fear.
Variables representing the social and organizational structure of neighborhoods are derived from the 2001 census of England and Wales. This yields information covering unemployment, occupations, population structure, car ownership, housing, occupancy details and tenure, as well as in and out migration. These are supplemented by administrative data from the neighborhood statistics division of ONS detailing the proportion of the population on income support and the amount of land classified as domestic, nondomestic, and green space (summary details available from corresponding author upon request). Among these neighborhood measures, a high degree of collinearity exists, reflecting their status as multiple indicators of a few principal dimensions of neighborhoods. This is a common problem with the use of neighborhood-level data which can lead to estimation problems, inflated standard errors and unstable results (Johnston et al., 2004) .
To deal with this issue, we adopt a "factorial ecology" approach to generate a series of structural indices that summarize the strong correlations evident among these measures (Rees, 1971) . This approach uses a principal components extraction with an orthogonal rotation procedure to retain all components that account for more variance than the average neighborhood variable (Kaiser, 1970) . 6 Five components were extracted, accounting for 82 percent of the total variation in the 21 items included in the analysis (table 1). The component structure is similar to that reported in previous factorial ecology studies in the United Kingdom (Johnston et al., 2004; Propper et al., 2005) and falls largely in line with the classifications identified in social disorganization theory. These components also closely match the contextual measures used in studies by Sampson and colleagues 4. Interviewers were not asked to rate the extent of social disorder in the surrounding area; however, we expect the incidence of these forms of disorder to be minimal across neighborhoods (in their study of Chicago neighborhoods, Sampson and Raudenbush [1999] observed street drug dealing in only 12 of the 15,111 sampled street blocks, with similarly low counts of other social disorders). 5. Calculated following the methodology of Goldstein, Kounali, and Robinson (2008) , ρ T = nσ u 2 / (nσ u 2 + σ e 2 ), based on an average of 20 interviewer evaluations per neighborhood cluster. 6. An oblique rotation also was examined; however, all extracted factors were uncorrelated and substantively identical to the factors using the orthogonal procedure. (Morenoff, Sampson, and Raudenbush, 2001; Sampson and Raudenbush, 1999; Sampson, Raudenbush, and Earls, 1997) . Following previous studies, these components have been labeled as measures of socioeconomic disadvantage, urbanicity, population mobility, neighborhood age profile, and housing profile. We also include a measure of ethnic diversity, derived from the Herfindahl Index (Hirschman, 1964) , which yields the probability of two randomly selected individuals from the same locality being of different ethnic origin (White, Black, Asian, or Other). 7 Following existing research on neighborhoods, we expect structural factors that inhibit social cohesion, particularly socioeconomic disadvantage, urbanicity, population mobility, and ethnic diversity, to be associated with greater levels of fear. A range of individual-level covariates is included to control for compositional differences between neighborhoods and to enable an evaluation of 7. The full ethnic classification was not used because of the large number of empty cells when constructing the index at the MSOA level.
the extent to which neighborhood characteristics interact with individuallevel causes of fear. These covariates have been selected on the basis of the findings of previous investigations, and they cover the influences of vulnerability characteristics (age, gender, ethnicity, and physical illness), direct victimization experience (personal and household victimization in the last 12 months), media consumption (newspaper readership), social class, marital status, and educational level. Including these covariates in the individual-level model means that our estimates of neighborhood-level effects provide some adjustment for the sorts of selection mechanisms that lead to an uneven distribution of individual-level characteristics-which are themselves correlated with fear of crime-across neighborhoods. As with any such adjustment strategy, however, the validity of our inferences depends on having included all relevant control variables, an assumption for which a satisfactory test is not available (Morgan and Winship, 2007) . We also include dummy variables for survey year to control for macro-level changes in fear during the 3 years of the survey examined
ANALYSIS
To test our four hypotheses, we estimate a series of increasingly complex multilevel models. First we estimate a "random intercept" model, including only our individual-level fixed effects (model I). This provides us with an initial indication of the extent to which unobserved neighborhood characteristics contribute to variations in fear of crime, acting as a baseline comparison for subsequent models. Assessing the relative contribution of neighborhood differences while controlling for individual fixed effects provides some protection against the uneven sample composition within each neighborhood.
In models II, III, and IV, we then introduce our measures of recorded crime, visible signs of neighborhood disorder, as well as neighborhood social and organizational structures, respectively. These models provide an estimate of the unconditional association of each of our neighborhood characteristics with individual levels of fear. These characteristics then are included simultaneously in model V, giving us a test of hypotheses H1 to H3. In model VI, we allow all individual-level associations to vary across neighborhoods, with each "random coefficient" estimated separately, before estimating all significant coefficients simultaneously (Hox, 2002) . Significant random coefficients indicate that the magnitude of the individual relationship with fear varies significantly across the sample of neighborhoods, providing a test of hypothesis H4. Finally, in model VII, we include interaction terms between each neighborhood structural characteristic and the individual-level variables for which a significant random coefficient was detected in model VI. This enables us to identify the neighborhood characteristics that moderate individual relationships with fear, linking contextual processes back to the individual-level explanations posited within early research to describe how the effects of previous victimization experience and greater levels of vulnerability are moderated by the social structure of the local environment. 8 The full model is denoted in equation 1. 9 y i jk = β 0 jk + β 1 j x 1i jk + α 1 w 1 jk + α 2 w 1 jk x 1i jk + e i jk
Here y ijk is the level of fear for the ith individual in the jth neighborhood within the kth CDRP, β 0jk is the intercept, and β 1j is the regression coefficient for individual i in neighborhood j and CDRP k for the individual-level covariate x 1ijk . α 1 is the regression coefficient for the neighborhood-level covariate w 1jk in neighborhood j and CDRP k, and α 2 is the cross-level interaction between the individual covariate x 1ijk and the neighborhood covariate w 1jk . e ijk is a person specific error, assumed to have a mean 0 and normally distributed variance σ e 2 . The second and third lines of equation 1 define the random part of the model: v 0k is the CDRP-level error for the random intercept; u 0jk is the neighborhood-level error for the random intercept; u 1jk is the neighborhood-level error for the regression coefficient β 1 , indicating that the individual coefficient is allowed to vary across neighborhoods.
10 These random effects are assumed to have means of zero and normally distributed variances denoted, σ v 0 2 , σ u 0 2 , and σ u 1 2 , respectively, as well as the covariance between the random intercept and the random coefficient σ u 0u1 (all other covariance terms have been constrained to 0, reflecting the lack of theoretical justification for their inclusion). All righthand-side variables are centered at their mean values to allow for straightforward interpretation of the random part of the model.
RESULTS
In line with existing research, model I (table 2) shows that fear is significantly higher among women, people with poor health, those identified 8. Buck (2001) noted the potential existence of nonlinear neighborhood effects and advocated the inclusion of polynomial terms and interactions within contextual models. These were tested for in the current analysis; however, none was identified. 9. A detailed explanation of multilevel modeling is given in Goldstein (2003) . 10. We also assessed whether level 1 fixed effects varied across CDRP, but no significant variation was evident. as more socioeconomically disadvantaged, those with recent experience of household or personal victimization (repeat victims are identified as even more fearful of crime), and readers of newspapers that devote a larger proportion of space to the reporting of violent crimes. More importantly for our purposes, the model also confirms that variations in fear cannot be explained by reference to individual characteristics alone, with neighborhoods and CDRP areas accounting jointly for approximately 8 percent of the total variability in fear. Of this variation, 50 percent has been classified as the result of differences between the CDRP that neighborhoods are grouped within, suggesting there is a substantial similarity among neighborhoods from within the same CDRP area. The variation partitioned between CDRP not only reflects a high degree of similarity among neighborhoods within close proximity to one another but also suggests the existence of causal mechanisms operating at a larger spatial scale than the neighborhood level, such as police force operational structure and effectiveness. Unfortunately, the lack of robust and complete data currently available at the CDRP level means that we cannot at this juncture probe further into the nature and functioning of these mechanisms. The joint contribution of neighborhoods and CDRP is smaller than has been identified in previous studies of contextual influences on fear of crime, where the unexplained geographical unit contribution has been estimated within a range of 12 percent to 18 percent (Perkins and Taylor, 1996; Robinson et al., 2003; Snell, 2001; Taylor, 2001; Wyant, 2008) . That our analysis yields a lower neighborhood-level variance component than previous studies does not lead us to question the validity of our findings, for there are several plausible reasons why our variance estimates should be smaller than previous studies. First, we have included a large and varied set of individual-and neighborhood-level covariates that has not always been true of previous studies; our "intercept only" model yields a variance component of approximately 10 percent, so part of the difference may simply be that our explanatory variables are doing a better job of accounting for the total neighborhood-level variability. Second, our lower neighborhood-level variance estimate also might reflect the small spatial scale of our neighborhood units and our use of the full national distribution of neighborhoods. And, third, the difference also might reflect our choice of outcome measure, with many existing studies using questions that tap different dimensions of fear or that refer directly to the "local area" or "neighborhood" in the question wording.
Models II-IV (table 3) provide strong initial support for hypotheses H1 to H3, with recorded crime rates, observable signs of disorder, and the social-structural characteristics of the neighborhood all significantly predictive of crime-related fear. In model II, residents living in neighborhoods with higher levels of recorded crime report significantly greater levels of fear than residents with similar individual characteristics living in lowcrime-rate neighborhoods. Model III incorporates interviewer assessments of visible signs of physical disorder within the neighborhood to show that residents living in neighborhoods with higher frequencies of visible signs of disorder report greater levels of fear. Finally, model IV shows that indicators of weak social and organizational neighborhood structures also are predictive of fear of crime, with greater levels of fear expressed by people living in more ethnically diverse, socioeconomically disadvantaged, and urban neighborhoods. Also, fear is greater in areas with a younger neighborhood age structure and more population mobility, although these effects are considerably weaker. The inclusion of these neighborhood-level variables leads to notable reductions in the residual variance partitioned between neighborhoods within CDRP, reducing the unexplained variance by 19 percent, 14 percent, and 30 percent for models II, III, and IV, respectively. 11 The explained contextuallevel variance is primarily between CDRPs, confirming that a considerable amount of the residual variation that we had attributed initially to potential mechanisms operating at the level of CDRP actually reflects differences in the composition of neighborhoods within each CDRP cluster. Importantly, by retaining CDRP as a higher level of spatial clustering in our model, our neighborhood-level estimates have been adjusted properly for these within-CDRP dependencies.
Model V incorporates all three neighborhood mechanisms simultaneously, confirming hypotheses H1 to H3. The crime rate, the extent of visible disorder, as well as the social and organizational structure of the neighborhood all exert direct and independent effects on the expressed fear of otherwise similar people living in otherwise similar neighborhoods. In assessing the substantive relevance of these coefficients, we should not, of course, be overreliant on tests of statistical significance, particularly when the sample size is so large. Yet, given the essentially arbitrary nature of the scale of our dependent variable, it is difficult to provide effect size estimates that have any intuitive appeal, in terms of magnitude. For this reason, we take as our reference point the difference in expressed fear from model V between an individual who has been a victim of personal crime once and an individual who has not been a victim of personal crime (.22). Comparing the estimated level of fear of crime for a resident living in a low-crime-rate neighborhood (bottom 2.5 percent of the distribution) with a resident of a high-crime-rate neighborhood (top 2.5 percent of the distribution), 12 the magnitude of the difference in fear (.19 ) is very similar to that between a victim and a nonvictim of personal crime. For visual signs of disorder, the same comparison yields a slightly smaller but still comparable difference in fear of .11 between a resident from a neighborhood in the bottom 2.5 percent of the distribution and one from the top 2.5 percent on our measure of visible signs of disorder. Turning to our structural variables, a difference in fear of .07 exists between a resident living in a neighborhood with a high level of disadvantage (the top 2.5 percent of the distribution) and a resident living in a neighborhood with a low level of disadvantage (the bottom 2.5 percent of the distribution). For ethnic diversity, a difference in fear of .16 exists between a resident from a neighborhood defined as ethnically homogenous (a score on the Herfindahl Index of .00) and a resident from the most ethnically diverse neighborhood (a score of .71). In sum, the effects of these variables are not just of statistical significance but have a psychological impact of a similar order of magnitude to being the victim of a crime against the person.
Taken together, the variables representing the three neighborhood mechanisms account for 34 percent of the variation in fear between neighborhoods within CDRP. Thus, their joint effect only is marginally greater than is evident for any of them considered in isolation. This finding is particularly true of the social-structural variables that account for 30 percent of the contextual variability on their own. A clear implication here is that a good deal of causal dependency exists between these variables. It is likely, for instance, that social-structural characteristics influence both the crime rate and the level of physical disorder in a neighborhood, that the level of disorder also influences the crime rate, and that the crime rate itself feeds back, over time, to produce and reproduce weaker social-structural characteristics ). It is not our goal in this article to identify the distinct indirect and total effects of each of the three proposed mechanisms. Indeed, we believe that attempting to do so would push our observational data beyond its inferential limits (Morgan and Winship, 2007) . Instead, our approach is to focus on the more tractable strategy of identifying the direct and independent effects of each mechanism. In adopting this pragmatic approach, however, it is essential to note that we almost certainly are oversimplifying the complexity of the true causal system and underestimating the total effect of each proposed mechanism.
Model VI (table 4) variability are underlined). Thus, hypothesis H4 is confirmed, showing that several of the observed individual-level correlates of fear are moderated by the neighborhood in which an individual lives, with substantial differences in the size of some level 1 fixed effects across the sample of neighborhoods. Table 5 illustrates how these coefficient estimates vary across neighborhoods, summarizing the range of values each coefficient takes across the middle 95 percent of neighborhoods (Snijders and Bosker, 1999: 85) .
13
These findings clearly demonstrate that many differences in fear that have been identified between different types of individuals are, in fact, conditional on characteristics of the local neighborhood, with the effect of victimization experience, gender, ethnicity, health, and length of residence all varying substantially across neighborhoods. The net result is that, in some neighborhoods, larger-than-average differences in fear will exist between these groups, whereas in others, these differences will be more modest, or even operate in the opposite direction to the population average. Particularly notable in this regard is that, although ethnic minority residents are identified as being more fearful than Whites at the national level, 13 . Estimates of the variance and covariance terms are available upon request to the author. this difference is far from constant across neighborhoods. Minority ethnic group residents living in some neighborhoods are significantly more fearful than the population average estimate, whereas in other neighborhoods, the ethnic group difference actually reverses, with Whites identified as the most fearful group. Similarly, considerable variability occurs in the effect of having been a victim of personal crime in the last year on fear across neighborhoods, with a large difference between victims and nonvictims in some neighborhoods but comparatively little difference in others.
Having found considerable support for the moderating effect of neighborhoods, our final step is to examine which neighborhood characteristics can explain this variability. To do this, model VII (table 4) includes eight "cross-level" interactions between individual-and neighborhood-level variables. Our findings here show that all three neighborhood mechanismssocial structure, recorded crime, and visible signs of disorder-significantly moderate the effects of individual-level predictors of fear of crime. From a policy perspective, the interaction between the neighborhood crime rate and the effect of a resident's own victimization history is particularly interesting, with a heightened negative effect of the neighborhood crime rate on fear among those who have been a victim of personal crime once in the last year, compared with both nonvictims and repeat victims (figure 1). This finding suggests that, after a first victimization experience, the neighborhood crime rate becomes of particular salience. Those victims living in lowcrime-rate areas perhaps perceive the experience as an isolated and unusual incident. In contrast, a first victimization experience for a resident of a highcrime-rate neighborhood may serve to "bring home" the real and present danger in a particularly vivid way. The same interaction effect is not evident for those who have experienced repeat victimization. Because this group already has much greater levels of fear than both "one-time" victims and nonvictims, it seems likely that the contextual effect of the neighborhood crime rate for this group is drowned out by the power of its own experiential history. We also find that neighborhood ethnic diversity moderates differences in fear of crime between ethnic groups (figure 2). White people living in more ethnically diverse neighborhoods have greater levels of fear than Whites living in less diverse neighborhoods, with similar (albeit smaller) increases in fear in more diverse neighborhoods when considering Asian and mixed-origin residents. However, for Blacks, living in more ethnically diverse neighborhoods is associated with significantly lesser levels of fear, perhaps a result of a reduced sense of vulnerability that is likely to originate from being a member of a (highly visible) ethnic group in an otherwise homogenous neighborhood.
14 The lack of a significant interaction for Asian and mixed-origin residents does not support this interpretation but may reflect the smaller samples of these ethnic groups in our sample, with both .7
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White Asian Black Mixed/Other groups displaying negative (but nonsignificant) interaction terms that serve to reduce, but not reverse, the role of diversity. Model VII also shows that the effect of length of residence in the neighborhood is different for urban and rural locations. This finding can be shown graphically by plotting the levels of fear of recently arrived and long-term residents against the level of urbanization of the neighborhood (figure 3).
Here we see that, in more rural areas, recently arrived residents are more fearful than long-term residents, whereas in more urban areas, the pattern is reversed: Fear of crime is greater amongst the long-term residents. This patterning is likely to emanate, at least in part, from the differential constraints on residential mobility between urban and rural contexts, with longterm residents in poorer urban and metropolitan neighborhoods less able to move to "safer" areas if their local area starts to become run-down.
Finally, the fear of crime of women and people with a long-standing illness is heightened in neighborhoods that contain more visible signs of disorder. Women also are shown to be more fearful of crime in neighborhoods that are identified as more socioeconomically disadvantaged and with a larger population of young people. These findings support the perception that the symbolic value of neighborhood characteristics that promote or inhibit collective efficacy and of visible signs of low-level disorder may be 
Neighborhood Level of Urbanization Fear of Criminal Victimization

Less than 1 Year
More than 20 years of greater relevance and informational value for more vulnerable groups in society (Killias, 1990) .
DISCUSSION
A central concern of criminological research during its relatively brief history has been whether and how neighborhoods influence individual perceptions of the risk of criminal victimization. Yet, for primarily methodological reasons, the evidence in support of the contention that "neighborhoods matter" has been inconsistent and, therefore, unconvincing. Our aim in this article has been to enunciate carefully the causal mechanisms through which neighborhoods have been proposed to influence fear of crime and to test hypotheses relating to these mechanisms using high-quality, nationally representative survey data linked to detailed neighborhood-level information. A key innovation of this research to our understanding of neighborhood effects on fear of crime is our use of independently collected measures of the key predictor and outcome variables in our models. Rather than relying on respondent assessments of neighborhood characteristics, disorder, and crime in the area, we have assembled measures that were collected independently of the survey responses that we use to gauge fear. Therefore, we can discount the kinds of "cognitive rationalization" explanations that have dogged existing research in this area for so long (Sampson and Raudenbush, 2004) . Our analyses confirm that, in the British context, neighborhoods exert independent influences on fear of crime through 1) the incidence of reported crime; 2) visible signs of low-level disorder; 3) weak social, economic, and structural characteristics; and 4) moderators of individual-level causes of fear. These findings have important implications for both criminological theory and those responsible for the development and implementation of social policy.
Before we turn our attention to the wider relevance of our findings, however, it is important to emphasize once again that, in focusing on the direct and independent effects of these mechanisms in our statistical models, we are very much operating under George Box's imprimatur that "all models are wrong but some are useful" (Box and Draper, 1987: 424) . It is, of course, highly improbable that these mechanisms operate independently but that, in reality, they interact and feed back on one another in a highly complex and contingent manner over time (Markowitz et al., 2001) . Given the unsuitability of the kind of static observational data at our disposal here for estimating highly complex, dynamic causal models, we have set ourselves the more tractable task of identifying the independent, direct effects of each proposed mechanism. Untangling the causal inter-relationships and estimating more complex indirect and total effects will be a useful direction for future research in this area.
A key explanandum of research into the fear of crime to date has been its apparently paradoxical nature-those who are least at risk of victimization often are the most fearful, and vice versa (Hale, 1996) . This paradox has led to suggestions that fear of crime, at least insofar as it is measured in surveys, is not a matter of rational calculation of objective risk but an expression of more general anxieties about perceived neighborhood decline and broader societal atomization (Hollway and Jefferson, 1997) . Such a position is, of course, problematic for policy makers who would like to use conventional fear of crime measures in surveys like the BCS as barometers of the public's reaction to reduced (or increased) risk of criminal victimization and, therefore, the efficacy of policy interventions. Thus, considerable criticism of existing fear measures has occurred, which Farrall and Ditton (1999: 56) argued have simply "been reproduced without much thought given to why these questions had been worded in the way that they had been, or to whether these questions were at all appropriate." On the contrary, however, our research has shown that the incidence of recorded crime in a neighborhood is directly related to the level of reported fear, as measured by these questions. In substantive terms, the effect of neighborhood crime rates is not trivial, with a move from the bottom to the top of the distribution (and holding all other variables in the model constant) resulting in an increase in individual-level fear equivalent to the effect of a personal victimization experience. It is worth noting that inconsistencies in data collection between police forces, and the incomplete picture these figures offer of less serious offenses, means that our measure of recorded crime is likely to contain a high degree of both random and systematic measurement error. Therefore, we almost certainly are underestimating the magnitude of its effect on fear. A key conclusion to be drawn from our research, then, is that conventional survey measures of fear of crime are capable of detecting variation in "rational" responses to objective risks of victimization.
This conclusion also is supported by the observation that the effect of recorded crime at the local level is moderated by an individual's own experience of victimization. Those persons without a history of victimization are largely unaffected by the local crime rate, whereas the level of fear expressed by those who have themselves been victims of crime is markedly greater in neighborhoods with higher levels of recorded crime. This conditional effect suggests that victims in low-crime areas classify their experiences as isolated incidents (and consequently downplay their informational value), whereas those who are victimized in a high-crime neighborhood are more likely to interpret their experience as an indicator of the probability of its future recurrence. That this effect only is evident when considering those who have been victimized just once in the last year serves to reinforce this interpretation, with the surrounding crime rate having little meaning as an indicator of "objective" risk for an individual who has been victimized repeatedly. Again, this pattern of results suggests that these conventional fear-of-crime questions provide a more valid indicator of public concern about the risk of criminal victimization than their many critics have suggested. On the contrary, our findings imply that these measures can be considered as potentially useful tools for guiding and evaluating policy interventions at both national and local levels.
We also have demonstrated that, over and above the "objective" risk of victimization, visible signs of neighborhood disorder are highly predictive of expressed fear of crime. Thus, individuals seem to respond to visual cues such as litter, vandalism, and graffiti in the neighborhood as being informative about their risk of victimization. Although this cannot be considered an especially novel claim in itself, our research represents an advance on most existing studies resulting from our use of independently recorded assessments of neighborhood disorder and the comprehensive set of individual-and neighborhood-level controls employed in our models. This finding supports the view that the emphasis on policing strategies that seek to remove visual signs of "low-level" disorder is an appropriate way of reducing public anxiety about crime. Additionally, our analyses show that the effect of disorder on expressed fear is moderated by the social and demographic characteristics of individual residents, with more vulnerable groups such as women and those in poor health expressing greater fear in response to signs of neighborhood disorder than their less vulnerable counterparts. This, too, has important implications for policing strategies that are intended to "reassure" local residents that they are safe, by reducing levels of disorder within local neighborhoods and enhancing community involvement, which indicates a need for targeted interventions that focus particularly on alleviating the concerns of more vulnerable groups (Innes, 2004) .
A final important finding to emerge from our analyses is that the difference in the level of expressed fear of minority and White ethnic groups is moderated by the ethnic diversity of the neighborhood. At the national level, it is clear that Black and minority ethnic groups are, in general, more fearful of crime than the White majority (Killias and Clerici, 2000) . Although our analyses confirm this pattern as a population average, we also find that the magnitude and direction of the difference is strongly conditioned by the characteristics of the neighborhoods in which people live. Indeed, in more ethnically diverse neighborhoods, we find the aggregate pattern is reversed, with Black residents feeling significantly less fearful than Whites. This finding problematizes recent assertions from academics, politicians, and media commentators alike about the apparently malign influence of ethnic diversity on civic attitudes and behaviors (Goodhart, 2004; Putnam, 2007) . Here, too, neighborhoods seem to play an important moderating role and, in doing so, reinforce the point that any effect of neighborhood diversity is likely to depend crucially on the social position of individual residents.
