A stable recurrence relation for trigonometric B-splines  by Lyche, T. & Winther, R.
JOURNAL OF APPROXIMATION THEORY 25, 266-219 (1979) 
A Stable Recurrence Relation 
for Trigonometric B-Splines 
T. LYCHE 
Department of Informatics, University of Oslo, Oslo 3, Norway 
AND 
R. WINTHER 
Department of Mathematics, University of Chicago, Chicago, Illinois 60637 
Communicated by Carl de Boor 
Received September 23, 1977 
In this paper we give results that lead to stable algorithms for computing with 
trigonometric splines. In particular we show that certain trigonometric B-splines 
satisfy a recurrence relation similar to the one for polynomial splines. We also 
show how these trigonometric B-splines can be differentiated, and a trigonometric 
version of Marsden’s identity is given. The results are obtained by studying 
certain trigonometric divided differences. 
1. INTRODUCTION 
Schoenberg [5] studied trigonometric spline functions, which he defined as 
piecewise trigonometric polynomials of the form 
a, + i (al, cos kx + b, sin kx). 
k=l 
(1.1) 
It was shown, for example, that any trigonometric spline could be expressed 
as a linear combination of certain trigonometric B-splines. The latter are 
defined via certain divided differences, and as in the polynomial case these 
basis functions have local support. 
Trigonometric splines have been one of the sources that have motivated 
the study of the more general Chebyshevian splines (see, for example, [6] 
and references given therein). However, in most cases it is assumed that one 
is dealing with a complete Chebyshev system qua , qz ,..., p3, ; i.e., v1 ,..., vj 
is a Chebyshev system forj = 1, 2,..., m. Note that this property does not 
hold on [0,2~) for the system 1, cos X, sin x, cos 2x, sin 2x ,,.., cos nx, sin nx. 
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Thus many of the general results do not apply directly to the trigonometric 
case. However, most results in this paper are derived by a simple transfor- 
mation from the system 1, e”“,..., ei(m-l)s. 
Also, the general study has not led to an analog of the stable recurrence 
relation [see de Boor [I], Cox [2]) 
Q, 3.m tx) = tx - xi) Qj,m-d-4 + txi+m - xl Qj+l.n-l(x) - xj > xj+m (1.2) 
where Qjsnz are polynomial B-splines of order m. 
The main purpose of this paper is to give results that lead to stable 
algorithms for computing with trigonometric splines. We define a trigono- 
metric spline of order m to be a piecewise function of the form (1. I) if 
m = 2n + 1 (n > 0 integer), and to be a piecewise function of the form 
il (uk cos(k - 4)x + bk sin@ - $)x) (1.3) 
if m = 2n (n 3 1 integer). 
In Section 2 we study a trigonometric analog of divided differences. If m 
is odd these linear functionals have the same null space as the divided 
differences introduced by Schoenberg in [5]. However, in order to derive a 
recurrence relation similar to (1.2) for trigonometric B-splines, we have 
found it convenient to use another scaling. The trigonometric divided 
differences will be used in Section 3 to define our trigonometric B-splines T,,, 
or order m. We show that the functions Tj,,, satisfy the relation 
Tjmtx) = 
( sin 7) Tj,m-l(x) + (sin Xj+m2- “) Ti+l,m-l(x) 
-%W - xj 
. (1.4) 
sin 
2 
This analog of (1.2) gives a stable algorithm for calculating Tjpm(x). 
We also obtain certain formulas for derivatives of Tj,m, and an integral 
representation of trigonometric divided differences with the function Tj,m 
as a kernel. Finally, a trigonometric analog of Marsden’s identity is given. 
2. TRIGONOMETRIC DIVIDED DIFFERENCES 
We start with some notation. For any integer m > 1 let S,,, and $,, be the 
m-dimensional comples linear spaces of functions on [w generated by 
! ( exp -i+x),exp(---i(+- l)x),...,exp(i+x)l 
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and (1, @,..., eitrn-ljs }, respectively. Also, let U, and t!Jz be the multiplication 
operators defined by 
and 
(UJ)(x) = exp (i K$ x) f(x) 
(Uzf)(x) = exp (--iv x)f(x). 
We note that U,(S,) = 3, and Uz(&J = S, , and if s(x) ES, then 
s(x) sin((x - c)/2), s(x) cos((x - c)/2) 5 S,,, for any real constant c. 
Furthermore, if s(x) ES, is real valued, then s(x) can be written in the 
form (1.1) if m is odd and in the form (1.3) if m is even. 
Also let L, be the differential operators defined by L, = I (the identity 
operator), L, = D (=d/dx), and for m > 2 
L, = (D’ + (+)2) L,-, . (2-l) 
We observe that S, = ker(L,) for m 3 1. 
Correspondingly, we let M, be the differential operators 
Mm = D(D - i) ... (D - (m - 1)i) for m>,l. 
Then SW = ker(M,) and 
L, = U~M,U, for m>l. (2.2) 
Form>Onowletx,<x,<... < x, be distinct points in 08 such that 
xm - x0 < 27r. (2.3) 
If f E C([x, , xm]) we define a trigonometric analog of classical polynomial 
divided differences by 
[x0 3 Xl ,..., -%nltf (2.4) 
det 1 cos x sin x 
( 
*.. cos nx sin nx f(x) 
= p-1 x0 Xl 1 
i 
COST det 2 sin 5 
“1. 
2 
x0 x1 *.. 
,; (n;-;) x “qn y;) x) 
X,-l X m 
ifm=2n+l,andifm=2n 
[x0 9 Xl 1...1 &nltf (2.5) 
..- cos(n-k)x sin(n-i)x f(x)\ 
z 2’” \ x0 Xl x97-z %I-1 %I I det I cosx sin x ... cos nx sin nx 
( x, x1 x2 ... h-1 ) xm 
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Here we have used the abbreviation 
for the determinant 
/ vo(xo) %(X0) ... %n(xo) 
ii i . . 1 ~ocG7J Q)lbn) ..’ 97,ix?J 
We note that since the system 
I m-k . m-k cos ~ 2 x, en ___ 2 x ! , k = 1, 3, 5 ,..,, k < m 
(with sin 0 x FE 0 excluded if m is odd), is a Chebyshev system on [0 277), 
[ x0, x1 ,..., xm]J is well defined. If f is sufficiently differentiable, then as 
usual the definition of [x0, x1 ,,.., x,&f is extended by continuity to the case 
when some of the xi’s are equal. Hence, if y1 , yz ,..., y,. are the distinct 
members among x0 , x1 ,..., x,,, such that precisely pcLk of the x1’s are equal to 
yk , then there are constants ck.” such that 
1x0 3 Xl 3.**> X&f = i ; Ck,“f(“-l)(Yk). 
k=l !=I 
(2.6) 
Note also that if f E S, , then [x0 , x1 ,..., x,&f = 0. 
In order to analyze these trigonometric divided differences, we also 
introduce an exponential version of divided differences. If x0 < x1 < a.. < x, 
satisfies (2.3), then we define 
det 1 &X . . . ei’m-1’5 f(x) 
(x0 3 Xl ,..., &n>f = 
( x0 x1 ... *G-1 X, ) 
detl eiz...eim" . 
( x0 x1 ... x, 1 
We note that if f E 3, then (x0, x1 ,..., x,) f = 0 and if p(x) s 
~~=“=, alceikx E S;,,, is the unique function in S=,, such that p(xJ = f(x&, 
j = 0, l,..., m, then (x0, x, ,..., x,) f = a,. 
If some xi’s are equal, then <x0, x1 ,..., x,,J f is defined by continuity as 
above. 
If we let v be the mapping from [x0 , x0 + 2~) onto the unit circle in C 
defined by q(x) = eiz, then 
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where [x0 , x1 ,..., xm] f denotes the classical polynomial divided difference. 
Hence most known results for [x,, , x1 ,..., x,]f can be transferred to the 
exponential case. Particularly we have the difference formula 
(x0 > Xl ,‘..Y Gn>f =(Xl ,..*, x,iJ’- (x0 ,..., x,-,>f @xm - @co , (2.8) 
and the Leibniz rule 
(x0 9 Xl r..., xvk)f.g = 2 (x0 ,‘.., Xk)f(Xk >..‘, XnJ g. (2.9) 
k=O 
Also, if all the xj’s are distinct then 
The following lemma, which can be considered as a discrete version of the 
identity (2.2), describes the relation between the trigonometric and the 
exponential divided differences. 
LEMMA 2.1. Assume that x0 < x1 < ... -<, x, < x0 + 27~. Then, iff is 
su$iciently smooth, 
where 
[x0 9 Xl ,'.., Xmltf = co,v&l 7 Xl ,..*, &> Unlf, (2.11) 
c o,m = (2i)m exp t+ 5 xk). 
k=O 
Proof. Since both the right- and left-hand sides of (2.11) depend conti- 
nuously on x0 , x1 ,..., x, , we can assume that x0 < x1 < *a. < x, . By the 
definitions (2.4) and (2.5) of [x0, x1 ,..., x,Jtf, by expressing sin and cos in 
exponential forms, by forming linear combinations of successive pairs of 
columns, and by rearranging columns we obtain 
[x0 2 Xl ,..*> G?zlt.f 
det exp 
= (2i)” 
det 
x  (-i---+, \ L , 
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Or 
1x0 3 Xl ,*.., &7&f 
= (29” exp (+ k$o xk) (x, , x1 ,..., x,) exp (iv x)f(x). 
The next result is a trigonometric analog of a well-known representation of 
polynomial divided differences when the points xi are distinct. 
LEMMA 2.2. Assume that x0 < x, < ... < x,,, < x0 $ 27~. Then for any 
f E c @II P AnI) 
Proof. By (2.10) we obtain 
(x0 3 Xl ,a..> 
x,) urn f = f expG((m - W9 x5)f(xi) 
j=O nk+j (eizj - .@k) 
' 
The result now follows from the identity 
eiZj - ei”k = 2i exp (+ (xi + x2)) sin i!C$Y& 
and Lemma 2.1. 
(2.12) 
Finally, we shall give a recurrence relation for the trigonometric divided 
differences. Since these differences are discrete analogs of the differential 
operators LW , one would expect a simple relation between the differences of 
order m and m - 2. 
LEMMA 2.3. Assume that m 2 2 andthat x0 < x1 < ... < x, < x0 + 2~ 
is such that x0 < x,-, , x1 < x,,, . Then 
cxo 3 Xl ,***, &l*f = Yo.&z 9***, &nltf + po,,b, ,.a*, Xm-1ltf 
+ ~o.m[xo ,***9 %n-zltf, 
where 
yj,m = I/[(& X5+m2w xi )(sin Xj+m 2 xj+l)], 
pj,, = - (sin Xj+m + X5+77-1 - Xj+l - Xj 2 I/ 
(2.13) 
K sin 
xi+m - xj 
2 Ii sin 
x5+m - xj+l 
2 I( sin 
-%+m-1 - xi )I 2 ’ 
a5.m = 1 
/[i 
sin X5+m - Xj 2 I( sin xj+m-I - xj )I 2 . 
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cj.m = (2Pexp(~~ox,+j). 
From Lemma 2.1 we then have 
txo , Xl ,*-*, %?Jtf = GI,m<Xo , Xl ,*--, &n> cnf, 
and since (UJ)(x) = eiz(U,,+J)(x) it follows from (2.8) and (2.9) that 
(e”“9n _ ezzo)(xo , x1 ,..., x,> umf 
= (x1 )...) GlJ Umf- (x0 Y”.P G-d kf 
= eixl(x, ,..., x,> um-,f+ <x2 2.**> &L> K-zf 
- eix+‘(Xo ,..., X,-l> u,d.J-- <x0,..., &n-2> urn-2f. 
The desired result now follows by using (2.8) on the (m - l)st-order differ- 
ences and by (2.12). 
3. TRIGONOMETRIC I?-SPLINES 
Suppose that {xi} is a nondecreasing sequence of real numbers satisfying 
%+m - xj < 25~ for all j, where m > 1 is a given integer. We define real- 
valued functions Tj,m on R by Tj,,(x) = 0 if xj+m = X, and 
Tj,&x) = [xj , x$+1 ,..., xj+,Jt sin y) ( 
nb-1 
(3.1) + 
if x~+~ > xj . Here the divided difference is taken with respect o y, and O” 
is defined to be 0. As usual 
(sin z)+ = sin z if z > 0, 
=o otherwise. 
The functions Tj,m are right continuous and 
T,,Jx) = 1 /sin x”12V x’ if xi < x < x3.+1 , 
(3.2) = 0 otherwise. 
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We note that if m = 2n + 1 is odd, then the functions Ti,nz are essentially 
the trigonometric B-splines defined in [5]. These functions were defined as 
det 1 cosy sin y ... cos ny sin ny (sin((y - x)/2))7l 
( 
cm 
x0 Xl x2 *.. &r-z &P-l G?Z 1 
det 1 cos y sin y 
( 
... cosny sinny y 
1 
, 
x0 Xl x2 .‘. &l-Z X,-l & 
where c, = TT 2”-1(n!)2/(m - 1) ! . 
Similar to (3.1), we also define complex-valued functions Ei,,, on R by 
Ej,,(x) = 0 if xj+,,, = xi and 
Ej,,(x) = (x0 , x1 ,..., xm)(eiY - ei3Tm1, (3.3) 
where 
(eiY - eiv)+ = eiu - eix if y > x, 
= 0 otherwise. 
As in the polynomial case (see [l]) it now follows from (2.8) and (2.9) that 
if x~+~ > xi then Ej,m satisfies the recurrence relation 
Ej ,(x) = cei" - ei"') Ej.m-l(x) + (ei"'+" - e"? Ej+l,,-l(x) . 
&+m - exj 
(3 4) 
Also, by differentiating (3.3) and by (2.8) we obtain 
From (2.12) and Lemma 2.1 we obtain the relation 
Tj,dx) = 2iGZ,dx) exp ($ i. xi+,). 
(3.5) 
(3.6) 
Hence most properties of the functions T,,, can be derived from similar 
properties of the functions Ej,n . 
THEOREM 3.1. Suppose that m > 2 and xi < xj+m < x, + 2~. Then 
Tj,m satisfies the relation (1.4). 
ProoJ By (2.12), (3.4), and (3.6) we obtain 
sin xj+7n - xi 2 Tj,dx) = exp i 
& m,fl (Xj+k - x)) ((ei2 - eizj) E,,,&x) 
k=l 
+ (eizi+m - e”“) Ej+l,m-l(x)), 
and hence (1.4) follows from another application of (2.12) and (3.6). 
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We note that if t(x) = Cj cJi,,(x) then by (1.4) the value t(x) can be 
computed by forming positive linear combinations of the coefficients cj . Such 
an algorithm was derived in [l] in the polynomial case. It also follows 
immediately from (1.4) and (3.2) that 
Ti*m(x) > 0 for x f (xi , xj+). 
A similar result was obtained by Karlin [3, p. 5241 for Chebyshevian splines 
using total positivity arguments. Note also that 
Timb) = 0 if x 6 [xi , ++d. 
This can of course also be seen directly from (3.1). 
Similar to the proof of Theorem 3.1, the following differentiation formula 
for the functions T,,, follows from (3.4) and (3.5). 
THEOREM 3.2. Suppose that m > 2 and xj ==c x~+~ -=c xj + 27~. Then 
T;,,(x) = (+) 
i cos 7) Tj,&x) - (cos x’+m2- “) Tj+l,nz--l(x) 
-. 
xi+rn - xj sin ~ 
Note the similarity of (3.7) to the formula 
for differentiating polynomial B-splines. However, since the coefficients of 
Tk,m-l in (3.7) depend on x, it will be more complicated to take higher 
derivatives in the trigonometric ase. 
Let D, be the differential operatoi D, = D2 + ((m - 1)/2)2. The following 
formula, which is valid if xi < x~++~, x~+~ < Xj+m and x~+~ - X, < 27r, 
can be derived from Lemma 2.3 or by differentiating both sides of (3.7) 
D T. nl 9.m (x) = (m - ‘)(m - 2, (CQ nzTj m-2(~) 4 9 9 
+ Pj,mTj+l.m-2(X) + yj,mTj+2.m-2(X)), (3.8) 
where g,, , Igl,m , and yi,m are given by (2.13). 
Let t(x) = Cj qTi,,(x) and suppose that x,+r > x, . If we assume that 
m = 2n + 1 then t(x) also has the representation 
t(x) = a, + t (ak cos k(x - 2) + b, sin k(x - a)) (3.9) 
k=l 
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on [x, , x,.+3, where f E [x, , x,.+3 is given. By using (3.7) and (3.8) the 
coefficients uk and bk can easily be computed. In order to see this, define 
differential operators V, and W, by V,, = I and for k = 1,2,..., m 
Vk = &-,k,,Vk-1 > W, = DV,-, . 
By (3.8) we obtain 
vkt(x) =c cj”‘Tj,m-2R(X) for k =O,l,..., n, 
where CT!‘) = cj , and for k = 0, l,..., II - I 3 
C!k+l) - (r - lMr - 2, (a1 #) + /ql ,c;‘lc; + ‘/j-2,&) I 4 9 
where r = m - 2k. 
Similarly by (3.7) 
WkW =c 4%) ~i.m-2*+1(x) j 
where 
- 
for k=1,2 ,..., n, 
c!‘c-1’ cos Xi+r-l - x 3-l 2 
sin x9+-1 - xj-1 
2 i 
and r = m - 2k. 
Thus, at any point x, Vkt(x) and wkt(x) can be found by taking weighted 
differences of the coefficients ci and by using (1.4). If we now successively 
apply V. , Vl ,..., V, to (3.9) at x = f we find that the coefficients ak satisfy a 
triangular linear system with the solution given by 
vn-kt@) - '2 6j,n-kaj)/ek,n-k, k = 0, 1,‘. ., n, 
j=O 
where 9,,, = 1 and for r > 1 
V-1 
ok,, = n ((n -j)' - k2>, O<k<n--r. 
3=0 
Similarly by applying W, , W, ,..., W, to (3.9) at x = L$ we obtain 
Wn-k+,t(2) - k~is,,,-kb,)l(ksk,,-k), k = 1, 2 ,..., n. 
i=l 
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Note that if m is even, a piecewise representation of t(x) can be derived by an 
algorithm similar to the one described above. 
We next give a trigonometric analog of an integral representation of 
divided differences. If x,, < x,, < x0 + 27r we have forfsufficiently smooth 
p-1 
I 
"m 
1x0 > Xl ?..., %nlt.f = (m - l)! ~OAY) Lf(u> 4J> ro 
where L, is given by (2.1). This can be proved either via a similar identity 
involving (x0, x1 ,..., x,) and the function I?,,, or by the following trigo- 
nometric Taylor expansion: 
x-y m-1 
f(x) = Gnw + (m2m-;,! ., sin 2 S( ) Lf(Y) 4J. (3.10) 
Here s, ES, is determined by so(x) = 0, sl(x) = f(x,J and fat k > 0 
s~+~(x) = sk(x) + g [sin y)k cos 7 LJ(xJ 
k+l L/(x0). 
Formula (3.10) follows by induction and an integration-by-parts argument. 
For completeness, we also give a trigonometric analog for Marsden’s iden- 
tity. Let gjj,,(x) = (e %+sn - ei”j) Ej,,(x) and pj,m(x) = (sin((xj+, - xj)/2)) 
x 7”,Jx). By (3.6) we then have 
(3.11) 
where ej,.,m = (xi+1 + **f + xj+,d(m - 1). 
Now let I be any nonempty interval of the form (xk , x,) such that at least 
m xi values are <x, and at least m xj values are 3x, . As in the polynomial 
case (see [I, 41) it now follows that 
m-1 
(eit/ _ eir)m-l = C &j,m(x) fl (eiv - eirj+k) 
j k=l 
(3.12) 
for x E I and y E R. By (2.12) and (3.11) we therefore obtain 
( sin y)+l = T fj,m(X) z sin ( ’ -T+’ ). 
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By expanding both sides of (3.12) in powers of eiY and by comparing coeffi- 
cients, we obtain for x E I 
eikz = (” k ‘)-l C c$)&~(x), k = 0, I,..., t71 - I, 
3 
where ~3:) are defined by 
Now let 
77-l m-1 
& (- l)k uj;)ei)ei(m-l-k)z = zl (eiz - ei”Jfk). 
m-l -1 
T!m) = 3.k k + (m _ 1)/Z eitcm-1,,2 exp
for k = -(m - 1)/2, -(m - I)/2 + l,..., (m - 1)/2. Then it follows from 
(3.11) that for x E I and k E {-(m - 1)/2, -(m - I)/2 + l,..., (m - 192) 
e ikx = c Tgj Fjsm(X), (3.13) 
and hence, by taking real and imaginary parts, we can express cos kx and 
sin kx as real linear combinations of pj,m(x). 
Suppose that x, < x,+~ . 
functions { Pq+l--nz,nz ,. . ., Ifpam} 
If m is odd then it follows from [5] that the 
are linearly independent on (x, , x*+~). We note 
that this linear independence also follows from (3.13) for any m 3 1. For 
since the functions pGiq+l--nz,m ,...  pC,m span an m-dimensional linear space of 
functions on (x, , x,,,), they must be linearly independent. Hence we can 
show that the trigonometric B-splines Tj,m span a space of trigonometric 
splines. To this end suppose z,, < z, < ‘.. < z,,, , where z~+~ - zj < 2rr, 
and let r, , r2 ,..., r, be integers such that 1 < rj < m. Now define Y,(z, r) 
to be the set of all real-valued function t defined on [z,, , zJ+J such that 
(9 1 l[zj.zj+lf E & , j = 0, l,...) J, 
(ii) tcz)(zj-) = t(“)(zi+), j= I,2 ,..., J, 0 < k < m - 1 - rj . 
The elements of Y,(z, r) are called trigonometric splines (with interior 
knots z1 , z2 ,..., zJ with multiplicities rI , r2 ,..., r,). In the case when m is ‘odd 
it was essentially shown in [5] that every t E Y, can be uniquely written in 
the form 
t(X) = S,(X) + i 5 cjek g (sin y)nLpl, 
j=lk=l 1 + 
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where s, E S,,, . This of course also holds when m is even. Thus 
dim Y, = N + m, where N = i rj. 
j=l 
As in the polynomial case we can now define a nondecreasing sequence 
{x~}:~?~ such that (x1 , x2 ,..., x,,,} = (zI , z2 ,..., zJ} and where rj of the x,.‘s 
are equal to zj . Now the functions {Tj,m}~I-m form a basis for the space Y, . 
4. REMARKS 
1. Schoenberg [5] considers the subspace Ym of Y, which consists of all 
periodic trigonometric splines, i.e., 
pm(z, r) = (t E Ym(z, r) I t(“)(z,+) = t(k)(z,l+l-), k = 0, l,..., m - l}. 
The space Ym has dimension N and a local basis can be constructed from the 
functions {Ti,,} by techniques analogous to the one used for the example 
in [7] in the polynomial case. 
2. In addition to the recurrence relations (1.2), (1.4) and (3.4), we also 
mention the relation 
G.&> = 
(cos x - cos x,) cj,m-l(x) + (cos Xj+m - cos x) C,+,,,-,(x) 
cos xj+m - cos xj 
(3.14) 
with 
Cj,l(X) = l/(cos xj+r - cos Xj) Xj < X < Xj+l 
=o otherwise. 
Here we assume that xi < x~+~ < xj + 7r. 
The functions C,,, are piecewise of the form 
m-1 
C akcos kx. 
k=O 
To derive (3.14) we simply take y(x) = cos x in (2.7) and proceed as in the 
derivation of (3.4). 
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