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Abstract
Balanced homodyne detection of nonclassical (squeezed state) light sources yields noise
levels below the semiclassical shot-noise value. This thesis addresses the problem of
local-oscillator optimization for such homodyne arrangements. A system-theoretic frame-
work is developed to search for the local-oscillator that minimizes the variance of the
charge associated with the homodyne current. It is shown that the optimal local-oscillator
can be found by solving a Fredholm equation. Given a general scheme for signal genera-
tion, the said formalism constitutes a rigorous framework to determine the minimum
achievable noise level and the local-oscillator that attains that squeezing. From among the
traditional squeezed state generation methods, fiber FWM is chosen for detailed study,
using both instantaneous and non-instantaneous interaction. The optimal local-oscillator
for the instantaneous case turned out to be a very narrow pulse coinciding with the peak of
the pump pulse, properly phase-compensated for maximum squeezing. In the non-instan-
taneous case, important behavioral characteristics at high nonlinear phase-shifts were
determined, although exact results for the optimum local-oscillators were not obtained.
The optimal noise performance and exact solutions to the Fredholm equation were, how-
ever, calculated for a spatial interaction model with Gaussian Kerr-interaction spatial
response.
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Chapter 1
Introduction
Fiber-optic communication systems and optical precision measurement systems are
now achieving sensitivities approaching the ultimate limits set by their laser light sources.
Performance analyses for such systems usually rely on semiclassical photodetection mod-
els. Semiclassically, it is the shot-noise resulting from the random charge-carrier genera-
tion produced in a photodetector in response to deterministic classical-field illumination
that sets the ultimate photodetection sensitivity limit [1]. However, it has long been known
that photodetection noise is of quantum-mechanical origin, and that sensitivity signifi-
cantly better than the shot-noise limit can be achieved with light beams in appropriate
nonclassical states [1]. The most popular arrangement to date for demonstrating such
improvements has been balanced homodyne detection of squeezed state light. Because
this thesis will be concerned with optimizing systems of this class, we devote most of this
introductory chapter to a quick review of the quantum theory of homodyne detection, and
squeezed state generation via fiber four-wave mixing.
1.1 Balanced homodyne detection
In balanced homodyne detection (see fig. 1), a signal field is mixed with a strong
local-oscillator field through a 50/50 beam splitter onto a pair of detectors. The difference
of the photocurrents from these detectors comprises a scaled, baseband version of that part
of the signal field which is co-polarized, spatially coherent and in phase with the local-
oscillator field, plus a shot-noise term.
The semiclassical theory of homodyne detection assumes that the measurement noise
is shot-noise generated in the photodetector. In the high-intensity local-oscillator limit,
this noise is predominantly local-oscillator shot-noise, conditioned on knowing the signal
field, and it has white, Gaussian statistics. The quantum theory, however, offers a different
explanation. Here, in the strong local-oscillator limit with unity quantum efficiency detec-
tors, the observation noise is due to the signal beam quantum noise.
detector
signal field
-b_
local-oscillator field
Fig. 1.1 Balanced homodyne detector
To be more explicit, let Es (t) and ELO (t) be the classical, photon-units, positive
frequency fields entering the beam splitter in Fig. 1.1, where we have assumed spatially
uniform beams and co-polarization, and we have suppressed the vectorial and spatial
nature of the fields involved. Then, in the strong local-oscillator limit with unity quantum
efficiency detectors, the output current satisfies [1]-[3]:
i (t) = 2qRe [Es (t) ELo* (t) ] + ishot (t) (1.1)
where q is the electron charge and ishot (t) is a zero-mean white Gaussian noise with
covariance:
Ki i (t, u) = q2JELO (t)128 (t- u) (1.2)
Shot Shot
Eqns. (1.1) and (1.2) are the semiclassical model for balanced homodyne detection. For
the usual case of a continuous-wave local-oscillator, i.e., ELO (t) = PLO, with PLO
being the photon flux, eq. (1.2) reduces to a stationary noise with spectral density q2PLo.
This shot-noise level is the sensitivity limit of the semiclassical theory.
For the quantum treatment of balanced homodyne detection, the classical fields
Es (t) and ELO (t) are replaced by quantum field operators, Es (t) and ELO (t) , and the
strong local-oscillator condition becomes placing ELO (t) in a coherent state IELO (t)) of
high photon flux. The resulting photocurrent, i (t) , turns out to have the same statistics as
the quantum measurement:
i(t) = 2qRe [ Es (t) EL* (t)] (1.3)
If Es (t) is in a coherent state |Es (t)) then the mean function and covariance function
of (t) obey:
(i(t)) = 2qRe[Es(t) ELO* (t)] (1.4)
and
K, (t, u) = q2ELo (t)128 (t - u) (1.5)
reproducing the semiclassical results. However, there are quantum states which have
lower homodyne-measurement noise than eq. (1.5) predicts, i.e., with states other than
coherent states we can improve the sensitivity of a homodyne detector.
1.2 Squeezed states
Recently, there has been a great interest in the generation of squeezed states of the
electromagnetic field. These are nonclassical light states with phase-sensitive noise that
can lead to sub-shot-noise performance in optical homodyne detection [4]-[12].
In the fig. 1 context, we can illustrate the potential of squeezed-state light by sup-
posing that
E (t) = g IN(t) + ,INt (t) (1.6)
where Rt, 15 are real obeying 2 -2 = 1, and EIN (t) is in the vacuum state. We will
also assume that the local-oscillator is in the coherent state IPJ eiý) . Eqs. (1.3) and (1.6)
then imply that:
i (t) = 2qJ PRe [( IIEIN (t) + tIN (t) )e-iý] (1.7)
which leads to:
K,. (t, u) = q2PmLIpo + de-2i1j28(t u) (1.8)
Eq. (1.8) is a phase-sensitive white-noise, whose normalized spectrum I g + le-2i I2 is
plotted in Fig. 1.2 vs. 4, with g = 2, 5 = ,3I.
i + &e-2i 12
Fig. 1.2 Normalized current spectrum vs. local-oscillator
phase
Note that the minimum value of this noise level is below the shot-noise (coherent
state) level of q2PLo (1 in the normalized spectrum of Fig. 1.2). Because this noise arises
from phase-sensitive "squeezing" of a vacuum-state EIN (t) , we say that Es (t) is in a
squeezed vacuum state. It turns out that there are several nonlinear techniques which real-
ize transformations like that given in eq. (1.6), among them are parametric amplification
in X (2) nonlinear materials [5]-[7], and four-wave mixing (FWM) in X (3) nonlinear
materials [8]-[11]. Of particular interest in this thesis is FWM in optical fiber.
1.3 Fiber Four-Wave Mixing
A simple, instantaneous-interaction model for squeezed-state generation in single-
mode optical fiber is as follows (see Fig. 1.3)
EIN (t) Es (t)
-- I I
z=0 z=L
Fig. 1.3 Fiber input-output relation
Suppressing the transverse spatial characteristics of the fiber mode, we begin with the
interaction occurring during propagation through L meters of fiber. In a frame of reference
moving at the group velocity, vg, of the center frequency, the spatio-temporal evolution of
the single-mode field operator in the fiber is governed by:
k (z, t) i= t (z, t) E (z, t) E (z, t) (1.9)
where iK is the nonlinear phase-shift per unit photon flux, found from the physical dimen-
sions of the fiber and the Kerr coefficient n2 via:
2nn2 toAK (1.10)
where hto is the photon energy at the laser frequency o, X is the wavelength at that fre-
quency, and A is the fiber cross-sectional area.
Eq. (1.9) can be seen to have an analytical solution if one observes that the photon
number operator, or classically the field intensity, is a constant of motion. The full self-
phase modulation solution for the output operator in terms of the input operator is there-
fore:
s (t) = exp( iLEIN (t) EIN (t) IN (t) (1.11)
With a strong pump beam injected into the medium, a linearization in the powers of
input fluctuation operators is possible, any terms higher than the first order in fluctuations
being neglected, leading to:
A s (t) = exp( iL LIE (t) I2[ + iL; LIE (t)2 IN)A (t) + iLEIN (t) 2A t (t)
(1.12)
where AE (t) = E (t) - (k (t)) for the fiber input and output fields. This represents a
Bogoliubov transformation of the type shown in eq. (1.6), i.e., it is commutator preserving
and satisfies:
AEs(t) = II(t)AJN(t) + 5(t)AEINt (t) (1.13)
I• (t)I12 _1 (t)I 2  = 1
Experiments to observe the effect described here have been conducted by several
researchers [5]-[7], [14]. Shirasaki and Haus [14] proposed a ring interferometer in which
a Gaussian pulse is split by a 50/50 coupler and propagated in opposite directions around a
fiber loop (see Fig. 1.4). Vacuum fluctuations enter through the unexcited port of the cou-
pler and after mixing with the pulse within the loop, come out as squeezed vacuum from
the same port. The phase modulated pump emerges from the other port and is used after
augmenting it with a phase-shift eiO, as the local-oscillator for homodyne detection of the
squeezed vacuum.
We assign a peak amplitude AII and a pulse width rp to the pump pulse,
Gaussian pump
)op
i(t)
squee:
Fig. 1.4 Ring interferometer
EIN(t) = IINexp (- (1.14)
which undergoes a phase change through the nonlinear interaction before being used as
the local-oscillator:
ELo (t) = exp iKLIEIN (t)12EIN (t) ei  (1.15)
making the current covariance
IELO (t) 12 + 2K2 L2 ELO () 121EIN (t) 14
K, (t, u) = q 2 (t-u)
ii + Re { i2KLE*2LO (t) E2IN (t) [ 1 + iKLIEIN (t) 2] e-2io}
(1.16)
Unlike the simpler squeezed state of eq. (1.6), that gave rise to stationary white-noise
statistics for the current, eq. (1.16) represents a non-stationary white-noise process. Here,
a different noise measure than spectral density is needed, and the one defined by Joneckis
and Shapiro [13] is the photoelectric charge variance. The operator measure for charge is:
= J (t)dt (1.17)
which has the variance:
02( = var 2(t)dt)= fdtfduK. (t,u) (1.18)
Substituting eq. (1.16) into (1.18), the charge variance for fiber loop experiment
becomes:
= q2 { fdtELO (t) 12+ 2K2L2fdtlELO (t) 12IEN (t) 14 (1.19)
+ 2cKLRe( idtE*2LO (t) E 2IN(t) [1 + iLIEIN (t) 12] e-2i
and can be minimized with respect to 0, to give:
2 2 i fdtIELo (t) 12+ 2K1C2L2 dtIELO (t) 2IEIN (t) (1.20)q -21KL dtE*2LO (t) E2JN (t) [1 + iKLIEN (t) 2](
Our task is made easier because of the Gaussian pump and local-oscillator assumed.
The analytical expression for eq. (1.20) follows:
p- + 2K 2 L212 IN
2  
= q2 (1.21)
-2KcLII 2. + iKLIIN r R
Note that the product ,NL = KLIIN appears in the noise. This is the classical nonlin-
ear phase-shift, due to fiber interaction, seen by the peak pump intensity. Eq. (1.21) can be
written in terms of N,,L, and expanded in an asymptotic series for ~DNL o 1 to yield:
CFýI 3 + +--------(.2lqm2 - 2 1 + + (1.22)mfn 2 2 160 2 NL
from which it is apparent that at high (DNL the charge variance finds a lower limit. Gauss-
ian pumps of higher peak intensity or longer fibers will not help decrease this floor further.
Had the signal field Es (t) been in a coherent state, the charge variance would
have beer:
2 q2 FJ2 -= (1.23)qshot f2
Once again, this is going to be called shot-noise limit, and as a means of comparison, will
be used to normalize eq. (1.22). The normalized charge-variance is therefore a dimension-
less quantity with 1 representing the shot-noise level.
2 qmin _ 3f
SN - - - + 16F3 + (1.24)2  2 162NLqshot
We now introduce the standard adopted for noise calculations, the squeezing factor (in
decibels):
Smin = 10.1og 10 [&2N] (1.25)
which has a minimum of -8.73 dB for the Haus-Shirasaki local-oscillator, and a shot-noise
level of 0 dB. Compared to the calculated prediction, experimentally observed squeezing
for X (3) fiber from Bergman and Haus [7] is about -5 dB. The discrepancy between the
observed and the predicted noise reduction was attributed to stimulated Brillouin scatter-
ing.
The presence of noise-floor naturally leads us to the question regarding the exist-
ence of a local-oscillator that can perform better than the Haus-Shirasaki bright-fringe
local-oscillator. There are two considerations here. The first is the criterion for optimality
of a local-oscillator. The second is the particular local-oscillator that meets the criterion.
We can settle the first consideration as we did for the Haus-Shirasaki configura-
tion: we normalize the charge variance for any local-oscillator and signal field state by its
value for the same local-oscillator and a coherent state field, i.e., by the shot-noise level
for that local-oscillator. This, we know, is:
-(2^ = q2 dt[ELo (t)12 (1.26)qShot
With this normalization eq. (1.20) yields:
a 2
a2N 2 = m + 21c2L2 dt4Lo (t) 121EN (t) 4
qshot
-2cKL dtLo*2 (t)E2IN (t) [1+ iCLIEIN(t) 12]
(1.27)
The optimal local-oscillator is the 4LO (t) that minimizes ao subject to the constraint:
fdtI•Lo(t) 2 = 1 (1.28)
The second consideration can be addressed too. Eq. (1.27) points to the desired
local-oscillator. Clearly a 2 is minimized if, at each time instant, the phase of Lo (t) is
chosen to make:
4LO*2 (t) E21N (t) [1 + iIEIN (t) 12] LO (t) 12EIN (t) 12 1 + I 2L 2IEIN (t) 4 (1.29)
Defining a normalized pump field via:
EIN (t)
eIN(t) (1.30)
eq. with the phase optimized 4LO (t) becomes:
2N = dtLO(t)12[ 1 +ILeIN (e(t)4 -( NL eN(t) 2] 2  (1.31)
Because the term in square brackets is non-negative, and monotonically decreasing with
increasing DNLIelN (t) 2, and because 1tLO (t) 12 is non-negative and integrates to 1, it is
obvious that the optimum 4LO (t) 2 must vanish at all times when
leIN (t) 2< maxtleN (t) 2 = 1. For the Gaussian pump pulse in eq. (1.14), this means
14Lo (t) 2 should be a unit-area impulse at t=O, in which case:
C23N = [I + 2NL - NLj 2  (1.32)
Physically, the preceding optimization can be understood as follows. Eqs. (1.12) and
(1.13) tell us that the signal fluctuations are a Bogoliubov transformation in the input fluc-
tuations at any time t, and completely independent of the input fluctuations at all times
other than t. If we were to choose a local-oscillator that was a very narrow pulse at time to
such that g (t) and 1 (t) of eq. (1.13) (with direct counterparts in eq.(1.12)) stayed con-
stant over the pulse duration, then the normalized charge variance as a function of to (min-
imized over the phase-shift) would be:
2 1 (1.33)G2 N(to) = [ +D2NLIeN (to) 4  NLl eiN(to) 2 (1.33)
The normalized variance, which is the Lo (t) 22-weighted integral of eq. (1.33), can be
made no smaller in value than the lowest variance that can be obtained by varying to in eq.
(1.33). The optimal local-oscillator is therefore a narrowly peaked pulse at the time of
maximum signal squeezing.
The maximum squeezing occurs at the peak of the pump pulse, and is:
G2N =  J1 + 2NL NL 2 (1.34)
1
It has an asymptotic expansion which goes down as and has no noise-floor. Note4 D2NL
that this is the same noise variance as the current spectrum one would get if one chose to
drive the fiber with a continuous wave pump. The fluctuation operator in terms of 'DNL is
then:
AEs(t) = exp (iJNL) [(1 + iNL ) ALIN(t) + iNLAEN t (t)] (1.35)
which makes the minimum-noise current spectrum (see eq. (1.8)):
[1 + 2NL NL 2 (1.36)
exactly the same as eq. (1.34). Thus, the best a local-oscillator can do in the instantaneous
interaction case is to perform as well as the CW operation.
Although the preceding analyses are simple and appealing, they rely on an instanta-
neous interaction model which is known to be suspect. Indeed, certain experimentally
observed and classically predicted effects are ruled out in the instantaneous interaction
quantum picture. For example, Joneckis and Shapiro [17] have established that there is no
self-phase modulation spectral broadening in instantaneous interaction quantum theory.
Yet such self-phase modulation spectral broadening has long been observed. Joneckis and
Shapiro go on to show that a finite response time (non-instantaneous) model can reconcile
the observed effects with the theory. The finite response time turns out to be necessary
even when the bandwidth of the input pulse does not approach the reciprocal interaction
time of the nonlinearity. When the interaction between the fiber nonlinearity and the elec-
tromagnetic field is non-instantaneous, different frequencies in the pump input interact
differently with the nonlinearity even in the FWM approximation, and the simple local-
oscillator optimization procedure we developed above is no longer valid.
General formalism and specific fiber FWM results for local-oscillator optimization in
squeezed state observations comprise the topics for this thesis. The remainder of the thesis
is organized as follows.
1.4 Preview
In chapter 2 we build a general local-oscillator optimization framework presuming
known second-order signal field statistics.
In chapter 3 we take a particular generation scheme -- fiber FWM -- and present a
recently proposed model by Haus, Boivin and Klirtner [15] for continuous-time fiber inter-
action. We also choose a specific fiber response and relate it to the Raman noise model
along the lines of Shapiro and Boivin [16].
In chapter 4 we use this model to look at a simple CW excitation of the fiber, and state
the optimal LO for it. We make a comparison between the instantaneous interaction with
the non-instantaneous interaction, identifying a new noise-floor in homodyne detection
occurring at high nonlinear phase-shifts. We also trace the origins to the Raman noise in
the fiber (cf. Shapiro-Boivin [16]).
In chapter 5 we generalize the results of chapter 4 to pulsed interactions, and show that
there is an ultimate floor on squeezing that is determined by the fiber response, the pump,
and the choice of local-oscillator. This is a significant result which sets a limit on FWM
squeezing. In addition we translate some of the constraints imposed by the model to make
a statement about a class of responses. We also illustrate our results for typical pump pulse
excitations.
Chapter 6 alters the course of the thesis towards a slight generalization of the time-
dependent FWM being studied. We demonstrate the predictive ability of the chapter 2
optimization framework by applying it to a spatial dependence in the FWM interaction.
Clear analytical results are obtained for the optimal local-oscillator and a discussion is
conducted of the squeezing improvement by comparing the performance of the optimal
spatial local-oscillator mode with that of the suboptimal modes.
In chapter 7 we conclude the thesis by putting the results in a perspective, and indicate
directions for future work.

Chapter 2
General Local-Oscillator Optimization Framework
The crux of the discussion at the conclusion of chapter 1 was the elegant solution to
the problem of local-oscillator optimization for instantaneous interaction fiber FWM. A
highly peaked (short pulse) local-oscillator timed to coincide with the peak of the pump
pulse minimized the normalized charge variance at any DNL' and obviated the noise-floor
at high N1,NL Essential to the derivation of these results was the fact that the signal fluctu-
ation operator at the output of the fiber was an instantaneous Bogoliubov transformation
of the input fluctuation operator. Thus, the homodyne photocurrent covariance was a non-
stationary white-noise for which local-oscillator optimization was straightforward. The
purpose of this chapter is to establish a general framework for local-oscillator optimiza-
tion, within which cases which do not generate non-stationary white-noise can be handled.
Rather than limit our attention to fiber FWM experiments, we shall consider balanced
homodyne detection of an arbitrary signal field, whose second-order statistics are known,
and seek a procedure for determining the normalized local-oscillator field LO (t) that
minimizes the normalized charge variance ca. In general, signal fields which are
squeezed (i.e., which have 6T < 1) are produced by nonlinear optical interactions. Such
interactions typically have a finite response time (unlike the instantaneous interaction we
assumed in chapter 1) [15],[16], and may involve other noise degradations such as Bril-
louin scattering [7], dispersion and loss [18], or non-uniform nonlinear gains [20]. In cir-
cumstances like these, particular generation models dictate the specific signal covariances,
and the search for an optimal local-oscillator is a non-trivial problem.
To keep the discussion simple, but general enough to highlight the key issues, we
divorce ourselves from spatial variations in the field quantities, and assume that a genera-
tion-scheme analysis is available that provides second-order statistics for Es (t) , the sig-
nal field input to the homodyne detector. This generation scheme may be fiber FWM,
parametric amplification, or some other system.
2.1 Normalized charge variance for general signal statistics
The normalized charge variance can be found from the current covariance via eq.
(1.18) and the normalization condition eq. (1.26), with the following result:
J dt duK. (t, u)
G2-N (2.1)q2fdtEL0 (t) 12
The current covariance as defined through eq. (1.3) is:
K•z (t, u) = (2(t)"(u)) = 4q2(Re[AE (t) EL* (t)]Re[AEs(u) EL* (u)]) (2.2)
Eq. (2.2) can be rewritten as:
K,. (t, u) = q2 (A S (t) AE S (u))ELO* (t) ELO* (u)
+ q2 (AEs (t) AESt (u))ELo* (t) ELO (u)
(2.3)
+ q2 (ASt (t) AES (u))ELO (t) ELO* (u)
+ q2 (A•s (t) AEst (u))ELO (t) ELO (u)
Several observations about the terms in eq. (2.3) permit some simplification. The sec-
ond term can be reduced through the commutation relation for free-field operators:
[AEs (t), AEs(u) ] = 0 (2.4)
[AE (t), As t (u)] = (t - u) (2.5)
to:
q2 ( S (t) AEs
where we have
(AEs st (t) A. s (u))
(AEs (t) AEs (u))
gates. Eq. (2.3) now
(u) ) ELO* (t) ELO (u) = ELO* (t) ELO (u) 8 (t - u)
(2.6)
+ (AEst (t) AEs (u))*ELO* (t) ELO (u)
also used the fact that the normally-ordered covariance
is Hermitian. Next, because the phase-sensitive covariance
is symmetric in t, u, the first and the fourth terms are complex conju-
reduces to:
K: (t, u) = q2 JELo (t) 25 (t- u) + 2q 2Re ( As (t) AE (u) ) ELo* (t) EL* (u) }
+ 2q2Re { (As t (t) AEs (u))EL (t) ELO* (u)}
(2.7)
It is expedient at this point to introduce a simpler notation for the phase-sensitive and
the normally-ordered covariances:
K p ) (t, u) = (AEs(t) AEs(u)) K (n) (t, U) = (A s (t) AEs (u))
and write the normalized charge variance from eq. (2.1) with the use of eq. (2.7) as:
(2.8)
G2N = +2 2fdtfduK (n) (t, u) Lo (t) LO* (u) (2.9)
(2.9)
+ 2RefdtfduK(p) (t, u) 4Lo* (t) LO* (u)
where we have used the property that the normally-ordered covariance is a positive semi-
definite Hermitian function of t, u, and 4LO (t) is the normalized local-oscillator field as
introduced in chapter 1.
2.2 Framework construction and optimal local-oscillator description
It is not very obvious from eq. (1.8) what the optimal local-oscillator should be. There
is a transformation, however, that makes clear how one might determine the optimal local-
oscillator. Suppose the covariances are expanded in terms of their real and imaginary
parts:
K (t, u) = KR (t, u) + iK (t, u) (2.10)
K (n ) (t, u) = KR(n ) (t, u) + iKl(n) (t, u) (2.11)
and that the local-oscillator is mapped to a 2-D vector comprising its real and imaginary
parts:
Re { LO (t) }
M(t) = (
Im { 5LO (t) )
Then the normalized charge variance acquires an inner product structure:
G2N = 1 + 2fdtfduy(t) K (t, u) y (u) (2.13)
where:
K(t, u) = (t, u) + KR (n) (t, u) K (t, u) + K (
) (t, u)
(2.14)
The matrix K (t, u) is a symmetric real-valued matrix function of t, u, because of the
symmetry properties of K (t, u) , K (n) (t, u) . Thus it has orthonormal vector eigen-
functions and real eigenvalues satisfying:
JduK(t,u) (i(u) = ioi(t)
fdtci (t) D j(t) = 8
(2.15)
(2.16)
1Because a 2 > 0, we have that: X' -2 ; the optimum local-oscillator 4zo (t) in its com-N 2
2.12)
ponent form is:
Re {1LO (t) }
= Dmin (t) (2.17)
Im {tLO (t)
where Dmin (t) is the solution to (2.15), (2.16) with minimum associated eigenvalue
min ;and:
G2N = 1 + 21min  (2.18)
is the optimum normalized charge variance achieved with this local-oscillator choice.
2.3 Approaches to find the optimal local-oscillator
On a purely computational level, we might ask if we have made a headway by posing
the problem in a new guise. At the very least, a clear separation of the problem has been
achieved. Any optical system can be imagined to function as the signal generation
scheme, and regardless of how complicated a normally-ordered and phase-sensitive cova-
riance it produces, we know for certain that there exists a local-oscillator to minimize the
charge variance.
We will quickly overview the possible courses we can adopt to go on from here, and
present in a condensed form some of the techniques that exist for problems like these. If
we are content with a purely numeric result to our optimization problem, standard tech-
niques like discretization in time followed by computation of eigenvectors using matrix
methods can be used. That certainly is a path which will let us numerically compute the
optimal local-oscillator [21] for any generation scheme. Also, since we do not really need
to know the eigenvalues other than the minimum, it might be best to specialize and reach
for variational techniques that allow that eigenvalue and associated eigenvector to be com-
puted. There is a body of literature [21], [22], that deals specifically with such issues, and
certain robust algorithms exist for computations like these.
Moreover, the existence of an orthonormal basis of eigenvectors also creates a useful
opportunity to choose instead of a discrete time approach, an approach that uses a finite
basis of orthonormal vectors chosen intelligently to be as close to the actual basis as can
be guessed, and then the kernel matrix can be projected onto the basis to get a finite order
matrix whose eigenvalues and eigenvectors are computed [21]. In all of the numerical
methods, the trade-off between accuracy and computational prowess has to be balanced.
These observations are handy if a numerical solution is our eventual aim. Our goal,
however, is to gain some insight from the matrix formalism. As we go through the rest of
the thesis, we will allude to our framework in this chapter to address and support some of
the findings we present.
Chapter 3
The Non-instantaneous Interaction Model for Fiber
FWM
As mentioned in chapter 1, this thesis specializes its optimum local-oscillator develop-
ment to squeezed state generation via fiber FWM. In this chapter we introduce a non-
instantaneous interaction model for fiber FWM. Among the various efforts [17], [23], [24]
to find a model for non-instantaneous interaction in optical fiber, the model by Boivin,
Kirtner, and Haus [23], is probably the best. It is a continuous time treatment that properly
preserves commutator brackets and includes the necessary Raman noise source. The
Boivin, Kairtner, and Haus model addresses the full self-phase modulation case. In later
work, Shapiro and Boivin [16] specialized this model to CW fiber FWM. We build on the
Shapiro and Boivin model by generalizing it slightly to include pulsed FWM. Note that
only the n2 interaction is modeled: group velocity dispersion and loss are ignored, i.e.,
they are assumed to be negligible.
3.1 The Haus-Boivin-Kairtner model in FWM regime
In the notation of chapter 1, the signal field fluctuation operators are related to the
input fluctuation operators and the strong pump pulse by:
2 i^) ( t) EIN ( t) + AEIN (t)
[iLh(t(-r) EIN( )2r + iLh (t - ) EIN* ( ) IN (r ) EI N (t ) d t
+ iL h ( t - t) EIN (t) AEINt (t) EIN (t) dT
(3.1)
where h (t) is the real-valued, causal, non-instantaneous impulse response of the Kerr
effect in the fiber. For comparison, the instantaneous interaction model would have
h (t) = x8 (t) . In the non-instantaneous interaction model we have K = H (0) , where
H (0) = fdt [h (t) eiot] (3.2)
is the frequency response associated with h (t).
In eq. (3.1) E (t) is an Hermitian noise operator that commutes with AEIN (t),
AINt (t) , and has zero-mean Gaussian statistics with symmetrized correlation:
( (t) • ( (u + ( ) (t)) = H () coth(lco/2kT)cos [o (t- u) ] do (3.3)
where H (to) = Im { H (o) } . Physically, E (t) originates from molecular vibrations in
the fiber, thus it represents the noise due to Raman scattering. As we can see from eq.
(3.3), not only does the noise depend on the imaginary part of the nonlinear index of the
material, i.e., the energy conversion between the electromagnetic field and the medium, it
also has a temperature dependence through the coth(•(w/2kT) term. At higher tempera-
tures this term has a greater contribution at each frequency, and is indicative of heightened
molecular vibrations. The overall effect of the noise source is to mask the signal noise at
all frequencies and temperatures, and hence reduce squeezing.
The Raman noise operator has the following commutator:
S(t), (u) ] = -i Hi () sin [m o(t- u) ] (3.4)
This commutator preserves the commutators of the field operators as they propagate
through the medium. In order to ensure a self-consistent theory, the only additional
requirement we must impose is that Hi (0o) be non-negative for 03 > 0.
3.1.1 Relation of the Raman Gain to H i (CO)
Hi (to) is closely related to the Raman gain [25],[26] of the medium, as it determines
the rate of growth of the signal fluctuations because of the conversion of pump photons to
signal photons through interactions with the medium. The exact relation between the low
frequency Raman gain and Hi (co) as derived by Shapiro and Boivin [16] is:
2Hi ( At)A a3( )2H(A)A = Go a(Ato) + b (ACo) ) (3.5)
p
where various parameters in eq. (3.5) can be found in ref. [16].
At this point it is relevant to note that certain stringent limits are placed in choosing a
model for the fiber response h (t) . These arise from the requirements
H i (o) Ž 0 for o > 0 in conjunction with ( (t)) <oo Both Hi (o) and
coth(A o/2kT) are odd functions and both remain positive for positive frequencies with
coth(TAo/2kT) asymptotically going to 1 as co - oo. Thus, applying (02 (t)) < oo in eq.
(3.2) we see that H i (co) must be absolutely integrable. In other words, for a proper model
we have to choose a causal real-valued h (t) whose fourier transform has an imaginary
part that obeys:
Hi (o )  0 for o >0, J dJHi (o) <o (3.6)
There still is some freedom in the model because the exact form of the response func-
tion is not given, only some conditions it has to meet. Next we deploy a response, origi-
nally used by Boivin-Haus-Kiirtner, that matches the real fiber parameters for response
time and self-phase modulation coefficient and justify that it meets all the requirements
laid down so far.
3.2 Two-pole fiber response
Experimentally, it is known that the fiber response takes time delays on the order of 1-
100fs. The CW response has a Kerr coefficient given by ic, which therefore equals H (0) .
Also, the link between the Raman gain and Hi (co) puts strict condition on the slope of
H i (0c) at co=0. We need to have enough parameters in the response to satisfy the criteria
just mentioned. The simplest one that does so is a two-pole response of the form:
2 
-- th (t) = e  sin •[( F2/4) u (t) (3.7)
KH"2( 02 _ O2 ) + ilCa2OF
H(o) = 2)2 + o2 F2  (3.8)
SQ 02 2 + (2r2
Assuming a response time of 1 fs, we have F = 2.1015 s-1, and using the values of phys-
ical parameters like the mode area A of 2.33x10-11 m 2, pump wavelength cop corre-
sponding to 795 nm wavelength, and the slope of H i (co) at )=0 from Shapiro-Boivin
calculations [16]:
Hi' (0) = 2.05x 10-36 s2/m (3.9)
we have:
K = 2.71x 10-21 s/m, and the resonance parameter Q2 = 1.626x 10-15 s-1.
We can see from eq. (3.8) that Hi (co) is positive for positive frequencies and goes
1down as - for o >> 1 which means that it is absolutely integrable.
3.3 Verification of the FWM approximation
Since we cannot be sure apriori that FWM is a valid approximation to work with, we
should be careful to stay within the range of pump powers and fiber lengths that character-
ize experiments involving squeezing of pulses. We are interested in applying our local-
oscillator optimization to experiments like Bergman and Haus [7], which typically have
fiber loops 25 meters long and peak pump intensities of Watts.
The main disparity between quantum self-phase modulation and quantum FWM is the
decay of the mean-field amplitude as the pulse propagates through the fiber. We need to
establish what constitutes a strong pump regime, i.e., minimal mean-field decay, and here
a certain degree of arbitrariness can be exercised. To keep a conservative outlook, any
mean-field decay of greater than 1 dB will be considered prohibitive to FWM. To under-
stand the decay, one looks at the full SPM mean field result [16]:
E_ 2 dt [exp [iLh (t - ) ] - E1] IEi (r) 
2
(Es (t)) = (0))ee EIN(t) (3.10)
The noise term contributes to the decay, and implies that for a dB of decay, one
requires a fiber length of:
log (e) [ H i (c) coth('1ho/2kT)do] (3.11)
where we have assumed that the term:
dr [exp [iLh(t-r)] - 1]E. (C)12
e (3.12)
has a negligible decay at the lengths concerned. Typically the decay length from eq. (3.11)
is around 30 km for the two-pole response, with T=O K. Expression (3.12) is on the order
of e-10-lo for this fiber length and a 1 ps pump pulse of peak intensity 1 Watt, confirming
our guess that it causes comparatively insignificant decay. At higher temperatures the 1 dB
decay length shrinks, but stays well above the experimentally accessible range. Since the
mean-field decay has no dependence on the pump intensity and increases at higher fiber
lengths, higher phase-shifts Q~NL are best achieved by shorter fibers and higher pump
intensities.
Now that we have constructed a response which is physically relevant, and know that
our approximation is valid in the regime of interest -- 25 meters long fiber and peak pump
intensities on the order of Watts, the noise computations can be begun.

Chapter 4
Continuous Wave Local-Oscillator Optimization
The simplest pump that can be used to drive a nonlinear medium is a CW pump, and
this, as we saw in chapter 1, has a white-noise spectrum for an instantaneous fiber interac-
tion. For a non-instantaneous interaction, there is a simple extension to the instantaneous
case, with the twist that now the fluctuations have both a linear transformation through the
fiber response and a thermal noise exacerbating the phase noise.
4.1 Non-instantaneous interaction with CW excitation
In the linearized regime of FWM, eq. (3.1) with a coherent state CW pump of average
amplitude J, becomes:
AEs (t) = e i LIIN + iLIINfh (t - r) AIN (T)dt (4.1)+ iL t T)AE t" T)t
This represents a linear time-invariant transformation from AIN (t) ,AEIN (t) to
AEs (t) ,AEst (t) and an added noise term. Because the inputs (including the additive
noise) have stationary statistics, so will the outputs. We naturally select the frequency
domain as the domain of choice to carry out optimization, because there the signal fluctu-
ations are uncorrelated between different frequencies. We cast aside the pure phase term,
e IN, in eq. (4.1), as it can be made a part of the local-oscillator phase ei¢ . Fourier
transforming the fluctuation operator, we get:
iJi0 (ow) + [1+iLIINH(o)]AEIN(0)
Es(() = (4.2)
+ iLIINH (o) AEIN (-)
4.2 Frequency domain representation of noise
Just as in eq. (1.24), spectral calculations are best done in terms of a peak nonlinear phase-
shift:
DNL LIIN (4.3)
which requires us to normalize the fiber response to:
h(t) = Kg(t)
H(o) = KG (m) = K [Gr(0) + iGi(0)] (4.4)
The normally-ordered and the phase-sensitive spectra defined as:
S (n) (C) = fdTK(n ) (t+,, t) eim
(4.5)
S ((0) = fdrK (t +i, t) e ier
turn out to be the following:
S (n ) (0) = yNL (G i (o) coth(h•/2kT) + Gi (0)) + D2 IG (O) 12 (4.6)
() (c) = ONL (-Gi ((o) coth (hm/2kT) + iGr ()) - IG (0)I2 (4.7)
The signal has a center frequency of co = 0 and homodyning assumes a local-oscilla-
tor at the same center frequency as the signal field. We, therefore, choose a CW local-
oscillator as follows:
ELO (t) = ,JLOe i' (4.8)
and optimize 0 at the o we want to observe. We then measure the noise at the phase-opti-
mized co and get:
SN( ) = 1+2Ev[S( n ) (0) -2IS ( P) (co) (4.9)
where Ev represents the even part of the spectrum.
Substituting eqs. (4.6) and (4.7) in eq. (4.9) we get:
1 + 2DNL [Gi (w) coth(Aho0/2kT) + DNLIG (0)) 12
S N (0) (4.10)
-2DNLAJ[Gi (w) coth(1hm0/2kT) + DNLIG (0) 1212 + G2 ())
Ordinarily, the CW pump, CW local-oscillator case 'measures' SN (0)) by using a
spectrum analyzer on i (t) and the minimum noise is obtainable by tuning over the ana-
lyzer frequency. However, the CW and pulsed analyses can be unified as follows: assume
a CW pump, calculate a 2N (the normalized charge variance) using:
r cos (St ) It, <
LO (t) = - ) Itl (4.11)
Y 0 elsewhere
with 4 arbitrary and T -- oo. 4 optimization will yield the same normalized charge vari-
ance as the spectrum of eq. (4.10).
The subtle difference between the present CW pump, CW local-oscillator non-instan-
taneous case and the instantaneous response pulsed case is that here we are faced with a
transformation which is not a Bogoliubov transformation, so the simple peak gt, 6 argu-
ments do not apply. The optimal frequency for a given IQNL depends on both the particu-
lar response function chosen and on the temperature of the fiber.
4.3 Noise spectrum for the two-pole response
Given the temperature T of the fiber, eq. (4.10) shows the effect that a general fiber
response has on the noise at different frequencies. The Raman noise comes in through the
term:
Gi (0) coth(hco/2kT) (4.12)
which peaks near the peak of Gi (0) . Fig. 4.1 plots Gi (0) and displays its peak at
= 1015 rad/s. The degree of squeezing depends on the relative magnitudes of Gi (a0) and
Gr (Co) with greater squeezing resulting at the frequencies which have higher IGr (to)
compared to Gi (co). The explanation behind this observation is that higher IGr (0o)l
stand for a stronger Kerr-interaction and higher squeezing, whereas high Gi (to) imparts
more Raman noise.
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Fig. 4.1 A comparison of the real and imaginary parts of
the Fourier transform of the normalized response function.
Fig. 4.2 shows SN (o) vs. co for T=0 and T=300 K at (tNL = 1. At a given temperature,
squeezing is better at low frequencies with higher Gr (o)l and smaller Gi (o) . The
spectrum reaches the shot-noise level, SN (o) = 1, where Gr (o) = 0 and no Kerr-inter-
action exists. Also evident from Fig. 4.2 is the variation of squeezing with temperature,
with squeezing getting worse at all frequencies as temperature rises.
The special case of co = 0 has been investigated by Shapiro and Boivin [16]. Because
of the discontinuity in coth(-tco/2kT) at co = 0, eq. (4.10) reconfigures to become:
S, (O)  2k G(O) +N (4.13)
- 0NL  Gi' (0) + AN + 1
There is an explicit temperature dependence here, and at T=O the spectrum reduces to the
instantaneous model of eq. (1.36). As a consequence, the leading term in the asymptotic
1
expansion of SN(O) is 4 , and SN(O) decreases monotonically at high QNL. At
non-zero temperatures, the leading term changes to 2kTGi' (0) /MNL which is consider-
1
ably higher than - . This is a purely Raman induced noise, which has an ostensible
presence at all frequencies, and its effect is to block the squeezing performance.
10- 5
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Fig. 4.2 CW spectrum vs. frequency for the two-pole
response. Comparison of T=0 K and T=300 K spectra for
DNL = 1 rad.
S ( o) /dB
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Apart from these remarks which depend on the exact frequency and temperature under
study, we would like to find any ultimate limits imposed on the spectrum as higher ~NL
are approached. We must first ascertain that this limit is not unrealistic. The peak pump
intensity required to give us a vDNL of 1 rad is:
PIN =  ApIN=l - cL (4.14)
For L=25 meters, we get QNL = 1 rad when PIN = 2.75 Watts. Pulsed pumps can have
peaks much higher than this, thus phase-shifts greater than 1 are achievable.
4.4 Asymptotic expansion of the noise spectrum
We continue the analysis in the vein of eq. (1.22), in the limit of DNL > 1 , expanding
eq. (4.10) in an asymptotic series:
SN (O) =
1 - Gr (O) /IG (o) 2
1
+ 2Gi (to) coth(ho/2kT)x
INLIG (0) 1
G (c) coth2(Uco/2kT) + G( )
+ 6()1 G i (tc) coth 2O-(10/2kT) + G () x
40Q2 G (o) I
[-5 G (o0) coth2(ho/2kT) + G2 (0))]
+---------------
(4.15)
The noise pattern away from cO = 0 is rather different from what Shapiro and Boivin [16]
discussed. Now we come across a lowest achievable noise as QNL -+ oo because it is no
longer true that Gr (o) = IG (co) = 1 at o > 0. The term independent of DNL in eq.
(4.15) represents that noise-floor and it equals the shot-noise level of 1 for those co which
have Gr (cO) = 0. The next few terms in the expansion basically determine the rate at
which the floor is approached. In particular, higher temperatures mean a decelerated
decline of the noise with 1 NL and higher magnitudes of Gi (0) have the same effect. On
the other hand, a larger magnitude of Gr (O) has the effect of making the floor lower
through the term independent of NL' but simultaneously arresting the approach through
1
the next term in
•NL
4.4.1 Noise-floor for the two-pole response
If we take the two-pole response as the fiber response model and plot the squeezing at
some selected frequencies against D NL' as in Fig. 4.3, the trends outlined above are visi-
ble. Close to the peak of Gi (0) , around o = 1e 15 rad/s, Gr (o) is very small in mag-
nitude, and this amounts to both the noise-floor rising up through the ratio
Gr (o) /IG (0) 12 and the rate of decline of the noise with 4NL becoming slower because
of the peaking of Gi (0) . The w = 0 plots show no flattening out except that the T=
300K plot slopes down much slower than the T=0 plot as the remarks following eq. (4.14)
emphasize. The T=0 slope is =-20 dB/decade in the log-log plot of Fig. 4.3, whereas
the T=300K plot goes only as = -10 dB/decade. The Co = le15 rad/s plot, however, has
a base. If we use the floor terms from eq. (4.15), it evaluates to -2.226 dB for the response
we have, which is exactly as it appears in the plot. Since the relative magnitudes of
Gi (w) and Gr (0) change appreciably only after o = le 14 rad/s, the floor for fre-
quencies lower than this is negligibly small and the squeezing essentially follows the
0) = 0 plot at least to the NL shown. As the electronically observable bandwidth is
about 10 GHz, the noise-floor is a phenomenon undetectable in the CW case, two-pole
response.
To recapitulate, we have made a quantitative analysis of the noise spectrum for CW
case in this chapter. We have also obtained clean limits to the high DNL squeezing and the
factors that cause it to be retarded. These insights will reappear in a different form in the
next chapter where we generalize the results to a pulsed pump interaction and obtain limits
of similar nature.
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Fig. 4.3 Squeezing floor and decay vs. nonlinear phase-
shift at different frequencies and temperatures
Chapter 5
Local-Oscillator Optimization for Non-Instantaneous
Pulsed FWM
As a point of departure for the pulsed interaction, we may begin by elaborating on eq.
(3.1) more thoroughly. We have not yet had a reason to attach any significance to the pres-
ence of the pump pulse inside the superposition integrals in this equation. It turns out that
the pump pulse has a very profound influence on the noise behavior. For the CW case con-
sidered in chapter 4, the normally-ordered and phase-sensitive field covariances were sta-
tionary, because these were convolution integrals relating AEJN(t),AEIN (t) to
AEs (t) ,AEst (t) . With a pulsed pump, however, the input operators are multiplied by
the pump pulse both before and after their being convolved with the fiber response. In the
frequency domain this leads to a mixing of frequencies, which produces correlations
between frequencies such that the output signal's covariance is no longer stationary either
in time or in frequency.
We can easily derive the signal covariances of eq. (2.8) for the eq. (3.1) FWM model
in terms of a general response h (t) and an assumed state for the input fluctuations. Let us
assume that the input fluctuations are in a vacuum state:
(AIN (t)AEIN(u)) = 0 (5.1)
(AEIN(t) AEI (u)) = 0
Then with the aid of eq. (3.1) and its Hermitian conjugate, we can readily compute the
output signal covariances. Without the loss of generality we shall ignore the chirp modula-
tion term in eq. (3.1), because during optimization it can be absorbed in the local-oscilla-
tor phase, as can be seen from eq. (2.2). The output signal covariances are:
SfHi (0CO) coth(-hco/2kT) cos [ co (t - u) ] dw
+ -L[h(u-t) -h(t-u)]
+ L 2 h(t-) 1)h(u-T) EJN () 12dr
(5.2)
EIN* (t) EIN (u)
L
2CT Hi (co) coth(hco/2kT) cos [ co (t- u) ] dco
+ 2L [h(u-t) +h(t-u)]2
L2fh (t -,r) h (u -rT) IE (T) I 2d J
EIN (t) EIN (u) (5.3)
The rest of the thesis adheres to the assumption that the fluctuations are in a vacuum state,
so eqs. (5.2) and (5.3) remain the basic covariance expressions.
The kernel matrix of eq. (2.14), in terms of the normalized functions and parameters,
becomes:
DNLg (U - t)
NLG (o ) coth(o/2kT) cos [ co(t- u)] do)
+24 2fg (t-,t)g(u-t) e2 (r)dr
eIN (t) elN (u)
(5.4)
In principle, we need only find the minimum-eigenvalue eigenfunction of eq. (2.16) with
the kernel of eq. (5.4). However, as described below, we shall take a more circuitous, but
more insightful route.
K (n) (t, u) =
K kP)(t, u) =
K(t,u) =
QDNLg (t- u)
tp) ( t, u) 
=
The earlier cases of instantaneous response (chapter 1) and the CW pump (chapter 4)
were first analyzed for an optimal local-oscillator which then enabled statements about the
noise at high nonlinear phase-shifts. Those were tight lower bounds on the achievable
noise performance and there existed local-oscillators that actually met those bounds at all
DNL' Such statements are very tough to make for the kernel of eq. (5.4), because it does
not admit to an obvious analytical form for the optimal local-oscillator, or even a non-triv-
ial noise bound at all nonlinear phase-shifts. A viable strategy, which we shall take, is to
search for a lower bound on a2, the normalized charge variance, and then look for local-
oscillators which approach that bound. Implicit in this argument is the dependence of the
bound on the response function and the pump profile.
Following our experience in the CW case, and given our interest in high NL I, strong
squeezing, we will make an asymptotic expansion of o2 and optimize its behavior by
appropriate local-oscillator choice.
5.1 Asymptotic expansion at high nonlinear phase-shift
The investigation of this limit begins with eq. (2.9). First we assume that the local-
oscillator has the form:
4LO (t) = PLO (t) e iO  (5.5)
and choose the constant phase < to make the phase-sensitive term in eq. (2.9) a negative
2
real quantity. The phase optimized charge variance, 3 N , is then:
G2N = 1+ 2fdtfduK (t, u) PLO (t) PLO* (u)
(5.6)
-2 JdtfduK(P) (t, u) PLO* (t) PLo* (u) I
We can compute this charge variance for the Haus-Boivin model by substituting eqs.
(5.2) and (5.3) in eq. (5.6):
N = 1+2 dtfdu
-2 fdtdu
--NL
2n S
+ I [g(u2 NL[g(u- t) -g(t-u)]
+ i  g (t -g(- (u-Tr)g [e (t) 2 d
Gi (o) coth(hzo12kT) cos [o (t- u)] do)
+2 NL[g(u-t) +g(t-u)]
- _NL fg(gt )g(u- ) leiN(T)12dt
do)
I
x eN* (t) PLO (t)
x eIN(U) pLO* (U)
x el (t) PLO* (t)
xelN(U) PLO* (u)
(5.7)
2At high phase-shifts QNL > 1, so the dominating terms are those in D, . We single out
2
the coefficients of DNL from the normally-ordered and the phase-sensitive terms above,
S2= dtjdu, (t) * (u) dg(t-T) g(u -) eN (T)
- dt duyV*(t) yV*(u) fdrg(t-,)g(u-,) eiN() 12 1
(5.8)
where: l (t) = eN* (t) PLO(t)
Next we assert:
fdt dur (t) y* (u) dg (t-r)g(u-T) eN (c)
(5.9)
Slfdtfdux* (t) *f (u) fdTg (t -)
Proof:
The normally-ordered coefficient (LHS) can be expressed as:
g(U--T) eIN (T) 121
NL27D Gi (o) coth('hGi2kT) cos [ o)(t - u) ]
2n
Jdt duV (t)y•* (u) drg r)g(-•)g (-) eI ()'1 2
= IdrJe, () 1 [f g (t - 2) (t)] [I g (u-) (u)du]* (5.10)
= Jde eIN () 2 [g (t -_) (t)dt] 2
Similarly, the phase-sensitive coefficient (RHS) can be written:
dt duy* (t) y * (u) fdg (t - T) g (u - T) leIN (T) 12
= d'lelN() 2 g(t- (t) 2 
(5.11)
Applying the triangle inequality to eq. (5.11), the assertion becomes clear.
This result has a direct impact on the limit calculation. We can apply the triangle ine-
quality to the phase-sensitive term in eq. (5.7) and state:
f dt du
SNLG i (w) coth(ho/2kT) cos [0 (t- u) ] do
2c f
+2 NL[g(u-t ) +g(t-u)]
- 2L g (t -_T) g (u - )eN ()Id 2d
lJ dt duJ dtJd rg(t- z)g(u -,) leI (N)[* (t)y* (u)
2 G i (o) coth( ho• /2kT) cos [ (o (t - u) ] d(
+ dt du 2*(t) * (u)
(5.12)
and similarly the normally-ordered term is subject to:
W* (t) W* (u)
I- - - ·
DLJGi (c) coth(hm /2kT) cos [ (t - u) ] do)
+ [D g (t-) g (u -r t) e- gN (t u) I dt
+NL f ) 8 IN 2ds
SW(t) * (u)
L dtj duj dg (t- ) g (u- ) e,(x)1 2 * (t) , (u)
2 Gi d( o' ) coth(m /2kT) cos [0 c(t - u) ] d (
(N+ [g(u-t) 
-g(t-u)]
L_ ~ 2
(5.13)
from which it follows that:
O•-2 1 + + fde 12[f(t)(t) (5.14)
-I d eIN () 12 [g (t- _) yN (t) dt] * +O N
where O (DNL) terms are of order DNL or lesser.
Eq. (5.14) shows the effect of a local-oscillator choice on the noise behavior at high
2
DNg. From eq. (5.9), the term in D NL is non-negative. If a fixed local-oscillator is chosen
for which the coefficient of Q~NL is a positive quantity, then as DNL grows, o 2 eventually
blows up because of this term. Therefore, the optimum local-oscillator must depend on the
particular DNL' and keep decreasing the coefficient of (QDL with increasing Q•NL At
higher and higher ,NL, this coefficient must go towards 0.
2The convergence of the QNL coefficient to 0 does not imply that a local-oscillator that
makes this term 0 is the optimal one at a given 4DNL' because the other terms can still off-
set this reduction in ao. The purpose of the argument above is to allow us to surmise the
limits on o2 at high DNL and possibly deduce a limiting form of the function towards
which the local-oscillator tends as higher uNL are approached.
Sdtf du
-- -
" '
There is one more observation we need before we can state an interesting result. From
eq. (5.7) we see that we can replace the pump by a non-negative real function, because the
only place where pump phase matters is in the product y (t) = eJN* (t) pLO (t) . There-
fore the pump phase can be completely absorbed in the local-oscillator phase. Without
loss of generality, therefore, the pump term elN (t) will be assumed to be real and non-
negative.
Now we can show that at high nonlinear phase-shifts, with elN (t) 2 0, the optimal
local-oscillator, PLO (t) , tends to a constant phase function.
The coefficient of (DL2 in eq. (5.14) is non-negative from eq. (5.9). It is zero if and
only if V (t) is real to within a constant phase (triangle inequality). If Ay (t) has a given
2time-dependent phase, then the coefficient of DNL is non-zero in eq. (5.14) and Q~NL can
2be made arbitrarily large to make the value of oa be any positive number. This implies
that as DNL increases, the optimal local-oscillator must adjust its phase to become closer
to having a constant phase.
Having established the above asymptotic condition on optimal local-oscillator, we
shall assume a local-oscillator of the form: PLO (t) = M (t) ee , with ý (t) real, and min-
imize a4 as a function of 0. We start with:
2 2 2N (0) = 1 + 2 [A N, + A2 NL (1 - cos20) + 2 BDNLsin2O (5.15)
where:
Al f dtfdu -fdolGi (o)) coth(-W/2kT)cos [ o (t - u)] eJN (t) elN (u) r (t) r (u)
(5.16)
A2 = du dt (t)g(t-u)e (t) ) eN (u) (5.17)
B = du dt(t)eN (t)g (t-u) (u)ejN(u)
(5.18)
= dudt(t) eN (t) ge (t-u) (u) eN(u)
ge (t) being the even part of the response function.
We optimize over 0 to get the lowest possible noise for a real ý (t) , and then expand
in the powers of DNL with the following result:
2 B2  B2A B4 A- 22
N(NL) = -- + 6 +----------- (5.19)
A 2  A2~NL 4A 2NL
The noise-floor, a term chosen to describe:
2
lim •n (5.20)(DNL -_  0 N2
determined by the INL independent terms in the expansion, can be made zero if 2r = 1.
2By a method similar to the one employed before in proving eq. (5.9), it can be shown that
B2 A2 . IBI can be written as:
BI u= fd dt((t)e,(t)g(t-u)(u)e (u)(5.21)
S(fdtý2 (t) )1/2 [fdu( dt (t)e(t) e(t) g (t - u) 21 (u) )  1/2
= [fdu(dt (t)eN(t)g(t-u) )2N(u)] 1/2 = A2
Equality holds if and only if
fdueN(t) g (t - u) e(u) (u) = (t) (5.22)
for some non-zero X and ý (t) .
We have come to another Fredholm equation. If a solution to eq. (5.22) can be found
for a given pump eN (t) , and a response g (t) , then we know that at high phase-shifts,
the noise-floor can be eliminated. Let us first check if this condition makes sense for the
simple cases we have already analyzed. For an instantaneous response, eq. (5.22)
becomes:
e2N (t) (t) = , (t) (5.23)
which is the same as saying that a narrow pulse timed wherever eIN (t) • 0 should get rid
of the floor. This is indeed true if we look at eq. (1.33) which has no noise-floor at any to,
although the optimal local-oscillator must coincide with the peak pump intensity. We won-
der if such a nice result exists for all g (t) .
The two-pole response is illustrative of what happens in those situations in which
g (t) arises from a finite number of poles and zeros and has no impulsive part in it, unlike
the instantaneous response.
For the two-pole response, g (t) = 0 for t • 0. The kernel of the Fredholm equation
in eq. (5.22) is then a strictly causal kernel or a Volterra kernel, i.e.,
eIN (t) g (t - u) elN (U) ý (u) = 0 for t • u. Theorem 5.3.3.3 of ref. [27] states that for a
strictly causal operator A, and for every non-zero k, the operator ,I - A is invertible. So
no non-zero k exists for which eq. (5.22) can be satisfied.
This does not in and of itself mean that the noise-floor is not removable, but it would
be interesting to know if we run into a problem like this only for the two-pole response we
chose or if there is a statement hidden in the constraints placed by eq. (3.6) on the
response, that makes g (0) = 0 for some class of allowed responses. We already have
that g (t) = 0 for t < 0 from the causality of g (t) .
As it turns out, the absolute integrability and phase requirements on Gi (wo) imposed
by eq. (3.6) are quite binding on g (t) . For a real causal g (t) , the Fourier transform's real
and imaginary parts are a Hilbert transform pair, and it can be shown that as long as the
Laplace transform of the response is a rational function of two polynomials in the trans-
form variable s, and satisfies eq. (3.6), there must be exactly two more poles than zeros of
G (s) .
Proof:
Z(s)Part 1: If G (s) = P (s) is the Laplace transform of a real function g (t) ,
G (s) = g (t) estdt (5.24)
where P(s) = sp +ap sP-l+ ------- +a 0 , Z(s) = s +bzs ------- b , .t.
p > z + 1, and G (o) has an absolutely integrable imaginary part, Gi (o), then
p z+2.
Proof of part 1:
The assumption p 2 z + 1 ensures that the response function has no impulses or its
derivatives. iGi (o) is the Fourier transform of the odd part of the real function g (t) .
The Laplace transform of the odd part is thus:
1 1
go(t) = 1[g(t) -g(-t)] <- G, (s) = [G(s) -G(-s)] (5.25)
where
Gi(o) = G o (ico) (5.26)
which implies
1 [Z (s) P (-s) -Z (-s) P (s)] (527)
2 P (s) P(-s)
The order of the numerator in eq. (5.24) is at most p+z and that of the denominator is
1
2p. If Gi (co) is to be absolutely integrable, then it must decay at least as fast as -(. This
requires that the order of the denominator be at least two greater than that of the numera-
tor. If p 2 z + 2, integrability is assured. Assume this is not so, that is, p = z+1. Then the
p+z power terms in the numerator of GO (s) must cancel to achieve the requisite condi-
tion. But this is impossible if p=z+1, from the form of Go (s) : it requires
sZ(-s)P- (-s)ZSP = 2 (-1)z+ ls 2 z+ 1 = 0. Hence p z + 2 if Gi(o) is to be abso-
lutely integrable.
Part 2:
If Gi (to) for a real, causal g (t) satisfies:
Gi (o ) >0 for co>0, f 1 Gi (o) < coo (5.28)
and G (0) > 0, then the number of poles must be exactly two greater than the number of
zeros in G (s) .
Proof:
For this, one needs to look at the frequency dependence of the phase of G (0) . The
phase is given by
arg [G() ] = nrt + arg (j - zi) - arg (jo - pj) (5.29)
where pj and zi are pole and zero locations on the s-plane respectively. The term nit
ensures that G (0) > 0. According to our convention for Laplace transform (see eq.
(5.24)), the poles are in the right half-plane, since g (t) represents a causal, stable
response, and the zeros can be anywhere on the s-plane. All the poles and zeros must
appear in complex conjugate pairs, or be on the real axis.
By eq. (5.28), the phase must also be bounded by 0 • arg [G () ] • 7t. In the limit
S-• 0oo, the poles change the phase from their o = 0 values by a total of p and zeros,
at the most, by phase of . If p > z + 3, then arg [G (w) ] must change by 3-2 2
This violates the phase condition needed to be satisfied, and implies that p 5 z + 2. From
part 1 of the proof, we have that p 2 z + 2, so it must be that p=z+2.
An implication of the above result is that for responses with rational transfer functions,
the initial value theorem for Laplace transforms of causal functions (satisfying eq. (5.28))
implies g (0) = 0. This is clear by the following argument:
g(0) = lim = lim 1/s = 0 (5.30)
S ---> S -* 00
precluding a pure exponential of the form Aexp(- u (t) from being a valid fiber
response because it is non-zero at t = 0.
Implications for the limiting squeezing become clear. There does not exist a local-
oscillator that can take the noise down to 0 asymptotically, at least for the class of fiber
responses with rational transfer functions. Once again, we are confronted with the possi-
bility of a floor we cannot remove. This bears resemblance to the CW case non-instanta-
neous response with to # 0. The difference is that here the exact pump profile and the
local-oscillator chosen determine the floor. For each pump pulse, the floor can be deter-
B2
mined by a maximization of the objective function ~ . A condition for this maximization
2
can be found by functional differentiation of the objective function, but the resulting con-
dition is non-trivial to solve for the optimal local-oscillator. A more practical method
would be to maximize the objective over a subclass of square integrable local-oscillators.
A parametric Lagrangian scheme might be suitable for that purpose.
We may also want to know how the rate of approach of the noise-floor depends on the
choice of local-oscillator. Just like in the CW case, in which different frequencies had dif-
fering rates at which the floor was reached at high QVNL, similar issues may come up for
the pulsed case.
5.2 Specific pulsed excitations
The results from last section can be put on a clear footing by evaluating the full FWM
squeezing for some of the pulse excitations that have experimentally been used and com-
paring the squeezing for different local-oscillators. Agreement between the full FWM
results and the limiting cases will confirm the behavior of squeezing at high 4 NL, and
help us identify the significance of each term in the approximation.
The most commonly used input to the fiber is a Gaussian pulse, as in the experiments
by Bergman and Haus [7]. This presents analytical difficulties with some of the covariance
terms in our calculations, but can be numerically evaluated to high accuracy using Fourier
transforms instead of time domain computations. The other kind of pulse used as an exam-
ple here is a single-sided exponential, which is analytically tractable for the most part, and
for computations like the noise-floor it has an advantage that clear expressions can be
found and examined in various DNL regions. Besides, it exhibits a peculiarity that has
interesting consequences for the squeezing computations.
We shall continue, in what follows, to absorb the chirp modulation in the local-oscilla-
tor. The exponential phase factor of eq. (3.1) will not appear explicitly in what follows.
5.2.1 Gaussian pulse excitation
The Gaussian pump profile is assumed to be:
eIN(t) = exp(( a rt2 (5.31)
where a is the width parameter and relates the pump width to the fiber response width.
The introduction of normalized parameters in the Haus-Boivin model has suppressed the
need to work with the exact experimental values of the response and pulse durations,
because in the final analysis F cancels out. We choose a to be 0.01 for our calculations to
give a 1 ps pulse width compared to a femtosecond width of the response.
Next we consider the terms that need to be computed both for the normally-ordered
and the phase-sensitive covariances. First, the normally-ordered terms:
NL dt du Gi (0o) coth(h03/2kT)cos [o (t- u)] x (t) W* (u)
(5.32)
= DNL' 2 -G i (0) coth(fio/2kT)I' (0) 12
DNL dt du [g (u - t) - g (t - u) ] V (t) j* (u) = - dNL G, () IY (0) 12 (5.33)
and then the phase-sensitive terms:
-DNLf dt duf 2•Gi (0o) coth(ho/2kT)cos [o (t- u)] j* (t) x* (u)
(5.34)
= -NL~~ Gi (0o) coth(hw/2kT)Y* (-o) Y* (0o)
SNLdt du [g (u- t) + g (t- u)] * (t) * (u)
(5.35)
= iNLf - Gr (0o) * (-0o) * (o)J27c
where y (t) is as defined in the last section, x (t) = eN* (t) PLO (t) , and
' (w) = f dt (t) eit (5.36)
The remaining terms are computed directly in the time domain, and offer no advantage
in the frequency domain. In the above, Fourier domain calculations have reduced the num-
ber of integrations that need to be performed to two (one for the calculation of the trans-
form itself, assuming it is not known analytically) instead of three. Until now, no mention
has been made explicitly of the local-oscillators which will be put to test. Here, we take
our cue from the instantaneous case, because the pulse width is large compared to the
response decay time, and consider the following three local-oscillators choices:
1. The bright-fringe local-oscillator: Originally proposed by Haus and Shirasaki [6],
this is the mean field output of a Mach-Zehnder interferometer that contains in both of its
arms the same length of the fiber. It has the following form:
PLO (t) = a exp - a~t)2)ei (5.37)
hence the effective local-oscillator is the pump pulse normalized to have energy 1.
2. The pulse-compressed local-oscillator: Proposed by Joneckis and Shapiro [13], this
retains the chirped phase like the bright-fringe local-oscillator, but has additional com-
pression in the mean-field term given by the compression parameter :
PLo (t) = 1 exp ( -(p t)2e (5.38)
3. The weak-signal FWM local-oscillator: Proposed by Prem-Kumar [28], this local-
oscillator is generated by introducing a weak version of the pump signal instead of vac-
uum into the Mach-Zehnder interferometer of the Haus-Shirasaki configuration, and using
the dark fringe output as the local-oscillator. It has additional phase on it in order to imi-
tate the phase of the input fluctuation operator:
PLO(t) = Aei e 1, (t) eioe iDNL g (t - IN) eI  (t ) e (eeIN (t) d) (5.39)
+ ic NL g (t- t) e () e* (t) e-ieN (t) d
where the constant A is introduced as the normalization coefficient, as the weak-signal
FWM local-oscillator does not have an analytical form for a general response g (t) . The
first two local-oscillators can be analytically evaluated, at least to the point of evaluation
of eq. (5.36). After that, numerical computations are called upon. The weak-signal FWM
local-oscillator is also tackled with the help of Fourier transform, but it is a bit trickier, and
needs numerics to begin with.
5.2.1.1 Instantaneous interaction noise characteristics
We present the Gaussian pump, instantaneous interaction results first which are analyt-
ically calculated from the results of section 1.3 (eq. (1.27)). Fig. 5.1 shows the comparison
of several local-oscillators. Evidently, the bright-fringe local-oscillator is far from optimal,
both because it misses the point of maximum squeezing at the peak of the pump input, and
has the incorrect phase at all times. As the phase is corrected by the choice of weak-signal
FWM local-oscillator, squeezing improves dramatically and no longer displays the floor
that the bright-fringe local-oscillator did. We can examine this difference in performance
if we set 0 = 0 in eq. (5.39), and compute the weak-signal local-oscillator for the instan-
taneous response, h (t) = ic6 (t) :
PLO (t) = AeiO [1+ 2icINLIeN (t) 2] eJN (t) (5.40)
where:
A = (jdtleN(t)12+ 4(L fdtjeJN(t) 4)- 112 (5.41)
PLo (t) of eq. (5.40) simplifies for the Gaussian pump of (5.31) to:
PLO =(t)2 + e2 1 4i+ 2iNLexp(-2(o t)2 ]exp( at-2
(5.42)
from which eq. (1.27) becomes:
1 4oD2 -1 NL +
=1+ 2 + NL (5.43)
/1 ( L 1 iN 2 3 4 NL
2 NL 1 + \52
This has an asymptotic expansion of:
(1 ( + F5 + 6 /D4 + (5.44)
which lacks a constant term, i.e., the noise-floor. The factor of F in the leading term
spells the squeezing under-performance of = 2.4 dB compared to the instantaneous
interaction result infinite pulse-compression result of chapter 1 (eq. (1.34)) in which the
1
leading term in the asymptotic expansion is 4~
Further improvements come about if pulse-compressed local-oscillators are chosen,
and higher degrees of compression lead to lower floors. Our explanations succeeding eq.
(1.30) suffice to establish the optimality of an infinitely compressed local-oscillator. We
have included in Fig. 5.1 the floor values for the bright-fringe and pulse-compressed local-
oscillators, calculated from the following expression:
10.loglo0(1 - 4+ 213 2) (5.45)
2a2 + 2D2
which testifies to the fact that the floor disappears for 13 - o. We note from Fig. 5.1 that
local-oscillators compressed to a higher extent bound the performances of those with
lesser degrees of compression, with the exception that the weak-signal local-oscillator
does better at noise reduction than the bright-fringe local-oscillator although they have the
same pulse widths. A look at eq. (5.42) reveals that the weak-signal local-oscillator only
differs from the bright-fringe local-oscillator in its phase at each time instant, and this
choice of phase makes it superior to the bright-fringe local-oscillator at each DNL, as well
as helps to remove the high QNL floor that plagues the pulse-compressed local-oscillators
with unadjustable phases. Next we turn towards the non-instantaneous interaction.
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Fig. 5.1 Normalized charge variance vs. nonlinear phase-
shift for instantaneous interaction and a Gaussian pump:
comparison of different local-oscillators.
5.2.1.2 Non-instantaneous interaction noise characteristics
Fig. 5.2 compares the performances of different local-oscillators. The computations in
this figure are for noise levels at absolute zero temperature. We see a performance-spread
in the non-instantaneous case.
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Fig. 5.2 Normalized charge variance vs. nonlinear phase-
shift for non-instantaneous interaction (two-pole response)
and a Gaussian pump: comparison of different local-oscilla-
tors.
There is no monotonicity of local-oscillator capability here, unlike the behavior seen
in instantaneous case. For low QNL', the weak-signal FWM local-oscillator lies between
the bright-fringe and the pulse-compressed local-oscillators. At moderate '?NL it outper-
forms both the bright-fringe and the pulse-compressed local-oscillators. At higher phase-
shifts, the pulse-compressed local-oscillators begin to exceed the weak-signal FWM local-
oscillator performance. Eventually weak pulse FWM local-oscillator reaches a minimum
after which its performance degrades rapidly and goes above the shot-noise level. The
pulse-compressed local-oscillators, however, smoothly flatten out to noise-floors.Another
highly interesting fact is that the pulse-compression only goes so far to improve squeez-
N 2/d
ing. When P = 5 the compression attains its maximum squeezing at -27 dB approxi-
mately. At lower and higher compressions, the performance is less impressive.
We can certainly see where the maximum correlations exist in the signal output of the
fiber. Usually the pump pulses launched into a fiber have a width of the order of picosec-
onds. The nonlinear interaction response time is of the order of femtoseconds. The kernel
matrix, eq. (5.4), with a product term containing the pump pulse cannot have significant
correlations at time separations of more than a pump width. So a local-oscillator much
wider than the pump cannot be optimal. Using a local-oscillator whose duration is shorter
than that of the fiber response is also not beneficial, because then we risk missing the peak
of the term:
i L [h (u - t) + h(t - u)] EIN (t) EIN (u) (5.46)
in the phase-sensitive covariance, eq. (5.3). This term provides the difference between the
normally-ordered and the phase-sensitive covariances for a real pump and a real local-
oscillator, and has a strong effect on the squeezing performance.
We can relate our observations to the CW analysis of chapter 4. For any DNL and a
given pump, frequency mixing in the fluctuations (as described at the beginning of the
chapter) causes the fluctuations to be correlated in frequency, unlike the CW spectrum in
which fluctuations at different frequencies were uncorrelated. To exploit these correlations
we have to employ a local-oscillator with a finite bandwidth rather than a CW local-oscil-
lator. But a local-oscillator which has a very wide bandwidth also runs into difficulties
with the finite bandwidth of the optical nonlinearity and the presence of Raman noise at
high frequencies. At very high frequencies, the squeezing in Fig. 4.2 is very weak, both
because Gr (o) is small, and because the peaking Raman gain introduces extra noise. A
narrow local-oscillator (wide bandwidth) would sample the high frequencies and therefore
have less squeezing than the local-oscillators that have their frequency content in the flat
part of Gi (wo). The optimal local-oscillator would, consequently, have to be of finite
extent in frequency and in time.
For constrained local-oscillator optimizations, in which we optimize the width-param-
eter for local-oscillators of a particular pulse shape (e.g. Gaussian), this can be an impor-
tant consideration. Besides the width of the local-oscillator, its phase is also very critical in
squeezing calculations.
Comparing the bright-fringe and the weak-signal FWM local-oscillator, we notice a
key difference. For the real pump pulse assumed (eq. (5.31)), weak-signal local-oscillator
(eq. (5.39)) reduces to:
PLO (t) = Aeio eiO+ 2 i(,NLcos (0) Jdrg (t - ) IeIN () 2 eIN (t) (5.47)
which differs from the bright-fringe local-oscillator in the time-dependent phase with
which the weak-signal FWM local-oscillator modulates the pump pulse. The input phase
0, which determines the interaction of the pump with the weak-signal through the nonlin-
ear medium, can be adjusted to optimize the time-dependent local-oscillator phase, in
addition to the phase 1 that the homodyne detector appends. As a first cut, we have taken
this phase to be 0, for the numerics involved in our computations do not allow optimiza-
tion over 0. At low DNL the coefficient of DNL in a aO Taylor expansion dominates the
squeezing, compared to that of ()2, and that coefficient is sensitive to proper phase
selection of the local-oscillator (see eq. (5.46)). For the weak-signal FWM local-oscillator
the particular phase we chose through eq. (5.47) leads to a squeezing performance far
superior to the bright-fringe local-oscillator.
Another problem with a non-instantaneous response compared to an instantaneous one
is that the low O)NL range is also affected relatively strongly by the Raman noise sources,
so any significant gains that could have come about because of the phase compensation
are "screened" out.
At high nonlinear phase-shifts, where the squeezing saturation is seen to occur, a dif-
ferent trend is seen. The weak-signal FWM local-oscillator shoots up and rapidly exceeds
the shot-noise level whereas the bright-fringe and the pulse-compressed local-oscillators
hold their levels. We immediately see the connection to eq. (5.14) which bars an optimal
local-oscillator from having a time-varying phase other than that predicted by the solution
of the eq. (2.15) for the kernel matrix of eq. (5.4). There is always some time-dependent
phase on the weak-signal FWM local-oscillator. At high DNL' it allows the (QNL term to
drive the noise level above the shot-noise value.
5.2.1.3 Analysis of the effect of pulse compression on squeezing
Let us try to quantify the first point about the pulse-compressed local-oscillator having
an optimal degree of compression. To show that there is an optimal local-oscillator some-
where between the limiting cases of a very narrow and a very broad pulse, we refer to eqs.
B 2
(5.17)-(5.19). The noise-floor is 1 -, and as the local-oscillator width is varied we can
2
see its effect on the floor. We limit our treatment here to Gaussian local-oscillators, but it
can be generalized to arbitrary local-oscillator shapes.
First, consider a very broad Gaussian local-oscillator pulse of width r,:
PLO(t) = 1/2exp - t ei (5.48)
Now let us consider the limit in which rI is much larger than the width of the pump
pulse. The term in the numerator, B in eq. (5.18) becomes:
B= t2_ du dteN(t) ge (t - u) eN (u )  (5.49)
and the term in the denominator, A2 , eq. (5.17) is:HLIL CIVCVIIIII IL ~LI VILLILCV) 122
A2 = fdu dtg (t - u) e(t) 2eN (u) (5.50)
therefore
B2  j- dudteN (t) ge (t - u) eN (u) )2 1
B2  ()2 2 (
A2 ItI~ Jdu(fdtg (t - u) ein (t) 2 N(u)  I
which asymptotically goes to 0 at large pulse-widths. The noise-floor thus rises up to the
shot-noise level.
The opposite extreme of a very narrow local-oscillator can also be analyzed similarly.
We assume a narrow width Gaussian local-oscillator parametrized by a width parameter
Il, and a double-sided, i.e., a symmetric pump, the reasons for which will become clear
shortly:
1
PLo(t)= M LO (t)ei exp( 2)eiO (5.52)
which, because of the condition (1.28), in the limit «T <<1 becomes an impulse of the form:
1
LO (t) 2 m, (t) (5.53)
We have to resort to an approximation which takes into account the vanishing of g (0) .
We define new variables:
t+ut+ = (5.54)
+ 2
and
t = t-u (5.55)
in terms of which B becomes:
B = dtge (t )fdt+eIN t+ + 2 e tI  + 2 LO t++ 2 LO t+ -
and under the assumption of a very narrow local-oscillator we can assume that the pump
remains constant over the local-oscillator duration:
B = e2N (0) dtget R t_ = 2e2N (5.57)(0) dt tR t
o
where Rt( t_) is the even, positive-definite auto-correlation over time
lator Lo (t) :
R t = dttLjot, + Lt t+ -
g (t) can be expressed as its series expansion for t > 0 as:
g(t) = g(O) +tg 0 + ---------
which is substituted in eq. (5.57) with g (0) = 0 to yield:
B = 2e2 (0) dt t g' 0 + R t
0
For a Gaussian local-oscillator eq. (5.58) can be evaluated to:
R4t- = exp -2[t 2j
for which eq. (5.60) simplifies [29] to:
B = e2N (0O) gl 0 +j l2T
We can also simplify A 2 in the narrow local-oscillator limit:2
of the local-oscil-
(5.58)
(5.59)
(5.60)
(5.61)
(5.62)
(5.56)
1 12
A2= dT(4/ lJ2 dt8 (t) g (t- t) eN(t) e2 (N)
(5.63)
= J d7• rdg2(-)2  ()
implying:
B2  I3 e2N (0o) [go 0)] )2
- = T/ (5.64)
A 2  fI dtg2 (-t) e2(t)
So with very narrow Gaussian pump and local-oscillators, the ratio o 3, and just as
A 2
in eq. (5.51) the noise-floor rises up to the shot-noise level. The assumption of a symmet-
ric pump, eIN (t) = eIN (-t) , comes into play here. It ensures that we have captured the
leading term in the t1 - 0 expansion of A2 1
Likewise we can find the effect of extreme local-oscillator widths on the D coeffi-
NL
cient in the expansion (5.19). That coefficient is:
B2A
A1  (5.65)
4
B2  A2
but .- is a constant for very wide local-oscillator and for very narrow local-oscillator it
A4
is:
oc (5.66)
4 1
From above computations, Al (see eq. (5.16)) goes as:
A = ITe2 (0) f doG i (o) coth(mo/2kT) (5.67)A1 1I le2 N (O) f
for a narrow local-oscillator, and as:
Al = dIJ 2Gi (co) coth(Ao/2kT)IeN (0) 12 (5.68)
A l,- x- 21 c o)(.8
for a very wide local-oscillator.
where eiN(CO) = fdte (t) eic t.
From eqs. (5.67) and (5.68) it is clear that:
B2AB4 1 3 (5.69)
A4 
1
2
for a narrow local-oscillator and,
B2A1  1S oc- (5.70)
4 ,lA2
for a wide local-oscillator. The rate at which the floor is approached is, therefore, speeded
up if the local-oscillator is very narrow or very wide. Moreover, because the noise-floors
increase as ,1 - 0 or 1 - oo00, we see that these floors dominate the narrow and wide
local-oscillator limits. The optimal local-oscillator therefore lies somewhere between the
two extremes.
5.2.2 Single-sided exponential excitation
This pump has the form:
eIN(t) = exp -a tu (t) (5.71)
where we are once again adopting normalized pulse widths through a, chosen to make the
pulse width 1 ps. The various local-oscillator performances are plotted in Fig. 5.3. Again,
the temperature is assumed to be absolute zero.
We see something curious here. The floor keeps decreasing with higher local-oscillator
compression. This is quite peculiar considering we said earlier that at high pulse-compres-
sions the noise-floor should recede to the shot-noise level. The conflict can be resolved by
noticing that for the derivation in the Gaussian case, we assumed a double-sided smoothly
varying pump shape for eq. (5.63). Here, that has changed because of the step change in
the pump and local-oscillators at t=O. Eq. (5.63) has to be examined for the next order
term in its expansion now. Fortunately we have the exact noise-floor expression in terms
of pump and local-oscillator widths and do not need to approximate.
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Fig. 5.3 Normalized charge variance vs. nonlinear phase-
shift for non-instantaneous interaction (two-pole response)
and a single-sided exponential pump: comparison of differ-
ent local-oscillators.
The single-sided exponential pump has a duration of r seconds:
eI(t) = exp (-) u (t) (5.72)
Tp
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and the local-oscillator has the same form and a duration of ,l seconds:
Lo (t) = texp - (t) (5.73)
Then the floor calculations, assuming the two-pole response, reveal:
B 2 _ _p
-I B - (5.74)
goes to 0 as Ti -- 0.
We also notice that at moderate QNUL squeezing does not improve continuously with
local-oscillator compression. Just as in the Gaussian pump case, there is an optimal local-
oscillator width after which noise levels begin to rise. Since the noise-floor must decline
1
with the compression, it is primarily the D term that determines the noise variation at
NL
high NL * The distinguishing feature of the single-sided exponential pump is brought out
1in the coefficient of D in the expansion (5.19).
NL
5.2.2.1 Analysis of the effect of pulse compression on squeezing
We omit the case of very broad local-oscillator for which the Gaussian results hold.
For the narrow local-oscillator, our analysis follows the general lines along which the
Gaussian case was studied, with a highly compressed local-oscillator:
LO (t) = exp -Iu(t) (5.75)
which, because of the condition (1.28), in the limit «i << 1 takes the impulse-like form:
rLo(t) - (t) (5.76)
Evaluating eq. (5.58) we find:
R (t) = exp - (5.77)
and upon substitution into eq. (5.60) we obtain:
B= 2g' 0 +) (5.78)
B2
where we have used: eN (0) = 1. Of critical importance is the fact that the ratio 2
2
approximate A2 from eq. (5.58) (although we have the exact expression for it, used to
generate the floor in eq. (5.74)), we use the relation B2 =A 2 in the limit « << 1 . This rela-
tion implies:
B2A, A4 2-  (5.79)
A B
which in turn gives, from the exponential version of eq. (5.68):
A eN (0) dt duf doGi (o) coth(hto/2kT) (5.80)
and, via eq. (5.78)):
B2A 1 Jd2-G (o) coth(mo/2kT) (5.81)
A 2  8[g'12':
We can evaluate, from eq. (3.7), g'( 0) for the two-pole response as:
ghO+) = i2 (5.82)
which is substituted in eq. (5.81) to yield:
B do 2 2 0F coth(Aho/2kT)2 , 2-e 2 22 + t22
14~~ 8__ 4(5.83)4 gM4 13A 2  I
Eq. (5.83) further simplifies if we make an order of magnitude approximation of the
numerator by recognizing that at T=O, coth(AOt /2kT) = 1 for o > 0 and that the inte-
grand is an even function of co. We are assisted in completing the approximation if we
remember that Gi (to) is highly peaked at the resonance frequency 2, and decays sharply
to small values within a width of 2F. To the first order then, it is a triangle of area Q27c
The resultant expression for eq. (5.83) is:
B2A1  1
-_ 1 (5.84)4 16tO23,3
A 2  I
1
whereby the coefficient of - is seen to blow up as smaller rl are chosen. There is a
NL
strong effect of this term on the onset of the high cNL regime. It takes much higher NtL
1
to get to the floor of the noise curves for smaller r1 because the coefficient of - pre-
DNL
vails in guiding the noise behavior until then. As we look at regimes away from the noise-
floor, successive terms in the approximation have greater influence on the noise.
We are left with the conclusion that the disappearance of noise-floor with higher com-
pression of the local-oscillator is accompanied with a slower approach to the floor. Indeed
as eq. (5.84) shows, an infinitely narrow local-oscillator, will not yield t2 -• 0.
The third case of interest, the weak-signal FWM local-oscillator now has a floor
within the 4QNL regime shown. This is the result of the particular form of the pump and the
local-oscillator chosen. They both have exponential dependence just like the two-pole
fiber response. At the (JNL plotted, the local-oscillator exactly compensates the effect of
any incremental change in DL by a corresponding change in its own phase, hence pre-
venting the noise explosion from happening. Unlike the instantaneous response, however,
the floor does not disappear entirely, but only reaches a level very close to that of the
bright-fringe local-oscillator. We can relate this to the expression for weak-signal FWM
local-oscillator of eq. (5.47). At low iNL, the time-varying phase adversely affects the
noise, maintaining it over the bright-fringe noise level. At higher QNL the phase of the
weak-signal FWM local-oscillator is very close to - from the 'DNL term, which is essen-
tially a convolution of a single-sided exponential with the two-pole response. The weak-
signal local-oscillator steadily evolves towards a constant phase signal with a pulse width
the same as the bright-fringe local-oscillator, hence the convergence in their perfor-
mances. It is due to the two-pole response function chosen that the phase of the local-
oscillator (derived from a weak single-sided exponential signal through the FWM interac-
tion eq. (5.47)) adjusts such that increments in D2/ (eq. (5.14)) are counteracted by a cor-
responding decrease in its coefficient. As a result noise is kept from overshooting the shot-
noise level.
We conclude this chapter with some speculations to account for the apparent discrep-
ancy between the instantaneous and non-instantaneous interaction, specially in connection
with the weak-signal FWM local-oscillator. We have encountered three distinct noise
characteristics for the cases we have studied. The weak-signal FWM local-oscillator suc-
ceeded in removing the noise-floor for the instantaneous interaction (eq. (5.44)) example.
On the other hand, for the non-instantaneous interaction, it leveled the noise to a floor for
the single-sided exponential pump, and made the noise depart towards and eventually
above the shot-noise level for the Gaussian pump.
These observations re-emphasize our contention that a local-oscillator desired to
behave optimally at high DNL must tend towards a constant phase function. The weak-
signal FWM local-oscillators for the instantaneous and the non-instantaneous cases adjust
their phases to approach a constant phase as 4QNL grows. But there is more to the picture
than that. It is of critical importance how that constant phase is reached. In the non-instan-
taneous interaction Gaussian pump case, the weak-signal FWM local-oscillator could not
adjust its phase rapidly enough to overcome the growing DL2 term, resulting in a noise
that could not be contained below the shot-noise level. The single-sided exponential man-
aged to reduce the noise to a floor, but was unable to do better, lending credibility to our
earlier statement that the two-pole response is inherently immune to any attempts at
removing the floor. The case of instantaneous interaction underscores the as yet unstated
side of our presentation, i.e., there may be more than one trajectory along which local-
oscillators can be chosen to defeat the noise-floor. The weak-signal FWM local-oscillator
is one such proposed form, but there are other such local-oscillators like the phase-opti-
mized one used in chapter 1, to arrive at eq. (1.29), that also get rid of the floor.
Finally, a word of caution. The asymptotic expansion we chose as a vehicle to carry
forward our investigation of the noise behavior, though insightful with regards to the lim-
iting form of a local-oscillator, is only circumspect about the optimal local-oscillator per
se. For those fiber responses which allow the noise-floor to be removed, an optimal local-
oscillator will surely do the same, but every local-oscillator that removes the noise-floor is
not optimal. One has to go beyond the expansion and actually solve the integral equation
(2.16) with the kernel of eq. (5.4) to get the optimal local-oscillator, as mentioned earlier.

Chapter 6
Local-Oscillator Optimization for a Spatial FWM inter-
action: Gaussian Spatial Response.
We finally shift our focus away from the time-dependent FWM case that we have been
probing until now, and generalize our work to discuss a plausible spatial variation in the
nonlinear interaction over the fiber cross-section. This idea is inspired by the work of
Prem Kumar et al. [20] who have investigated the diffractive effects in three wave mixing
(TWM) interaction in an optical parametric amplifier. Since the intent of this chapter is
mainly to demonstrate that generalizations can be handled within the optimization frame-
work of chapter 2, and to explicitly obtain the eigenvalues and eigenfunctions for a spatial
response, we assume that the temporal interaction is instantaneous, hence affording us the
convenience of optimizing solely over the spatial coordinates. We specialize our work to
an FWM approximation in the spatial interaction of the field with the fiber, instead of the
TWM that Prem Kumar et al. [20] considered.
6.1 Model assumptions and framework development
We borrow from the chapter 2 formalism, with a modification that the current operator
i (t) is replaced by a current density operator j" (, t) , where ) = (x, y) is the spatial
position on the detector surface. i (t) and j (), t) are related by:
i(t) = f) (, t) (6.1)
A
where A is the surface area of the detector and the integral is over the spatial coordinates.
The current density, J (ý, t) , for balanced homodyne detection is expressible in terms of
the signal field as:
j (?, t) = 2qRe [Es (f, t) ELO* ()] (6.2)
for a strong CW coherent-state local-oscillator with classical spatial field ELO () .
In this expression, the signal field satisfies:
(t), (, u)] = [ (t),s (u)] =
(6.3)
To simplify matters even further, we assume that the pump is CW, hence allowing us
to work in the frequency domain directly, as in eq. (4.2). We shall assume a spatial Kerr-
effect interaction with a spatial impulse response, which we shall denote g (ý) .To reduce
the optimization to a l-D calculation, we shall assume that the pump field profile as well
as the spatial response are varying in the x -direction and centered around P = 0, with no
y-dependence.
Finally, we shall assume that g (ý) is symmetric in the x -direction. Because this is not
a temporal response, causality is not an issue. Spatial symmetry is both physically reason-
able, and obviates the need for Raman noise to preserve commutator brackets.
We can easily consider the zero frequency spectrum for optimization, as the signal will
now be a stationary white-noise, and the only variation left to be dealt with is the spatial
one. In direct analogy to the temporal case of chapter 2, we introduce zero frequency nor-
mally-ordered and phase-sensitive spatial covariances with respect to the x coordinate:
S p (x, x') = (As (x) AEs (x')) S(n) (x, x') = (A 5s (x) As, (X')) (6.4)
and write the normalized zero-frequency current spectrum as:
SN = 1 + 2dx dx'S(n) (x, x') ,, (x) Lo* (x')
(6.5)
+ 2Ref dxf d'S' (x, x') 4LO* (x) 4LO* (x')
where 4LO (x) is the x -normalized local-oscillator field: Jdx(Lo (x) 12 = 1.
The kernel matrix for eq. (6.4) is now given by:
(x, x)+SR~n (xl X') (n) (p)SI (X, x') + Sj (x, x' (6.6)
with the subscripts I and R representing the real and imaginary parts of the covariance
functions. Thus eq. (6.5) becomes:
SN = 1 + 2fdxldx'y (x) S (x, x') (x) (6.7)
where:
Re { LO (x) I
(x) = L(X)
Im { •Lo (x) }
6.2 Optimal spatial local-oscillator description
To get the optimal local-oscillator, the integral equation to be solved is:
= Xi.i (x)
JdrDi (x)
(6.8)
(6.9)
(6.10)qPi (x) = O0
The minimum noise spectrum is related to the minimum eigenvalue Xmin by:
SN = 1 + 2min  (6.11)
and the optimal local-oscillator in its two-dimensional form is the eigenfunction IQmin to
which the eigenvalue Xmin belongs.
S (x,x') =
r/\ C·
dvS (x, x') i (x')
6.3 Spatio-temporal FWM model
Our model suggests a natural generalization of the non-instantaneous interaction
FWM to a spatial variation. With the exclusion of Raman noise source due to the symmet-
rical spatial response, the spatial covariances of eq. (6.4) can be written as:
S (n ) (x, x') = (Ldsg (x - s) g (x s) e2N (s) eIN(X) eIN (x')SL (f 1 INI=('
S(n) (x, x')
(6.12)
ficNLg (x' - x) eN (x) elN (x')
-DLJdsg (x-s)g(x'-s) e2N () eJN (x) eN (x')
(6.13)
The kernel matrix assumes the form:
S (x,x') = eIN (x) eIN (x')
2DL2 dsg (x - s) g (x' - s) e2N~f IN
(6.14)
6.3.1 The iterated kernel method of solution
If we let:
K,(x, x') = g (x'- x) e, (x) eN (x')
as the iterated kernel
KA2) (x, x') = dsK, (x, s) KB (s, x')
(6.16)
= dsg (x-s)g(x'- s) e2N (s) eN(x) elN (x')
of KB (x, x') , then eq. (6.14) can be succinctly put in the following
and:
(6.15)
,NLg (X'- x)
form:
S (x,x') = 0 DNLKB (X, X') (6.17)
DNLKB (x, x')1 2 LK 2 ) (x,'
Then, KB (x, x') is symmetric with an orthonormal set of eigenfunctions, which can be
made complete by Gram-Schmidt orthogonalization if we include the null-space:
oo
KB (x, x') = (6.18)I XBi Bi (X) (Bi (X')
i= 0
f dx( B (x) (Bj (X) = 86iI. (6.19)
and:
KB2) (X) = x iXBi (X) IBi (X')
i=0
are eigenfunctions of each term of the kernel matrix (6.14), we guess a
function normalized in the sense of eq. (6.10):
yi (x) - Bi (X) COS
D (x)sin
and substitute it in the integral of eq. (6.9). It is found to satisfy:
- .,. 1 I
dvS (x, x') yi (x') = NLi sin B• . Bi (x)
If we can find a 0 such that
Since DBi (X)
(6.20)
(6.21)
(6.22)
2g 2cos +i COY2-/% LAB i
BiNL Xi ini COSO (6.23)
NL XBicos + 202 •B2i sin sino
for some Xh1 , then yi (x) will exactly satisfy the integral equation (6.9). Eq. (6.23) can be
solved for non-zero Xsi to give:
tan (20) - (6.24)
XBi NL
which has two solutions for 0, differing by C, each with a distinct eigenvalue:
21
Bi NL  + i2D2 Bi NL
+ -'1V + -X1 2 N21 + L2 B +LBi NLJ (6.25)
X2 ci 2 +X (iA + D
Bi NL B NL Bi NL
and an eigenvector:
Yi(x) =
1 BiN 1/2(X)1-K2 1 Bi(x)
1 Bi NL 1/ 2
+-411 B IGN-- 12 i (x)
1 + XBijNL)
(6.26)
In eq. (6.25) and (6.26) the signs are assumed paired, and belong to the two values of 0
that satisfy eq. (6.24). Hence a phase-shift of 7 yields another eigenfunction of the kernel
S (x, x') . We can substitute the minimum of the eigenvalues from eq. (6.25) in eq. (6.11)
to get the minimum noise spectrum corresponding to the eigenfunction yi (x) :
= Bi NL Bi 2 (6.27)
which is essentially the Bogoliubov transformation result of chapter 1, and decreases with
,Bi DNL . At any DNL , the minimum noise therefore occurs for the highest %.i .
6.4 Exact solution of the optimization problem for a Gaussian spatial
excitation and a Gaussian spatial response
Next, we choose the exact form of the spatial response and the pump profile. Both of
these are assumed to be Gaussian, with different decay lengths over the width of the fiber:
1 x2
g (x) = exp •- (6.28)
L L2
Eq. (6.15) for KB (x, x') is expressible as:
1 (x' - x) 2 x2 X, 2
47Lg L2 Le2N L2NKB(x,x') = ' LeN xpI-2 Iexp,-T Iep -L--I N (6.30)AI7L, kLgI\L I  I
which is a positive definite, symmetric function, and therefore possesses a complete,
orthonormal set of eigenfunctions.
If we could solve for the eigenfunctions and eigenvalues of KB (x, x') , the eigenfunc-
tions and eigenvalues of S (x, x') would simply follow from eqs. (6.25) and (6.26).
Indeed, we have the exact eigenvalues and eigenfunctions of KB (x, x') , and these are the
Hermite-Gaussian modes:
2dL 2)i = 0, 1, 2, ----- (6.31)
g
DBi (X) =
L
where d = --g and Ci is the normalization constant for the mode, given by:
IN
1/2
(6.32)
The function Hi (x) is the Hermite mode of order i. The eigenvalues XBi associated with
each eigenfunction aBi (x) are:
S+d2-d (d2 + 2) i/2
Bi - ( +d2 +d (d2 +2) i = 0, 1, 
2,------
' 2
Proof:
From ref. [29], formula 7.374.8:
dxe ( x - Y) 2H i (Cx)
and formula 7.374.1:
Sdxe-x 2  (x) H(x) =
the proof follows after a few changes of variables.
I_, L
8nm2nn!,J
Let u = w = and d = , then from eqs. (6.15), (6.28), and (6.29):
g g IN
24 exp(
IN
(X-L2  exp
g
Lx2 Bi (x')
IN
= dwexp (-d 2U2) exp (-(u- w) 2) exp (-d 2w 2) Bi (w)
(6.36)
where VBi (w) = DBi (wLg)
We assume an eigenfunction that satisfies eq. (6.35) for orthogonality:
WBi (W) = Cie Hi (•w) (6.37)
Substituting eq. (6.37) in eq. (6.36), and employing a second change of variables to get eq.
(6.36) in a form similar to eq. (6.34):
(6.33)
(6.34)
(6.35)
1
,fLfdx'exp(
= X [ 1 -O(2] i/2Hi J y
dx'KB (x, Y) DBi (Y )
w' = w 1 + d2 + ý2
U-
1 + d2 + a2
we reduce eq. (6.36) to:
dx'KB (x, x') ,Bi (x') =
exp (-(
dw'exp
7(1 +d2
1 - (1 + d2)
0 112rrZF/ x
2
+ d2 + OC2) U,2)2 /
a W1a2,
I + d2+ 
_)2 /
H
which further simplifies due to eq. (6.34) to:
dx'KB (x, x') Bi (X') =
exp(-( 1 - (1 +d 2 )
a2  il2C2(1+d2+-~ -1/2I~d2+(X -I
1 +d2+ :
1 U1
1 + d
2 -  X2
2
1 + d2+
(6.41)
We now substitute back eq. (6.39) for u' into eq. (6.41), and impose the condition that
DBi (x) be an eigenfunction of KB (x, x') . This implies:
( 1 +d2 i- 12 / +d2+ ) = 12/ (6.42)
which yields:
a = 2dj (d2 + 2) (6.43)
The normalization constant Ci of eq. (6.37) is easily obtainable from eq. (6.35), and the
(6.38)
(6.39)
(6.40)
(- (U' - W') 2 )
eigenvalue XBi from do (6.41) by using the value of a from eq. (6.43).
Finally, we check if we have all the eigenfunctions of KB (x, x') by examining its trace
and seeing if it is the same as the sum of the eigenvalues %Bi .
fdxKB (x, x) • 1 dxexp -2 X2 LIN (6.44)
- IN F2L d(6.44)
Also:
1 1 +d2-d (d2 + 2) i2
i=0 +d+d (d+2) i= 1d 2 +dd +2)
1 1
-4F -21 (6.45)
1+d 2 + dd  (2+2)
1
(I+d2+d (d2+2)) 1 1+d2-d (d2+2))12
the denominator of the last term looks complicated, but admits to simplification:
1+d 2 +d (d2+2) + d-d2-d (d2+2))
= +l+d2+d (d 2 +2) +l+d 2 -d(d+2)-2 d2 )2-d2d2 2+2) (6.46)
and this verifies that we have all the eigenvalues and eigenfunctions of KB (x, x') .
Since the minimum value of •i in eq. (6.25) corresponds to the maximum XBi, and
because eq. (6.33) tells us that LBi are arranged in a decreasing order, we choose as the
optimal local-oscillator y0 (x) .
6.5 Discussion and comparison of specific cases
If we specialize to the case Lg = LIN, we can be a bit more explicit about the optimal
spectrum and compare it to the spectrum of the next best available mode. As d = 1 for
this case, the first two eigenvalues are:
0 - 1 = 1.2- 3 (6.47)F2 +3
S= (2 - ) 3/2 (6.48)
The optimal squeezing at any (QNL is therefore:
SN = 1 + - ,- 0 B L (6.49)
which has a leading term of 4X2 02 in its asymptotic expansion. Similarly the leading
BO NL
term for the next mode is 42 2 , and implies a squeezing loss of:
BI NL
10.log (,2o) - 10.log (,21) = 11.44 dB (6.50)
at high QNL if we were to switch from using the lowest order Hermite-Gaussian mode,
which is just a Gaussian profile, to the next spatial mode, which has a Gaussian envelope
and a linear modulation:
2d (d/ + _ d(d2 + 2) ET
DBI (x) = x L x e 9 (6.51)
g -
This corresponds to a differentiation of the Fourier transform ((BI (kx ) )of the Gauss-
ian envelope in the spatial frequency (kx ) domain:
L - 1/2 L- gk 2
-B (k ) = 2 k e 4d=(d+ 2) (6.52)
&_ 2dr d2 + 2)
The resulting spatial Fourier transform has no frequency component at kx = 0. On the
contrary, a Gaussian spatial response (eq. (6.28)) has a Gaussian spatial Fourier transform:
G (kx) = dxg (x) eik = exp - kx)) (6.53)
which peaks at kx = 0. Hence the Kerr-interaction is very weak between the pump and
the spatial response for the second mode, and squeezing suffers significantly.
We can predict the effect of choosing varying input beam-widths by observing that
XBO is a monotonically decreasing function of d. Hence spatially wider pump beams have
a better chance at reducing noise than spatially confined beams. Physically, this makes
sense because we expect that a spatially wider beam is more confined in the spatial fre-
quency kx . A wider pump beam therefore sees a stronger Kerr-interaction as its spatial
frequency contents are predominantly at low frequencies, experiencing a higher degree of
squeezing.
It is also worthwhile addressing the squeezing limitations that arise from the non-
localized Gaussian spatial response vis-a-vis the assumed g (ý) = 5 (P) spatial response
of the earlier chapters. The CW operation for the spatially "instantaneous" response was
1
seen to have a leading term of 4-• . With the condition XBO • 1 implicit in eq. (6.33),
NL
with equality if d = 0, there is invariably some loss of squeezing involved for a Gaussian
response of eq. (6.28) over a response g (ý) = 8 ()) . It is given by:
-10.log (,2 o) dB (6.54)
which has a value of 5.72 dB for Lg = LIN. In fact, it is obvious from eq. (6.49) that a
finite width Gaussian response will afford lesser noise squeezing than ag (A) = 6 (g)
response for which SN = [ + 2 NL -NL 2
As a closing remark for this chapter, we would like to add that the Gaussian response
whose treatment was restricted to a single dimension here, is generalizable to two dimen-
sions. We can always choose orthogonal axes such that the Gaussian response is separable
in the two coordinates, and then a simple extension of the one-dimensional results derived
in this chapter hold.
Over all, we have demonstrated that the optimization framework of chapter 2 is quite
versatile in its application, the most general case we can imagine being that of a spatio-
temporal kernel matrix generated by spatial and time-dependent correlations in the signal
field. The local-oscillator would then be a function of both space and time, and we expect
that in general, analytical results as the one presented above may be hard to find. As done
in this chapter, the general framework of chapter 2 can be adapted in a straightforward
manner and results parallel to those of chapter 2 apply.

Chapter 7
Conclusions
In this thesis we addressed the problem of local-oscillator optimization for maximum
noise squeezing in balanced homodyne detection. We developed a criterion for measuring
the signal generated noise in a homodyne detector, namely the variance of accumulated
charge associated with the detector photo-current. Through the mixing of incoming signal
with a strong coherent-state local-oscillator beam, we can select the component of the sig-
nal beam in phase with the local-oscillator, and detect it as a photo-current generated by
the homodyne detector. Based on this fact, we devised a mathematical framework in
which the search for a local-oscillator to minimize the charge-variance iY (normalized by
its shot-noise level) could be posed appropriately from a system-theoretic point of view,
and then proceeded to show how a local-oscillator could be chosen to minimize the nor-
malized charge-variance. In principle, we solved the problem by the eigenfunction-eigen-
value approach of chapter 2 through eq. (2.15). Given a general scheme for signal
generation, the said formalism provides a rigorous framework to find the minimum
achievable noise level and the local-oscillator that achieves that squeezing.
For a phase-sensitive detection scheme to reduce the detected noise below the shot-
noise, or coherent-state signal noise level, the signal needs to be in a squeezed state. From
among the traditional squeezed state generation methods, we chose to study fiber FWM.
For this purpose, we first explored the instantaneous interaction and found that the optimal
local-oscillator was a very narrow pulse timed at the peak of the pump pulse. We then spe-
cialized a model recently presented by Boivin, Klirtner, and Haus [23] to the FWM
regime, and considered it at fiber lengths and peak pump powers at which FWM has been
studied experimentally. The most notable facet of this model is the inclusion of a Raman
noise source to preserve commutator brackets, which leads to the presence of an additive
noise at all frequencies and temperatures. Inherent in the model is the relation between the
noise sources and the fiber response, which can be chosen freely as long as it meets cau-
sality, and the condition (3.6) on phase and absolute integrability. The simplest such model
that matches some key parameters like the Kerr coefficient and H/' (0) is a two-pole
impulse response, which we study extensively from then on.
A CW analysis of the fiber FWM ensued, in which we found that the noises at differ-
ent frequencies were uncorrelated for a CW pump. The minimum noise spectrum in that
case was found by tuning over the frequency of observation. Unsurprisingly, wherever the
Raman noise (Hi (o) ) was strong, or the Kerr-interaction (Hr (o) )was weak, the homo-
dyne noise was higher. From the comparative analysis at absolute zero temperature and
0o = 0, and at non-zero temperatures and co > 0, we found that only the former escaped
having a fixed non-zero bound on the oa that could be attained at high QNL . At the rest
of the temperatures and frequencies, the asymptotic expansion (4.15) predicted that the
spectrum would not go below a floor that depends on the specific frequency and tempera-
ture. We discovered further that different terms in the asymptotic expansion corresponded
to the rate at which the floor is approached and they steer the noise behavior at lower non-
linear phase-shifts, DmNL.
Then we dedicated our efforts to seeking bounds of the same sort on the pulsed
squeezing. Complications arose because of the mixing of noise frequencies in the pulsed
case, and explicit optimal local-oscillators could not be solved for in closed form. Another
strategy was needed, and we decided to look for strong lower bounds on the noise, which
we surmised, could be used to search over a class of square integrable local-oscillators.
We realized that bounds at every (DNL would not be realistic, and instead chose to
characterize the optimal local-oscillator in the high cQNL limit. One of the first results we
produced was that if a local-oscillator were to keep the noise from going above the shot-
noise level, its phase would have to be nearly constant at high QNL . A series of results fol-
lowed, the most important one being the asymptotic expansion of oa2 . Through this result,
which assumed a constant phase local-oscillator, we were able to establish a noise-floor on
o, and a condition (5.22) to remove that noise-floor. We demonstrated further that the
noise-floor was not removable for an important class of fiber response models: causal
responses having rational transfer functions. We made use of the phase and absolute inte-
grability restrictions on the allowed fiber responses to state the latter result.
Interesting issues came up when we investigated certain pulsed pump shapes and
local-oscillators for their squeezing performance with regards to the instantaneous and the
two-pole response models. We tested two different pumps, the Gaussian pump and the sin-
gle-sided exponential pump, and for each of them we computed the noise for three differ-
ent chirp-compensated local-oscillators: bright-fringe, pulse-compressed, and the weak-
signal FWM local-oscillator. Out of the three local-oscillators, the weak-signal FWM was
the only one with a time-dependent phase on it (besides the chirp compensation).
We found that the bright-fringe and pulse-compressed local-oscillators always leveled
out to noise-floors, whereas the weak-signal local-oscillator actually beat the noise-floor in
the instantaneous case. The floor calculations for the instantaneous response matched well
with the observed noise levels, and the reason we gave for the absence of noise-floor in the
2
weak-signal FWM case was that its phase was able to keep pace with the growing Q~DL in
the asymptotic expansion, thus exactly compensating its effect, a result we verified
through its ao expansion. Even the weak-signal FWM local-oscillator could not defeat
the noise-floor when it came to the two-pole response, hinting to our earlier result that for
this response a zero noise-floor was a virtual impossibility, as it conformed to the rational
transfer function class of responses.
A stark difference between the Gaussian and single-sided exponential pump cases was
the noise-floor behavior for the non-instantaneous response, pulse-compressed local-oscil-
lators. The Gaussian case displayed a tendency to revert to the shot-noise level both for
very broad and very narrow local-oscillators, and the approach to the noise-floor became
rapid at both of these compressions. We were forced to conclude that none of these
extremes was desirable as an optimal local-oscillator, which would therefore have to lie
between the two, at least at high DNL* The single-sided exponential, however, due to its
discontinuity at t = 0, functioned in a way that diminished the floor at high compres-
sions. This was not sufficient justification for the single-sided exponential to be the opti-
mal local-oscillator. The next term in the asymptotic expansion blew up at high local-
oscillator compressions, prohibiting the optimal local-oscillator from being a highly com-
pressed pulse.
Our final endeavor in this thesis was to seek a generalization of the time-dependent
local-oscillator optimization to a general spatio-temporal optimization. Without going too
far into the abstract details of the framework, which is a natural extension of the chapter 2
results, we headed straight for a particular case. We assumed a spatio-temporal FWM
interaction with Gaussian spatial response in a single dimension, and an instantaneous
temporal response. The spatial symmetry took away the need for noise sources to preserve
commutator brackets. Then we assumed a CW pump with a one-dimensional Gaussian
profile. As a consequence, the kernel matrix of eq. (2.15) assumed a very nice structure.
We found a temporal Bogoliubov transformation with spatial variation in covariances,
which led to a spatial eigenvalue-eigenfunction decomposition for optimal local-oscillator.
The spatial modes turned out to be Gauss-Hermite functions and we could exactly deter-
mine the optimal noise behavior. We witnessed that a Gaussian spatial response, even with
an optimal local-oscillator choice, came up short of the squeezing attainable in chapter 1
for the instantaneous response CW case. Also, there were significant advantages to be
gained in squeezing, if the local-oscillator was appropriately mode-matched to the
response, and fared much better than any other mode selection. The intent of chapter 6
was two-fold. The first to present a very striking and elegant solution to a spatial local-
oscillator optimization, and the second to broaden the scope of our framework to include
spatial ferritins in the signal covariances. We found it sufficient to state that the one-
dimensional optimization can be easily extended to a two-dimensional spatial interaction
for the Gaussian response case, and the essentials were embodied in the analysis pre-
sented.
As regards the future work in this direction, we still have some unanswered questions
which might bear looking into. The first has to do with the numerical solution to the eigen-
value-eigenfunction problem for the cases we studied. That would give us an estimate of
how close the local-oscillators we tried came to being the optimal. It would also help
develop the machinery to optimize the local-oscillator for arbitrary time-dependent signal
statistics. Then there is the issue of analytical bounds on the performance. Although eqs.
(5.16) through (5.19) give us the high DNL bounds on squeezing as a function of the local-
oscillator PLO (t) used, it would be far better if a tight bound on the noise-floor indepen-
dent of the local-oscillator could be found. It would not only set a strong limit on how
much squeezing can be expected from choosing local-oscillators, but also facilitate the
choice of a PLO (t) which comes close to meeting such a bound by making the bound
dependent on the pump and the fiber response alone.
We might also want to know if the high cQNL bound on noise is the best achievable for
a fiber FWM. To extend the results from section 5.1 to a global result for a noise mini-
mum, we need a stronger condition: the optimal charge variance should decrease with
higher 4 NL . If we could establish this, it could be stated that no choice of local-oscillator
will bring the charge variance to 0 for the class of fiber responses with rational transfer
functions. Prior to this work, limits on FWM squeezing did not exist, but we have suc-
ceeded in showing that such may be the case.
The groundwork for further studies on optimal homodyne detection is now firmly in
place. It is now needed that future studies should utilize our FWM work as a point of ref-
erence and delve into the unexplored areas of squeezing and optimal performance for the
non-instantaneous model. These could be geared to exploit the self-phase modulation
(SPM), which we expect to be bounded in performance by the FWM approximation.
Hence optimal local-oscillators for FWM approximation serve as natural first guesses for
the exact SPM squeezing.
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