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Abstract. In this note, a method is proposed for finding explicit closed form solutions of cou- 
pled boundary value difference problems. It avoids increasing the dimension of the problem. 
Conditions under which the proposed method is numerically stable are given in terms of the 
data. 
1. INTRODUCTION 
The approximate solution of boundary value problems for systems of ordinary 
equations 
z@‘(t) + &_I #-l)(t) + . * * + B, z(t) = 0, astib, 
k-l 
C {Ci ~(~)(a) + Di x’h’(b)} = I&, 1SiSk 
h=o 
differential 
by finite difference methods with constant step size At leads to discrete boundary 
problems with coefficients depending on the parameter X = At (see [l, page 2051): 
(1) 
value 
(PA) = Yk+n -i- Ak-l(A)Yk++l + -. - + A,(X)y, = 0, 
0 2 n 2 N - k, N > k 
Bi8(X)Y8 + &p-l(A) + * ** + &(A)& + Pi(X), 1 2 i 5 k, n 2 0. 
(2) 
The unperturbed problem associated with (2) may be written in the form 
(PA., = yk+n + Ak-l(Ao)Yk+n-1 + * ** + Ao(Xo)y,, = 0, 
0 2 n 2 N - k, N > k 
Bi8(A0)Y8 +&,8-1(X0) + *‘* + Bio(Ao)yo = ri(Xo), 15 i 2 k, n 2 0 
and it has been recently studied in [2] by means of a method that avoids an increase of the 
size of the problem. In this paper, we show how to solve (2) without increasing the size of 
the problem and give conditions on the coefficients that guarantee solutions that are stable 
under a perturbation of the parameter A. 
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2. STABLE SOLUTIONS 
For the sake of convenience we introduce the companion matrix associated with problem 
(2) 
- 0 I 0 . . . 0 
0 0 I 0 
C(A) = i 
I 
(3) 
_-A,(X) -Al(A) -A*(X) . . . -A~_1()0_ 
Let us assume that matrices Af(X), &(A) are 43pxP valued continuously differentiable func- 
tions of the real parameter X for o 2 j 5 X: - 1, o 2 q 5 s, and ri(A) is a continuously 
differentiable 0’ valued vector function of X for 1 2 i 2 Ic. Let us consider the following 
property of the matrix C(X) (see [3]): 
The characteristic polynomial 4(X, z) = det(C(X) - 21) 
admits a decomposition 4(X, z) = $1(X, z)&(X, 2). . . &(A, z), 
where the $j (X, z) for 1 2 j 5 P are relatively prime manic polynomials 
in z of constant degree for all X in the interval [X, - 6, )rO + a]. 
(4 
THEOREM 1. Suppose that the companion matrix C(X,) is similar to a block diagonal 
matrix J(X,) = diag (Ji(&), . . . , Jt(X,), where Jj(AO)ECmjXmj fOF ml + m2 + e**+m: = 
kp 1 2 j 2 t. Let M(&,) = (Mij(X,) be an invertible matrix in CCxEp with MiicCPxmj 
for 1 2 i 5 h, 1 5 j 6 t, such that 
Then the general solution of 
YL+~ + A-l(h)yk+n-I +. . . + Ao(Ao)yn = 0 (6) 
is given by 
t 
Yn(b) = C~lj(X,)J3”(X,)Dj(X,), (7) 
j=l 
where Dj (X,) is an arbitrary vector in crnj. 
PROOF: From (5) it follows that 
Mkj(Ao) = -&Aj_1(X,)Mtj(X,) and Mij(X,)Jj()r,) = Mi+i,j(X,), 12 i 2 b - I. (8) 
j=l 
From (8) we have 
and from (8), (9) it follows that 
(9) 
(10) 
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Now if we take arbitrary vectors Dj Km f and we define {yn()ro)} by (7), then from (10) it 
follows that 
Conversely, let {zn} be a solution of (6) satisfying Zj = CjcC’, for o 2 j 5 h - 1 and let 
the vectors Dj(A,)Kr be determined by the equation 
M&J [??J = [%,1. (11) 
An easy computation then shows that {un(&)} defined by (7) is a solution of (6) that 
satisfies the same initial conditions as {z,,}. From uniqueness the result is established. I 
Now we are in a good position to study the boundary value problem (2). If we require 
that the sequence {y,,(&,)} defined by (7) satisfy the boundary conditions of (2), it follows 
that the vectors Dj(X,), 1 2 j 2 t, must satisfy 
Thus, there exist solutions of the boundary value problem (2), if and only if there exist 
vectors Dj(&), for 1 5 j 5 t, such that 
S(L) [;;;;;I = [::;:;I. (13) 
Here, S(X,) = (Sij(/!o)), 1 2 i 2 h, 1 2 j 2 t, is the block partitioned matrix with entries 
(14) 
The following result has been established: 
THEOREM 2. Let S(X,) be defined by (14). Tben the boundary value problem (2) admits 
a unique solution for X = A,,, if and only if the matrix S(A,) is invertible in @““P. If it is 
invertible, the unique solution of (2) for A = A, is given by (7), wbere the vectors Dj(Ao) 
are given by 
If the property (4) holds, then according to [3] there exist a continuously differentiable matrix 
function J(A) = diag (&(A), . . .,&(A)), and a continuously differentiable matrix function 
M(A) = (Mij(A)) with Jj(A)cCmjxmj, MijdZPxmj,l 2 i 2 k,l 2 j 2 t, ml + *** + mt 
= kp, and mj is constant for Ac[& - 6, &, + 61. From the perturbation lemma [4] and 
continuity with respect to the parameter )r of S(A), if S(&,) is invertible, then S(X) is also 
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invertible for X close enough to &,. From Theorem 2, the problem (PA) admits a unique 
solution {yn(A)}, defined by 
Y”cA) = k Mlj(A)Jjn(X)Dj(X). (16) 
j=l 
Here the Dj(A) are defined by (15) with X replacing A,. Thus we may write 




+ 2 MljlAo) [Jytx) - J;(L)] Dj(X), 
j=l 
+ 2 Mlj(Xo)Jj"(b)(Dj(X) - oj(X)}. 
j=l 
(17) 
The continuous differentiability with respect to the parameter X of the matrix functions 
M(X), J(A), S(X), ri(A), 1 $ i s-k, the relationships - 
J;(X) - Jjn(A0) = ne JT(Ao){Jj(X) - Jj(A~)}Jf-l-h(X) 
h=o 
[ 
&(&I) - 01(X) 
: 1 G(h) I- WA) = [s-l&) - s-l(A)] [ ;;;;?;I -s-l(A) [ ;(y))j;(y;);] 
a mean value theorem and the Banach Lemma [4], imply that there exists a constant 
such that 
Ik(A) - Un(&)ll < c IX - &I, for n = o,l,. . . ,N 





THEOREM 3. Suppose that the coeficient functions Aj(X), l&(X), Q(A), for o 5 j $ k - 1, 
1 s i 5 k, o 6 q I s, are continuously differentiable functions of X in the real Interval 
[A, - a:&, + 61, andthat in this interval condition (4) is satisfied. If the S(X,) defined by 
Theorem 2 is an invertible matrix in C ‘pxkp, there exists an interval IX-A,[ < 5* where the 
problem (PA) admits a unique solution {yn(X)} satisfying (20) for some positive constant c. 
REMARK 1: The computation of the constant c and the determination of the interval IA - 
A01 < 6% is expressable in terms of A0 by means of straightforward computations. Then, for 
an admissible error 6, taking an interval around Xo with radius smaller than c-le, we have 
IlY*n(X) - Yn&>ll c E, uniformly for o 6 n 5 k. 
REFERENCES 
1. E.L. he, Ordinary Difierential Equations, Dover, (1956). 
2. L. J&&r, Explicit closed form solutions of boundary value problems for systems of difference equations, 
Intern. J. Compuler Math., 33, 217-224 (1990). 
3. H. Gingold, A method of global diagonalization for matrix valued functions, SIAM J. Math. Anal., 9 
(No. 6), 1076-1082 (1978). 
4. J.M. Ortega, Numerical Analysir, A Second Course, Academic Press, New York, (1973). 
Departameuto de Mate&tics Aplicada, Universidad PolitCcnica de Valencia, P. 0. Box 22.012, Valencia, 
Spain 
