Abstract. This paper is the first part of our series work to establish pointwise second-order necessary conditions for stochastic optimal controls. In this part, both drift and diffusion terms may contain the control variable but the control region is assumed to be convex. Under some assumptions in terms of Malliavin calculus, we establish the desired necessary condition for stochastic singular optimal controls in the classical sense.
1. Introduction. Let T > 0 and (Ω, F , F, P ) be a complete filtered probability space (satisfying the usual conditions), on which a 1-dimensional standard Wiener process W (·) is defined such that F = {F t } 0≤t≤T is the natural filtration generated by W (·) (augmented by all of the P -null sets).
In this paper, we shall consider the following controlled stochastic differential equation Here u(·) is the control variable valued in a set U ⊂ R m (for some m ∈ N), x(·) is the state variable valued in R n (for some n ∈ N), and b, σ : [0, T ] × R n × U × Ω → R n , f : [0, T ] × R n × U × Ω → R and h : R n × Ω → R are given functions (satisfying some conditions to be given later). As usual, when the context is clear, we omit the ω(∈ Ω) argument in the defined functions.
dx(t) = b(t, x(t), u(t))dt + σ(t, x(t), u(t))dW (t)
Denote by B(X ) the Borel σ-field of a metric space X , and by U ad the set of B([0, T ]) ⊗ F -measurable and F-adapted stochastic processes valued in U . Any u(·) ∈ U ad is called an admissible control. The stochastic optimal control problem considered in this paper is to find a controlū(·) ∈ U ad such that J(ū(·)) = inf u(·)∈U ad
J(u(·)). (1.3)
Anyū(·) ∈ U ad satisfying (1.3) is called an optimal control. The corresponding statē x(·) (to (1.1)) is called an optimal state, and (x(·),ū(·)) is called an optimal pair.
In optimal control theory, one of the central topics is to establish the first-order necessary condition for optimal controls. We refer to [15] for an early study on the first-order necessary condition for stochastic optimal controls. After that, many authors contributed on this topic, see [2, 3, 12] and references cited therein. Compared to the deterministic setting, new phenomenon and difficulties appear when the diffusion term of the stochastic control system contains the control variable and the control region is nonconvex. The corresponding first-order necessary condition for this general case was established in [18] .
For some optimal controls, it may happen that the first-order necessary conditions turn out to be trivial. For deterministic control systems, there are two types of such optimal controls. One of them, called the singular optimal control in the classical sense, is the optimal control for which the gradient and the Hessian of the corresponding Hamiltonian with respect to the control variable vanish/degenerate. The other one, called the singular optimal control in the sense of Pontryagin-type maximum principle, is the optimal control for which the corresponding Hamiltonian is equal to a constant in the control region. When an optimal control is singular, the first-order necessary condition cannot provide enough information for the theoretical analysis and numerical computing, and therefore one needs to study the second-order necessary conditions. In the deterministic setting, one can find many references in this direction (See [1, 7, 9, 10, 11, 13, 14, 16] and references cited therein).
Compared to the deterministic control systems, there are only two papers ( [4, 19] ) addressed to the second-order necessary condition for stochastic optimal controls. In [19] , a pointwise second-order maximum principle for stochastic singular optimal controls in the sense of Pontryagin-type maximum principle was established for the case that the diffusion term σ(t, x, u) is independent of the control u; while in [4] , an integral-type second-order necessary condition for stochastic optimal controls was derived under the assumption that the control region U is convex.
The main purpose of this paper is to establish a pointwise second-order necessary condition for stochastic optimal controls. In this work, both drift and diffusion terms, i.e., b(t, x, u) and σ(t, x, u), may contain the control variable u, and we assume that the control region U is convex. The key difference between [4] and our work is that we consider here the pointwise second-order necessary condition, which is easier to be verified in practical applications. We remark that, quite different from the deterministic setting, there exist some essential difficulties to derive the pointwise second-order necessary condition from an integral-type one when the diffusion term of the control system contains the control variable, even for the case of convex control constraint (See the first 4 paragraphs of Subsection 3.2 for a detailed explanation). We overcome these difficulties by means of some technique from the Malliavin calculus. The method developed in this work can be adopted to establish a pointwise second-order necessary condition for stochastic optimal controls for the general case when the control region is nonconvex but the analysis is much more complicated, and therefore we shall give the details in another paper [21] .
The rest of this paper is organized as follows. In Section 2, we list some notations, spaces and preliminary results from Malliavin calculus. In Section 3, we introduce the main results of this paper and give some examples. Finally, in Section 4 we give the proofs of the main results.
2. Some preliminaries. In this section, we present some preliminaries.
2.1. Some notations and spaces. We introduce some notations and spaces which will be used in the sequel.
Denote by ·, · and |·| respectively the inner product and norm in R n or R m , which can be identified from the contexts. Let R n×m be the space of all n × m-matrices. For any A ∈ R n×m , denote by A ⊤ the transpose of A and by |A| = tr{AA ⊤ } the norm of A. Also, write
n ×U ×Ω → R d be a given function. For a.e. (t, ω) ∈ [0, T ]×Ω, we denote by ϕ x (t, x, u), ϕ u (t, x, u) the first order partial derivatives of ϕ with respect to x and u at (t, x, u, ω), by ϕ (x,u) 2 (t, x, u) the Hessian of ϕ with respect to (x, u) at (t, x, u, ω), and by ϕ xx (t, x, u), ϕ xu (t, x, u), ϕ uu (t, x, u) the second order partial derivatives of ϕ with respect to x and u at (t, x, u, ω).
For any α, β ∈ [1, +∞) and
Some concepts and results from Malliavin calculus.
In this subsection, we recall some concepts and results from Malliavin calculus (See [17] for a detailed discussion on this topic).
Denote by C ∞ b (R d ; R n ) the set of C ∞ -smooth functions with bounded partial
Clearly, S is a linear subspace of L 2 FT (Ω; R n ). For any ζ ∈ S (in the form of that in (2.1)), its Malliavin derivative is defined as follows:
Write
Obviously, ||| · ||| 2 is a norm on S. It is shown in [17] that the operator D has a closed extension to the space D 1,2 (R n ), the completion of S with respect to the norm ||| · ||| 2 . When ζ ∈ D 1,2 (R n ), the following Clark-Ocone representation formula holds:
n admits a measurable version; and
Denote by L 1,2
for any ε > 0, and lim
. When ϕ is adapted, D s ϕ(t) = 0 for any t < s. In this case, D − ϕ(·) = 0, and
Roughly speaking, an element ϕ ∈ L 1,2 2 (R n ) is a stochastic process whose Malliavin derivative has suitable continuity on some neighbourhood of {(t, t) | t ∈ [0, T ]}. Examples of such process can be found in [17] 
To end this section, we show the following technical result which will be use in the sequel.
of positive numbers such that θ n → 0 + as n → ∞ and
Proof. For any τ, θ ∈ [0, ∞), we take the convention that
which implies (2.3).
3. Second-order necessary conditions. In this section, we shall present several second-order necessary conditions for stochastic optimal controls.
To begin with, we assume that (C1) The control region U is nonempty, bounded, and convex. (C2) The functions b, σ, f , and h satisfy the following:
n and σ(t, ·, ·) : R n × U → R n are continuously differentiable up to order 2, and all of their partial derivatives are uniformly bounded (with respect to (t, ω) ∈ [0, T ] × Ω). There exists a constant L > 0 such that for a.e. (t, ω) ∈ [0, T ] × Ω and for any x,x ∈ R n and u,ũ ∈ U ,
⊗F -measurable and F-adapted, and the random variable h(x) is F T -measurable. For a.e. (t, ω) ∈ [0, T ] × Ω, the functions f (t, ·, ·) : R n × U → R and h(·) : R n → R are continuously differentiable up to order 2, and for any x,x ∈ R n and u,ũ ∈ U ,
When the condition (C2) is satisfied, the state x(·) (of (1.1)) is uniquely defined by any given initial datum x 0 ∈ R n and admissible control u(·) ∈ U ad , and the cost functional (1.2) is well-defined on U ad . In what follows, C represents a generic constant, depending on T and L, but independent of any other parameter, which can be different from line to line.
3.1. Integral-type second-order conditions. Let (x(·),ū(·)) be an optimal pair, and u(·) ∈ U ad be any given admissible control. Let ε ∈ (0, 1), and write
Denote by x ε (·) the state of (1.1) with respect to the control u ε (·), and put
First, similar to [4] , we introduce the following two variational equations: Proposition 3.1. Let (C2) hold. Then, for any κ ≥ 2,
Proof. The proof is very close to that of [4, Lemmas 3.5 and 3.11], and therefore, we omit the details. Next, define the Hamiltonian
We introduce respectively the following two adjoint equations for (3.2)-(3.3):
where H xx (t) = H xx (t,x(t),ū(t), P 1 (t), Q 1 (t)). From [8] , it is easy to check that, for any β ≥ 1, the equation (3.5) admits a unique strong solution (
, and (3.6) admits a unique strong solution (
and denote
We have the following result. Proposition 3.2. Let (C1)-(C2) hold. Then, the following variational equality holds for any u(·) ∈ U ad :
where
Proof. By (3.1), using Taylor's formula and Proposition 3.1, similar to [4, Subsection 3.2], we have
By Itô's formula, we have
and (noting that P 2 (t)
Substituting (3.11), (3.12) and (3.13) into (3.10), we obtain that
This completes the proof of Proposition 3.2. Now, we establish an integral-type second-order necessary condition for stochastic optimal controls. Stimulated by [10] , we introduce the following notion. Definition 3.3. We call a controlũ(·) ∈ U ad a singular control in the classical sense ifũ(·) satisfies (3.14) wherex(·) is the state with respect toũ(·), and (P 1 (·),Q 1 (·)) and (P 2 (·),Q 2 (·)) be the adjoint processes given respectively by (3.5) and (3.6) with (x(·),ū(·)) replaced by (x(·),ũ(·)).
Remark 3.1. Since the diffusion term σ(t, x, u) contains the control variable u, in order to represent the stochastic maximum principle, one needs to introduce the following H-function:
The stochastic maximum principle (see [18] ) says, if (x(·),ũ(·)) is an optimal pair, then
A singular control in the classical sense is the one that satisfies trivially the firstand second-order necessary conditions in optimization theory for the maximization problem (3.15), i.e.,
It is easy to see that (3.16) is equivalent to (3.14) . On the other hand, one can consider (stochastic) singular optimal controls in other senses, say in the sense of Pontryagin-type maximum principle. Due to the space limitation, we shall present our results in this respect elsewhere.
By Proposition 3.2, we obtain the following integral-type second-order necessary condition.
Theorem 3.4. Let (C1)-(C2) hold. Ifū(·) is a singular optimal control in the classical sense, then
Proof. By (3.9) and Definition 3.3, we have
as stated.
In [4] , the authors obtained the following integral-type first-and second-order necessary conditions for stochastic optimal controls: Theorem 3.5. Let (C1)-(C2) hold. Ifū(·) is an optimal control, then
the following second-order necessary condition holds:
Here,
and, cl 2,2 (A) and cl 4,4 (A) are the closure of a set A under the norms · 2,2 and · 4,4 , respectively.
There are some second-order terms with respect to y 1 (·) in (3.19) . These terms are eliminated in (3.17) by introducing the second-order adjoint process (P 2 (·), Q 2 (·)). Note also that, the second-order necessary condition we consider in this paper is for the singular optimal controls in the classical sense, hence the second order terms H uu (t)v(t), v(t) and P 2 (t)σ u (t)v(t), σ u (t)v(t) appearing in the variational formulation (3.9) do not enter into (3.17).
3.2. Second-order necessary condition in term of martingale representation. Let us recall that, in order to derive pointwise necessary conditions for optimal controls, one needs to establish first some suitable integral-type necessary conditions. It is well-known that there is no difficulty to establish the pointwise first-order necessary condition for optimal controls whenever an integral-type one is obtained. However, the classical method of deriving the pointwise condition from the integraltype one cannot be used directly to establish the pointwise second-order condition in the general stochastic setting.
Note that the solution y 1 (·) to the first variational equation (3.2) appears in the integral-type second-order condition (3.17) . By [20, Theorem 1.6.14, p.47], y 1 (·) enjoys an explicit representation: (3.20) where Φ(·) is the solution to the following matrix-valued stochastic differential equation (3.21) and I stands for the identity matrix in R n×n . Substituting the explicit representation (3.20) of y 1 (·) into (3.17), we see that there will appear a "bad" term of the following form:
To see (3.22) is "bad", let us choose τ ∈ [0, T ), v ∈ U , E θ = [τ, τ + θ) such that θ > 0 and τ + θ ≤ T . Denote by χ E θ (·) the characteristic function of the set E θ . As usual, though the control region U is convex, in order to derive a pointwise second-order necessary condition from the integral one (3.17), people need to choose the following needle variation for the optimal controlū(·):
Since an Itô integral appears in (3.24), we have
Because of this, it seems that (3.24) is not an infinitesimal of order 2 but only that of order 3 2 with respect to θ (as θ → 0 + ). However, by the properties of Itô's integral, we find that
This indicates that, (3.22) is actually a higher order infinitesimal of θ 3 2 (as θ → 0 + ). Essentially, the above problem is caused by the Itô integral. Indeed, one cannot use the Lebesgue differentiation theorem directly to treat the Itô integral appeared in (3.24) . In this subsection, we shall reduce the Itô-Lebesgue integral term (3.24) to a double Lebesgue integral term by means of the property of Itô's integrals and the martingale representation theorem, and obtain a second-order necessary condition for singular optimal controls.
We need the following technical result (which should be known but we do not find an exact reference).
For any fixed j and k, since ξ
(Ω; R n ), by the martingale representation theorem, there exists a stochastic process φ
Clearly, ϕ j (·) can be represented as
Consequently, we have
Since ϕ j (·) converges strongly to ϕ(·),
Therefore, (3.25) holds. Also, we need the following simple result.
We only need to prove that
and, for ϕ = b, σ,
Therefore,
which completes the proof of Lemma 3.7.
. Then, by our assumption (C1) and Lemma 3.6, for any v ∈ U , there exists a
Using (3.26), we obtain the following second-order necessary condition, which is pointwise with respect to the time variable (but it is still in the integral form with respect to the sample point ω).
Theorem 3.8. Let (C1)-(C2) hold. Ifū(·) is a singular optimal control in the classical sense, then for any v ∈ U , it holds that
where,
is determined by (3.26), and Φ(·) is the solution to the stochastic differential equation (3.21) .
The proof of Theorem 3.8 will be given in Subsection 4.1.
Second-order necessary condition in term of Malliavin derivative.
In Theorem 3.8 we obtain a second-order necessary condition in term of martingale representation. From the martingale representation theorem, we only know that, for
, and hence, for each τ ∈ [0, T ], the function
is not sufficient to ensure that, for a.e. τ ∈ [0, T ], the limit
exists.
Example 3.1. Let a n = 2 3 n , n = 0, 1, 2, · · ·. Then, ∞ n=1 a n = 1 and
as follows:
On the other hand, if
. But, for any τ ∈ [0, 1) and θ > 0 satisfying τ +θ ≤ 1,
The above two examples show that, in general, the superior limit lim sup (3.28) ) cannot be refined to be the limit, and even worse, this superior limit may be equal to −∞. If the superior limit in (3.28) is equal to −∞ for a.e. τ ∈ [0, T ], the second-order necessary condition (3.27) turns out to be trivial. On the other hand, even this superior limit is finite for a.e. τ ∈ [0, T ], it is still difficult to obtain the continuity of the function
All the problems mentioned in the above are caused by the lack of further information for φ v (·, ·). If both S(·) andū(·) are regular enough, the function φ v (·, ·) has an explicit representation and then we can improve the result obtained in Theorem 3.8. To this end, we assume that
We have the following pointwise second-order necessary condition for singular optimal controls. Theorem 3.9. Let (C1)-(C3) hold. Ifū(·) is a singular optimal control in the classical sense, then for a.e. τ ∈ [0, T ], it holds that
The proof of Theorem 3.9 will be given in Subsection 4.2. Remark 3.2. In some special cases, the regularity assumption on S(·) holds automatically. One of them is the linear quadratic optimal control problem with convex control constraints. In this case, the functions b, σ, f and h in (1.1)-(1.2) are given as follows:
S m ) are deterministic matrix-valued functions, and G ∈ S n is a (deterministic) matrix. Indeed, for this problem, the second-order adjoint equation is
and G are deterministic, the equatio(3.31) admits a unique deterministic solution (P 2 (·), 0), where P 2 (·) is the solution to the following differential equation
Hence, for this case,
is a deterministic continuous matrix-valued function, hence it belongs to the space L
In general, to obtain the regularity of S(·), we need the regularity of (ū(·),x(·)), (P 1 (·), Q 1 (·)) and (P 2 (·), Q 2 (·)). From the regularity results for solutions to stochastic differential equations (see [8] and [17] ), the optimal controlū(·) needs to be regular enough. In the deterministic setting, the regularity of optimal controls has been studied by many authors (see [5, 6] and references cited therein). However, to the best of our knowledge, there exists no reference addressing the regularity of stochastic optimal controls. We will discuss this topic in our forthcoming paper.
To end this section, we give two examples to explain how to distinguish singular optimal controls from others by using the pointwise second-order necessary conditions established in Theorem 3.9.
Consider the following one-dimensional control system
and the cost functional
For this optimal control problem, the Hamiltonian is given by
Let (x(t),ū(t)) ≡ (0, 0). The corresponding two adjoint equations are
and
That is,ū(t) ≡ 0 is a singular control in the classical sense. Letû(t) ≡ −1, we have
Therefore,ū(t) ≡ 0 is not an optimal control. Now, we show thatū(t) ≡ 0 does not satisfy the second-order necessary condition (3.30). Actually,
Let v = 1, we find that
Hence, the condition (3.30) fails at v = 1. 1] . Consider the control system
with the following cost functional
Clearly, (x(t),ū(t)) ≡ (0, 0) is an optimal pair, and the corresponding adjoint equations are respecitvely
Obviously, (P 1 (t), Q 1 (t)) ≡ (0, 0), (P 2 (t), Q 2 (t)) ≡ (−G, 0), and
Therefore,x(t) ≡ 0 is a singular optimal control in the classical sense. Since for this case,
we have
That is, the necessary condition (3.30) holds.
Proofs of the main results.
This section is devoted to proving Theorems 3.8 and 3.9. Firstly, we show a technical result.
Proof. The equality (4.1) is a corollary of the Lebesgue differentiation theorem. Now, we prove (4.2). For any τ ∈ [0, T ), let θ > 0 and τ + θ < T . By the Lebesgue differentiation theorem, we have
Combining (4.3) and (4.1), we obtain (4.2). This completes the proof of Lemma 4.1.
Proof of Theorem 3.8. For any
and the corresponding solution y 1 (·) to the equation (3.2) is given by
Substituting v(·) = (v −ū(·))χ E θ (·) and (4.4) into (3.17), we have
By Lemma 4.1, we have, for a.e. τ ∈ [0, T ),
On the other hand, by (3.21), we have
Substituting (3.26) into the fist term of the right hand of (4.7), we get that lim sup
This implies that
Furthermore, since
then, by Lemma 4.1, we have,
Therefore, by (4.7)-(4.10), we have, for a.e. τ ∈ [0, T ),
Finally, by (4.5), (4.6) and (4.11), we obtain that 0 ≥ lim sup
which gives (3.27 ). This completes the proof of Theorem 3.8.
Proof of Theorem 3.9.
Since W (·) is a continuous stochastic process, F t is countably generated for any t ∈ [0, T ]. Hence, one can fined a sequence {A l } ∞ l=1 ⊂ F t such that for any A ∈ F t , there exists a subsequence {A ln } ∞ n=1 ⊂ {A l } ∞ l=1 such that lim n→∞ P (A∆A ln ) = 0, where A∆A ln = (A \ A ln ) (A ln \ A). F t is also said to be generated by the sequence {A l } 
By the boundness of U and the regularity assumption (C3), it holds that
Then, by the Clark-Ocone formula, for a.e. t ∈ [0, T ], S(t) ⊤ (v k −ū(t)) = E S(t) ⊤ (v k −ū(t))
