Abstract-In this paper, pilot-aided in-phase and quadraturephase (IQ) imbalance compensation for orthogonal frequency division multiplexing (OFDM) systems operating over doubly selective channels is addressed. Based on a reformulated system model and the least squares (LS) criterion, a joint IQ imbalance and channel estimation method is developed, and the corresponding compensation scheme is also proposed. Moreover, to further enhance the compensation performance, an iterative compensation algorithm is derived via an expectation-maximization (EM) algorithm. Simulation results show that the iterative compensation algorithm initialized by the proposed LS compensation scheme converges in a few iterations and its performance after convergence is close to the ideal case with perfect IQ imbalance and channel state information.
I. INTRODUCTION
O RTHOGONAL frequency division multiplexing (OFDM) has been widely recognized as an efficient transmission technique for wireless communications [1] . Consequently, there is an increasing demand for OFDM systems operating in high mobility environments, including systems for applications such as digital multimedia broadcasting (DMB), digital video broadcast-handheld (DVB-H), media forward link only (MediaFLO) and wireless metropolitan area networks (WiMAX) [2] - [4] . For broadband OFDM systems, high speed movement of mobile terminals causes Doppler spread and results in time-varying multipath channels, i.e., doubly selective channels (DSCs). For DSCs, the number of important channel parameters in one OFDM symbol significantly increases, which makes channel estimation a challenging task. Furthermore, the double-selectivity of the channel destroys the orthogonality among subcarriers and induces intercarrier interference (ICI) in OFDM systems. Representative works on channel estimation and ICI compensation for DSCs have been presented in [5] - [8] , where basis expansion models (BEMs) are often used to approximate the DSC. Moreover, a pilot cluster structure, in which each cluster contains only one nonzero pilot in the middle, is widely adopted for channel estimation.
On the other hand, next generation wireless communications will need to operate as low-cost, power-efficient and highly integrated systems. Direct-conversion architectures become attractive as they can directly convert radio frequency (RF) signals to baseband signals and vice versa. However, due to power-area-cost tradeoffs, direct-conversion architectures tend to suffer from impairments, most of which cannot be efficiently nor entirely eliminated in the analog domain, and this therefore introduces in-phase and quadrature-phase (IQ) imbalance. This imbalance is the mismatch between the in-phase (I) and quadrature-phase (Q) branches, which can be present at both the transmitter (Tx) and the receiver (Rx). In particular, IQ imbalance can be categorized into frequency-independent (FI) and frequency-dependent (FD) parts. The FI part is generally induced by an imperfectly balanced local oscillator (LO) which cannot produce equal amplitudes and an exact 90 phase shift between the I and Q branches. The FD part is primarily caused by imperfections in other analog components, such as transmitter or receiver analog filters, amplifiers, and digital-to-analog (D/A) or analog-to-digital (A/D) converters. If IQ imbalance is left without compensation, system performance would be severely degraded. Therefore, IQ imbalance compensation over slowly fading channels has been extensively studied in the past few years [9] - [13] .
However, these channel estimation and ICI compensation methods [5] - [8] and IQ imbalance compensation schemes [9] - [13] will perform poorly over DSCs with IQ imbalance. In this situation, the energy of data on one subcarrier not only spreads over adjacent subcarriers, but also becomes mirrored interference within the OFDM symbol. This makes the estimation and compensation of IQ imbalance and channel imperfections very challenging. [14] proposes a scheme that is tailored to this scenario based on the generalized complex exponential basis expansion model (GCE-BEM). Although this is a powerful approach to the problem of joint IQ imbalance and doubly selective channel compensation, this work considers only the FI part of IQ imbalance. Moreover, it assumes that the IQ imbalance and channel parameters are known. Recently, in [15] , a general mathematical model quantifying the effects of both IQ imbalance and the DSC is developed, and IQ imbalance compensation algorithms are also proposed. Joint estimation of the IQ imbalance and DSC is also addressed by exploiting scattered pilots. These scattered pilots are grouped in pairs with each pair containing two clusters. Pilot subcarriers in one cluster are the mirrored subcarriers of the other. This work shows the possibility of jointly estimating and compensating the DSC and IQ imbalance. However, only ICIs from several neighboring subcarriers are considered and all the remaining ICI terms are left uncompensated. Moreover, the estimates of the IQ imbalance and channel parameter corresponding to ICIs from neighboring subcarriers are obtained by approximating the channel time-variation with a linear model.
In this paper, we take a different approach from that of [15] . In particular, we reformulate the system model using the GCE-BEM, so that the IQ imbalance and DSC can be estimated in the time-domain with a small number of scattered pilots. A least squares (LS) compensation scheme is then proposed, which compensates all the ICI terms. To further improve the compensation performance, an iterative algorithm is developed based on the expectation-maximization (EM) algorithm [16] . Simulation results show that the proposed LS compensation method achieves better bit error rate (BER) performance than the method in [15] . Moreover, the BER of the proposed LS compensation method is further improved by the proposed iterative algorithm. After convergence, its performance is close to the ideal case which assumes perfect IQ imbalance and channel state information.
The rest of the paper is organized as follows. The system model for OFDM systems with Tx/Rx IQ imbalance and operating with high mobility is introduced in Section II. In Section III, the LS based joint IQ imbalance and channel estimation scheme is derived, and the corresponding compensation method is proposed. In Section IV, based on the EM algorithm, an iterative enhancement of the IQ imbalance and channel compensation algorithm is developed. Simulation results are presented in Section V to demonstrate the effectiveness of the proposed algorithms. Conclusions are drawn in Section VI.
Notation: Boldface uppercase and lowercase letters are used for matrices and vectors, respectively. Superscripts and denote conjugate, transpose and Hermitian, respectively. The symbol denotes the identity matrix. The symbol signifies the diagonal matrix with vector on its diagonal. and are the trace and the determinant of a square matrix , respectively. Symbols and are the expectation, the real part and the amplitude of the operand in the brackets, respectively. The matrix denotes the fast Fourier transform (FFT) matrix with . rounds to the nearest integer greater than or equal to .
II. SYSTEM MODEL

A. Transmitted OFDM Signal With Scattered Pilots
In an OFDM system, the source data in the frequency domain is modulated onto parallel subcarriers to obtain the time domain signal . In general, the elements of can be categorized into (1) where is the index set of subcarriers allocated for pilot symbols with elements, and is the index set of data subcarriers with elements. Notice that . From (1), we have , where and denote matrices collecting columns of corresponding to and , respectively, and and denote pilots and data vectors, respectively. A cyclic prefix (CP) of length is inserted at the beginning of the time domain OFDM signal to prevent intersymbol interference (ISI). The baseband signal is then converted to a radio frequency signal through a direct conversion transmitter.
B. Tx/Rx IQ Imbalance Model
The direct conversion transmitter is shown in Fig. 1 , where the frequency independent IQ imbalance is characterized by an amplitude mismatch and a phase mismatch , while the frequency dependent IQ imbalance is modeled by two filters in I and Q branches with frequency responses as and , respectively. According to [11] and following derivations in [13] , the baseband equivalent transmitted signal for an OFDM symbol is (2) where is an circular matrix given by (3) and similarly, is an circular matrix with the first column as . Here, and are the time domain transmitter IQ imbalance coefficients given by (4) (5) where denotes the inverse Fourier transformation, is the sample interval and is the length of the time domain transmitter IQ imbalance filters.
On the other hand, at the direct-conversion receiver (DCR) side, similarly to (4) and (5), the time domain receiver IQ imbalance coefficients are given by and , respectively. Here, and , respectively, denote the amplitude and phase mismatches, and denote the frequency responses of two filters in the I and Q branches, respectively, and is the length of the time domain receiver IQ imbalance filters. Denoting by the received baseband equivalent signal, after direct conversion and discarding the CP, the resulting signal is given by (6) where is an matrix given by (7) and has the same structure as with the first row being .
C. Received OFDM Signal Over DSCs
In the following, the relationship between and is disclosed. We consider a Rayleigh-distributed DSC that has independent taps with the average power of the th tap denoted by . The auto-correlation of the th tap coefficient follows the classical Jakes' model [5] given by , where is the zero-order Bessel function of the first kind and denotes the Doppler spread normalized by the subcarrier spacing.
The received signal is given by the linear convolution between the DSC and the equivalent transmitted signal . Since the equivalent transmitted signal is periodic due to the CP, we have (8) where denotes an additive white Gaussian noise vector , and is an matrix given by (9) with being the sample of the th tap at time ( is omitted for notational simplicity). In (8), with being the last columns of the identity matrix , which represents the effect of the CP.
Substituting (2) into (8) and the resulting expression into (6), and with , the received signal after transformation into the frequency domain is (10)
D. Reformulation With Basis Expansion Model
Notice that the channel matrix is completely characterized by with being the channel coefficients of the th tap over interval . The number of unknown channel parameters is , which is much larger than the number of received samples. This makes least squares and maximum likelihood (ML) estimation impossible.
To reduce the number of unknown parameters, the generalized complex exponential basis expansion model [7] is adopted to represent the DSC, which takes the form (11) where with being the oversampling factor in the Doppler domain, and denotes the BEM coefficient. With the BEM in (11), the matrix in (9) can be approximated by (12) where and
Based on the GCE-BEM, the total number of channel parameters is significantly reduced from to . Substituting (12) into (10), it follows that (14) where we have also used the fact that . As can be seen from (14), and are all coupled with BEM coefficients, and separately estimating these parameters is difficult. Fortunately, in joint IQ imbalance and channel compensation, only the combined effects of the DSC and IQ imbalance need to be estimated. Following derivations similar to those in [13] , (14) is equivalent to (15) where is a circulant matrix with the first column being is a circulant matrix with the first column being , and is a circulant matrix with the first column being . Combining the first with the fourth term, and the second with the third term of (15) gives (16) 
A. IQ Imbalance and Channel Parameter Estimation
In order to compensate for the effects of IQ imbalance and channel, we must first estimate the unknown vectors and . As aforementioned in Section II, pilots are scattered among data subcarriers in each OFDM symbol. Specifically, pilot subcarriers are grouped into pairs and the th pilot pair contains two pilot clusters locating on subcarrier sets and , respectively, (with one cluster being the mirror of the other one). Here and are positive integers that can be chosen to obtain different pilot patterns. For example, when , the pilot pattern is equivalent to that in [8] , in which each cluster contains an odd number of subcarriers (usually with only one nonzero pilot in the middle). In the case with and , the pilot pattern reduces to that in [15] . Based on (18) , stacking all received samples corresponding to the pilot subcarriers and separating pilots from data with gives (19) , at the bottom of the page, where collects rows of corresponding to the pilot subcarrier set . In (19), we have separated the effects of data from those of pilots, and the terms with the unknown data and noise are contained in . Notice that, if the channel is slowly fading, due to the orthogonality among subcarriers, the received signal on the th subcarrier is dependent only on and the corresponding mirror component . In this situation, with the current pilot pair structure, IQ imbalance and channel parameter estimation based on (19) is free of interference from the unknown data, and is dependent only on noise. However, over DSCs, is dependent on both data and noise, which makes IQ imbalance and channel parameter estimation suffer from interference caused by the unknown data. Fortunately, due to the fact that most of the ICI on one subcarrier comes from the neighboring subcarriers [8] , [15] , the current pilot cluster structure protects pilots in the middle of the cluster, and effectively reduces the effect of interference from the unknown data.
Writing the summation in (19) into matrix form gives
where (21) and with length of . By treating as noise, the LS estimate of the IQ imbalance and channel parameter is given by ( 
22)
B. Joint IQ Imbalance and Channel Compensation
In order to compensate for the IQ imbalance and channel so that the unknown data can be recovered, we substitute and into (17) , and the expression becomes (23) , shown at the bottom of the page, where the unknown data are in the first two terms only.
Noticing that since the noise depends on the receiver IQ imbalance parameters, the ML estimator of is very difficult to derive. Here, the LS criterion is employed for joint IQ imbalance and channel compensation. Substituting in (23) with its estimate , the estimate of is given by (24) with . Notice that, if the noise were treated as being zero-mean white Gaussian with variance as in [15] , then the objective function given in (24) would be equivalent to that of the ML method. Due to the discrete property of data, finding a globally optimal solution requires an exhaustive high dimensional search and therefore is difficult to obtain. From the point of view of complexity reduction, a closed-form linear solution could be obtained as follows by relaxing data variables to be continuous [18] . Relaxing as a continuous variable and setting the derivative of the cost function in (24) with respect to to zero gives (25) Similarly, by setting the derivative of the cost function in (24) with respect to to zero, another equality is obtained as
Multiplying both sides of (26) with and then subtracting from (25) to eliminate , based on the resulting equation, the LS estimate of is given by
Accordingly, is a reasonable data estimator, where denotes a quantization of . Since linear solutions are known generally not to converge to the global optimal but work well in many applications [19] , the relaxation strategy is basically a tradeoff between complexity and performance.
Remark 1: The complexity of the LS scheme is dominated by one matrix inversion on shown in (22) , and one matrix inversion on shown in (27). For an matrix, the complexity of inversion is . Therefore, the complexity of the LS scheme is .
IV. ITERATIVE ENHANCEMENT OF IQ IMBALANCE AND CHANNEL COMPENSATION VIA THE EM ALGORITHM
In the previous section, the unknown data is treated as noise during IQ imbalance and channel parameter estimation and it becomes a limiting factor for compensation performance. In this section, based on the EM algorithm [16] , an iterative algorithm is developed to further improve the compensation performance. Recalling (23) , if the noise is treated as being zero-mean white Gaussian with variance , the unknown variables are and . Using the EM terminology, we take as the complete data with being the underlying variable, and as parameters of interest. The iterative algorithm includes two steps (the E-step and the M-step) at each iteration. In the E-step, an expectation is taken with respect to conditioned on the previous estimates of , and an objective function depending only on is obtained. In the M-step, through maximizing the function obtained in the E-step, the IQ imbalance and channel are jointly compensated, and the estimates of can be updated. In this way, the iterative compensation algorithm is generalized to incorporate the joint IQ imbalance and channel estimation, and its performance can be improved by taking advantage of the iterative processing (i.e., the availability (23) of information from the tentatively recovered data). Specifically, the two steps at the th iteration are:
1) E-step: Compute ; 2) M-step: Solve . The expectation above is taken with respect to the conditional probability density function (pdf) , while are the estimates of and at the th iteration. The details of the E-step and the M-step are given here. E-step: Using Bayes' formula, we have (28) where the fact that is independent of and the assumption that is independent of the noise variance have been used. From (28), the function can be expressed as (29) where the second term can be ignored in the following derivations, since it is not a function of or [16] . To obtain the likelihood function , (18) Note that the conditional pdf is a Gaussian distribution (as shown in the Appendix). Therefore, in (34) is indeed an estimate of the joint IQ imbalance and channel parameters. We can back substitute it into (27) to obtain a new compensator and repeat the same steps to form an iterative algorithm. However, the behavior of such an iterative algorithm is unknown and further study is needed, which is beyond the scope of this paper. Since the EM algorithm can guarantee convergence [16] , we shall proceed to the next step. M-step: In this step, we aim to maximize in (36) with respect to and . Differentiating (36) with respect to and setting the result to zero, we have (37), shown at the bottom of the next page. It can be seen that maximizing with respect to is equivalent to maximizing with respect to . However, since that depends on in an implicit way, direct maximization of with respect to is difficult. Below, we will derive an alternative expression for from which a closed-form solution for the maximizing value of can be obtained. Since is a Hermitian matrix, based on eigen-decomposition, we have (33) where is the th eigenvalue of with being the corresponding eigenvector. On the other hand, comparing (23) and (30), we have where the vector in square brackets of and is not confined to but is applicable to any vector having compatible dimensions with and . Due to this fact and the eigen-decomposition on in (37) can be rewritten as (38) Dropping all the terms irrelevant to and grouping those terms with common factors of together, (38) is further rewritten as (39), shown at the bottom of the page.
Relaxing to be continuous and setting the derivative of (39) with respect to to zero gives (40) where the facts that and have been used. Similarly, by setting the derivative of (39) with respect to to zero, another equality is obtained as
Multiplying both sides of (41) by and then subtracting from (40) to eliminate , based on the resulting equation, the th estimate of is then given by
Accordingly, is the corresponding data estimator. Putting into (36) and setting the derivative of with respect to to zero, we obtain (43) In summary, the proposed iterative algorithm alternates among (34), (35), (42), and (43) until convergence. Note that the EM algorithm may converge to a local maximum and the convergence point depends heavily on the initialization. In the present work, the proposed LS algorithm can provide a good initial estimate which will be demonstrated in the simulations. Therefore, we set and given in (27). Remark 2: The complexity of each iteration for the proposed EM algorithm is dominated by one matrix inversion on shown in (34), an eigendecomposition of the matrix and one matrix inversion on shown in (42). For an matrix, the complexity of eigendecomposition is . Therefore, the complexity for each iteration of the EM algorithm is . Each iteration of the EM algorithm has approximately the same complexity as the LS scheme since it is dominated by the term , and the overall complexity depends on the number of iterations. It is clear that the improved performance of the EM algorithm is a tradeoff with complexity.
V. SIMULATION RESULTS AND DISCUSSION
In this section, computer simulation results are presented to demonstrate the performance of the proposed joint IQ imbalance and channel compensation algorithms. In the simulations, each OFDM symbol has 256 subcarriers and the length of the CP is . The carrier frequency is GHz and the sample interval is s [21] . The normalized maximal Doppler shift is set to and (corresponding to a mobile terminal at a speed of about 120 and 360 km/h, respectively) for illustration. The corresponding oversampling factor is set to 20 and 6, respectively. The channel has three taps with an exponential power delay profile [6] , namely with . Each tap coefficient follows a complex Gaussian distribution and is assumed to experience the same , and the time correlation of each tap coefficient follows Jakes' model [22] . Fourteen pilot pairs are used and each pair contains two clusters. The pilot cluster follows the structure in [8] , and more specifically, each cluster occupies three pilots (i.e., ) with only one nonzero pilot in the middle of the cluster. The nonzero pilots are generated as zero-mean complex Gaussian random variables with power . Data on other subcarriers are modulated by quadrature phase-shift keying (QPSK). With this arrangement, roughly 32.81% of the subcarriers and also 32.81% of the total power are occupied by pilots. The severe IQ imbalance setting [15] is considered with the amplitude imbalance dB, the phase imbalance , and the impulse responses and , respectively. Thus the front-end filter impulse response length is .
A. Performance of the Proposed LS Compensation Scheme
Figs. 2 and 3 show the BER performance of the proposed LS compensation scheme for two cases with and , respectively. Here, 'without compensation' denotes the case without considering the IQ imbalance and the time-variation of the channel. The ideal case which assumes perfect IQ imbalance and channel state information is also depicted as a reference. The method in [15] is adopted for comparison. Following the frame structure in [15] , each frame contains four OFDM symbols, one preamble (i.e., a training OFDM symbol), one postamble and two data OFDM symbols. The pilot structure follows Scheme A described in [15] , and diagonals are considered for ICI compensation. Within each data OFDM symbol, the number of pilot subcarriers and the total power allocated to pilots are the same for both algorithms. As can be seen, for both maximum Doppler shifts, the proposed LS scheme performs better than the method in [15] . Noticing that the method in [15] has the approximate complexity of and the proposed LS scheme has higher complexity of about (neglecting the small term), there is certainly some tradeoff between performance and complexity here. However, the more important reason that the proposed LS scheme has better performance is due to more accurate IQ imbalance and channel parameter estimation. In fact, further to this work, a low complexity scheme has been proposed in [23] by considering only several neighboring subcarriers. The scheme has a complexity of which is lower than that in [15] but performs better. Furthermore, as shown in Figs. 2 and 3 , the performance gaps between the proposed method and the ideal cases are still significant, and an error floor is exhibited at high signal-to-noise ratios (SNRs). Fig. 4 shows the convergence performance of the proposed iterative compensation algorithm for SNR equal to 20 and 30 dB with . Both the proposed LS scheme and the method in [15] are employed for initialization. It can be seen that all the BERs improve significantly in the first several iterations, and after that, they converge to stable values. For both SNRs, the iterative method initialized by the proposed LS scheme converges faster than that initialized by the method in [15] . Moreover, notice that at dB, after convergence, the performance of the iterative algorithm initialized by the proposed LS scheme is somewhat better than that initialized by the method in [15] . Figs. 5 and 6 show the performance enhancements achieved by the proposed iterative algorithm versus SNR for the two cases with and , respectively. The proposed LS scheme is used for initialization and marked as ' (LS)'. As can be seen, the BER performance improves significantly when the number of iterations increases, and after convergence, it is very close to ideal.
B. Enhancement With the Proposed Iterative Algorithm
VI. CONCLUSION
In this paper, pilot-aided IQ imbalance compensation for OFDM systems operating over doubly selective channels has been addressed. After reformulation of the system model and based on the LS criterion, a joint IQ imbalance and channel estimation method has been developed, and the corresponding compensation scheme has also been proposed. Moreover, to enhance the compensation performance, an iterative compensation algorithm has been derived based on the EM algorithm. Simulation results show that the proposed LS compensation method performs better than the method in [15] . Moreover, the proposed iterative algorithm further improves the BER performance. After convergence, the BER performance is close to the ideal case which assumes perfect IQ imbalance and channel state information.
APPENDIX
Using Bayes' formula, the conditional pdf is given by (44) where is independent of and is assumed to be also independent of the noise variance. Treating as being Gaussian [20] yields (45) with very large . When represents a noninformative prior.
With given in (32), putting (32) and (45) with .
In order to proceed, the expression of is needed. Based on (32) and (45), we have (50) Substituting (50) into (47) yields (51) Thus, the pdf is a Gaussian distribution. In addition, and given in (48) and (49), respectively, are in fact its conditional mean and covariance. To show that we have no prior information on , we take the limit [16] , which leads to (34) and (35).
