For several decades many have studied or conducted experiments to drive magnetic fields into metallic conducting materials. Examples include designs for electrically exploded fuses, exploding wires to generate high energy plasmas, and of course heavy metal liners as kinetic drivers for hydrodynamic experiments. When the material melts the surface can develop highly unstable dynamics. One of the most common results is the onset and growth of spatial perturbations taking on the form of spike and bubble like structures. This is usually identified as Magneto-Raleigh-Taylor (MRT) instability. A clear example is when excessive current is applied to accelerate a near normal density thick metal liner to velocities approaching 1.0 cm/μsec or greater. Yet we have observed several experiments where melting of the liner was present but the outside liner surface was observed to remained stable (B~0.5 to 1.3 MG). Analysis of this and other cases compared to MHD simulations enabled us to examine this phenomenon under a variety of conditions. While the majority of the cases still are fundamentally acceleration driven instability of a fluid interface, other phenomenon have been observed to play a significant role such as the effect of liquid/vapor phase change at the surface. Additionally, this suggests there may be drive conditions that can maintain the aluminum at conditions well away from the saturated liquid line until the conditions are well above the triple point in aluminum. There are some indications that this may reduce or delay the MRT like instabilities. However excessive drive that pressurizes the melted layer too much produces unfavorable gradients in the material that grossly aggravate the traditional MRT instabilities. In this talk we will examine in detail the effects of EOS structure, conductivity dependence on state properties (e.g. density and temperature), and the magnitude and time dependence of the driving magnetic field on the evolution of surface conditions. Based on these observations we propose that controlling the surface stability may depend on careful adjustment of time scales associated with the driving waveform and kinetics of the liner in order to control the path in phase space (EOS) the material follows.
INTRODUCTION
The impetus for this study was difficulties in simulation and design of liner experiments on Pegasus, explosive pulse generators, and Atlas. These same problems were evident in at other facilities and have been the focus of studies over the last few decades. These difficulties involve abhorrent surface behavior when the conducting material is acted on by a high magnetic field. The magnetic fields considered in this paper will be less than 1.5 mega-gauss. Above this value, the temperature becomes high enough for radiation effects to play a bigger role. Thus most of the discussion here is in the context of using an intense magnetic field to accelerate a metal surface, such as on the outside of a cylindrical converging liner (figure 1) and at the same time keep the material at high density.
The most obvious instantiation of these problems relates to the ubiquitous "Magnetic Raleigh-Taylor" (MRT) instability. This name comes from their similar appearance to the Raleigh-Taylor (RT) fluid instability 1, 2 . MRT instabilities often have the appearance of "spikes and bubbles" on the surface driven by the magnetic field 3 . These perturbations often advance to turbulence and destroy the physical integrity of a liner. An additional phenomenon described in this paper has a similar appearance but also is accompanied by low density clouds of material. The occurrence of these clouds is accompanied by slight errors in the prediction of late time velocity as a function of time. Figure 2 shows radiographic images from two very similar experiments. The first set is the Near Term Liner Experiments (NTLX, Shiva Star). The second set is from the Liner Demonstration Experiments (LD, Atlas). These two examples demonstrate the basic issues. The NTLX-2 and LD -1 liners were very similar liners. The relative value of total action delivered to each liner was comparable, and the process to manufacture the two liners was the same. The NTLX experiments were conducted as initial tests of the first Atlas physics experiments planned for the following year (Hydro Features, HF). 
Figure 1 Heavy dense cylindrical liner in Z-pinch configuration

Figure 2 Two examples of magnetically driven liners from similar experiments
The two experimental series NTLX and LD ( Figure 2 ) were similar in drive conditions, but the conditions of the liner at late time were drastically different. Pre-shot simulations were conducted for both experiments and both simulations predicted stability for the liners. This liner design was used in the NTLX series five times with no apparent instability. Pre-shot simulations indicated the LD liner would be stable, since less specific action was applied to the liner. In fact, in very careful simulations a smaller fraction of the mass melted in the LD liner than in the NTLX case (see Figure 3 ). But (see Figure 2) , radiography in the LD experiments showed the liner was unstable.
A number of liner experiments conducted over the last two decades have produced similar interesting and contradictory results regarding the stability of liners and the drive conditions apply to them. In this case, the NTLX experiments conducted at Shiva Star and the LD series of experiments at Atlas were nominally designed to achieve the same liner velocity using the same specific action. The only significant difference appeared to be the temporal form of the driving current waveform. This observation prompted the review of a number of experiments and an extended post-shot analysis to examine possible dependence of stability on drive parameters. This review 4 included experiments driven by Pegasus, explosive pulse power generators, Atlas, and Shiva Star. The results of several reviews 5, 6 identified elements in simulations that were necessary to consistently produce the results observed in the experiments. The most important factors were the equation of state (EOS) used for the material properties and the conductivity used in simulating the diffusion of the magnetic fields. As more physically appropriate conductivity models were developed 7 , it was possible to refine the treatment of material properties as well as determined more effective equation of state treatments. Once we were able to consistently predict behavior for these experiments, we could relate aberrant behavior to the waveform of the driving current. This implied a hypothesis of how this aberrant behavior could be minimized by careful modification of the current waveform.
SIMULATION APPROACH
Our objective was to use simulations to test the hypothesis that selection of current waveform would reduce Magneto-Raleigh-Taylor instabilities. The analysis in this paper used 1D and 2D MHD simulation codes to calculate behavior on the surface and inside the liner. We used a 1D Lagrangian code two find a current waveform that would maintain a specific condition as magnetic field diffused into a liner. Because the field gradients tended to be very steep at critical times it was necessary to use grid sizes approaching small fractions of a micron. We used a 2D Eulerian AMR (Automatic Mesh Refinement) treatment to then test a waveforms ability to reduce the level of aberrant behavior. In 1D and 2D simulations tabular current values were used as a boundary condition to the calculations. Outside surface features of a typical aluminum liner was measured using high precision laser metrology. This data was used to specify the physical structure on the outer surface in the 2D simulations. These simulations were found to be very effective in reproducing the observed behavior of liners provided careful selection of EOS and conductivity were made. In the following sections we will provide evidence that if the specific EOS and conductivity are used the simulations will adequately portray the physical behavior of experiments.
Figure 4 Simulation setup SELECTION OF EQUATION OF STATE TREATMENT
An algebraic explanation of an EOS is the three equations from conservation of mass, momentum, and energy, involves five quantities and cannot be solved in closed form. The EOS provides the remaining two relationships (e.g. p (ρ, T) and E (ρ, T)) to close the equations and provide a solution. An effective physical interpretation is the conservation laws describe the transport of mass, momentum, and energy. The EOS provides the response of the material as the density and internal energy change in a region of space. A simple example is if the transport increases the density or energy in one region the pressure increases and would attempt to cause the material to resist compression. Figure 5 shows the pressure part of an EOS as a surface representing the relationship between pressure (p), specific volume (v=1/ρ), and temperature (T). A point on this surface represents an existing equilibrium state. Sharp discontinuities occur at the boundary of a phase change. Different phases and regions of mixed phases are represented by each of the different shaded areas. When the density and energy are calculated using the conservation laws the pressure and temperature can then be determined from the equation of state. Plotting each progressive state on this surface provides us a map of the trajectory as the material conditions evolve. Plots of these trajectories from simulations using different EOS's can help examine the accuracy of the EOS. Comparing the predicted dynamics to the observed behavior in the experiments can provide important clues about of any given EOS. In particular the proximity of these trajectories to the location of phase changes can be particularly instructive. Figure 6 is a comparison of simulations of LD-1 using two different EOS's from the SESAME database. Figure 6a show the radiogram from the experiment when the inside radius was at 3 cm. Figures 6b shows the results of two simulations, one using table 3719 and the other using table 3715. Figure 6c shows an overlay of contours of specific energy density in the region of solid and liquid density of each of these EOS's. By identifying discontinuities in these contours it is possible to draw the saturated liquid line for each EOS. Each curve is labeled with its table number. The saturated liquid line for 3715 is light gray and the line for 3719 is black. The single point to the left of center in the lower quarter corresponds to 1 bar and 25 o C. Note the saturated liquid curve for 3719 is very close to this point. This causes this simulation to approach a phase change quickly. Published vapor dome data (e.g. critical point, triple point, and vapor pressure) agrees more favorably with the values derived from 3719. Hence, the results shown in figure 6b for 3719 more closely reflect the detail in figure 6a.
This detail was originally difficult to see in most of the simulations. The reason for this difficulty was the dynamic behavior caused by starting the simulations not initially in a static mechanical equilibrium. This occurred because previously the default condition was to zero the deviatoric stress. In addition, if attention is not paid to the value of the initial pressure, a significant mechanical imbalance exists at the start of the problem. Since the pressure and parts of the deviatoric stresses are in opposition, this imbalance causes the development of significant transients that are in reality artificial and not in the physical problem. For the simulations described in this paper, care was taken to ensure the initial pressure at the starting density and temperature was one atmosphere. The deviatoric stresses were also initialized to provide for a static mechanical equilibrium at the start of the problem. Proper initialization and using EOS number 3719 provided more accurate predictions of when perturbations did or did not occur in previous experiments. Figure 7 shows four separate experiments with radiograms on the top and material profiles calculated at the time of the radiograms. These experiments include one from Pegasus (LS-9), one from Shiva Star (NTLX-2), and two from Atlas (HF-1 and LD-1). These results demonstrated using 3719 provided qualitatively the correct dynamics for four different experiments. 
Figure 7 Effectiveness of EOS 3719 to reproduce experimental results (a) LS-9 (b) NTLX-2 (c) HF-1 (d) LD-1 SELECTION OF CONDUCTIVITY TREATMENT
The simulations shown in figure 7 shows how using table 3719 enables simulations to reproduce more accurately the behavior of surfaces. It also shows that it was necessary to use certain conductivity tables. Yet there remained ambiguity as to which conductivity tables were best. The answer to this dilemma lay with certain details best shown by looking at data from two experiments. These experiments were the ALT-1 experiments using a Russian explosive pulse power generator and the Pegasus LS-8 experiment. Figure 8 shows effect of conductivity tables on simulations of an experiment. In this case the solid black line is the Visar measured velocity on the inside surface. The 1D Lagrangian code was used to calculate this velocity. The dashed lines are two simulations using the same conductivity (i.e. 23719) but different EOS tables (3715 and 3719). The solid grey lines are simulations using conductivity tables developed at Sandia National Laboratory 7 using the same EOS tables. In the 23719 cases both simulations indicated an increase in acceleration at late times. The simulations indicated and that 25% of the material on the outside of the liner became sufficiently resistive and drifted across the field lines leaving 75% of the mass to be acted on the by the magnetic field. For the Dejarlais conductivity tables, only about 1% of the material was able to drift against the field and the velocity calculated compares very favorably to the actual measured data. Figure 9 shows contours representing the conductivity as a function of log(ρ) and log(T). The white regions in the lower left quadrant are extremely low conductivity. The value increases as you increase either density or temperature. The shading is equivalent in both plots. The white lines are plots of ρ and T of Lagrangian cells at different depths in the liner measure from the outside. The line with dots represents the cell buried 1% of the distance into the liner. Each white curve is labeled with its relative depth. Thus plot a) shows the 23719 simulations allow the "loss" of 25% of the mass from the surface. Pot b) shows only about 1% of the material is loss. Hence, the velocity predicted by simulation b) agreed much more favorably with the Visar measurement. 
HYPOTHESIS REGARDING MRT INSTABILITIES
The EOS and conductivity tables discussed in the previous section and the described initialization process was used to reanalyze a number of stable and unstable liner experiments. Two specific examples are shown in figure 11 . 
Figure 12 Evolution of force profile with time
Figured 12 shows the evolution of these profiles for the two cases as the liner moves towards the center, which is located to the left. Drive conditions in LD-1 (unstable) maintains positive gradient in the fluid layer, while conditions in HF-1 (stable) relax to a flat gradient in the fluid layer. This premise is consistent with the morphology of classic Raleigh-Taylor. Figure 13 shows the force profile for Raleigh-Taylor instability. Because the pressure is a linear function of h, the force, the gradient of the pressure, is a step function. Hence, the gradient of the force is a delta function. For the case where the low density material is supporting the high density material the delta function is positive and the configuration is unstable. If the heavy fluid is supporting the light fluid the delta function is negative and the system is stable. Our assumption parallels this morphology.
Pressure=ρgh
Force=dP/dh= ρg . f(h) 
1D SIMULATION AND OPTIMIZATION OF I (t)
The fundamental hypothesis is if the jxB forces have a gradient in a compressible conducting fluid this will produce a gradient in the acceleration profile (g`). This gradient determines the dynamic behavior of the system. A physical interpretation of this hypothesis is that high current performance with traditional waveforms has been limited by squeezing (g`<0) or stretching (g`>0) of the melt layer. Squeezing enhances the RTlike instability and stretching reduces the density and allows aluminum to enter into a resistive driven phase change. Optimum condition will exist when g`>=0. The diffusion equation says current and field profiles depend on the temporal form of the magnetic field boundary condition. Vanishing magnetic force gradients in the outer melted layer requires a special current temporal history. 
Figure 14 Samples of labored waveforms
To find the desired waveform the 1D code simulation was run until the outer surface just began to melt. At this point the simulation was stop and then included in an iterative loop where the next value of the current was adjusted until the level profile of the magnetic forces was obtained in the liquid layer. By advancing the time step and reiterating on the new current value, a waveform was constructed that sustained the proper force profile in the melted region. The two current waveforms in the left plot a figure 14 identified by the label "stable" correspond to the force profiles in the right plot also labeled as "stable'.
The next step was to use the calculated waveform to drive simulations and observe the effects on the material conditions in the melted layer. The results are shown in figure 15 .
The case on the left shows the results of the negative gradient in the melted layer. This force structure allows the outer material to expand into the vapor dome causing an uncontrolled phase change to vapor. The case on the right shows the results of a positive gradient. In this case the force structure compresses the liquid layer significantly. The case in the center shows the conditions we tried to achieve. The liquid layer is neither released nor compressed. Figure 16 shows the results of the simulations using the three types of waveforms. The right hand result is the case where the current falls slower than optimum. The higher magnetic pressure compressed the melted layer and also drives a Raleigh-Taylor like fluid instability. The left hand result is the case where the current falls faster than optimal. The lower magnetic pressure releases the material into a violent phase change whose structure is seeded by the surface features. The effect is so violent the simulation could not track the behavior past the time shown here. The center picture in figures 16 is the result of the optimized current waveform. Although the same initial perturbations were programmed on the outer surface, no detectable structure develops. The liner converges cleanly and undisturbed to the center axis.
CONCLUSIONS
These results would imply that the hypothesis we started with is correct. Tailoring the current waveform reduced the aberrant behavior on the outside surface of the liner. This provides the possibility of driving liners to even higher velocities that have been obtained in the past. It also provides for the possibility of devising current waveforms for driving materials other than aluminum that may have melted too quickly. The remaining piece of this puzzle is to conduct experiments that test the effects of tailoring the waveforms.
