Abstract. We study the determinant det(I − γKs), 0 < γ < 1, of the integrable Fredholm operator Ks acting on the interval (−1, 1) with kernel Ks(λ, µ) =
Introduction and statement of results
Let K s be the trace class operator with kernel
acting on L 2 (−1, 1). Consider the determinant det(I − γK s ), where 0 ≤ γ ≤ 1. We write γ in the form γ = 1 − e −2v = 1 − e −2κs , κ = v s , 0 ≤ v ≤ +∞.
In the bulk scaling limit for N × N Hermitian matrices taken from the Gaussian Unitary Ensemble, one considers eigenvalues {x j } of the matrices in a neighborhood of a point, say x B , in the bulk of the spectrum, on the scale where the average number of eigenvalues is one per unit length. In [16] Dyson observes 1 that det(I −γK s ) is the expected value, in the bulk-scaling limit, of exp[− j V(x j )], where the external potential V(x) = 2v > 0 for x in an interval of (scaled) length 2s π near x B , and zero elsewhere. After a simple change of variables, we have x B = 0 and the interval has the form (− s π , s π ). The "particles" {x j } form a "Coulombic fluid" in the bulk scaling limit, and the effect of the potential 2v > 0 is to push the particles out of the region (− . This is consistent with the well known fact in random matrix theory that det(I − K s ) = lim v→∞ det(I − γK s ) is the probability (or equivalently, the expectation) that there are no (bulk-scaled) eigenvalues in (− and ζ(·) is the Riemann zeta function. This result was conjectured by Dyson in [15] , and eventually proved in [17, 20, 9] . Many authors contributed to the analysis of det(I − K s ), including des Cloizeaux, Mehta and Widom (see [9] , and [7] for a historical review). For 0 ≤ v < ∞, as s → ∞, det(I − γK s ) = exp − 4vs π (4s) and γ is Euler's constant. This result was proved by Basor and Widom in 1983 [2] and then independently by Budylin and Buslaev in 1995 [6] .
Remark 1.1. Note that b(v) can be expressed in terms of the Barnes G-Function (see [14] )
As the asymptotics of G(z + 1) as z → ∞, |arg z| ≤ π − η, 0 < η < π is known (see e.g. [3, 14] ), the asymptotics of b(v) as v → ∞ is known through (1.5). We find
Remark 1.2. Although (1.3), (1.4) were first proven in [2, 6] for fixed 0 ≤ v < ∞, we will derive the following stronger estimation in the sequel [5] to the current paper -in this expansion v does not have to be held fixed any longer: ∃ s 0 = s 0 ( , δ) > 0 such that det(I − γK s ) = exp − 4vs π (4s) To this end, we collect certain a priori bounds for det(I − γK s ) which will motivate subsequent steps: From the formula
e itλ e itµ dt, it follows that K s is a positive definite, trace class operator in L 2 (−1, 1) with norm K s < 1 and trace norm
Moreover K s is an increasing function of s, f, K s f ≤ f, K s f for s < s and f ∈ L 2 (−1, 1), and so det(I − γK s ) is a decreasing function of s: Clearly, det(I − γK s ) is also a decreasing function of v. The eigenvalues {λ n = λ n (s)} as s → ∞ (see [24] ). In particular, as s → ∞, and so e is the partition function of a Coulombic gas with external potential 2v applied to the particles in an interval of length ln |x j − x k | of the particles {x j } in the configuration. In [16] , Dyson did not attempt to give (1.17) a rigorous meaning, but he observed that for large s, the Coulomb gas may be approximated by exp(−Φ) where Φ is the free energy Φ = inf(W + 2v ) (1.18) and the infimum is taken over all the configurations of the fluid. He then showed how to solve (a suitably regularized version of) (1.18) explicitly, and this provides the basis for his calculations of the asymptotics of det(I − γK s ).
It is not at all clear how to make Dyson's calculations rigorous and we will take a different approach expressing det(I − γK s ) in terms of a Riemann-Hilbert problem (RHP) . This approach uses the fact that the operator K s is integrable, cf. [19] or [8] . We write
−e isλ (1.19) and note by general theory that the resolvent operator (I − γK s ) −1 , is again of integrable type. Moreover, by general theory, its kernel can be constructed in terms of the solution of the following RHP. 
• Y (λ) has at most logarithmic singularities at λ = ±1. More precisely,
whereY (λ) is analytic at λ = ±1 and we choose the principal branch of the logarithm.
This RHP is solvable if and only if (I − γK s ) −1 exists (see again [19, 8] ), and its solution can be written in terms of the Cauchy integral
Let a = a(κ), τ = τ (κ), V = V (κ) be as in (1.13),(1.14),(1.16) and θ 3 (z| τ ) = θ 4 (z − 1 2 | τ ) be the third Jacobi theta function. In addition, let
where Ξ j (z, κ), j = 0, 2 and Θ 0 (z, κ) are certain explicit functions of the Jacobi theta functions θ j (z| τ ), j = 0, 1, 2, 3 given in (4.10) and (4.11) below. In our notation, θ 0 (z|τ ) ≡ θ 4 (z|τ ). Using the steepest-descent method of [13, 12] , we obtain the following.
with v ≥ v 0 fixed, and
Remark 1.6. Note that we obtain the third Jacobi theta function in (1.24) as opposed to θ 4 (z) in (1.12). Remark 1.7. We will derive the following explicit formula for the "constant" term A(v) in the sequel [5] to the current paper,
with b(v) as in (1.4). See also Remark 5.1 below.
We note that Dyson makes the following observation regarding the appearance of quasi-periodic functions in (1.12), resp. (1.24) (see p. 16 in [16] )
"The oscillations are a manifestation of the discrete nature of the Coulomb gas. They do not appear in the Coulomb fluid approximation. We may picture the Coulomb gas responding as t (= s π in our scaling) increases with a discrete bump each time a single charge moves across the gap from outside to inside the interval [−t, t]."
One can make this observation more concrete in the following way: we have for any s,
where
and again (x) is the number of particles in the configuration
As noted by Dyson in [16] the relation (1.25) is just the Taylor series expansion of det(I − γK s ) about γ = 1 in powers of γ − 1 = −e −2v , by the standard fact (see e.g. [23] ) that
) with respect to v in (1.25) at v = 0 yields
and so,
Now if we increase s by an amount ∆s = π 2 , on the average, one particle enters (− s π , s π ). Thus we make the reasonable ansatz that
Substituting this relation into (1.27) yields
which shows that (1.28) is consistent, at this level. Now substituting (1.28) into (1.25), we obtain
and therefore
However for a fixed v, by (1.1) and (1.26),
as s → ∞. Hence to leading order, we see that
is periodic with period π 2 . Now as V ∼ − 2 π for κ ↓ 0 (see Corollary 2.2 below), this matches with the fact that sV ∼ − 2s π and θ 3 (x| τ ) has period one! Also, using (2.5) below,
which completes the matching of (1.30) with (1.12) as s → ∞ in the small κ region.
Notice that the error term in (1.29) is small only if
is small compared to s 2 . Certainly, as κ ↑ 1, this fails. Furthermore (see Corollary 2.2 below)
so we see that the frequency in θ 3 (sV | τ ) goes to zero as κ ↑ 1.
Expansion (1.24) follows from the asymptotic solution of the above Y -RHP for those values of (s, v) in the double scaling diagram 1 which lie strictly below the major diagonal and can only approach the horizontal axis so that the constraint
The bulk of the current paper is devoted to the proof of Theorem 1.4, and this involves the development of the necessary nonlinear steepest descent techniques. However, we wish to point out, that det(I − γK s ) for (s, v) above, on and slightly below the major diagonal in Figure 1 can be analyzed using general functional analytical tools together with (1.1), but without any further Riemann-Hilbert analysis.
Indeed, the derivation of (1.9) shows that for any positive definite, trace class operator B, say, 
and by Lidskii's theorem
Now by (1.31)
and by (1.7),
Since by assumption
we obtain
The point is that in the last equation, the finite product for s ≥ s 0 is known explicitly from (1.7),
and it depends explicitly on our precise assumptions on v − s = −s(1 − κ). We have therefore proved our second main result:
The universal constant term c 0 is given in (1.2) and q = q(χ) ∈ Z ≥1 was introduced above.
As a Corollary to the latter Theorem, we state that for χ < 
2 ) ln s and so by (1.32), all the terms in the product contribute to det(I − γK s ) as s → ∞. We see that the curves
are "Stokes lines" for det(I − γK s ): The asymptotics of det(I − γK s ) changes each time one of these lines is crossed. We conclude this introduction with a short outline for the remainder of the article. Our major technical tool in the proof of Theorem 1.4 is the nonlinear steepest decent analysis of the Riemann-Hilbert problem stated in Definition 1.3. Here, a very important part is played by a g-function transformation which makes it possible to convert certain oscillatory jumps into exponentially decaying ones. Once this is achieved in Section 2, we turn our attention to the construction of certain model solutions to the initial master RHP. These solutions are given in terms of Jacobi theta functions on an appropriate elliptic Riemann surface as well as Airy and Bessel functions. However, as opposed to the more standard cases in [10, 8] , the latter parametrices involve certain "corrections", see Section 3 for all details. The initial master RHP is then solved iteratively and we devote Section 4 to the derivation of the leading terms in (1.24) . At this stage we will have derived (1.24) under the additional constraint 0 < δ ≤ κ ≤ 1 − δ < 1. Then, in Section 5, we remove the constraint at the lower end of κ and complete the proof of Theorem 1.4. The leading s dependent terms in the statement of Theorem 1.4 will be derived by integrating the wellknown local identity (cf. [8] )
where v is fixed and
is the residue of Y (λ) at λ = ∞ as stated in (1.22). For certain (large) values s 0 , v 0 , we will, from now on, always assume that s ≥ s 0 , v ≥ v 0 and in addition
where 0 < δ < 1 2 remains fixed. Furthermore we fix the following notation. Set J = (−1, −a) ∪ (a, 1) with 0 < a < 1 given implicitly via (1.13), i.e.
As we shall see shortly, the latter equation defines a one-to-one correspondence between κ ∈ [δ, 1 − δ] and a ∈ [δ , 1 − δ ]. Now consider the elliptic curve
We use the representation of Γ as two-sheeted covering of the Riemann sphere CP 1 by gluing two copies of the slit plane C\J together along J, see [18] . We let p(z) ∼ z 2 as z → ∞ on the first sheet,
and {B 1 } denote the cycles depicted in Figure  3 , the cycles A i lie on the first sheet and the cycle B 1 passes from the first sheet through the slit (−1, −a) to the second sheet, and back again through (a, 1). The cycles {A 1 , B 1 } form a canonical homology basis for Γ. 
with the path of integration chosen in the simply connected domain CP 1 \[−1, 1] and
This implies that g(z) is single-valued and analytic on CP 1 \[−1, 1] with the asymptotics
Let us now discuss the correspondence between the branch points z = ±a and the double scaling parameter κ as defined in (1.13)
, the branch point z = a is uniquely defined via (1.13). In particular
Proof. We consider the function
which is real analytic in a neighborhood of the point (a
we have lim
and the partial derivatives of F are
2 Alternatively, we could define g(z) on the first sheet C\J of Γ.
Thus in the proposed double scaling limit, there is a real analytic solution a(κ) of the equation F (a, κ) = 0 in a neighborhood of the point (a, κ). The expansions (2.5) and (2.6) follow now directly from (2.7) and (2.8), (2.9).
We also state expansions of the frequency V = V (κ) (1.16) as well as the module τ = τ (κ) (1.14) and the normalization constant c = c(κ) (1.15) which follow from (2.5), (2.6) and standard formulae for elliptic integrals. These expansions will be used later on. Corollary 2.2. As κ ↓ 0, we have
On the other hand if κ ↑ 1, then
Let us continue with the discussion of the properties of the g-function (2.3). Set
Then Ω(z) is real and constant on the connected components of J, indeed
Moreover, we have the following Proposition.
and finally for the gap (−a, a) by (1.13)
We now employ the standard g-function transformation.
2.1. First transformation of the RHP. Define
which transforms the initial Y -RHP of Section 2 to the following X-RHP
• Along the line segment [−1, 1] oriented from left to right
• X(λ) has at most logarithmic singularities at λ = ±1, more precisely from (1.21),
whereX(λ) is analytic at λ = ±1 and the branch of the logarithm is fixed by the condition −π < arg
Let us take a closer look at the jump matrix G X (λ) in (2.11). For the right slit, we can write
with κ as in (1.13). Since for λ ∈ (a, 1) 14) and by Proposition 2.3, Π(λ) < 0 in the right slit, we have
uniformly on any compact subset of the right slit (a, 1). For the left slit we argue in a similar way: 16) and this time (compare Proposition 2.3)
uniformly on any compact subset of the left slit (−1, −a). In the gap (−a, a), we recall Proposition 2.3 once more:
Then H 1 (z) admits analytic continuation into a neighborhood of the line-segment (−a, a) in the upper halfplane such that Re H 1 (z) < 0, Im z > 0, Re z ∈ (−a, a). Similarly, H 2 (z) admits local analytic continuation into the lower half-plane such that
Proof. We notice that
and therefore d dy
Hence we can locally continue H 1 (z) into the upper half-plane with Re (H 1 (z)) < 0 and H 2 (z) into the lower half-plane with Re (H 2 (z)) < 0.
The latter Proposition enables us to open lenses.
Second transformation of the RHP -opening of lenses.
Let L ± denote the upper (lower) lense, shown in Figure 4 , which is bounded by the contour γ ± . Define
The following jumps hold, with orientation fixed as in Figure 4 S
where G X (λ) is given by (2.13),(2.16), and S U (λ) and S L (λ) denote the analytic continuations of the corresponding matrices in (2.19) to the upper and lower half-plane.
• S(λ) has at most logarithmic endpoint singularities at the branch points λ = ±1, see (2.12). 
away from the branch points λ = ±a and the stated convergence is in fact exponentially fast. Hence the jumps on the lense boundaries γ + ∪ γ − decay exponentially fast and recalling (2.15) and (2.18), we therefore expect that the major contribution to the asymptotical solution of the X-RHP will arise from the slits (−1, −a) ∪ (a, 1) as well as the neighborhoods of λ = ±1, ±a. This will be proven rigorously with the help of explicit model functions/parametrices in the relevant neighborhoods.
3. Riemann-Hilbert analysis for κ ∈ [δ, 1 − δ] -model problems 3.1. The outer parametrix. We first consider the following problem. Find a piecewise analytic 2 × 2 matrix valued function M (λ) such that
• M (λ) is analytic for λ ∈ C\J • Along the left slit (−1, −a) as oriented in Figure 4 ,
along the right slit (a, 1),
. Such model problems appeared, for instance, in [8] or [10] and can be explicitly solved in terms of thetafunctions on the Riemann surface Γ. Recall that the space of holomorphic one-forms on Γ is one-dimensional, and denote 
As we see from (3.1), τ is pure imaginary and −iτ is positive for κ ∈ [δ, 1 − δ], thus the associated theta function
is a well-defined entire function, which is even and quasi-periodic
Moreover, note for future purposes that, the following ratio of theta functions
formally satisfies the quasi-periodicity relation
Next we set Since we also need to consider integration on the Riemann surface Γ, we extend the definition
and let Λ = Z + τ Z be the period lattice. The analytical properties of u(z) with respect to Λ are summarized in the following Proposition.
Proposition 3.1. The abelian integral u(z) is analytic on the first sheet, with a cut along (−1, 1). We have
where P 1 (∞) denotes the pre-image of ∞ on the first sheet of Γ.
Proof. The stated jump properties can be verified easily, we only note that
and
Let us assume temporarily that θ (u(λ) ± d) ≡ 0, where d ∈ C is a constant which will be fixed later on. Introduce another constant
and set
where u(λ) is given by (3.6) with the integral on the first sheet of Γ. 
Proof. All values of the multivalued function u(z) differ by an integer since we choose integration on the first sheet of Γ. But θ(z) is periodic with respect to a shift by an integer, hence N (z, ±d) are single-valued and since
is not identically zero, the functions N (z, ±d) are in fact meromorphic on C\J. The remaining jump properties can be easily derived from Proposition 3.1 and equation (3.5) .
In order to correct the jumps along the slits, we consider
with the branch fixed by the condition β(z) > 0 for z > 1. The function β(z) + (β(z)) −1 has no zeros in C\J.
Proof. Since
we have only one zero z 0 ∈ (−a, a). On the other hand (β(z 0 )) 2 = ±1, and (β(z)) 2 > 0 for z ∈ (−a, a), which proves the Proposition.
As our next step, we define for z ∈ C\J
which satisfy
and as z → ∞
By Proposition 3.3, the functionφ(z) has only one zero z 0 = 0 in C\J. We will now choose the constant d in (3.8) so that θ (u(z) − d) also vanishes at z 0 . First, we note the following.
Proposition 3.4. We have
Proof. Notice that
The function
is meromorphic on Γ. Moreover (compare the proof of Proposition 3.3), y(z) has a simple zero at P 1 (0) and as P → P 1 (∞),
so that y(z) has a simple zero at P 1 (∞). On the other hand, since √ z + a and √ z − 1 are the local variables near the relevant branch points, the divisor of y(z) is
thus (3.11) follows by Abel's theorem (see, for instance, [18] ).
Since Proposition 3.4 implies the identity
for some (fixed) integers n * , m * ∈ Z, we now choose
which implies that
Proposition 3.5. The multi-valued functions θ (u(P ) ± d) with d as in (3.13) are not identically zero on Γ.
We have
Proof. We first rewrite (3.13) as follows
where we introduced the Riemann constant (see [18] )
Since the divisor P 2 (0) is non-special, it follows by the Riemann-Roch theorem that (e.g. [18] )
is not identically zero on Γ and has roots precisely at P = P 2 (0). On the other hand
which follows from (3.16). The divisor P 1 (0) is also non-special, hence we have by similar reasoning as above that θ (u(P ) − d) does not vanish identically and has zeros precisely at P = P 1 (0). The remaining statement (3.15) follows from (3.12) and (3.13) as well as the fact that the zeros of the theta function θ(z) are given by the points z ≡ 
Then Q(λ) is analytic in C\J with jumps
and normalization (recall (3.14) and the fact that θ(z) is even)
as λ → ∞, where θ (x) = d dx θ(x) and with
18) and we are immediately lead to the following Proposition, which gives the solution of the model problem. 
has square integrable singularities at the branchpoints λ = ±a, ±1, and
3.2. Approximate parametrix near the branch point λ = a. As opposed to "standard" cases in which we can construct a local model function that precisely models the jump properties of the initial problem, we are facing here a novelty in the parametrix analysis. Let us fix a small neighborhood U of radius less than r = min Observe that by Proposition 2.3,
for λ ∈ U ∩ (a, 1), where the function (z − a) 3 2 is defined for z ∈ C\[a, ∞) and the branch of the root is fixed by the condition arg (z − a) = π if z < a. Furthermore,
These behaviors suggest to use the following local variable
With this variable, the exact jump matrices depicted in Figure 6 can be written as 1 γe
with λ ∈ U ∩ (a, 1) in the latter equality. In the neigbhorhood U of the branch point λ = a, the model function M (λ) in (3.18) can be written as follows
is locally analytic we are thus looking for a solution to the following model problem
• A RH (ζ) is analytic for ζ ∈ C\Γ ζ where the contour Γ ζ is depicted in Figure 7 arg ⇣ = 0 arg ⇣ = 
In this model problem, the jump matrix L(γ) is ζ-independent, hence the function
is entire, and from its behavior at infinity we have
Here d = d(γ) is independent of ζ, and therefore by analyticity
This equation yields a matrix form for the Airy equation, indeed let
So we can expect that "exact" parametrix near λ = a is constructed out of Airy-functions. However, the Stokes multipliers of Airy functions are constant, i.e. in particular, γ-independent. On the other hand, the jumps in (3.26) are γ-dependent. Instead of an "exact" parametrix, we will construct an "approximate" one which models the behavior with γ = 1 in (3.26). More precisely, we choose the jump behavior near λ = a as shown in Figure 8 . Figure 8 . A neighborhood U of λ = a with approximate jumps
We use Ai(ζ) for our construction, the solution to Airy's equation
uniquely determined by its asymptotics as ζ → ∞ and −π < arg ζ < π
, with the roots of ζ chosen with zero argument for ζ > 0. For π < arg ζ < 5π 3 (see e.g. [3, 14] ) as ζ → ∞ for 0 < arg ζ < π. For π < arg ζ < 5π 3 we use (3.28) and derive as ζ → ∞ in the latter sector
as ζ → ∞. Keeping these properties in mind we obtain the solution to the A RH -RHP for γ = 1
3 ),
A RH (ζ) has the following properties:
• A RH (ζ) is analytic for ζ ∈ C\Γ ζ where Γ ζ is depicted in Figure 7 .
• The following jump relations hold, with orientiation as in Figure 7 :
• As ζ → ∞, our previous estimations imply directly for arg ζ ∈ (0, < 0 for arg ζ ∈ ( 2π 3 , π), hence the latter matrix product approaches the identitiy matrix exponentially fast and we therefore restore (3.34) in the sector under consideration. For the remaining sectors we use (3.31) and (3.32) to deduce (3.34).
The model function A RH (ζ) will now be used in the construction of the approximate parametrix to the original S-RHP near λ = a. Set
where ζ = ζ(λ) is given in (3.21) and we introduced the matrix multiplier
which involves the model function M (λ) given in (3.18). Notice first, that B r1 (λ) is analytic in a full neighborhood of λ = a: For λ ∈ (a, a + r)
hence B r1 (λ) is analytic across (a, a + r) with a possible singularity at λ = a. But since this singularity is at worst of square root type, it follows that the singularity at λ = a is removable, and hence analyticity of B r1 (λ) in the whole disk around λ = a follows. Alternatively, this follows from (3.25). Secondly, the parametrix U (λ) has jumps along the curves as depicted in Figure 6 . We assume that the contour in the S-RHP coincides with Γ ζ in U. This matching is achieved by a standard deformation argument. The role of the left multiplier B r1 in (3.35) is to ensure a matching-relation between the local model function U (λ) and the outer parametrix M (λ): Observe that
which, in turn, implies with (3.34) that
as s → ∞ and 0 < r 1 ≤ |λ − a| ≤ r 2 < r = min on the latter annulus and Q(λ) is bounded in s, equation (3.36) yields
which is very important for our subsequent steps.
3.3.
Approximate parametrix near the branch point λ = −a. We again construct an approximate parametrix in a small neigbhorhood V of radius less than r = min 
These behaviors suggest to consider the following change of variable
, |λ + a| < r which allows us to factorize the jump matrices depicted in Figure 9 : as ζ → ∞ in the sector −π < arg ζ < 0. In the other sectors, similar formulae hold: 
These properties suggest the definition (compare (3.33)):
The model functionÃ RH (ζ) satisfies the following RHP:
•Ã RH (ζ) is analytic for ζ ∈ C\Γ ζ , whereΓ ζ is depicted in Figure 10 • The functionÃ RH (ζ) satifies the following jump relations
0 , arg ζ = π
• As ζ → ∞, a similar argument as in the construction of (3.33) leads us to the following asymptotics We now define the approximate parametrix to the original S-RHP near λ = −a. Set
where ζ = ζ(λ) is given in (3.37) and we use the multiplier
Here B l1 (λ) is analytic in a full neighborhood of λ = −a: Indeed for λ ∈ (−a − r, −a)
and since the singularity of B l1 (λ) at λ = −a is at worst of square root type, it is in fact a removable singularity, hence analyticity follows. Next, the parametrix V (λ) has jumps along the curves depcited in Figure 10 , and we can again locally match these jump contours with the ones in the original S-RHP near λ = −a. The jump matrices coincide with those of the S-RHP for γ = 1 in V.
The exact form of the left multiplier B l1 (λ) follows here also from the asymptotical matching relation between the model functions V (λ) and M (λ). Since
1 −ie
as s → ∞ and 0 < r 1 ≤ |λ + a| ≤ r 2 < r = min on the latter annulus and Q(λ) is bounded in s, equation (3.44) implies
3.4. Exact parametrix at the branch point λ = 1. We will manage to construct exact model functions near the endpoints λ = ±1, however also here, compared to the "standard" cases as in [8] , novel features in the parametrix analysis appear. We will use Bessel functions as in [8] , but they will have to be combined with certain logarithmic "corrections":
Fix a neighborhoodÛ of radius less than 1 2 (1 − a) as shown in Figure 11 . We want to construct a model function which has the depicted jump condition for the S-RHP and which matches M (λ) to leading order as s → ∞, γ ↑ 1 on the boundary ∂Û. To this end notice that 
0 (ζ) for our construction. This idea can be justified rigorously as follows. Recall that the stated Hankel functions are unique linearly independent solutions to Bessel's equation zw + w + zw = 0, satisfying the following asymptotics as ζ → ∞ in the sector −π < arg ζ < π (cf. [3] )
, where √ ζ is taken positive for ζ > 0, and defined with −π < arg ζ < π. We also need the following monodromy relations, valid on the entire universal covering of the punctured plane
0 
with coefficients a i given as
where γ E is Euler's constant. The expansion for H (2) 0 (ζ) is with the replacement a i →ā i , of the coefficient a i by its complex conjugate, identical to (3.45).
3 Let
on the punctured plane ζ ∈ C\{0} where H (x) = d dx H(x), and observe that
in the sector −π < arg ζ ≤ π. In order to determine the behavior of the model function P RH BE (ζ) on the negative real axis arg ζ = π (compare Figure 11) we use the aforementioned monodromy relations:
Thus P RH BE (ζ) has the following properties.
• P RH BE (ζ) is analytic for ζ ∈ C\ {arg ζ = π} • The following jump relation holds on the line arg ζ = π (see Figure 12 ): Figure 12 . A model problem near λ = +1 which can be solved explicitly using Bessel functions 3 In more detail, we have H
0 (ζ) = h 1 (ζ) + h 2 (ζ) ln ζ, ζ → 0 where h j (ζ), j = 1, 2 are analytic at ζ = 0. A similar statement is true for H (2) 0 (ζ).
• As ζ → 0 with −π < arg ζ ≤ π
• As established above we have for ζ → ∞ in a whole neighborhood of infinity
Let us now move ahead in our construction of the exact parametrix to the solution of the original S-RHP near λ = 1. We proceed in two steps. First introduce the change of variable .49) i.e.,
This change of coordinates λ → ζ is locally conformal since
and it enables us to define a parametrix E(λ) near λ = +1 as follows:
with ζ(λ) as in (3.49) and the multiplier B r2 (λ) given by
where the function δ(λ) was introduced above as
By construction, B r2 (λ) has no jump along the line segment (1 − r, 1), indeed
Hence we are left with a possible singularity at λ = 1, which again is at worst of square root type and therefore is removable. This implies the analyticity of B r2 (λ) in a full neighborhood of λ = 1. Next, the parametrix E(λ) has a jump along the curve depicted in Figure 11 , which is described by the same matrix as in the original S-RHP, indeed
Furthermore, the behavior of E(λ) at the endpoint λ = +1 matches that of S(λ): First, compare (3.48) and the footnote 3,
with a locally analytic functionP RH BE ζ(λ) . Hence from the analyticity of B r2 (λ) at λ = 1 and (3.49), we obtain
which agrees with (2.12). Thus the ratio N r1 (λ) of S(λ) with E(λ) is locally analytic, i.e.,
Let us now derive the matching relation between the model functions E(λ) and M (λ). First, note that
. For values of λ chosen from a circle |λ − 1| = r, r 1 < r < r 2 , we have (1 − a) as shown in Figure 13 below and observe that
Similarly to (3.47), we let
on the punctured plane ζ ∈ C\{0}, where the branch of the root √ ζ is chosen with 0 < arg ζ < 2π. Applying similar arguments as in the previous section, we obtain thatP RH BE (ζ) solves the following model problem: Figure 14 . A model problem near λ = −1 which can be solved explicitly using Bessel functions
• The following jump relation holds on the line arg ζ = 0 (see Figure 14) :
2 .
• For ζ → 0, with 0 < arg ζ ≤ 2π,
where a 0 , a 1 are given in (3.46).
• As ζ → ∞, we have in a full neighborhood of infinitỹ
To finalize the construction of the parametrix near λ = −1, define
i.e.,
This change of variable is locally conformal, since
and we can define the parametrix F (λ) near λ = −1 as follows:
Here ζ(λ) is given in (3.57) and we set
Here B l2 (λ) is analytic in a full neighborhood of λ = −1, since
and the possible singularity of B l2 (λ) at λ = −1 is at worst of square-root type, hence is removable. By construction, the parametrix F (λ) has a jump along the curve depicted in Figure 14 and this jump is given by
Furthermore, by construction, the behavior of F (λ) at the endpoint λ = −1 matches the behavior of S(λ):
with a locally analytic functionP RH BE ζ(λ) . Now using the analyticity of B l2 (λ), we obtain that the behavior of F (λ) at λ = −1 matches (2.12):
Therefore the ratio N l2 (λ) of S(λ) with F (λ) is locally analytic, i.e.
To obtain a matching condition between F (λ) and M (λ), note that
for κ ∈ [δ, 1 − δ], δ > 0 and 0 < r 1 ≤ |λ + 1| ≤ r 2 < 1 2 (1 − a) as s → ∞ (hence |ζ| → ∞). Also here, for values of λ on the circle |λ + 1| = r, we have
and therefore, with r 1 < r < r 2 for sufficiently small r 2 , the third factor in (3.60) approaches the identity matrix in the described double scaling limit with κ ∈ [δ, 1 − δ] exponentially fast in s. Together with the boundedness of Q(λ) in s in the latter annulus and the quadratic growth of ζ(λ), equation (3.60) provides us therefore with the following formula:
3.6. Final transformation and error analysis. Set
where 0 < r 1 < min a 2 , r 2 and 0 < r 2 < ( κ 2c ) 2 remain fixed. With C ri and C li denoting the clockwise oriented circles depicted in Figure 15 below, the ratio-function R(λ) solves the following RHP, which follows from our constructions above: Figure 15 . The jump graph Σ R for the ratio-function R(λ)
• R(λ) is analytic for λ ∈ C\Σ R with
• For the jumps, we have on the lens boundaries γ + , γ − away from λ = ±a,
On the line segments: first, for (−1 + r 2 , −a − r 1 ) ∪ (a + r 1 , 1 − r 2 ),
Next, on the circle boundaries,
and finally on the parts of the original jump contours inside C l1 and C r1 : first, near λ = a,
And second, near λ = −a,
for λ ∈ (−a − r 1 , −a] in the latter jump relation.
• R(λ) is analytic at λ = ±1. This follows from our observation that the parametrices E(λ) and F (λ) match the endpoint behavior of S(λ) as stated in (2.12), see also (3.54) and (3.59).
• As λ → ∞, we have R(λ) → I, valid in a full neighbhorhood of infinity.
We can solve the ratio-RHP asymptotically for κ ∈ [δ, 1 − δ], δ > 0, provided all its jumps are close to the identity matrix, see [13] . By Proposition 2.4, see also our discussion at the end of section 2.2, the jump matrices corresponding to the lense boundaries γ + ∪ γ − away from the branch points λ = ±a are in fact exponentially close to the identity matrix
with constants c i > 0, and, similarly,
For the line segment between the circles C li , i.e. for λ ∈ (−1 + r 2 , −a − r 1 ) we recall (2.17) and the fact that γ = 1 − e −2κs and deduce that
whereas (2.14) implies that on the other line segment (a + r 1 , 1 − r 2 )
The behavior of the jumps on the circle boundaries can be derived from the matching relations (3.36),(3.44), (3.55) and (3.60)
Consider now the inside of the circles C l1 and C r1 and recall that the model functions U (λ) and V (λ) are bounded at λ = a and λ = −a. Hence from the previously listed jump conditions, we obtain
(3. 72) where the jump matrix G r1 of R(λ) can be read from (3.64). Finally, with G l1 given in (3.65),
We can now combine the estimates (3.66) -(3.73) to derive for the jump matrix G R (λ) of R(λ):
This enables us to solve the ratio problem, which is equivalent to the singular integral equation
From (3.74), we see that the underlying integral operator is a contraction for κ ∈ [δ, 1 − δ] and we can solve the latter equation iteratively in L 2 (Σ R ); its unique solution satisfies
The solution R(λ) at hand, we now derive the leading s-dependent terms in Theorem 1.4. 
First trace back the relevant transformations and obtain
we obtain using (2.4),
and therefore, using (3.74), we have
Let us consider the first two terms in (4.1). Since by (3.18) with c given in (3.1),
where ( ) always indicates differentiation with respect to the first argument of the given theta function. At this point we recall that the branchpoints z = ±a are in fact s-dependent by equation (1.13). Hence we have to view all the quantities in (4.1) as functions of s
Also, the elliptic nome τ = τ (s) of the Jacobi theta function is s-dependent, hence the arguments in (4.2) have to viewed as θ(sV |τ ) = θ sV (s)|τ (s) .
In this setting the following Proposition is useful.
Proposition 4.1. There holds the following relation between the normalizing constant c given in (3.1), the elliptic nome τ given in (1.14) and the parameter V given in (3.7)
πV + iτ κ = 2πic. In terms of the local variable
as ξ → 0 on the first (respectively, second) sheet of Γ. Thus by Riemann's bilinear relations 
term. Now, we start a somewhat involved computation of the line integral (4.6) where the error term is the exponentially small contributions arising from the rest of the jump contour Σ R , see (3.66),(3.67),(3.68),(3.69) and (3.72),(3.73). The following computation is similar in style to the one carried out in [4] : On the relevant circles, we have for κ ∈ [δ, 1 − δ] by (3.62),(3.63) and (3.36),(3.44),(3.55),(3.60),
Next from (3.18),
with
Here the functions N jk (λ) are analytic in C\J, and from Proposition 3.2,
and we notice (see again Proposition 3. Similar statements hold for the remaining cases. First, for λ ∈ C l1 ,
with functions N 11 N 22 + N 12 N 21 and N 11 N 21 e 2πisV + N 12 N 22 e −2πisV analytic at λ = −a and
where N 11 N 22 + N 12 N 21 and N 11 N 21 + N 12 N 22 are also analytic at λ = 1, and the jump of N 11 N 22 − N 12 N 21 is given in (4.8). Finally, for λ ∈ C l2 ,
where N 11 N 22 + N 12 N 21 and N 11 N 21 e 2πisV + N 12 N 22 e −2πisV are analytic at λ = −1 and the jump relation of N 11 N 22 − N 12 N 21 is given in (4.9). We note the following expansions (cf. Proposition 3.1):
where c is given in (3.1) and τ in (3.2). Furthermore,
Note also that
and, from (3.21),(3.37),(3.49) and (3.57), with the appropriate choice of the branches,
It now follows that the functions (β
2 (λ) are locally meromorphic in a neighborhood of the relevant branch points. More specifically, near λ = a,
λ=−1
Since the function N 11 N 22 − N 12 N 21 is an odd function of u, we can use the previously derived expansions of u(λ) near the branch points, and obtain
Substituting these expansions into (4.7), we obtain
Similarly,
We now compute the terms involving the second order derivatives. First, at λ = a,
Furthermore,
and substituting these results into (4.5), we obtain
uniformly for κ ∈ [δ, 1 − δ], δ > 0. In order to simplify the numerator in the O s −1 contribution in (4.13), we now use some identities for the theta functions, see Appendix A. First, using the connection formula (A.1) between θ 0 (z) and θ 1 (z) and its derivative, and recalling that d = − τ 4 − m * τ , we obtain (away from zeros of denominators)
Using the second derivative of (A.1), we similarly obtain (provided z is not a zero of a denominator)
Substituting (4.14) and (4.15) with z = sV, z = −sV, z = 0 into (4.12) and using the fact that θ 0 (z) is even and θ 1 (z) is odd, we obtain that
Moreover, it easily follows from (A.1) that
This implies that (4.13) reduces to 16) where the error term is uniform for κ ∈ [δ, 1 − δ], δ > 0. As can be seen from the definitions (4.10),(4.11),(4.12),(3.7) Ξ j = Ξ j (sV, κ) and Θ j = Θ j (sV, κ), V = V (κ). The following Proposition will be useful: Letting R → ∞ in (4.19), we see that the original integral converges at infinity. Moreover, in the limit κ ↓ 0, we obtain the estimate (4.18). To prove the estimate (4.17), we write for 0 < < κ
The first integral in the r.h.s. is bounded by a constant uniformly in v ≥ v 0 by (4.21). We now estimate the second integral for 0 < κ ≤ 1 − δ < 1. Note that in this region, a = a(κ) is bounded away from zero. To obtain a bound for M , we need to provide upper bounds for the θ-functions and their derivatives and a lower bound for |θ 3 (sV |τ )| on the interval of integration. We have We will now state an identity for A(v) which is based on a partial relaxation of the constraint (2.2) and a matching of (4.23) with (1.3) in the limit κ ↓ 0. The proof of the formula for A(v), however, shall be postponed to the sequel of this paper. which can be read off from our computations in Section 4.2. We used, in particular, the fact, that for κ = cs − by Corollary 2.2,
hence all expressions involving the theta functions are bounded, compare also the proof of Proposition 4.2. In order to give a similar estimate for λ ∈ C r2 ∪ C l2 , we first recall (3.55) and (3.60) . In these formulae the exponential vanishing of the "logarithmic corrections" still takes place, since by (5. = O(1), and therefore, by our previous remark on the boundedness of the theta functions,
Since Re (±isΩ(λ)) ≤ −cs 1− ,c > 0, λ ∈ (γ
we finally obtain sup 
