Abstract-It is difficult to identify the spikes to different classifications especially when the neurons have many similar spike waveforms or lots of overlapped spikes. Our previous study proposed the window-slope representation (WSR), and it improved the classification accuracy of high similar spike waveforms. The classification accuracy of the method, however, will be affected by lots of overlapped spikes or low signal-to-noise ratio. In this paper, the secondorder difference method is introduced to solve those problems. First the second-order difference of every spike is calculated to describe the convexity-concavity of the waveform. Then we use the window-slope representation to describe the tendency of waveform at each time. The method is tested at various signal-to-noise ratio levels based on simulation data coming from the Wave_clus. The experiment results show that the accuracy of classification can be improved by using the method together with K-means Cluster. In our experiments, the classification accuracy is above 95% on all datasets in Wave_clus, even under the low signal-to-noise ratio. It shows that this method has a strong robustness.
I. INTRODUCTION
The neuron is the basic structure and functional unit of the nervous system, it will generate stereotyped electrical pulses termed with action potentials or spikes when it is stimulated. Most neurons in the brain communicate with each other by firing spikes. Researching the spike's activity regulation is an important approach to get close to the mystery of the human's perception and sensing process, while the premise is to determine which spike comes from which neuron, this process is collectively referred to as "spike sorting" [1] .
Generally, there are thousands of neurons in human body, and the spike waveforms generated by different neutrons are different, which is the physiological basis for spike sorting [1] . Several methods of spike sorting have been put forward in the past work, such as clustering analysis [1, 2] , artificial neural network [3, 4] , templates matching [5] , SVM(Support Vector Machine) [6] [7] [8] , ICA(Independent Component Analysis) [9] ,etc. The classification results are often unsatisfactory when these methods are directly used to raw spike data. Some people made a change on the basis of these methods, which is to process and optimize the raw data. The current optimized methods are wavelet transformation [10] , Principal Component Analysis [11, 12] , etc. Combining with the classification algorithms, these optimized methods may reduce the spike dimension and improve the classification accuracy. But when the spike waveforms are very similar or there are too many overlapped spikes, the classification accuracy of these optimized methods declined significantly [13] .
A feature representation called window-slope representation was proposed in our early work, this method is very profitable to classify the similar spikes and the classification accuracy increased greatly. But when there are lots of overlapped spikes and the signal-to-noise ratio is too low, the classification accuracy of this representation declined. So in this paper, we introduced the second-order difference. The second-order difference representation can describe the convexity-concavity of the waveform at each time. Through the combination of the second-order difference representation and the windowslope representation, the characteristics can be described better. A lot of experiments show that, using this new representation, the classification accuracy increased significantly especially for the overlapped spikes, besides this representation method had a strong robustness.
II. OPTIMIZATION REPRESENTATION OF THE SPIKES

A. Features Overview of Spikes
Generally, the spike waveforms generated by different neutrons are different, but in some cases the spikes coming from different neurons are very similar (see Fig 1) . When the spike waveforms are very similar, the classification accuracy of many traditional methods will far degrade severely.
In addition, there are many neurons around in the multi-electrode array collection (MEA).The single electrode will usually collect the overlapped spikes when more than one neuron firing at the same time (see Fig 2) . The spike in Fig 2(d) was superimposed by spike of neuron A and B, there will be so many kinds of overlapped spike waveforms because of the different spikes superimposed at different times, such as the spike in Fig 2(e) was superimposed by spike of neutron A and B and the spike in Fig 2(f) was superimposed by spike of neutron A and C. Since the overlapped spikes, there will be so much detail information of spikes lost, which will improve the difficulty of the spike sorting. 
B. Window-slope Representation
After a lot of experiments and observations, we can see that, although the height or width of different spike waveforms is very similar, the spike tendency of different spikes at each time is different, especially at the feature point time. The amplitude values are different distinctly at L、T、R in the three waveforms, and the traditional feature representation and classification methods cannot highlight the feature (see Fig.1 ).
According to the characteristics, a novel feature representation of spike waveform is proposed called window-slope representation (WSR) in our early work [14] . It can describe the change degree at each time, especially at the feature point time. This representation was proposed to analysis the similarity of the ECG waveforms early [14] . In this paper, we used it for spike sorting. In this method a spike waveform is divided into a series of windows with the time interval σ, and the slope of maximum and minimum amplitude in a window are extracted as the alternative feature information. Then each spike is completely represented by a sum of the alternative feature information, and the alternative feature information is considered as spike features for sorting.
Let x = (x (0), x (1), , x (m-1)) represents a sample of the raw spike, x(i)( 
Here σ is the width of the conversion window, and it is usually a fixed time interval or sampling interval. The width of the window σ should not be set too large, otherwise that is easy to lost detail information of waveform.
From Eq. (6), we can see that, when the window width σ is fixed, the bigger of the amplitude difference in a window, the greater of value y i (k). This just reflects the sharp degree of the waveform change. On the other hand, this new representation reduces the dimension of the sample and noise interference.
In order to investigate the performance of the window-slope representation, we used the simulated datasets to validate. The experiment used the windowslope representation combining with K-means cluster [15] , the experiment of the PCA combining with Kmeans cluster as the control group. The classification accuracy for overlapped spikes is shown in Table I . Here the dataset in Table I , each dataset contains lots of overlapped spikes. The spike similarity of C_Difficult1 and C_Difficult2 is very high, and the spike similarity of C_Easy1 and C_Easy2 is low. The noiseXXX means the noise level of each dataset, large values indicate greater noise. From Table I , we can see that, comparing to the method which used raw data and PCA representation, the window-slope representation improved the classification accuracy, but when the number of the overlapped spikes was large such as the dataset C_Difficult1_noise020, there are totally 3414 spikes in this dataset and 790 of them are overlapped spikes, the accuracy is only 57% and the accuracy of the dataset C_Difficult1_noise005(767 of 3383 are overlapped spikes) even declined. So one of the defects of the window-slope representation is that it is not available for spike soring when there are too much overlapped spikes in the dataset.
In order to verify the robustness of this method, we carried out the same experiments at different noise levels for the same dataset. Part of the experiment results are shown in Table 2 . From the Table II, we can see that, no matter used the raw data for K-means cluster or optimized the spike with PCA or window-slope representation, the classification accuracy all declined along with the increasing noise level. Thus, we can say that when the noise is server, the window-slope representation is not profitable for spike sorting and does not have a strong robustness.
C. Second-order Difference Representation
Although the window-slope representation can improve the classification accuracy when the spike waveforms are very similar, but the classification accuracy is still unsatisfactory when the overlapped spikes are too many or the signal-to-noise ratio is too low.
The reason why the spikes are different is that the spike shapes are different generated by different neurons. This difference can be described by the waveform tendency at each time, especially at the spike feature point. In mathematics, the difference is equal to the differentiator in the discrete function. The second-order difference is used to describe the convexity-concavity of the waveform at each time. So the second-order difference is introduced to describe the spike tendency in this paper. The calculate method of the second-order difference is as Eq. (1):
Here △f(x) is the first-order difference of f(x), and the difference generally refers to the forward difference. 
According to mathematical induction: , z (p-1)) represents the corresponding alternative feature extracted from x, and p(p=m-2) is the dimension of z. Then the k-th component of z i can be calculated by Eq(5):
We can see from Eq.(5), the new spike sample is the second-order difference of the raw spike, which can describe the convexity-concavity of waveforms at each time.
The contrast between the raw spikes and the new spike samples after second-order difference represented is shown in Fig 3. The similarity between the spikes is decreased significantly. The contrast of the overlapped spikes is shown in Fig 4. We can see from the Fig4(c) and Fig 4(f) , the second-order difference can make up the lost information of the overlapped spikes, which can help us to classify the overlapped spikes. 
D. Second-order Difference Combine with Window-slope Representaion
According to the characteristics of the window-slope representation and the second-order difference representation, we use the two representations for spike sorting. The combined representation can keep a high accuracy no matter how server the noise is or how large the number of the overlapped spikes is.
The contrast between the raw spikes and the new spike samples after second-order difference and windowslope representation represented is shown in Fig 5. The combine representation can describe not only the convexity-concavity but also the tendency of the waveform.
Comparing to the window-slope representation, the combined representation can decrease the similarity more greatly. The contrast of the overlapped spikes is shown in Fig 6. We can see from the 
III. EXPERIMENTS AND RESULTS
In order to investigate the performance of the proposed method, we used the simulated datasets to validate our work. The simulated data are labeled with the originating neuron for each spike. This makes visual evaluation of the resulting clusters easier. The experiment data are provided with the Wave-clus software. The simulated dataset here includes four sets (with three type spikes in each) and each set was used to generate simulated continuous noisy neural signals with different levels of noise. These dataset are provided in MATLAB .mat files. There are approximately 3200~3600 spikes in each set.
A. Spike Classification Methods
This paper used the second-order difference and the window-slope representation to optimize the spike combining with K-means Cluster method for classification. The algorithm ideas outlined below: 1) Represent the original spike with second-order difference; 2) On the basis of the second-order difference , represent with the window-slope representation; 3) Given the number of cluster k, chose the first signal spike of each class as the initial cluster center ;
4) For each sample, calculate its distance from each cluster center; 5) The samples are sorted into the nearest categories ,then recalculate the cluster center; 6) Repeat the step 4) and step 5) until all the samples are classified; 7) Determine whether the cluster stop condition is satisfied. If true, then stop the algorithm, otherwise, remain the current cluster center, and return to the step 4), cluster all the samples again.
B. Experimental Results and Analysis
In order to compare the results of the experiment, in this paper , we carried out four experiments on each dataset: used the raw data for K-means cluster, (Take k=3, as is known in advance each dataset contains three type spikes in all the experiment data )、optimized the raw data with PCA as the new samples for K-means cluster, optimized the raw data with window-slope representation as the new samples for K-means cluster, optimized the raw data with second-order difference and window-slope representation as the new samples for K-means cluster. Table. 3 shows the classification accuracy. Here the dataset in Table III , each dataset contains more overlapped spikes in the dataset of C_Difficult1 and C_Difficult2 than C_Easy1 and C_Easy2. From Table III, we can see that, comparing with other methods, the classification accuracy improved significantly when combined the second-order difference representation with window-slope representation, especially for the dataset C_Difficult1_noise020 and C_Difficult1_noise005. The results show that the second-order difference method combining with window-slope representation is profitable for overlapped spike sorting.
In order to verify the robustness of this method, we carried out the same experiments at different noise levels for the same dataset. Part of the experiment results are shown in Table IV . Here the dataset in Table IV , the noiseXXX means the noise level of each dataset, large values indicate greater noise. The noise level in Table IV increases from noise005 to noise 040. From Table IV , we can see that, comparing with other optimized representation methods, the classification accuracy of this new representation keeps at a high level no matter how serious the noise is. This experiment proves that this new presentation has a strong robustness.
IV. CONCLUSION
The human body contains thousands of neutrons. And the spike sorting is very important for people to study the mystery of the neutron system. But it has always been difficult to identify the spikes to different classifications especially when noise is server or there are too many overlapped spikes. In this paper, we combined the window-slope representation with the second-order difference representation to optimize the spikes, which avoided the noise interference and improved the classification accuracy of overlapped spikes. We do a lot of experiments on dataset provided by the Wave-clus software. Experiment results shown that, comparing with PCA and window-slope representation, this method improved the classification accuracy significantly. In addition, with the increasing of the noise, the classification accuracy of PCA method will be obviously decreased. Using the method of this paper, the classification accuracy is always kept at a higher level even under the low signal-to-noise ratio. It shows that this method has a strong robustness.
