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Abstract:
Stroke is a major cause of disability and death worldwide. Although different clinical
studies and trials used Magnetic Resonance Imaging (MRI) to examine patterns of
change in different imaging modalities (eg: perfusion and diffusion), we still lack a clear
and definite answer to the question: “How does an acute ischemic stroke lesion grow?”
The inability to distinguish viable and dead tissue in abnormal MR regions in stroke
patients weakens the evidence accumulated to answer this question, and relying on static
snapshots of patient scans to fill in the spatiotemporal gaps by “thinking/guessing” make
it even harder to tackle. Different opposing observations undermine our understanding
of ischemic stroke evolution, especially at the acute stage: viable tissue transiting into
dead tissue may be clear and intuitive, however, “visibly” dead tissue restoring to full
recovery is still unclear.
In this thesis, we search for potential answers to these raised questions from a
novel dynamic modeling perspective that would fill in some of the missing gaps in the
mechanisms of stroke evolution. We divided our thesis into five parts. In the first part,
we give a clinical and imaging background on stroke and state the objectives of this
thesis. In the second part, we summarize and review the literature in stroke and medical
imaging. We specifically spot gaps in the literature mainly related to medical image
analysis methods applied to acute-subacute ischemic stroke. We emphasize studies that
progressed the field and point out what major problems remain. Noticeably, we have
discovered that macroscopic (imaging-based) dynamic models that simulate how stroke
lesion evolves in space and time were completely overlooked: an untapped potential
that may alter and hone our understanding of stroke evolution. Progress in the dynamic
simulation of stroke was absent –if not inexistent.
In the third part, we answer this new call and apply a novel current-based dynamic
model âpreviously applied to compare the evolution of facial characteristics between
Chimpanzees and Bonobos [Durrleman 2010] – to ischemic stroke. This sets a robust
numerical framework and provides us with mathematical tools to fill in the missing
gaps between MR acquisition time points and estimate a four-dimensional evolution
scenario of perfusion and diffusion lesion surfaces. We then detect two characteristics
of patterns of abnormal tissue boundary change: spatial, describing the direction of
change –outward as tissue boundary expands or inward as it contracts–; and kinetic,
describing the intensity (norm) of the speed of contracting and expanding ischemic
regions. Then, we compare intra- and inter-patients estimated patterns of change in
diffusion and perfusion data. Nevertheless, topology change limits this approach: it
cannot handle shapes with different parts that vary in number over time (eg: fragmented
stroke lesions, especially in diffusion scans, which are common).
In the fourth part, we suggest a new mathematical dynamic model to increase
rigor in the imaging-based dynamic modeling field as a whole by overcoming the
topology-change hurdle. Metamorphosis. It morphs one source image into a target one
[Trouvé 2005]. In this manuscript, we extend it into dealing with more than two time-
indexed images. We propose a novel extension of image-to-image metamorphosis into
longitudinal metamorphosis for estimating an evolution scenario of both scattered and
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solitary ischemic lesions visible on serial MR. It is worth noting that the spatiotemporal
metamorphosis we developed is a generic model that can be used to examine intensity
and shape changes in time-series imaging and study different brain diseases or disorders.
In the fifth part, we discuss our main findings and investigate future directions to
explore to sharpen our understanding of ischemia evolution patterns.
Keywords: Stroke evolution modeling, perfusion imaging, diffusion imaging, spa-
tiotemporal modelling, longitudinal metamorphosis
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1.1 Context of the thesis
Stroke is a common cause of death and the commonest cause of se-
rious dependence and long-term disability in adults [Bonita 1992,
Sudlow 1997]. Ischemic stroke is the commonest type (80%) and
presents suddenly following the occlusion of a brain artery. Brain
imaging is important to diagnose ischemia and may identify patients
most suited to acute treatment or not. There is a lack of evidence to
why some patients recover or not. Imaging can help tackle this prob-
lem. This introduction will set the scene for key aspects of stroke as
a disease and key aspects of what imaging can tell us about stroke-
specific, tissue-specific and patient-specific features of ischemia. It
will also give an overview of how this thesis is going to investigate
these multiple aspects.
1.1. Context of the thesis 3
The early diagnosis of the stroke lesion is preferably limited to a
4.5h therapeutic time window for the use of ‘clot-busting’ (throm-
bolytic) drugs to recanalize the occluded artery. In a context where
“time is brain” [Saver 2006], multi-modality brain imaging is available
and, in some places, is widely used in acute stroke management for di-
agnosis, prognosis and treatment planning. Diffusion-weighted (DWI)
and perfusion-weighted (PWI) imaging is commonly used to detect
early ischemic changes and attempts to distinguish between perma-
nently damaged and salvageable tissues. Although medical imaging
has improved our understanding of stroke for the last decades, there is
still no best treatment for stroke. As Dame Nancy Rothwell pointed
out: “The hundreds of (clinical) trials in stroke have failed for all sorts
of reasons, sometimes for unknown reasons. Even though that is a
disease that affects millions of people, there are virtually no big com-
panies left in the stroke research now. So many failures, often called
‘the graveyard’ ”. There are many reasons for the failure of many
drugs, developed from mechanistic understanding of stroke, to realize
their promise seen in early experimental models, but it is not the role
of this thesis to examine these multiple reasons for these failures in
detail.
Images of the stroke lesion obtained over time, produced using se-
rial imaging, provides consecutive stroke lesion ‘snapshots’ that show
the dynamic aspect of stroke evolution and the wide variability in
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lesion features (location, volume, shape, gray-scale intensity) – un-
derlining its complexity. “Dynamic” and “complex”: both of these
aspects of stroke lesion evolution challenge the medical imaging re-
search field to address two main questions:
1) how does a stroke lesion grow? and
2) can sophisticated mathematical models advance our understand-
ing of its dynamics and assist clinicians in its management?
Understanding the dynamics of ischemic lesion evolution may help
discriminate accurately between tissue that is still viable at the time
of assessment and could be salvaged with thrombolytic treatment, and
dead tissues. Imaging could help to characterize the stages of ischemic
tissue damage and determine more efficient treatment methods to ter-
minate its progression and –if possible– reverse the observed damage.
However, in the stroke research literature, there is an absence of dy-
namic models of the continuous evolution of ischemic stroke from MR
images. Previous studies used basic thresholding of images or volu-
metric subtraction of one image from another and standard statistical
methods to explore stroke evolution pattern(s). However, only rather
small steps were made in the last decade on the big questions: What
factors drive stroke lesion evolution? Is there a potential “blueprint”
of the dynamics of lesion evolution in stroke patients? What can
perfusion and diffusion time-series imaging tell us about its dynam-
ics? Can a unique perfusion threshold fit into a population of stroke
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patients and distinguish between dead and at-risk tissues or is one
threshold too simplistic? Does lesion morphology matter – e.g. do
scattered stroke lesions evolve differently from solitary lesions?
To date, no clear-cut answers are available and stroke is
still a highly challenging research field. On the one hand,
medical image analysis methods and computational models for
studying other brain diseases such as tumors, multiple sclerosis,
Alzheimers disease, or bipolar disorders have made major progress
[Commowick 2008, Meier 2003, Bosc 2003, Yotter 2010, Chen 2010,
Lorenzi 2010, Lorenzi 2012a, Lorenzi 2012b]. On the other hand,
we notice a poor interweaving between different research streams in
stroke and sophisticated medical image analysis and modeling meth-
ods, meaning that image analysis in stroke can be said to lag some-
what behind other neurological areas. Furthermore, the rather limited
stroke-to-medical image analysis interface has developed with some
questionable assumptions about how stroke lesions evolve, what they
look like on imaging, how patient-related factors might constrain cer-
tain types of imaging, etc. The subject will be reviewed in detail in
the following chapter, but it is fair to say that interrogation of infor-
mation in brain images of patients with stroke have generally not been
investigated sufficiently using well-designed mathematical models for
stroke that integrate the biological phenomena which are thought to
be responsible for driving stroke evolution, or to explore others that
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might affect tissue outcome.
It was all the aforementioned questions, plus an apparent lack of
progress amongst stroke researchers to adopt some truly modern med-
ical image analysis techniques, that motivated the development of this
thesis and in particular stimulated our interest in the dynamic mod-
eling of stroke lesion evolution. We are still far away from having a
patient-specific model that accurately predicts the evolution of dead
and salvageable ischemic tissues. However, we believe that dynamic
modeling when applied to stroke lesions could strongly contribute to
reshaping the way we approach stroke and understand its progression
and factors that influence its development.
Stroke research suffers from two main barriers: one ‘barrier’ is the
thrombus in the brain artery that causes the disease; the other is in
the understanding of the stroke lesion dynamics. Both barriers need
to be overcome. This thesis is an attempt to examine stroke lesions
on imaging in a new way that might broaden how researchers think
about stroke and remove barriers to understanding of stroke lesion
evolution.
1.2 Problems investigated
The general context and previous gaps suggest that stroke research is
at a crossroads where there are unprecedented opportunities to com-
bine brain imaging methods with very sophisticated medical image
1.2. Problems investigated 7
analysis methods to advance understanding of stroke pathophysiol-
ogy. We begin this thesis by examining some new research directions
to model ischemic stroke in the light of an exhaustive literature search
and different ‘interpretations’ derived from examining stroke brain
scans. We then attempt to provide some clarity about the dynamics
of stroke lesions using both diffusion and perfusion MR longitudinal
data. To follow our interest in modeling the dynamic evolution of
acute ischemia, two main questions stimulate our thinking: are there
any ready-made models in the literature that may accurately explain
the clinical observations or should we develop a novel mathematical
model of stroke lesion evolution?
This thesis investigates both of these modeling alternatives. How-
ever, it does not aim to provide solutions to all the aforementioned
problems in stroke, but rather to explore new directions that chal-
lenge some weaknesses in previous image analysis methods applied to
stroke and overcome their major limitations. In this respect we focus
on two main problems:
1. Reviewing stroke literature from a medical image analysis per-
spective: Brain imaging and image processing have advanced and
there is a scope for using these tools much more innovatively to un-
derstand processes occurring in the ischemic tissue. There are many
limitations if we only examine 2D/3D cross-sectional images and snap-
shots as opposed to 3D plus time (ie. 4D or spatiotemporal) obser-
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vations. Examining stroke and medical image analysis literature will
enable us to shed light on two questions:
• What are the major barriers to advancing progress in stroke
diagnosis and assessment?
• Are there any untapped modeling potentials in stroke for us to
explore from a medical image modeling perspective?
2. Modeling the spatiotemporal evolution of stroke lesions: Dy-
namic modeling is a novel concept to evaluating stroke lesion evolu-
tion. We desire to model stroke lesion evolution using time-series MR
images in a framework that encapsulates the variation in lesion bound-
ary, shape and intensity and thus to identify what patient-specific,
stroke-specific or tissue-specific factors influence these changes. This
raises two main questions:
• Can we find or develop a mathematical patient-specific model
that simulates the evolution of a wide spectrum of stroke lesions
that reflect the variability of stroke lesions (solitary vs. scat-
tered) in clinical patients?
• Can we relate the dynamic features estimated by the defined
model to tissue-specific, stroke-specific and patient-specific fea-
tures to quantify factors that influence pathological patterns?
1.3. Organization of the thesis and main contributions 9
1.3 Organization of the thesis and main contributions
The thesis is organized in three parts representing the three main
contributions:
1. Reviewing the literature, identifying medical image analysis and
computational models applied to human and animal stroke using
both MR and CT data.
2. Modeling the spatiotemporal evolution of solitary stroke lesions
as seen on diffusion and perfusion imaging using the current-
based diffeomorphic regression model and evaluation using clini-
cal data.
3. Development of longitudinal metamorphosis to simulate the evo-
lution of solitary and scattered stroke lesions in both shape and
intensity and evaluation using tissue-specific, stroke-specific and
patient-specific data.
The definition of patient-specific used in this thesis implies that any
features/measurements estimated from the model are specific to that
patient’s clinical data (age, gender, vascular risk factors, prior history,
for example). Stroke-specific refers to features about the stroke (time
from onset, neurological severity and features, etc). Tissue-specific
refers to individual changes in the tissue (eg diffusion or perfusion
values, background brain changes such as leukoaraiosis which might
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affect the ability of the brain to withstand ischemia).
The thesis is divided into five main parts and parts are further
divided into different chapters. The material covered in each chapter
is as follows.
Part I: Stroke and Medical Imaging
Part I has two further chapters:
Chapter 2 provides a general background on stroke and more
specifically ischemic stroke. It also introduces current acute interven-
tion and disease management strategies.
Chapter 3 provides an overview of the use of medical imaging in
acute stroke particularly the use and limitations of MR imaging meth-
ods. It also presents some imaging-dependent and biology-dependent
issues, frequently encountered in ischemic stroke and suggests new
ways of handling them.
Part II: Survey of Medical Image Analysis Methods in
MR/CT-imaged Ischemic Stroke
Chapter 4 examines different semi-automatic or fully automatic
2D/3D medical image analysis methods and mathematical models
that have already been applied to human, animal and/or simulated
ischemic stroke to tackle one of the following three problems: (1)
segmentation of infarcted and/or salvageable (also called penumbral)
tissue, (2) prediction of final ischemic tissue fate (death or recovery)
and (3) dynamic simulation of the evolution of the lesion core and/or
1.3. Organization of the thesis and main contributions 11
penumbra. To highlight the key features in the reviewed segmenta-
tion and prediction methods, we propose a common categorization
pattern. We also emphasize some key aspects of the methods such
as the imaging modalities required to build and test the approach
presented, the number of patients/animals or synthetic samples, the
external user interaction and the methods of assessment (clinical or
imaging-based). Furthermore, we investigate how any key difficulties,
posed by the evolution of stroke such as swelling or reperfusion, were
detected (or not) by each method. By depicting the major pitfalls and
the advanced aspects of the various methods reviewed, we present an
overall critique of their performances and concluded our discussion by
suggesting some recommendations for future research work focusing
on one or more of the three problems that are addressed.
This critical appraisal identified new unexplored directions to focus
on: stroke dynamic modeling.
Part III: Current-based Dynamic Modeling of Stroke Evo-
lution
Chapter 5 investigates whether the current-based diffeomorphic
model, developed in the field of statistical modeling for measuring the
variability of anatomical surfaces, could estimate the patient-specific
spatiotemporal continuous evolution for MR PWI and DWI lesions.
We simulate the 4D evolution of DWI and PWI stroke lesions. We
introduce the tools to compare the dynamic behavior of DWI and
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PWI lesions by extracting kinetic features such as speed of lesion sur-
face deformation and the location and the magnitude of the highly
contracting and expanding areas. This provides us with interesting
dynamic insights into stroke lesion behavior and an opportunity to
search for common patterns of evolution. The current-based diffeo-
morphic model proved to be a mathematically robust representation
of the lesion surface but was only able to model solitary lesions, i.e it
could not model ischemic lesions consisting of several scattered com-
ponents. More importantly, this model cannot incorporate intensity
measures (eg perfusion-diffusion values) in its abstract mathematical
framework, but only the geometry of the lesion surface. To over-
come both of these limitations, we used a more versatile model: the
metamorphosis model.
Part IV: From Image-to-image to Longitudinal Metamor-
phosis
Chapter 6 introduces the metamorphosis theory from which is
derived the image-to-image metamorphosis model. The metamorpho-
sis model is able to handle multi-component and solitary lesions and
incorporates serial image intensities in the 3D image evolution. It de-
forms one source image into another in continuous time and space in-
tervals. It is unique in its mathematical formulation, as it allows us to
track both the change in grey-scale intensity and in velocity of lesion
deformation between timepoints. In this chapter, we propose a novel
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extension of image-to-image metamorphosis into longitudinal meta-
morphosis for estimating an evolution scenario, in patients with acute
ischemic stroke, of both scattered and solitary ischemic lesions visi-
ble on MR perfusion and diffusion imaging (Chapters 7 and 8). This
approach is generic as it could be applied to any medical data, can
estimate and analyze the variability in images (gray-scale or binary),
and extract scalar (intensity change) and kinetic (velocity change)
characteristics from longitudinal metamorphosis. Therefore, it can
be applied to characterize the evolution of different pathologies, brain
disorders and lesions. This could be a new branch of computational
patho-anatomy that may contribute to progress in the field.
Chapter 7 presents the first application of the longitudinal meta-
morphosis model using perfusion time-series images.
Chapter 8 presents a second application of the longitudinal meta-
morphosis model using diffusion and T2-w images.
Part V: Conclusions and perspectives
In this final chapter (Chapter 9), we discuss the implications for
future research and clinical practice in stroke. We also expand on
the potential application of our metamorphosis modeling approach
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2.1 Epidemiology, subtypes and pathophysiology
Stroke was one of the first brain diseases to be identified in medi-
cal history. Its description dates back to the 2nd millennium where
Hippocrates was the first to name it in his pioneering writings on a
strange phenomenon that caused sudden paralysis when it strikes pa-
tients: apoplexy –ie meaning in Greek “struck down with violence”.
However, it was in 1658 that the understanding of stroke began to
deepen with the publication of “Apoplexia” by Johann Jacob Wepfer
[Thompson 1996]. His discovery of the main brain arteries and the
causes of ischemic stroke opened up new search lines for a better
understanding of what happens in the brain when a stroke occurs.
This discovery marked the beginning of research in the etiology of
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stroke. Eventually in the 1970s, stroke was properly identified as a
cerebrovascular disease by the World Health Organization and de-
fined as a “neurological deficit of cerebrovascular cause that persists
beyond 24 hours or is interrupted by death within 24 hours”. Inter-
estingly, this definition is more and more seriously debated nowadays
since the advent of CT and MR imaging have demonstrated presence
or absence of tissue damage which may be reversible, and has led to
the introduction of the concept of ‘tissue’ rather than ‘time’ based
definitions of stroke [Sacco 2013].
Prior to the stroke episode disturbing the cerebral blood flow, we
generally see a well functioning brain: neurons getting their oxygen
and nutrients from the blood across the thin walls of the cerebral
capillaries and they are well protected by glia cells and the blood-
brain barrier (controlling which ‘blood elements’ can pass through to
neurons). Two types of stroke can dramatically disrupt this normality:
• Hemorrhagic stroke: A brain hemorrhage occurs when a cere-
bral blood vessel bursts and blood leaks into or around brain
tissue and causes failure of neuronal function. About 15-20% of
strokes are hemorrhagic. High blood pressure stretches a cere-
bral artery wall and causes it to bleed. This results in blood
leaking into the brain tissue (ie. intracerebral hemorrhage) or
into the spaces surrounding the brain –eg meninges or cere-
brospinal fluid around the brain (ie. subarachnoid hemorrhage)
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(Figure 2.1). Hemorrhagic strokes account for approximately
20% of all strokes.
Figure 2.1: Subtypes of stroke. (a) Three axial slices from a T2-weighted MR brain
scan showing a decrease in signal indicating a recent hemorrhagic stroke in the posterior
aspect of the right lentiform nucleus. (b) Axial slices showing an ischemic stroke lesion
on MR diffusion weighted imaging.
• Ischemic stroke (brain ischemia) The commonest type of
stroke (80%) is an ischemic stroke, resulting from disruption of
blood flow within the brain caused by occlusion of an artery
usually by an embolus from the heart or from atheroma in the
neck, or from acute thrombotic occlusion of an artery inside the
head. This deprives the brain in the affected arterial territory of
oxygen and nutrients and initiates a dynamic sequence of patho-
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physiological events. The spatial progression of ischemic stroke
is generally confined to one or more vascular territories as af-
fected by the artery occlusion. The evolution of the tissue injury
can take many weeks to evolve to a final ‘scar’ after stroke onset.
The commonest injured cerebral territory is that of the middle
cerebral artery (MCA) territory.
Where the blood flow interruption is too severe or for too long,
cell death by necrosis or apoptosis occurs and an irreversibly
injured infarct core is formed. If the blood supply is less badly
disrupted, or the disruption only lasts for a short period of time,
then the brain tissue may recover completely, or may survive for
a variable period of time in a ‘shut down’ but viable state that
can recover if blood flow is restored quickly enough.
Blood clots dissolve naturally, but often not quickly enough to pre-
vent permanent tissue damage. This potentially reversibly damaged
brain tissue is thought to surround the ischemic lesion core and is
referred to as the “ischemic penumbra”. The concept was first in-
troduced by Symon and colleagues [Symon 1980] (Figure 2.2). The
neurons in the penumbral tissue are functionally shut down, result-
ing in loss of neuronal function in all the tissue where blood flow has
fallen below the critical blood flow level required to sustain neuronal
function (hypoperfusion). Indeed, the reversibility of ischemic abnor-
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Figure 2.2: MR Perfusion-diffusion ‘mismatch’. The ‘mismatch’ area corresponds to
the red-shadowed area that represents the spatial difference between the diffusion lesion
(top left image outlined in green) and the perfusion lesion (lower left image outlined in
black). It is commonly thought that the perfusion lesion surrounds and includes the
diffusion lesion as in the right hand image. Therefore, the ‘mismatch’ area is part of
the hypoperfused ischemic area.
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mality and the cascade of pathophysiological tissue changes depend
on critical levels of blood flow as shown in figure 2.3. In complete ab-
sence of blood flow, neuronal viability can only be maintained for 2-3
minutes. Data from stroke studies [Astrup 1981, Bandera 2006] sug-
gested that if the blood flow is moderately reduced (<35ml/100g/min)
the electrical activity of neurons seems to shut down without affecting
the tissue viability (benign oligaemia). At lower blood flow levels, eg
ranging between 20 and 25 ml/100g/min, brain tissue shows the first
‘penumbral’ signs of early cell membrane failure as the cell membrane
pumps start to fail and brain cells swell up (ie. intracellular edema).
If the blood flow is not restored and continues to drop to less than
12ml/100g/min, then the penumbral tissue will proceed to infarction
and the original core lesion will grow to occupy a larger part of the
brain with much greater functional disability than if less tissue had
been permanently damaged. Although previous observations showed
that below certain blood flow levels neurons will start to die, there
is little evidence from humans of how long the tissue can survive at
particular flow levels.
From stroke onset, if the blood flow is not restored, a cascade
of critical events starts as the functioning of sodium-potassium cell
membrane pumps, and calcium pumps in the affected neuronal cells
is interrupted during the acute stage (3 - 24 hours) and the blood
brain barrier (BBB) breaks down during the subacute stage (2 days
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Figure 2.3: Cerebral blood flow thresholds for electrical shutdown and then neuronal
cell death. (a) Axial diffusion-weighted imaging showing different areas thought to be
associated with a specific ranges of cerebral blood flow values: (1) the oligaemic tissue
with a slightly decreased blood flow that does not affect the viability of brain cells
(green), (2) the at-risk of infarction or ‘penumbral’ tissue where neurons ceased to
function (electrical shutdown) but are structurally still intact (blue) and (3) the dead
infarcted core where severely hypoperfused brain cells have died (red). (c) Three axial
slices illustrating the lesion changes from acute to final stages (bottom to top). We can
clearly see the diffusion lesion core progression from acute to subacute timepoints, then
a part of the subacute ischemic diffusion tissue reversing back to normal (‘healing’) as
shown in the final T2-w image.
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- 2 weeks):
• Sodium-Potassium (Na+-K+) pump interruption: In a normally
functional brain cell, 3 Na+ ions are pumped out of the brain
cell and 2 K+ ions are pumped in to maintain the cell’s electrical
potential. Ischemic stroke causes passive diffusion of Na+ ions
(Sodium influx) into the cells which leads to a rapid accumu-
lation of Sodium in the intracellular space, therefore disrupting
the equilibrium between fluid concentrations inside and outside
the cells (the osmotic equilibrium). Furthermore, the extracel-
lular space starts to suffer from a relative decrease in Na+ ions
and increase in K+ ions. To maintain the osmotic equilibrium
of the injured cells, water molecules shift from the extracellular
into cells –causing swelling of these cells and eventually leading
to cytotoxic edema without causing a net increase in brain vol-
ume or brain fluid (Figure 2.4- 2.5). Later brain tissue swells up
and volume increases.
• Calcium (Ca2+) pump interruption: In the normal brain tis-
sue, when neurons are not firing they are polarized (inside neg-
atively charged and outside positively charged). When enough
positive Ca2+ ions cross the cell membrane, a change in the neg-
ative/positive membrane charge takes place (called depolariza-
tion). In the ischemic tissue, calcium channels can stay open for
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a long time which increases Ca2+ ions influx into cells, slowing
the damaging of the intracellular walls and ultimately causing
cell necrosis and apoptosis.
• Blood brain barrier (BBB) breakdown: Ischemic damage of the
capillary endothelial cells that form the BBB allows water to
come out of the blood vessels and accumulate in the extracellular
space. This also contributes to the appearance of the vasogenic
edema which causes an absolute increase in the net volume of
water in the ischemic tissue (Figure 2.4).
Figure 2.4: Cytotoxic and vasogenic edema following an ischemic stroke. Left: The cy-
totoxic edema happens when water shifts from the extracellular space into cells without
causing a net increase in brain fluid. Right: The vasogenic edema happens when water
comes out of blood vessels and accumulates in the extracellular space which increases
brain fluid/volume.
If blood flow is restored quickly (within a few minutes to hours
at most) and cells survive, then the edema can recover and there is
little BBB breakdown and so little vasogenic edema and the tissue
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may eventually recover leaving no scarring. If on the other hand
the tissue has died, then during later stages (eg 2 weeks - 3 months),
inflammatory cells invade the damaged tissue and ‘mop up’ dead cells
to leave a scar where the normal brain was originally (Figure 2.5). We
will explain in more detail in Sections 3. 3.2 and 3. 3.3 how this shows
on MR brain imaging of ischemic stroke.
Since the 1970s, salvage of this penumbral tissue has been the main
target of stroke therapy [Astrup 1977, Astrup 1981, Ginsberg 1997,
Wardlaw 2010, Wardlaw 2012]. In this thesis, we only focus on study-
ing the evolution of ischemic stroke as seen on imaging.
2.2 Acute intervention for ischemic stroke
Identifying effective stroke treatments remains a difficult challenge
since it is assumed that the penumbral tissue is only salvageable
within the first few hours after onset of ischemia [Wardlaw 2010].
Therefore, the main therapeutic decisions are to quickly recanalize
the main blocked artery to prevent the infarct expansion. This can
be done by thrombolytic drugs that dissolve clots or mechanical ex-
tractions [Wardlaw 2012]. We will discuss this later (see below).
Imaging methods could play a key role in defining the extent of
tissue at risk of infarction if it were possible to define perfusion lev-
els or changes in tissue imaging signatures that indicated viable or
non-viable tissue reliably [Dani 2012]. Indeed, imaging using positron
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Figure 2.5: The impact of swelling on ischemic stroke lesion development. As the is-
chemic brain tissue swells up, two different scenarios can be envisioned: (1) the cerebral
blood flow will be restored (spontaneously or with thrombolytic treatment), the swelling
would resolve with time but the injured tissue will shrink to a scar as it was already
dead, or (2) the cerebral blood flow will be restored quickly, the cells would recover, the
swelling would resolve and the injured tissue will recover.
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emission tomography (PET) [Marchal 1993, Baron 1999, Heiss 2000]
was the first method in humans to demonstrate the existence of
penumbral tissue by identifying areas where there was low blood flow
but persisting increased oxygen extraction from the blood and ongoing
glucose metabolism. In contrast, areas that had progressed beyond
the point of no viability showed low flow and no glucose metabolism
or oxygen extraction from the blood.
PET is not widely available and is not a practical technique for
use in acute stroke diagnosis. More practical and available meth-
ods include CT or MR with perfusion imaging. MR offers consid-
erable opportunities through image processing and analysis methods
to quantify the tissue diffusion and perfusion changes precisely and
particularly define viable and non-viable tissues. CT can show per-
fusion changes. Although CT scanners are more accessible than MR
scanners, MR imaging (sensitivity = 83%, specificity = 98%) detects
more subtle changes in brain tissue content than CT imaging with-
out contrast enhancements (sensitivity = 16%, specificity = 96%)
[Chalela 2007].
Following the acute imaging of stroke, basic visual assessment tech-
niques and manual volumetric measurements (eg: subtracting the core
volume from the penumbral volume) have been used to predict the
eventual outcome in stroke and determine the best therapeutic inter-
vention [Baird 1997, Barber 1998, Mukherjee 2000, Sorensen 1999].
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Different stroke assessment approaches were based on calculating
the numeric volume of the diffusion lesion to predict final tissue
fate [Hand 2002, Wardlaw 2002]. Other studies investigated the ac-
curacy and specificity of different perfusion maps in determining
stroke outcome [Kane 2007a, Dani 2012]. Examining stroke using
both diffusion and perfusion data was the main focus of many pre-
vious studies [Barber 1998, Tong 1998, Keir 2000, Oppenheim 2001,
Arenillas 2002, Coutts 2003, Rivers 2007, Kane 2009] –some of which
investigated whether the perfusion-diffusion mismatch could identify
the salvageable tissue (penumbra). We will give more details about
this concept in Section 3.6. However, there is a major limitation to
using numeric volumes of diffusion, perfusion and perfusion-diffusion
lesion overlap as this does not consider geometric lesion overlap or
the lesion shape and anatomical boundaries. This will be discussed
in more details in Parts III and IV.
2.3 Treatment investigation and clinical trials
Stroke treatment is still one of the most challenging clinical decision-
making processes since it needs to be determined within the first few
hours after stroke onset. The ultimate goal of any stroke treatment is
to rapidly restore the cerebral blood flow in the affected brain tissue,
before brain cells die by removing of the arterial occlusion. Although
thrombus is dissolved by the body’s natural fibrinolysis systems, this
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rarely occurs fast enough to prevent tissue damage. This therapeu-
tic clot removal can be achieved mechanically (thrombectomy) or by
dissolving the thrombus using clot-busting drugs (thrombolysis).
• Thrombectomy is the removal by interventional neuroradio-
logical methods of blood clots in the cerebral arteries. There
are several methods for doing this but none have yet proved to
be more effective than intravenous thrombolysis in randomized
trials [Broderick 2013, Ciccone 2013]. Further trials are ongoing.
• Thrombolysis rapidly recanalizes the occluded artery and im-
proves the chances for a good neurological outcome in acute is-
chemic stroke using recombinant tissue plasminogen activator
(rtPA) [Wardlaw 2012]. When rtPA is given within the first 4.5,
possibly up to six hours after stroke, this improves functional
outcome [Wardlaw 2009, Wardlaw 2012]. However, thromboly-
sis suffers from the hazard of increasing serious brain hemorrhage
in about 6.4% of patients [Wardlaw 2012]. Reasons for severe
hemorrhage are not completely understood but relate to large
lesions, low blood flow and other factors. The benefit of rt-PA
declines rapidly with time: those treated between three and six
hours benefit less from rt-PA than those who were treated within
three hours [Wardlaw 2012].
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Clot-busting drugs are frequently used in clinical trials for pa-
tients who are selected based on specific inclusion criteria. For in-
stance, the concept that the mismatch between perfusion and diffusion
would identify patients with salvageable penumbra who would benefit
most from thrombolysis was investigated in several randomized clin-
ical trials of thrombolysis conducted in multiple stroke research cen-
ters. These clinical trials include DIAS [Hacke 2005] (104 patients),
DEDAS [Furlan 2006] (37 patients) and EPITHET [Davis 2008] (100
patients). However, so far, these trials and other observational studies
eg DEFUSE [Albers 2006] (74 patients) did not lead to reliable con-
clusions –ie. did not definitely identify patients who benefitted more
from thrombolysis [Wardlaw 2012]. Thrombolysis decisions based on
volumetric assessment of stroke lesions visible on PWI and DWI im-
ages (EPITHET trial [Davis 2008]) did not provide a clear evidence
of better recovery from stroke. Numerous further analyses of the EP-
ITHET data have led to suggestions that some perfusion thresholds
may identify core and penumbra, but these still need to be tested in
independent trials. Randomized clinical trials have generally relied on
visual or computerized diffusion and perfusion lesion volume assess-
ment using a visual scoring system like ASPECTS (Alberta Stroke
Program Early CT Score: 10 point topographic scoring system where
normal middle cerebral artery (MCA) territory is assigned 10 points
and one point gets deducted for each affected area visible on CT/MR
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scans) or other scoring systems and volume measurement tools. How-
ever, these techniques have variable accuracy as it is quite difficult to
judge with the naked eye if the perfusion lesion volume is 20% or
more larger than the diffusion lesion volume (the criterion used in
some trials for treatment) [Wardlaw 2012]. They are not sufficient
to give us a more nuanced understanding of how hypoperfused tis-
sue shifts from ischemic to dead and vice versa. This suggests that
perhaps one needs better methods to study lesion dynamics. Several
studies showed the potential for MR DWI and PWI images to define
stroke outcome by correlating them to the final imaged outcome or
the neurological status [Wardlaw 2010].
Chapter 3
Imaging ischemic stroke with
Magnetic Resonance
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3.1 Introduction
Ischemia causes changes in water content in the injured tissue. This
temporal water change from acute to late stages of ischemic stroke
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can be detected as a change in tissue signal using MR and in tis-
sue attenuation using CT imaging. Ischemia evolution patterns are
also related to multiple features that are related to space (eg: oc-
clusion site, attacked vascular territory, white and gray matter) and
time (eg: continuous decrease of blood flow in the absence of reper-
fusion or increase when the blocked artery opens) (Figure 3.1). For
instance, as the water moves from extracellular to intracellular space
(cytotoxic edema), water diffusion is restricted –this becomes visible
on diffusion weighted imaging, as it will be explained in the next sec-
tion. Cells inflating with water because of cytotoxic edema results
in T2-weighted hyperintensity on MRI and a reduced attenuation in
CT images [Moseley 1990]. Changes in blood flow can be detected as
changes in signal or attenuation as a bolus of intravenously injected
contrast agent passes through the brain, the basis of perfusion imag-
ing (PWI) [Østergaard 1996b, Østergaard 1996a, Østergaard 1998b,
Østergaard 1998a, Wardlaw 2010]. Indeed, the change of water is
related to the critical blood flow levels that the tissue undergoes (ex-
plained in Figure 2.3) and becomes more ‘visible’ as we trace the
temporal change of ischemic tissue using series of multimodal images
(Figure 3.1).
To determine the final infarct extent, many studies use conven-
tional T1-weighted or T2-weighted MR images at 1 or 3 months post-
stroke as a reference standard for the final infarcted tissue. While
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Figure 3.1: Tissue changes in acute ischemic stroke (without treatment). Time and
space are key elements that influence stroke dynamics and its spatiotemporal pattern
of evolution. On the right, we display the axial slices of ischemic stroke temporal changes
for one representative patient (top row: diffusion-weighted images, middle row: T2-w
images, bottom row: perfusion-weighted images (mean transit time map). At the first
acquisition timepoint, the acute infarct is clearly visible (white area) on DWI image
whereas T2-w image barely shows any intensity changes. However at later timepoint
(6 days, 10 days, ≥ 1 month), T2-w shows the evolving lesion and the final lesion
outcome than DWI. The black area (part of the acute DWI lesion) that appeared at 10
days reflects tissue secondary hemorrhage. The displayed sequence of perfusion imaging
shows the changes in mean transit time values.
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exploring this variety of MR based diffusion, perfusion and struc-
tural imaging tools, it is worth noting that assessing the dynamic
visible ischemic tissue changes during the acute/subacute stages re-
quires at least two parameters, with contrast based upon either
the diffusion or perfusion physiological phenomenon [Jacobs 2001a,
Soltanian-Zadeh 2003, Yuh 1991].
In the following subsections of this chapter, we will present the
traditional view of the ischemic lesion visible on diffusion, perfusion
and T2-w at ≥ 1 month from stroke onset images and present our
definitions for at-risk and dead tissues.
3.2 Diffusion weighted imaging
3.2.1 Diffusion principles and sensitivity of MRI to diffusion
DWI MR sequences are highly sensitive in detecting early cerebral
ischemic changes in acute stroke. They are fast to acquire and do not
necessitate injection of a contrast agent. The investigation of diffusion
weighted imaging in neurological disorders was introduced in 1986
[Le Bihan 1986]. It was also reported in [Moseley 1990] that DWI
imaging shows alterations in water diffusion within a few minutes
from stroke onset. The MR acquisition of the diffusion signal is quite
similar to the acquisition of conventional T1-w and T2-w MR images
where protons in water tissue will be excited using a large magnet
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and aligned with the direction of the applied magnetic field. Their
relaxation times T1 and T2 during which they come back to a state
of equilibrium encode the MR intensity signal of every voxel within
the magnetized/scanned brain tissue). However it is made sensitive
to water motion in scanned tissue by applying a non-homogeneous
magnetic field: two gradient pulses with same magnitude but opposite
directions –one to dephase the proton spins and the second to rephrase
them. If water molecules are in some areas where they are freer to
move (ie. excited protons in these water molecules have also moved)
between the two pulses then ‘rephasing process’ will not bring them
back to the exact initial state, therefore, resulting in a decrease of the
acquired DWI signal as the relaxation takes longer (Figure 3.2). This
idea of double-gradient proton excitation process was introduced by
Stejskal and Tanner in [Stejskal 1965] where they derived the DWI
signal attenuation formula 3.1 determined by a diffusion coefficient











Where D represents the diffusion coefficient and b value depends
on the gradient strength (ie. the higher the b value, the stronger the
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DWI signal) with:
b = γ2G2δ2(∆− δ/3).
Increasing the b-value increases the contrast between slow and fast
diffusing water molecules.
γ denotes the gyromagnetic ratio, G the strength of the gradient
pulse, δ the duration of the pulse and ∆ the time separating the two
pulses (Figure 3.2)
S0 denotes the signal intensity in the T2-weighted image (b =
0s/mm2) and TE is the echo time. The signal intensity SDWI, asso-
ciated with every voxel, is related to the b-value and the diffusion co-
efficient, D, through the Steyskal Tanner Equation 3.1. This equation
has two unknowns: the signal intensity for b = 0(S0) and diffusion
coefficient D. Therefore to calculate D, one needs to make at least
two different measurements (ie. gradients) at a different b-value.
In free medium, water molecules move freely. However, in brain
tissue, the path of the water molecule is restricted by the fine struc-
ture of white and gray matter, thus reducing its diffusion coefficient.
Moreover, if the tissue structures are oriented (eg: white matter fiber
tracts), water diffusion coefficient will reflect this ‘directionality’ when
it is measured in specific direction (Figure 3.3). Hence, DWI ‘senses’
the different structures of the tissue where water molecules diffuse
based on their directionality. For instance, in white matter, water
molecules diffuse along fiber bundles, the basis of tractography.
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Figure 3.2: Reconstruction of the diffusion weighted image (DWI). As a specific voxel
in the brain tissue is excited using two consecutive strong gradient pulses Gx (red and
yellow rectangles) separated by a ∆ time interval, the echo of its response encodes the
DWI MR signal SDWI . Tissue with slow diffusion is increased in signal (eg: the ischemic
hypoperfused tissue visualized as a bright white area on DWI) whereas brain tissue with
high diffusion such as free water (eg: the cerebral spinal fluid in the ventricles) appears
low signal or black.
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Figure 3.3: Water diffusion and directionality. (a) Water diffusion in brain tissue is
constrained by the structure of gray and white matter. (b) Diffusion along fiber bundle
(represented by the orange tubes) is the main diffusion direction for water molecules in
brain tissue and the diffusion coefficient (D) reflects the rate of water diffusion in one
specific direction.
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DWI imaging has a major limitation: it does not ‘measure’ tis-
sue anisotropy (ie diffusion rate depends on the direction) since the
diffusion coefficient is measured along one gradient axis (with op-
posed directions). Therefore, different maps (Figure 3.3) that indi-
cate water diffusion directionality were derived from the acquisition
of multiple diffusion images using six gradient directions for diffu-
sion tensor reconstruction. The eigenvectors of the diffusion tensor
represent the main direction of water diffusion and its eigenvalues
give the diffusion magnitude in that direction. Following these ac-
quisitions, one could generate the mean diffusivity (MD) map and
the fractional anisotropy (FA) map which quantifies the degree of
tissue anisotropy (areas with high anisotropy appear hyperintense)
[Nomura 1994, Wimberger 1995]. Both MD and FA maps are cal-
culated from the eigenvalues of the diffusion tensor. Moreover, an
apparent diffusion coefficient (ADC) map –entangling diffusion and
relaxation effects on image contrast– can be generated by varying b-
values. In Figure 3.4, we show axial slices for a patient with acute
ischemic stroke and we can clearly notice that DWI is the best modal-
ity to visualize the spatial boundaries of a ‘white’ and ‘bright’ lesion
(Figure 3.4). This brief overview of MR DWI allows us to get a bet-
ter understanding of how ischemia appears as a hyperintense area on
diffusion brain scans.
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Figure 3.4: Axial slices for a patient with acute ischemic stroke using diffusion-weighted
imaging (top row), fractional anisotropy map (middle row) and apparent diffusion co-
efficient map (bottom row). The lesion is more visible on DWI (bright area) and ADC
images (dark area) than FA map.
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3.2.2 Diffusion weighted imaging and ischemic stroke
The limited sensitivity of CT (38 to 48%) and conventional MRI (18
to 46%) for ischemia detection within 6 hours after stroke onset was
reported in several studies [Mohr 1995, Mullins 2002]. In contrast,
diffusion weighted imaging was demonstrated to rapidly and efficiently
visualize the early ischemic changes within minutes after stroke on-
set [Wardlaw 2010, Keir 2000]. Early studies on diffusion imaging in
stroke patients speculated that the hyperintense bright area on MR
images was irreversibly damaged tissue and it was operationally re-
ferred to as the lesion core [Baird 1997, Warach 1992, Moseley 1990]
although consideration of the perfusion levels at which tissue changes
occur indicates that many DWI lesions must contain both penumbral
and core tissue [Rivers 2005] . This implies that the acute diffusion le-
sion core can only increase in size and volume from the acute imaging
acquisition timepoint to the next one (ie. its spatial extent always pro-
gresses and never regresses). Therefore, the identification of DWI in-
farct slices and the boundary and the volume of the supposedly ‘dead
tissue’ was thought to be a surrogate marker for lesion outcome. This
assumption was demonstrated to be incorrect as studies indicating the
possibility that parts of the acute diffusion lesion will disappear and
return to normal emerged (Figure 3.5) [Kranz 2009, Wardlaw 2010].
Figure 3.5 shows four different patterns of the diffusion abnormal-
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ity evolution in different patients where the lesion enlarges and/or
disappears.
Figure 3.5: Lesion temporal change in 4 representative patients. The first four columns
show the lesion changes on DWI images and the last one on T2-w final image. The red
(vs. blue) arrow to the right of the MR axial slice indicates that the lesion has increased
(vs. decreased or disappeared) when compared to the previous timepoint. The ‘equal
green symbol’ indicates that the lesion did not change from the previous acquisition
timepoint. The four displayed patterns of DWI lesion evolution are completely different.
Stroke diffusion lesions are endowed with a very complex geome-
try (different sizes, changing topology from one timepoint to another,
irregular and widely variable shapes) and mixed levels of signal in-
tensities inside the lesion (bright intensity inside the lesion that may
slightly wane at the edges or in some parts of the lesion) (Figure 3.5).
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The more cell death, the ‘whiter’ the lesion in DWI. Furthermore,
swelling of the ischemic or infarcted tissue contributes to lesion size
causing distortion and compression of surrounding brain tissue (Fig-
ure 2.5). Both swelling and tissue death (irreversible damaged lesion
core) are depicted by DWI as hyperintense areas since they both de-
pend on changes in water content. However, in the presence of a mass
effect induced by large brain edema, a reliable identification of the
true lesion growth spatial pattern becomes very difficult. In general,
more swelling implies more dead tissue, but this is not an absolute
[Rivers 2007]. Once the swelling disappears, we can more accurately
measure the irreversible damage that has occurred in brain tissue and
know what is what.
Another ambiguous observation of the DWI lesion in recent work
showed that the bright lesion core on diffusion imaging overestimates
(ie including normal or still viable parts of the ischemic brain tissue)
or underestimates (ie. missing out some parts of the permanently
dead tissue) the boundaries of dead tissue that cannot be saved when
the blood flow is perfectly restored [Wardlaw 2010, Wardlaw 2012].
Others have shown that the DWI ‘core’ can recover at least in part if
the abnormal brain tissue becomes normally perfused [Kidwell 2000,
Fiehler 2004, Kranz 2009]. Furthermore, this interpretation of DWI
abnormal tissue as ‘dead’ or not does not account for other subtleties –
for example increasing whiteness of the diffusion lesion and increasing
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likelihood that tissue therein is dead [Maniega 2004, Cvoro 2010].
Drawing valid conclusions on diffusion imaging specificity for dif-
ferentiating core from at-risk tissue is still of considerable interest in
stroke research. This thesis does not aim to solve this problem. How-
ever, we do investigate the relation between diffusion and perfusion
abnormalities. As we use manual delineations of the white abnormal
area on diffusion imaging, we assume that the outlined region con-
tains mainly dead tissue as it may also contain parts of abnormal
tissue that could resolve completely (See patient 4 (bottom row) in
Figure 3.5) Our assumption is assessed in the discussion of our stroke
evolution modeling results.
3.3 Perfusion weighted imaging
3.3.1 Perfusion principles and MR imaging
An MR sequence is applied during the injection of gadolinium (Gd)
(a contrast material) at a flow rate of at least 2ml/s [Axel 1980,
Reith 1997]. Then, the arrival of the bolus during the gadolinium’s
first circulation is calculated in each voxel of the scanned tissue us-
ing a voxel-specific curve fitting to an estimated gamma-variate func-
tion [Østergaard 1996b, Østergaard 1998b]. As shown in (Figure 3.6),
several perfusion maps can be generated using this curve-fitting tech-
nique such as the cerebral blood flow (CBF) or the mean transit time
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(MTT) or the cerebral blood volume (CBV = CBF × MTT).
Figure 3.6: The different perfusion parameters derived from the concentration curve
of the contrast as it passes through a brain voxel. The arrows next to the perfusion
images indicate whether the perfusion value increases or decreases depending on the
stroke stage the tissue is at (from oligaemia to ischemia then infarction).
3.3.2 Perfusion weighted imaging and ischemic stroke:
Perfusion imaging is an active area of investigation in ischemic stroke.
In the area of a blocked artery, the contrast takes longer to get to is-
chemic tissue and there is also less total contrast that reaches badly
injured brain tissue. Therefore, the hypoperfused brain area becomes
visible on PWI maps (Figure 3.6). During the 1990s, the use of mag-
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netic resonance imaging to assess perfusion in brain tissue defined a
new era for stroke research where a different side of stroke abnor-
mality was revealed [Rosen:1990]. Indeed, while the use of diffusion
data focused on the identification of the irreversible dead tissue, per-
fusion data aimed to identify reversible ischemic penumbral tissue
(Figure 2.3).
In Figure 3.7, we schematize the different changes in blood flow lev-
els as the hypoperfused tissue proceeds to infarction. We can clearly
see the heterogeneity and the anisotropy of the distribution of per-
fusion values in hypoperfused brain tissue. Imagine slowly depriving
a brain voxel from blood, it will take with time one of the following
tissue states: oligaemic, penumbral or dead. If CBF continues to de-
crease (ie no reperfusion), a very common evolution scenario is likely
to happen in stroke –depending on the range of blood flow the tissue
is in, the voxel in the affected tissue swells then shrinks and dies. The
other possible scenario where tissue reperfuses is explained in Fig-
ure 2.5. The state of a tissue-voxel may affect the states of its neigh-
bors according to specific as yet undiscovered rules (eg: anisotropy).
Although each voxel is confined to CBF changes in the affected cere-
brovascular territory, this does not necessarily negate the possibility
of interactions between close (ie solitary diffusion lesion) or far (ie
scattered diffusion lesion) neighboring voxels –within that territory.
What is not obvious from ‘the tissue change scenario’ (Figure 3.7) is
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Figure 3.7: Typical tissue change scenario in cerebral blood flow and water content in
the absence of reperfusion. (Top) We zoom in on the diffusion and perfusion lesions
using an axial slice of diffusion-weighted image and cerebral blood flow perfusion (CBF)
map. (Bottom) In this figure, a brain voxel represents a cube of brain tissue. We model
its changes as the CBF continue to decrease: as it goes into a penumbral state, it
gets inflated with water (cytotoxic edema) and surrounded by more water (vasogenic
edema). Then, as the blood flow continues to decrease, it goes into an irreversible state
of damage: it shrinks and dies.
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the exact transition phase of a voxel from an oligaemic state to penum-
bral or penumbral to dead (or the reversal state in case of reperfusion).
These tissue changes occur gradually at different blood flow levels;
however, the quite variable blood flow in the brain [Dani 2011] lays
down the challenge of accurately identifying these transition phases.
However, there is still no evidence that this can be achieved using
only blood flow levels. More information derived from diffusion maps
may help differentiating the different states of abnormal brain tissue.
We would like to think that perfusion imaging would make our
understanding of stroke evolution patterns a lot easier, but it turns
out that this is far more complicated that it had been anticipated.
Indeed, MR or CT perfusion imaging can be visualized and inter-
preted in different ways depending on how we ‘read’ the signal-time
curve capturing the passage of the contrast bolus through cerebral
blood vessels. The various perfusion measurements (eg: MTT, CBF,
CBV) inform us about perfusion levels in the brain. However, they
do not display the same boundaries for the hypoperfused brain tissue
(Figure 3.6) [Calamante 2002, Kane 2007a].
This increases the complexity of the problem for differentiating
dead from oligaemic and at-risk tissue as there is no agreement on
which perfusion measurement to use in a standardized clinical setting
[Hjort 2005, Bandera 2006, Provenzale 2008, Wardlaw 2010]. The re-
cent pivotal review paper on perfusion thresholds identified the wide
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variability of perfusion threshold values as ‘identifiers’ of tissue state
and potential predictors of tissue fate [Dani 2012]. Moreover, it can be
discomforting to make strong assumptions on what these curve-driven
perfusion values accurately mean as we have become more aware of
some issues that may influence the characteristics of this curve –such
as how to determine its start and end points, pathophysiological fac-
tors delaying the arrival of the bolus to a specific voxel in the brain
(eg: carotid stenosis), the rate of injection of the contrast agent, the
strength of the cardiac output, etc [Carpenter 2003]. Although we
still do not know what exactly we are setting out to measure using
these perfusion maps, we can at least make the assumption that areas
that do seem abnormal on PWI are hypoperfused. Noticing the wide
variability of these measurements, the use of a particular perfusion
map for volumetric assessment of the perfusion lesion size and as a
criterion in some clinical trials to determine the eligibility of patients
for treatment in clinical trials may add to variability [Wardlaw 2010].
Another factor that adds up to the complexity of the problem: the
heterogeneity of perfusion values (ie. blood flow in grey matter is
inherently higher than in white matter) [Maniega 2004].
Whichever perfusion measurement we use in our 4D modeling ap-
proaches, in this thesis we assumed that the manually delineated area
by an expert contains the majority of brain tissue with a significant
drop in blood flow. This does not negate the possibility that the man-
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ually outlined perfusion lesion can leave out some hypoperfused areas
or include some oligaemic not-at risk tissue due to the high fluctua-
tions of perfusion values, but it provides a useful working definition
using a perfusion parameter. We carefully keep this in mind in ad-
dition to the heterogeneity of perfusion values when discussing our
results.
3.4 T2-weighted imaging at ≥ 1 month after stroke onset
After 6-12 hours from stroke onset, T2-w images were demonstrated
to be able to show lesion areas due to the cytotoxic and later vaso-
genic edema [Grunwald 2002]. However, its use during the first time
window spanning over the first few hours from stroke onset is not
recommended for visual assessment. One of the keys to determining
to what extent perfusion and diffusion lesions are surrogate markers
for final tissue outcome lies in identifying the final spatial extents of
dead tissue. Structural T2-weighted images at ≥ 1 month after stroke
onset are commonly used to locate the boundaries of the irreversibly
damaged tissue –ie chronic stroke lesion.
Many studies conducted on stroke used T2-w images as a ‘ground
truth’ to visualize all parts of brain tissue that were permanently dam-
aged [Grunwald 2002, Wardlaw 2010]. Nonetheless, we would like to
highlight two factors not considered in this assumption: (i) there
may be other damaged tissue round about the outside of the manu-
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ally outlined visible T2-lesion and (ii) not all ‘final infarct’ on T2-w is
necessarily all dead tissue. We also make the same working assump-
tion in this thesis considering the tissue included in the final T2-w
lesion as “so damaged” that at least it shows up on the scan.
3.5 Other imaging modalities
In a clinical setting, CT is still the number one imaging modality
for stroke assessment: quick and easy to use [Kummer 1997]. Is-
chemic tissue is shown on CT scans as hypodense areas. As we have
mentioned before, the early signs in the acute-subacute cascade of
ischemia includes an increase in tissue water (or cell swelling), which
in turn causes a decrease in tissue density (measured in “Hounsfield
Unites”) (Figure 3.8). Experimental studies suggest a 1% change
in water content causes a CT signal attenuation of 2.6 Hounsfield
units (HU). Early ischemic changes generally fall in a small density
range of 5-10 HU (ie more than 3% increase in tissue water content)
[Unger 1988]. The sensitivity of CT to early hemodynamic changes
in ischemia is limited, but perfusion imaging may help to identify the
penumbra as with MR perfusion imaging. This will be discussed in
details in Section 3.6.
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3.6 Imaging-dependent issues
Extracting relevant information from ischemic stroke images obtained
over the acute/subacute time window, from a medical image analysis
perspective, is challenging due primarily to the following imaging-
dependent and biology-dependent factors that affect image processing
of stroke lesions.
Frequency and detail of image acquisition. Stroke patients
are often very unwell at first presentation. Speed is of the essence
–‘time is brain’– so acute treatments must be initiated as quickly as
possible: the imaging must be rapid and not unduly affect patient
care or delay treatment. It is not easy to obtain high quality volu-
metric MR imaging data from some stroke patients, as they are rest-
less, and may not comply even with a 10 minute examination. Hence
Figure 3.8: Computed tomography (CT) axial slices showing an established stroke lesion
as a dark area of cerebromalacea and tissue shrinkage.
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image acquisition parameters tend to emphasize speed, with as few
sequences and slices as possible. This is difficult for image analysis
which requires high quality/resolution of the acquired images to ex-
tract meaningful clinical features. Also, it is not possible to perform
serial imaging at short time intervals (e.g. every few hours) as this
would interfere so much with acute care and would be unethical. Even
scanning on alternate days in the first week may be difficult. This few
‘snapshots’ of the early lesion may be obtained. The net effect is that
stroke imaging tends to use sequences that are not optimal for com-
plex image processing in either the spatial or the temporal domains.
Although this is listed under imaging-dependent issues, it is actually
a simple consequence of the stroke itself, the restraints imposed by
treatment delivery, the fact that scanning itself may not be good for
the patient, and the characteristics of the older population that stroke
tends to affect.
Perfusion/diffusion mismatch and the definition of the
core and penumbra. At acute/subacute stages, the ability of
both DWI (diffusion weighted imaging) and PWI to detect early
temporal dynamic tissue changes in either animal or human stroke
[Moseley 1990, Le Bihan 1986, Sorensen 1996, Warach 1992] led to
the concept of “perfusion-diffusion mismatch” –hypothetically- reflect-
ing salvageable tissue. Several studies [Arenillas 2002, Barber 1998,
Coutts 2003, Oppenheim 2001, Rivers 2007, Tong 1998] explored the
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prognostic potential of the DWI-PWI mismatch, although questions
surrounding its validation remained [Wardlaw 2010, Kane 2007b,
Ma 2011]. The spatial boundaries of the mismatch and its measure-
ment strictly depend on how the penumbra and the core are defined.
However, the assumption that the diffusion lesion represents the core
whereas abnormalities visible in certain perfusion weighted images in-
clude both the core and the penumbra is still applied in many studies
[Ford 2012, James 2006, Petrella 2000]. Nevertheless, there is still an
ambiguity surrounding the definition of the penumbra using thresh-
olds [Ford 2012]. In Figures 2.2 and 3.8, we can clearly see how the
choice of the perfusion parameters (e.g.: MTT or CBF) might al-
ter considerably the spatial boundaries of the detected mismatch. It
is also possible to have “reverse mismatch” [Coutts 2003] where the
volume of the DW lesion exceeds that of the PWI lesion. This was
explained by patients being scanned after spontaneous reperfusion
[Coutts 2003, James 2006]. Similar variation is found on CT perfu-
sion imaging. It is still unclear which PWI parameter best defines the
true limit of salvageable tissue; and will need to be clarified before
the mismatch concept can be used reliably.
Invisibility at acute stage. Acute ischemic change on CT is
subtle and often does not show infarct until 12-24 h after stroke
onset; nevertheless, it is commonly used for stroke assessment
[Wardlaw 1998, Wardlaw 2003, Wardlaw 2005, Wardlaw 2007]. Inter-
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pretation of acute stroke CT scan requires training, and the findings
are often subtle, [Wardlaw 2005, Wardlaw 2009, Jóźwiak 2011]. The
more severe the stroke the more likely the lesion is to be visible on
CT, eg 80% of patients with severe stroke have a CT-visible acute
lesion [Wardlaw 2005]. Even DWI may not show the acute lesion in
all cases [Wardlaw 2007]. Expert interpretation is required to identify
some acute lesions on CT, but may not be able to accurately define
the lesion boundaries.
Slice thickness. Most PWI and DWI images use slice thickness
of between 4 mm and 14 mm [Gupta 2008], and often with a gap
between slices. Most modern plain CT is acquired as a thin section
(1-2 mm) contiguous volume image, however the signal to noise ratio
in such images is too low for diagnostic use in stroke with 3-6 mm
reconstructions being more commonly used in stroke diagnosis. Many
of the more sophisticated image processing algorithms require volu-
metric scans with thin contiguous slices otherwise low resolution can
increase partial volume effects and be misleading when interpreting
the image-processing-driven results especially in 3D and 4D models.
Choice of perfusion-diffusion parameters. To interpret per-
fusion data, different parameter maps are estimated. These in-
clude, imaged cerebral blood flow (CBF), mean transit time (MTT),
time-to-peak (TTP) map and cerebral blood volume (CBV) map
[Dani 2012, Carpenter 2003, Kane 2007b]. Each of these produces
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a different-sized lesion from the same data, with the processing al-
gorithm also influencing the lesion size, even when the same param-
eter is estimated. Identifying which perfusion parameter should be
used remains a key question [Grandin 2002]. Similarly, raw diffu-
sion weighted acquisitions can be post-processed in different ways to
provide traditional diffusion weighted images, apparent diffusion co-
efficient maps [Na 2004, Moseley 1990], fractional anisotropy or the
diffusion tensors [Agam 2007].
‘Fogging’ and ‘T2-shine through’. The “fogging” effect refers
to the tendency of tissue in the initially hyperintense DWI le-
sion (or hypodense CT lesion) to appear normal or disappear be-
tween 7 and 14 days after stroke, probably related to tissue reper-
fusion [Choi 2011, O’Brien 2004] or disappearance of the edema
[Grunwald 2007]. This makes some lesions almost completely dis-
appear between 7 and 21 days so that the assessment of the final
infarct in this time window will underestimate final tissue damage.
‘T2-shine through’ may also distort lesion size at subacute stages
[Burdette 1999]. ‘T2-shine through’ refers to the persistent increased
DWI signal even after several weeks or months from stroke onset.
However, T2-shine through areas were associated with persistent high
blood flow [Rivers 2007]. There is still a lack of certainty about its
main cause as being biology-derived or imaging-derived.
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3.7 Biology-dependent issues
Lesion swelling and shrinking. Lesion swelling is commonly ob-
served soon after ischemic stroke, starting within the first few hours
and peaking at 3-5 days. Over time, the stroke lesion shrinks as the
swelling reduces and tissue damaged by the injury is lost, replaced by
cerebrospinal fluid (CSF) leaving an area of cerebromalacia with ex
vacuo effect on adjacent structures [Wardlaw 1993]. From an imaging-
based perspective, the swelling can be observed as a “mass effect”
where the infarct distorts the adjacent tissues (brain anatomical de-
formation) e.g. by compressing the ventricles and other CSF spaces
(sulcal effacement) or causing midline shift (Figure 3.9). Swelling
increases the volume of the ischemic tissue even though the anatom-
ical extent remains unchanged. The later ex vacuo effect can re-
sult in an underestimation of the actual extent of the final injury
[Wardlaw 2010].
Spontaneous reperfusion. Spontaneous reperfusion occurs in
about 20% of patients by 24 h and 80% by 5 days and alters tissue
outcome [Bang 2008, Rha 2007, Zanette 1989]. This would alter the
dynamic evolution pattern of the ischemic tissue core and the penum-
bra as shown in Figures 2.3 and 3.9. It also probably accounts for
some rapid early recovery and may explain why some patients have no
arterial occlusions on imaging soon after stroke even though they have
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early extensive ischemic changes after stroke. However, it is unpre-
dictable and occurs too early in most patients to provide much tissue
salvage, hence the need for therapies to open the artery. The lesion
fate is also influenced by collateral blood supply which varies consid-
erably between individuals, making the prediction of stroke evolution
and tissue fate more complex (Figure 3.9). In fact, if the collateral ar-
teries are poor within a specific blood territory, a proximal occlusion
of the artery supplying this territory will produce a larger ischemic
core and penumbra than a similar occlusion in a patient with good
collateral arteries.
No re-flow phenomenon. No re-flow phenomenon occurs when
recanalization of the blocked artery fails to reperfuse the tissue capil-
laries and is likely to be associated with a worse tissue outcome than
if blood flow was fully restored [Ames 1968, Majno 1967, Soares 2009,
Wardlaw 2010]. This may occur in up to 50% of patients with large
middle cerebral artery (MCA) infarcts [Rivers 2006]. It is thought to
be one explanation for persistent tissue swelling and T2-shine through
in subacute lesions. Its causes and risk factors remain “unknown”
though a putative explanation would be the narrowing of the ves-
sels by the swollen perivascular tissue including pericytes preventing
ischemic tissue reperfusion even if the proximal artery reopens.
Scattered lesions. Stroke lesions are rarely seen as single large
lesions on acute DWI or final T2-w images, but are more often mul-
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Figure 3.9: (a) Ischemic penumbra and infarct core at the acute time. Red shaded
region represents the ischemic penumbra identified using an MTT perfusion map while
the blue one rep- resents the infarct core manually delineated on the DWI image. A large
area of perfusion/diffusion mismatch is clearly distinguishable. (b) Swelling at acute
time of stroke onset observed in a DWI image. A massive swollen infarct occupies most
of the MCA territory distorting the right ventricle. (c) An example of the influence of
partial reperfusion in penumbra and core evolution patterns. The acute DWI (left) and
the acute perfusion TTP map (right) demonstrates the “reverse” mismatch revealing a
partial reperfusion where the TTP appears normal in the anterior portion of the MCA
territory. (d) Scattered lesion at acute timepoint (3 h). The manually delineated lesion
in 3 different axial slices in a DWI image is composed of two topologically separate
components. (e) Scattered lesion at a subacute timepoint (6 days). For the same
patient showed in (d), the evolution of the spatial boundaries of the manually delineated
scattered lesion is shown at a subacute timepoint. (f) Perfusion/diffusion mismatch and
the influence of perfusion parameters on the boundary of the visible mismatch. The
red contour represents the DWI lesion depicted at an acute timepoint superimposed
with both MTT (in blue) and CBF (in green) lesions manually delineated at an acute
timepoint.
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tifocal scattered lesions with more than one topologically connected
component (Figure 3.9), even though these components may all lie
in the same arterial territory. Different biological scenarios have
been supposed to explain this phenomenon: one being that a clot
has blocked a proximal artery but because there is good collateral
supply from adjacent arterial territories, some of the blocked artery
territory has not infarcted while some has; another is that a shower
of emboli went into one artery and affected different smaller branches
within the same territory. Other possibilities are that one single clot
entered a proximal artery and stuck for a short time but then the
clot broke up and fragments went into distal branches, or that this
appearance is possibly due to imaging not showing the true extent
of the tissue at any one acute/ sub-acute timepoint. It is likely
that although similar in appearance on imaging, this phenomenon
has different explanations in different patients. No previous studies
of PWI/DWI mismatch, that we have found, have mentioned this
before [Arenillas 2002, Barber 1998, Coutts 2003, Oppenheim 2001,
Rivers 2007, Tong 1998, Petrella 2000], but the practical implication
in image processing terms is that most algorithms were designed to
cope with one lesion only, not with multiple fragments.
3.8. Conlusion 60
3.8 Conlusion
Considering all the biology and imaging-derived issues, studying and
modeling the dynamics of acute stroke seems to be no easy task.
Although this thesis does not aim to solve all these issues, it will
investigate some of them such as the evolution of scattered and soli-
tary stroke lesions and the perfusion/diffusion mismatch concept. We
will also take elaborate precautions to exclude some of the clinical
effects that may be misleading when interpreting our results such as
swelling. The thesis is organized in three parts which closely follow
our published and submitted studies
In the next chapter (Chapter 4), we propose some specific inclu-
sion/exclusion criteria to search stroke literature for medical image
analysis methods and mathematical modeling approaches that have
advanced our understanding of stroke infarct and penumbra devel-
opment. As stroke research field has many difficulties for the image
analyst, like spontaneous reperfusion, the “no re-flow phenomenon”
and early swelling, we will also examine whether and how these meth-
ods addressed stroke imaging-dependent and biology-dependent issues
(Chapter 4).
Part II
Survey of Medical Image
Analysis Methods in
MR/CT-imaged Ischemic Stroke
“One cannot recognize what is unsound in any of the sciences unless one has
such a grasp of the furthest reaches of that science that you are the equal of
those most learned in it. Then, and only then, will it be possible to see the errors
it contains.”
Abu Hamid Al Ghazali; –1058-1111 AD
Chapter 4
Reviewing stroke literature from a
medical image analysis perspective
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4.1 Introduction:
As we have briefly mentioned in the Introduction of this thesis (Chap-
ters 1 and 3) that approaches to stroke-related questions have relied on
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basic thresholding techniques and commonly used standard statisti-
cal correlation-based data analysis tools mostly applied to 2D images,
such as in [Astrup 1981, Na 2004, Olivot 2009, Shih 2003]. These
have been used to depict or predict stroke evolution but have resulted
in the identification of multiple different thresholds with overlap in
values from different studies for lesion core and penumbra [Dani 2012].
This was compounded by differences in definitions of non-viable and
penumbral tissues (18 different definitions of penumbra and 11 of le-
sion core in studies using CT or MR perfusion imaging [Dani 2012]).
Furthermore, it was only fairly recently that the importance of geo-
graphical co-location of perfusion and structural images in mapping
the evolution of viable–non-viable tissue was more widely recognized
[Nagakane 2011]. Prior to that, most analyses simply used numeric
volume measures.
Medical image analysis has advanced substantially in recent years
and we looked beyond the techniques used so far in stroke by identi-
fying studies, such as dynamic evolution models that might be able
to handle the more complex problems encountered in typical ischemic
stroke image [Duncan 2000]. Coalescing spatial and temporal infor-
mation into models characterizing changes in cancerous lesions sug-
gested that these new approaches might help understand factors in-
fluencing spatiotemporal evolution of other brain diseases like strokes
[Duncan 2000]. It was these developments that initiated our search for
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studies exploring more sophisticated image analysis of acute/subacute
ischemic stroke. Notably, in the past decade, clinicians primarily used
2D visual and manual assessment of MR/CT images to guide their de-
cisions for patient treatment. However, much more powerful methods
that made efficient use of medical image analysis methods and robust
computational mathematical frameworks may be available. Failure to
use these may delay advances in stroke research.
In this chapter, we survey the current literature to identify meth-
ods to overcome three key barriers to advancing our understanding
of ischemic stroke lesion evolution and hence therapy planning at
acute and subacute stages: (i) the differentiation of potentially sal-
vageable and permanently damaged brain from normal tissue using
automatic/semi-automatic segmentation algorithms. (ii) The predic-
tion of the ischemic tissue fate (progression to infarction or salvage).
(iii) Finally to simulate the dynamic evolution of the ischemic re-
gion. Hence, we looked for papers that developed new or adapted
existing medical image analysis methods to quantify changes in the
acute/subacute (3h to 6 days) ischemic stroke lesion using MR or CT
clinical human/animal data and/or synthetic data.
We aim to:
(1) Document the state-of-the art of the medical image analysis
approaches applied to acute/subacute ischemic stroke tackling seg-
mentation, prediction, or dynamic evolution modeling;
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(2) Evaluate the overall performance of any identified methods
including a critique of potential limitations and how any key prob-
lematic issues have been addressed;
(3) Identify any promising method that has not yet been applied
to differentiate tissue state or model lesion evolution in acute stroke.
4.2 Literature search and methods
4.2.1 Literature search
We searched the literature using Medline and GoogleScholar from 1st
January 1986 to the 1st of June 2012 for publications using human,
animal and synthetic stroke data in the following areas (Figure 4.1):
- Segmentation of acute/sub-acute ischemic penumbra and/or core;
- Prediction of ischemic tissue fate outcome;
- Dynamic acute ischemic lesion evolution modeling and simulation
methods.
We used the following key headings, separately or in combination,
to identify relevant papers in these three main research areas: “is-
chemic stroke”, “middle cerebral artery”, “prediction”, “segmentation”,
“tissue identification”, “lesion detection”, “dynamic model”, “dynamic
evolution”, “penumbra”, “infarct”, “Magnetic Resonance Imaging (vs.
MRI)”, “rats/rodents”, “Computed tomography (vs. CT)”, “perfusion”
and “diffusion”. To expand the search and check for all relevant pa-
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pers, two additional research layers were performed through review-
ing the sub-references of each initially identified paper and then also
scanning the references of the sub-references.
Figure 4.1: Overall view of the search strategy and paper categorization method.
4.2.2 Exclusion-inclusion criteria
We excluded studies that only used standard thresholding tech-
niques and/or basic statistical-correlation tools in their analysis of
acute/subacute ischemic stroke lesions. We also excluded any stud-
ies that definitely only considered chronic lesions. Identified stud-
ies that proposed dynamic models simulating the effect of collateral
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phenomena contributing to stroke evolution process and not directly
addressing the global dynamic evolution of ischemic stroke were also
excluded (eg: studying the effect of inflammation in ischemic stroke
[Lelekov-Boissard 2009]).
We included all research papers using or defining a new image anal-
ysis approach or dynamic evolution simulation models that were ap-
plied to ischemic acute/sub-acute stroke using human, animal, phan-
toms or simulated data. We used an inclusive approach so as not to
overlook any promising new methods and therefore also included pa-
pers with little or no detailed information about the test data such as
the acquisition stage (acute, sub-acute, chronic as long as it was not
solely chronic) or the number of the recruited patients or simulated
data.
4.2.3 Included studies categorization and key features
To help us assess the practicality and reliability of any identified
promising methods, we highlighted whether the applied method:
i. required user interaction,
ii. required a training dataset (supervised approach),
iii. required single or multiple acquisition time points,
iv. addressed the problem of swelling,
v. addressed reperfusion phenomenon,
vi. (in segmentation) segmented the ischemic area with or without
4.2. Literature search and methods 68
a distinction between the penumbra and the core,
vii. (in prediction and dynamic simulation) was assessed using
imaging-based outcome, clinical-based outcome or both.
Furthermore, both segmentation and prediction methods can be
approached as a classification/clustering problem so we applied a com-
mon categorization pattern to the identified ischemic lesion penum-
bra/core segmentation and ischemic tissue final outcome prediction
methods composed from the following categories as introduced in





In every included paper, we determined whether the applied
method used solely or in combination human, animal and/or synthetic
data and the number of the recruited patients, animals or simulations.
We also extracted the MR and CT imaging modalities used to build




The initial search identified 159 papers, however, eventually only in-
cluded 47 papers that met the inclusion criteria. These were published
between 1998 and 2012. We categorized them into 3 main research
fields: segmentation (n=25, Table 4.1), prediction (n=14, Table 4.2)
and dynamic evolution modeling (n=8, Table 4.3). Tables 4.1, 4.2
and 4.3 summarize the data extracted from each paper. In both
segmentation and prediction methods we found: image-based (n=9),
pixel-based classification (n=14), atlas-guided approaches (n=1) and
deformable models (n= 2).
The papers that evaluated the segmentation, prediction and dy-
namic simulation approaches at the acute/subacute stages of stroke
used human (30 papers, 563 subjects) and/or animal (10 papers,
158 rats/rodents) data and/or synthetic data (11 papers, 11 simu-
lations). Among the 11 identified papers using synthetic data, only
two mentioned the number of performed simulations [Dastidar 2000,
Martel 1999]. The number of patients ranged from 1 to 63 (median
15) for segmentation and 8 to 74 (median 19) for prediction. For
evaluations using animal data the sample size ranged from 9 to 51
(median 20) for segmentation and 6 to 36 (median 7) for prediction.
We found 8 phenomenological (ie. inspired from biological
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phenomena) microscopic dynamic models simulating a biology-
based evolution of ischemic stroke [Chapuisat 2008, Chapuisat 2010,
Dronne 2004, Dronne 2006, Dumont 2010, Duval 2002, Grenier 2010,
Louvet 2011] (Table 4.3). We found no papers that addressed
imaging-based macroscopic dynamic models simulating a 4D evolu-
tion of acute ischemic stroke using MR or CT data and/or synthetic
images. However, we were very keen to include the identified mi-
croscopic approaches since they provide clues about what drives the
evolution of stroke lesion that can potentially initiate medical image
analysis in macroscopic acute ischemic stroke MR/CT imaging-based
dynamic modeling. Furthermore, tapping into the potentials of in
silico research in medicine relying on accurate and realistic mathe-
matical and computational models would help overcome the need for
expensive clinical trials.
4.3.2 Segmentation methods
We have identified 25 papers addressing the problem of
acute/subacute ischemic stroke segmentation: 21 (84%) of these
methods were evaluated using patient data and 5 (20%) used animal
data (rats or rodents). Synthetic data were also used in 6 (24%) of
the reviewed papers. Eighteen (72%) of the segmentation methods
were applied to MR structural and/or perfusion/diffusion data and 7













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































sufficient information about which MR images were used. Only three
papers [James 2006, Contin 2010, Jacobs 2000] tackled the problem
of segmentation of the penumbra and the infarct core in a distinct
way, whereas the remaining papers aimed at segmenting the whole
ischemic area or only the infarct core.
4.3.2.1 Image-based segmentation (36%)
Image-based techniques include thresholding-derived, region-based
and edge-based methods [Pham 2000]. Two papers [Dastidar 2000,
Matesin 2001] used a region-growing approach. Region growing tech-
niques aim to extract a connected region based on intensity informa-
tion and/or edges, requiring a user to manually select a seed point
within the target region. In [Dastidar 2000], a previously devel-
oped segmentation approach relying on a region-growing technique
in [Heinonen 1998] was used to evaluate volumetric measurement of
brain infarctions in structural T1W and T2W MRI. For the seg-
mentation of stroke lesions in CT scans, [Matesin 2001] proposed
an automatic segmentation method also based on a seeded region-
growing and using a rule-based expert system yielding a fast label-
ing of the background, skull, gray, white matter, cerebrospinal fluid,
and stroke lesions. [Us̃inskas 2002, Meiluonas 2003] presented unsu-
pervised learning methods based on mean and standard deviation
computations to segment ischemic stroke regions in CT images. This
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approach was extended in [Us̃inskas 2004] by adding more intensity-
based analysis tools such as histograms and gray-level co-occurrence
matrices.
All of the segmentation methods mentioned above focus on seg-
menting either the ischemic region or the infarct without highlighting
the distinction between the penumbra and the core. This problem was
raised in [Contin 2010] where a new semi-automatic method based
on computation of regional mean and standard deviation and local
statistics was developed to identify both the core and the penumbra
on acute perfusion CT maps (CBF, CBV, MTT). The algorithm re-
quired user interaction to select a seed that was grown according to
acceptance criteria. In [James 2006], a semi-automated histogram-
based segmentation technique was developed to identify both the
core and penumbra and compute the perfusion/diffusion mismatch
volume using DWI and PWI maps (CBF, CBV, MTT). In a recent
paper [Ghosh 2011], a hierarchical recursive region splitting (HRS)
approach addressed ischemic lesion segmentation in animal data with
mild, moderate and severe stroke using T2-w images. Using the MR-
based signal spectrum, adaptive thresholds were automatically se-
lected leading to promising results when compared with manual seg-
mentations.
Most of the proceeding papers (Table 4.1) provided little
information about the number of patients or stroke severity
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[Matesin 2001, Meiluonas 2003, Us̃inskas 2002, Us̃inskas 2004], one
paper [Contin 2010] used a single patient without reporting any clini-
cal information. All methods used images acquired at one single time
point and did not address the effect that swelling might have on lesion
distortion or volume measurement.
4.3.2.2 Pixel and voxel-based classification (52%)
Segmentation problems can be addressed using conventional classi-
fication methods, by applying supervised approaches requiring ma-
chine learning or unsupervised clustering methods to partition the
image into separate classes composed of pixels which have similar
pre-defined feature values. The commonly used unsupervised tech-
niques are K-means and iterative self-organizing data analysis tech-
nique (ISODATA), which is K-means derived with additional splitting
and merging steps [Pham 2000]. In [Braun 2002], another feature-
based method was implemented to generate 3D histograms from a
representative T2W, DWI and ADC dataset leading to an auto-
matic segmentation of cerebral ischemia. We identified three stud-
ies [Jacobs 2001b, Jacobs 2000, Jacobs 2001a] that applied the ISO-
DATA technique. In [Jacobs 2000], multiparametric ISODATA was
applied to MR data including T1W, T2W and DWI to discrimi-
nate between ischemia-altered and morphologically intact tissue in
rats and correlated with histologically identified areas. An improved
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version was proposed in [Jacobs 2001a] also applied to rats, then in
[Jacobs 2001b] to MR patient data and was correlated with the 3-
month final extent on imaging. The multiparametric ISODATA map
showed a better localization of the infarcted areas than separately
using DWI, ADC and T2 maps at different times after stroke. Based
on a comparison between ISODATA-derived damaged tissue volume
and DWI-defined (vs. T2WI-defined) volumes correlation with the
patients’ functional outcome after stroke, this method was shown to
significantly outperform the basic thresholding techniques which are
mostly applied to a single imaging parameter.
ISODATA was used to identify ischemic tissue in sim-
ilar studies [Soltanian-Zadeh 2003, Soltanian-Zadeh 2007]: in
[Soltanian-Zadeh 2003] the identification process was extended to us-
ing an abnormality scoring system between 0 and 1 in rats, and in
[Soltanian-Zadeh 2007], an improved version was proposed, applied
to rats and extended to human data including the role of reinforced
reperfusion in the recovery process. In [Hevia-Montiel 2007] a non-
parametric clustering strategy using mean-shift algorithm and edge
confidence map was developed to identify the lesion core in DW im-
ages. A similar approach developed in [Li 2009] also a used mean-shift
algorithm to identify acute ischemic tissue in ADC maps.
Included in pixel-based classification techniques, we identified three
papers applying Markov Random Fields (MRF), a statistically-based
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segmentation model which incorporates information about neighbor-
ing voxels [Martel 1999, Kabir 2007, Dwyer 2008]. Martel combined
an adaptive thresholding algorithm with MRF to model relationships
between adjacent pixels. They obtained a semi-automatic segmen-
tation by maximizing the a posteriori (MAP) probability using the
iterated conditional modes (ICM) and applied to DT-MRI to measure
the infarct volume.
In [Kabir 2007] a multimodal MRF model including T2, FLAIR
and DWI modalities was used to automatically segment the infarct.
The method developed in [Dwyer 2008] is among the few existing
methods which aim to quantify the perfusion/diffusion mismatch.
Perfusion (MTT), diffusion (DWI, ADC) and (T2, FLAIR) data were
used in the hidden MRF model combined with an automated con-
tralateral identification to discriminate normal tissue from penumbral
non-infarcted tissue leading to a quantification of the salvageability
of the hypoperfused tissue. It was also pointed out that the use of
hidden MRF showed considerable improvement over basic threshold-
ing techniques. Both the infarct core and contralateral mirror tissue
were used as seed regions to initialize the segmentation. A new un-
supervised approach, which accounted for the partial volume effect
based on adaptive multiscale statistical Bayesian classification and
applied to DT-MRI data was proposed in [Li 2004]. A different ap-
proach presented in [Prakash 2006], based on a probabilistic neural
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network and an adaptive Gaussian mixture model, segmented infarct
in DW images. All the previous methods were applied to MR images.
For CT data, we only found one paper [Chawla 2009]: Chawla pro-
posed an automatic histogram and wavelet-based two-level classifica-
tion scheme to depict acute and chronic ischemic lesions separately.
Within this category, only one paper [Soltanian-Zadeh 2007] ad-
dressed the phenomenon of reperfusion, only one paper [Martel 1999]
required a training dataset and three papers [Jacobs 2001b,
Jacobs 2000, Jacobs 2001a] required more than one acquisition time-
point. Although these methods applied more sophisticated tech-
niques, the phenomenon of swelling in acute/subacute ischemic stroke
was not addressed.
4.3.2.3 Atlas-based segmentation (4%)
We identified one paper [Maldjian 2001] that used an atlas as anatom-
ical reference to specifically register the target vascular territory dur-
ing the segmentation process. This automatic method used CT scans
of 20 normal subjects and 15 patients to identify potential areas of
acute middle cerebral artery infarct. Although the quality of regis-
tration to the anatomical atlas was evaluated as excellent, the spatial
identification of some infarcts’ boundaries did not fit the ground truth
observations. The integration of an anatomical atlas in the algorithm
may be helpful in determining the anatomical extent of the swollen
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ischemic area, however the swelling phenomenon was not addressed.
4.3.2.4 Deformable model-based segmentation (8%)
Deformable models are formulated as an energy-minimization prob-
lem using closed parametric curves or surfaces whose spatial deforma-
tion is guided by internal and external forces [Pham 2000]. We found
two publications that applied deformable models to segmentation of
stroke data. The first explored the intensity variations commonly ob-
served within stroke lesions to define a new confidence-based model
targeting a robust segmentation of ischemic lesions in MR images and
an accurate estimation of the lesion volume [Weinman 2003]. This
model combined nonlinear diffusion scale-space with a snake-based
deformable model. Although the method led to overall satisfactory
results, it cannot be applied to cases with scattered lesions (Fig 3.9)
since the segmented lesions are meant to slowly blend together at a
certain scale. In the cases where the technique failed to identify the
ischemic lesion, user interaction was required to adjust the confidence
level. In a second paper, [Stein 2001] introduced a 3D hybrid sta-
tistical snake-based deformable model to segment stroke lesions and
estimate their volumes. Similarly to the previous paper, the results
were promising especially when some of the limitations of the snakes
were addressed by integrating additional statistical information. How-
ever the model assumed that the lesion was a smooth one-connected
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spatial component, which would not apply to many acute ischemic
lesions which are disconnected. The algorithm also required user
interaction to initialise the snakes. The major limitations of these
methods derive from the small sample of patients used for evaluation
(5 in [Weinman 2003] and 6 in [Stein 2001]), the lack of information
about the severity and the variability of stroke in terms of its location,
topological connectivity and swelling.
4.3.3 Prediction methods
We found 14 papers (Table 4.2) describing methods to predict the ul-
timate tissue fate at acute and/or subacute stages of ischemic stroke:
8/14 (57%) of the identified papers used human ischemic stroke data
and 6/14 (43%) used animal data, and MR data were used. In 12
papers (86%) a learning phase, using a training dataset was required,
and the techniques described in 5 (36%) papers were based on the
acquisition of observations at more than one timepoint. Although
the learning phase might impede the development of a fully auto-
matic approach, the reduction in the use of external interaction was
only achieved in two papers [Montiel 2008, Rosso 2009]. Unlike the
segmentation methods described in Section 4.2, the phenomenon of
reperfusion was addressed in 7 (50%) of the prediction-based papers.
Nonetheless, the effect of lesion swelling was constantly overlooked
and only final infarct images were used to evaluate the different pre-
4.3. Results: 80
dictive models (Table 4.2). For a more consistent analysis of the pre-
diction papers, we adopted the same categorization previously used
to classify the segmentation methods.
4.3.3.1 Image-based segmentation (21%)
In this category, we identified only two papers [Montiel 2008,
Rosso 2009] relying on region-growing approaches. In [Montiel 2008],
a 3D nonparametric region-growing technique was applied to ADC
maps to extract brain areas more likely to infarct in human acute
stroke. The algorithm output was assessed using DW imaging-
based final observed outcome and gave promising results. Making
the assumption that DW images represent the infarct core and that
ADC lesion represents the salvageable penumbra in [Rosso 2009],
a thresholding-driven region-growing algorithm was initialized using
DW acute lesion boundary and “grown” into the ADC lesion, yield-
ing the final infarct volume. The growth of the initially smoothed 3D
boundary was controlled by an energy-index minimization terminated
when reaching a pre-set cut-off ADC value. Both of these papers used
ADC and DW images, however, the effect of recanalisation on the
prediction process was only investigated in [Rosso 2009]. A different
non-linear learning approach was recently presented in [Scalzo 2012],
where the hypothesis that locally extracted cuboids (voxel in a cube,






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































the dynamic evolution of ischemic tissue and its ultimate fate. In a
framework where kernel spectral regression is as well-performing as
Support Vector Machines (SVM), Adaptive Boosting (AdaBoost) and
decision trees, the authors chose it to predict ischemic voxel fate us-
ing time-to-maximum (Tmax) or ADC images as input and compared
to final FLAIR intensity outcome. Using a leave-one-out crossvalida-
tion as evaluation tool, the outcome was better predicted using Tmax
images.
4.3.3.2 Pixel and voxel-based classification (79%)
Within this category, generalized linear models (GLM) were used in
three papers [Nguyen 2008, Wu 2001, Wu 2007]. In [Wu 2001], a su-
pervised learning model combining both diffusion and perfusion data
was developed to predict tissue outcome in human ischemic stroke de-
termined by a pixel-by-pixel risk of infarction map where both low risk
and high risk of infarction areas were depicted and compared accord-
ing to pre-selected multimodal predictive parameters. The evalua-
tion of this perfusion-diffusion based predictive model using the two-
month follow-up T2 image demonstrated vastly better performance
when compared to standard thresholding techniques. In a subsequent
paper [Wu 2007], a GLM-predicted infarction risk map using four MR
modalities (ADC, CBF, CBV, MTT) in rat reperfused/nonreperfused
stroke was generated. A recent extension of the GLM integrated ad-
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ditional spatial correlation information in [Nguyen 2008], was applied
to human structural, perfusion and diffusion data and compared to a
spatial autoregression model (SAR) which individually outperformed
GLM in the majority of cases.
For clustering K-means derived methods, we identified five pa-
pers [Carano 1998, Rose 2001, Rose 2004, Shen 2004, Shen 2005,
Shen 2008]. In [Carano 1998], a multiparametric analysis using two
unsupervised (K-means, fuzzy C-means) and two supervised (mul-
tivariate Gaussian, k-nearest neighbour) clustering techniques were
used to classify ischemic tissue fate based on ADC maps, CBF maps
and T2 in a rat stroke model. An additional evaluation of the outper-
formance of K-means, using correlation coefficient to postmortem in-
farct size, was highlighted when compared to both multivariate Gaus-
sian and k-nearest neighbour supervised methods. In [Rose 2001], a
parametric normal classifier algorithm used quantitative and relatives
perfusion measures (CBF and CBV) and diffusion data (DWI) to pre-
dict the spatial location and size of infarcted MTT tissue. Expecta-
tion maximization and K-means clustering algorithm to predict tissue
outcome were used in [Rose 2004], and investigated whether bolus-
delay-corrected dynamic susceptibility perfusion MRI measures lead
to a better estimation of the infarct volume in human ischemic stroke.
Both diffusion and perfusion maps were used to implement the pre-
dictive model and the 30-day T2W final lesion was used to validate
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its accuracy. In [Shen 2004] a K-means driven improved ISODATA
cluster analysis was used to track the dynamic change of ischemic
tissue within the core and the penumbra and predict its ultimate out-
come in rats. The ADC map when combined with CBF map was
used to determine the “mismatch fate” with the T2W lesion as the
final infarcted region. This approach was improved in [Shen 2005] by
generating probability maps of risk of future infarction using differ-
ent combinations of input data (only ADC, only CBF or both ADC
and CBF). An alternative improvement of this model taking into ac-
count vascular regional susceptibility to infarction was proposed in
[Shen 2008] where an additional training-based supervised learning
stage was used in the model to draw probability-of-infarction profiles
based on ADC and CBF maps. Furthermore, both scenarios of spon-
taneous reperfusion and non-reperfusion were considered to build a
more robust and reliable predictive model.
We found two recent studies [Bagher-Ebadian 2011, Huang 2010]
based on artificial neural networks (ANN). In [Bagher-Ebadian 2011],
the final extent of the 3-month T2-lesion was predicted using T1W,
T2W, DW and PW training images at the acute timepoint. In
[Huang 2010], Huang et al. defined six different conditions to pre-
dict the final tissue outcome by training an ANN and testing it using
the leave-one-out approach. Spatial infarction incidence map and
nearest-neighborhood information were fed into the model to guide
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the training process. The model prediction performance was also
compared with the previous animal models of [Shen 2005, Shen 2008]
and gave a similar performance.
Almost half of the methods were evaluated using animal stroke
data and using the same data as that in which the algorithm
had been developed or trained. As shown in Table 4.2, the tech-
nique described in [Shen 2004] (and its subsequent developments in
[Shen 2005, Shen 2008]) all used data obtained from 6 rats not clarify-
ing if the same or different rats were used. Although the results were
promising, achieving a similar level of accuracy and precision in hu-
man stroke is unlikely because of its increased complexity compared
to animal models. As in segmentation methods, the induced swelling
was not considered in any of the identified predictive approaches.
4.3.4 Stroke dynamic evolution modeling
We found eight papers (Table 4.3) that provided more insights into
the dynamic progression of the infarct core and the spatio-temporal
evolution of the penumbral region in acute/subacute ischemic
stroke [Chapuisat 2008, Chapuisat 2010, Dronne 2004, Dronne 2006,
Duval 2002, Grenier 2010] and that addressed different key phe-
nomenon influencing the patterns of dynamic evolution of both animal
and human ischemic strokes.
A simplified mathematical dynamic model depending on a set of
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key parameters involved in the hyperacute phase of ischemic stroke
was described in [Duval 2002]. The key factors involved in initiating
the cascade of ischemic events were identified using MRI and PET
quantitative data and translated into equations simulating a voxel-
per-voxel early ischemic stroke episode and investigating the influence
of the oedema on the penumbra evolution. Subsequently, through de-
picting the relevant components in the process of stroke evolution ob-
served in human and animal strokes, a formal 2D microscopic dynamic
model was presented [Dronne 2004]. The global model was built by
combing two or more of ten sub-models, each denoting a key factor
in evolving stroke (tissue reactions, ionic movements, oedema devel-
opment, gluatamate excititixicity, spreading depression, NO synthe-
sis, inflammation, necrosis, apoptosis, and reperfusion). A dynamic
model describing the spatio-temporal evolution of the penumbra after
a permanent occlusion or reperfusion was simulated by merging three
dynamic sub-models. Another microscopic dynamic model was devel-
oped in [Dronne 2006] that focused on ion movement in gray matter
that were considered to trigger cell swelling and shrinking. They ran
different simulations for severe and moderate ischemic strokes, ana-
lyzing the effect of some ion channel blockers on the development of
cytotoxic oedema.
A dynamic phenomenological model, that simulated the propaga-
tion of spreading depression (SD) in a 2D brain following energy re-
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duction caused by local ischemia and taking into account the recovery
mechanism through reperfusion, was presented in [Chapuisat 2008].
A set of mathematical multiparametric equations was defined con-
sidering cell death by apoptosis or necrosis. Through solving these
equations, the model attempted to simulate the pattern of local is-
chemia using empirically set parameters.
The role of the duration and the intensity of CBF reduction on the
final size of the ischemic core and on cell death by necrosis or apopto-
sis was investigated in [Chapuisat 2010]. Various ischemic conditions
were identified and translated into ordinary and partial differential
equations. The evaluation of the suggested mathematical model was
evaluated using in silico experiments. In [Grenier 2010], the dynamic
growth of the ischemic lesion core was modeled using a set of ordi-
nary differential equations and used to explore the influence of the
mode of cell death (by necrosis or apoptosis) on the final infarct size.
Unlike previous dynamic models, for the first time, the mathematical
reaction-diffusion equation extensively used to model biological phe-
nomena and brain diseases [Murray 2002] was newly adapted to sim-
ulate ischemic stroke evolution in realistic 3D geometry of the human
brain and differentiate ischemic evolution in white and gray matters
[Dumont 2010], based on the model of [Dronne 2006]. The “realis-
tic” tag associated to the approach stems from differentiating the dy-
namic evolution of ischemic in gray and white matter as the authors
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used 10 reaction-diffusion equations in gray matter and 5 in white
matter to simulate the propagation of tissue-damaging waves. This
new simulative model was built upon an efficient numerical scheme
to solve the partial differential equations (PDE) using multithreaded
reaction solver. Later on, going back to hypothesizing a simple ho-
mogenous geometry of the brain (made only of gray matter), the
first hour of 2D/3D human ischemic stroke evolution was simulated
using a new numerical scheme to solve multi-scale reaction-diffusion
equations [Louvet 2011], where the reaction term was also inspired
from [Dronne 2006]. The multi-scale reaction diffusive waves were
formulated based on main ionic mechanisms controlling cell death in
stroke with 19 unknowns to estimate and solved on simplified brain
geometry due to the limitations of the used adaptive mesh refinement
techniques.
All of these dynamic models were evaluated through launching a
set of simulations using different physiological values depicted from
the literature (Table 4.3). None of the models were validated using
imaging-based or clinical-based assessment or simulated the evolution
of synthetic or real stroke lesions on MR or CT images. None of these
papers also included an MR or CT image of an ischemic stroke. In
addition, these models used simplified assumptions, such as hypothe-
sizing a 1D or 2D homogeneous brain [Chapuisat 2008, Dronne 2004]
and not considering the diffusion of the ionic species [Dronne 2006].
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Paper Basic Method Principle Sw R
Chapuisat et
al., 2008





- Mathematical model simulating the influence of blood flow reduction









- Mathematical dynamic microscopic model simulating the main mech-









- Physiological based model of ischemic stroke. Y N
Grenier et al.,
2010
- Phenomenological dynamic microscopic model simulating the growth




- Multi-scale reaction-diffusion based numerical model simulating a
2D/3D human ischemic stroke evolution during the first hour.
N N
Table 4.3: Overview of dynamic evolution models presented in 8 papers. The acronym Sw
denoted swelling, combined with the acronyms: (Y) swelling or (N) No Swelling accounted for
in the identified method. R: reperfusion process is considered (Y) or (N) not. None of these
studies used medical data or have been assessed using imaging or clinical outcome.
Moreover, all of the reviewed dynamic models are based on hypothe-
ses drawn from different publications without considering the signif-
icant information that could be extracted from MR/CT images such
as anatomical boundaries and lesion topological and shape proper-
ties. Unlike all the previously reviewed prediction and segmenta-
tion methods, the phenomenon of swelling was addressed in three
papers [Dronne 2006, Dumont 2010, Duval 2002] and two papers




In this chapter, we have performed an extensive search to iden-
tify image analysis methods and mathematical models applied to
acute/subacute ischemic lesions in human, animal and/or synthetic
data. We identified 47 papers within 3 different objectives: segmenta-
tion of dead and/or salvageable tissue, prediction of final ischemic tis-
sue outcome and dynamic modeling with simulation of ischemia evo-
lution. Most of the medical image analysis and computational mod-
els in acute/subacute ischemic stroke firstly considered the penumbra
and core tissue segmentation problem and secondly the prediction of
the final irreversible damage. Through identifying studies that tack-
led both of these problems, we presented a common categorization
to provide an overview of the approaches that have been proposed
and their major drawbacks. Taking into account the limitations of
the thresholding approaches [Pham 2000] as being blind to spatial
characteristics of an image, very sensitive to image artifacts and that
they cannot be easily applied to multi-channel images, we excluded
all studies that only relied on basic thresholding techniques and/or
standard statistical-correlation-based data analysis. Tools aimed at
clinical practice such as the RAPID software [Straka 2010], which at-
tempt to automatically segment both acute core and penumbra to
estimate their volumetric mismatch, were also excluded because of
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the use of absolute or relative thresholds. Relying on PWI/DWI
threshold values has been demonstrated to be a misleading factor
in measuring both perfusion and diffusion abnormalities [Dani 2012].
Segmentation and prediction methods that do not incorporate a non-
rigid or deformable registration to account for the induced by acute
swelling, may be expected to yield somewhat erratic results, due to
the variation in the mass effect between patients.
Reviewing the 47 included papers, we noticed that these did not,
in general, consider the underlying biology and imaging-dependent is-
sues related to ischemic stroke evolution and the tissue fate. Indeed,
swelling and all other aspects of lesion and peri-lesion tissue distor-
tion were completely overlooked in all the prediction and segmentation
methods, although it was integrated in the mathematical equations in
one dynamic model with simplistic assumptions [Dronne 2006] (Ta-
ble 4.3). Another key phenomenon that can alter the dynamic evo-
lution process of acute ischemia is spontaneous or therapeutic reper-
fusion. Since segmentation methods are used to determine spatial
boundaries of the core and/or penumbral regions at a specific fixed
timepoint, the reperfusion is not to be included as a varying parame-
ter in the method. The reperfusion problem was only highlighted in 7
prediction methods (50%) and in one dynamic model [Dronne 2004]).
Additionally none of the described segmentation, prediction and
dynamic evolution methods accounted for the number of connected
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components comprising the overall lesion. In fact, one might need
to use different mathematical-driven approaches when tackling the
problem of segmenting or predicting outcome in lesions made up of
one-connected-component versus multiple connected-components. In
the majority of the prediction methods described, the visible lesion on
the T2W image at 3-months after stroke was considered as the ground
truth for determining outcome. The problems of T2-shine through
and fogging were not mentioned in any of the papers that used DW
weighted imaging. All of these are common MR/CT imaging features
of stroke and will distort the interpretation of lesion progression in
the subacute phase using image analysis methods unless considered
in the design of the method.
Looking at the performance of the included papers, most of the ap-
proaches described seemed to perform better than basic thresholding
techniques, paving the way for more promising segmentation and pre-
diction methods. Most studies in segmentation and prediction used
the same models: K-means derived approaches such as ISODATA 8
(32%), region growing based approaches 4 (16%) and GLM 3 (12%).
Many groups presented results in later papers that built upon models
described in earlier papers but with improvements to overcome their
main limitations and that seemed in some cases to be more promising
(eg: [Shen 2008, Huang 2010] in prediction). However, it is difficult to
assess the performance of these approaches, or the superiority of one
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over another, due to repeated use of the same dataset, the wide variety
of evaluation methods applied in animal, human and synthetic data,
the wide range of combinations of perfusion and diffusion measures
and the variation in the point at which the modeling builds up the
ischemic pattern and the assumptions on which the model depends.
Regarding the need for external user interaction, 11 (44%) of the
segmentation and 2 (14%) prediction methods required user interac-
tion promoting for fully automatic approaches. From a data-driven
perspective, 11 (79%) of the prediction approaches and 2 (8%) of the
segmentation methods required training data. These supervised ap-
proaches can present a stumbling block to the wider clinical adoption
of such techniques.
Ideally, predicting and modeling the dynamic evolution of acute
stroke would be achieved relying on one single MR/CT image acquisi-
tion at the acute timepoint. Five (36%) of the predictive approaches
needed time series (longitudinal) data rather defeating the purpose
of trying to predict lesion change. Most segmentation and prediction
methods lacked validation datasets and some only used synthetic data
for validation. Another issue is the paucity of data available for devel-
opment and testing with 8 (32%) of the segmentation (vs. 4 (29%) of
the prediction) methods used less than 15 patients or only synthetic
data. Five papers did not provide any information about the number
of patients. None of the dynamic models were assessed using animal
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or human data. Only image-based outcome assessments were used so
it is unclear how these relate to the more clinically-relevant functional
outcomes. A better assessment would combine both the image-based
and clinical-based outcomes. Some papers provided no validation of
their method [Kabir 2007]. Interestingly, in the prediction imaging-
based category, the kernel spectral regression technique presented in
[Scalzo 2012] was demonstrated to be more efficient when compared
to basic linear regression model since with its nonlinearity it captures
more the complexity of intensity-based spatial evolution of stroke.
From a medical image analysis perspective, only three papers
[Weinman 2003, Maldjian 2001, Stein 2001] out of 25 dealing with
segmentation did not rely on image-driven or pixel classification based
approaches. For prediction, all of the included studies belong to one of
these approaches. These image-driven and pixel classification-based
approaches offer a limited framework for incorporating strong prior in-
formation to improve segmentation. Furthermore, a major weakness
of these classifiers is the partial volume effects and intensity inhomo-
geneities in the images [Pham 2000]. Out of all of the identified pre-
diction and segmentation methods, only one [Li 2004] dealt with the
partial volume effects. Also the performance of parametric classifiers
is dictated by the underlying statistical characteristics of the training
data which increase the probability of obtaining biased results espe-
cially when using the same datasets in successive publications with
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incremental improvements. Again this may reflect the small number
of datasets available to researchers because of the difficulty of col-
lecting such data, meaning that separate cases cannot be used for
development or training and validation.
Additional problems arising from ISODATA technique
[Soltanian-Zadeh 2003, Jacobs 2000, Soltanian-Zadeh 2007,
Shen 2004], include its instability when applied to noisy images,
artefacts and dependence on the assumption of normality for the
distribution of clustered data [Bagher-Ebadian 2011]. Perfusion data,
for example, are not normally distributed indicating a fundamental
flaw in this assumption. All these factors can be misleading during
the pixel-by-pixel based classification (vs. prediction). Interest-
ingly, Contin et al. pointed out the scarce literature regarding the
segmentation of ischemia in perfusion CT images, reflecting that
this imaging facility is left out of consideration of medical image
analysists.
Some of the included studies involved an empirical estimation of
various parameters such as the use of 19 ordinary differential equa-
tions with 30 parameters to estimate in [Dronne 2006] and 17 in
[Chapuisat 2010]. This is prohibitively time consuming and increases
the computational load. The problem of how to estimate automati-
cally any initial or fixed parameter values is still unsolved in many of
the approaches. For example, when using artificial neural networks
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[Huang 2010] the optimal number of hidden nodes and training epochs
is not straightforward to determine.
Most of the dynamic models hypothesized a simple geometry
of the brain: 1D or a square brain [Chapuisat 2008], 2D matrix
[Chapuisat 2010] and that brain tissue was homogenous (eg: only
gray matter [Dronne 2006, Louvet 2011]). In some prediction pa-
pers, spherical lesion simulations were used to validate the developed
method [Shen 2008]. All these assumptions stray widely from the true
characteristics of the brain, the ischemic stroke lesion and its evolu-
tion process. Finally, it is worthnoting that all the issues highlighted
for prediction algorithms also apply to imaging-based or microscopic-
based dynamic models.
The latter discussion reveals that ischemic stroke lesions are com-
plex, with wide variation in, and relative unpredictability of their
spatiotemporal evolution. Many promising new drugs emerging from
preclinical testing have failed in clinical trials [Duval 2002]. There are
many reasons for this, but one factor may be some misconceptions or
perhaps oversimplification of our understanding of the acute ischemic
stroke lesion evolution process. It is important that neuroimaging
modalities and subsequent analysis techniques, like MRI and CT,
properly address the key imaging-derived or biology-derived problems,
that are inherent to ischemic stroke, though few if any do. It may be
that the image analysis community has deliberately avoided acute is-
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chemic stroke, recognizing the difficulty of dealing with thick section,
non-contiguous image slices in a disease that causes marked tissue
distortion, appears and disappears over time, most often consists of
disconnected parts rather than a single lesion. In this light, more in-
tegrated approaches that unite the image processing and clinical com-
munities are needed if any of these potentially promising methods are
to realize their potential. To our knowledge, a book chapter, by Gosh
et al. [Ghosh 2012], was the first to touch on previous computational
noninvasive stroke analysis methods used to segment penumbral and
infarcted tissue and to address tissue fate prediction. Others are start-
ing to realize the importance of adopting alternative approaches to
the traditional volume measurement or threshold delineated lesions
studied so far. However, the majority of the biology-dependent and
imaging-dependent issues weren’t addressed in [Ghosh 2012].
In addition to including key biological phenomena like swelling, col-
lateral flow and reperfusion and addressing the previously described
imaging-derived problems, further difficulties lying ahead include, for
example, the ongoing debate concerning the use of perfusion/diffusion
mismatch [Rivers 2006, Chemmanam 2010]. Although this problem
might seem on the periphery of the main focus of this chapter, it
cannot be ignored when tackling prediction or dynamic simulation
of image-based ischemic lesion evolution. Unlike other brain dis-
eases which might succinctly rely on one unique modality to extract
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the required information on evolution, ischemic stroke lesions can-
not be properly understood without a “good combination” of both
structural images and perfusion maps. The absence of any predic-
tion model using CT data (Table 4.2) indicates unresolved issues for
the future, like the subtle tissue attenuation changes during the hy-
peracute stage [Brott 1989, Kalafut 2000, Muir 2007, Wardlaw 1998].
Lesion enhancement methods might help overcome this major chal-
lenge [Takahashi 2005, Tsai 2005]. Nevertheless, a potential combina-
tion of both CT and CT-Perfusion (CTP) –as more acutely accessible
data– might tweak the results of the prediction methods. Finally,
valid lesion evolution or outcome prediction models would have to
take account of differences in biological properties of gray and white
matter, overlooked by all methods so far. Even in segmentation meth-
ods, Shen et al. pointed out that segmentation of ischemia and its
progression quantification requires segmentation of white and gray
matters [Shen 2008].
We also found a key untapped potential in that there was no
image-based macroscopic dynamic model simulating the evolution of
acute/subacute stroke. We tried to locate microscopic mathematical-
driven dynamic models based on a set of partial and ordinary dif-
ferential equations focusing on the stroke evolution process. These
microscopic dynamic models can inform the development of macro-
scopic imaging-based dynamic models in acute ischemic stroke as has
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occurred previously in other brain diseases [Duncan 2000]. Setting the
bridge between microscopic and macroscopic ischemic progress simu-
lation would need a translation of the phenomenological equations into
imaging-derived equations where the variables can be measured using
perfusion, diffusion or structural images. The great strides made in
the microscopic simulation field of ischemia spatio-temporal progress,
where more realistic models were developed reproducing the dynam-
ics observed on MRI images in stroke patients [Dumont 2010], led
to more promising results. However, the variables/parameters of the
developed equations are not directly related to visually-measurable
(or imaging-derived) quantities on medical images (eg: lesion bound-
ary, shape, intensity etc), as it uses the decrease of the ionic cur-
rents through the ionic pumps. Although it was also mentioned that
the experimental results were consistent with observations on MRI
images, no patient data evaluating this consistency proved it right.
Including the diffusion term into the phenomenological models in
[Dumont 2010, Louvet 2011] showed interesting results. Nevertheless,
the precision of the predictive power of the simulations was doomed
by the expensive integration numerical scheme of the diffusion term
as the spatial discretization increased.
The era of stratified medicine and stroke treatment targeted to the
individual is emerging. An ultimate goal of our review is to create
new patient-specific mathematical and medical image analysis meth-
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ods that account for the considerable individual variability between
stroke patients. We believe that spatio-temporal MR/CT imaging-
based dynamic models, that our literature search shows do not cur-
rently exist for ischemic stroke, will further a more complete under-
standing of how the DWI core and the penumbra continuously and
dynamically evolve. In the long term, novel patient-specific dynamic
models that predict the evolution of the core and the penumbra from a
single timepoint are possible. Going back to the “ambiguity” that may
be surrounding the definition of the ischemic lesion core using DWI
or other measures, this may be resolved once a 4D dynamic model ad-
equate to capture the ischemic lesion optimally has been developed.
Such a 4D approach will theoretically overcome the major limita-
tions of current 2D or 3D approaches, if the lessons learned in the
fields of tumour modeling can be applied to stroke. Spatio-temporal
imaging-based dynamic modeling when applied to large representa-
tive populations of stroke, will also help identify common patterns of
lesion evolution which may in turn help to refine our understanding
and definitions of core and penumbra.
Such lines of research should be drawn to allow development, initial
independent validation and then further wider evaluation in clinically
relevant populations of any new methods. This requires access to large
datasets and both clinical-based and imaging-based outcome valida-
tion criteria. With this in mind and in a context where “time is brain”,
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the computational time of any new method is also a critical challenge
requiring a more robust and efficient computational framework. A
brief summary of these key recommendations for any future research
work aimed at tackling any one of these three medical image-analysis
problems in ischemic stroke, and considering the key problematic is-
sues cited above, is highlighted in Table 4.4. The recommendations
link both of the fields of image processing and MR-CT analysis in the
hope of honing new innovative models that can tackle the major chal-
lenges in acute/subacute ischemia and further a growing interest in a
variety of possibilities, at present untapped because of the complexity
of ischemic stroke.
4.5 Conclusion
In this chapter, we presented an overview of medical image analysis
and mathematical models tackling problems of segmentation, predic-
tion and dynamic evolution simulation in acute ischemic stroke using
animal, human and/ or synthetic data published to 2012. As further
improvements, including anatomical spatial information, tissue het-
erogeneity (e.g.: gray and white matter) and accounting for partial
volume effects induced by thick image slices, may be considered. Tak-
ing into account the site of the arterial occlusion using MR angiograms
(MRA) will be important in determining the biology-dependent fac-


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































tentially more accurately predicting their final outcome [Phan 2009].
An automatic segmentation method that would also predict is-
chemic tissue fate, and simulate the probable further evolution of the
infarct core and the surrounding penumbra is a major goal that could
be used to support stroke treatment. New levels of sophistication and
several alternative approaches are required in medical image analy-
sis to handle the complexity and the biological variability of acute
ischemic stroke. Most of these issues have not even been considered
or resolved. This lack of attention to acute ischemic stroke from an
image-processing and computational perspective is underlined by the
limited number of the studies on segmentation, prediction and dy-
namic simulation. Alternatively, it may indicate awareness of the
technical difficulties posed by the pathophysiology of stroke. Some
medical image analysis methods developed to detect tissue abnormal-
ity in other diseases appear promising for applying to acute ischemic
stroke [Erus 2010, Seo 2009, Studholme 2006]. This would promote
better understanding of different patterns of lesion evolution and pro-
vide insights into new treatment possibilities. Failure to recognize
and address the difficulties is likely to delay progress in the field. Ul-
timately, image analysis applied to stroke may enable the selection of
patients who will more likely benefit from thrombolytic threatment
at a reduced risk of hemorrhage; thereby improving the efficacy and
safety of this treatment.
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More importantly, the results of this chapter drew our attention to
a key untapped potential in stroke research: medical-imaging-based
dynamic modeling of stroke lesion evolution. We propose in the next
chapter a novel modeling approach that has not been tested on stroke.
We explore the dynamics of perfusion and diffusion stroke lesions and
their spatiotemporal interactions. This first attempt to model stroke
lesion development will enable us to define novel metrics and tools to
examine stroke behavior as it appears on MR medical images.
Part III
Current-based Dynamic
Modeling of Stroke Evolution
“Anyone who has carried out scientific research knows that data are uncertain,
that much depends on the way they are interpreted, and that all methods have
their limitations.”
Rupert Sheldrake; Science Delusion
Chapter 5
Current-based dynamic modeling of
perfusion and diffusion stroke lesion
evolution
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5.1 Context
In Chapter 4, we showed that numerous medical image analysis ap-
proaches have been applied to DWI and/or PWI data using 2D
or 3D approaches to determine how the ischemic stroke lesions
evolve and what factors influence this. Most of these studies eval-
uated MR (or CT) images of ischemic stroke as static ‘snapshots’
to predict tissue prognosis and its association with clinical outcome
[Wardlaw 2010, Keir 2000]. These studies suggest considerable po-
tential to identify the change in DWI hyperintense and PWI hy-
poperfused tissues using pixel-by-pixel algorithms or volumetric re-
gion of interest analyses [Oppenheim 2001, Wu 2001, Arenillas 2002,
Grandin 2002, Schaefer 2002, Shen 2005]. Although many studies to
date suggest that some patients conform to the expected growth of the
DWI into the PWI lesion [Symon 1980, Baird 1997, Sobesky 2005],
others did not. This might be due to insensitivity of visually assessed
2D lesions [Campbell 2010] and voxel-based analyses may be more
sensitive [Kidwell 2003, Arenillas 2002, Barber 1998].
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Many studies have tested different DWI or PWI thresholds to
define their respective lesions, but there is still considerable varia-
tion in final tissue outcome that is not completely explained by the
DWI/PWI mismatch hypothesis [Dani 2011, Dani 2012, Baron 2002,
Barber 2004]. Furthermore, most of the standard approaches used
in stroke did not come to fill in all gaping holes in the literature re-
garding the dynamics of dead/penumbral tissue boundary progression
or regression visible on MR perfusion and diffusion images. Indeed,
no patient-specific dynamic models have been developed to identify
the kinetics of stroke evolution and to estimate the spatiotemporal
deformation that abnormal tissue undergoes (Chapter 4).
In this chapter, we present the proof-of-concept application of a
novel spatiotemporal model to DWI/PWI lesions that has not pre-
viously been applied in stroke. To capture the individual differences
and enable a model that is as patient-specific as possible, we choose
a 4D spatiotemporal approach that identifies individual differences
independent of clinical factors such as stroke severity, the affected
vascular territory or the location of the occluded artery and that did
not require any information except the DWI and PWI lesion out-
lines. In this chapter, we define the perfusion-diffusion mismatch
as a 3D spatial discrepancy (or a volumetric difference) between the
PWI brain volume and DWI lesion volume or some portion there
in [Kidwell 2003, Barber 2004] (Figure 5.1). Although patients with
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MR mismatch are thought to be more likely to respond to treat-
ment, other evidence indicates that even if re-perfusion occurs quickly
the outcome may not conform to the expected evolution pattern
[Zhao 2011, Kane 2007b]. This model will help us examine more accu-
rately the spatiotemporal interactions between DWI and PWI lesion
surfaces as they locally contract and expand with time.
By applying the 4D model to longitudinal PWI/DWI stroke data,
we aim to:
1) Model individual DWI and PWI lesion dynamic changes sepa-
rately to identify sub-regional differences in expansion and contraction
of the respective DWI and PWI lesions and determined how well the
model fitted the true lesion evolution as represented by the original
image data.
2) Explore the pattern of change in the DWI and PWI lesions in
relation to each other in individual patients, imputed to 3 hourly time
intervals, from the three acquired imaging snapshots spaced many
days apart.
3) Investigate the model’s prognostic potential by identifying the
timepoint at which the PWI/DWI lesions best matched the final ob-
served T2-w lesion as an indicative estimate of the ‘final’ lesion dam-
age.
In the next section, we will introduce a key concept on which the
4D model was built: the theory of currents.
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Figure 5.1: MTT-DWI mismatch at first acquisition acute timepoint t1. Top row: MTT-
DWI mismatch area in blue visualised on 2D MR axial slices. Bottom row: the 3D
reconstruction of MTT and DWI surfaces and their corresponding mismatch spatially
defined as the ‘output space’ produced when taking the diffusion volume out of the
perfusion one, outlined in blue.
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5.2 Surfaces represented by currents
5.2.1 Background
Stroke lesions can be viewed as an abnormal area visible on 2D
MR image when compared to the contralateral region. However,
this approach provides no information about the geometry of the
lesion and the local deformation that cause its boundary to ex-
pand or contract. For instance, viewing the lesion as a 3D surface
presents an interesting representation of stroke abnormality using
time-series imaging (Figure 5.2). To extract relevant information from
a set of lesion surfaces, one needs to set out a solid mathematical
framework for lesion shape representation, matching and compari-
son. Semi-automated surface matching approaches [Bookstein 1997,
Davatzikos 1997, Joshi 2000, Cam 2001, Glaunès 2004] were devel-
oped to compare changes in surface evolution. However these methods
required marking by hand some points on the surfaces (landmarks) to
match. Furthermore, even when these approaches have become au-
tomated [Chui 2003, Wang 2003], there is a fundamental limitation:
every marked point on the baseline surface should have a homologous
point on the other. In practice making this task even harder and
more time-consuming, since the landmarks cannot be arbitrary and
must be chosen after viewing all the images. Chui et al in [Chui 2003]
suggested a solution to this problem by discarding points with no
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corresponding pair. Looking at the lesion as a surface seems to be
promising, however, as long as a surface is reduced to a set of points
–ie overlooking all geometric information about the surface curva-
ture and its normal vectors– it is really no more advantageous than
looking at voxels on a 2D image (Figure 5.3). One also needs to prop-
erly define a norm to measure ‘how close’ is the baseline surface to
the other surface. A well-grounded way to do this is to embed the
multiple lesion surfaces in a common space and to endow this space
with a computable norm that will allow us to measure this ‘closeness’
between pair-wise surfaces.
The work of [Vaillant 2005] addressed these issues as they sug-
gested an elegant mathematical representation of a surface using cur-
rents –generalized distributions from geometric measure theory that
also arise in electromagnetism to define the strength of an electro-
magnetic field. We will give more details about the abstract and
mathematical definitions of current in the next subsection.
Recently, Durrleman et al. [Durrleman 2009, Durrleman 2010,
Durrleman 2011] introduced a more generic approach to investigat-
ing geometric variability of anatomical structures. Durrleman’s ap-
proach has the key features of two previous mathematical approaches:
Kendall’s approach [Kendall 1989] which focused on only captur-
ing geometrical variations and used a metric defined in the space
of shapes and measuring shape change; and Grenander’s approach
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Figure 5.2: Visualizing a stroke lesion as a 3D surface. (a) Multiple DWI axial slices
showing the bright stroke lesion manually outlined in blue. (b) A 3D reconstruction
of the stroke lesion. More geometric information can be retrieved from representing
the stroke lesion as a 3D surface construction such as curvature and normal/tangent
vectors.
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Figure 5.3: Limitations of the landmark-based surface matching methods. (a) An ex-
ternal user manually placed some landmarks (blue dots) on stroke lesion boundary (in
red). (b) The marked landmarks are visualized on the 3D lesion surface. There is no
difference between looking at the lesion using (a) or (b) –since both use 3D coordinates
of the marked points. Without incorporating more interesting geometric features of
the surface such as curvature and normal, the red surface is not represented as a ‘real’
surface as it is reduced to a set of blue 3D points (a one-dimensional list of 3D points).
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[Grenander 1993] which added the ‘texture part’, also known as the
‘deformation residual’, and used a metric defined in the space of de-
formation. In merging both approaches, the distance between differ-
ent shapes becomes a measure quantifying the ‘optimal’ deformation
for morphing one shape onto another. A further step was to use
the framework of currents, introduced by Vaillant in [Vaillant 2005],
to define the deformation metric and the derived distance between
shapes, as this was important for dealing with arbitrary non-uniform
anatomical shapes.
This key step improved the generic ability of the new
model [Durrleman 2010] to deal with any kind of data: eg.
surface shapes –such as the skulls of bonobos and chim-
panzees [Durrleman 2011]; curves –such as white matter bundles
[Durrleman 2009, Durrleman 2010]. The major achievement of this
approach is that it is subject-specific and that:
(i) this mathematical representation of surfaces does not require all
objects to have the same number of landmarks (normals) to compute
the distance between surfaces;
(ii) the metric of currents densely conserves all the geometric prop-
erties of the data (here the normal to the surface) up to a given scale.
Furthermore, Durrleman’s approach allows vector features (momen-
tum and velocities of deformation) to be extracted and compared be-
tween surfaces. Unlike approaches based on extracting scalar features
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such as rate of growth, these vector quantities allow more informative
mathematical features –such as local curvature and orientation of the
shape surface– to be used.
(iii) it is weakly sensitive to the sampling of surfaces.
(iv) it extends the pairwise surface registration model into a spa-
tiotemporal regression model which estimates a mean evolution sce-
nario tracking both morphological and kinetic (variation in speed)
changes of the baseline surface from one timepoint to another.
Prior to introducing Durrleman’s modeling approach for time-
series surface matching, we present in the next section the key in-
gredient of this approach: currents.
5.2.2 Surfaces as currents
The name ‘currents’ comes from the introduction of a more math-
ematically precise ‘way of perceiving a surface’, inspired from Fara-
day’s law of induction in physics, where the variation of a magnetic
vector field B through a surface S induces a current within a wire
loop delimiting S. The intensity of the current is proportional to the




dν Lebesgue measure on the surface and n the normal vector to the
surface. Therefore, as we measure the intensity of the current within
the wire via the flux Φ(B) for every possible spatial variation of the
magnetic field, the quantitative relationship allows us to retrieve the
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geometry of the wire. Hence, as a current-object, a continuous surface
S can be fully characterized by collective fluxes S(ω) associated with
every possible vector field ω defined in a spaceW and encoded by the





In our case, the space that contains ‘the magnetic vector field’
traversing the shape surface S is called a ‘test space W ’ and defined
as a ‘reproducing kernel Hilbert space (RKHS)’ with a regularity pa-
rameter λW tuning the regularity scale at which local curvature of the
surface is captured or overlooked (eg: curvatures with radius < λW
are ‘visually’ unnoticed from the current-based shape modeling per-
spective). The vector space W can also be thought of as the space of
all smooth magnetic vector fields that are acting on the surface and
generating different currents.
In other terms, the parameter λW restricts the spatial variation
of an element ω of the test space W . Defining the test space W as
an RKHS endows it with an inner product and a reproducing prop-
erty that will facilitate calculus and decrease the computational cost
of the algorithm. As an RKHS, W is densely spanned by convo-
lutions between any square integrable vector field ω and a smooth
kernel KW (x, y) = exp(− ||x−y||
2
λW
2 ). Therefore, for any fixed point y
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and vector β, an element ω ∈ W is defined as ω(x) = KW (x, y).β =∑
kK
W (x, yk)βk.
Looking at the physical interpretation of the mathematical setting,
the definition of a test space as an RKHS presents an elegant way to
generate change in the magnetic flux (B ∼ S(ω)) passing through
the loop delimiting the surface S which in turn generates an electric
current in the loop. A current is then defined as a continuous linear
mapping on the test space of square integrable vector fields W onto
R. The space of currents is the dual space of W , noted as W ∗.
Since the lesion surface in this thesis work is 3D meshed, one needs
to define a discrete approximation of the surface. After an extensive
amount of theoretical work [Durrleman 2010], a fairly simple and in-
tuitive definition for currents was presented through the introduction
of infinitesimal Dirac delta current measured at the center of each
surface facet k with n (the normal vector located at xk) as follows:
δnxk(ω) = n
tωxk. (5.2)
The Dirac current carries the normal and some parameterization
of the area of the triangle that supports the normal n. This provides
much more information than just the barycenter point of the trian-
gle: a direction and a local shape. Subsequently, the surface S is
approximated by the sum over its facets of these Dirac delta currents








This formula means that a surface can be viewed as a current that
is a summation of all local Dirac delta currents measured at each facet
of the surface. Thus, any surface S will be defined as an element of
W ∗, thus we are able now to compare surfaces via the dual space
norm on W ∗.
Figure 5.4: Approximate of a 3D surface using infinitesimal Dirac delta currents. A
discrete 3D surface S (left) which belongs to the space of currents W ∗ is approximated
by the sum over all its meshes k of the infinitesimal Dirac delta currents located at the
center of each of its meshes (right). The vector n is the normal to the mesh measured
at its center x and ω is a square integrable vector field traversing the mesh.
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5.3 Current-based diffeomorphic regression model and
stroke modeling
5.3.1 The diffeomorphic era and topology-preserving mappings
Serial medical imaging and increasingly acquired datasets to study
changes in anatomy and brain diseases evolution have triggered the
development of compelling mathematical frameworks based on defor-
mations [Klein 2009]. A specific category of spatial deformations has
spanned the attention of researchers in this field: diffeomorphisms
(smooth deformation with a smooth inverse). Narrowing down the
area of ‘allowed’ diffeomorphic transformations, a very specific class
of diffeomorphisms was considered: those that can be expressed as
flows of ordinary differential equations. These were largely used in
different registration models [Klein 2009, Holland 2011] and became
a part of the classical deformable template theory –especially after
the establishment of LDDMM theory.
The LDDMM framework is based on the idea of a diffeomorphic
metric. This metric is a distance on the object space –seen as a Rie-
mannian manifold– which results from the transportation of a metric
on the group of diffeomorphisms by a group action. This defines
a distance between two objects through the geodesic diffeomorphic
path which connects one to the other. On the following, we will
only consider objects which are images. The estimated diffeomorphic
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transformation g1 connects a source image I0 to a target image I1 as
follows: I0 ◦ g−11 = I1. The central idea of LDDMM is that g1 is the
mapping at time 1 of a deformation path. What drives the evolution






Where id is the identity map.
Therefore, the diffeomorphism gt can be computed by integrating
the velocity path over the time interval [0, 1] as follows (g1(x) =
x +
∫ 1
0 vt(gt(x)) dt); thus, leading to divert our attention towards
the estimation of the velocity field of deformation (t 7→ vt) which
belongs to a vector space V that will be properly explained in the









I0 ◦ g−11 = I1.
(5.4)
This exact matching forces the deformation to exactly reach the
target image which most of the time is not possible due to the smooth-
ness constraint on the group of deformations which are considered.
Therefore, this hard constraint has been lightened. Introducing the
constraint into the energy with a Lagrangian multiplier 1σ2 extends
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out this exact matching into an inexact matching to allow the esti-
mation of smooth deformation paths while reaching an image close to
the target. The optimization can then be performed on the velocity
field of deformation (t 7→ vt) and the parameter σ is fixed by the user
depending on his/her expected precision of the matching. Note that
this constant can also be estimated in a population as presented in
[Allassonnière 2007, Allassonnière 2010]. However, as first modelling,









||I0 ◦ g−1t − I1||2L2
)
. (5.5)
Solving this problem has been addressed using different methods.
For instance, [Beg 2005] presented a gradient descent algorithm us-
ing Euler-Lagrange equations for estimating the optimal smooth vec-
tor field (vt) that generates the optimal diffeomorphic deformation ĝt
matching two images. Since it satisfies the flow equation, this vector
field (vt) can be thought of as representing the velocity of the moving
flow gt.
Most importantly, this approach generates a geodesic (curve
achieving the shortest distance over all paths connecting two objects
on the Riemannian manifold) transformation path. However, a major
shortcoming of the diffeormophic metric underlining this large defor-
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mation framework is that it does not allow variations in the topology
of the deformed object. In the contrary, it preserves the topology of
the object of study as it is based on diffeomorphisms. For this rea-
son, it is commonly used to study changes in anatomical structures
(as connected sets remain connected and disjoint sets remain disjoint)
rather than brain lesions that may take dissimilar forms and undergo
a topology change (such as the appearance of new disconnected sets
of ischemic regions in stroke or the merging of different sets into a
bigger one).
Remark: In what follows in this chapter, the diffeomorphic trans-
formation gt will be noted as χt so that it would be unified with the
mathematical notations used in Durrleman’s work since we will be
referring readers interested in getting more details about the model-
ing approach to these references [Durrleman 2009, Durrleman 2010,
Durrleman 2011].
5.3.2 A current-based longitudinal shape deformation model
This sets out a more realistic and efficient framework to represent
stroke lesion surfaces as dynamic (rather than static) structures which
contract, expand, swell, and shrink in different directions, with vari-
ation in the speed of these local changes. To estimate the pattern
of change in ischemia, we used a sequence of time-indexed surfaces
{S0, S1, ..., Sn} from timepoints t0 to tn. Each Si surface refers to the
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time-indexed surface at the ith + 1 acquisition timepoint. For exam-
ple, S1 refers to the time-indexed surface at the second acquisition
timepoint.
Considering a source baseline shape S0 (in our case the 3D meshed
lesion surface at the first acquisition timepoint) and {xp}{1,..,N} set of
points representing the centers of facets of S0, the ultimate goal of the
model is to estimate a continuous evolution deformation function χ(t)
deforming the source shape S0 successively onto the next shape until
reaching the final shape Sn: S(t) = χt(S0). A diffeomorphic flow
equation (dχt(x)dt = vt(χt(x)), t ∈ [0, T ], with χ0 = id) guided the
deformation function χvDWI (resp. χ
v
MTT ) of the DWI (resp. MTT)
lesion shapes, using a dense and smooth kernel-induced vector field,
without assuming any prior anatomical spatial constraints or any in-
terdependencies of spatio-temporal MTT/DWI shapes. Note that the
model does not allow lesion behavior such as folding, tearing or shear-
ing.
To ensure that the solution at the final timestep (t = 1) of this flow
equation is a piecewise geodesic diffeomorphism that best matches the
set of our time-indexed currents (surfaces), the time-varying speed
vector field (vt)t∈[0,1] must belong to a space of smooth vector fields V
[Trouvé 1998]. The smooth deformation vector space V belongs to a
RKHS with a Gaussian kernel KV and a standard deviation param-
eter λV determining the scale under which deformations are locally
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Figure 5.5: Simplistic representation of the current-based surface deformation model.
We have manually drawn some representative normal vectors (in red for the baseline
surface and in blue for the target surface). Each surface is defined as an element of the
space of currents W ∗, a dual space to W which is spanned by spatially varying square
integrable vectors fields convoluted to Gaussian kernels. This convolution depends
on a parameter λW which restricts the breadth of the variability of the vector field
retrieving the geometry of the surface as it goes through it from different directions.
Indeed, surface details of λW -width (eg: bumps) will not be ‘viewed’ by the vector field
traversing the modeled surface. The same restriction applies to the deformation vector
field V representing the driving force transforming the baseline surface into the target.
Since it belongs to an RKHS, the standard deviation λV of the Gaussian Kernel densely
spanning the smooth vector field V views integration over vector lines of V ‘distant by
less than λV ’ as identity maps (ie no deformation is allowed under that scale).
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similar to the identity map (no deformation) (Figure 5.5). Thus, at a
specific timepoint t, the velocity of the evolution of the surface mesh,
with x as its center, is defined as a sum of convolutions between the
Gaussian deformation kernels, respectively located at all centers xp of
the surface meshes, and their corresponding momenta αp(t) guiding
the deformation trajectory: vt(x) =
∑N
k=1 kV (xk(t), x)αk(t).
The integration of the estimated velocity field, ultimately, defines
the deformation trajectories as geodesic paths between diffeomor-
phisms. To ascertain these smooth trajectories morphing one shape
into another passing by the observed timepoints, we introduce a tem-
poral regression functional J(v) that we minimize through running a
gradient descent algorithm as described in [Durrleman 2010].
The estimation of the final smooth deformation trajectories be-
tween lesion shapes is achieved by minimizing a temporal regression

















χvt (xi) = xi +
∫ t
0 vs(xi(s))ds




Where xi(t) represents the 3D coordinates of the center of each
facet xi of the baseline surface S0 changing with time t, the fidelity
term Ai is a squared similarity measure in the space of currents W ∗
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between the original shape Si associated to timepoint ti (in our case
the MR observation of the perfusion or diffusion ischemic lesion) and
the measured one as a deformation of the baseline surface S0 at time ti
of the estimated evolution scenario. The action term χ(S0(x)) denotes
the morphological deformation of each point x of the surface S0 as it
moves to the new position χ(x). Since a surface is represented as a
sum of Dirac delta currents, the deformation of an infinitesimal Dirac
delta current directed by α and located at x is a Dirac delta current
located at the transported location χ(x) by the deformation χ and
directed by the transported vector |dxχ|dxχ−1α (dxχ is the Jacobian
matrix of χ and |dxχ| its determinant) as follows:
χ(δαx ) = δ
|dxχ|dxχ−1α
χ(x) .
For more details on the vector transportation calculus, we refer
the reader to Durrleman’s thesis. The second energy term measures
the regularity of the final deformation χvT as a geodesic distance be-
tween id and χvT measured by integrating the norm of the speed vector





2||dt. The parameter γ represents
the trade-off between both fidelity-to-data and regularity terms. By
minimizing the energy functional J(v), we estimate the lesion sur-
face evolution that best meets the time-indexed observed surfaces as
every facet center xi follows a smooth deformation trajectory. For
more technical details, we refer the reader to Durrleman’s Thesis
[Durrleman 2010].
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To optimize the initial momenta, we calculate the energy gradient
with respect to the deformation momentum ∇Jα and minimize the
functional J via a typical gradient descent scheme with adaptive time
step [Durrleman 2010]. The minimum of the functional J(v) achieves
simultaneously: a) the minimum of the regularity of the deforma-
tion that represents physically the kinetic energy of the estimated
deformation; and b) a second term that represents the fidelity of the
estimated data to the observed data.
The estimation of the functional J(v) depends on four main pa-
rameters, which are automatically fixed as follows: a scalar parameter
γ representing a trade-off between the regularity and the fidelity to
data terms set to 10−4, a scalar parameter denoting the deformation
scale λV above which points move in an uncorrelated way set to 30%
of the bounding box enclosing the three observed lesions, a scalar pa-
rameter λW characterizing the regularity current-related scale under
which the algorithm will be blind to shape regularities variations set
to 5mm or 35mm depending on the observed shape regularity and a
time discretization step δt set to 3 hours. To set the parameter λW ,
we visually quantify the surface regularity.
The ultimate estimation of the ‘spatiotemporal’ variability in DWI
and MTT lesions will provide us with a clear representation of the
similarities and differences between MTT and DWI kinetic patterns,
and thereafter to evaluate some biological assumptions.
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5.3.3 Methodological tools for comparing the estimated PWI and
DWI lesion evolution
In order to assess the dynamic changes in PWI and DWI lesions across
three successive timepoints from acute and subacute stages (from t1
to t3), we used the manually-delineated PWI and DWI lesions and re-
constructed their surfaces as time-indexed sets of shapes embedded in
a three-dimensional space (Figure 5.6). Observing DWI/MTT lesions
in three dimensions provides us with more specific spatial information
about their shapes, in terms of the geometric mathematical constructs
of ‘cavities’,‘curvatures’, ‘compactness’ and ‘closeness’. The analysis
of the baseline surface (S0) deformation with time provides an esti-
mate of the diffeomorphic dynamic patterns of change that we will
refer to as the estimated evolution scenario, and that fully describes
the kinetic change driving the contractions and expansions of differ-
ent areas of the lesion surface from the initial timepoint. To show
the differences and similarities in the dynamic behavior of the MTT
and DWI lesions as they evolve over time, we needed to define ap-
propriate mathematical tools that would adequately set a connection
between the changes in the DWI lesion and the MTT lesion as they
both evolved with time. This connection is defined as a geodesic
diffeomorphism (smooth deformation with a smooth inverse) φt(x),
that automatically identified corresponding areas in MTT and DWI
baseline surfaces. We used the same framework of currents as above
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to estimate this additional deformation function. Thus we estimated
this additional spatial deformation φt1(x) by mapping each DWI le-
sion surface mesh onto the MTT lesion surface mesh at t1, thereby
avoiding any inter and intra-observer variability that would inevitably
result from any attempt to match these anatomical points manually.
Spatially connecting the DWI and MTT lesions through identifying
the correspondences between them was achieved through the same en-
ergy minimization scheme between the two baseline shapes SDWI(t1)
and SMTT (t1), as introduced earlier in the previous section.
Figure 5.6: 3D meshed reconstruction of DWI and MTT lesions at three acquisition
timepoints. An additional spatial deformation φ mapping DWI into MTT at t1 is
estimated, also noted φt1 .
Note that the estimation of φt1(x) is not constrained by any
anatomical paths and does not require any initially selected anatom-
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ical landmarks. We used the new estimated final shape S̃MTT (t1) =
φt1(SDWI(t1)) as the baseline lesion shape for the MTT scenario at t1
to estimate the perfusion lesion evolution function χvMTT . Therefore,
we can now spatially link both estimated MTT and DWI evolution
scenarios, respectively noted as χvMTT and χ
v
DWI , by using φt1 and
its inverse φ−1t1 as a continuous junction to connect DWI and MTT
lesions at the first timepoint (Figures 5.6 and 5.7). We can also fol-
low back in time the spatio-temporal change respectively within each
MTT and DWI lesion evolution pattern by using the inverses of the
estimated evolution functions χ−1MTT (t) and χ
−1
DWI(t). Now that we
can navigate throughout each DWI and MTT 4D evolution scenario
separately, and between anatomically corresponding DWI and MTT
co-ordinates at each individual timepoint, we can extract the kinetic
similarities and differences in DWI versus MTT lesion evolution as
follows:
a) We firstly compute the norm of the speed at each time step ti
at each point of the continuously evolving lesion 3D surface,
(b) We then extract contracting (corresponding to inward speed
direction to the surface) and expanding (corresponding to outward
speed direction to the surface) local areas at t1 of the DWI-estimated
evolution scenario χvDWI(t). We compute the mean evolution speed of
the initially depicted contraction (vs. expansion) areas at each time
step of χvDWI(t). Using the mean evolution speed minus (vs. plus)
5.3. Current-based diffeomorphic regression model and stroke modeling132
its standard deviation as an automatic contraction (vs. expansion)
threshold, we only mark areas with high contractions (vs. expansions)
from the DWI lesion surface at t1 then spatially map them into the
MTT lesion at t1, as deformed by φt1.
(c) Finally we compute the mean speed for these contracting and
expanding areas over their spatio-temporal evolution for the 8 repre-
sentative patients, in both DWI and MTT abnormalities.
5.3.4 Identification of the time at which the final DWI/PWI lesions
matched the final T2-w lesion
The ability to know precisely at which time the DWI and MTT lesions
are most spatially coherent with the final T2-w lesion means that
we can better evaluate the prognostic potentials of DWI and MTT
modalities. To our knowledge, up to this date, detailed information
on 4D stroke lesion shape change between two acquisition timepoints
is limited (see Chapter 4). For instance, as shown in Figure 5.8, the
details of the mechanism of the penumbra boundary at t1 (in orange)
extending into the yellow manual outline at t2, and then shrinking
back to the red boundary at t3 while intercepting the green T2-w
boundary remains unclear and quite difficult to accurately envision
in space and time. We determined the exact timepoints tDWI,T2 and
tMTT,T2 (in hrs from stroke) where the estimated DWI/MTT lesion
boundaries were spatially closest to the final T2 lesion surface ST2 by
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computing the dice index – a measure that quantifies the volumetric
overlap between the estimated lesion volume delimited by the dynamic
surface and the final static T2-lesion volume and ranges from 0to1–
at each time step ti as follows:
diceDWI(t) =
2 V (χvDWI(SDWI,t1)) ∩ V (ST2)
V (χvDWI(SDWI,t1)) + V (ST2)
, t ∈ [t1, t3]. (5.7)
We also computed, at each time step ti, the symmetric distance
–averaging the symmetric closeness of both shapes in millimeters–
to provide a quantitative spatial discrepancy measure between the
time-varying DWI and MTT surfaces (SDWI(t) and SMTT (t)) and the
static final T2 lesion ST2 and establish a more intuitive understanding
of how close the dynamic surfaces get to the static T2-w surface.











where d denotes the closest Euclidean distance between a point and
a surface.
The last step was to identify the timepoint tdiceDWI,T2 (resp t
dsym
DWI,T2)
where ST2 is the closest to SDWI(t) by seeking the maximum over
t ∈ [t1, t3] of diceDWI(t) (resp the minimum of dsym(t)):
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Figure 5.8: Time-indexed penumbra and core lesion boundaries combined to final T2-w
boundary imaged at ≥ 1 month. On the right: MTT manually delineated penumbra
boundaries consecutively at t1 (in orange), t2 (in yellow) and t3 (in red). On the left:
DWI lesion boundaries ranging from light to dark blue as time evolves from t1, to t2





In a similar way, we computed the same measures for the MTT
estimated lesion evolution. These specific identified timepoints (tdice
and tdsym) would for example give us insights into the hypothesis that
acute DWI abnormality is a surrogate marker for permanently dead
tissue, as well as the hypothesis that acute MTT surface boundary is
the maximum boundary of infarct progression.
5.4 Results
5.4.1 Data selection and MRI acquisition and preprocessing steps
Data selection :
In order to apply and test this model, we selected eight represen-
tative patients (5 males, 3 females) from a study of MR imaging in
hyperacute stroke of original sample size 48. Primary study methods
were previously described [Rivers 2006]. These 8 patients represented
a range of stroke severity (NIHSS = 11.63+/−7.8), age (72+/−5.2
years) and all patients had solitary acute ischemic lesions on DWI and
PWI with evidence of mismatch (ie. MTT > DWI) on MTT. Addi-
tionally, for the initial application of the model we required that: (i)
the MTT and DWI lesions should both be visible at at least 3 time-
points, (ii) the MTT/DWI mismatch should be larger than 3cm3,
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and (iii) the lesion consisted of one solitary lesion only and that this
did not vary between timepoints (ie, we avoided lesions consisting
of several separate acute lesions or where the number of lesions var-
ied between timepoints). We chose this limit to minimize resolution
artifact problems during this proof-of-concept phase of model appli-
cation. To further simplify the model development, we excluded pa-
tients who received thrombolytic or other reperfusion therapies. All
model development and analyses were performed blind to all clinical
data. The first acquisition timepoint was at around 5 hours, the sec-
ond at around 5 +/− 1 days and the third at 10.5 +/− 2.5 days after
stroke [Rivers 2006]. The median DWI lesion volume was 43.42cm3
and MTT volume was 66 cm3 when measured by manual outlining in
the original study from which the acute data were taken.
MRI acquisition and pre-processing steps :
All MR images were acquired using a GE Signa LX 1.5-T MR scan-
ner (General Electric, Milwaukee, Wisconsin) with a birdcage quadra-
ture coil and a standardised protocol for acute stroke [Rivers 2006].
The spin-echo echoplanar imaging diffusion tensor axial sequences and
dynamic susceptibility contrast echoplanar imaging PWI had 15 ax-
ial slices each of 6mm thickness with an interslice gap of 0.97mm and
an imaging matrix 128 × 128 encompassing a 240 × 240mm field
of view. MTT perfusion maps were generated using PWI data, full
details of the image acquisition and processing protocol have been de-
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scribed previously [Rivers 2006]. The DWI, MTT and final follow-up
T2-weighted images (at >= 1 month after stroke) were co-registered
using rigid affine transformation and their corresponding lesions man-
ually delineated on every slice on which they were visible by an ex-
pert. For the model we pre-processed the images to subsample slice
thickness and reduced it to 1mm by splitting each 6-mm voxel into
6 sub-voxels along the z-axis. We used un-thresholded MTT at this
stage in model application as it generally provides a single contiguous
lesion.
5.4.2 Evaluation of the estimated MTT and DWI spatiotemporal le-
sion evolution
We evaluated the accuracy of our estimation of DWI and MTT lesion
evolution by computing the mean and standard deviation (SD) values
of the dice index between the estimated and the true lesion volumes
at the second and third timepoints for the 8 patients. We found good
agreement between the estimated lesion evolution scenarios for MTT
and DWI lesions and the observed samples (mean dice ±SDvalues :
MTT (t2 :0.76 ±0.09; t3: 0.8 ± 0.08) and DWI (t2, t3: 0.9 ± 0.02))
(Table 5.1). An example is shown in Figure 5.7 of how the model
visualizes the kinetic change in DWI and MTT lesion shapes. The
color of the dynamic surface indicates the estimated speed at which
the lesion surface is contracting or expanding: changes from blue to
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DWI(t1) DWI(t3) DWI(t1) to MTT (t1) MTT (t2) MTT (t3)
Mean(dice) 0.90 0.90 0.86 0.76 0.80
SD(dice) 0.02 0.02 0.06 0.09 0.08
Table 5.1: Evaluation of the estimated DWI/MTT lesion evolution scenarios.The mean
dice index value (a measure quantifying the volumetric overlap between two volumes
and ranges from 0 to 1 for the best match) and its standard deviation are computed
over the 8 patients between the estimated and the manually delineated DWI/MTT
lesions at t2 and t3. They are also computed for the additional spatial deformation φt1
–mapping DWI lesion into MTT lesion at t1– to show how good is the mapping of DWI
lesion into MTT lesion at t1.
green, and then to yellow into red indicate increasing speed of change.
This figure shows representative snapshots at equal time intervals
across the entire estimated lesion evolution scenario. Additionally,
we can also see clearly the very good agreement between the model’s
estimated time-evolving blue lesion surface and the original lesions at
t2 (in green) and at t3 (in red).
5.4.3 Comparison of the MTT and DWI Kinetic Patterns
We compared the deformation of corresponding DWI and MTT lesion
regions to determine any correlations between their contractions and
expansions. We first examined lesion behaviour in individual patients
and then identified common patterns of lesion change across all eight
representative patients.
Individual observations: Figure 5.9 shows in a single subject the
spatial distribution of highly expanding areas on the DWI lesion sur-































































































































































































































































































































































































































ing the additional deformation φt1. The change of color from blue
to green, and to red indicates the progress in time from t1 to t3.
We also used the inverse of the estimated DWI evolution function
χ−1t1 (ShighDWIexpansions(t)) to map back all highly expanding DWI ar-
eas at later timepoints onto the static baseline acute DWI surface.
The DWI areas that expanded quickly from the acute surface are
shown successively highlighting the ‘new’ expansion areas at each sub-
sequent timepoint. Similarly, we also highlighted consecutive areas of
expansion on the baseline acute MTT lesion. This facilitates the com-
parison of areas of subsequent expansion on the static acute DWI and
MTT lesions (Figure 5.9). In this one subject, there were areas where
the DWI lesion expanded into the MTT lesion (red arrows point out
to spatially corresponding local areas that simultaneously expanded),
but there were also areas where the opposite occurred ie DWI shrank
(dark blue contractions) where MTT expanded (areas not marked
by red arrows) or DWI expanded into an area of MTT contraction.
We found similarly varied patterns in other subjects, eg. Figure 5.10
shows limited correlation between high contracting (vs. expanding)
areas of the DWI surface and their corresponding areas in MTT sur-
face at the acute stage. It also shows how MTT lesion surface (in
red, Figure 5.10-a) started by rapidly expanding (light blue curve in
Figure 5.10-d) then went through an ultimate phase of shrinking in
the space where the DWI lesion (in blue) expanded. In a different
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patient, we observe a more rapid change in the DWI lesion than the
MTT lesion that remains quasi static (Figure 5.11).
Figure 5.10: Patient-specific estimated kinetic patterns of change in one patient. (a)
The estimated spatiotemporal evolution of DWI (in blue) and MTT (in red) lesions.
(b) Detection of highly contracting (vs. expanding in (c)) areas in DWI lesion at t1
and spatially mapping them into MTT lesion at t1. (d) Spatiotemporal mean speed
evolution of highly contracting and expanding DWI lesion areas for this patient and
their corresponding areas in MTT lesion.
In two different patients, we observe two opposite perfusion-
diffusion dynamic behaviors (Figure 5.12): in patient A the DWI
lesion grows into the roughly unchanged MTT lesion than slightly
contracts while in patient B the MTT lesion rapidly shrinks into the
DWI lesion.
Population-based observations: We plotted the mean speed of
highly contracting and expanding areas for the eight representative
patients (Figure 5.13). This figure demonstrates that DWI areas with
large contractions changed faster than their corresponding regions




Figure 5.11: Morphological and kinetic changes for stroke diffusion lesion (a) and perfu-
sion lesion (b). The color bar encodes the speed of deformation. We can clearly see that
most visible parts of the diffusion abnormality (a) deform faster (red-pink color domi-
nates the surface) than those in the perfusion abnormality (coded by blue-purple color).
We can also notice that the perfusion surface remains roughly unchanged whereas the
diffusion surface goes through a noticeable inflation then a shrinkage almost returning
to the first baseline shape.
changed more slowly than their corresponding areas in the MTT le-
sion. In other words, expanding MTT areas and shrinking DWI areas
displayed the speediest dynamic change. While some patients showed
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a monotonic (ie entirely increasing or decreasing) mean speed evolu-
tion, others showed both MTT and DWI contracting and expanding
areas. The large variation in the increasing/decreasing mean speeds
with fluctuations made it difficult to see any common monotonic ki-
netic evolution pattern in both MTT and DWI lesions between pa-
tients.
5.4.4 Localization in space and time of final T2-w lesion in the
DWI/PWI estimated evolution scenarios
We computed the two complementary measures (the dice index and
the symmetric distance). We then extracted the corresponding time-
points (in hrs) where the maximum spatial concordance between the
Figure 5.12: Perfusion-diffusion abnormality dynamics. Two different dynamic behav-
iors are observed for patient A and B. We remark that for patient A all parts of the
diffusion lesion surface (in pink) expand into the perfusion lesion surface (in blue) with-
out exceeding its boundary. A completely different dynamic behavior is observed in
patient B: the perfusion lesion surface shrinks quickly (yellow arrows) in areas where
the diffusion lesion surface expanded (red arrows).
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two shapes occurred. Both measures produced quite similar results
as follows (Table 5.2):
a) Maximum special closeness between DWI/MTT surface and T2
surface: the dice index averaged for the 8 patients for the spatiotem-
poral DWI and MTT lesion evolution vs final T2 lesion indicated
wide inter-patient variation (DWI dice range 0.0008 to 0.77, median
0.58; MTT dice range 0.003 to 0.63, median 0.39) and similarly wide
variation in the temporal symmetric distance for DWI 3.8 to 24.2,
median 6.1 mm and MTT 6.1 to 33.2, median 9.8 mm vs final T2. In
5/8 patients, the mean DWI-T2 overlap volume over time exceeded
55% (corresponding to less than 6.2mm in symmetric distance). This
Figure 5.13: Spatiotemporal mean speed evolution of DWI high contraction and expan-
sion lesion areas for the 8 representative patients and their corresponding areas in the
moving MTT lesion. Each box represents a different patient.
5.4. Results 146
indicates that in most cases there is a good geometric concordance
between the T2 and DWI surfaces although this did not necessarily
occur at the subacute stage (last acquired DWI image), ie in disagree-
ment with the assumption that acute DWI will grow into the final T2
lesion. Three patients showed almost no MTT-DWI spatiotemporal
lesion evolution overlap vs final T2 (mean dice index< 0.05). The fact
that the dice index did not converge to 1 and the symmetric distance
did not fall to 0 mm shows that the time-evolving DWI abnormality
does not converge to the final T2-boundary but rather encounters it
as it progresses or regresses with time.
b) Time of maximum DWI/MTT surface overlap with the final T2
surface: the time tdiceDWI,T2 when DWI most closely matched final T2
lesion ranged from 6 to 237 hrs, median 138 hrs from stroke onset.
For MTT the time of best match to final T2 tdiceMTT,T2 ranged from 9
to 270 hrs, median 78 hrs. Five patients showed better, later in time
geometric concordance of DWI than MTT with final T2 boundaries.
Furthermore, ‘the time of appearance’ of the final T2 lesion accord-
ing to the symmetric distance varied considerably between MTT and
DWI lesion evolution scenarios in different patients. In four patients
the estimated MTT 4D scenario met the final T2 lesion boundary
earlier than did the DWI lesion (tdsymMTT,T2 > t
dsym
DWI,T2), supporting the
assumption that the MTT lesion extent in the acute phase may in-
dicate the final irreversibly damaged ischemic tissue better than the
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meant diceMTT (t) t
dice
MTT,T2 meant diceDWI(t) t
dice
DWI,T2 meant dsymMTT (t) t
dsym
MTT,T2 meant dsymDWI(t) t
dsym
DWI,T2
0.574 30 0.682 144 6.109 42 4.719 144
0.598 9 0.817 129 7.086 9 3.828 132
0.052 216 0.029 216 33.23 216 24.285 216
0.003 3 0.227 216 28.593 3 16.681 216
0.007 123 0.0008 123 23.886 123 26.128 120
0.364 273 0.556 273 9.295 270 6.151 99
0.42 54 0.61 6 10.45 87 6.160 6
0.681 75 0.77 198 7.925 69 4.713 237
Table 5.2: Insights into final T2 outcome Columns 1 and 3 show the mean value of dice
index over time for the 8 patients between the estimated evolving DWI/MTT lesion
boundaries from acute to subacute stages and the final T2 lesion boundary. Columns 2
and 4 show the time corresponding to the maximum value that the dice index reached,
where the final T2 lesion is spatially closest to the estimated DWI/MTT evolution.
Columns 5 and 7 display the mean value of the symmetric distance over time computed
in mm (the spatial discrepancy) between the evolving DWI/MTT boundaries and the
final T2 boundary. Columns 6 and 8 depict the time of the ‘appearance’ (in hours) of
the T2 within the DWI and MTT evolution scenarios corresponding to the minimum
of the symmetric distance that varied with time –for each patient.
DWI lesion.
5.5 Discussion
We applied a 4D model to evaluate the change in acute stroke lesions
from the first few hours to 1-3 months after stroke, to our knowledge,
the first time a 4D model has been used to simulate the dynamic evo-
lution of stroke lesions [Rekik 2012a] (see Chapter 4). The current-
based longitudinal shape regression model –based on an energy min-
imization problem derived from a diffeomorphic flow equation– pro-
vided a simulation of lesion surface evolution that fitted well to the
true data. It also demonstrated the potential to obtain more insights
into the spatio-temporal behaviour of acute stroke lesions within an
anatomically specific space. While some features fitted the expected
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patterns of lesion growth into tissue at risk, other patterns did not.
Although this study is too small to determine reliably any relation-
ship between estimated contraction and expansion speeds and final
outcome, it demonstrated the proof-of-principle that a 4D model can
provide a solid basis for examining similarities and differences between
DWI and MTT kinetic evolution patterns and thence the biological
(eg. the effect of having an area of leukoaraiosis adjacent to one part
of the stroke lesion, or of specific anatomical structures that might
constrain lesion change, or of vascular occlusion location) or treat-
ment factors (eg. use of hypothermia, or thrombolysis) that may
affect these in a much wider range of patients.
This model has some innovative mathematical aspects that we took
advantage of, such as: a) there is no need for a point-to-point land-
mark matching between consecutive surfaces since the metric of cur-
rents does not assume any prior landmark matching, (b) the metric
of currents conserves all geometric properties of the surface such as
curvature, and (c) embedding these 3D lesion shapes into an RKHS
space, which is a dense span of vector fields and equipped with an
inner product, provides a robust numerical framework to efficiently
estimate morphological and kinetic changes in evolving shapes. Fur-
thermore, the model allows an examination of the whole time course
(from 3hrs to the latest imaging time) dynamically or to obtain ‘snap-
shots’ of directions and speeds of contraction and expansion at indi-
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vidual timepoints.
The model also has some key limitations, particularly when applied
to a disease such as stroke where lesions commonly are not solitary:
it does not handle topological changes such as lesions with changing
numbers of connected components and it does not incorporate any
biological information –such as the homogeneity of brain tissue– in
the flow equation.
Despite the small sample of only eight representative patients, we
saw wide variance in the spatio-temporal interaction between PWI
and DWI lesion surfaces in terms of correspondence between areas of
high contraction and expansion (Figures 5.9 and 5.13). We also saw
significant dynamic changes in MTT lesions, including expansion as
well as contraction including in 6 of 8 patients the DWI lesion ex-
panding more rapidly in areas of MTT expansion than in areas where
MTT was static. Thus, as well as dynamic contraction and expan-
sion patterns that were in line with that expected from mismatch
theory (Figure 5.9), we saw the DWI lesion surface contracting faster
than the corresponding MTT, and the hypoperfused MTT surface
expanding faster than corresponding DWI. This means that this ap-
proach can be used to understand lesion evolution in much greater
detail and in relation to anatomic, patient-specific, stroke-specific and
treatment-specific factors than is possible through analysis of 2D or
3D image data. Through analysis of evolution of mean speed of lesion
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change at different timepoints of DWI and MTT lesions (Figure 5.13),
we identified an overall common pattern implying that diffusion le-
sions tend to change more slowly than MTT lesions (pink curves and
red curves respectively). We also saw that DWI hyperintense tissue
can contract (DWI reversal phenomenon), consistent with recent data
[Kranz 2009]. There were variable rates of expansion and contraction
of the DWI lesion (blue and pink curves respectively, Figure 5.13)
demonstrating that the DWI lesion surface change is heterogeneous
[Phan 2009].
The model also highlighted wide inter-patient variability in the
time at which the estimated MTT and DWI evolution scenarios
matched the final T2 lesion. In 5 patients, the geometric concor-
dance between the moving acute lesion surface and the static final T2
reached its maximum later in DWI data than for MTT (Table 5.2).
We also saw that the DWI lesion surface did not necessarily converge
towards the final T2, although both overlapped partly at some point,
again consistent with the theory that DWI abnormal tissue can sur-
vive. We also saw that the acute MTT lesion matched the T2 lesion
at an earlier stage than for DWI consistent with the hypothesis that
failure to re-perfuse the perfusion lesion will result in tissue death, at
least in some areas. However we also saw in 3 cases that there was
little overlap between the static final T2 and the dynamic DWI or
MTT lesions (table A2). Larger studies using this approach and an
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accurate analysis of the speed of DWI and PWI lesion evolution in
a much more diverse range of patients are now justified to determine
reasons for these variations in lesion behavior.
Our study has limitations. We were not able to differentiate dy-
namic lesion behavior in white and grey matter [Koga 2005], although
the blood flow levels and ability to withstand ischemia differs between
these tissues. Many of the original 48 patients were excluded at this
proof-of-concept stage because their lesions consisted of a changing
number of components or they did not have both PWI and DWI le-
sions visible at all 3 timepoints. However scattered multi-focal lesions
are common in stroke and would need to be included in future de-
velopments [Ogata 2011]. We did not address patient-related factors
which might influence lesion evolution such as age, leukoaraiosis, or
stroke-specific factors such as timing of vessel re-canalisation, as these
were beyond the scope of the present development stage. However
these are the subject of future work.
Future technical developments should include the ability to model
ischemic lesions variation in the number of components, to address
anatomical deformation resulting from lesion swelling rather than
true lesion expansion, and to use individual voxels throughout the
lesion –eg. derived from DWI/PWI values– rather than just the sur-
face/outline. Further testing of the model requires larger data sets
including more patient-specific variables and stroke-specific variables
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such as the site of vascular occlusion as well as acute treatment affects.
5.6 Conclusion
In this chapter, we estimated a continuous 4D PWI and DWI ischemic
lesion evolution and evaluated individual patient differences in stroke
lesion evolution. Our blinded and prior-free individualized analysis of
8 representative patients of the correspondence in dynamic evolution
of DWI and MTT lesions in space and time showed some similarities
but also differences in the way the ischemic lesion progressed or re-
solved. Some of the observations in this proof-of-concept model were
partly in line with the mismatch concept, while others contradicted
that acute diffusion abnormality is irreversible and cannot exceed the
boundaries of acute perfusion abnormality. We were also able to de-
tect subtle and rapid differences in lesion evolution between DWI and
MTT lesions imputed to 3 hourly intervals. The applied current-
based diffeomorphic model allows individual lesions and patients to
be examined to provide greater insights in speed and time as to what
drives stroke lesion evolution and thus other opportunities for devel-
oping further interventions. However it is limited in the type of lesion
morphology that it can handle. In future studies this may in turn
enhance understanding of stroke pathophysiology and allow greater
patient-specific personalized treatment.
The current-based model proved to be a mathematically robust
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representation of the lesion surface, but had two major limitations.
It was only able to model solitary lesions, i.e it could not model the
more commonly seen ischemic lesion morphologies, eg. consisting of
several areas of abnormal tissue separated by normal tissue where the
number of components varied with time. This limitation reduced the
proportion of patients that the model could be applied to down to 16%
in several recent study datasets. More importantly, this model can-
not incorporate image intensity measures in its abstract mathematical
framework (eg. perfusion-diffusion values), but only the geometry of
the lesion surface. Indeed, the abstract setting current-based defor-
mation model clearly restricts the measurements of changes in DWI
and PWI abnormal tissues to a few kinetic local measures on the
lesion surface (such as the localized speed of contraction and expan-
sion). A lesion was simply considered as a geometric surface. Hence,
there was no possibility of using this model to study the effects of
DWI or PWI or other tissue parameter values on lesion dynamics.
To overcome both of these limitations, we use a different more
versatile approach: the metamorphosis model that will be introduced




“Mathematics is much like the Mississippi. Its delta is research mathematics: it
is growing, it is going somewhere (but it may not always be apparent where), and
what today looks like a major channel may tomorrow clog up with silt and be
abandoned. Meanwhile a minor trickle may suddenly open out into a roaring
torrent. The best mathematics always enriches the mainstream, sometimes by
diverting it in an entirely new direction.”
Ian Stewart; From here to infinity
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6.1 Context
To partly overcome the limitations of the current-based model de-
scribed in the previous Chapter 5, we considered other models and
identified that metamorphosis theory handles topology change and
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tracks serial intensity variation, so can exhibit and indeed make use
of actual perilesional diffusion or perfusion values. Therefore, we pro-
pose in this chapter the extension of an image-to-image metamor-
phosis model into a longitudinal metamorphosis that captures the
continuous stroke lesion evolution from one timepoint to the next
one using serial MR imaging. This may aid understanding of is-
chemic lesion progression. Image-to-image registration methods have
been extensively investigated and improved over the last few decades.
More recently, the development of regression models using longitudi-
nal data grew from the widespread use of medical time-series imaging
to track the spatiotemporal changes in brain structures or lesions.
Finding image correspondences, defining a quantitative measure for
local/global deformations characterizing the evolution of different ob-
jects (eg: anatomical structures, brain lesions, etc), is essential to ad-
vance our understanding of critical problems in neuroimaging, such
as tracking the directional change of ischemic stroke lesion over time.
In this chapter, we present the theoretical background of the image-
to-image metamorphosis theory and its extension into handling lon-
gitudinal data.
6.2 Image-to-image metamorphosis
Numerous image-to-image registration models could be categorized
into two distinctive groups:
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A. Non-metamorphic image temporal registration/regression
methods:
The longitudinal scenarios estimated from a sequence of images
given at different timepoints is based on registration methods –some
pointed out in [Klein 2009]. We focus our study to one method in par-
ticular, the Large Deformation Diffeomorphic Metric Mapping (LD-
DMM) –pioneered by [Trouvé 1995, Trouvé 1998] and [Dupuis 1998]
registration framework, that will be the basis of our generalization.
Its extension to aligning longitudinal data has become a standard
tool in recent regression methods such as the parallel transport of
time-series point clouds method for tracking time-dependent shape
changes presented in [Qiu 2009] or piecewise geodesic path as in
[Durrleman 2013]. In [Craene 2012], a new multiple time point dif-
feomorphic temporal registration algorithm was presented; however,
it does not deal with changes in lesion topology. A recent paper
[Niethammer 2011] approximated a least-squares geodesic regression
line for image time-series as a weighted average of pairwise individual
regression lines. This concatenation process of these individual lines
uses the initial momenta obtained by registering the baseline image
with another image from a temporal image-sequence, thus estimat-
ing a smooth spatiotemporal trajectory of image evolution. A later
paper [Hong 2012b] also used this method [Niethammer 2011] with a
distance approximation for image-to- image registration as proposed
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in [Yang 2011]. Although progress has been made in refining spa-
tiotemporal regression models, the aforementioned methods present
some limitations for stroke: topology change is not taken into account
since they are all based on a diffeomorphic metric that preserves the
initial topology of the evolving object.
B. Metamorphic image temporal registration/regression methods:
We identified one recent paper that addressed longitudinal im-
age evolution using metamorphosis. Hong et al in [Hong 2012a]
adapted the work of [Niethammer 2011] by proposing a metamorphic
geodesic regression using appropriate averaging of the initial momenta
of independent pairwise metamorphoses. These initial momenta –
determined using an augmented Lagrangian shooting method– fully
define the spatiotemporal deformation and intensity variation paths
from time-series images. This allows capturing both spatial and mor-
phological changes in the longitudinal data.
In this chapter, we present a different and more compact for-
mulation for spatiotemporal metamorphosis using an ordered set
= = {I0, I1, , IN−1} of N images. Unlike [Hong 2012a], our approach
does not require a pairwise estimation of N metamorphoses to con-
catenate using geodesic regression. Hence, we do not need to fit all
metamorphoses from the baseline image to all the measurement points
individually. Instead, the method estimates a single metamorpho-
sis that exactly meets all the intermediate images (observations) in
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=, while enforcing regularity in time for the estimated velocity field
(Figure 6.1). In our formulation of longitudinal metamorphosis, we
expand the work presented in [Garcin 2005] from two-image based
metamorphosis into time-series based spatiotemporal metamorpho-
sis. However, we use the Cauchy-Navier differential operator as pre-
sented in [Beg 2005], instead of using wavelets as in [Garcin 2005], to
estimate deformation vector field vt. We chose this differential oper-
ator to provide greater smoothing of our data, justified in our study
since we focus on obtaining a quantified estimate of the dynamics of
ischemic lesion spatial margins.
Stroke perfusion images are dynamic and part of the acute-
subacute perfusion value variability may be due to differences in the
acute ischemic lesion or clinical characteristics (eg: site of arterial oc-
clusion, the adequacy of the collateral flow, etc). In the present work,
we modelled the continuous changes in perfusion from acute presen-
tation, inside and outside the boundaries of the tissue that ultimately
perished and appeared in the final T2-w image at ≥ 1 month after
stroke.
Note that the extension to time series of observations can easily
be described and numerically solved once the image-to-image meta-
morphosis is clearly exposed. Therefore, in the following subsections,
we are going to explore the key construction steps of the Rieman-
nian metamorphic metric, driving the metamorphosis theory and its
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Figure 6.1: Comparison between metamorphic regression scheme presented in
[Hong 2012a] (a) and our longitudinal metamorphosis (b). The red bold line in (a)
represents the metamorphic regression line determined by pairwise metamorphoses be-
tween the baseline image I(t0) and the images Ii. Each individual metamorphosis is
defined by the initial momentum of the geodesic shooting. In (b), the estimated longi-
tudinal metamorphosis path Jt morphs the baseline image successively into I1, I2, I3
till merging with the final image I4. To avoid the velocity jumps we force the estimated
velocity to be continuous in time at the observation timepoints (circled in red). There-
fore, this will avoid to bias the metamorphic deformation map (in green, superimposed
with the brain image), reconstructed while integrating the velocity path vt over the
evolution time interval [t0, t4].
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derived variational problem to facilitate the presentation of the time
series extension.
6.2.1 Abstract setting for the metamorphosis construction
Finding an alternative self-consistent type of geometric metric in a
Riemannian setting and defining the binding forces acting on the man-
ifold resolved the longstanding problem of incorporating topology and
intensity changes into the LDDMM framework. The definition of this
metric requires the use of appropriate spaces to which the images,
the force acting on the images, and the velocity driving the evolution
of the baseline image towards the target image belong. The mathe-
matical framework for metamorphosis is composed of the three main
ingredients:
• Image: an image I is an element of the square integrable set of
functions L2 considered as a Riemannian manifold denoted M
(the object space) to avoid further confusion with other square
integrable vector spaces. A curve (t 7→ It, t ∈ [0, 1]) onM is the
path of evolution of a base line image I0. M is equipped with the
usual metric on L2. We denote by Ω the space where an image
I is defined.
• Action (force): an action g is a diffeomorphic transformation
(a mapping) that belongs to a Lie group G endowed with a Lie
algebra G. An element g of the action group acts upon the object
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space M . In the realm of a classical diffeomorphic deformation
theory, we associate to the action g a velocity v that satisfies the
flow equation (Eq 5.3). A curve (t 7→ gt, t ∈ [0, 1]) on G acting
on an image I ∈M describes a path of deformation morphing I
over the time interval [0, 1].
• Velocity: for all t ∈ [0, 1], the velocity field vt belongs to the
vector space V , which is the tangent space to the action group G.
We adopt similar construction as in [Beg 2005] for the velocity
vector space V on which smoothness constraints are placed to
ensure the existence of optimal smooth solutions in the space of
diffeomorphisms for the flow equation (Eq 5.3). We endowed the
velocity vector space V with an inner product < ., . >V defined
through a differential Cauchy-Navier type operator L (with ad-
joint L†) given by: < f, g >V =< Lf, Lg >L2=< L†Lf, g >L2)
where < ., . >L2 is the standard L2 inner-product for square in-
tegrable vector fields on M and L = −α∇2 + γid. Thus, the
required smoothness of the deformations is specified by the norm
of the space V of smooth velocity vector fields through L.
Both action group and velocity space settings highlight that the
LDDMM framework is the gist of the metamorphic framework. In
what follows, we will recall in this setting (image, action, velocity) the
necessary tools for defining the metamorphosis metric and therefore
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distance between images.
As defined by [Trouvé 2005], a metamorphosis is a pair of curves
((gt, I(t)), t ∈ [0, 1]) on the product space J = G×M , with g(0) =
id. The effective metamorphosis path J(t) on M is defined as a
combination of the action deformation path gt and the image path I(t)
which is the residual of the deformation on M : J(t) = g(t).I(t). We
identify the case of a pure diffeomorphic deformation when the image
residual I(t) does not vary. The construction of the metamorphosis
metric is recalled in the following section, all details are available in
[Trouvé 2005].
6.2.2 Construction of the metamorphosis Riemannian metric
We recall the properties of metamorphosis that are useful for a better
understanding of our method.
The construction of the Riemannian metamorphic metric is based
on the following three applications associated with the action group:
For g ∈ G and I ∈M , we define:
- Two components Ag and RI of the action g:
Ag : M →M
I 7→g.I
and
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RI : G→M
g 7→ g.I
- The right translation on G:
Rg1 : G→G
g2 7→g2.g1
The differentiability of any curve (t 7→ gt, t ∈ [0, 1]) on G allows
us to define both derivatives of the C1 maps RI and Rg at the iden-
tity element e ∈ G. The generated derivatives define the following
infinitesimal actions:
deRI : V →TIM
v 7→v.I
deRg : V →V
v 7→v.g
The infinitesimal C1 action deRI of an element v ∈ V onM defines
a continuous vector field overM and the infinitesimal C1 action deRg
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defines a vector field over G. The velocity path (t 7→ vt, t ∈ [0, 1]) in
V of the differentiable action path (t 7→ gt, t ∈ [0, 1]) in G satisfies
the flow equation rewritten as: ∂tg = deRg(v(t)) = v(gt)g(0) = e.
With e denoting the identity element of the group G.
The differentiation of the effective metamorphosis path J(t) at
a given point t defines an infinitesimal metamorphosis ∂tJ on the
tangent space TIM as follows:
∂tJ(t) =
dJ(t)
dt = dI(t)Agt.∂tI(t) + dgtRI(t).∂tgt.
Recalling that J(t) = g(t).I(t) and that RJ = Rg.I , then using
the composition property RI = Rg.I ◦ Rg−1 that leads to dgRI =
deRg.I dgRg−1 we get:
= dI(t)Agt.∂tI(t) + deRgtI(t) dgtRg−1t ∂tgt
= dI(t)Agt.∂tI(t) + deRJ(t)
= dI(t)Agt.∂tI(t)+v(t).J(t) (Using the definition of an infinitesimal
action).
Let J(t) be a metamorphosis curve on M defined using a pair of
curves ((gt, I(t)), t ∈ [0, 1]) on the product spaceM = G×M such
as: J(t) = g(t).I(t). The infinitesimal metamorphosis is a tangent
vector η(t) at a given point t to the metamorphosis trajectory J(t).
This trajectory is composed of two elements one belonging to the
velocity vector space V and the other to the tangent space TJ(t)M to
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M at J(t) as follows:
η(t) = (v(t), dI(t)Agt.∂tI(t)).
This decomposition of a generic element η = (v, δ) of the product
space V TJ(t)M into one element v ∈ V and another element δ ∈
TJ(t)M , introduces a new map on V TJ(t)M :
ΦI : V × TJ(t)M → TJ(t)M ; (v, δ) 7→ δ + v.J .
Now we can use the tangent space TJ(t)M –engendered from in-
finitesimal metamorphoses– and the map ΦI to define a new Rieman-
nian metric that will produce the metamorphic structure of an image
curve It on M (Figure 6.2).
The following proposition demonstrates that the whole metamor-
phosis framework is consistent.
Proposition 1.: metamorphosis metric [Trouvé 2005]
The norm of a vector j ∈ TJM defines a new Riemannian metric
on M assuming that the application (v 7→ v.J) is continuous on V as
follows:
||j||2J = infv∈V {|v|2V + 1σ2 |δ|
2
M : j = Φ
I(v, δ)}
= infv∈V {|v|2V + 1σ2 |δ|
2
M : j = δ + vJ)}
= infv∈V {|v|2V + 1σ2 |j − vJ |
2
M}.
Where the subscript J denotes the product space (also metamor-
phosis space) J = G×M .
Thus, a metamorphosis consists in looking at both the deforma-
tion magnitude |v|2V induced by the group of deformations G and the
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intensity variation (residual part) |j − vJ |2J through the lenses of a
metric placed on the tangent space TJM . It smoothly adjusts image
intensities along optimal streamlines of TJM . The design of the new
Riemannian metamorphic metric will allow us to define the energy of
a metamorphosis curve Jt and find minimizing geodesics between two
images on M .
Figure 6.2: Illustration of the map ΦI . Let I(t) be a curve onM . All vectors dIt in red,
v(t).I(t) in black and ΦI(t)(v(t), dIt) in orange belong to the tangent space TI(t)M . A
simple geometric construction also defines the residual of the deformation: dIt−v(t).I(t)
on TI(t)M .
6.2.3 Metamorphosis energy and geodesics
As shown in [Garcin 2005], for (I(t), t ∈ [0, 1]) a curve on M , the

































Where the norm notation ||I(t) is associated with the evolution
curve I(t) on the image manifold M . The energy E(I(t)) can be













more This formulation unifies in a common mathematical framework
intensity change and deformation.
In comparison to the diffeomorphic variational problem (Eq 5.5),
we can clearly see now how the fidelity to data term is replaced by a





accounts for the variation in intensity of the estimated image path
I(t). Solving this variational problem comes down to finding optimal
geodesics and simplifying the computation of the residual part.
6.2.4 Metamorphosis governed by the advection and flow equations
Since the group of deformations is a group of diffeomorphisms of M
then the application RI becomes:
RI : G→M ; g 7→ g.I = I ◦ g−1.
The computation of the infinitesimal action of g leads to the ap-
plication:
deRI : V → TIM ; v 7→ v.I = − < ∇I, v >.
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dt + < ∇I, v > |
2
I(t).
Recalling that an advection equation is a partial differential equa-
tion that governs the motion of a conserved scalar field It as it is
advected by a velocity vector field vt, we interestingly identify at this
stage an altered version of the advection equation (dI(t)dt + ∇It.vt =
δ(t)). If the residual of the deformation is zero (δ(t) = 0) then we
find the original advection equation. This residual undertakes that
the metamorphosis scheme includes the variations in the images in-
duced by the deformation field vt. It can be viewed as a condensed
form that sums up both variations in intensity and shape.
6.2.5 Numerical scheme for energy discretization
As we need to minimize this energy for image matching, a discretiza-
tion step in the time and space domains is required to simplify the
non-linear advection equation and get stable numerical solutions.
Therefore, we exhibit the energy gradient following the discretization
step. We approximate the term∇It.vt by (I(t+1, x+v(t, x))−I(t, x))








As a next step, we first discretize the energy functional in the
discrete time domain of evolution [0, T ] (with the size of a timestep
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∆t being such that T = N × ∆t) using this approximation of the
total intensity derivative as follows:
Ū(I, v) =
∑T−1




0 |It+1(x+ vt(x)) +∇It.vt|
2
L2dx.
To discretize U(I, v) in the image space domain (a grid), we use
a trilinear interpolation as in [Garcin 2005] to define real values for














For further calculus, we introduce a simpler notation for the inter-
polation application:
ΓvtIt+1 : Ω→R
x 7→Γ(It+1)(x+ vt(x)) = I(t+ 1, x+ v(t, x)).
As for the flow equation (Eq 5.3), we discretize it in time as gt+1 =
(id+vt)(gt). The search for a minimal metamorphosis path composed
of both optimal image path (t 7→ It, t ∈ [0, 1]) and the associated
diffeomorphic path (t 7→ gt, t ∈ [0, 1]) is achieved through a discrete
gradient descent minimization scheme. The details of the gradient
calculations are given in the next Section.
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The optimal velocity field and the intensity scalar field are cal-
culated using the metamorphosis energy gradients (Eq 6.3-6.4) in a
standard alternating steepest gradient descent algorithm, as we shall
see now.
6.2.6 Metamorphosis energy variations w.r.t It and vt for the mini-
mization scheme
As the image manifold M, endowed with the inner product < .,>L2,
is continuously differentiable, we can compute the variation of the
metamorphosis energy functional U(I, v) (Eq 6.2) with respect to a
given point It on M . We therefore perturb It along an infinitesimal
element dIt ∈ TItM .
• Metamorphosis energy perturbation along dIt for t ∈ [1, T − 1]:
< ∇ItU(I, v), dIt >L2= 2σ2 (< ΓvtIt+1 − It,−dIt >L2 +
< Γvt−1It − It−1,Γvt−1dIt >L2)
= 2σ2 (< It − ΓvtIt+1, dIt >L2 +





It − ΓvtIt+1 + ΓTvt−1(Γvt−1It − It−1). (6.3)
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• Metamorphosis energy perturbation along dvt for t ∈ [0, T − 1]:
We also compute the variation of U(I, v) under the perturbation
of v ∈ L2([0, 1], V ) by dvt ∈ L2([0, 1], V ).
< ∇vtU(I, v), dvt >V =< 2vt, dvt >V + 2σ2 < ΓvtIt+1 −
It,∇vt(ΓvtIt+1)dvt >L2.
The differentiation of the application ΓvtIt+1 w.r.t to vt leads to:
dvt(ΓvtIt+1)dvt =< ∇xIt+1(x + vt(x)), dvt >, where ∇x denotes
the spatial gradient.
Therefore, ∇vt(Γvt)It+1) = ∇xIt+1(x+ vt(x)) = Γvt∇xIt+1.
< ∇vtU(I, v), dvt >V =< 2vt, dvt >V + 2σ2 < ΓvtIt+1 −
It,Γvt∇xIt+1dvt >L2
= 2 < Kvt +
1
σ2 (Γvt∇xIt+1)
T (ΓvtIt+1 − It), dvt >L2.
Hence,
∇vtU(I, v) = 2Kvt +
2
σ2
[(Γvt∇xIt+1)T (ΓvtIt+1 − It)]. (6.4)
With K the self-adjoint compact operator as previsously intro-
duced.
This operator is used in many formulas of LDDMM such as
[Beg 2005]. A good review of K,L† and L operators is presented
in [Holden 2008]. To compute these operators, we adopted the dis-
cretized numerical scheme using the Fast Fourier Transform (FFT)
and its inverse presented in Appendix 9 of Davis thesis [Davis 2007].
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6.2.7 Finding the optimal metamorphosis: gradient descent scheme
The steps of the minimization algorithm for estimating the optimal
metamorphosis path (ĝt, Ît) are below:
1. Initialize image evolution path from the source image I0 to the
target image I1 through piece-wise trilinear interpolation (fixed
boundary conditions for exact matching) as follows:
I(t) = (1− t)I0 + tI1; with t ∈ [0, T ].







x∈Ω |Γ(It+1)(x+ vt(x))− It(x)|2L2.
Uold = Unew + C, with C >> ε.
3. while |Unew − Uold| > ε
• Compute ∇vtU(Iold, vold).
• Update at all timepoints: vnewt = voldt − εv∇vtU(Iold, vold),
where εv is the gradient descent step associated with the
velocity vector field.
• Update diffeomorphic deformation trajectories gt using
Euler-centered integration scheme by solving the discrete
version of the flow equation: gt+1 = (Id+ vt)(gt).
• Compute ∇ItU(Iold, vnew).
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• Update at all timepoints except observations timepoints:
Inewt = I
old
t − εI∇ItU(Iold, vnew), where εI is the gradient
descent step associated with the intensity scalar field.
• Compute Unew = U(Inew, vnew).
• If Unew ≥ Uold continue to decrease εv and εI until Unew <








• Loop over step (3.) until convergence.
Note that for convergence purposes, the gradient step sizes may be
adapted along the iterations.
Remark: To ensure an exact metamorphic matching, the gradi-
ent descent is performed in the in-between observations time inter-
val while the observation timepoints (at t0 and tT ) are remained un-
changed. Therefore, the gradient ∇ItU at the observation timepoints
is zero. This is perfectly in line with the mathematical formula of the
energy gradient (Eq 6.3-6.4).
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6.3 Piecewise geodesic longitudinal metamorphosis using
N images
Now we will present the generalization to a set of time dependent
observations. We aim at estimating a piecewise geodesic metamor-
phosis (w.r.t the metamorphosis metric) adding a continuity in time
constraint on the velocity vector field (vt)t∈[0,1] in particular at the
observation timepoints. This is based on similar equations as before











|Γ(It+1)(x+ vt(x)) +∇It.vt|2L2 . (6.5)
where (vt)t∈[0,1] is continuous in time.
In order to minimize this energy and get the longitudinal meta-
morphosis using N images = = {I0, I1, , IN−1}, we exactly follow the
steps of the gradient descent pipeline presented in the previous sec-
tion, except that we modify two steps of the previous algorithm.
The first step encoding the initialization of the image path I(t)
becomes as follows:
1. Initialize image evolution path from the source image I0 to the
target image IN trough piece-wise trilinear interpolation (fixed
boundary conditions for exact matching) as follows: For t ∈ [ti, ti+1[ with i ∈ [0, T − 1], I(t) = (1− t)Iti + tIti+1.ti+1 − ti = time interval seperating two images.
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Indeed, we have previously seen that step (1) in the image-to-image
metamorphosis algorithm is where we initialize the intensity path as
an interpolation between the source and the target images while keep-
ing the ground truth observations unchanged. This initialization step
(1) is what drives the metamorphosis optimization process between
observation timepoints. Inserting additional ‘observation points’ be-
tween the source and the target image works as if we have ‘slightly’
changed the in-between observations interpolation path. In our ex-
tension of the image-to-image metamorphosis to longitudinal one, we
force the algorithm to exactly go through all observations (time-series
images) by keeping the observations unaltered and only updating the
intensity path connecting them.
The second change is to enforce the continuity of the velocity vec-
tor field so that the whole path is continuous in time and piece-wise






We choose a small time discretization step between the observa-
tions for this definition of regularity in time to be valid. This con-
straint forces the estimated metamorphosis to follow a relevant path
(w.r.t. our application) and makes it differ from concatenated paths
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as illustrated in Figure 6.3.
Figure 6.3: Enforcing the continuity in time of the estimated velocity field (vt) at obser-
vation timepoints. (Top) For a fixed voxel x in the image, we notice that the velocity
curve vt is discontinuous at observation timepoints tobs as both the red and blue curves
are not “glued” together. We enforce the continuity at the observation timepoints by
associating a new value to vobs at tobs that is equal to the velocity value at t−obs then
we update t+obs to establish the equality between the three discrete points in time. This
generates a new velocity curve (in green) that is continuous in time.
As the estimated velocity is piecewise geodesic in the discretized
time intervals, this imposed time-continuity constraint forces relevant
final deformation maps in a way that would coincides with real evolu-
tion of the lesions. Therefore, the longitudinal metamorphosis-derived
6.3. Piecewise geodesic longitudinal metamorphosis using N images 178
analysis tools would be a solid ground for enhancing our understand-
ing of stroke spatiotemporal behavior.
Next, we will validate the longitudinal metamorphosis model using
stroke perfusion (Chapter 7) and diffusion (Chapter 8) clinical data.
Chapter 7
Metamorphosis clinical application
I to perfusion-weighted MR images
of stroke lesion
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7.1 Context
Stroke perfusion images are dynamic and part of the acute-subacute
perfusion value variability may be due to differences in the acute
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ischemic lesion or clinical characteristics (eg: site of arterial occlusion,
the adequacy of the collateral flow, etc). In this chapter, we use
the longitudinal metamorphosis model (developed in Chapter 6) to
track the continuous changes in perfusion abnormality from acute
presentation, inside and outside the boundaries of the tissue that
ultimately perished and appeared in the final T2-w image at ≥ 1
month after stroke. This will enable us to look into perfusion values
variability and their relation to final outcome.
7.2 Data
Patient recruitment (10 patients): We tested the metamorphosis
model on 10 representative patients from a study of serial MR imaging
in hyperacute stroke, representing a range of stroke severity (NIHSS
= 12.6 ± 8.9), age (74 ± 94.7 years) and acute mean transit time
(MTT) volume (1.78 ± 1.23 105 mm3). We included patients who
had PWI images at around 5 hours, the second at around 5± 1 days
and the third at 10.5+/2.5 days after stroke and T2-weighted images
lesion at ≥ 1 month after stroke. Furthermore, we have checked that
swelling in the recruited patients did not distort DWI lesion boundary
as it can mislead the interpretations of our results. To further sim-
plify the analysis of the results, we excluded patients who received
thrombolytic or other reperfusion therapies. The model was blind to
all prior clinical data.
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MR imaging and pre-processing steps: We used the same MR ac-
quisition and preprocessing steps as in Chapter 5 Section 5.4.1 for
more details. We used unthresholded MTT at this stage in model
application as it generally includes both dead and at-risk tissues –
allowing us to look at a wider range of perfusion values in the hypop-
erfused area.
7.3 Experiments and results
7.3.1 Metamorphic longitudinal matching applied to perfusion MR
images of stroke
For every patient, we estimated a longitudinal metamorphosis of MTT
lesion from acquisition timepoint t1 to t3. Both velocity and inten-
sity paths were estimated (Fig 7.1). We empirically set the trade-off
parameter σ such as 1σ2 = 0.001 for all patients. For the differential
operator L = −α∇2 + γid, we set α = 0.01 and γ = 0.001.
Since the analysis of the set of estimated paths in our cohort to
infer potential similarity patterns is not straightforward and may re-
quire computationally expensive statistics, we focused our analysis
on examining residual maps. Indeed, the deformation residual map
condenses in one image both the magnitude of the deformation and in-
tensity variation in the lesion during its metamorphosis (see Fig.7.2).

















































































































































































































7.3. Experiments and results 183
7.3.2 Reconstruction of residual maps and automated thresholding
For each patient, we reconstruct the normalized residual map (rMap)
by summing over time the estimated metamorphosis residuals located
at the lesion voxel x as follows:
For x ∈ Ω, rMap(x) =
T−1∑
t=0
|Γ(It+1)(x+ vt(x))− It(x)|2L2. (7.1)
Then we normalize it between 0 and 1 with respect to its mean
value.
Residual maps quantify the variation in perfusion values inside the
lesion under the action of the estimated deformation field. There-
fore, residual areas with highest values mark where the most relevant
dynamic change in both intensity and shape takes place. To detect
these areas with highest MTT variation from t1 to t3, we define an
automated threshold Rthreshold as the mean value of the residual map
rMap.
Then, we generate a new normalized thresholded rMap
(rMapthresholded) by including all the voxels with values above this
threshold. Figure 7.2 visualizes the steps of the algorithm pipeline
run for every patient in our cohort. Finally, we compute the volumet-
ric overlap (in %) between the thresholded residual map and T2-w
lesion w.r.t final T2-w volume. This volumetric overlap indicates how
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much of the final T2-w lesion is occupied by the thresholded residual
map.
Using Eq. (7.1), the residual map does not inform us about the
direction in which the perfusion change is going (positive direction ie.
increasing values or negative direction ie. decreasing values). To in-
terpret the thresholded rMap with regard to the direction of perfusion
values variation –while only focusing on the acute and late perfusion
changes, we generated a signed MTT map defined as the difference
image between MTT image at t3 and MTT at t1:
For x ∈ Ω, map∆MTT (x) = MTTt3(x)−MTTt1(x).
Then, we marked areas in the thresholded residual map with nega-
tivemap∆MTT values (blue in Figure 7.3) and positivemap∆MTT values
(red in Figure 7.3). This generates a signed thresholded residual map
(Figure 7.3) that allows us to simultaneously look at perfusion areas
that underwent the highest intensity and deformation changes with
distinction of areas where MTT values decreased from t1 to t3 (neg-
ative map∆MTT values) or increased from t1 to t3 (positive map∆MTT
values). Positive regions in the signed rMapthresholded represent ‘ex-
treme’ areas where the perfusion abnormality has worsened. In the
other hand, negative regions highlight areas where the blood flow in-
creased.
Remark: the signed thresholded residual maps do not exceed the
boundaries of the manual outlines of MTT lesions at the three acqui-
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sition timepoints. We also would like to point out that we did not
use equation 7.1 without the L2 norm to generate the thresholded
residual map so that we restrict our analysis on immediate change
from acute (at t1) to final dead tissue (at t3) without looking into
the intermediate change that is governed by many unnknown vari-
ables and pathophysiological ‘laws’. Comparing only the first to final
tissue states is a common clinical assessment routine. We used it to
shed light on the thresholded residual map.
Figure 7.3: Signed thresholded residual maps in three representative patients. Top row:
same axial slices of MTT lesion (outlined in blue) at three successive acquisition time-
points for three patients. Bottom row: (a) the final T2-w image where the final dead
tissue is manually outlined in red. (b) Signed thresholded residual map (red color for
positive values and blue color for negative values) overlaid with final T2-w image. Both
images (a) and (b) represent the same axial slice.
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7.3.3 Exploring the predictive potential of MTT maps using meta-
morphic residual maps
There exists a wide variation between patients in the total volumetric
overlap between the thresholded metamorphic residual map and final
T2-w lesion between patients (mean = 45.4%, standard deviation =
28% median = 32.8%). Positive skewness (Figure 7.4, box 1) suggests
that most patients deviate from the median with a wider range of
volumetric overlap. This shows that the thresholded residual map
marking abnormal perfusion areas with highest change in shape and
intensity identifies relatively large dead areas within the T2-w lesion.
The most dynamic part of PWI lesion where perfusion was im-
proving (ie negatively signed thresholded residual map) overlapped
with the final T2 volume with (range from 0 to 67%, mean = 26.1%,
standard deviation = 19.3%, median = 17.1%) in our cohort. This
shows that the acute-subacute improvement of the hemodynamics of
the abnormal perfusion area does not imply that it will certainly end
up outside the final T2-lesion. The negative overlap was evenly split
at the median of the data (ie. zero skewness, Figure 7.4-box 2). Only
Figures 7.4-box 2 and 7.3 show that the majority of areas in the
rMapthresholded are positively signed (red areas Figure 7.3), ie. with
worsened blood flow. This indicates that the thresholded residual
map contains areas whose MTT values increased from t1 to t3, thus,
identifying areas that are more likely to shift into an irreversible state
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of tissue death.
Figure 7.4: Boxplot illustrating the skewness in our cohort for the volumetric overlap
between thresholded metamorphic residual map (rMapthresholded) and final T2-w lesion
(box 1). Box 2 shows the distribution of the volumetric overlap between negatively
signed rMapthresholded and final T2-w lesion. The red line represents the median value of
the volumetric overlap. The lower boundary of the blue box represents the 25 percentile
and the upper bound represents the 75 percentile. The upper (vs. lower) horizontal
line denotes the 90 (vs. 10) percentile.
7.4 Discussion
In the present work, we developed a longitudinal metamorphosis
that goes exactly through the true observations and applied it to
ischemic stroke using longitudinal perfusion data from acute to suba-
cute stages. This provided us with a robust and sophisticated math-
ematical tool to extract both dynamic and intensity features of the
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perfusion abnormality summed up in the estimated residual map of
its intensity variation and shape deformation. We then used a static
T2-w image at ≥ 1 month to read the reversibility of the metamor-
phic residual of perfusion abnormality evolution. The aim of this
prospective application was to evaluate the hemodynamics of acute
ischemic stroke differences in cerebral perfusion seen on time-series
MTT images and identify the degree of dead/survived tissue in hy-
poperfused areas that underwent most shape and intensity variation
in the expectation that a) these tissues would have been exposed to
the largest differences in perfusion values and b) the values would be
consistent between tissues that were behaving in the same way.
Using the automatically thresholded residual map, we showed that
the amount of variation in MTT lesion shape and intensity identified
a large portion of tissue that is irreversibility damaged. Thus, the
MTT map showed promise for identifying dead tissue margins and
tissue that survived, although there was substantial variation in the
individual perfusion values. This means that it is difficult to identify
any one MTT value that can be used to differentiate tissue destined to
die from tissue that will survive across a range of patients as it is the
dynamic properties of the MTT lesion that seem to determine tissue
fate. The present model could be used to tailor more sophisticated
models to predict areas that proceeded towards infarction and others
that reversed using the estimated evolution of MTT lesion in both
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shape and intensity or to examine other external factors that may
influence ischemic lesion outcome such as blood pressure change or
pharmacological treatment.
The signed residual maps showed that most of the perfusion abnor-
mal tissue that underwent an increase in MTT values (with positive
map∆MTT values ie. worsening of blood flow) belonged to the final
T2-w boundary. However, some portions (negative overlap: mean
= 26.1%, standard deviation = 19.3%) of the acutely ischemic tissue
whose MTT values decreased (ie. better blood flow) ended up as dead
tissue. This highlights the potential for most active positive residuals
to be used in further predictive models to identify the boundaries of
the final dead tissue.
There was no single threshold for rMap that fitted all patients.
Patient-specific thresholds were automatically defined using the meta-
morphic residual maps. These thresholds involved both variation in
MTT perfusion values and lesion shape change as the lesion evolved
[t1, t3] – showing that the evolution of ischemic but still viable tis-
sue is patient-specific. This is consistent with observations in a re-
cent review paper [Dani 2012] which was not able to identify a spe-
cific threshold or even a specific range of perfusion values that would
clearly discriminate the fate of tissue. Our method may have allowed
us to capture some of the highly dynamic nature of perfusion values
in individual parts of ischemic lesions for the first time in humans,
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as for example have been shown in experimental models following
spreading depolarizations [Strong 2007]. This points towards a new
way of looking at perfusion values in stroke to map lesion changes
while circumventing the need for ‘universal’ perfusion thresholds to
identify at risk of infarction, dead and oligaemic tissue (see Chapter 4)
[Rekik 2012a].
In our study, we demonstrated that the estimation of longitudi-
nal metamorphic residual maps is a promising tool in tracking the
spatiotemporal changes in both lesion shape and intensity. This
overcomes the major limitations of the commonly used 2D or 3D
voxel-based or volume-subtraction methods that do not allow the es-
timating of dynamic characteristics of lesion progression or regres-
sion [Beaulieu 1999, Wittsack 2002, Kluytmans 2000, Karonen 2000,
Rekik 2012a]. Our model is fully automated and does not require any
manual landmark matching. It is also generic so could be applied to
other medical applications based on serial imaging.
Our study has some limitations. Perfusion lesions are heteroge-
neous: the values vary between gray and white matter [Koga 2005].
Grey and white matter segmentation were not performed in our lon-
gitudinal metamorphosis model –instead we considered the lesion in
a volume of tissue and mapped point to point changes, as there are as
yet no good methods for segmenting ischaemic grey and white matter
visible on DWI- or FLAIR- or T2-w as the ischaemic signal change
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distorts the segmentation algorithms. We also visually checked that
the recruited patients did not have large amounts of lesion swelling
(ie. mass effect) that could be misleading in computing the volume of
the final dead tissue. However, accounting for the swelling and late
stage ex vacuo effect using more sophisticated registration algorithms
would increase the accuracy of our results and therefore the soundness
of their interpretations. Our sample size was small – we chose these
10 patients to illustrate a range of lesion morphologies and changes
over time to illustrate that the method was feasible and determine its
potential for displaying dynamic stroke lesion pathophysiology. It was
not our intention to provide definitive perfusion values or to examine
how, for example perfusion values might influence diffusion values,
or the impact of clinical variables. This would be for future work in
larger datasets.
Several longitudinal studies have previously evaluated lesion evolu-
tion using standard thresholding and volumetric analysis techniques
[Beaulieu 1999, Karonen 2000] to assess the combined role of perfu-
sion or diffusion lesion in determining the degree of tissue survival or
death. However, they did not explore the dynamic characteristics of
lesion boundary evolution and their relation to its hemodynamics. A
recent study [Carrera 2011] noted that MTT perfusion values –outside
and also within the DWI lesion– could be used to improve the identi-
fication of final infarct boundary. Two different perfusion thresholds
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were distinctively identified for two different datasets. In our study,
we showed that perfusion values and spatiotemporal changes from
acute to later stages are patient-specific and not dataset-specific. We
also showed that, without reference to diffusion images, changes in
acute and subacute perfusion abnormality might contribute to iden-
tifying final dead tissue. However, we also pointed out that acute-
subacute areas with early improvements in perfusion could end up
in the final T2-w lesion. This shows that using perfusion values and
tracking their final to late changes is unlikely to be sufficient to de-
termine with utmost precision ischemic tissue fate.
Identifying the shift in tissue abnormality, from being ‘reversible’ to
being ‘irreversible’ in both space and time, is still one of the main chal-
lenges in stroke. The emergence of methods for dynamic modelling
in stroke research shows potential for advancing our understanding
of ischemic tissue dynamics. The key to a nuanced understanding
of how perfusion values influence the spatial extent of tissue that
will ultimately die or survive lies in refining the perfusion hypothesis
[Butcher 2005]. This hypothesis states that abnormal perfusion areas
where blood flow improved between acute and subacute stages will
recover and those where blood flow worsened have the greatest likeli-
hood to be irreversible. However, while this may be generally true, we
have noticed in our study that there is substantial variation in perfu-
sion values in space and time that limit use of specific perfusion values
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in prediction of tissue fate. Exposing the ‘laws’ that govern the hemo-
dynamics of stroke would revolutionize stroke research. This may be
achievable by using a more sophisticated version of longitudinal meta-
morphosis (eg: by including tissue heterogeneity or other perfusion
parameters) that we have demonstrated is now feasible.
7.5 Conclusion
In this chapter, we applied the longitudinal metamorphosis to track
the evolution of the perfusion abnormality in stroke using time-series
imaging. This model provided novel ways to identify the most active
changes in ischemic lesion hemodynamics using signed residual maps.
We believe this will be valuable in future stroke research to clarify
what determines ischemic lesion evaluation and identify new poten-
tial targets for development of new treatments to improve clinical
recovery.
Perfusion values are not sufficient to determine final tissue fate, as
they do not inform us about other factors driving infarct evolution
such as the swelling. Examining the spatiotemporal changes of the
diffusion lesion and its relation to directional change of the perfusion
values will give us a new angle on the ‘nature’ of stroke dynamics.
That is the main goal of the next chapter.
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8.1 Context
As the work in this thesis unfolds, we obtain a better understanding of
the relationship between spatiotemporal changes in the perfusion and
the diffusion lesion as we introduce more sophisticated modeling tools
and measurement techniques. Our preliminary results in Chapters 5
and 7 highlighted the wide variability in perfusion and diffusion lesion
behavior as we first displayed in Figures 3.5, 5.11 and 5.12. However,
the main factors that determine tissue outcome after ischemic stroke
in the individual patient remain elusive. In this chapter, we use the
metamorphosis model to examine in depth the questions we raised
in the introduction (Chapter 1): What factors influence stroke lesion
evolution? Can a unique perfusion threshold fit a whole population
of stroke patients and distinguish between dead and at-risk tissues or
is one threshold too simplistic?
As the growth of the lesion core is generally thought to be de-
pendent on perfusion values around the core, we attempt to answer
these questions by exploring the relationship between dynamic fea-
tures of DWI lesion evolution and static perfusion values at different
timepoints.
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The aims of this chapter are to:
1. Model the change in the acute diffusion lesion from the earliest
imaging timepoint into the final T2-w lesion, for both solitary
and multi-component lesions.
2. Extract dynamic features to explore stroke evolution hypotheses
as proof of principle:
(a) are areas of rapid lesion expansion or contraction also areas
where PWI values are changing rapidly?, and
(b) are highly contracting or expanding areas of the DWI lesion
influenced by clinical features (eg: age, National Institutes of
Health Stroke Scale (NIHSS), acute stroke lesion size (PWI
or DWI volumes)?.
3. Further determine limitations of this approach and potential for
exploring tissue-level factors that influence stroke lesion dynam-
ics.
8.2 Data acquisition
Patients recruitment: We tested the metamorphosis model on 20
representative patients from a prospective study ([Rivers 2007]) of
MR imaging in hyperacute stroke patients, chosen to represent a range
of stroke severity (NIHSS, from 4 to 27, mean = 11.35), age (from
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51.7 to 94 years, mean = 74.9), acute DWI volume (mean = 34.6 cm3)
and acute mean transit time (MTT) volume (mean = 126.6 cm3). We
used the MTT perfusion map to represent the PWI lesion as MTT is
easily obtained and generally shows the PWI lesion as large.
We included patients who had DWI images at acute (∼ 5hrs) and
subacute (∼ 5 ± 1 days) acquisition timepoints, an MTT map at
least at the acute timepoint and T2-weighted image lesion at ≥ 1
month after stroke. Twelve patients had scattered DWI/MTT lesions
and eight had solitary lesions. All patients had an MTT lesion at the
first timepoint but only 12 had an MTT lesion visible at the second
acquisition timepoint. In the included patients, we have checked that
tissue swelling did not severely distort the DWI lesion boundary. The
included patients did not receive any thrombolytic treatment, thus we
present here the ‘native’ stroke lesion changes. The model was blind
to all clinical data.
MR preprocessing steps: We used the same MR acquisition and
preprocessing steps as in Chapter 5 Section 5.4.1 for more details.
Furthermore, we generated for each patient relative MTT (rMTT)
lesion maps by dividing the value of each lesion voxel by the mean
perfusion value of the region contralateral to the MTT lesion. The
resulting intensity rMTT has no unit.
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8.3 Methods
8.3.1 Two-image based metamorphosis
The idea of metamorphosis is to morph one source 3D image into a
target image by estimating the shortest path connecting each point on
these two images. The metamorphosis model estimates both an inten-
sity evolution path of the time-evolving lesion and a deformation path
of the changing shape in finely discretized time and space intervals.
In the present chapter, we applied the longitudinal metamorphosis
model to two different phases of DWI lesion evolution:
1. we morphed DWI lesion at t1 (acute) to the DWI lesion at t2
(subacute) (phase 1) in 20 patients;
2. we morphed the subacute DWI lesion into the final T2-w at ≥ 1
month (phase 2) in 12/20 patients.
Retaining these two phases facilitated testing of acute separately
from subacute clinical information against the lesion parameters. For
each of these phases, in each patient we generated a total 3D defor-
mation map (computed as the squared sum of the estimated speed
along the metamorphosis path) and were able to identify contracting
(negative deformation values) and expanding (positive deformation

























































































































































































































































































8.3.2 rMTT values relation to DWI lesion dynamics
We used the estimated deformation map associated with phase 1 to
compute the mean of the DWI contraction magnitude and the mean
of the DWI expansion magnitude for every acute rMTT value within
the acute perfusion image. Then, for each of the twenty patients, we
plotted the acute rMTT values against both their corresponding mean
DWI contraction and expansion magnitudes (Figure 8.2). For phase
2, we used the deformation map of subacute DWI lesion deforming
into final T2 and the subacute rMTT values for the twelve patients
with a visible MTT lesion at t2. In most cases, the acute rMTT val-
ues associated with the mean of phase-1 DWI deformation magnitude
best fitted into a Gaussian distribution (Root-mean-square deviation
(RMSE) = 0.0035 ± 0.0042 for contraction and 0.006 ± 0.014 for ex-
pansion –noting that when the fitting is exact RMSE = 0 (no residuals
= perfect test)).
For phase 2, the data also best fitted into a Gaussian distribution
(RMSE = 0.0029 ± 0.0032 for contraction and 0.0039 ± 0.0058 for
expansion). Therefore, we used two Gaussian curves to approximate
the relation between acute rMTT values and mean DWI deformation
magnitude: one for contraction (purple curve in Figure 8.2) and one
for expansion (pink curve in Figure 8.2). These Gaussian curves al-
lowed us to estimate a confidence interval (I = [p1, p2]) for rMTT
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values associated with rapidly changing (ie. contracting or expand-
ing) DWI tissue. The upper bound p1 is the mean of the Gaussian
curve minus its standard deviation and the lower bound p2 is the
mean of the Gaussian curve plus its standard deviation.
Figure 8.2: Distribution of perfusion values and the magnitude of the metamorphic de-
formation during phase 1 of DWI lesion evolution for one patient. rMTT values plotted
against the mean magnitude of DWI metamorphic deformation magnitude associated
with every perfusion value in the MTT map: blue dots for contracting (vs. pink for
expanding) DWI areas. Each dot stands for an rMTT value in the PWI images. The
mean of the fitted Gaussian curve (purple line) depicts the rMTT value associated with
the maximum mean contraction magnitude and the pink line fits into the pink dot dis-
tribution. The black arrows point to the perfusion thresholds p1 and p2 representing
the mean ± standard deviation of the fitted Gaussian curve.
8.3. Methods 203
8.3.3 Extracting highly dynamic regions of DWI lesion
We first define two key regions for our analysis:
Region R1 : includes voxels in the DWI lesion at t1 and t2 and PWI
lesion at t1.
Region R2 : includes voxels in the DWI lesion at t2, final T2-lesion
and PWI lesion at t2.
We automatically thresholded the two total deformation maps gen-
erated for phase 1 and phase 2 of DWI lesion evolution to extract
regions with high contractions and expansions. We defined high con-
tractions as areas whose deformation magnitude exceeded the mean
of the contraction speed over region R1 minus its standard deviation
and high expansions as areas whose deformation magnitude exceeded
the mean of the expansion speed over region R2 plus its standard de-
viation. These thresholds only depend on the estimated deformation
map and on the R1 and R2 boundaries. We automatically set these
thresholds to high values to focus on portions of the diffusion abnor-
mality that underwent the most significant dynamic change. We also
computed the volumetric proportion of the highly contracting or ex-
panding areas in the regions R1 and R2 with respect to total DWI
lesion volume.
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8.3.4 Statistical analysis
We tested the difference between perfusion values in highly contract-
ing/expanding DWI areas. We also performed an exploratory ‘proof
of principle’ analysis to test the correlation between the clinical factors
(NIHSS at admission, age, acute MTT and DWI volumes) and the
center of the estimated rMTT confidence interval for highly contract-
ing/expanding DWI areas using non-parametric statistic Spearman
method. We also tested the correlation between NIHSS at admission
and the proportion of the lesion by volume that was highly contracting
or expanding separately for phase 1 and phase 2 with the Spearman
method.
8.4 Experiments and results
8.4.1 Lesion metamorphosis and perfusion values: acute to subacute
(phase 1)
The estimated confidence intervals for the acute rMTT values associ-
ated with DWI lesion deformation are shown in Figure 8.3, with the
lower and the upper bounds for acute rMTT values associated with
rapidly contracting (blue) and expanding (red) areas of the DWI le-
sion from acute to subacute times.
For the largest areas of DWI contraction, the rMTT maxima
ranged from 0.68 to 3.05 (mean = 1.49 ± std 0.55); while the range
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of rMTT values in contracting regions varied from 0.1 to 2.17 (mean
= 0.74 ± 0.63). A similar range of rMTT maxima was noted for the
highest DWI expansion: from 0.24 to 3.07 (mean = 1.37 ± std 0.62);
and an even wider range of rMTT values was sen in DWI expand-
ing areas from 0.1 to 3.18 (mean = 0.8 ± 0.82). Thus, for the whole
population, the perfusion values for highly expanding and contracting
DWI areas were nearly identical (correlation coefficient r = 0.86, p =
0.8) (Figure 8.2), ie there was no disparity (r = 0.86) between rMTT
intervals corresponding with highly expanding or contracting regions
in most patients, as both red and blue verticals bars overlapped (Fig-
ure 8.3). Only in five of the 20 patients (25%) were blue and red
vertical bars distinct indicating that acute perfusion values differed
between areas of DWI contraction and expansion (Figure 8.3). In
some cases (7/20 in Figure 8.3), the red bars extend over the blue
ones indicating that perfusion intervals associated with most rapidly
expanding DWI areas encompass a wider range of acute MTT perfu-
sion values than they do in areas of DWI contraction.
8.4.2 Lesion metamorphosis and perfusion values: subacute to late
(phase 2)
We plotted the estimated subacute rMTT confidence intervals for the
12 patients with MTT lesion visible at t2 in phase 2 of the DWI
metamorphosis (Figure 8.4). We saw the same overall patterns (r
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Figure 8.3: Acute rMTT values associated with rapidly deforming DWI lesion areas
graphed for all patients –ordered left to right by increasing admission NIHSS score
(values on top of the vertical bars). The centre dot = rMTT value associated with
the maximum of DWI lesion mean deformation magnitude. The limits of the vertical
blue and red bars represent the lower and the upper 95% CI for the acute rMTT
values associated with rapidly contracting (blue) vs. expanding (red) DWI lesion areas
between the acute and subacute timepoints.
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= 0.91, p = 0.8) as for the acute to subacute phase (Phase 1). A
wide range of rMTT maxima was found in areas of high DWI lesion
deformation towards final T2-w: ranging from 0.85 to 2.12 with (mean
= 1.36 ± 0.47) for high contractions with rMTT bar lengths ranging
from 0.08 to 1.82 (mean = 0.75 ± 0.6) and from 0.73 to 2.02 (mean
= 1.33 ± 0.41) for high expansions with rMTT bar lengths ranging
from 0.07 to 1.97 (mean = 0.73 ± 0.6). This indicates that a) DWI
lesions are still progressing into some areas and regressing in others
and b) perfusion remains very variable at the subacute stage.
In 3/12 cases (25%), subacute rMTT intervals did not overlap in-
dicating that perfusion values associated with contracting DWI areas
are disparate from perfusion values associated with expanding DWI
areas. In two other cases, red bars exceeded both limits of blue bars
indicating a wider range of PWI values in expanding areas compared
with contracting areas.
8.4.3 DWI dynamic evolution features
The proportion of highly expanding and contracting areas within vol-
ume R1 in phase 1 and volume R2 in phase 2 are shown in Figure 8.5
as box and whisker plots. These boxplots show that less of the DWI
volume is in a highly dynamic state at the subacute stage than at
the acute stage. They also show a wider variability in DWI volume
undergoing a high dynamic change during phase 2 than phase 1.
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Figure 8.4: Subacute rMTT values associated with rapidly deforming DWI lesion areas
graphed for all patients –ordered left to right by increasing admission NIHSS score
(values on top of the vertical bars). The centre dot = rMTT value associated with with
the maximum of DWI lesion mean deformation magnitude. The limits of the vertical
blue and red bars represent the lower and the upper 95% CI for the subacute rMTT
values associated with rapidly contracting (blue) vs. expanding (red) DWI lesion areas
between the sucabute and late timepoints.
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During phase 1, 55% of the patients had more volumetric portions
of highly expanding DWI areas than were contracting. The percent-
age of contracting volume ranged from 0.28% to 9.09% with median
= 3.39% vs. expanding from 0.36% to 12.61% with median = 4.38%.
During phase 2, 55% of the patients still had more volumetric portions
of highly expanding DWI areas than were contracting. The percent-
age of contracting volume ranged from 0.33% to 7.98% with median
= 3.25% and of expanding volume varied from 0.42% to 14.95% with
median = 3.69%. This indicates that subacute DWI lesions include
some abnormal brain tissue that rapidly reversed to a normal state
(ie. DWI lesion contracted). It also shows that the subacute diffusion
lesion continues to expand rapidly in some areas and to contract in
others in quite similar proportions, even late after stroke.
8.4.4 DWI metamorphosis and clinical features
During phase 1, there was no association between rMTT values in
the most expanding areas of the DWI lesion and NIHSS (r = 0.11,
p = 0.63) or in the most contracting areas (r = 0.06, p = 0.77).
Similarly, during phase 2, there was no association between NIHSS
and subacute rMTT values in rapidly contracting (r = 0.007, p =
0.99) or expanding (r = -0.021, p = 0.95) DWI lesion areas. The lack
of association may reflect small sample sizes.
We investigated the association between the volumetric proportion
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Figure 8.5: Boxplots illustrating the different skewness patterns in our cohort for the
volumetric proportion (in%) of highly expanding/contracting areas within the region
R1 (vs. R2) during phase 1 (vs. phase 2) of metamorphosis. R1 includes all bits of
DWI lesion at t1 and t2 and PWI lesion at t1 and R2 includes all bits of DWI lesion at
t2, final T2-lesion and PWI lesion at t2. The red line represents the median value of the
volumetric overlap. The lower boundary of the blue box represents the 25 percentile
and the upper bound represents the 75 percentile. The upper (vs. lower) horizontal line
denotes the 90 (vs. 10) percentile. The red crosses denote the ‘outlier’ values, outside
the 90 percentile.
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that was highly contracting/expanding during phase 1 and phase 2
and various clinical factors (NIHSS at admission, age, acute MTT
volume, acute DWI volumes), but found no significant correlations.
There was no obvious significant correlation between these clinical
features and the dynamic signature of the abnormal diffusion tissue
behavior in our small cohort.
8.5 Discussion
We applied the promising dynamic metamorphosis model –developed
in Chapter 6– to model ischemic stroke using acute and subacute
DWI, final T2-w and rMTT images. This provided us with a ro-
bust and sophisticated mathematical tool to visualize and extract
dynamic features of the ischaemic lesion, such as the magnitude of
the contracting and expanding DWI lesion and the most dynamically
changing volumetric proportions of the DWI lesion. In our heteroge-
neous small but representative sample, we showed that (i) dynamic
changes in diffusion lesion are not confined to the first few hours after
stroke onset but continue for days or weeks with highly variable per-
fusion values, (ii) similar perfusion values are associated with large
lesion shape deformations from acute to subacute timepoints but do
not discriminate whether the deformation is contraction or expansion
and (iii) there is a large variation between patients in DWI lesion dy-
namics and in the range of perfusion values in DWI lesion areas that
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undergo the largest deformations.
This suggests that PWI values are far more dynamic and hetero-
geneous than has been suggested by analysis of DWI and PWI using
regions of interest analysis so far and that it is unlikely that any
threshold value will differentiate dead from survived or at-risk from
not at-risk tissue with any precision at any one point in time. There
is growing recognition of the heterogeneity of PWI values between
different tissues and between patients influenced by age, underlying
brain changes such as leukoaraiosis, spreading depolarization that af-
fect perfusion levels, etc. A recent study [Nagakane 2011] introduced
the idea of perfusion ‘strata’ to produce infarct risk maps. This shows
that perfusion influence on DWI lesion dynamics cannot be fully in-
vestigated using a unique perfusion threshold: our results suggest that
perfusion strata (or confidence intervals) might be more biologically
relevant than single values.
Our study has some limitations. We used a small cohort but our
purpose at this stage was to demonstrate the feasibility and strengths
of the metamorphosis modeling approach. We found wide variability
in perfusion values of highest DWI lesion dynamics, but our sample
lacked statistical power to exclude associations between lesion behav-
ior and clinical factors. Thus, we suggest that this method should
be applied in larger datasets and different perfusion parameter maps
could be explored.
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The absence of a clear correlation between perfusion values of DWI
lesion areas with high dynamics shows that DWI lesion progression
or reversal may be governed by other unknown factors. The effects
of occlusion site, collaterals, the heterogeneity of ischemia evolution
in altering DWI lesion dynamics and the effect of rMTT levels and
confidence intervals could be examined in future studies.
Our study also had strengths. We were careful to avoid the effects
of swelling on lesion shape in our cohort, therefore any contracting
DWI areas during phase 2 (DWI at t2 evolving into final T2-w) would
indicate diffusion abnormality reversal and any expanding DWI areas
would indicate the new recruitment into the tissue. Therefore, defor-
mation maps that identify these areas (Figure 8.1) would be useful
in determining DWI lesion reversal and subsequent tissue recovery.
Recruited patients did not receive thrombolysis so these changes rep-
resent the ‘natural’ lesion evolution and still demonstrate high vari-
ability.
The estimation of metamorphosis-derived deformation maps that
indicate rapidly contracting/expanding areas using the longitudinal
metamorphosis model gives us insights into the diffusion lesion dy-
namics and provides opportunities to tailor more sophisticated ap-
proaches to stroke lesion analysis. Furthermore, the longitudinal
metamorphosis model is fully automated and does not require any
manual landmark matching to estimate lesion shape metamorphosis.
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As we show here, ischemic stroke evolution modeling is also able to
handle a set of representative cases. These novel dynamic tools pre-
sented in Chapters 5 and 6 may help in interrogating factors govern-
ing diffusion core reversal and provide more sophisticated surrogate
outcome measures for use in clinical trials of new treatments.
Dynamic models may fill gaps in the understanding of stroke evo-
lution dynamics, and explain the lack of consistency between past
studies [Dani 2011] and overcome problems with commonly used ba-
sic thresholding techniques in stroke [Rekik 2012a] (See Chapter 4).
8.6 Conclusion
Although stroke lesion evolution is very challenging and complex, we
were able to define new features that were more encompassing and
accurate (eg: speed of lesion contraction and expansion, residual and
deformation maps) characterizing its spatiotemporal behavior as seen
on DWI, PWI and T2-w images. Our aim was not to find clear-cut
answers to the questions we raised in the Introduction of this thesis
(Chapter 1), but rather to identify consistent observations in stroke
lesion evolution using different 4D modeling approaches and propose
tools that can be used in future studies on stroke. This presented work
can be viewed as a promising ‘take off’ towards the development of
more patient-specific and stroke-specific 4D models that would com-
bine other clinical features not considered in this thesis.
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Indeed, our preliminary results presented in this chapter direct in-
vestigations in stroke dynamics down new lines, such as (i) developing
further models based on patient-specific and phase-specific perfusion
intervals to predict the evolution of infarct core towards its final fate,
(ii) identifying particular modes of contraction and expansion in the
DWI lesion dynamics and (iii) exploring the role of perfusion values
inside and outside diffusion lesions in modulating these modes. This
may provide a more nuanced understanding of how perfusion intervals
are likely to influence diffusion lesions towards different fates. This
will be discussed with more detail in the final chapter of this thesis
(Chapter 9) as we discuss the major results of the different model-
ing approaches, their key limitations and present new perspectives to
address issues of stroke lesion pathophysiology.
We hope that this work stimulates interest in addressing issues of
stroke lesion pathophysiology by exploring 4D models. These could
have wide applications eg to assess early treatment response in early
phase clinical trials. A similar approach could be used to model
hematoma growth or development of white matter hyperintensities
and effects of interventions. This model can be applied to any imag-




“I argue that science is being held back by centuries-old assumptions that have
hardened into dogmas. The sciences would be better off without them: freer,
more interesting and more fun.”
Rupert Sheldrake; Science Delusion
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In this thesis we linked dynamic modeling approaches to stroke le-
sions on medical imaging. We have built our research on two different
mathematical models which were shown to be suitable for capturing
the dynamics of stroke lesion evolution using longitudinal data. Both
the applied current-based diffeomorphic regression model and the de-
veloped longitudinal metamorphosis model were novel to the state of
the art of stroke data. We then demonstrated the ability of these
patient-specific models to simulate the evolution of stroke lesions in
space and time using representative clinical data. This allowed us to
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extract different patient-specific kinetic and hemodynamic features
and to investigate these questions: “How does a stroke lesion evolve
in perfusion and diffusion longitudinal data? What does perfusion and
diffusion data tell us about the ultimate fate of the ischemic tissue?”
This thesis does not provide a clear-cut answer to these questions.
At this stage in development of the modeling, our primary aim was to
determine if the modeling would work: identifying patients or stroke-
specific influences require much larger data samples. However, the
work opens up new vistas on how to address these questions, presents
a new set of observations on stroke dynamics and questions some
long-standing assumptions in stroke research.
In this chapter, we summarize the contributions of each chapter
and extend on some general methodological and clinical research per-
spectives.
9.1 Contributions
Dynamic modeling is a recent concept that was brought into med-
ical image analysis leading to the emergence of outstanding re-
search fields such as computational anatomy (studying shape vari-
ations in anatomical structures) [Gol 1999, Lev 2000, Pizer 2003,
Fletcher 2004, Jos 2007, Michor 2003, Mangin 2004] and diagnosis
and prognosis of brain diseases (eg: brain gliomas) [Clatz 2005,
Konukoglu 2007, Konukoglu 2009, Menze 2011, Rekik 2012b]. More-
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over, the ever-growing number of time-series imaging studies and use
of imaging to monitor treatment responses raised the need for more
sophisticated robust methods to extract and structure relevant infor-
mation from longitudinal data. This led to the gradual evolution of
generic patient-specific models analyzing brain lesions/abnormalities
to identify features/patterns relevant to the pathology and investigate
the key factors driving their evolution [Younes 2009]. Interestingly,
this research line was unexplored in stroke as shown in Chapter 2.
Instead of using the ‘traditional’ approach of basic thresholding and
standard volumetric subtraction techniques to examine the evolution
of stroke lesion on perfusion and diffusion data, we have tested math-
ematical modeling of clinical imaging observations at multiple time-
points –which led to the following contributions:
• Indentifying untapped potentials and unexplored prob-
lems in stroke literature from a medical image analy-
sis perspective. We searched the literature for sophisticated
medical image analysis methods and mathematical models to
segment at-risk and dead tissue, predict final tissue fate and
model the evolution of stroke lesions (Chapter 2). We narrowed
down our search margins to identify methods that were innova-
tive, computized and less likely to overlook important issues in
stroke progression from its starting point to the final occurred
damage. We proposed a research strategy that targeted stud-
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ies that approached stroke from a novel modeling and technical
perspectives. We then compactly summarized the unaddressed
issues and untapped potentials in Table 4.4. We suggested some
strategic points to be included in future models to provide more
honed answers to challenging questions in stroke research. We
believe that our main literature search findings constitute a set
of starting points where stroke researchers can head from to de-
velop new tools for stroke assessment. In this thesis, we chose
“dynamic modeling using time-series MR imaging” as our start-
ing point.
• Personalized stroke lesion evolution (constraint: no
topology change in the lesion). We applied the current-
based diffeomorphic regression model (Part III) to simulate the
evolution of stroke lesion visible on DWI and PWI images from
one acquisition time to the next one. The current-based defor-
mation model aims to match the meshes of the acute surface, as
they expand or contract, to the meshes at successive timepoints.
One of the most remarkable aspects of this model is that it per-
fectly handles deformation between surfaces with different num-
bers of meshes at different timepoints. Thus the model can track
lesions that expand and contract between timepoints. Moreover,
we chose this 4D model because it imputes the evolution of the is-
chemic lesion down to much shorter time intervals between scans
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based on the information available at the few imaging times. To
the best of our knowledge, this work is the first that applied a
4D model as proof of principle that would more closely follow
the dynamic true changes in stroke lesions between timepoints
and thus allow closer scrutiny of what and how patient-related,
stroke-related and treatment-related factors influence stroke le-
sion evolution in future large studies powered to determine mod-
est differences. Therefore we chose eight patients representative
of a range of stroke severities, ages and lesion sizes, within the
caveats imposed by the modeling at this stage in its develop-
ment. The model proved to be robust and accurate as it fitted
into the multiple observations (lesion surfaces). Any flaw in the
underlying equations or differential calculus would have lead to
the model failing to fit the data. From a scientific perspective,
what makes an applied mathematical model ‘perfect’ is its abil-
ity to fit into the different true observations (in our case the
lesion surfaces). The simulation of acute surface evolution starts
from the first timepoint and must evolve into the second and
then the third surfaces. A dramatic change in the parameters
can alter this process, and therefore, the estimated scenario will
deviate from the observations. Contrary to most studies that
use static snapshots to identify changes in stroke lesion, the 4D
current-based regression method enabled us to model how the
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lesion shape evolves from acute to final stages and to investigate
specific kinetic features of its deformation.
• Building a 4D model for solitary and scattered perfu-
sion/diffusion lesion evolution with topology change. In
a clinical setting, visual assessment is commonly relied upon
to detect changes of stroke over time for appropriate interven-
tion. But there are three critical challenges limiting the scope of
this method in stroke management. First, on axial images, it is
quite difficult to judge accurately by eye if the stroke lesion has
grown or decreased by 20% from one acquisition timepoint to
another [Wardlaw 2010]. Second, visual assessment depends on
the observer, therefore, leading to subjective conclusions about
stroke evolution characteristics. Using a single image that shows
to radiologists the main dynamic changes in the stroke lesion
and quantifies how fast it grew or regressed and in which areas
might overcome these problems and provide detailed informa-
tion on what factors influence stroke lesion evolution. To ad-
dress this issue and overcome the main limitations of the 4D
current-based regression model, we developed the longitudinal
metamorphosis model derived from the metamorphosis theory.
We demonstrated the ability of the longitudinal metamorphosis
model to provide information on the spatiotemporal variations
in stroke lesion shape and intensity in representative patients.
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We used the estimated longitudinal lesion metamorphosis sce-
nario to exhibit total deformation (Figure 7.1) and residual maps
(Figure 7.2) that extract patient-specific kinetic and geometric
features of the lesion displayed on a single MR image. These
metamorphosis-derived maps could constitute quantitative met-
rics of stroke severity and prognosis. To the best of our knowl-
edge, this study is the first that uses time-series MR images to
track spatiotemporal geometric and intensity changes in stroke
lesions –regardless of their inherent topology –and relate their
patient-specific clinical features.
One of the purposes of applying these models to stroke was to
obtain greater dynamic insights that these 4D models can provide,
rather than just considering a series of cross-sectional brain scans.
These modeling approaches were motivated by clinical questions re-
lated to stroke dynamics. As a result, the aforementioned method-
ological contributions was able to examine further the following clin-
ical assumptions about stroke evolution:
• Perfusion in relation to diffusion abnormality evolution
and the concept of PWI/DWI mismatch. Several clini-
cal trials and treatment strategies used the DWI-PWI mismatch
concept for stroke treatment decisions, although validation is in-
complete [Barber 1998, Arenillas 2002]
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• What do perfusion values tell us about diffusion lesion
dynamics? Can one perfusion threshold discriminate
dead from salvageable tissue? Thresholding methods ap-
plied to perfusion and diffusion maps have been extensively used
as “prognostic” and therapy-guiding tools and assessed by fi-
nal T2-imaged and clinical outcomes [Wardlaw 2010, Dani 2012].
Although they have been extensively used and examined in
stroke literature, there is a worrying lack of consensus on which
threshold can identify the spatial extents of salvageable and dead
tissue in stroke patients [Dani 2012, Wardlaw 2010]. Our inves-
tigation of perfusion thresholds was two-fold: (1) we examined
perfusion values associated with perfusion lesion high dynamics
and (2) we examined perfusion values associated with diffusion
lesion high dynamics. Both experiments demonstrated that: (a)
there was no single perfusion threshold that fitted all patients’
various behavior and (b) perfusion values are far more dynamic
and heterogeneous than has been suggested so far [Dani 2012].
They also highlighted the sheer breadth of the spectrum of per-
fusion values that was associated with high dynamics of the dif-
fusion abnormality, thus confirming the ambiguity in relying on
one unique threshold to discriminate final tissue status. This
shows that it is very unlikely that we will find a universal per-
fusion threshold that will differentiate dead from survived and
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at-risk from oligaemic tissue with any precision. Our findings
also point towards a new way of looking at perfusion values in
stroke to map lesion changes as being patient-specific and not
population-specific. This may also advance our understanding
of how perfusion values influence the spatial extent of the in-
farct core.
• DWI abnormality reversal. Parts of the acute DWI lesion
reversed to a normal state as it contracted during its evolution
from one timepoint to the next one. This observation was present
in both representations of stroke lesion: as a 3D surface (current-
based regression model) (Chapter 5) or an image (the longitudi-
nal metamorphosis model) (Chapters 6, 7 and 8). Indeed, we
showed that any contracting DWI areas would indicate diffusion
abnormality reversal and any expanding DWI areas would indi-
cate the new appearance of irreversibly dead tissue. We hope
that more tailored dynamic models would identify factors gov-
erning diffusion lesion native dynamics and improve how we in-
terpret diffusion abnormality.
To summarize, 4D modeling in stroke has the ability to provide
considerable insight into stroke evolution in space and time, not iden-
tified so far by more conventional non-dynamic image analysis meth-
ods. Additionally, the 4D models presented here provide preliminary
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evidence that some commonly used stroke hypotheses –such as the
mismatch concept and the prognostic potentials of DWI and MTT
abnormalities– may not fully account for the true lesion dynamic be-
havior. Further refinement of these models to fit an individual pa-
tient’s lesions and possibly offer prediction of outcome requires sub-
stantially more data and will be a future target.
9.2 Perspectives
9.2.1 Methodological perspectives
Choosing an appropriate model in terms of robustness and complex-
ity for stroke evolution modeling lays a solid ground for improving
stroke prognosis. We chose two different models: one based on a dif-
feomorphic metric (the current-based model) and another based on
a new Riemannian metamorphic metric (the metamorphosis model).
We were able to evaluate these models using longitudinal stroke data
and to demonstrate in Chapters 7 and 8 that we can estimate a mean
evolution scenario for the lesion with the constraint of “no topology
change” being on than turned off. Both models were able to accu-
rately fit the clinical observations, thus, decreasing the prospect of
erroneous interpretations.
However, both of these models did not handle all the issues stated
in Table 4.4 and that were recommended for future studies on stroke.
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Indeed, they had some limitations.
Swelling and the induced mass-effect not included. Swelling
is very common in stroke particularly at the acute/subacute stage
of its evolution. In this work, we tried to avoid the mass-effect by
excluding patients with largely swollen lesions to avoid deriving erro-
neous conclusions about stroke dynamics. However, it is very difficult
to detect between the few MR observations distant in time if the le-
sion has partly swollen up or shrunk in some areas. These changes
may be subtle and occur in a narrow time-window so that they go
undetected. Swollen lesions are endowed with more complex geome-
tries that take more sophisticated mathematical approaches for mod-
eling. To address the swelling issue in stroke, one could estimate for
instance an additional deformation map based on some anatomical
landmarks to quantify the brain edema. One also could model the
swelling as an additional biomechanical transformation that modi-
fies the true boundaries of stroke lesion as it was modeled in glioma
growth [Clatz 2005]. Integrating this additional transformation into
the 4D modeling approach would help us evaluate the swelling and
identify the true margins of dead, at-risk and oligaemic tissue and
their lesion boundary dynamics.
Spatial heterogeneity of stroke evolution. Stroke evo-
lution is heterogeneous: perfusion values vary between nor-
mal white and gray matter and also vary in hypoperfused areas
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[Wardlaw 2010, Phan 2009]. Our modeling approaches did not ac-
count for this important aspect of stroke evolution but neither have
previous clinical studies of perfusion imaging. Perfusion values were
interpreted regardless of their anatomical location. To tailor a more
personalized heterogeneous dynamic model of stroke evolution, one
could use white and gray matter masks. Examining stroke behavior
with respect to its anatomical location could prove to be beneficial to
derive more accurate and informative deformation and residual maps
(Figures 7.1 and 7.2). Considering the heterogeneity of stroke evo-
lution may improved the identification of brain areas with distinct
hemodynamic properties [Baumgartner 2005].
Spontaneous reperfusion and collateral flow. Ideally, spon-
taneous reperfusion should be simulated and not overlooked. As
a constructive critique to our methodology, we suggest for future
studies to couple the collateral flow with perfusion maps to un-
derstand spatiotemporal changes in the perfusion abnormality. To
investigate the likelihood of spontaneous reperfusion in stroke pa-
tients, one could use magnetic resonance angiography (MRA) im-
ages [Phan 2009]. For instance, different fluid-dynamic models could
be coupled with the longitudinal metamorphosis model to simulate
the reperfusion and the flow patterns [Steinman 2003, Mantha 2006,
Alnæs 2007, Taylor 2010]. This would enable us to simulate the im-
pact of the collateral blood flow on perfusion and diffusion lesion
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dynamics.
Current-based diffeomorphic model improvement. The spa-
tiotemporal metamorphosis model is very promising and led to en-
couraging results. However, it tracks the changes in stroke lesion
as an image and not as a surface. It would be more interesting to
merge the metamorphosis theory with the current-based approach to
investigate the association between the estimated speed of the lesion
surface evolution and corresponding PWI or DWI values and thus
visualize in 4D the evolution of scattered lesions as in videos 1, 2
and 31. Indeed, modeling the lesion as a 3D surface is richer and
more informative than only considering its 3D spatial extents on im-
ages. Taking into account the grey level value of the image at the
location of the surface voxels would be an interesting modification
of the current-based diffeomorphic model. To incorporate informa-
tion on tissue perfusion or diffusion values at the lesion edge, one
may need to revise the mathematical framework of modeling surfaces
using currents and potentially use a new mathematical concept to
define colored metamorphic surfaces that can undergo the following
topological transformations: merging, splitting, appearance and dis-
appearance of new lesion components. We hope that the development
of the theory of colored metamorphic currents will allow us to consider
different biological parameters that may impact stroke lesion surface




Simplified assumptions about perfusion and diffusion le-
sions. Although the definition of perfusion and diffusion abnormality
has evolved slightly over the years, it remains widely uncertain that
the visible boundaries with the naked eye accurately coincide with
the true boundaries of ischemic and dead tissue. Integrating prob-
abilistic definitions for the spatial extents of perfusion and diffusion
abnormality into the metamorphosis model would present one way
of handling this uncertainty around tissue boundaries. This would
yield to a pioneering probabilistic longitudinal metamorphosis model
that would generate a probabilistic residual and deformation maps.
This suggestion can be thoroughly explored in future studies on stroke
modeling.
Good modeling is also about good data. The efficiency and ro-
bustness of a modeling approach for simulating evolution of brain dis-
eases depend on two elements: the data and the model itself. Stroke
data acquisition process is prone to many errors such as registration,
interpolation, partial volume effects, intensity shading artifacts, MR
signal inhomogeneity, etc (Section 3.6). Using more sophisticated reg-
istration methods such as iLogDemons [Mansi 2010] or deformable
registration [Lester 1999, Mcinerney 1996, Maintz 1998] would im-
prove the accuracy of our observations. In this thesis, we do not take
into account these potential errors. However, this can be addressed
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in future studies. Modeling stroke evolution using data with better
spatial resolution and more acquisition timepoints would improve the
accuracy of the estimated lesion evolution scenario and therefore de-
fine more advanced metrics for identifying abnormal tissue mechanical
and hemodynamic changes.
Other imaging modalities for stroke modeling. Stroke behavior
assumptions can also be investigated using other imaging modalities.
In this thesis, we have only used MTT perfusion maps and DWI
images. It is worth noting that the presented 4D models could also
be applied to ADC maps or PET/DTI images. Using images from
different modalities could help build more complete patient-specific
4D stroke model.
9.2.2 Clinical perspectives
The various studies performed during this work pave the way for
the development of more personalized stroke modeling approaches
that would ultimately provide valid answers to the questions raised
in the introduction. We suggest in what follows some ideas that would
contribute to reshaping the future of stroke research and improving
stroke management.
New insights into stroke dynamics. It has become more evi-
dent through this thesis work that basic volumetric analysis tools and
thresholding techniques cannot capture the dynamics of stroke lesion
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evolution. However, dynamic models may be preferred for their ac-
curacy in tracking small and large deformations of stroke lesion. We
hope that this thesis work, along with its incremental value over state
of the art analysis of stroke data, will be the starting point to turn the
attention and enthusiasm of stroke researchers (clinicians and medical
image analysists) towards exploring a wider spectrum of time-series
imaging-based models [Klein 2009]. With more honed future studies
challenging the limitations of previous models, stroke research field
will have a quicker pace in finding the ideal model that would not
only describe stroke lesion evolution but also predict it.
Towards a patient-specific stroke evolution predictive model.
Predicting the evolution of stroke lesion using multimodal brain scans
acquired at a unique timepoint constitutes one of the most thought-
provoking goals to achieve at the crossroad of stroke and medical
image analysis research lines. Noticing that this has already been
achieved in brain glioma evolution modeling raises our hopes that it
can also be achieved in stroke [Rekik 2012b]. Once developed and val-
idated, this model could be used in a clinical setting to improve stroke
diagnosis and prognosis. This could be achieved by looking at other
patient-specific models applied to different pathologies (eg: using the
reaction-diffusion equation to predict the growth of high grade and
low grade glioma or in cardiac modeling) such as in [Konukoglu 2007,
Konukoglu 2009, Mansi 2010, Relan 2011b, Relan 2011a]. Stroke may
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seem more complex than brain cancer or cardiac pathologies as its re-
search ground is shaken by yet unstable assumptions about its dynam-
ics and unknown factors driving its evolution. However, we believe
that this blurred vision can get clearer if the certainty about what
the image is truly telling us increases. Sharper understanding of our
observations founds the basics of such models to develop.
Probabilistic metamorphic perfusion/diffusion lesion atlas.
As a long-term goal, we can use the metamorphic residual and de-
formation maps (Chapters 7 and 8) to build an atlas of brain lesions
identifying anatomical areas where the highest dynamic change takes
place. This could be achieved using different clinical datasets with
similar acquisition protocols. Such an approach could help in study-
ing hypotheses about stroke lesion behavior such as the PWI/DWI
mismatch concept. It could also deal with issues such as variability in
arterial vascular territories and boundaries which probably influence
DWI/PWI lesion evolution. It could also determine the effect of back-
ground brain changes such as white matter hyperintensities on lesion
evolution. One could also develop statistical models investigating the
association between acute lesion characteristics and functional out-
come and the effect of treatment. This atlas would present an efficient
tool to gather patient-specific information using dynamic modeling
techniques. Once built, it could be used to extract population-specific
features and reliably predict final tissue fate using sophisticated sta-
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tistical models as such in [Allassonnière 2007, Allassonnière 2010].
Another appealing research direction is to use statistical models to
identify the changes in population-based lesion shape and intensity
depending on their vascular territory and occlusion site using this
probabilistic metamorphic atlas. It is preferable to build two atlases:
one using perfusion data and another using diffusion data. Then, we
can compare both of these atlases to examine the relation between
population-specific hemodynamic alterations in perfusion abnormal-
ity and population-specific variations in diffusion abnormality. Be-
sides, this atlas could help us identify the deformation modes that
encode lesion shape variability –as mentioned in Section 8.6. Fur-
thermore, rather than build two atlases, one could also consider a
joint model of both datasets so that the two modalities may be bet-
ter related to each other. This would provide cutting-edge research
tools to tackle unsolved problems in stroke and choose the optimal
therapeutical strategy.
9.2.3 Conclusions
The area of stroke research was distant from mathematical modeling.
To the best of our knowledge, this thesis work is the first attempt to
bridge that gap and bring new insights into stroke dynamics. Stroke
dynamic behavior is an area in which it is easy to observe patterns
and think that they are generally valid, but amazingly difficult to
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pin them down with a proper proof or validation method. We need
to be very careful that we are not overstretching the evidence that
is available for our methods. It is always safe to keep some mar-
gins of uncertainty about our observations to not fall into dogmas.
Our approach constitutes a novel way to study the 4D alterations of
stroke lesion using time-series imaging and have some comprehension
of the basic processes that are involved in stroke. We hope that this
thesis will encourage stroke researchers to adopt the “dynamic mod-
eling” path to gain better understanding of stroke lesion evolution.
There are still wrinkles in perfusion and diffusion abnormality evolu-
tion “theories” but surely they will be ironed out as we gradually build
a more unified view of stroke dynamics consistent and congruent with
diverse clinical datasets. Finally, we would like to point out that the
models presented in this thesis are not specific to stroke. They can
be applied to other pathologies and other types of longitudinal data.
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