INTRODUCTION
The formation of a non-Maxwellian electron distribution with a fast electron tail plays an important role in many fusion applications. In laser fusion, the generation of hot electrons is one of the major problems. Energetic electrons penetrate the pellet core, and the resulting preheating prevents the efficient compression of the fuel. In magnetic fusion, fast electrons are produced in various rf-heating and current drive applications. In noninductive current drive in tokamaks, the fast electrons enhance the current drive efficiency because they are weakly collisional, so that the current is easy to sustain.1 Several mechanisms of fast electron generation have been identified during recent years. Usually the mechanisms are based on the presence of large-amplitude electrostatic waves with an appropriate wavelength range. In the case of a single coherent wave, some of the electrons are trapped and accelerated toward the phase velocity of the wave. Fully trapped electrons bounce between two extreme velocities around the phase velocity.
In laser-plasma interactions, fast electrons are produced by the parametric instabilities, such as the twoplasmon decay 2 near the quarter-critical density and the stimulated Raman scattering 3 ' 4 (SRS) below the quartercritical density. These instabilities generate largeamplitude electron plasma waves with phase velocities Vph> 2ve, i.e., k)lD <0.3, where ve is the electron thermal velocity, k is the wave number of the plasma wave, and AD is the Debye length. If the trapped electrons are accelerated to the phase velocity vph, their energy is more than ten times larger than the average energy of the bulk electrons.
In stimulated Raman scattering, the scattered electromagnetic radiation may propagate either backward (SRS-B) or forward (SRS-F). The electron plasma wave travels in both cases in the direction of the pump wave. The phase velocity of the plasma wave of SRS-B is very different from that of SRS-F. This difference has a large influence on the energy of the fast electrons. In most practical cases, the Raman backward scattering dominates over SRS-F because SRS-B has a larger gain. At high temperatures and low densities, the plasma wave excited in SRS-B is heavily damped, which implies that the Raman forward scattering prevails in long scale-length plasmas. This type of situation occurs, e.g., in reactor grade tokamak plasmas, where the electron temperature exceeds 10 keV, and in the corona of millimeter-size fusion pellets. The stimulated Raman backward and forward scattering has been extensively studied by particle simulations in unmagnetized plasmas. 5 8 Stimulated Raman scattering of free-electron-laser (FEL) radiation can be applied to current drive in tokamak plasmas. 9 '1 2 The fast electrons generated by SRS-F are almost collisionless, which improves the current drive efficiency. In tokamaks, the plasma is magnetized, which has to be taken into account in the simulations of the Raman current drive. The predictions for unmagnetized plasmas are obtained as special cases. We consider SRS-F in the parameter range, where the phase velocity of the electron plasma wave exceeds 0.9c. The corresponding energy of the fast electrons is highly relativistic, i.e., y= (1 -V2h/c 2 ) -1/2>2.3. Our simulations reveal that these plasma waves are, in fact, able to produce even more energetic electrons-in the range yr4-1 2 . The presence of a highly relativistic electron tail may improve the current drive efficiency. Vlasov codes suit particularly well for the description of the tail phenomena, where only a small number of electrons is involved. In this type of problem, particle simulation codes suffer from poor statistics.
The dynamics of the wave-particle interaction in SRS is interesting. When the phase velocity of the plasma wave is close to the thermal velocity (vph < 2ve), the heavy Landau damping limits the growth of the plasma wave. This keeps the wave-wave interaction weak, and therefore a very long plasma is required to deplete the pump wave. In the present study, the situation is different because the electron plasma wave has a large phase velocity (Vph >4.5v, ) . Initially, the Landau damping is negligible, and therefore the amplitude of the plasma wave can reach a high level. This enables a strong interaction of the plasma wave with a fairly large number of electrons. The simultaneous pump depletion and the efficient fast electron generation cause a collapse of the plasma wave. The situation is somewhat similar to the wave breaking, but the present simulations are far from this limit. In current drive, this kind of behavior may be beneficial, because it gives rise to a localized energy transfer from the pump wave to the current carrying electrons.
Another feature of the stimulated Raman forward scattering is a strong, nonresonant generation of antiStokes radiation. The anti-Stokes generation reverses the action transfer, and thus it deteriorates the energy conversion from the pump wave to the electron plasma wave. This decreases the current drive efficiency. If the plasma is underdense enough a second Stokes wave can be excited. The energy transfer to the plasma wave is enhanced by the decay of the Stokes wave.
The time scale of our Vlasov-Maxwell simulations is much shorter than the electron collision time. During the simulation we can analyze the microscopic wave-particle dynamics, the tail formation, and the energy transfer from the pump wave to the particles. We are not, however, able to predict the overall current drive efficiency because it depends on the slow collisional relaxation of the tail electrons.
Two-dimensional effects, such as Raman sidescattering and filamentation, are not considered in the present study. The Raman backscattering in an unmagnetized plasma may evolve into the sidescattering as the plasma begins to heat up and the damping for the backscattering increases.
1 3 "1 4 In a magnetized plasma, the twodimensional effects may be even more complicated, because the magnetic field makes the nonlinear coupling of the waves anisotropic. Another limitation of the present simulations is that the ions are fixed. This excludes the competition between the stimulated Raman scattering and the processes involving ion modes, e.g., the stimulated Brillouin scattering.' 5 "1 6 Furthermore, the fixed ions exclude the modulational instabilities 17 and the coupling of the plasma wave to the ion modes.
18
The paper is organized as follows. In Sec. II, we describe the basic properties of the stimulated Raman scattering in a magnetized plasma. The simulation parameters and the results of the relativistic Vlasov-Maxwell simulations of the stimulated Raman forward scattering are given in Sec. III. The envelope equations of SRS-F and their numerical solutions are compared with the simulation results in Sec. IV, which also includes a discussion on the anti-Stokes generation. Section V deals with the fast electron generation. Results of the Vlasov-Maxwell simulations are analyzed via simple single-particle calculations, which reveal interesting features in electron acceleration. Finally, the results are summarized in Sec. VI.
II. SRS-F IN A MAGNETIZED PLASMA
Stimulated Raman scattering is the parametric instability in which an intense electromagnetic pump wave Eo(ko,wo) decays into a scattered Stokes wave E_ (k_,c_ ) and into a longitudinal plasma wave E(k,co): Eo -E_ +E. Both stimulated Raman backward and forward scattering are possible. In SRS-F, a nonresonant anti-Stokes component may be excited by the coupling between the pump and the plasma wave: E 0 + E -E+. At very low densities, further cascading of the Stokes and anti-Stokes waves stabilizes the stimulated Raman forward scattering, and the plasma wave can be excited only by the beat-wave method.'9,' 2 0 We study the stimulated Raman forward scattering in such plasma conditions that the backscattering does not occur. We assume a homogeneous plasma and a simple geometry, where all the waves propagate parallel to the external magnetic field Bo. Thus, circularly polarized electromagnetic waves are eigenmodes of propagation. This situation corresponds to the Raman current drive in tokamak plasmas, when the interaction region is located close to the magnetic axis, and the FEL beam is aimed along the field lines.
'
11 In this geometry, the linear dispersion relation of the high-frequency electromagnetic waves reduces to the familiar form, 
where d (kjoj) is related to the transverse dielectric function, Qe= I eBo/meI is the electron gyrofrequency, sp= (nee 2 /EOme) 1/2 is the plasma frequency, and j=0, -stand for the pump and the Stokes wave, respectively. Here, as in the formulas below, the upper sign must be chosen for the right circularly polarized (RCP) waves and the lower sign for the left circularly polarized (LCP) waves. In SRS, the scattered wave has the same polariza- a.
The phase matching conditions (3) of the Stokes process and the dispersion relations (1) and (2) determine the frequencies and the wave numbers of the waves excited in SRS. Hence, we can calculate the phase velocity of the electron plasma wave, vph=Co/k, and the quantum efficiency o/C 0 of SRS-F, which are important parameters in estimating the efficiency of the Raman current drive. 9 " 1 1 The phase velocity of the electron plasma wave characterizes the energy of the fast electrons, and thus their collision frequency. In the current drive, the collisional dissipation must be compensated by the rf power, and therefore it is advantageous to use as fast electrons as possible. Figure I shows the momentum of an electron, which moves at the phase velocity of the plasma wave created by SRS, i.e., At this temperature, we have Pph/Pth = 3-6 in SRS-B and the plasma wave excited by the backscattering is only weakly Landau damped. Therefore SRS-B, which has a larger gain than SRS-F, dominates in this temperature region. In a tokamak reactor, where the electron temperature is 20 keV, we have pth/mec=0. 2 0. In these conditions, we have pph/Pth = 2-3 in SRS-B. Hence, the heavy Landau damping suppresses the backscattering and the weakly damped forward scattering can grow much faster than SRS-B. The backscattering is therefore not excited in our simulation.
III. VLASOV-MAXWELL SIMULATION

A. Vlasov-Maxwell code
Most of the simulations to study the beat-wave process or the Raman scattering in a magnetized plasma have been performed by using particle codes (see, e.g., Ref. 9) . In this work, we present results obtained from simulations with an Eulerian relativistic Vlasov code. Such a code renders possible the detailed examination of the low-density regions of phase space, which are poorly described in the usual particle in cell (PIC) codes. The code has been successfully applied to study the relativistic electrons produced in the stimulated Raman scattering. 2 3 24 A second advantage is the noiseless character of the code, which is due to its Eulerian type. This property makes possible a very precise diagnostics of the different fields with the aid of the Fourier and Hilbert analysis, 2 5 which provide the envelopes and phases of the different modes. Interesting comparisons with the results obtained from envelope equations are then available.
Let us consider plane LCP or RCP waves propagating in the x direction, along the external magnetic field Bo. The plasma can be accurately described by the Vlasov equation for the electron distribution function F(xp,,pj,t): 
The scalar potential '1 and the vector potential 
The longitudinal field of the plasma wave is Ex =E (x,t)exp[i(kx-ot) ] +c.c. (9) (10)
The computational effort for a fully kinetic 1-2D simulation (i.e., four phase space variables x, p, P,, pz) is enormous. Let us therefore consider the following class of exact solutions of (5): ( 1 1) The reduced electron distribution function f (xpx,t) describing the particle motion along the x direction satisfies the one-dimensional relativistic Vlasov equation: .L= -at ,
In this model, the plasma is described by exact "1 equations in the direction normal to the external mag field, while fully preserving its kinetic features in the c tion of the magnetic field. The transverse momentum obtained through the introduction of the canonical g alized momentum, defined as PL(x,t) =PL(x,t) +eA±(x,t).
The momentum P 1 satisfies the "fluid" equation (a a )PL=PiXn,-eAle range where the stimulated Raman forward scattering (12) dominates over the backscattering. (13) wave). Typical FEL intensities given in terms of the quiver velocity vo = eEOImepo in the pump field vary in the range vo/c=0.08-0.1 18.
It must be stressed that the one-dimensional model is not an approximation but an exact subset of the full kinetic I'-D Vlasov model. Using periodic boundary conditions a very good agreement has been found between this simplified description and the fully kinetic code both in unmagnetized 2 6 and magnetized1 2 plasmas. Equations (12)- (14), together with the Maxwell equations for El, B 1 , and Al, and with the Poisson equation for Ex, form the basis of our fully relativistic electromagnetic Vlasov code for a magnetized plasma. From a numerical point of view it is convenient to consider the relativistic motion along the x axis only, i.e., to focus the attention to a small population of electrons that have been accelerated to high momenta by the trapping field. In Eq. (12), we have r= (1+p /m 2c 2 )1/ 2 as a function of px only, which allows the time-splitting scheme with the separation of x and px variables to work efficiently on a vector computer like Cray-2.
In this paper, the emphasis is on the development of the Vlasov code for a bounded plasma, which enables us to restore the spatial causality that is destroyed by the periodic boundary conditions. The boundary conditions adopted are very similar to those presented in Ref. 24 for the unmagnetized case. 
B. Simulation parameters
We consider a plasma slab of length L surrounded by a void. The plasma is homogeneous except for the steep density gradients at both ends. A circularly polarized pump wave (LCP or RCP) enters the system at one end. All the simulations have been carried out in conditions relevant to the Raman current drive with FEL's in a tokamak reactor: electron density, ne= 1020 m-3 ; magnetic field, Bo=4.8 T; and electron temperature, Te=20 keV.
The ratio of the electron cyclotron frequency to the plasma frequency is S.1e/op= 1.5, which is a typical value on a magnetic axis of a tokamak reactor. The reason for choosing a high electron temperature is that it maximizes the plasma pressure. The high pressure leads to a high bootstrap amplification 2 7 ' 28 of the FEL-driven seed current, which is necessary to enhance the overall current drive efficiency. The chosen temperature is well in the An estimate for the basic gain length with volc=0.08 is Lg= 15AO (see Ref. 11) . To obtain a significant pump depletion, we consider a plasma slab of length L=280Ao or 128A, where A is the wavelength of the plasma wave (plus the void and the density jumps on both sides, giving a total length of 140A'). A grid of 4480X 1024 mesh points in the (x,px) phase space is needed to simulate accurately the system up to o.pt= 1000.
R CP case: An optimum operating point 1 ' for the current drive is found to be 2/co2=le/n-r=0.05 (i.e., kOc/P=4.30 orA, 0 =0.747 mm) with a laser intensity, corresponding to a quiver velocity vo/c=0.027. The phase matching conditions for the Raman forward scattering now predict co/_,p= 3 . 3 9 3 , kc/wp=3.118, (Stokes wave) and o/wop = 1.079, kc/op= 1.183 (plasma wave). In this case, it was found sufficient to consider a plasma of length L = 64 A equivalent to 2333AO. The simulation parameters are summarized in Table I .
The steep density gradient at the entrance of the plasma is sufficient to create a perturbation to start the Raman instability. The ions form a fixed, neutralizing background. In the RCP simulation, the initial electron distribution function is Maxwellian, while in the LCP case a hot tail of 5% 100 keV electrons has been added to enhance the interaction between the plasma wave and the electrons.
C. Raman forward simulations
The envelopes of the different modes of the rapidly oscillating fields can be obtained in a similar way as in the simulations reported in Ref. 25 for an unmagnetized plasma. At a given time, the signal is Fourier analyzed and thereafter a Hilbert transform is performed, which yields the envelopes of the fields. Figure 2 shows the Hilbert envelopes of the LCP electromagnetic waves at various times. At an early time opt = 718, some pump depletion can be observed. The nonresonant anti-Stokes wave has grown to a level of about one-half the Stokes wave. At later stages, the anti-Stokes mode grows to almost the same level as the Stokes mode. The anti-Stokes generation reverses the energy transfer back to the pump wave so that the pump depletion is not as complete as at earlier times.
The longitudinal electric fields of the LCP case at various times are illustrated in Fig. 3 . In the beginning, the plasma wave is well behaved with a smooth envelope. At wpt=718, there is a decrease in the amplitude beyond xcopc= 300, which is caused by the anti-Stokes generation. Later, at wpt= 837 and 917, some short wavelength amplitude modulations occur. The modulations appear simultaneously with the fast electron generation, as will be dis-
The Hilbert envelopes of the electromagnetic waves at different times in the RCP case are displayed in Fig. 4 . At o,,t=600, there is already some pump depletion corresponding to the buildup of the Stokes wave. A clear depletion of the Stokes wave caused by the down-cascading to the second Stokes component can be observed at xco/c>220. The amplitude of the second Stokes wave is about the same as that of the primary Stokes wave. Also, an anti-Stokes component appears, but it is somewhat weaker than in the LCP case. Later, at copt= 730, the pump depletion is almost complete. In the region of the pump depletion, the Stokes amplitude is considerably reduced due to its further decay down to the second Stokes wave. The down-cascading enhances the action transfer to the plasma waves. Figure 5 illustrates the longitudinal electric fields in the RCP case. Strong modulations of the envelope are evident. They appear from copt=600 on, and lead, finally, to a collapse of the plasma wave. In Sec. V, we demonstrate that the collapse coincides with strong wave-particle interactions (see Fig. 11 ) .
The wave number spectra of the transverse and of the longitudinal fields in the RCP case are illustrated in Fig. 6 at two instants. At wpt=600, the Stokes and the antiStokes peaks are clearly resolved in the electromagnetic spectrum. The peaks are in good agreement with the predictions obtained from the phase matching conditions and linear dispersion relations (see Table I ). Also, the second Stokes wave can be seen in the electromagnetic spectrum and the corresponding longitudinal spectrum has a side peak at kc/colp 1.6. The phase matching conditions and the linear dispersion relations predict that the wave numbers of the second Stokes wave and of the plasma wave should be k-2 c/Op= 1.39 and k'c/cop= 1.73, respectively. The peaks in the electromagnetic and in the longitudinal spectra of Fig. 6 match rather well with these values. Later, at copt= 730, the side peaks continue to grow and the k spectrum of the plasma wave broadens remarkably. The presence of two plasma waves may be responsible for the amplitude modulations appearing in Fig. 5 . The main difference between the performed LCP and RCP simulations is that the Stokes cascading is possible only in the RCP case. The reason for this is that at a temperature of 20 keV the second Stokes scattering of a LCP wave is possible only if cl/op> 1.60 (see Fig. 1 ).
Because we had co_/1,p= 1.51 in the LCP simulation, the second Stokes scattering could not occur. The amplitude modulations are stronger in the RCP than in the LCP simulation. The reason for this may be that only in the RCP simulation are there two plasma waves present. Another difference is that in the RCP run the maximum antiStokes amplitude remains smaller than in the LCP run. The pump depletion and the action transfer to the plasma waves and fast electrons are therefore more effective in the RCP than in the LCP case. The plasma wave collapse is most likely caused by the wave-particle interactions, which are more important in the RCP than in the LCP simulation.
IV. ENVELOPE MODEL FOR SRS-F A. Envelope equations
We assume a simplified system in which the electromagnetic field spectrum is composed of the pump, Stokes, and anti-Stokes components, the other components being negligible. The plasma wave has correspondingly only one main Fourier component. Thus the system can be adequately described as a four-wave system. The electric field amplitudes (8 )- ( 10) We have assumed slowly varying amplitudes in time and space for all waves. We have not included the second Stokes wave and the corresponding plasma wave, which start to be important at later stages of the instability. In the RCP case, Eqs. (15)-(18) are therefore able to describe only the early evolution of the system before the secondary Stokes decay sets in. In the following, we apply this model only to the present LCP simulation, where the secondary Stokes scattering is excluded.
The relativistic frequency shift is A l a 1 2, where A=-" (6) The relativistic frequency shift is important at high pump intensities when the electron oscillation velocity Uris = I eE/mop I in the field of the plasma wave becomes relativistic. 2 9 In this case, also the second spatial derivative i d2a/lx 2 should be retained in (18) in order to obtain the short-wavelength spatial modulations.
The normalization of the fields is such that the squares of the amplitudes represent the action densities of the waves, i.e., I aj 1 2 =Eo | Ej | 2 /copuj and I a1 2 =Eo IEI 2/2o). The parameter uj is defined by
where the upper and the lower sign refer to the RCP and LCP wave, respectively, and j=0, +, -. The plasma wave is considered unmagnetized, i.e., the group velocity is simply vg=3v)2k/o. Its linear damping rate is denoted by r.
We have assumed I n, (F 0 j I > kjve so that the electron cyclotron damping of the RCP waves is negligible. We have also ignored collisional damping, which is well justified in high-temperature plasmas.
The pump wave EO(kooo), the Stokes wave E_ (k_,co_) , and the electron plasma wave E(k,o) are assumed to be normal modes, i.e., they obey the dispersion relations (1) and (2). Thus we can set in (15), (16) 
6-=-2uod_ (k_,e_2),
The anti-Stokes wave E+(k+,o+) is a quasimode, which means that its wave number k+ and frequency co+ do not satisfy the electromagnetic dispersion relation (1). This gives rise to the mismatch term i5+ in (17), where
Inserting o+ and k+ from the phase matching conditions (4) to the function d+ in (1), we find
With the simulation parameters of Table I , we obtain the anti-Stokes mismatch 5+/o)P=0.0557 and 0.0232 in the RCP and LCP case, respectively. The mismatch 5+ is rather small, even smaller than the thermal correction in the Bohm-Gross dispersion relation, which partly explains the easy onset of the anti-Stokes generation in the simulations. The coupling coefficients K+ and K_ in (15) where j= -, + correspond to the Stokes and to the antiStokes coupling, respectively.
B. Anti-Stokes generation
In SRS-F, the nonresonant anti-Stokes wave is only weakly detuned, and thus it can grow to large amplitudes in long plasmas. In the following, we shall study in more detail the effects that the anti-Stokes generation has on SRS-F. The second Stokes wave plays a negligible role at the onset of the instability when even the Stokes wave is still very weak. The linear growth rate and the instability threshold can be estimated from the linearized equations for a-, a+, and a. Neglecting the pump depletion and the temporal and spatial derivatives, we obtain from Eqs. (16) 
The growth rate y and the intensity-dependent frequency shift Ao =Re{0i_-at_} for the stimulated Raman forward scattering can be estimated from
which are valid well above the threshold (yFr,r_). The anti-Stokes generation modifies the three-wave process by introducing the frequency shift (32), which increases in proportion to the pump power. This detuning reduces the growth rate from the pure three-wave case, where Aco_0. The standard three-wave expressions are obtained by letting 6+ 6 00.
In the present simulations, the frequency shift (32) is small (Ac/olp<0.01), thus having a negligible effect on the growth rate r. According to Eq. (33), the growth rates with the simulation parameters of Table I are in the LCP (RCP) case y/op=0.0140 (0.0157). The growth rates of the plasma waves in the simulations were determined by measuring the maximum amplitude of the plasma wave at early stages of the instability. The growth rate in the LCP (RCP) simulation was yim/wop=0.009 14 (0.0105). This is simple predictor-corrector method. As an initial condition, in rather good agreement with the analytical estimate. we assumed an electrostatic noise level of The growth rate (33) 2 smaller culation and the simulation is excellent, which indicates than the three-wave growth rate in an unmagnetized that the nonlinear wave-particle interactions are negligible plasma, which can be obtained from (33) by setting A=0 at this time.
and Qe=°
Envelopes of the waves in the LCP case at pt=718 In well-underdense plasmas, 65+ 0 and a further casare shown in Fig. 8 . The simulation is similar to the one cading of the Stokes and anti-Stokes components must be shown in Figs. 2 and 3 , except that no fast electron tail was taken into account. heavy phenomenological damping is needed, because the wave is then no longer exponential, but linear. If there are wave-particle interactions affect strongly the plasma wave initially two modes (the pump ao and the Stokes wave a_), at goot= 718. The same damping coefficient gives a rather the temporal growth of the plasma wave amplitude is given good fit to the simulation results also at an earlier time, by 20 cO,,t= 598.
The maximum amplitudes of the waves obtained from
(39) the envelope calculation are roughly equal to those obThis follows from the fact that the driving term tained from the Vlasov simulation (see Fig. 8 ). There are, Iama_ ai of the electron plasma wave is a constant of mohowever, some distinct differences. The depletion length of tion. If the Stokes wave starts from noise, the pump wave is shorter than in the Vlasov simulation, (0) 1, the linear growth is very slow accordeven though the damping in the envelope calculation is ing to (39), i.e., the Raman forward scattering is stabilized much larger than the linear Landau damping. Another by the electromagnetic cascading. The plasma wave grows difference between the Vlasov and the envelope calculation only in the beat-wave method, where the Stokes wave can be seen in the shape of the envelope of the plasma a_ (0) is initially of the same order as ao (0) .
wave. This difference is mainly caused by the wave-particle interactions that occur in the Vlasov simulation. The en-C. Numerical envelope calculations velopes of the Stokes and of the anti-Stokes waves agree quite well with those obtained from the Vlasov simulation. We have solved Eqs. (15)- (18) 
numerically in order
The importance of the relativistic and linear detuning to test the validity of the envelope model and to obtain in Eq. (18) was studied by repeating the envelope calcumore insight into the simulation results. We shall analyze lation with A=0 and with 6+=0, respectively. As exonly the LCP case, because the Stokes cascading is not pected, the effect of the relativistic detuning on the waves is included in our envelope model. The envelope equations largest near the maximum of the plasma wave (see Fig. 8 ). were solved by integrating along the characteristics with a
In regions where the amplitude of the plasma wave is small (e [ El /mopc <0.1) the relativistic detuning is insignificant. The envelope calculations show that the stimulated Raman scattering is rather sensitive to the amount of the linear detuning 8 + (see Fig. 8 ). When we have 8 + = 0 the anti-Stokes wave is resonant and already grows at the beginning of the interaction. This tends to stabilize the Raman process by reversing the action transfer. Since the action is transferred from the plasma wave to the antiStokes wave, the amplitude of the plasma wave remains low and the anti-Stokes wave becomes large. On the other hand, the Stokes wave remains small because it is driven by the weak plasma wave.
The main reason for the differences between the envelope calculations and the Vlasov simulations is the very simple model for the plasma wave damping. The nonlinear wave-particle interactions that depend on the amplitude of the plasma wave cannot be modeled by linear damping that is constant in time and space. Even damping that depends on the amplitude of the plasma wave, e.g., r = rL + rNL a 1 2, does not give good results. This kind of instantaneous nonlinear damping decreases drastically the maximum amplitude of the plasma wave and gives results that are in strong contradiction with the Vlasov simulations.
In conclusion, the slowly varying envelope equations describe the early evolution of the waves fairly accurately, and they apply particularly well to weakly driven systems. At modest amplitude levels, the use of an effective linear damping gives reasonable results, and the envelope model is useful in applications that are cumbersome to describe by Vlasov simulations. In the strongly nonlinear regime, the wave-particle interactions are important, which makes the envelope approach very difficult. In this case, the Vlasov or the particle simulations are the most reliable methods if accurate results are needed.
V. GENERATION OF ULTRAFAST ELECTRONS
In Ref. 24, we have shown that our Vlasov code is able to give a precise description of the phase space dynamics. The correlation with the simple orbit theory is striking even when the waves are not steady, so that separatrices, strictly speaking, do not really exist. We recall that the separatrix momentum can be easily calculated from the potential obtained from the output data of the code by using Eq. (23) of Ref. 24. Figure 9 shows a portion of the phase space plots at a fixed time for the RCP and LCP polarizations. The grey shade indicates the magnitude of the particle distribution function f(xp,). The solid curves mark the separatrix between the trapped and untrapped particle orbits for the local amplitude of the plasma wave. More details of the particle distribution functions can be found in Fig. 10, which displays (f(xp))) at various central positions x. The spatial average (f(xp,) > is over three wavelengths of the plasma wave. In Fig. 10 , the momentum scale is replaced by the kinetic energy 1-1. as a function of r-I at cot=718 (LCP) and at opt=730 (RCP) around the central positions marked in Fig. 9 . The spatial average ( ) is over three wavelengths of the plasma wave.
The simulations demonstrate the generation of ultrafast electrons with y>4 corresponding to total energies that exceed 2 MeV. The phase velocity of the electron plasma wave in the RCP case, vph=&)/k=0. 9 l 2 c, would suggest a considerably smaller electron energy y=2.44. The plateau in the distribution function settles at a level of about 10-3 of the peak value in the RCP simulation. In the LCP simulation, the phase velocity of the plasma wave, vph/c=0.955, is larger than in the RCP simulation, and therefore the plateau is low, even though a hot tail with 100 keV electrons was added to the initial distribution. In the RCP run, the overall local hot electron density is thus of the order of l0-3 of the bulk density. It is also worth noticing the stratified structure of the hot electron tail of the distribution function (see Fig. 10 ). The wave-particle interaction is stronger and more chaotic in the RCP simulation due to the larger number of the fast electrons. Also, the second plasma wave created by the second Stokes scattering in the RCP run increases the wave-particle interaction, because its phase velocity is only vph=0.67c. A sign of the second plasma wave can be seen in the distribution function of Fig. 10 (c) at y-1=0.35. The phase space plot of the LCP run is much more regular and adiabatic, even though there is initially a hot tail to enhance the waveparticle interaction. In the momentum space, the LCP tail extends to much higher values (up to y-I= 12).
The wave-particle interaction is very strong in the RCP simulation, in spite of the large phase velocity of the plasma wave, vph/Ve = 4.61 (see Fig. 9 ). The reason for this is that the plasma wave instantaneously reaches such a high local amplitude that the number of the electrons within the trapping region becomes non-negligible. Because the lower trapping velocity has to be close to ve before there is any appreciable number of interacting electrons available, the plasmon may first grow almost undamped to a large amplitude. After the overshoot the plasmon quickly collapses with the onset of an efficient energy transfer to the accelerated electrons. This sequential behavior occurs, especially in the RCP simulation, and can be seen in Fig. 9 , where the magnitude of the local plasma wave amplitude can be deduced from the width of the separatrices. regrowth. Therefore, the plasma wave collapses and is not able to trap electrons significantly anymore. Figure 12 shows a window moving at the phase velocity of the LCP plasma wave. The spatial locations of the window at various times are shown in Fig. 3 . The window provides snapshots of the particle acceleration process. As the strongest field region is reached, the electrons in the Gaussian wing become accelerated and their maximum energy approaches the value corresponding to the upper trapping limit. The fast particles escape the strong field region and thereafter become decoupled from the field, retaining their high energy.
As is evident from the simulations, the field-particle interaction is a transient phenomenon. A simple model that describes some of the basic features of the electron acceleration process is obtained by assuming the electric field (41) A Gaussian envelope is chosen for the sake of discussion. The rather complete pump depletion is evident from
The electrons move initially at a velocity uO in the region the simulations. Figure 11 displays the amplitude of the x4 -w. They are accelerated by the field (41 ) and acquire RCP pump wave and of the electron plasma wave and the a final velocity u. when x>w. The electrons are regarded action density of the hot electrons defined by as test particles, and therefore their reaction back onto the 1 -= field is neglected.
The trajectory of the electron is obtained by integrating COPlow numerically the relativistic equation of motion. Figure 13 where po =plow (x) is the value of the momentum px corgives two typical examples of the trajectory, velocity, and responding to the lower branch of the separatrix. The ackinetic energy of the electron as a function of time. The top tion transfer to the electrons leads to an almost complete graph represents a "low-field" case, where, in spite of the local depletion of the plasma wave. As the pump is emptied considerable velocity oscillations within the field region, in the same region, there is no chance for the plasmon the final speed u. differs only marginally from uO. In the The initial velocity is uo/c=0.7; the other parameters are Vph/C=0. 9 .
w/A = 20, and 0 = 0.
lower part, the total velocity change is large and thus efficient energy transfer takes place. In this "strong-field" case, the electrons get momentarily trapped. As the field is localized, the electrons can escape with a large energy increase before being rebounced by the out-of-phase part of Wo,max/mC
where E=Ecr has to be used when evaluating iq. N that W,max is the kinetic energy corresponding to th( per trapping velocity up = (Vph + Vtr) / ( 1 + VphVtr/C 2 ) a and it is thus independent of the field strength for Es The curve has an irregular structure with windows of strength where no acceleration occurs at all.
If we fix the field amplitude E and vary its pha which is equivalent to varying the initial position of the electron, we obtain curves such as the one in Fig. 15 . characteristic feature is here, too, that the electron i accelerated at all or gets almost a constant boost fron field. This behavior is most probably of the same orig the stratified pattern appearing in Fig. 12 .
It must be pointed out that the above analytical rn has a limited validity range. The semiempirical ret (42), and consequently also (45), fails when u 0 dev enough from Vph. For instance, in the case of Fig. 14 value of Ecr obtained from the numerical integration al well with (42) down to uo 0 z.6c. For initial speeds ir range uo<0.5c, the particle acceleration seems to be absent. Furthermore, the maximum energy Wmas st significant variations with E, in particular, when the region is only a few wavelengths wide (say, K < 10).
In the LCP (RCP) case of Table I , the anal) model predicts for uo>0.7c that the onset of efficien celeration occurs at field strengths eEcr/mcopc 0.43 (( or less. If the initial velocity u 0 is smaller, field stren much larger than those occurring in the simulations are required. The final energy is according to (45)
If we add into the field (41) several Fourier components under the same envelope the acceleration behavior changes, but still some of the characteristic features are retained. For instance, the abrupt transition at Ecr survives, albeit the value of Ecr is reduced. At about 30% amplitude modulation with a spatial frequency 0.25k, the lower acceleration limit in the LCP case decreases to uo=0.5c. The corresponding critical field decreases to eEcr/mcopc=O.23, if the total intensity is the same as in the single-mode case. The final particle energies drop to about 8mc 2 . In the RCP case, the changes are similar. Clearly the spectral broadening of the plasmon field facilitates the particle acceleration. A detailed study of this is, however, beyond the scope of this paper.
VI. SUMMARY AND DISCUSSION
so
We have investigated the stimulated Raman forward scattering in conditions relevant to the Raman and beatwave current drive in reactor grade tokamak plasmas.
9 "'l Our study includes relativistic Vlasov-Maxwell simulahe field tions and supporting envelope and test particle calculaher pations. The emphasis of the study is in relativistic waveparticle interactions, which show many interesting features.
In the RCP simulation, an initially weakly damped plasma wave grows to a large amplitude and depletes the (45) pump wave. Simultaneously, the plasma wave begins to interact with the electrons, which leads to a collapse of the iotice plasma wave and to generation of fast electrons. In the e up-LCP run, the wave-particle interaction and the fast electt Ecr, tron generation seem to be more adiabatic and weaker, > E,:.
even though a hot tail of fast electrons has been included in f field the initial preparation. One reason for the difference is the second plasma wave that is created by the second Stokes se +, scattering in the RCP simulation. The second plasma wave e test enhances the wave-particle interactions, because it has a . The smaller phase velocity than the plasma wave created in the is not first Stokes scattering. The k spectrum of the longitudinal m the field broadens considerably due to the appearance of the ;in as second Stokes coupling. The simulations demonstrate the generation of ultranodel fast electrons in the Raman forward scattering. The oblation served maximum energies clearly exceed the estimate, viates based on the phase velocity of the plasma wave. A much 4 the better approximation for the maximum energy is obtained grees by using the upper trapping velocity as the characteristic n the velocity. In the trapping region of the plasma wave, a plafully teau forms because of the wave-particle interactions. In Ehows finer detail, there are striations in the distribution function field that are similar to those obtained by using the simple model of Sec. V. A remarkable feature of the wave-particle ytical interaction is its strength, despite the large difference beit actween the electron thermal speed and the phase velocity of 0.22) the wave. Even the lower trapping velocity ulw is in the ngths simulations much larger than the thermal velocity. 
Bertrand et at.
In the RCP simulation, strong spatial modulations of the plasma wave amplitude are observed. The modulations and the nearly chaotic phase space behavior may be caused by the second plasma wave that is created in the second Stokes decay. The analysis of the short-wavelength modulations, however, calls for more advanced methods. An improvement would be the inclusion of the second spatial derivative into the envelope equation for the plasma wave, which would then resemble the nonlinear Schrodinger equation. The second Stokes scattering should also be included in order to describe the RCP system correctly. These improvements are, however, beyond the scope of this study.
Strong generation of the anti-Stokes wave is observed both in the RCP and LCP simulations. The estimated growth rates of SRS in the simulations are fairly close to the analytical estimates. At the intensity range considered, the effect of the anti-Stokes component on the SRS-F growth rate is small.
In the LCP run, the anti-Stokes scattering is important already at low frequencies of the pump wave. In the Vlasov simulation, the pump frequency in the LCP case was only co=2.58o,, but the anti-Stokes scattering was not suppressed by the detuning. When the simulations were repeated by solving numerically the envelope equations, the mismatch was estimated from the linear dispersion relations and phase matching conditions. In the LCP case, the mismatch was rather small: 5+=0.023wp. Strong antiStokes generation was observed also in the envelope calculation, in good agreement with the Vlasov simulation. The amplitudes of the plasma wave and of the Stokes wave were found to depend sensitively on the amount of the linear detuning of the anti-Stokes wave. The relativistic detuning of the plasma wave was found to be important only at very large amplitudes.
