New algorithms are described that provide insight into linear field propagation and offer significant reductions in computational complexity. The developments presented here include the usage of a recently developed discrete Hankel transform to implement two single step, planar propagation algorithms for baffled, radially symmetric, acoustic pressure or velocity fields; an update on the single step approaches that reduce computational complexity through geometrically determined spatial frequency limitations; and algorithms for extending to multistep propagation. Two equivalent means of introducing arbitrary medium attenuation into the above schemes are presented. Finally, a planar boundary crossing algorithm that accounts for refraction and reflection (but not multiple reflections) is added to one of the multistep propagating algorithms. The resulting algorithm is then used to examine the differences between the corresponding fields of a focused piston source operating in water and in a layered fat/liver (biomedical imaging) medium. The results yield computationally efficient algorithms that can be used for linear propagation of focused or unfocused beams in attenuating, multilayer media, and also provide the basis for a novel nonlinear propagation algorithm. formula I provides an exact analytical expression for the effects of diffraction on any linear field. For most fields and propagations of interest, though, the analytical solution to this formula is unavailable and the direct numerical evaluation is difficult. This formula is also an expression of Huygen's principle which characterizes diffractive propagation as that of the linear sum of a field's constituent point sources. As such, the diffractive propagation characterized by the Rayleigh-Sommerfeld equation may be viewed as a convolution of the field (usually the source's) with an appropriate point spread function. It is well known that convolution of functions in one domain can be represented as multiplication of the Fourier transforms of the functions, and thus many have used the efficient fast Fourier transform approach to convolutions to calculate diffractive propagation.
INTRODUCTION
The propagation of acoustic fields from realistic sources involves significant effects of diffraction and medium attenuation. The Rayleigh-Sommerfeld diffraction (RSD) formula I provides an exact analytical expression for the effects of diffraction on any linear field. For most fields and propagations of interest, though, the analytical solution to this formula is unavailable and the direct numerical evaluation is difficult. This formula is also an expression of Huygen's principle which characterizes diffractive propagation as that of the linear sum of a field's constituent point sources. As such, the diffractive propagation characterized by the Rayleigh-Sommerfeld equation may be viewed as a convolution of the field (usually the source's) with an appropriate point spread function. It is well known that convolution of functions in one domain can be represented as multiplication of the Fourier transforms of the functions, and thus many have used the efficient fast Fourier transform approach to convolutions to calculate diffractive propagation.
One of the first works that addressed the potential of Fourier transforms for the computation of diffractive field propagation was Ratcliffe's. 2 In this work, Ratcliffe used the fact that a two-dimensional Fourier transform of a harmonic field in a plane is equivalent to a decomposition of the field into a sum of harmonic plane waves traveling over a spectrum of angles (this is analogous to the sine wave decomposition implicit in a one dimensional Fourier transform). This equivalent sum of plane waves is referred to as the angular spectrum of the field, and it conceptually allows the diffractive propagation of any harmonic field between two arbitrarily distant, parallel planes to be reduced in complexity to that of plane waves propagating between the same planes. The angular spectrum concept is the transform domain equivalent of Huygen's principle. Ratcliffe covered a wide range of cases to illustrate the application of the angular spectral decomposition to diffraction theory, although the specific application of interest was radio waves in the ionosphere. Optics textbooks such as those by Goodman 3 and Gaskill I also discuss this methodology.
In acoustics, the angular spectrum methodology has been utilized by a number of investigators in a variety of applications. Maynard and Williams used it to investigate the possibility of subwavelength resolution acoustic holography 4 and to compute the field from planar radiators. 5 Stepanishen and Benjamin applied the angular spectrum approach to the forward and backward projection of planar acoustic fields. 6 Waag et al. 7 reported on a similar investigation except they also explored the important topic of windowing in finite length, discrete operations. The windows investigated included those applied in the spatial domain to the point spread function and those applied in the spatial frequency domain to the analytical transform of the point spread function. Most recently, Shafer and Lewin 8 applied the angular spectrum method to the problem of backpropagation of acoustic fields for the purposes of transducer characterization. These works on acoustic diffraction have been restricted to the use of parallel planes with equispaced, rectangular grids and nonattenuating, homogeneous media. This paper reports on work further investigating the Fourier transform-based approach to diffractive propagation. Our investigation treats the field propagation of planar, baffled, radially symmetric acoustic sources, though the general principles expounded in the paper are applicable to nonradially symmetric, planar sources as well. The constraint of radial symmetry allows our computational efforts to be greatly simplified by utilizing a recently developed, discrete Hankel transform (DHT) algorithm. After briefly presenting this DHT algorithm, we will then present radial fields computed for a baffled, uniform amplitude, piston source using two different transform based, single step, propagation algorithms and discuss the serious shortcomings revealed in the traditional angular spectrum-based algorithm. Next using a geometric spatial frequency relation or "ray theory" approach, and improved angular spectrum algorithm is explored. Then we present two incremental, multistep propagation algorithms based on the single step propagation algorithms. The axial pressure and normal velocity fields of the same uniform amplitude piston source are computed using these algorithms and compared with an analytical pressure solution. Next, equivalent means of introducing medium absorption in the spatial and transform domains are shown. Finally, we present an algorithm for field propagation through multiple, parallel layers of fluid medium and utilize it to consider the differences between the corresponding focused fields in water and a layered fat/liver (biomedical imaging) medium. This multilayer algorithm does not consider multiple reflections and thus is not appropriate for some applications.
Together, the results demonstrate a computationally efficient means for propagating radially symmetric fields through a range of conditions germane to medical ultrasound imaging, underwater acoustics, and other applications. The general treatment of the angular spectrum propagation scheme provides useful insights into diffractive problems in linear acoustics. The methodologies also serve as the starting point for the treatment of diffractive wave propagation in a nonlinear medium, which is covered in a companion paper. provides evidence that the algorithm is a significant improvement over other existing DHT algorithms, especially in applications involving inverse transforms such as in convolutions. Thus, the algorithm appears well suited to diffractive field propagation problems. Johnson's algorithm gives output in the Fourier domain in terms of radians per unit length. We have chosen to convert the algorithm to produce output in cycles per unit length. The resulting pair of discrete Hankel transform equations for a radial function f(r) (which describes the radius of a radially symmetric, two dimensional function) and the corresponding Fourier transform domain radial In order to apply discrete transforms to single-step propagation of fields, sampling must be performed across some finite extent of the source and propagation functions. Two approaches, with different consequences, can be taken here. One of these algorithms directly samples h (z,r) and we shall call this the spatially sampled convolution (SSC) algorithm. The other directly samples H(z,R) and we shall call this the frequency sampled convolution (FSC) algorithm. Though the analytical analogs of these algorithms are equivalent, significant differences exist between these two algorithms as implemented due to the finite length discrete transform operations used. We shall first present the SSC algorithm. Assume that the finite, complex normal velocity field of some harmonic source is known or can be well approximated in some initial plane Zo and is desired in some ß subsequent plane Zl. Call the complex function describing this initial planar field S(Zo,r). The SSC algorithm then consists.of the following steps:
( 1 ) Select a radius, ra, greater than the source radius a over which correct field propagation results are desired. This determines the minimum transform extent as T•ra + a.
( Fig. 2(c) . For larger values of z these errors can be overwhelming as evidenced in the curves of Fig. 2 (e) . Also note the corresponding differences in the transform domain curves of Fig. 2 (d) and (f) . Thus, it is not surprising that large errors can appear in the output of the FSC algorithm.
In spite of these problems with the FSC algorithm, it appears to be the most widely used approach to the propagation of diffractive acoustic fields, perhaps because of its conceptual similarity to the analytical angular spectrum methodology. However, the perils of "frequency domain sampling" of a continuous transform function are well known in digital signal processing, and we have shown that the FSC approach is only numerically convergent in the case where z-•0 (or equivalently T-• oo ). In contrast the SSC algorithm is convergent for any Az propagation (with reasonable sampling rates though, the SSC algorithm fails for propagation distances ,•A due to limited sampling of the significant portion of the function h(z,r), which approaches a delta function when z-•0). We thus argue that the SSC algorithm should be the first choice (over the FSC algorithm) for plane-to-plane, linear diffractive propagation.
III. A RAY THEORY TRUNCATION FOR THE FSC ALGORITHM
The FSC algorithm can be greatly improved by modifying it with a ray theory interpretation of the h-H transform pair. Since the field of a point source at distances greater than A can be very well described by ray theory (which only neglects the point source's evanescent waves), it thus follows that this same theory well describes the h (z,r) function for x/•-+---r z > A. Consider the field of a harmonic normal velocity (or pressure) point source as depicted in Fig. 3 (a) . In particular, consider the radial spatial frequency (or radial derivative of the phase) of the resultant field at some point Pi in the plane P. Given the geometry depicted in Fig. 3 (a) a ray theory interpretation of the field would suggest that the radial spatial frequency, r/r,, of the field in plane P at point should be given by the expression r/r, = (f/c) sin Or, , cycles/unit length.
(6) As pictured, Or, is the angle between the ray connecting a point at radial distance r, and the point source, and a ray normal to P at the same point. In (6) the spatial frequency increases monotonically from 0 tof/c as ri goes from 0 to Note that this expression is the real, spatial domain version of that given in expression (5) 
This function can be used directly in the SSC propagation step or its analytical transform could be used with the RFSC step.
An alternative route to obtain pressure field results based on a source normal velocity description is to convert the initial (planar) normal velocity description to an initial (planar) pressure description. The conversion of the source plane description from normal velocity to pressure (or vice versa) can be performed using the expressionS2 Applying the SSC-and RFSC-based, multistep algorithms to an initial normal velocity, planar description of this source reveals an interesting difference between acoustic particle velocity and acoustic pressure in the nearfield of a uniform piston source. Figure 7 (a)-(e) shows overlays of the radial and axial, pressure and normal velocity amplitude curves for the same unfocused piston transducer. The axial pressure curves were calculated using the analytical expression (7). The normal velocity curves have been scaled up by the factor pc. The radial curves in Fig. 7 (a) There is one notable difference between the attenuation computed using ha (z,r) and that computed using Ho (z,R).
In using the RFSC scheme, in which evanescent waves are always neglected, Ha (z,R) correctly only applies the attenuation of (10) to the propagating or plane wave components of the source. In using the SSC scheme, in which evanescent waves are never neglected [however small they might be, they are always included in the h(z,r) expression], ha (z,r) incorrectly applies (10) to both the evanescent and propagating components of the source's field. Thus, when propagating over very short distances ( < A) and facing very large attenuation (significant over distances <A), the SSC-ha propagation scheme will give erroneous results reflecting its use of (10) on the evanescent components.
To check the equivalence of the two attenuation schemes, Fig. 8(a) A multilayer point spread function h m which would account for all propagation effects through multiple fluid layers does not appear to be analytically derivable or easily numerically approximated. Thus, updating the SSC approach to allow for multiple layers appears to be very difficult. One problem is that in the spatial domain evanescent energy is not separated from nonevanescent energy, and thus couldn't be properly transmitted using (14). Even neglecting the evanescent waves, an explicit analytical expression for h m appears unlikely, and further each h m(z,r) value appears to require an involved numerical estimate.
Boundary crossing in the spatial frequency domain appears to be much easier. H is an explicit function of R and thus 0. One simple spatial frequency domain algorithm consists of a straightforward combination of the transmission coefficients of (14) 
