This article discusses the role that propensity score analysis can play in assessing the effects of interventions. It mostly focuses on identifying the range of solutions to practical problems that occur in propensity score analysis, especially with regard to propensity score construction (logistic regression, classification trees, ensemble methods), balancing (significance tests, other metrics), and analysis (matching, stratifying, weighting, covariance). Throughout, the article will identify particularly important or common pitfalls that need to be avoided in these analyses. The article ends with a discussion of the comparative advantages and disadvantages of propensity scores compared to alternative analytic and design options.
Evidence-based practice is premised on having the capacity to measure accurately the effects of those practices. The strongest case for that capacity is when interventions are assessed with a randomized experiment. When properly implemented and when attrition from conditions is low and not differential, the randomized experiment yields an unbiased and consistent estimate of effects. It is unbiased in that its expectation equals the population parameter, and it is consistent in that any given randomized experiment will converge to its population parameter as sample size increases. The regression discontinuity design, in which participants are assigned to conditions based on whether they fall below or above a cutoff on a measured pretest covariate, has those same characteristics. 1 However, the regression discontinuity design has far less statistical power than the randomized experiment, and so the former is rarely desirable when the latter is feasible.
However, randomized experiments are not always feasible or ethical. In the evaluation of entitlement programs such as Head Start, for example, it was not legal to assign an eligible child to no treatment until the turn of the millennium when Congress specifically mandated such a design. Similarly, researchers cannot randomly assign to conditions when the research is begun after the intervention has already been given to participants, an all too common occurrence. If a regression discontinuity design can be done, it may be the second best choice. Still, the opportunity to assign to conditions based on a cutoff is rare, no doubt partly accounting for the infrequent use of that design until very recently. 2 When better designs cannot be used, researchers often use an experiment in which participants are not randomly assigned to conditions, sometimes called a quasi-experiment. Here, either participants select their own conditions or a treatment provider or administrator does so. Unfortunately, such methods are presumed to introduce selection bias, raising the threat that the observed effect might be due to differences in participants in the different conditions rather than or in addition to the intervention. Many statistical methods have been proposed to remedy that bias, including selection bias modeling, structural equation modeling, and analysis of covariance. This article discusses one of them, propensity score analysis. 3, 4 For example, consider a nonrandomized experiment with a treatment (coded 1) and a comparison (coded 0) condition. The propensity score is the conditional probability of being in the treatment condition given the set of observed covariates that were measured on participants and/or providers before the start of treatment. Like all probabilities, a propensity score ranges from 0 to 1. The closer it is to 1, the stronger is the prediction that the participant would be in treatment; the closer it is to 0, the stronger the prediction that the participant would be in the comparison condition. In a randomized experiment with equal probability of assigning participants to two conditions, each participant's true propensity score is 0.50. In a nonrandomized experiment, the true probability is unknown for each participant and must be estimated. Participants with similar propensity scores are similar on their overall propensity to be in one condition or the other. Once the propensity scores are created, they can be used in different analyses for equating treatment and comparison conditions on observed pretest variables, with the goal of yielding a better effect estimate.
Following this logic, this article has two major sections. The first section describes how to estimate propensity scores, focusing first on the crucial importance of high-quality measurement of the selection process, then on using those measures to create propensity scores with logistic regression or one of several statistical learning methods, and finally on methods for ensuring the propensity scores create a more balanced data set. The second section describes how to use propensity scores to adjust the results of nonrandomized experiments, including matching, stratification, regression, and weighting. The article concludes with a discussion of the strengths and weaknesses of propensity score analysis, including whether it works better than alternatives.
Estimating Propensity Scores
Three issues emerge in estimating propensity scores: the quality of the pretest measures, the statistical method for estimating propensity scores from those measures, and demonstrating balance using the propensity scores.
Quality of Pretest Measures
The most important factor in the successful use of propensity score analysis is the quality of the pretest measures used to create the propensity scores. 5, 6 This has a formal statement in propensity score theory: propensity score analysis can produce unbiased estimates of treatment effects if the assumption of strongly ignorable treatment assignment holds.
3 This is the case if treatment assignment (Z i ) and the potential outcomes Y i = (Y 0i ,Y 1i ) are conditionally independent given the observed covariates X i (or, alternatively, the propensity score) that is
where Y 0i is the potential comparison outcome (for Z i = 0) and Y 1i the potential treatment outcome (for Z i = 1) for all subjects i = 1,…, N. These outcomes are called potential outcomes because they refer to the outcome one would observe if subject i gets treated (Y 1i ) or not treated (Y 0i ). Note that the potential outcomes are not fully observed because the potential comparison outcomes are only observed for the subjects in the comparison group and the potential treatment outcomes are only observed for those in the treatment group. The ignorability assumption is met if all variables related to both treatment assignment and potential outcomes are included among the covariates (ie, there is no hidden bias) and if there is a nonzero probability of being assigned to the treatment or comparison group for all persons (ie, 0 b Pr
The formality of this statistical assumption is sometimes offputting to many applied researchers. Especially because no empirical test of the assumption exists, the temptation is to simply assume ignorability without further justification for the data being analyzed. The next few paragraphs try to clarify strong ignorability so its practical importance in the conduct of propensity score analysis is better appreciated.
A first crucial matter is ensuring that the available pretest measures assess at least that part of the selection processes that led participants into their respective conditions and is correlated with the potential outcomes. Doing so requires careful and detailed attention to identifying or creating measures of that process. For example, Shadish et al 5 allowed undergraduate students to select themselves into either mathematics or vocabulary training. Before the start of this study, however, they examined the literature, used their own knowledge of undergraduate course preferences, and interviewed student counselors, all to identify or create measures of variables that might influence student choice and correlate with the potential mathematics and vocabulary outcomes-for example, prior mathematics and vocabulary skill levels, whether the student major was mathematics intensive, how many prior mathematics courses they had in high school and algebra, and their expressed liking and preferences for mathematics and literature. For some of these variables, they used existing measures, and for others they created new measures. The need here is for an active investigation into the selection process. Especially to be avoided is the passive acceptance of whatever pretreatment measures may have been gathered or may be available in a data archive. Without specific prior attention to the measurement of selection processes, it is usually very unlikely that commonly available pretreatment measures or data archives include all relevant variables that index selection processes. The one exception may be pretest measurement of the outcome measure, a frequently useful but not always sufficient variable for the construction of good propensity scores. However, without a pretest measure on the outcome it is even harder to justify the strong ignorability assumption. 6, 7 The second crucial aspect of measurement quality is the reliability of the measures which is an issue whenever selection is on latent covariates as is regularly the case with self-selection. Steiner et al 8 showed that the amount of bias reduction obtained from propensity score analysis decreased directly in proportion to the amount of measurement error in the variables used to create the propensity scores-the more measurement error, the less bias reduction. Moreover, this effect was greatest for those variables most directly responsible for bias reduction. If a variable made no contribution to bias reduction, adding measurement error to it had no overall effect on bias reduction.
Given the centrality of quality of measurement for a successful propensity score analysis, a failure to attend to the reliability and validity of measures of the selection process is perhaps the greatest flaw in propensity score analysis today. Common practice seems to be to use whatever pretests measures are available to create propensity scores, with little or no critical analysis of how likely they will reliably assess the selection process. Worse, the standard seems to be to put the most positive light possible on the available covariates, whereas readers deserve to know the shortcomings of a data set for propensity score purposes. If important covariates that are correlated with both treatment and potential outcomes are not measured, the strong ignorability assumption is likely violated and biased effect estimates result.
Statistical Methods for Estimating Propensity Scores
Given the set of measures that the researcher has available, propensity scores are generally estimated using one of two types of methods: binomial regression models or statistical learning 20 VOLUME 10, NUMBER 1, www.nainr.com algorithms like classification trees or ensemble methods. 9, 10 No matter what method is used, all the available variables that were measured before treatment and are plausibly related to treatment and potential outcomes should be in the initial propensity score model. The most common methods for creating propensity scores are binomial regression models (logistic regression or probit model) in which the propensity to treatment, which is a dichotomous criterion variable, is estimated from the set of pretest measures. 4 Depending on the sample size, the researcher may include all available pretest covariates in the analysis, or start either with a forward or backward stepwise regression when sample size might not support the inclusion of all variables.
The key result from the analysis is a predicted probability of being treated for each person in the sample. That probability is that person's estimated propensity score. However, binomial regression models have a limitation: if the relationship between the pretest measures and treatment assignment is not linear, the researcher must be sure to include appropriate nonlinear terms in the binomial regression model. Otherwise, the resulting propensity scores may not be good estimates of the true propensity scores and fail to achieve good balance on observed covariates. Unfortunately, the functional form of the propensity score might even be highly nonlinear and, hence, hard to address with linear models. Nonlinear regression or generalized additive models might be a more sensitive choice, but they are typically restricted to data with a rather small number of variables.
Statistical learning algorithms including classification tree analysis 11 and ensemble methods 12 like boosting, 13 bagging, 14 or random forests 15 take nonlinearities into account automatically, so that the researcher does not need to guess what the appropriate nonlinear terms might be. Because classification tree methods tend to overfit the data, ensemble methods are usually preferred. The details are not important for present purposes, but to reduce overfitting, each of these methods repeatedly estimates propensity scores on subsets of the data, taking some form of an average or most commonly occurring result as the best propensity score. Given a highly nonlinear selection model, reason exists to think these methods do indeed provide results that more accurately predict treatment condition than binomial regression models.
However, binomial modeling, particularly logistic regression, remains the most commonly used and recommended method, for several reasons. The first reason may not be the best reason-ease of use. Nearly every researcher can easily do a logistic regression to get propensity scores. Learning to do one of the ensemble methods is more challenging, although standard software tools like R strongly facilitate the implementation. 16 But a note of caution is required here because the default settings of corresponding procedures (eg, the depth of the classification tree or the prior distribution of group membership) are frequently not useful with regard to the data on hand. Second, little empirical data exists to suggest that bias reduction is greater using one rather than another of the available methods. Third, if the initial propensity score estimates do not balance pretreatment group differences, it is even less clear than for binomial regression models how to recalibrate the algorithmic procedures to achieve better balance. Fourth, and perhaps most important, the key advantage of the ensemble methods-best prediction of treatment condition membership-may be of less practical interest than might first seem to be the case. To understand why, we turn to the next crucial criterion for propensity score analysis: assessing balance.
Assessing and Obtaining Balance
A mistake made by novice propensity score analysts is to assume that the ultimate goal of the propensity score construction method (eg, logistic regression, bagging) is to optimize an information criterion (eg, Akaike's Information Criterion) or estimate a propensity score that maximizes the correct prediction of the condition each person received-to have the fewest classification errors. Surprisingly, that is not the case, at least not in practice. Indeed, focusing only on the best fit or classification rate may yield less than optimal estimates of the propensity score-that is, a propensity score that does not well balance pretreatment differences in observed covariates between the treatment and comparison conditions. 4, 17 Balance is obtained when a propensity score adjustment results in two conditions that have (almost) identical pretest distributions both on the propensity scores themselves and on the available pretest measures. The aim is to mimic the pretest covariate balance obtained in a randomized experiment.
The earliest method for assessing balance advised three steps. 4 First is to divide the participants into five equal strata based on their propensity scores (ie, the lowest 20%, 21%-40%, etc). Second is to cross these five strata with the original treatment-comparison group contrast to yield a 5 × 2 factorial design. Third is to conduct a factorial analysis of variance using this design on each of the pretest covariates. If balance is present, the main effect for treatment and the interaction between treatment and strata should both be nonsignificant across all variables, subject to the usual limitation that 5% of the tests would be significant by chance when tested at a Type I error rate of α = .05. The main effect of treatment across all strata is assessed using a weighted average of the stratumspecific differences between the mean of the treatment group and the mean of the comparison group. When all strata have the same number of units, then this is the same as an unweighted average of the five mean differences.
In more recent years, this method has given way to tests of the magnitude of differences between conditions on pretest covariates rather than tests of their statistical significance. Perhaps the most common metric today is a standardized mean bias index. For a continuous variable, for example, one would compute the difference in the treatment and comparison group means, and divide it by an appropriate standard deviation, usually pooled but sometimes just the comparison group standard deviation. This is simply a standardized mean difference statistic (d), computed first before propensity score adjustment for assessing the initial imbalance in pretest variables and then afterward for investigating the balance obtained by the propensity score method chosen for estimating the treatment effect. Several methods can be used, but a common one is to stratify as described in the previous paragraph. Balance is achieved when the index is very close to zero for each of the pretest covariates and also for the propensity score itself. No widely accepted rule exists for how close to zero is needed. Many researchers use d b 0.20 or 0.25 but advocate an additional covariance adjustment in the outcome analysis for removing residual bias. 18 Others press to come as close to zero as possible to remove as much bias as possible with the propensity score itself.
Rubin 19 suggests a number of other criteria: (a) the standardized difference in the mean propensity score in the two groups should be near 0, (b) the ratio of the variance of the propensity score in the two groups should be near 1, and (c) the ratio of the variances of the covariates after adjusting for the propensity score must be close to 1, where ratios between 0.80 and 1.25 are desirable, and those smaller than 0.50 or greater than 2.0 are far too extreme. Best practice probably is to use both Rubin's criteria and the d-statistic described in the previous paragraph. Rubin 19 also suggests doing all balance and outcome analyses on the logit of the propensity score, which we assume from this point forward.
Commonly, the first set of estimated propensity scores will not achieve the desired level of balance. If so, the researcher should reestimate the propensity scores using a different model and then test for balance again, doing so as many times as it takes either to achieve balance or to conclude that the treatment and comparison group are too different to achieve balance. The propensity score model can be reestimated, for example, by removing nonsignificant covariates, adding previously removed covariates, adding nonlinear functions of predictors, or adding interactions between covariates. The process can be guided by theory about how covariates influence selection, but in the end the process is empirical-the best model is the one that achieves the best balance on all observed variables.
Sometimes the researcher cannot achieve a desirable level of balance on all observed variables. This might be due to a lack of overlap between the treatment and comparison group, indicating that some members of the treatment group show characteristics not found in the comparison group, and vice versa. A clue can sometimes come from a frequency polygon of the propensity score distribution with separate lines for treatment and comparison conditions. For propensity score analysis to be most effective, the two distributions should overlap substantially; the area of overlap is often called the region of common support. When inspection of the distribution shows that the overlap is small, the researcher should not be surprised if balance is difficult or even impossible to achieve. Such cases have an important lesson-some data sets are just not strong enough to support good causal inference on the overall population of interest, and it is a virtue of propensity score analysis that it can suggest such a conclusion before proceeding to the outcome analysis. In such cases, the researcher can delete observations lacking overlap and, if necessary, respecify the propensity score model to achieve good balance with the retained observations. Moreover, in any summary of propensity score analysis results researchers should address the lack of overlap indicating the heterogeneity of groups and the restricted generalizability of estimated treatment effects.
All of the analyses to this point in the article should be done without looking at the outcome data. 20 Even better, the researcher creating the propensity scores can be isolated from the outcome data, with the latter analyses done by a second researcher. This helps avoid the danger that the analyst will simply pick the set of propensity scores that most closely indicates the desired conclusion, for example, the set that maximizes the size of the treatment effect.
Using Propensity Scores to Estimate Treatment Effects
Once a best set of propensity scores is identified, those scores are used to estimate adjusted effects from nonrandomized experiments in one of several different ways-matching or stratifying on the propensity score, using the propensity score as a covariate in an ordinary regression, or weighting by some function of the propensity score. All these different propensity score techniques for estimating the treatment effect can be implemented using the regression framework. This has the advantage that the variables already used in creating the propensity score can also be used for an additional covariance adjustment. Indeed, doing so typically reduces residual bias due to imperfect balance or a misspecified propensity score model and improves power by reducing standard errors. 5, 21, 22 Here we describe how to do such analyses, and the advantages and disadvantages of each, although little evidence exists that one analytic method is routinely superior to another. But first, consider the two different kinds of effects that can be estimated using propensity scores.
What Quantities Are Being Estimated: Average Treatment Effect and Treatment Effect on the Treated
In an ordinary randomized experiment, the outcome analysis compares the treatment group mean to the comparison group mean, perhaps adjusted for some measured covariates. This estimates the average treatment effect (ATE), the effect of treatment across the entire population of treated and untreated units. Contrast this with a different estimator, the average treatment effect on the treated (TOT), estimated only for those who actually received the treatment. In a randomized experiment, those exposed to treatment are probabilistically equivalent to those not exposed to treatment, so ATE and TOT are identical. In nonrandomized experiments, however, those taking treatment may be different in a variety of ways from those not exposed, and so ATE and TOT differ in general. All the analytic methods that follow can be used for estimating both ATE and TOT, although matching methods typically focus on TOT. It is crucial that the analyst knows which quantity is being estimated because the actual estimation procedure depends on the quantity of interest.
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Matching
Matching aims to create similar groups of treatment and comparison units by matching together units that have (almost) identical propensity scores. 23, 24 The simplest form of matching, one-to-one matching, is best known but perhaps not the best choice. In one-to-one matching without replacement, a treatment participant is paired with a comparison group participant who has the most similar propensity score. Similarity is typically defined as falling within a certain range (caliper), for example, within ±.05 propensity score points. Those two participants are removed from the pool, and then the next treatment participant is matched to the next most similar comparison group participant. This continues until all treatment group participants have a match or until no further matches within the caliper are possible. At that point a comparison of the two group means (eg, using a matchedpairs t test) yields the propensity score-adjusted TOT effect estimate. Alternatively, the treatment effect for the matched data may be estimated using a standard regression analysis that also enables the inclusion of additional covariates.
Although simple to do, one-to-one matching typically omits a large number of comparison participants that would have been the second-or third-best matches, for instance. An alternative is to allow each treatment participant to have more than one comparison group match. When the pool of comparison group participants is relatively large compared to the number of treatment group participants, this method can greatly increase statistical power compared to one-to-one matching. Better still is full matching. 23, 25 Matched sets are created that may contain multiple treatment or multiple comparison participants, or both. Those sets are chosen with an iterative procedure that aims to minimize the overall propensity score difference between treatment and comparison groups. Once the best matched sets are identified, ATE or TOT can be estimated. Which causal quantity is estimated depends on the choice of weights derived from the matching structure. 25, 26 Typically, all forms of matching discard cases that do not belong to the common support region (as defined in the section on balance). This may both reduce power and limit generalization
Stratification
We described how to stratify on propensity scores at the start of the section on balancing tests. The same procedure is followed during outcome analysis except that this time it is done on the outcome variable rather than the pretest covariates. Depending on the stratum weights, both ATE and TOT can be estimated. If ATE is the estimand of interest, stratum weights are determined by the number of treated and untreated in each stratum. For TOT, weights are derived from the distribution of the treated across strata. Following Cochran, 27 using five strata is common because they capture approximately 90% of the variability in propensity scores that would have been captured by an exact matching of the same individuals. Especially when both sample sizes and the region of common support are large, however, more strata can be supported. Hong and Raudenbush, 28 for example, used 7 to 10 propensity score strata. In studies with partially nonoverlapping treatment and comparison groups, strata with either no treatment or no comparison cases may result. Solutions to the latter include dropping the stratum with the empty cell, or changing the boundaries between strata so that no stratum has empty cells. The former reduces power and generalizability of the treatment effect, just as in the case of matching. The stratification approach also allows for an additional covariance adjustment. This can be done by running a regression analysis separately within each stratum and then pooling the regression-based treatment effects as before.
Regression Estimation: Propensity Scores as a Covariate
A third analytic option is to enter the propensity score as a covariate in a regression equation predicting outcome from treatment. 5 Doing so is probably the simplest option, and no data need be eliminated because of poor overlap, thereby retaining the generalizability of results to the target population of interest. However, one obtains unbiased estimates only if the functional form is correctly specified for both the treatment and comparison group. This is particularly difficult if the logit of the propensity score is nonlinearly related to the outcome. And there is no guarantee that including appropriate nonlinear transformations of the propensity scores and interactions with the treatment is sufficient for getting the functional form right. Corresponding results are always subject to doubt about whether this has been done correctly. Hence, regression approaches that are less sensitive to functional form assumptions were suggested. 22, 29 These approaches rely on cubic spline regression or dummies based on a categorized propensity score. In addition, they estimate a regression model for each group separately, then predict for each subject both potential outcomes from the treatment and comparison regressions, respectively, and finally compute the treatment effect as the average difference between the predicted potential treatment and comparison outcomes. This procedure also has the advantage that ATE and TOT are precisely defined and estimable. Moreover, all regression methods also allow for an additional covariance adjustment by including covariates already used for estimating the propensity score. The hope with such "doubly robust" procedures is that residual bias due to a misspecified propensity score model is removed via covariance adjustment. 21 
Weighting
Finally, propensity scores can be used to create weights. 30, 31 Depending on the causal quantity of interest, different weighting schemes are used. For estimating ATE, the weights are the inverse of the propensity scores for the treatment group, and the inverse of one minus the propensity score for the comparison group. The procedure is to multiply each participant's weight and outcome score, sum those over all participants, and then divide that by the sum of all the weights.
Alternatively, weights can be used in a weighted least squares regression together with an additional covariance adjustment. The procedure is basically the same as described for the regression estimates above, except that weighted least squares is used instead ordinary least squares. 22 A problem with this method is that extreme propensity scores (either very close to zero or one) can result in very large weights that dominate the analysis disproportionately. Robins et al 31 suggest an adjusted weighting method for reducing this influence, or extreme propensity scores can be Winsorized to a less extreme value. If TOT is the estimand of interest, the corresponding estimate is obtained by weighting treatment participants with one and comparison participants by the propensity score divided by one minus the propensity score.
Discussion
Propensity score analysis is increasingly popular for adjusting nonrandomized experiments. But does it work? The answer may be a qualified yes. 5 The crucial qualification was mentioned previously-high-quality measurement of the selection process is crucial. Propensity score analysis is likely to work best when careful measurement of the selection process is planned before the study begins. This should include interviewing potential participants to find out what factors they consider in deciding whether to seek the intervention, and doing similar interviews with providers and managers who might influence who receives the intervention, as well as studying any pertinent research literature. Then, the researcher either can identify existing measures of those selection processes or can create new ones. The process is likely to work less well, or possibly not at all, when the researcher relies on an existing data set that was gathered with no particular concern for good measurement of the selection process. The process is likely to fail when all that is available is routine demographic measures such as ethnicity, sex, or marital status, for it is rare that those measures account for all of the selection process.
Does propensity score analysis work better than alternatives like standard regression analysis with nonrandomized data? The jury is still out on this question, but some evidence suggests that the answer is a qualified no. For example, Shadish et al 5 found that entering all the pretest covariates into a regression equation without any use of propensity scores worked at least as well as propensity score analysis. Indeed, within-study comparisons that compare the results of a randomized experiment to corresponding results of a nonrandomized experiment 32, 33 and meta-analyses 34, 35 regularly show that PS estimates do not significantly differ from regression estimates. However, the qualifications to this point are not trivial. The first qualification is that propensity score analysis may be preferable when the researcher wishes to match or stratify on a large number of pretest covariates. Matching participants on more than just a few covariates is logistically hard. Propensity scores reduce all the covariates to a single number, which makes matching simple. A second qualification is that the use of the balance tests described earlier in this article can be helpful in diagnosing whether a given data set can support causal inference. Although balance on observed covariates is not sufficient for bias reduction (because all covariates needed for establishing strong ignorability have to be measured, too), a failure to achieve balance or a considerable lack of overlap is a strong signal that the researcher should be cautious about pursuing causal statements.
Is propensity score analysis sufficiently well developed that researchers can confidently use it as an alternative to better designs such as the randomized experiment or the regression discontinuity design? Here the answer is a definite no, for several reasons. First, the number of assumptions that must be made during a propensity score analysis far exceeds those needed for better quality experimental designs like the randomized experiment or the regression discontinuity design. For instance, neither of the latter methods requires as many assumptions about knowledge of the selection process as does propensity score analysis, and this is crucial for obtaining unbiased effect estimates. Second, there is little evidence about how well propensity/PASW score methods perform when the treatment and comparison groups only overlap on the tails of their propensity score or covariate distribution. Third, no generally accepted criteria exist about how much balance is sufficient. For instance, a residual imbalance of 0.2 standard deviations in a covariate that is highly correlated with potential outcomes might cause considerable bias in the treatment effect. Fourth, we still know little about the empirical conditions under which propensity score analysis yields reliable effect size estimates. For example, little work has been done comparing the relative effectiveness of matching, stratifying, covariance, and weighting as propensity score analysis techniques to allow us to say with confidence which of them works best under which conditions, for example, when sample sizes are small or the pool of comparison cases is not considerably larger than the number of treatment cases. Fifth, even under the best conditions, the appropriate techniques for estimating accurate standard errors (eg, bootstrapping) are still under discussion. 18 For those who wish to use propensity score analysis, all the procedures described in this article can be done using commonly available statistical packages like SAS or SPSS/ PASW. Both packages have logistic regression procedures that can produce propensity scores (usually called predicted probabilities in those procedures). All the balancing tests are simple to program with a few lines of syntax. For both packages, different macros for propensity score matching are available (eg, greedy matching 36 or optimal matching 37 in SAS and greedy matching 38 in SPSS) In addition, the statistical software tools Stata and R offer more specialized packages for propensity score analyses (eg, PSMATCH2, 39 MATCH, 40 or PSCORE 41 in Stata, and MatchIt, 42 Matching, 43 or optmatch 44 in R). Propensity score analysis is a major contribution both to the theory and the practice of effect size estimation in nonrandomized experiments. Yet like any tool, its existence tempts researchers to use it in place of more careful attention to the design of high quality randomized and nonrandomized experiments. 32 Propensity score analysis is no panacea. As we 24 VOLUME 10, NUMBER 1, www.nainr.com and others have written elsewhere, in the contest between design and analysis, design rules. 20, 45 
