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Semiconductor nanowires are attracting intense interest as a promising material 
for solar energy conversion for the new-generation photovoltaic (PV) technology. 
In particular, silicon core/multi-shell nanowires (SiNWs) are under active 
investigation for PV and solar water splitting applications because they offer 
novel approaches for solar to electric energy or fuel conversion leading to high-
efficiency devices.  
 
Theoretical studies using the finite-different time-domain method have been 
performed to investigate the optical properties of many nanostructure arrays, 
however, they are computationally intensive and require periodic condition, which 
may not be satisfied with most fabricated samples. In the present study, effective 
medium approximation is performed to study the optical properties of vertically-
aligned Si core/multi-shell NW on Pt substrate in the wavelength range from 300 
nm to 1000nm, which is of the most important interest to solar cells. The effective 
dielectric function of the Si core/multi-shell NWs layer is obtained from the 






calculate the reflectance, transmittance, and absorptance of the Si core/multi-
shell NWs at normal incidence.  The effects of geometric parameters such as 
filling ratio and NW thickness are investigated to understand the light absorption 








CHAPTER 1. INTRODUCTION 
1.1 Overview 
 
According to the investigation of the U.S. energy information administration (EIA), 
the world energy demand in 2010 has reached 1.5 TW [1]. About 80% of the 
present energy comes from fossil fuels. The increased concern about the 
decreased availability of fossil fuel sources, the long-term environmental effects 
of CO2, and the rapidly increase energy demand in the future are driving huge 
efforts for advanced renewable energy technologies. It is estimated that in 2040, 
more than 80% of the global electricity will be generated from renewable energy 
technologies [2]. Among various renewable energy technologies, solar 
photovoltaics that directly convert energy of sunlight into electricity have attracted 
a lot of interest both from scientific research and industrial production because of 
its abundance and cleanliness. However, the density of solar power reaching the 
surface of the earth is very low at 1.4 kW/m2 [3]. In order to harvest this energy, it 
is important to develop devices which can convert solar energy into usable form. 
 
Traditionally, solar energy has been collected in form thermal energy using solar 






of radiation incident upon the solar device and store that in form of heat. This can 
be used for multiple purpose, such as generating electricity and power. However, 
it has poor efficiency to generating electricity and power. 
 
These days, the researchers are getting interested in the quantum transformation 
of the incident solar energy rather than its thermal conversion [4]. This is 
because the efficiency of solar energy device can be high compare to thermal 
conversion. 
 
Nanomaterials that have same physical and chemical properties shows different 
electronic properties and it can be tuned by changing their collective 
arrangement. Thus, nanotechnology gives great amount of flexibility when it 
comes to designing electronic properties of materials at nano level. The physics 
involved in quantum device is described below. 
 
1.2 The Absorptance Process 
 
As mentioned above, the design involve three aspect photon absorption, 
generation of charge carries, and charge transport. 
 
It is difficult to measure actual absorbance of light. However, the physics of the 






intensity at a given point, along its propagation line in some medium can be 
described by figure and formula below. 
 
 
Figure 1.1: Absorbance and transmittance of the light. 
 
𝑑𝐼𝐸 = 𝐼𝑜(1 − 𝑒
−(𝜎𝑎+𝜎𝑠)𝑏) ,                                    (1.1) 
 
where 𝐼𝑜 is the intensity of incident light and 𝑑𝐼𝐸 is the intensity loss at a point b 
due to both absorption and reflection from frontal surface and 𝜎𝑎 and 𝜎𝑠 are the 
absorption and scattering cross section, respectively. Using the law above, the 
amount of intensity drop of the incident radiation can find, which that can helps to 
find the amount of light absorption. 
 
The light absorption can be increased by using many techniques like put anti-






conventional black color coating on the surface absorb strong, but the absorption 
is limited since the reflection from upper surface. 
 
 
Figure 1.2: Indent photon and reflection photon comparison between 
conventional plane device and nanowire device.  
 
As mentioned from previous paragraph, absorption can be increased with scaled 
texture or nanotube [6, 7] or nanocone [8] or grating structure on the device 
surface. There are also extensive studies about nanowire arrays of silicon, 
germanium, which have interesting phenomenon in such structure. 
 
When the light is incident upon nanowire or nanotube from the top, nanowire or 
nanotube act as a nano cavities which can trap light effectively inside of nanowire 
or nanotube in very high absorptions [9]. Figure 1.2 shows that how internal 
reflection between nanowires and surface cause to trapping of light. At certain 
frequency of light each of the nanowires can trap light internally since resonance 
effects resulting in high amount of absorption. 
 
Many researches have shown that the collective arrangement of the nanowire 
has also cause variation in the optical properties. Changing in nanowire’s 






the reflective and absorptive properties. Even random arrangement of nanowires 
has proven enhance the absorptive properties and random length have shown 
lower reflection than uniform arrays [6]. 
 
In photovoltaic, generate and transport charge, which needs to be discussed, is 
an equally as important as the absorption of the photon. When a photon is 
incident upon a dielectric material it excites the electrons from the valence band 
to the conduction band creating an electron hole pair. The diffusion length of 
these electron hole pair is a material dependent property but is very small and of 
the order of few microns. When designing quantum devices, it is very important 
to make sure the dimension be smaller than diffusion length to minimize the 
probability of the recombination process. Thus nanowire arrays not only help in 
enhancing the absorption, decreasing the material requirement for the active 
layer but also help in decreasing the recombination of the electron hole pair. 
 
1.3 Objective and Organization 
 
The focus of this research is to develop a fundamental understanding and 
optimize the optical properties of silicon nanowire core with multi shell. Research 
has performed to find out multi shell materials which have the least amount of 
reflection and the higher amount of absorption in the visible range wavelength. 
Effective medium theory is used to develop a basic understanding of the optical 






the performance of different combination of the multi shells. Using the both these 
result, try to find out the physics involved in the absorption and reflection of these 
structure. 
 
The thesis is organized as follows: 
 
 Chapter two explains about the effective medium theory and the development 
of the Maxwell-Garnett theory. Maxwell-Garnett has used to find the effective 
dielectric function of the array structures. This chapter also gives detail about 
depolarization factor. 
 Chapter three gives a detail description of the FDTD method when has been 
used throughout the research as a tool. 
 Chapter four discusses the optical properties of silicon nanowire core with 
multi shells. Effective medium theory is used and compared with simulation 
data. This chapter, also, discuss about optimize thickness of the silicon 
nanowire core with multi shells. 











CHAPTER 2.  EFFECTIVE MEDIUM APPROXIMATION 
2.1 Effective Medium Approximation Theory 
 
Maxwell-Garnett (MG), Clausius-Mossotti (CM), and Bruggeman (BR) effective 
medium approximation formula are useful to determine the effective dielectric 
constant of different composite structures for analyzing the propagation of 
electromagnetic waves in such media. These effective medium theories simple 
way to make estimating the dielectric constant and the optical properties like 
absorptance and reflectance of complex structure. When analyze different 
shapes and sizes nanowire optical properties, it becomes really difficult to predict 
value of dielectric which takes all of those factors account. In this case, the 
effective medium theory can be used to predict to approximate value of dielectric 
constant for the complete system. 
 
The effective medium theory consider the system with all its inclusion as a 
homogeneous medium effective dielectric value. This takes into consideration the 
dielectric value of all the include inclusions and also the shape factor of the 
inclusions. Effective medium theory is easy to make implementation compare to 






computational time and resources. Also, FDTD require periodic condition which 
may not be satisfied with most fabricated sample [9]. 
Among many effective medium theory, Maxwell-Garnett theory (MGT) is the most 
famous and the oldest theories among them. MGT is a modification of Lorentz-
Lorenz formula for small particles and the first approach to consider the local 
electric field in the composite medium. This theory is useful when one of the 
components can be considered as a host in which inclusion of the other 
components are embedded. The final result involves an exact calculation of the 
filed induced in the uniform host by a single spherical or ellipsoidal inclusion and 
an approximate treatment of its distortion by the electrostatic interaction between 
the different inclusions. This distortion is caused by the charge dipoles induced in 
the other inclusions. This approach has been extensively used for studying the 
properties of more than two-component mixture in which both the host and the 




Polarisability is the relative tendency of the electron cloud of an atom to be 
distorted from its normal shape by the presence of a nearby ion or dipole by an 
external electric field. The concept of polarisability is very important to 
understand MGT and this section will briefly explain polarisability and its use for 







When an external particle is inserted in a uniform electric field 𝐸𝑒 in a 
homogeneous space with a permittivity 𝜀𝑖 the original situation is deformed by 
this inhomogeneity and the electric filed in the neighborhood of the 
inhomogeneity is disturbed. In order to find out the field outside, this particle can 
replace with equivalent situation which the whole space is again filled permittivity 
of 𝜀𝑒 but homogeneous inclusion is now replaced by an electric dipole source. 
The dipole 𝑃 is in linear relation with the electric field and the coefficient of 





 .                                                  (2.1) 
 
The polarisability of an inclusion is the simplest measure of its response to an 
incident electric field. The dipole moment is proportional to the internal electric 
field with in the inclusion, its volume and the difference in dielectric constant 
between the inclusion and the environment 
 
𝑃 = ∫(𝜀𝑒 − 𝜀𝑖)𝐸𝑖𝑑𝑉 .                                      (2.2) 
 













2.3 Clausius-Mossotti Formula 
 
The Clausis-Mossotti (CM) formula need to use to find the effective permittivity of 
a mixture which has many inclusion embed in the background where the electric 
field of one inclusion affects the electric field of the other due to proximity effects. 
In order to find average electric displacement < 𝐷 >, define the effective 
permittivity 𝜀𝑒𝑓𝑓 of heterogeneous sample using the relationship for dielectric 
material which 
 
< 𝐷 >= 𝜀𝑒𝑓𝑓 < 𝐸 > .                                       (2.4) 
 
where < 𝐸 > average electric field. Using the average electric polarization 
density < 𝑃 > induced in the mixture and taking the average of the two over 
volume. This can be rewrite the above equation as below 
 
< 𝐷 >= εe < 𝐸 > +< 𝑃 > .                                 (2.5) 
 
The volume average function 𝑓(𝑟) over a representative volume of the sample 
















The average electric polarization density < 𝑃 > can be defined as below 
 
< 𝑃 >= 𝑛𝑝𝑚𝑖𝑥 .                                            (2.8) 
 
𝑝𝑚𝑖𝑥 is the dipole moment of a single inclusion in the mixture. This is the case 
when all the dipoles in the mixture are of equal strength and n is the number 
density of the dipoles. In case of heterogeneous mixture with different inclusion 
type, it can rewrite the average polarization density as a summation 
 
< 𝑃 > = ∑ 𝑃𝑖
𝑘
𝑖=𝑖  .                                          (2.9) 
 
In order to calculate the field that excited a given inclusion in the mixture, all the 
other inclusion are replaced by the average polarization which uniformly 
surrounds the mixture. The exciting electric field is then taken to be as the local 
electric field 𝐸𝐿 which exist within a fictitious cavity that has the shape of the 
inclusion. The surrounding polarization gives an additional contribution to the 
field increasing the amplitude of the external average field. This is dependent of 
the geometry of the inclusion 
 
𝐸𝐿 =< 𝐸 > +
1
𝐿








The depolarization factor L is the ratio of the internal electric field induced by the 
charges on the surface of a dielectric when an external field is applied to the 
polarization of the dielectric. The standard MG formula is derived for spherical 
inclusion but using a factor called the depolarization factor L, it can be used for 
different geometry. 
  
When the 𝐸𝐿 is larger than the average field, the dipole moment 𝑃𝑚𝑖𝑥 should be 
larger than the free environment dipole 𝑃 as the polarisability 𝛼 is a constant/ 
 
𝑝𝑚𝑖𝑥 = 𝛼𝐸𝐿 ,                                         (2.11) 
 
as using the relationship between above equations 
 
< 𝑃 > = 𝑛𝛼𝐸𝐿 .                                       (2.12) 
 
In order to find out 𝜀𝑒𝑓𝑓 we get the following relation 
 





 .                                   (2.13) 
 
When the density of the inclusion is very small the mixture is dilute then the 








𝜀𝑒𝑓𝑓 ≈ 𝜀𝑒 + 𝑛𝛼 .                                    (2.14) 
 
2.4 Rayleigh Mixing Formula 
 
CM relation contains like microscopic quantities like polarisability and scattered 
densities which are relevant in the molecular description of matter. It is not very 
convenient to deal with polarisability in the macroscopic regimes. Instead, it is 
better to use permittivity of the components of the mixture. In order to get a 
relationship between the volume fraction of the inclusion and their individual 







 .                                    (2.15) 
 
𝑓 is a dimensionless quantity, called as the volume fraction of the inclusions in 
the mixture. The Rayleigh equation does not contain any details about an 
individual scattered. The volume fraction of the inclusion and their permittivity 
appear in the mixing rule. Here the inclusion can be only any size and shape as 
long as the inclusions are smaller than the wavelength of the operating field. 
























The effective permittivity can be determined by two parameter, which are the 
inclusion permittivity relative to the background 
εi
𝜀𝑒
 and the volume fraction 𝑓. 
 
2.5 The Maxwell-Garnett Rule 
 
Consider a mixture with nanowire inclusion having a permittivity of 𝜀𝑖 and these 
nanowire located randomly in the environment of permittivity 𝜀𝑒. The total volume 
fraction occupied by these inclusion is 𝑓. Thus, the volume fraction of the hos is 
1 − 𝑓. 
 
 
Figure 2.1: Diagrammatic representation of the EMA. 
 
The effective permittivity 𝜀𝑒𝑓𝑓 of the mixture can be defined as a relationship 
between the average electric field < 𝐸𝑎𝑣𝑔 > and the average flux density <
𝐷𝑎𝑣𝑔 > [10]. 
 







The average field and the average flux density can also written by corresponding 
volume fraction as the equation below 
 
< 𝐷𝑎𝑣𝑔 > = 𝑓𝜀𝑖𝐸𝑖 + (1 − 𝑓)𝜀𝑒𝐸𝑒 ,                         (2.18) 
 
< 𝐸𝑎𝑣𝑔 > = 𝑓𝐸𝑖 + (1 − 𝑓)𝐸𝑒 .                           (2.19) 
 





 .                                  (2.20) 
 





 .                                       (2.21) 
 
With above equation, effective permittivity can be find. This equation is known as 
the MG mixing formula.  
 
In order to make sure the validity of above equation, the limiting condition can be 
apply to see how it works. When the volume fraction of the inclusion is very low 
or zero the effective permittivity should be same the permittivity of the host 








𝑓 = 0 →  𝜀𝑒𝑓𝑓 = 𝜀𝑒 .                              (2.22) 
 
When volume fraction of the inclusion is very high or near unity the effective 
permittivity should equal the permittivity of the inclusion itself 
 
𝑓 = 1 →  𝜀𝑒𝑓𝑓 = 𝜀𝑖  .                                (2.23) 
 
For dilute condition the MG can be rewritten as the when, 
 
𝜀𝑒𝑓𝑓 ≈ 𝜀𝑒 + 3𝑓𝜀𝑒
(𝜀𝑖−𝜀𝑒)
𝜀𝑖+2𝜀𝑒
 .                              (2.24) 
 
The prediction of the MG for different values of dielectric constant 
𝜀𝑖
𝜀𝑒
 shows that 
the effective permittivity is a nonlinear function of the volume fraction for large 
dielectric contrast. The relative effect of the permittivity of a mixture from its 
background value is better for weak dielectric values than for stronger ones. 
Also, the MG is not symmetric which means that the host and the guest do not 
contribute equally. So upon interchanging the values of permittivity of the host 









2.6 Depolarization Factor and Shape Effects 
 
The shape of the inclusion affects the dielectric constant in two ways. The  
polarisability is determined by the internal field depends on the shape of the 
inclusion and also the local field acting on an inclusion depends on the imaginary 
cavity in which dipole  moment is created. The shape of the cavity in which the 
field is to be estimated can have different shape like a sphere, ellipsoid, cube, 
and parallelepiped, because of the symmetry of a cube the local field is 
calculated very similar to the sphere. It needs to use depolarization factor L to 
calculate the change in the local field due to the change in a shape. If electric 
field excites a uniform polarization, and a cavity carved within the polarized 
matter, the local field within this cavity also called as the exciting field can be 
calculated using this depolarization dyadic [11] 
 
𝐸𝐿 = 𝐸 +
1
𝜀0
?̅̅? ∙ 𝑃 .                                        (2.25) 
 
The value of tensor ?̅̅? can be found out using direct numerical method or using 
FEM method. The effective permittivity 𝜀𝑒𝑓𝑓 can be defined as a function of 
permittivity of the medium and the inclusion 𝜀𝑒 and 𝜀𝑖, volume fraction 𝑓 and the 






























 .                            (2.27) 
This can make further approximation in the dilute limit with a fitting parameter. 
Since it just need dilute limit, it can expand only till first order and neglect higher 





, 𝑓, ?̅̅?) = 1 + 𝛼𝑓 .                                  (2.28) 
 










 .                                          (2.29) 
 
The value of the depolarization factor obtain is up to the level of approximation 
based on the dilute limit and is model independent. It is, also, independent of the 
volume fraction. 
 
This chapter explained about the different types of EMT and the development of 






CHAPTER 3. THE FINITE-DIFFERENT TIME-DOMAIN METHOD 
3.1 Introduction 
 
The finite-difference time-domain (FDTD) method is the simplest, both 
conceptually and in terms of implementation, of the full-wave technique used to 
solve problems in electromagnetics.  The FDTD method is a numerical technique 
based on the finite difference concept used to solve the Maxwell’s equations for 
electric and magnetic field distribution in time domain. In the FDTD, Maxwell’s 
curl equation, Faraday’s law, and Ampere’s law are discretized using the central 
difference method in the time and spatial domain. The resulting equations are 
solved to find the electric and magnetic field distributions at each time step using 
an explicit leap scheme [12]. FDTD technique have emerged as primary means 
to computationally model many scientific and engineering problem dealing with 
electromagnetic wave interaction with material structure. FDTD have been using 
many application like wireless communication device, biomedical device, and so 
on [13]. 
 
The Maxwell’s equation shows that it can be seen that the change in time 






across the space. As the FDTD method are also dependent to Maxwell’s 
equation, electric and magnetic field are interdependent to stored or update value 
at any point. This technique is called as the leap from technique, which is a 
method used to solve coupled Maxwell’s equations using discretization method 




The meshing is divide the main domain into small parts to find the value of 
electric and magnetic field at different point. The accuracy of the data collected 
depend on the fineness of the mesh. The meshing needs are different for 
different application. Size of the mesh can be decide with which application it will 
be use. If the application is dealing with homogeneous medium, coarse mesh 
can be used.  When the application is dealing with medium with nanoscale 
inclusion like nanowire, very fine mesh is needed. The computational time and 
memory needs also increase with a decrease in the mesh size as more data 








Figure 3.1: Bounding Box with point a and b. 
 
In order to start, define a bounding box around the domain. A bounding box have 
edges parallel to the coordinate axis is easily defined by interpreting with a and b 
being the extreme points on a diagonal. 
 
To form a mesh in same size, cells are placed along each edge of the bounding 
box. If there are 𝑛𝑥 , 𝑛𝑦, 𝑛𝑧 subdivision along the  𝑥, 𝑦, 𝑧 direction then the 



















Each of the points in the mesh can be identified with a unique index i, j, and k 
which correspond to real values x, y, and z in the coordinate system. To 
determine the physical location (x, y, z) corresponding [i, j, k], the following 
formula used. 
 
x = 𝑖∆𝑥 + 𝑎𝑥 ,                                                (3.4) 
y = 𝑖∆𝑦 + 𝑎𝑦 ,                                                (3.5) 
z = 𝑖∆𝑧 + 𝑎𝑧 .                                                (3.6) 
 
In order to calculate the electric and magnetic field at different time steps, it 
needs to employ the algorithm at each of these point 
.  
3.3 The Yee Algorithm 
 
The FDTD algorithm as first purposed by Kane Yee in 1966 employs second-
order central differences. According to the Yee algorithm, the vector components 
of the electric and magnetic field are spatially staggering about rectangular unit 
cells of a computation grid [14]. Each electric field vector component is located 
midway between a pair of magnetic field vector components, and conversely. 








Figure 3.2: Yee cell with the electric magnetic vectors on the edges. 
 
The electric field are located along the edges of the electric field element when 
the magnetic fields are located at the centers of the electric element surfaces and 
are oriented normal to the surface [14].The problem is that while electric and 
magnetic field components are defined in the Yee cell, electric and magnetic 
fields are distributed about the cell. In order to estimate the value of the electric 
and magnetic fields in the Yee cell, an average of the adjacent field component is 
taken. To estimate electric field components at a point, it can take the average of 
the electric field components along the edges that intersect that point. With 
similar fashion, magnetic fields are estimated by averaging the four magnetic 
field components that surround a point. To estimate components on the 







This gives the spatial distribution of the electric and magnetic fields in the Yee 
cell at a certain time step to get the electric and magnetic field distribution at any 
other time. 
 
3.4 Time Stepping 
 
The electric fields time stepped at 𝑛∆𝑡 and magnetic field time stepped at (𝑛 +
1
2
)∆𝑡. Electric and magnetic field are displaced from each other in space. First of 
all, interpolate the sample electric and magnetic field in order to measure the 
electric and magnetic fields in the continuous and spatial domain. In the FDTD 
method, electric field values are only defined at whole number time steps, while 
magnetic field values are defined only at half time steps. It is benefit to defining 
electric and magnetic field component in this ways, because it allows electric and 
magnetic field component updates in a FDTD analysis to be interlaced in time. 
Electric field values are calculated at half time steps. In updating a field 
component, only past electric and magnetic field components are required. When 
an electric field value is needed at a half time step, a value can be approximated 
by averaging electric field values between whole time steps. Same as electric 
field, when a magnetic field value is need at half time step, a value can be 
approximated by averaging magnetic field values between half time steps. This 








Figure 3.3: Yee’s 1D scheme for updating electric field in space and time. 
 
3.5 The FDTD Equations 
 
The FDTD algorithm is based on following two equations below. It is based on 
the Cartesian coordinate system. 𝜖 and 𝜇 are represent electric and magnetic 
parameters of the material respectively [15].  
 

































 ,                             (3.7) 








































The above equation form the foundation of the FDTD algorithm for modeling 
the interaction of electromagnetic waves with three dimensional objects 
embedded in medium and excited by a given source. These electric and 
magnetic field equations are discretized both in time and space. One set of 
equation updates electric field components, then other set updates magnetic 
field components. These equations is shown in below. k represent electric 












































































































































































































































].                (3.14) 
 
In order to handle the interfaces between different media in inhomogeneous 
environment the weighted average of adjacent cells are taken and this will 
dealt with further in this chapter 
 
3.6 Material Handling 
 
The Yee cell defines the electric and magnetic fields on the surfaces of mesh 
boxes and each mesh box is defined to have certain material properties. At the 
interfaces between mesh boxes need some mechanism to handle material 








Figure 3.4: Material handling at edge in the x-z plane. 
 
Since electric and magnetic field components are defined to be at interfaces 
between mesh cells, some average of determining the material properties at the 
interfaces between mesh cells are required. If adjacent mesh cells have identical 
material properties, then there is no question as to what material property to 
assign. However, if there is a difference in material properties between mesh 
cells, then there is a problem of discontinuity which need to address. In such a 
situation, the material properties at nodes are by taking the algebraic average of 
adjacent mesh cell. 
 
According to the figure 3.3, the magnetic field components are at the center of 
mesh boxes, in order to estimate the material properties the average of the two 






permeability at the center an average of the magnetic permeability at two corner 
















).                                 (3.15) 
 
To update the electric fields, the material properties at the intersection of nodes 
are handled in a similar way.  Electric field components are located on the edges 
of the Yee cell, thus each electric field component is in the center of four mesh 
boxes. To estimate the material properties needed to update a given electric field 




 is need to update electric field 𝐸x|
𝑛
𝑘
 the average of two cells are 














).                                 (3.16) 
 
3.7 Stability Analysis of the FDTD Algorithm 
 
For the stability of the FDTD analysis, it needs to base on central the following 






















This is called Courant criterion. In this equation, 𝑣𝑚𝑎𝑥 is the maximum wave 
phase velocity in the model, ∆t is the time step size, ∆𝑥, ∆𝑦, and ∆𝑧 are the mesh 
sizes along each axis. In order to simplify the implementation, it can assume as 
each axis mesh size is same as shown below 
 
∆𝑥 = ∆𝑦 = ∆𝑧 = 𝛿.                                       (3.18) 
 





.                                           (3.19) 
 
Mesh density and the time step size are chosen according to the accuracy 
required by the computation. In general, the length of an edge of a mesh cell 
must be a small fraction of either the shortest wavelength in any media expected 
in the model or the smallest dimension of an object being modeled. The whole 
point of the stability criterion and requirements for accuracy is that a wave must 
be larger in comparison to any individual mesh cell and that the distance an 
electromagnetic wave travels in one unit of the time must be small relative to 
individual mesh cells. The stability criterion sets a minimum limit in the 







3.8 Boundary Conditions 
 
Since the FDTD simulation cannot run forever, it needs to have some boundary 
conditions and it will helps to reduce the domain under consideration.  Some of 
the commonly used boundary condition in FDTD simulation are perfect electric 
conductor (PEC), perfect magnetic conductor (PMC), absorbing boundary 
condition (ABC), and perfectly matched layer (PML) which it will discuss in this 
section. 
 
In the Yee cell, it can see that the electric field components on only three edges 
of the mesh box and those magnetic field components are defined only on three 
surfaces of the mesh box. When Yee cells are placed side by side, all of the 
needed electric and magnetic field components in the interior of the mesh are 
properly defined.  At the edge special definitions have to be given for the electric 
and magnetic fields. These special definitions though applied on the boundaries 
change the field components in the Yee cell. Because a special handler separate 
from the FDTD difference equation is directly manipulating field components. The 
phrase applied boundary conditions is used to describe the handling of the mesh 
boundary condition. There are several method of handling mesh at the 






3.8.1 Perfect Electric Conductor Boundary Condition 
 
The boundary condition of perfect electric conductor (PEC) is used for a perfectly 
conductive metal surface. For a perfect electric conductor, the electric field 
component tangential to the surface at the boundaries must be zero.  
 
?̂? × 𝑬 = 0,                                               (3.20) 
 
using the Yee cell in the FDTD, the boundary condition at the surface of ta 
perfect electric conductor can be satisfied by simply setting these electric field 
components equal to zero at each time step.  
 
In addition to being used on the boundaries of the FDTD mesh, the PEC 
condition can also be assigned to the surface of Yee cell that is inside the mesh. 
The use of PED surface inside the mesh helps in modeling perfectly conductive 
metal surfaces of minute thickness. 
 
3.8.2 Perfect Magnetic Conductor Boundary Condition 
 
The boundary condition of perfect magnetic condition (PMC) is the tangential 
magnetic field must be zero. 
 






This boundary condition is satisfied when the tangential electric field at the 
surface of the PMC is calculated. One way to obtaining a difference equation 
for the tangential electric field is to simplify the original problem by using 
image theory.  
 
3.8.3 Absorbing Boundary Conditions 
 
Absorbing boundary conditions (ABCs) are used for modeling of field in an 
unbounded region. This is useful for examining the free space characteristic of 
antennas. There are two kinds of ABCs. The first is an applied boundary 
condition, and the second is based on the idea of an impedance matched 
material placed inside the mesh. 
 
The principle behind applied ABCs is that by suing some function to estimate 
what the electric field components should be on the surface of the mesh 
boundary, then electromagnetic field should appear to be absorbed into the 
boundary surface. 
 
3.9 Implementing the FDTD Algorithm 
 
The FDTD algorithm starts by performing a grid initialization, then analyze input 
and initialize the condition. During this process, load the standard mesh into the 

















After initialization, the algorithm enters the main loop of the flow chart. After each 
iteration, of handling boundary conditions, fields are updated by using the finite 
different equations and incrementing the time step counter. After the simulation is 
completed, the times the loop write data to files. 
 
The complexity of the FDTD algorithm can be determined in the following 
manner. The task of initializing the analysis is complicated but it is performed 
only once per FDTD analysis. The time to handle boundary conditions are small 
in comparison to the time require to update the fields. As the problem size 
become larger, the time required to update field value becomes larger in 
comparison to the time needed to handle boundary conditions. The time 
complexity of the overall algorithm is primarily dependent on the time needed to 
update the electromagnetic field values. This is the only main parameter that 
determines the complexity of the FDTD algorithm being used. 
 
This chapter presented the FDTD method as an algorithm. Topics central to the 
FDTD method such as the FDTD mesh itself, the Yee cell, time stepping, stability 
and accuracy, and mesh boundary conditions were discussed. At last, the FDTD 









CHAPTER 4. OPTICAL PROPERTIES OF SILICON CORE/MULTI-SHELL 
NANOWIRES USING FDTD AND EMA METHODS 
4.1 Silicon Nanowire 
 
In recent years, there has been a significant, considerable interest in renewable 
energy systems. Solar energy conversion is of particular interest owing to the 
abundance of the source. The majority of today’s commercial solar cell modules 
are based on crystalline silicon (Si). There is, also, growing interest in thin film 
solar cells [17], and some of which interest to attention to nanostructures. 
Nanowire (NW) based solar cells show promising class of photovoltaic devices 
due to several performance and processing benefit. 
 
The application of NWs to solar cell has been attempted in sever device 
configuration and material systems. Among many different NWs, SiNW has 
recently received considerable attention, due to potential to provide cells with 
equal or better performance to crystalline Si [6,18-20]. 
 
SiNW are promising architecture for photovoltaic energy. The radial p-n junction 
can enable to efficient carrier collection [21], and the open array structure can 






because the NW structure has really small reflectivity owing to the large open 
area on the frontal surface and each individual SiNW is nanoscale cylindrical 
resonator, which can trap light by multiple total internal reflection [23]. Also, 
strong interwire light scattering occurs to cause further light trapping [24]. 
 
Intensive research activities have been devoted to theoretically studying the 
effect of geometric parameters on the optical properties of SiNWs. First, 
numerically modeled the optical absorption of the periodic free-standing SiNW 
array and found higher absorption compared with thin film Si [19]. Second, 
designed an asymmetric tapered two-dimensional grating structure, whose 
absorption approaches the Lambertian limit at normal incidence [25]. Also, there 
are significant optical absorption enhancement occurs when the lattice constant 
varies from 100 nm to 600 nm with fixed filling ratio of the SiNWs [26]. There are, 
recently, reported that the optical absorption in disordered SiNW array can be 
enhanced significantly with random diameter or length but slightly with random 
position [6]. There are intensive research have been activated about effect of 
geometric parameter on the optical properties of SiNWs.  
 
However, there are not many studies have been reported on the optical 
properties of multi absorber with SiNW. The object of this study is find the optical 
properties of Si core/multi-shell NWs. Other absorber NW is used iron(III) oxide 
(Hematite or Fe2O3). Currently, there are research about solar water splitting with 






photon is used to break down liquid water into molecules of hydrogen and 
oxygen gas. Since using the solar energy is same, this hematite material has 
been chosen as other absorber. In order find the optical properties of Si 
core/multi-shell NWs, EMA and FDTD method have been used. EMA allows to 
find the optical properties of Si core/multi-shell NWs because rapid first-order 
prediction [27-28] and it has been used to study the optical properties of 
vertically-aligned carbon nanotubes [29-31]. With EMA and FDTD method, it will 
aims at studying optical absorption of Si core/multi-shell NWs arrays on platinum 
(Pt) substrate at normal incidence. The effective dielectric function of the Si 
core/multi-shell NWs array for ordinary and extraordinary waves is calculated 
with the MG. For EMA method, thin-film optics formulas are employed to 
calculate the reflectance, transmittance and absorptance of the Si core/multi-
shell NWs array on Pt substrate. For FDTD method, simulation is used to 
calculate the reflectance, transmittance and absorptance of the Si core/multi-
shell NWs array on Pt substrate. Also, the effect of geometric parameter on the 
optical properties is discussed.  
 
4.2 Theoretical Model for EMA Method 
 
Consider a layer of vertically-aligned Si core/multi-shell NWs array with a 
thickness of 𝐻𝑤 on a semi-infinite Pt substrate, as shown in Fig. 4.1. The average 
spacing, the diameter of SiNWs, thickness of the metal shell, and thickness of 






Si core/multi-shell NW layer can be treated as an effective homogeneous 
medium with isotropic optical properties. 
 
 
Figure 4.1: The schematics of the Si core/multi-shell NWs array on platinum  
substrate structure. 
 
The EMA is homogenization method for characterizing the optical properties of 
an inhomogeneous medium with different material constituents based on the field 
average. The effective dielectric function 𝜀𝑒𝑓𝑓 from MG approximation can be 
obtained by [32] 
 
















where 𝜀𝑎 and 𝜀𝑗 are the dielectric functions of the air and each layer of the NW 
materials taken from Palik [33]. 𝑗 is number of material and 𝑓𝑗 is the volume 
filling ratio of each material. 
 
The depolarization factor 𝑔𝑗 is a geometry-dependent and polarization 
dependent parameter, and the Si core/multi-shell NWs can be treated as 
elongated ellipsoids. When the electric field is along or perpendicular to the wire 
axial direction, the depolarization factor can be approximated as 𝑔𝐸 = 0 and 
𝑔𝑂 = 0.5 if the aspect ratio 
𝐻𝑤
𝑑
≫ 20.  Therefore, the effective dielectric functions 
are different along or perpendicular to the axial direction such as 𝜀𝐸 and 𝜀𝑂 
shown above figure, where subscript E and O represent extraordinary and 
ordinary waves, respectively. Since the normal incidence case is only 
considered in this study where the electric field is a normal to the wire axial 
direction. 
 
Thin-film optics can be calculate the radiative properties of the Si core/multi-
shell NWs layer on Pt substrate composite structure. Consider light incident 
from air (𝜀1) at an angle of 𝜃1 to an effective homogeneous layer (Si core/multi-
shell NWs array with 𝜀𝑒𝑓𝑓) on a semi-infinite substrate (Pt with 𝜀3). The thin-film 
optics formula is shown below. The reflection and transmission coefficient at the 






















 , for i = 1, 2 ,                                 (4.4) 
 
and 𝑘𝑥 = 𝑘𝑖 sin 𝜃𝑖. Thus, the reflection and transmission coefficient of the the Si 










 ,                                        (4.5) 
 




√𝜀𝑒𝑓𝑓 − 𝜀1(𝑠𝑖𝑛𝜃𝑖)2.                                (4.6) 
 
At last, the spectral directional reflectance and transmittance of the uniaxial layer 
can be obtained as 
 










 .                                           (4.8) 
 
Based on the energy balance, the absorptance in the anisotropic layer can be 
obtained as 
 
𝐴2(𝜔) = 1 − 𝑅(𝜔) − 𝑇(𝜔).                                   (4.9) 
 
The substrate is assumed to be semi-infinite, the energy transmitted through the 
anisotropic layer will be absorbed by the substrate. Thus, the absorptance in the 
substrate is 
 
𝐴3(𝜔) = 𝑇(𝜔).                                            (4.10) 
 
The overall absorptance of the entire structure become 
 
𝐴(𝜔) = 1 − 𝑅(𝜔).                                        (4.11) 
 
4.3 The FDTD Simulation Setup 
 
There are four different structure cases are simulated in this study. Four 






and 1000 nm length. The platinum is placed as substrate and thickness of 
the substrate is 20 nm. The dielectric functions are obtained from Palik [32]. 
Figure 4.2(a) shows structure of the Si core/multi-shell NWs and in Table 4.1 
shows four different structure cases.  
 
 
Figure 4.2: (a) A Si core/multi-shell NWs schematics in FDTD simulation. (b)  
A cross section of the simulation setup. Periodic boundary condition is  
applied at x and y direction. The green lines indicate the flux monitors to  












Table 4.1: Four different case structures of Si core/multi-shell NWs. 
Structures dw (nm) t1 (nm) t2 (nm) 
Si–Al–Fe2O3 20 50 30 
Si–Ag–Fe2O3 20 50 30 
Si–Fe2O3 30 40 - 
Fe2O3 50 - - 
 
Figure 4.2(b) is an illustration of the vertical cross section of the simulation 
domain. The 3D simulation domain is a tetragonal shape of 400 nm by 400 
nm in the xy plane, and the 3100 nm in the z direction. Periodic boundary 
condition is used in x and y direction and perfect matched layer is used to 
truncate the z direction. A Gaussian source is placed at 1500 nm above the 
upper surfaces of the array. Two power monitors placed above and below 
the array are used to measure the transmitted and reflected flux values 
which are then normalized by the source power to obtain the reflectance and 
transmittance. For all cases, the reflectance and transmittance are 
calculated between wavelengths of 300-1100 nm which covers the entire 
visible spectrum. The absortance is then calculated using A = 1 – T – R, 
where T and R are the transmittance and reflectance. All the simulations are 
performed with Lumerical FDTD solutions package. Automatic adaptive 
mesh with the highest possible accuracy is used for spatial discretization of 







4.4 Results and Analysis 
 
In order to decide whether the EMA method is appropriate for this study, the 
absorptance of the SiNW array is calculated and compared to the obtained from 
full-wave analysis. Figure 4.3 (a) and (b) plots the normal absorptance of Si 
core/multi-shell NWs which deposited on Pt substrate. The layer thickness 𝐻𝑤 is 
1000 nm, and the filling ratio is taken as 
π
16
. Figure 4.3 (a) result is calculated with 
EMA method and (b) is calculated with FDTD method. According to Figure 4.3 
(a) and (b), EMA method and FDTD method show reasonable similar trend. 
Therefore, the EMA is appropriate for this study. 
 
Figure 4.3: (a) Absorptance result of Si core/multi-shell NWs using EMA method.  






In this study, absorptance of EMA method is also compared with absorptance of 
two flux approximation. Two flux approximation has been calculated with 
experiment data by Dr. Bao. In Figure 4.4 (a) and (b), absorptance shows little bit 
different at short wavelength. However, overall absorptance follows trend after 
500 nm. After comparison between FDTD and EMA and between two flux 
approximation and EMA, the EMA is appropriate to use for this study. 
 
 
Figure 4.4: (a) Absorptance result of Si core/multi-shell NWs using EMA method.  
Volume filling ratio 𝑓 is .5. (b) Absorptance result of Si core/multi-shell NWs using  







Figure 4.5 (a) and (b) illustrates refractive index n and extinction coefficient κ of 
the Si core/multi-shell NWs individual materials. (c) and (d) illustrates effective 
reflective index n and extinction coefficient k of the Si core/multi-shell NWs from 
the EMA approximation with 𝑓 =
𝜋
16
 for ordinary waves. As expected, the effective 
optical constant of Si core/multi-shell NWs are smaller than original individual 
layer due to filling ratio. Also, Si reduced reflective index when there are multi 
layers of shell exist. Most Si core/multi-shell NWs slowly decrease reflective 
index while wavelength increase. However, SiNW with Ag and Hematite shells 
show that same peak exist around where Si peak exist. Since Si and hematite 
have reflective index peak around 400 nm and the silver reflective index is lower 
at 400nm, Si and hematite effected more on reflective index. On the other hand, 
the effective extinction coefficient decreases quickly as the wavelength 
decreases, although original Al and Ag increases as the wavelength increases. 








Figure 4.5: (a) Reflective index n of each individual material of the Si  
core/multi-shell NWs. (b) Extinction coefficient κ of each individual material of the  
Si core/multi-shell NWs. (c) Effective reflective index n of Si core/multi-shell NWs.  
(d) Effective extinction coefficient κ of Si core/multi-shell NWs.  
 
The radiative properties of the Si core/multi-shell NWs array on semi-infinite Pt 
substrate shown in Figure 4.1 are calculate at normal incidence with obtained 
effective optical constant, and the geometric effects such as varying material 
thickness or filling ratio are also investigated. The substrate is assumed semi-








Figure 4.6: The Si core/multi-shell NWs absorptance with two different filling  
ratio. (a) 𝑓 =
𝜋
16
 . (b) 𝑓 = .5. 
 
When the filling ratio varies, the Si core/multi-shell NWs layer shows little bit 
different trend on the absorptance in the overall wavelength.  In Figure 4.6 (a) 
and (b) show that as wavelength increase, the absorptance decreases in both 






is 450 nm.  When filling ratio is 
𝜋
16
, there is no oscillation at intermediate to higher 
wavelength regime. However, when filling ratio is .5, there is oscillation at 
intermediate to higher wavelength regime. Also, there is interesting to notice that 
nanowire layers with smaller filling ratios could actually absorb more at short 
wavelength regime.  These can be explained with dependent scattering inside 
the nanowire layers. When the nanowires become closer, the multiple scattering 
may be endanger due to shorter optical paths between the nanowires. Therefore, 
the dependent scattering is more sensitive to the filling ratio. Thus, the scattering 
process is dominant for the absorption inside the nanowire layer at short 
wavelength regime. 
 
In order to optimize the Si core/multi-shell NWs to increase the absorptance, 
there are few things to consider, like optical properties, volume filling ratio, and 
material thickness. Volume filling ratio has been found from above that higher 
filling ratio can be jeopardize due to shorter optical path of the nanowire. It would 
be better to have smaller filling ratio to increase the absorptance. In order to 
choose best materials for shells to increase absorptance, Figure 4.3, Figure 4.4, 
and Figure 4.7 can be used. According to Figure 4.3 and Figure 4.4, it can be 
easily figure out that other than two absorber (Si and Fe2O3), with another layer 
of metallic absorber (Ag or Al) has higher absorptance. In Figure 4.7 shows each 
material’s absorptance. Si and hematite have higher absorptance overall 
wavelength. Peak of the hematite absorptance is about .8 and peak of the Si 






absorption. Only Ag shows really high absorption at the shorter wavelength 
regime. However, high absorption of these metallic absorbers are not good since 
when these metallic absorbers absorb photons, absorbed photons are just 
wasted. In other words, it would be better to pick lower absorption, like Al, to 
optimize the Si core/multi-shell NWs array.  
 
 
Figure 4.7:  Si core/multi-shell NWs individual material absorptance. 
 
After choosing the volume filling ratio, length of the NW, and materials for the 







Figure 4.8:  Radiative properties of the Si core/multi-shell NWs array with varying  






In Figure 4.8 (a) and (b) are changing thickness of Si and Al, respectively. Si and 
Al show that changing thickness of the layer do not effect to absorptance of the 
NW. However, in Figure 4.8 (c) is changing thickness of hematite. When 
hematite increases thickness at shorter wavelength regime, absorptance of the 
Si core/multi-shell NWs also increases. It makes sense that hematite shows 
highest absorption in Figure 4.7 and when the surface area of the hematite 
increases, then absorption also follow to increases.  
 
 
Figure 4.9: Absorptance of optimized Si core/multi-shell NWs using the FDTD  
Method. 
 
Based on optimization have been done, the FDTD method can be used to find 






Lumerical FDTD solutions package and the final data is shown in Figure 4.9. 
Optimized Si core/multi-shell NWs shows clearly better absorption from short 
wavelength to high wavelength regime. 
 
This chapter presented comparison between EMA and FDTD methods and 
between EMA and two flux approximation to decide to use EMA method is 
appropriate it or not. With EMA method, also, find the optimized Si core/multi-
shell NWs array to improve absorptance. Then, the FDTD method simulation has 




















CHAPTER 5. CONCLUSION AND FUTURE WORK 
The thesis includes work on radiative properties of Si core/multi-shell NWs. Si 
core/multi-shell NWs arrays are a device from solar water splitting with two 
absorbers which are Si and Fe2O3. In order to find the absorptance of this NW, 
MG EMA and FDTD methods are used. With the abosrptance data have found 
from EMA and FDTD method, it has been prove that EMA method is appropriate 
to make rough guess of the optical properties.  
 
The EMA could predict the electromagnetic interaction among nanowires and the 
antireflection effect, which are responsible for the enhanced absorption for the 
composite structure. It is found that larger filling ratio leads to smaller absorption 
at short wavelength regime.  
 
Optimization of the Si core/multi-shell NWs have been done with EMA and FDTD 
methods. With EMA method, found the appropriate filling ratio, materials, and 
thickness of shells. Silicon core based aluminum and hematite shells are the best 
optimized materials and it is better to increase thickness of hematite and reduce 







In this study the vertical Si core/multi-shell NWs with position absorption has 
been found. In future works to consider the vertical NWs with position disordered. 
Also, it needs to find absorption of random mats. 
 
In this study the substrate is assume semi-infinite, and future works to consider 
the thickness effect of the substrate and also need to look into the directional 
behavior. 
 
In this study, each layer of absorption has not been found, yet. In future work, it 
needs to find each layer absorption of Si and hematite. Also, it needs to find how 
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