Unbiased deep solvers for parametric PDEs by Vidales, Marc Sabate et al.
UNBIASED DEEP SOLVERS FOR PARAMETRIC PDES
MARC SABATE VIDALES, DAVID SˇISˇKA, AND LUKASZ SZPRUCH
ABSTRACT. We develop several deep learning algorithms for approximating families of
parametric PDE solutions. The proposed algorithms approximate solutions together with
their gradients, which in the context of mathematical finance means that the derivative
prices and hedging strategies are computed simulatenously. Having approximated the gra-
dient of the solution one can combine it with a Monte-Carlo simulation to remove the
bias in the deep network approximation of the PDE solution (derivative price). This is
achieved by leveraging the Martingale Representation Theorem and combining the Monte
Carlo simulation with the neural network. The resulting algorithm is robust with respect
to quality of the neural network approximation and consequently can be used as a black-
box in case only limited a priori information about the underlying problem is available.
We believe this is important as neural network based algorithms often require fair amount
of tuning to produce satisfactory results. The methods are empirically shown to work for
high-dimensional problems (e.g. 100 dimensions). We provide diagnostics that shed light
on appropriate network architectures.
1. INTRODUCTION
What we propose in this work is a method for harnessing the power of deep learning
algorithms in a way that is robust even in edge cases, when the output of the neural net-
work is not of the expected quality. The aim of the article is to develop algorithms that
can be used as a black-box with only limited a priori information about the underlying
problem. We focus in particular on the problem of derivative pricing in high-dimensions
with arbitrary payoff.
From the results in this article we observe that neural networks provide efficient compu-
tational device for high dimensional problems. However, we observed that these algorithms
are sensitive to the network architecture, parameters and distribution of training data. A
fair amount of tuning is required to obtain good results. Based on this we believe that there
is great potential in combining artificial neural networks with already developed and well
understood probabilistic computational methods.
We propose three classes of learning algorithms for simultaneously finding solutions
and gradients to parametric families of PDEs.
i) Projection solver: Algorithms 1, 2 and 3. Here we leverage Feynman–Kac represen-
tation together with with the fact that conditional expectation can be viewed as L2
projection operator. The algorithm does not require Markovian structure. The gra-
dient can be obtained by automatic differentiation of already obtained approximation
of the PDE solution (Algoritms 1 and 2) or directly via Bismut–Elworthy–Li formula
(Algorithm 3).
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ii) Martingale representation solver (MRS): Algorithms 4 and 5. This algorithm was in-
spired by Cvitanic et. al. [16] and Weinan et. al, Han et. al. [54, 27] and is referred
to as deep BSDE solver. Crucially BSDE representation does not require Markovian
structure, though this has been only explored in the context of numerical approxima-
tion in [10] using Wiener-Chaos expansion. Our algorithm differs from [54] in that we
approximate solution and its gradient at the all time-steps and across the entire space
domain rather than only one space-time point. Furthermore we propose to approxi-
mate the solution-map and its gradient by separate networks.
iii) Martingale control variates solver (MCV): Algorithms 6 and 7. Here we exploit the
fact that martingale representation induces control variate that can produce zero vari-
ance estimator. Obviously, such control variate is not implementable but provides a
basis for a novel learning algorithm for the PDE solution. Again no Markovian struc-
ture is required.
For each of these classes of algorithms we develop and test different implementation
strategies. Indeed, one can either take one (large) network to approximate the entire family
of solutions or to take a number of (smaller) networks, where each network approximates
the solution at a time point in a grid. The former has the advantage that one can take arbi-
trarily fine time discretization without increasing the overall network size. The advantage
of the latter is that each learning task is simpler due to each network being smaller. One
can further leverage the smoothness of the solution in time and learn the weights iteratively
by initializing the network parameters to be those of the previous time step. We test both
approaches numerically. To summarize the key contribution of this work are:
i) We derive and implement three classes of learning algorithms for approximation of
parametric PDE solution map and its gradient.
ii) We propose a novel iterative training algorithm that exploits regularity of the function
we seek to approximate and allows using neural networks with smaller number of
parameters.
iii) We do not rely on any Markovian structure in the underlying problem.
iv) The proposed algorithms are truly black-box in that quality of the network approxi-
mation only impacts the computation benefit of the approach and does not introduce
approximation bias.
v) Code for the numerical experiments presented in this paper is being made available
on GitHub: https://github.com/marcsv87/Deep-PDE-Solvers.
We stress out the importance of the last point by directing reader’s attention to figure
Figure 1 where we test generalisation error of trained neural network for the 5 dimensional
family of PDEs corresponding to pricing a basket option for assets mode-led by Black-
Scholes modes each with possibly different volatility (we refer reader to example 6.6 for
details). We see that while the average error over test set is of order ≈ 10−5, the errors for
a given input varies significantly. Indeed, it has been observed in deep learning community
that for high dimensional problems one can find input data such that trained neural net-
work that appears to generalise well (i.e achieves small errors on the out of training data)
produces poor results [24].
All our algorithms are applicable in the non-Markovian setting. We carry out some
preliminary work in this direction in Section 3 by feeding the network with time increments
of the path. There are more sophisticated techniques for encoding the path that will be
developed in an upcoming article.
1.1. Literature review. Deep neural networks trained with stochastic gradient descent
algorithm proved to be extremely successful in number of applications such as computer
vision, natural language processing, generative models or reinforcement learning [40]. The
application to PDE solvers is relatively new and has been pioneered by Weinan et. al, Han
et. al. [54, 27, 51]. See also Cvitanic et. al. [16] for the ideas of solving PDEs with
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FIGURE 1. Histogram of mean-square-error of solution to the PDE on
the test data set.
gradient methods and for direct PDE approximation algorithm. PDEs provide an excellent
test bed for neural networks approximation because a) there exists alternative solvers e.g
Monte Carlo b) we have well developed theory for PDEs, and that knowledge can be used
to tune algorithms. This is contrast to mainstream neural networks approximations in text
or images classification.
Apart from growing body of empirical results in literature on “Deep PDEs solvers”,
[13, 32, 4, 34, 28] there has been also some important theoretical contributions. It has
been proved that deep artificial neural networks approximate solutions to parabolic PDEs
to an arbitrary accuracy without suffering from the curse of dimensionality. The first math-
ematically rigorous proofs are given in [25] and [35]. The high level idea is to show that
neural network approximation to the PDE can be established by building on Feynman-Kac
approximation and Monte-Carlo approximation. By checking that Monte-Carlo simula-
tions do not suffer from the curse of dimensionality one can imply that the same is true for
neural network approximation. Furthermore, it has been recently demonstrated in [31, 43]
that noisy gradient descent algorithm used for training of neural networks of the form
considered in [26, 35] induces unique probability distribution function over the parameter
space which minimises learning. See [19, 14, 49, 52] for related ideas on convergence of
gradient algorithms for overparametrised neural networks. This means that there are theo-
retical guarantees for the approximation of (parabolic) PDEs with neural networks trained
by noisy gradient methods alleviating the course of dimensionality.
An important application of deep PDE solvers is that one can in fact approximate the
parametric family of solutions of PDEs. To be more precise let Θ ⊆ Rp, p ≥ 1, be a
parameter space. In the context of finance these, for example, might be initial volatility,
volatility of volatility, interest rate and mean reversion parameters. One can approximate
the parametric family of functions
(
u(·; θ))
θ∈Θ for an arbitrary range of parameters. This
then allows for swift calibration of models to data (e.g options prices). This is particularly
appealing for high dimensional problems when calibrating directly using noisy Monte-
Carlo samples might be inefficient. This line of research gain recently some popularity and
has been numerically tested on various models and data sets [30, 41, 3, 53, 29, 33, 42].
There are some remarks that are in order. In the context of models calibration, while the
training might be expensive one can do it offline, once and for good. One can also notice
that training data could be used to produce a “look up table” taking model parameters
to prices. From this perspective the neural network, essentially, becomes an interpolator.
However it may be that the number of parameters of the network is much smaller than
number of training data and therefore it is more efficient to store it. The final remark is
that while there are other methods out there, such as Chebyshev functions, neural networks
seem robust in high dimensions which makes them our method of choice.
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This paper is organised as follows. Section 2 provides theoretical underpinning for the
derivation of all the algorithms we propose. Section 3 describes the feed-forward neu-
ral network and a general learning framework that doesn’t assume Markovian structure of
the underlying problem. In Section 4 we consider Markovian problems and propose algo-
rithms exploiting this structure. In Section 5 we propose algorithms that use the Martingale
representation theorem directly as a basis for the learning algorithm. In Section 6 we pro-
vide numerical tests of the proposed algorithms. Section 6.2 describes exactly the network
architecture and implementation details. We empirically test these methods on relevant
examples including a 100 dimensional option pricing problems, see Examples 6.4 and 6.7.
We carefully measure the training cost and report the variance reduction achieved. See
Section 6 for details. Since we work in situation where the function approximated by neu-
ral network can be obtained via other methods (Monte-Carlo, PDE solution) we are able
to test the how the expressiveness of fully connected artificial neural networks depends on
the number of layers and neurons per layer. See Section 6.4 for details.
2. MARTINGALE CONTROL VARIATE
Control variate is one of the most powerful variance reduction techniques for Monte-
Carlo simulation. While a good control variate can reduce the computational cost of
Monte-Carlo computation by several orders of magnitude, it relies on judiciously chosen
control variate functions that are problem specific. For example, when computing price
of basket options a sound strategy is to choose control variates to be call options written
on each of the stocks in the basket, since in many models these are priced by closed-form
formulae. In this article, we are interested in black-box-type control variate approach by
leveraging the Martingale Representation Theorem and neural networks. The idea of using
Martingale Representation to obtain control variates goes back at least to [45]. It has been
further studied in combination with regression in [44] and [5].
The bias in the approximation of the solution can be completely removed by employing
control variates where the deep network provides the control variate resulting in very high
variance reduction factor in the corresponding Monte Carlo simulation. We would like to
draw the reader’s attention to Figure 2. We see that the various algorithms work similarly
well in this case (not taking training cost into account). We note that the variance reduction
is close to the theoretical maximum which is restricted by time discretisation. Finally we
see that the variance reduction is still significant even when the neural network was trained
with different model parameter (in our case volatility in the option pricing example). The
labels of Figure 2 can be read as follows:
i) MC + CV Corr op: Monte-Carlo estimate with Deep Learning-based Control Variate
built using Algorithm 7.
ii) MC + CV Var op: Monte-Carlo estimate with Deep Learning-based Control Variate
built using Algorithm 6.
iii) MC + CV BSDE solver: Monte-Carlo estimate with Deep Learning-based Control
Variate built using Algorithm 4.
iv) MC + CV Margrabe: Monte-Carlo estimate with Control Variate using analytical
solution for this problem given by Margrabe formula.
Let (Ω,F ,P) be a probability space and consider an Rd′ -valued Wiener process W =
(W j)d
′
j=1 = ((W
j
t )t≥0)
d′
j=1. We will use (FWt )t≥0 to denote the filtration generated
by W . Consider an D ⊆ Rd-valued, continuous, stochastic process X = (Xi)di=1 =
((Xit)t≥0)
d
i=1 that is adapted to (FWt )t≥0. We will use (Ft)t≥0 to denote the filtration
generated by X .
Let G : C([0, T ],Rd) → R be a measurable function. We shall consider contingent
claims of the form G ((Xs)s∈[0,T ]). This means that we can consider path-dependent
derivatives. Finally, we assume that there are (stochastic) discount factor given byD(t1, t2) :=
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FIGURE 2. Variance reduction achieved by network trained with σ =
0.3 but then applied in situations where σ ∈ [0.2, 0.4]. We can see that
the significant variance reduction is achieved by a neural network that
was trained with “incorrect” σ. Note that the “MC + CV Margbrabe”
displays the optimal variance reduction that can be achieved by using
exact solution to the problem. The variance reduction is not infinite even
in this case since stochastic integrals are approximated by Riemann
sums.
e−
∫ t2
t1
c(s,Xs) ds for an appropriate function c = c(t, x) and let
ΞT := D(t, T )G ((Xs)s∈[0,T ]) ∈ L2(FT ) .
We now interpret P as some risk-neutral measure and so the P-price of our contingent
claim is
Vt = E
[
ΞT
∣∣Ft] = E [D(t, T )G ((Xs)s∈[t,T ])∣∣∣∣Ft] . (1)
Say we have iid r.v.s (ΞiT )
N
i=1 with the same distribution as ΞT . Then the standard
Monte-Carlo estimator is
V Nt :=
1
N
N∑
i=1
ΞiT .
Convergence V Nt → Vt in probability asN →∞ is granted by the Law of Large Numbers.
Moreover the classical Central Limit Theorem tells that
P
(
Vt ∈
[
V Nt − zα/2
σ√
N
,V Nt + zα/2
σ√
N
])
→ 1− α as N →∞ ,
where σ :=
√
Var[ΞT ] and zα/2 is such that 1 − Φ(zα/2) = α/2 with Φ being distri-
bution function (cumulative distribution function) of the standard normal distribution. To
decrease the width of the confidence intervals one can increase N , but this also increases
the computational cost. A better strategy is to reduce variance by finding an alternative
Monte-Carlo estimator, say VN , such that
E[VN |Ft] = Vt and Var[VN |Ft] < Var[V Nt |Ft],
and the cost of computing VNt is similar to V Nt .
Martingale Representation Theorem, see e.g. [15, Th. 14.5.1], provides a generic (in
a sense that it does not rely on a specific model) strategy for finding a Monte-Carlo esti-
mator with the above stated properties. Recall that by assumption ΞT is FWT measurable
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and E[|ΞT |2] < ∞. Hence there exists a unique process (Zt)t adapted to (FWt )t with
E[
∫ T
t
|Zs|2ds] <∞ such that
ΞT = E[ΞT
∣∣FW0 ] + ∫ T
0
Zs dWs . (2)
Observe that in our setup, F0 = FW0 , Ft ⊆ FWt for t ≥ 0. Hence tower property of the
conditional expectation implies that
E[ΞT
∣∣Ft] = E[ΞT ∣∣FW0 ] + ∫ t
0
Zs dWs . (3)
Consequently (2) and (3) imply
E[ΞT
∣∣Ft] = ΞT − ∫ T
t
Zs dWs .
We then observe that
Vt = E[ΞT
∣∣Ft] = E[ΞT − ∫ T
t
Zs dWs
∣∣∣∣Ft
]
.
If we can generate iid (W i)Ni=1 and (Z
i)Ni=1 with the same distributions as W and Z
respectively then we can consider the following Monte-Carlo estimator:
VNt :=
1
N
N∑
i=1
(
ΞiT −
∫ T
t
Zis dW
i
s
)
.
The estimator VNt has the following properties:
E[VNt |Ft] = Vt and Var[Vt|Ft] = 0. (4)
Of course this on its own is of little practical use as, in general, there is no method to obtain
the unique process Z.
In the remainder of the article we will devise and test several strategies, based on deep
learning, to find a suitable approximation for the process Z = (Zt)t≥0 by Zθ = (Zθtt )t≥0,
θt ∈ Rk, k ∈ N i.e one network for each t. We will only require that Zθt are FWt measur-
able and square integrable i.e. E[
∫ T
t
|Zθs |2ds] <∞. The crucial feature of our approach is
that
Vθ,λ,Nt :=
1
N
N∑
i=1
(
ΞiT − λ
∫ T
t
(Zθ)is dW
i
s
)
,
still has the property that E[Vθ,Nt |Ft] = Vt, albeit the resulting variance typically will not
be zero anymore. Note that λ ∈ R is a parameter that can be chosen to reduce variance.
Even if we knew Z we would need to discretise the integrals that arise in Vθ,λ,N to
obtain an implementable algorithm. To that end take a partition of [0, T ] denoted
pi := {t = t0 < · · · < tNsteps = T} (5)
and consider an approximation of (9) by (Xpiti)
Nsteps
i=0 . For simplicity we approximate all in-
tegrals arising by Riemann sums always taking the left-hand point when approximating the
value of the integrand. Of course, more sophisticated quadrature rules are also available.
3. LEARNING MARTINGALE REPRESENTION
In this section we describe the structure of feed-forward neural network and discuss a
learning method which does not rely on the underlying problem having Markovian struc-
ture.
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3.1. Artificial neural networks. We fix a locally Lipschitz function a : R → R and for
d ∈ N define Ad : Rd → Rd as the function given, for x = (x1, . . . , xd) by Ad(x) =
(a(x1), . . . ,a(xd)). We fix L ∈ N (the number of layers), lk ∈ N, k = 0, 1, . . . L− 1 (the
size of input to layer k) and lL ∈ N (the size of the network output). A fully connected
artificial neural network is then given by Φ = ((W1, B1), . . . , (WL, BL)), where, for
k = 1, . . . , L, we have real lk−1 × lk matrices Wk and real lk dimensional vectors Bk.
The artificial neural network defines a function RΦ : Rl0 → RlL given recursively, for
x0 ∈ Rl0 , by
(RΦ)(x0) = WLxL−1 +BL , xk = Alk(Wkxk−1 +Bk) , k = 1, . . . , L− 1 .
We can also define the function P which counts the number of parameters as
P(Φ) =
L∑
i=1
(lk−1lk + lk) .
We will call such class of fully connected artificial neural networks DN . Note that since
the activation functions and architecture are fixed the learning task entails finding the opti-
mal Φ ∈ RP(Φ).
3.2. Learning martingale control variate functional. We can set up a learning task that
tries to approximate Z with a deep network. To that end we recall the time grid pi given
by (5), the associated discretisation of the process X which is (Xpitk)
Nsteps
k=0 and the discrete
discount factors (Dpi(t0, tk))
Nsteps
k=0 . We then propose to approximate Z at time tk using a
deep networks θtk ∈ DN with inputs being the entire discrete path up to time tk i.e.
Ztk ≈ Dpi(t, tk)(Rθtk)
(
(Xpitj )
k
j=0
)
σ(tk, (X
pi
tk
) . (6)
As always θ represent the deep network weights that have to be chosen appropriately. The
implementable control variate Monte-Carlo estimator now has the form
Vpi,θ,λ,Nt,T :=
1
N
N∑
i=1
Vpi,θ,λ,it,T , where
Vpi,θ,λ,it,T :=(Dpi(t, T ))i G
(
((Xpitk)
Nsteps
k=0 )
i
)
− λM i,θtk,T and
M i,θtk,T :=
Nsteps−1∑
k=1
(Dpi(t, tk))
i(Rθtk)
((
(Xpitj )
k
j=0
)i)
σ(tk, (X
pi
tk
)i) ∆W itk+1 .
(7)
We now make several remarks:
i) We are not assuming that X comes as a solution to an SDE here, it only needs to be
a continuous adapted process (e.g. McKean–Vlasov SDE arising in local stochastic
volatility models). However in practice one needs to be able to simulate this process
to be able to set up the learning task.
ii) It seems natural use (6) as an approximation to Ztk but in fact a direct approximation
Ztk ≈ (Rθtk)
(
(Xpitj )
k
j=0
)
might perform equally well.
iii) It has been advocated in [5, 6] that better computational result can be obtained by
using discrete time version of martingale representation. Theorem 2.1 in [5] tell us
that provided G
(
(Xpitk)
Nsteps
k=j
)
∈ L2
D(tj , T )G
(
(Xpitk)
Nsteps
k=j
)
= E
[
D(tj , T )G
(
(Xpitk)
Nsteps
k=j
)]
+Mti,T , (8)
where ((Mtj ,T )k)
Nsteps
k=1 is discrete-time square integrable martingale. In [5] a represen-
tation forMtj ,T is given using an (infinite) series of Hermite Polynomial. Such results
in literature are known as discrete-time analogue of Clark-Ocone formula [48, 1].
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The representation (8) provides another route to deriving (7): discretise the time
first and then apply the discrete martingale representation as opposed to first applying
the martingale representation theorem and then discretising time. Indeed we effec-
tively have that
M i,θt,T =
Nsteps−1∑
k=1
(Dpi(t, tk))
i(Rθtk)
((
(Xpitj )
k
j=0
)i)
σ(tk, (X
pi
tk
)i) ∆W itk+1 .
There are other possibilities for the choice of the form of M . One could work with
discrete time analogue of Clark-Ocone formula as already mentioned [5, 48, 1]. Alter-
natively one could build control variates using so called Stein operators as in [46, 7].
We leave it for the future research to explore this other possibilities.
iv) This methods is effectively learning the hedging hedging strategy, see also [12].
v) Even though we said that there is no representation Z as a solution to some PDE on
[0, T ]×D, there is a representation in terms of a path-dependent PDE, see [47].
vi) We write that the network approximation (Rθtk) depends on the entire path of (Xtj )
up to k. For practical learning one would typically use increments as inputs. There is
also evidence that using iterated integrals as learning inputs is very efficient [55] and
we explore this idea below and in the examples section.
4. LEARNING THE PDE SOLUTION
When we put ourselves in Markovian set up there is a representation for the Z in the
martingale representation theorem in terms of solution of an associated PDE. We explore
this connection here and then propose several learning algorithms that are designed to learn
the solution of the associated PDE.
We will assume that X is a Markov process that is given as the solution to
dXs = b(s,Xs) ds+ σ(s,Xs) dWs t ∈ [t, T ] , Xt = x (9)
and that there is a function g such that ΞT = D(t, T )g(XT ) so that
v(t, x) := E
[
D(t, T )g(XT )
∣∣∣∣Xt = x] .
4.1. PDE derivation of the control variate. It can be shown that under suitable assump-
tions on b, σ, c and g that v ∈ C1,2([0, T ]×D). See e.g. [36]. Let a := 12σσ∗. Then, from
Feynman–Kac formula, we get{
∂tv + tr(a∂2xv) + b∂xv − cv = 0 in [0, T )×D ,
v(T, ·) = g on D . (10)
Since v ∈ C1,2([0, T ]×D) and since v satisfies the above PDE, if we apply Itoˆ’s formula
then we obtain
D(t, T )v(T,XT ) = v(t, xt) +
∫ T
t
D(t, s)∂xv(s,Xs)σ(s,Xs) dWs . (11)
Hence Feynman-Kac representation together with the fact that v(T,XT ) = g(XT ) yields
EQ
[
D(t, T )g(XT )
∣∣∣∣Ft] = D(t, T )g(XT )− ∫ T
t
D(t, s)∂xv(s,Xs)σ(s,Xs) dWs. (12)
This shows that we have an explicit form of the process Z in (2), provided that
sup
s∈[t,T ]
E[|D(t, s)∂xv(s,Xs)σ(s,Xs)|2] <∞ .
Thus we can consider the Monte-Carlo estimator.
VN,vt :=
1
N
N∑
i=1
{
Di(t, T )g(XiT )−
∫ T
t
Di(t, s)∂xv(s,X
i
s)σ(s,X
i
s) dW
i
s
}
.
UNBIASED DEEP SOLVERS FOR PARAMETRIC PDES 9
To obtain a control variate we thus need to approximate ∂xv. If one used classical approx-
imation techniques to the PDE, such as finite difference or finite element methods, one
would run into the curse of the dimensionality - the very reason one employs Monte-Carlo
simulations in the first place. Artificial neural networks have been shown to break the
curse of dimensionality in specific situations [25]. However there is no known method that
can guarantee the convergence to the optimal artificial neural network approximation. The
application of the deep-network approximation to the solution of the PDE as a martingale
control variate is an ideal compromise.
If there is no exact solution to the PDE (10), as would be the case in any reasonable
application, then we will approximate ∂xv byRθ for θ ∈ DN . The implementable control
variate Monte-Carlo estimator is then the form
Vpi,θ,λ,Nt,T :=
1
N
N∑
i=1
{
(Dpi(t, T ))ig((Xpi)iT )
−λ
Nsteps−1∑
k=1
(Dpi(t, tk))
i(Rθ)(tk, Xitk)σ(tk, (Xpitk)i) (W itk+1 −W itk)
}
,
(13)
where Dpi(t, T ) := e−
∑Nsteps−1
i=1 c(ti,X
pi
ti
)(ti+1−ti) and λ is a free parameter to be chosen
(because we discretise and use approximation to the PDE it is expected λ 6= 1). Again
we point out that the above estimator is unbiased independently of the choice θ. We will
discuss possible approximation strategies for approximating ∂xv withRθ in the following
section.
In this section we propose 4 algorithms that attempt the learn PDE solution (or its gra-
dient) and then use it to build control variate.
4.2. Direct approximation of v by an artificial neural network. A first, and perhaps the
most natural, idea to set up learning algorithm for the solution of the PDE (10) would be
to use PDE (10) itself as score function. Let θ ∈ DN so thatRθ is an approximation of v.
One could then set a learning task as
θ∗ = arg min
θ
‖∂t(Rθ) + tr(a∂2x(Rθ)) + b∂x(Rθ)− c(Rθ)‖[0,T ]×D +‖(Rθ)(T, ·)− g‖D
in some appropriate norms ‖ · ‖[0,T ]×D and ‖ · ‖D. Different choices of approximations
of the derivatives and the norms would result in variants of the algorithm. Smoothness
properties of Rθ would be important for the stability of the algorithm. The key challenge
with the above idea is that it is not clear what the training data to learn v should be (the
domainD is typically unbounded). For this reason we do not study this algorithm here and
refer reader to for numerical experiments [51].
4.3. Projection solver. Before we proceed further we recall a well known property of
conditional expectations, for proof see e.g. [37, Ch.3 Th. 14].
Theorem 4.1. Let X ∈ L2(F). Let G ⊂ F be a sub σ-algebra. There exists a random
variable Y ∈ L2(G) such that
E[|X − Y|2] = inf
η∈L2(G)
E[|X − η|2].
The minimiser, Y , is unique and is given by Y = E[X|G].
The theorem tell us that conditional expectation is an orthogonal projection of a random
variableX ontoL2(G). Instead of working directly with (10) we work with its probabilistic
representation (11). To formulate the learning task, we define
X := D(t, T )g((XT ))
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so that v(t,Xt) = E[X|Xt]. Hence, by Theorem (4.1),
E[|X − v(t,Xt)|2] = inf
η∈L2(σ(Xt))
E[|X − η|2]
and we know that for a fixed t the random variable which minimises the mean square error
is a function of Xt. But by the Doob–Dynkin Lemma [15, Th. 1.3.12] we know that every
η ∈ L2(σ(Xt)) can be expressed as η = ht(Xt) for some appropriate measurable ht. For
the practical algorithm we restrict the search for the function ht to the class that can be
expressed as deep neural networks DN . Hence we consider a family of functionsRθ with
θ ∈ DN and set learning task as
θ∗ := arg min
θt
E[|X − (Rθ)(Xt)|2]. (14)
In practice, one employs a variant of stochastic gradient algorithm, see for classical expo-
sition on the topic [39, 8] and for more recent development [23]. We use the the following
notation
θ := ̂arg min
θ
E[|X − (Rθ)(Xt)|2],
where ̂arg minθ indicates that an approximation is used to minimise the function. Algo-
rithm 1 describes the method including time discretisation where for each timestep tk ∈ pi
in the time discretisation v(tk, Xtk) is approximated by one feedforward neural network
(Rθtk)(Xtk).
Algorithm 1 Projection solver
Initialisation: η, θ, Ntrn
for i : 1 : Ntrn do
generate samples (xitn)
Nsteps
n=0 by simulating SDE (15)
for k : 0 : Nsteps − 1 do
Compute
Dpi,i(tk, tNsteps) = e
−∑Nsteps−1n=k c(tn,xitn )(tn+1−tn)
Compute X pi,ik := (Di(tk, T )g(xiT )
end for
end for
Find θ,Ntrn = (θ,Ntrntk )
Nsteps−1
k=0 , where
θ,Ntrn = ̂arg min
θ
1
Ntrn
Ntrn∑
i=1
Nsteps−1∑
k=0
[|X pi,ik − (Rθtk)(xitk)|2]
return θ,Ntrn .
We can build an iterative training learning algorithm where the networks’ weights for
each timestep are learnt separately. In this case we can split the learning problem as:
θ,Ntrnm := ̂arg min
θm
|X pim − (Rθm)(xtm)|2 m = 0, . . . , Nsteps − 1
Note that in order to learn the weights of θm at a certain time-step tm we only need to
calculate X pim. We exploit this idea to propose the iterative variant of Algorithm 1 in Al-
gorithm 2. The algorithm also assumes that adjacent networks in time will be similar, and
therefore when we start training θm we initialise θm by θm+1.
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Algorithm 2 Projection solver, iterative
Initialisation: η, θ, Ntrn
for i : 1 : Ntrn do
generate samples (xitn)
Nsteps
n=0 by simulating SDE (15)
for k : 0 : Nsteps − 1 do
Compute
Dpi,i(tk, tNsteps) = e
−∑Nsteps−1n=k c(tn,xitn )(tn+1−tn)
Compute X pi,ik := (Di(tk, T )g(xiT )
end for
end for
for m : Nsteps − 1 : 0 : −1 do
if m < Nsteps − 1 then
Initialise θm = θ
,Ntrn
m+1
end if
Find θ,Ntrnm where
θ,Ntrn = ̂arg min
θ
1
Ntrn
Ntrn∑
i=1
[|X pi,im − (Rθtm)(xitm)|2]
end for
return θ,Ntrn .
4.4. Bismut-Elworthy-Li Formula. Consider the solution to (9) with Xt = x, that is
Xx
i
s = x
i +
∫ s
t
bi(r,Xxr ) dr +
d∑
j=1
∫ s
t
σij(r,Xxr ) dW
j
r i = 1, . . . , d . (15)
Define Y ijt := ∂xjX
i
t , for i, j = 1, . . . , d. Let ∂xb be the d×dmatrix ∂xj bi, i, j = 1, . . . , d
(i.e. the Jacobian matrix) and let ∂xσ·j be the d × d matrix (∂xkσij), k, i = 1, . . . , d (i.e.
the Jacobian of the map σ·j with j fixed). It can be shown, see [38, Ch. 4], that the matrix
valued process (Yt) satisfies
dYs = ∂xb(s,Xs)Ys ds+
d∑
j=1
∂xσ
·j(s,Xs)Ys dW js , Yt = I , (16)
where I is identity matrix. Bismut-Elworthy-Li formula that we state next, provides prob-
abilistic representation for gradient of the solution to the PDE (10). This is in the same
vein as Feynman-Kac formula provides probabilistic representation to the solution of (10).
Theorem 4.2 (Bismut-Elworthy-Li formula). Fix T > 0. Let (a(s))s∈[t,T ] be continuous
deterministic function such that
∫ T
t
a(s)ds = 1. Then
∂xv(t, x) = E
[
D(t, T )g(XT )
∫ T
t
a(s)(σ(X(s)))−1Y (s) dWs
∣∣∣∣Xt = x
]
.
We refer reader to [20, Th. 2.1] or [17, Th. 2.1] for the proof. Let us point out that
in the above representation no derivative of g is needed. This makes it appealing in fi-
nancial applications for calculating greeks in particular [21]. In the case that aσ−1(X)Y
is sufficiently well behaved (so that the stochastic integral is a true martingale) we have
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g(Xt)E
[∫ T
t
a(s)(σ(X(s)))−1Y (s) dWs
∣∣Xt = x] = 0. Thus one can see that
∂xv(t, x) = E
[(
D(t, T )g(XT )− g(Xt)
)∫ T
t
a(s)(σ(X(s)))−1Y (s) dWs
∣∣∣∣Xt = x
]
.
The resulting Monte-Carlo estimator may enjoy reduced variance property, [2]. To build a
learning algorithm we use this theorem with a(s) := 1T−t and define
X := (D(t, T )g(XT )−D(t, t)g(Xt)) 1
T − t
∫ T
t
(σ(X(s)))−1Y (s) dWs
so that ∂xv(t,Xt) = E[X|Xt]. Hence, by Theorem 4.1,
E[|X − ∂xv(t,Xt)|2] = inf
η∈L2(σ(Xt))
E[|X − η|2].
Reasoning as before the Algorithm 3 describes the method including time discretization.
Algorithm 3 Projection solver, Bismut–Elworthy–Li for gradient
Initialisation: θ, Ntrn, Nsteps
for i : 1 : Ntrn do
generate the Wiener process increments (∆wtn)
Nsteps
n=1 .
use the same (∆wtn)
Nsteps
n=1 to generate samples (x
i
tn)
Nsteps
n=0 and (y
i
tn)
Nsteps
n=0 by simulating
the SDEs (15) and (16).
for k : 0 : Nsteps − 1 do
ComputeX pi,ik :=
(
Di(t, T )g(xiT )−g(xitk)
)
1
T−t0
∑Nsteps−1
n=k (σ(x
i
tn))
−1yitn∆wtn+1
end for
end for
Find θ,Ntrn = (θ,Ntrntk )
Nsteps−1
k=0 , where
θ,Ntrn = ̂arg min
θ
1
Ntrn
Ntrn∑
i=1
Nsteps−1∑
k=0
[|X pi,ik − (Rθtk)(xitk)|2]
return θ,Ntrn .
4.5. Probabilistic representation based on Backward SDE. Instead of working directly
with (10) we work with its probabilistic representation (11) and view it as a BSDE. To
formulate the learning task based on this we recall the time-grid pi given by (5) so that we
can write it recursively as
v(tNsteps , XNsteps) = D(t, tNsteps)g(XNsteps) ,
D(t, tm+1)v(tm+1, Xtm+1) = D(t, tm)v(tm, Xtm)
+
∫ tm+1
tm
D(t, s)∂xv(s,Xs)σ(s,Xs) dWs for m = 0, 1, . . . , Nsteps − 1 .
Next consider deep network approximations for each timestep in pi and for both the solution
of (10) and its gradient.
(Rηm)(x) ≈ v(tm, x) , m = 0, 1, . . . , N , x ∈ Rd
and
(Rθm)(x) ≈ ∂xv(tm, x) , m = 0, 1, . . . , (N − 1) , x ∈ Rd .
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Approximation depends on weights ηm ∈ Rkη , θm ∈ Rkθ . We set the learning task as
(η∗, θ∗) := arg min
(η,θ)
E
[ ∣∣∣D(t, tNsteps)g(XtNsteps )− (RηNsteps)(XtNsteps )∣∣∣2
+
1
Nsteps
Nsteps−1∑
m=0
|E(η,θ)m+1 |2
]
,
E(η,θ)m+1 :=D(t, tm+1)(Rηm+1)(Xtm+1)−D(t, tm)(Rηm)(Xtm)
−D(t, tm)(Rθm)(Xtm)σ(tm, Xtm)∆Wtm+1 ,
(17)
where
η = {η0, . . . , ηtNsteps}, θ = {θ0, . . . , θtNsteps } .
Note that in practice one would also work with (Xpitm)
Nsteps
m=0 and moreover any minimisation
algorithm can only be expected to find (θ,Ntrn , η,Ntrn) which only approximate the opti-
mal (η∗, θ∗). The complete learning method is stated as Algorithm 4, where we split the
optimisation (17) in several optimisation problems, one per timestep: learning the weights
θm or ηm at a certain timestep tm < tNsteps only requires knowing the weights ηm+1. At
m = Nsteps, learning the weights ηNsteps only requires the terminal condition g. Note that
the algorithm assumes that adjacent networks in time will be similar, and therefore it seems
reasonable to initialise ηm and θm by ηm+1 and θ

m+1.
Algorithm 4 Martingale representation solver, iterative
Initialisation: Ntrn
for i : 1 : Ntrn do
generate samples (xitn)
Nsteps
n=0 by simulating SDE (15)
end for
Initialisation: ηNsteps
Find η,NtrnNsteps where
η,NtrnNsteps := ̂arg min
η
∣∣∣Dpi,i(t, tNsteps)g(xitNsteps )− (RηNsteps)(xitNsteps )∣∣∣2
Initialisation: θNsteps−1
for m : Nsteps − 1 : 0 : −1 do
Initialise (θm, ηm) = (θ
,Ntrn
m+1 , η
,Ntrn
m+1 )
Find (θ,Ntrnm , η
,Ntrn
m ) where
(θ,Ntrnm , η
,Ntrn
m ) := ̂arg min
(ηm,θm)
∣∣∣Epi,i,(η,θ)m+1 ∣∣∣2
where
Epi,i,(η,θ)m+1 :=Dpi,i(t, tm+1)(Rηm+1)(xitm+1)−Dpi,i(t, tm)(Rηm)(xitm)
−Dpi,i(t, tm)(Rθm)(xitm)σ(tm, xitm)∆W itm+1 .
end for
return (θ,Ntrnm , η,Ntrnm ) for all m.
As an alternative to considering two networks per timestep where one network approxi-
mates the solution and the other one the gradient at a time point in a grid, one can consider
two (larger) networks with time as input which now approximate the entire solution and
its gradient respectively. We consider deep network approximation η for both the solution
of (10) and θ for its gradient:
(Rη)(t, x) ≈ v(t, x) , m = 0, 1, . . . , N , x ∈ Rd, t ∈ [0, T ]
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and
(Rθ)(t, x) ≈ ∂xv(t, x) , m = 0, 1, . . . , (N − 1) , x ∈ Rd, t ∈ [0, T ] .
Approximation depends on weights η ∈ Rkη , θ ∈ Rkθ . We set the learning task analogous
to (17) but considering Rη(t, x) and Rθ(t, x). The complete learning method is stated as
Algorithm 5.
Algorithm 5 Martingale representation solver
Initialisation: η, θ, Ntrn
for i : 1 : Ntrn do
generate samples (xitn)
Nsteps
n=0 by simulating SDE (15)
for k : 0 : Nsteps − 1 do
Compute
Dpi,i(t0, tk) = e
−∑k−1n=0 c(tn,xitn )(tn+1−tn)
end for
end for
Find (θ,Ntrn , η,Ntrn) where
(θ,Ntrn , η,Ntrn) := ̂arg min
(η,θ)
1
Ntrn
Ntrn∑
i=1
[ ∣∣∣Dpi,i(t, tNsteps)g(xitNsteps )− (Rη)(tNsteps , xitNsteps )∣∣∣2
+
1
Nsteps
Nsteps−1∑
m=0
|Epi,i,(η,θ)m+1 |2
]
,
Epi,i,(η,θ)m+1 :=Dpi,i(t, tm+1)(Rη)(tm+1, xitm+1)−Dpi,i(t, tm)(Rη)(tm, xitm)
−Dpi,i(t, tm)(Rθ)(tm, xitm)σ(tm, xitm)∆W itm+1 .
return (θ,Ntrn , η,Ntrn).
4.6. Feynman-Kac and automatic differentiation. Automatic differentiation can be used
to provide an variant of the method of Section 4.5. Instead of using a Rη as an ap-
proximation of ∂xv we can use automatic differentiation to applied to Rθ ≈ v so that
∂x(Rθ) ≈ ∂xv. The learning algorithm is then identical to Algorithm 4 but with Rη
replaced with ∂x(Rθ). Recently very similar ideas have been explored in [4].
5. MARTINGALE CONTROL VARIATE SOLVERS
Recall definition of Vpi,θ,λ,Nt,T given by (7). From (4) we know that the theoretical control
variate Monte-Carlo estimator has zero variance and so it is natural to set-up a learning task
which aims to learn the network weights θ in a way which minimises said variance:
θ?,var := arg min
θ
Var
[
Vpi,θ,λ,Nstepst,T
]
.
Setting λ = 1, the learning task is stated as Algorithm 6.
Note that in this case we learn the control variate by setting λ = 1. In the next method
we show that in fact there is a way learn control variate with optimal λ by directly estimat-
ing it.
5.1. Empirical correlation maximisation. This method is based on the idea that since
we are looking for a good control variate we should directly train the network to maximise
the variance reduction between the vanilla Monte-Carlo estimator and the control variates
Monte-Carlo estimator by also trying to optimise λ.
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Algorithm 6 Martingale control variates solver: Empirical variance minimisation
Initialisation: θ, Ntrn
for i : 1 : Ntrn do
Generate the samples of Wiener process increments (∆wtn)
Nsteps
n=1 .
Use (∆wtn)
Nsteps
n=1 to generate samples (x
i
tn)
Nsteps
n=0 by simulating the process X .
Use (∆wtn)
Nsteps
n=1 to compute Vpi,θ,Nsteps,it,T .
end for
compute V¯pi,θ,1,Nstepst,T = 1Ntrn
∑Ntrain
i=1 Vpi,θ,1,Nsteps,it,T
Find θ,Ntrn where
θ,Ntrn := ̂arg min
θ
1
Ntrn
Ntrn∑
i=1
(
Vpi,θ,Nsteps,it,T − V¯pi,θ,Nstepst,T
)2
return θ,Ntrn .
Recall that ΞT = D(t, T )G ((Xs)s∈[t,T ]). The optimal coefficient λ∗,θ that minimises
the variance Var[ΞT − λMθt,T ] is
λ∗,θ =
Cov[ΞT ,Mθt,T ]
Var[Mθt,T ]
.
Let ρΞT ,M
θ
t,T denote the Pearson correlation coefficient between ΞT and Mθt,T i.e.
ρΞT ,M
θ
t,T =
Cov(ΞT ,Mθt,T )√
Var[ΞT ]Var[Mθt,T ]
.
With the optimal λ∗ we then have
Var[Vpi,θ,λ∗,Nt,T ]
Var[ΞT ]
= 1−
(
ρΞT ,M
θ
t,T
)2
.
See [22, Ch. 4.1] for more details. Therefore we set the learning task as:
θ?,cor := arg min
θ
[
1−
(
ρΞT ,M
θ
t,T
)2 ]
.
The full method is stated as Algorithm 7.
6. EXAMPLES AND EXPERIMENTS
6.1. Options in Black–Scholes model on d > 1 assets. Take a d-dimensional Wiener
processW . We assume that we are given a symmetric, positive-definite matrix (covariance
matrix) Σ and a lower triangular matrix C s.t. Σ = CC∗.1 The risky assets will have
volatilities given by σi. We will (abusing notation) write σij := σiCij , when we don’t
need to separate the volatility of a single asset from correlations. The risky assets under
the risk-neutral measure are then given by
dSit = rS
i
t dt+ σ
iSit
∑
j
CijdW jt . (18)
All sums will be from 1 to d unless indicated otherwise. Note that the SDE can be simulated
exactly since
Sitn+1 = S
i
tn exp
r − 1
2
∑
j
(σij)2
 (tn+1 − tn) +∑
j
σij(W jtn+1 −W jtn)
 .
1For such Σ we can always use Cholesky decomposition to find C.
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Algorithm 7 Martingale control variates solver: Empirical correlation maximization
Initialisation: θ, Ntrn
for i : 1 : Ntrn do
Generate the samples of Wiener process increments (∆wtn)
Nsteps
n=1 .
Use (∆wtn)
Nsteps
n=1 to generate samples (x
i
tn)
Nsteps
n=0 by simulating the process X .
Use (xtn)
Nsteps
n=0 to compute Ξ
i
T and M
i,θ
t,T .
end for
Compute ΞT :=
∑Ntrn
i=1 Ξ
i
T .
Compute Mθt,T :=
∑Ntrn
i=1M
i,θ
t,T .
Find θ,Ntrn where
θ,Ntrn := ̂arg min
θ
1−
 ∑Ntrni=1(M i,θt,T −Mθt,T )(ΞiT − ΞT )(∑Ntrn
i=1(ΞT − ΞT )2
∑Ntrn
i=1(M
i,θ
t,T −Mθt,T )2
)1/2

2  .
return θ,Ntrn .
The associated PDE is (with aij :=
∑
k σ
ikσjk)
∂tv(t, S) +
1
2
∑
i,j
aijSiSj∂xixjv(t, S) + r
∑
i
Si∂Siv(t, S)− rv(t, S) = 0 ,
for (t, S) ∈ [0, T ) × (R+)d together with the terminal condition v(T, S) = g(S) for
S ∈ (R+)d.
6.2. Deep Learning setting. In this subsection we describe the neural networks used in
the four proposed algorithms as well as the training setting, in the specific situation where
we have an options problem in Black-Scholes model on d > 1 assets.
Learning algorithms 4, 6 and 7 share the same underlying fully connected artificial
network which will be different for different tk, k = 0, 1, . . . , Nsteps−1. At each time-step
we use a fully connected artificial neural network denoted Rθk ∈ DN . The choice of the
number of layers and network width is motivated by empirical results on different possible
architectures applied on a short-lived options problem. We present the results of this study
below in the Diagnostics subsection. The architecture is similar to that proposed in [4].
At each time step the network consists of four layers: one d-dimensional input layer,
two (d + 20)-dimensional hidden layers, and one output layer. The output layer is one
dimensional if the network is approximation for v and d-dimensional if the network is
an approximation for ∂xv. The non-linear activation function used on the hidden layers
is the the linear rectifier relu. In all experiments except for Algorithm 4 for the basket
options problem we used batch normalization [50] on the input of each network, just before
the two nonlinear activation functions in front of the hidden layers, and also after the last
linear transformation.
Learning algorithm 5 trains two big networks that approximate the solution of (10) and
its gradient. The choice of the the number of layers and network width is motivated so
that the total number of parameters equals the total number of parameters that need to be
optimised in Algorithm 5 where we use two smaller networks for each timestep. Therefore
each network will have Nsteps (d + 20)-dimensional hidden layers. In this case we do not
use batch normalisation, since during training the time input at each timestep is always the
same, hence we want to avoid the numerical problems that would follow if we normalise
this feature by its standard deviation.
The networks’ optimal parameters are approximated by the Adam optimiser [18] on
the loss function specific for each method. Each parameter update (i.e. one step of the
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optimiser) is calculated on a batch of 5 · 103 paths (xitn)
Nsteps
n=0 obtained by simulating the
SDE. We take the necessary number of training steps until the stopping criteria defined
below is met, with a learning rate of 10−3 during the first 104 iterations, decreased to 10−4
afterwards.
During training of any of the algorithms, the loss value at each iteration is kept. A
model is assumed to be trained if the difference between the loss averages of the two last
consecutive windows of length 100 is less then a certain .
6.3. Evaluating variance reduction. We use the specificed network architectures to as-
sess the variance reduction in several examples below. After training the models in each
particular example, they are evaluated as follows:
i) We calculate NMC = 10 times the Monte Carlo estimate ΞT := 1Nin
∑Nin
i=1 Ξ
i
T and the
Monte Carlo with control variate estimate V¯pi,θ,λ,Nstepst,T = 1Nin
∑Nin
i=1 Vpi,θ,λ,Nsteps,it,T using
Nin = 10
6 Monte Carlo samples.
ii) From Central Limit Theorem, as Nin increases the standardized estimators converge
in distribution to the Normal. Therefore, a 95% confidence interval of the variance of
the estimator is given by[
(NMC − 1)S2
χ1−α/2,NMC−1
,
(NMC − 1)S2
χα/2,NMC−1
]
where S is the sample variance of the NMC controlled estimators V¯pi,θ,λ,Nstepst,T , and
α = 0.05. These are calculated for both the Monte Carlo estimate and the Monte
Carlo with control variate estimate.
iii) We use the NMC ·Nin = 107 generated samples ΞiT and Vpi,θ,λ,Nsteps,it,T to calculate and
compare the empirical variances σ˜2ΞT and σ˜
2
Vpi,θ,λ,Nsteps,it,T
.
iv) The number of optimizer steps and equivalently number of random paths generated
for training provide a cost measure of the proposed algorithms.
v) We evaluate the variance reduction if we use the trained models to create control
variates for options in Black-Scholes models with different volatailities than the one
used to train our models.
Example 6.1 (Low dimensional problem with explicit solution). We consider exchange
option on two assets. In this case the exact price is given by the Margrabe formula. We
take d = 2, Si0 = 100, r = 5%, σ
i = 30%, Σii = 1, Σij = 0 for i 6= j. The payoff is
g(S) = g(S(1), S(2)) := max
(
0, S(1) − S(2)
)
.
From Margrabe’s formula we know that
v(0, S) = BlackScholes
(
risky price =
S(1)
S(2)
, strike = 1, T, r, σ¯
)
,
where σ¯ :=
√
(σ11 − σ21)2 + (σ22 − σ12)2 .
We organise the experiment as follows: We train our models with batches of 5,000
random paths (sitn)
Nsteps
n=0 sampled from the SDE 18, where Nsteps = 50. The assets’ initial
values sit0 are sampled from a lognormal distribution
X ∼ exp((µ− 0.5σ2)τ + σ√τξ),
where ξ ∼ N (0, 1), µ = 0.08, τ = 0.1. The existence of an explicit solution allows to
build a control variate of the form (13) using the known exact solution to obtain ∂xv. For
a fixed number of time steps Nsteps this provides an upper bound on the variance reduction
an artificial neural network approximation of ∂xv can achieve.
We follow the evaluation framework to evaluate the model, simulating NMC ·Nin paths
by simulating 18 with constant (S10 , S
2
0)
i = (1, 1). We report the following results:
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Method Emp. Var. Var. Red. Fact. Train. Paths Opt. Steps
Monte Carlo 3.16× 10−2 - - -
Algorithm 6 2.39× 10−4 132.28 36.055× 106 7211
Algorithm 7 2.40× 10−4 131.53 45.61× 106 9122
Algorithm 4 2.59× 10−4 121.98 6.945× 106 1380
Algorithm 5 2.47× 10−4 127.7 38× 106 7 600
MC + CV Margrabe 2.12× 10−4 149.19 - -
TABLE 1. Results on exchange option problem on two assets, Exam-
ple 6.1. Empirical Variance and variance reduction factor
Method Confidence Interval Variance Confidence Interval Estimator
Monte Carlo [5.95× 10−7, 1.58× 10−6] [0.1187, 0.1195]
Algorithm 6 [4.32× 10−9, 1.14× 10−8] [0.11919, 0.11926]
Algorithm 7 [2.30× 10−9, 6.12× 10−8] [0.11920, 0.11924]
Algorithm 4 [4.12× 10−9, 1.09× 10−8] [0.11919, 0.11925]
Algorithm 5 [4.13× 10−9, 1.09× 10−8] [0.11919, 0.11926]
MC + CV Margrabe [3.10× 10−9, 8.23× 10−9] [0.11919, 0.11925]
TABLE 2. Results on exchange option problem on two assets, Example 6.1.
i) Table 1 provides the empricial variances calculated over 106 generated Monte Carlo
samples and their corresponding control variates. The variance reduction measure in-
dicates the quality of each control variate method. The variance reduction using the
control variate given by Margrabe’s formula provides a benchmark for our methods.
Table 1 also provides the cost of training for each method, given by the number of op-
timiser iterations performed before hitting the stopping criteria, defined defined before
with  = 5× 10−6.
ii) Table 2 provides the confidence intervals for the variances and of the Monte Carlo
estimator, and the Monte Carlo estimator with control variate assuming these are cal-
culated on 106 random paths.
iii) Figure 3 provides the value of the loss function in terms of the number of optimiser
iterations for the variance and correlation optimisation methods (Algorithms 6 and
Algorithm 7 respectively).
iv) Figures 4 and 5 study the iterative training for the BSDE solver. As it has been ob-
served before, this type of training does not allow us to study the overall loss function
as the number of training steps increases. Therefore we train the same model four
times for different values of  between 0.01 and 5× 10−6 and we study the number of
iterations necessary to meet the stopping criteria defined by , the variance reduction
once the stopping criteria is met, and the relationship between the number of iterations
and the variance reduction. Note that the variance reduction stabilises for  < 10−5.
Moreover, the number of iterations necessary to meet the stopping criteria increases
exponentially as  decreases, and therefore for our results printed in Tables 1 and 2 we
employ  = 5× 10−6.
v) Figure 2 displays the variance reduction after using the trained models on several
Black Scholes problem with exchange options but with values of σ other than 0.3
which was the one used for training.
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FIGURE 3. Left: Loss of Variance minimisation method (Algorithm 6)
against optimiser iterations. Right: Loss Correlation maximisation
method against optimiser iterations (Algorithm 7). Both are for Exam-
ple 6.1.
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FIGURE 4. Left: Variance reduction in terms of number of optimiser
iterations. Right: Variance reduction in terms of epsilon. Both are for
Example 6.1 and Algorithm 4.
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FIGURE 5. Number of optimiser iterations in terms of epsilon for Ex-
ample 6.1 and Algorithm 4.
Example 6.2 (Low-dimensional problem with explicit solution - Approximation of Price
using PDE solver compared to Control Variate). We consider exchange options on two
assets as in Example 6.1. We consider algorithm 4 that can be applied in two different
ways:
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i) It directly approximates the solution of the PDE (10) and its gradient in every point.
ii) We can use ∂xv to build the control variate using probabilistic representation of the
PDE (11)
We compare both applications by calculating the expected error of the L2-error of each of
them with respect to the analytical solution given by Margrabe formula. From Margrabe’s
formula we know that
v(0, S) = BlackScholes
(
risky price =
S(1)
S(2)
, strike = 1, T, r, σ¯
)
,
Let Rη0(x) ≈ v(0, x) be the Deep Learning approximation of price at any point at initial
time, calculated using Algorithm 4, and Rθm(x) ≈ ∂xv(tm, x) be the Deep Learning ap-
proximation of its gradient for every timestep in the time discretisation. The aim of this
experiment is to show how even if Algorithm 4 might converge to a biased approximation
of v(0, x), it is still possible to useRθm(x) to build an unbiased Monte-Carlo approxima-
tion of v(0, x) with low variance.
We organise the experiment as follows.
i) We calculate the expected value of the L2-error of Rη0(x) where each component of
x ∈ R2 is sampled from a lognormal distirbution:
E[|v(0, x)−Rη0(x)|2] ≈ 1
N
N∑
i=1
|v(0, xi)−Rη0(xi)|2
ii) We calculate the expected value of the L2-error of the Monte-Carlo estimator with
control variate where each component of x ∈ R2 is sampled from a lognormal distir-
bution:
E[|v(0, x)− Vpi,θ,λ,NMC ,x0,T |2] ≈
1
N
N∑
i=1
|v(0, xi)− Vpi,θ,λ,NMC ,xi0,T |2 ,
where Vpi,θ,λ,NMC ,x0,T is given by 13, and is calculated for different values of Monte
Carlo samples.
iii) We calculate the expected value of the L2-error of the Monte-Carlo estimator with-
out control variate where each component of x ∈ R2 is sampled from a lognormal
distribution:
E[|v(0, x)− Ξpi,θ,λ,NMC ,x0,T |2] ≈
1
N
N∑
i=1
|v(0, xi)− Ξpi,θ,λ,NMC ,xi0,T |2 ,
where
Ξpi,θ,λ,NMC ,x0,T :=
1
NMC
NMC∑
j=1
D(t, T )g(XiT )
Figure 6 provides one realization of the described experiment for different Monte-Carlo
iterations between 10 and 200. It shows how in this realization, 60 Monte-Carlo iterations
are enough to build a Monte-Carlo estimator with control variate having lower bias than
the solution provided by Algorithm 4.
UNBIASED DEEP SOLVERS FOR PARAMETRIC PDES 21
25 50 75 100 125 150 175 200
Number of Monte Carlo samples
10 6
10 5
10 4
10 3
Ex
pe
ct
ed
 M
SE
MSE of MC price approx
MSE of MC+CV price approx
MSE of DL price approx
FIGURE 6. Expected MSE of the two different approaches with respect
to analytical solution in terms of number of Monte Carlo samples
Example 6.3 (Low-dimensional problem with explicit solution. Training on random values
for volatility). We consider exchange option on two assets. In this case the exact price is
given by the Margrabe formula. The difference with respect to the last example is that now
we aim to generalise our model, so that it can build control variates for different Black-
Scholes models. For this we take d = 2, Si0 = 100, r = 0.05, σ
i ∼ Unif(0.2, 0.4),
Σii = 1, Σij = 0 for i 6= j.
The payoff is
g(S) = g(S(1), S(2)) := max
(
0, S(1) − S(2)
)
.
We organise the experiment as follows: for comparison purposes with the BSDE solver
from the previous example, we train our model for exactly the same number of iterations,
i.e. 1, 380 batches of 5,000 random paths (sitn)
Nsteps
n=0 sampled from the SDE 18, where
Nsteps = 50. The assets’ initial values sit0 are sampled from a lognormal distribution
X ∼ exp((µ− 0.5σ2)τ + σ√τξ),
where ξ ∼ N (0, 1), µ = 0.08, τ = 0.1. Since now σ can take different values, it is
included as input to the networks at each timestep.
The existence of an explicit solution allows to build a control variate of the form (13)
using the known exact solution to obtain ∂xv. For a fixed number of time steps Nsteps this
provides an upper bound on the variance reduction an artificial neural network approxima-
tion of ∂xv can achieve.
Figure 7 adds the performance of this model to Figure 2, where the variance reduction
of the Control Variate is displayed for different values of the volatility between 0.2 and 0.4.
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FIGURE 7. Extension of Figure 2 with variance reduction achieved by
training the model on different Black-Scholes models
Example 6.4 (High-dimensional problem, exchange against average). We extend the pre-
vious example to 100 dimensions. This example is similar to EX10E from [11]. We will
take Si0 = 100, r = 5%, σ
i = 30%, Σii = 1, Σij = 0 for i 6= j.
We will take this to be
g(S) := max
(
0, S1 − 1
d− 1
d∑
i=2
Si
)
.
The experiment is organised as follows: we train our models with batches of 5 · 103
random paths (sitn)
Nsteps
n=0 sampled from the SDE 18, where Nsteps = 50. The assets’ initial
values sit0 are sampled from a lognormal distribution
X ∼ exp((µ− 0.5σ2)τ + σ√τξ),
where ξ ∼ N(0, 1), µ = 0.08, τ = 0.1.
We follow the evaluation framework to evaluate the model, simulating NMC ·Nin paths
by simulating 18 with constant Si0 = 1 for i = 1, . . . , 100. We have the following results:
i) Table 3 provides the empricial variances calculated over 106 generated Monte Carlo
samples and their corresponding control variates. The variance reduction measure
indicates the quality of each control variate method. Table 3 also provides the cost
of training for each method, given by the number of optimiser iterations performed
before hitting the stopping criteria with  = 5 · 10−6.
ii) Table 4 provides the confidence interval for the variance of the Monte Carlo estimator,
and the Monte Carlo estimator with control variate assuming these are calculated on
106 random paths.
iii) Figure 8 provides the value of the loss function in terms of the number of optimiser
iterations for the variance and correlation optimisation methods.
iv) Figures 9 and 10 study the iterative training for the BSDE solver. We train the same
model four times for different values of  between 0.01 and 5×10−6 and we study the
number of iterations necessary to meet the stopping criteria defined by , the variance
reduction once the stopping criteria is met, and the relationship between the number
of iterations and the variance reduction. Note that in this case the variance reduction
does not stabilise for  < 10−5. However, the number of training iterations increases
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exponentially as  decreases, and therefore we also choose  = 5 × 10−6 to avoid
building a control that requires a high number of random paths to be trained.
Method Emp. Var. Var. Red. Fact. Train. Paths Opt. Steps
Monte Carlo 1.97× 10−2 - - -
Algorithm 6 5.29× 10−4 37.22 97.265× 106 19 453
Algorithm 7 1.93× 10−4 102.05 76.03× 106 15 206
Algorithm 4 1.51× 10−4 130.39 14.145× 106 2 829
TABLE 3. Results on exchange option problem on 100 assets, Exam-
ple 6.4. Empirical Variance and variance reduction factor and costs in
terms of paths used for training and optimizer steps.
Method Confidence Interval Variance Confidence Interval Estimator
Monte Carlo [2.03× 10−7, 5.41× 10−7] [0.0845, 0.0849]
Algorithm 6 [4.13× 10−9, 1.09× 10−8] [0.08484, 0.08490]
Algorithm 7 [3.80× 10−9, 1.0× 10−8] [0.08487, 0.08493]
Algorithm 4 [5.32× 10−9, 1.41× 10−8] [0.08485, 0.8492]
TABLE 4. Results on exchange option problem on 100 assets, Example 6.4.
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FIGURE 8. Left: Loss of Variance minimisation method (Algorithm 6)
against optimiser iterations. Right: loss of Correlation minimisation
method (Algorithm 7) against optimiser iterations. Both correspond to
Example 6.4.
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FIGURE 9. Left: Variance reduction in terms of number of optimiser
iterations. Right: Variance reduction in terms of epsilon. Both for Ex-
ample 6.4 and Algorithm 4.
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FIGURE 10. Number of optimiser iterations in terms of  for Exam-
ple 6.4 and Algorithm 4.
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FIGURE 11. Variance reduction with network trained with σ = 0.3 but
applied for σ ∈ [0.2, 0.4] for the model of Example 6.4. We see that
the variance reduction factor is considerable even in the case when the
network is used with “wrong” σ. It seems that Algorithm 6 is not per-
forming well in this case.
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Example 6.5 (Low dimensional basket option). We consider the basket options problem
of pricing, using the example from [7, Sec 4.2.3]. The payoff function is
g(S) := max
(
0,
d∑
i=1
Si −K
)
.
We first consider the basket options problem on two assets, with d = 2, Si0 = 70, r = 50%,
σi = 100%, Σii = 1, Σij = 0 for i 6= j, and constant strike K = ∑di=1 Si0. In line
with the example from [7, Sec 4.2.3] for comparison purposes we organise the experiment
as follows. The control variates on 20 000 batches of 5 000 samples each of (sitn)
Nsteps
n=0
by simulating the SDE 18, where Nsteps = 50. The assets’ initial values st0 are always
constant Sit0 = 0.7. We follow the evaluation framework to evaluate the model, simulating
NMC ·Nin paths by simulating 18 with constant Si0 = 0.7 for i = 1, . . . , 100. We have the
following results:
i) Table 5 provides the empricial variances calculated over 106 generated Monte Carlo
samples and their corresponding control variates. The variance reduction measure
indicates the quality of each control variate method. Table 5 also provides the cost
of training for each method, given by the number of optimiser iterations performed
before hitting the stopping criteria, defined defined before with  = 5× 10−6.
ii) Table 6 provides the confidence interval for the variance of the Monte Carlo estimator,
and the Monte Carlo estimator with control variate assuming these are calculated on
106 random paths.
iii) Figure 12 provides the value of the loss function in terms of the number of optimiser
iterations for the variance and correlation optimisation methods.
iv) Figures 13 and 14 study the iterative training for the BSDE solver. We train the same
model four times for different values of  between 0.01 and 5×10−6 and we study the
number of iterations necessary to meet the stopping criteria defined by , the variance
reduction once the stopping criteria is met, and the relationship between the number
of iterations and the variance reduction. Note that the variance reduction syabilises
for  < 10−5. Furthermore, the number of training iterations increases exponentially
as  decreases. We choose  = 5× 10−6.
Method Emp. Var. Var. Red. Fact. Train. Paths Optimizer steps
Monte Carlo 1.39 - - -
Algorithm 6 1.13× 10−3 1228 3× 107 6 601
Algorithm 7 1.29× 10−3 1076 4× 107 8 035
Algorithm 4 1.13× 10−3 1219 8× 107 16 129
TABLE 5. Results on basket options problem on two assets, Exam-
ple 6.5. Models trained with S0 fixed, non-random. Empirical Variance
and variance reduction factor are presented.
Method Confidence Interval Variance Confidence Interval Estimator
Monte Carlo [4.49× 10−5, 1.19× 10−4] [0.665, 0.671]
Algorithm 6 [1.687× 10−8, 4.47× 10−7] [0.6695, 0.6697]
Algorithm 7 [1.746× 10−8, 4.63× 10−8] [0.6695, 0.6697]
Algorithm 4 [2.1329× 10−8, 5.6610× 10−8] [0.6696, 0.6697]
TABLE 6. Results on basket options problem on two assets, Exam-
ple 6.5. Models trained with S0 fixed, non-random.
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FIGURE 12. Loss of Variance minimisation method against optimiser
iterations for Variance reduction methods i.e. Algorithm 6 (left) and
Correlation maximisation method i.e. Algorithm 7 (right). Both refer to
Example 6.5.
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FIGURE 13. Left: Variance reduction in terms of number of optimiser
iterations. Right: Variance reduction in terms of epsilon. Both refer to
Algorithm 4 used in Example 6.5.
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FIGURE 14. Number of optimiser iterations in terms of  for Algo-
rithm 4 used in Example 6.5.
Example 6.6 (basket option with random sigma). In this example, as in Example 6.2, we
aim to show how our approach - where we build a control variate by approximating the
process (Ztk)k=0,...,Nsteps - is more robust compared to directly approximating the price by
a certain function in a high-dimensional setting.
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We use the methodolody proposed in [9], where the authors present a deep learning-
based calibration method proposing a two-steps approach: first the authors learn the model
that approximates the pricing map using a artificial neural network in which the inputs
are the parameters of the volatility model. Second the authors calibrate the learned model
using available data by means of different optimisation methods.
For a fair comparison between our deep learning based control variate approach vs. the
method proposed in [9], we make the following remarks:
i) We will only use the the first step detailed in [9] where the input to the model that
approximates the pricing map are the volatility model’s parameters: σ ∈ Rd, r, and
the initial price is considered constant for training purposes. We run the experiment
for d = 5.
ii) In [9] the authors build a training set, and then perform gradient descent-based op-
timisation on the training set for a number of epochs. This is somewhat a limiting
factor in the current setting where one can have as much data as they want since it
is generated from some given distributions. In line with our experiments, instead of
building a training set, in each optimisation step we sample a batch from the given
distributions.
iii) In [9], the price mapping function is learned for a grid of combinations of maturities
and strikes. In this experiment, we reduce the grid to just one point considering T =
0.5, K =
∑
i S
i
0, where S
i
0 = 0.7 ∀i.
iv) We will use Algorithm 4 to build the control variate with the difference that now
σ ∈ Rd, r will be passed as input to the each network at each timestepRθk.
The experiment is organised as follows:
i) We train the network proposed in [9] approximating the price using Black-Scholes
model and Basket options payoff. In each optimisation iteration a batch of size 1 000,
where the volatility model’s parameters are sampled using σ ∼ U(0.9, 1.1) and r ∼
U(0.4, 0.6). We denote the trained model by Pη. We keep a test set of size 150
S = {[(σi, ri); p(σi, ri)] , i = 1, . . . , 150} where p(σi, ri) denotes the price and is
generated using 50 000 Monte Carlo samples. We train until there is no improvement
on the loss calculated on the test set. Pη is a feedforward network with 5 hidden
layers.
ii) We use Algorithm 4 to build the control variate, where σ and r are sampled as above
and are included as inputs to the network. We denote the trained model by Rθk
where k = 1, . . . , Nsteps. In contrast with Algorithm 4, now (Rθk)k is trying to solve
a family of high-dimensional PDEs and hence the learning problem is much more
complex. For this reason, we make the networks deeper, with 5 hidden layers for each
timestep.
iii) We study the MSE of the trained Pη on the test set S, and build the control variate for
that instance in the test set for which Pη generalises the worst.
We present the following results:
i) Figure 1 displays the histogram of the squared error of Pη for each instance in S .
In this sample, it spans from almost 10−8 to 10−3, i.e. for almost five orders of
magnitude.
ii) We build the control variate for that instance in the test set for which Pη generalises
the worst. For those particular σ, r, Table 7 provides its variance reduction factor.
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Method Emp. Var. Var. Red. Fact.
Monte Carlo 1.29 -
Algorithm 4 0.035 37
TABLE 7. Results on basket options problem on 5 assets, Model trained
with non-random S0, and random σ, r.
Example 6.7 (High dimensional basket option). We also consider the basket options prob-
lem on d = 100 assets but otherwise identical to the setting of Example 6.5. We compare
our results against the same experiment in [7, Sec 4.2.3, Table 6 and Table 7].
Method Emp. Var. Var. Red. Fact. Train. Paths Opt. Steps
Monte Carlo 79.83 - - -
Algorithm 6 1.79× 10−4 349 525 37× 106 7383
Algorithm 7 1.54× 10−4 517 201 35× 106 7097
Algorithm 4 4.72× 10−4 168 952 24× 107 47369
Method ζ1a in [7] 8.67× 10−1 97 - -
Method ζ2a in [7] 4.7× 10−3 17 876 - -
TABLE 8. Results on basket options problem on 100 assets, Exam-
ple 6.7. Models trained with non-random S0 so that the results can be
directly compared to [7].
Method Confidence Interval Variance Confidence Interval Estimator
Monte Carlo [8.57× 10−4, 2.27× 10−3] [27.351, 27.380]
Algorithm 6 [2.41× 10−9, 6.39× 10−9] [27.36922, 27.36928]
Algorithm 7 [4.1672× 10−9, 1.1060× 10−8] [27.36922, 27.36928]
Algorithm 4 [7.001× 10−9, 1.8583× 10−8] [27.3692, 27.3693]
TABLE 9. Results on basket options problem on 100 assets, Exam-
ple 6.7. Models trained with non-random S0.
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FIGURE 15. Left: Loss of Variance minimisation method against opti-
miser iterations (Algorithm 6). Right: Loss of Correlation maximisation
method against optimiser iterations (Algorithm 7). Both correspond to
Example 6.7.
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FIGURE 16. Left: Variance reduction in terms of number of optimiser
iterations. Right: Variance reduction in terms of epsilon. Both are for
Example 6.7 and Algorithm 4.
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FIGURE 17. Number of optimiser iterations in terms of epsilon plotted
for Example 6.7 and Algorithm 4.
6.4. Empirical network diagnostics. In this subsection we consider the exchange options
problem on two assets from Example 6.1, where the time horizon is one day. We consider
different network architectures for the BSDE method described by Algorithm 5 in order
to understand their impact on the final result and their ability to approximate the solution
of the PDE and its gradient. We choose this problem given the existence of an explicit
solution that can be used as a benchmark. The experiment is organised as follows:
i) Let L− 2 be the number of hidden layers of θt0 ∈ DN and ηt0 ∈ DN . Let lk be the
number of neurons per hidden layer k.
ii) We train four times all the possible combinations for L − 2 ∈ {1, 2, 3} and for lk ∈
{2, 4, 6, . . . , 20} using  = 5×10−6 for the stopping criteria. The assets’ initial values
sit0 are sampled from a lognormal distribution
X ∼ exp((µ− 0.5σ2)τ + σ√τξ),
where ξ ∼ N(0, 1), µ = 0.08, τ = 0.1.
iii) We approximate the L2-error of (Rηt0)(x) and (Rθt0)(x) with respect to the exact
solution given by Margrabe’s formula and its gradient.
Figure 18 displays the average of the L2-errors and its confidence interval. We can con-
clude that for this particular problem, the accuracy of Rηt0 does not strongly depend on
the number of layers, and that there is no improvement beyond 8 nodes per hidden layer.
The training (its inputs and the gradient descent algorithm together with the stopping cri-
teria) becomes the limiting factor. The accuracy ofRθt0 is clearly better with two or three
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hidden layers than with just one. Moreover it seems that there is benefit in taking as many
as 10 nodes per hidden layer.
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FIGURE 18. Average error of PDE solution approximation and its gra-
dient and 95% confidence interval of different combination of # of layers
and net width. Left: error model. Right: Error grad model
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