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We use the virial expansion to investigate the behavior of the two-component, attractive Fermi gas
in the high-temperature limit, where the system smoothly evolves from weakly attractive fermions
to weakly repulsive bosonic dimers as the short-range attraction is increased. We present a new
formalism for computing the virial coefficients that employs a diagrammatic approach to the grand
potential and allows one to easily include an effective range R∗ in the interaction. In the limit
where the thermal wavelength λ R∗, the calculation of the virial coefficients is perturbative even
at unitarity and the system resembles a weakly interacting Bose-Fermi mixture for all scattering
lengths a. By interpolating from the perturbative limits λ/|a|  1 and R∗/λ 1, we estimate the
value of the fourth virial coefficient at unitarity for R∗ = 0 and we find that it is close to the value
obtained in recent experiments. We also derive the equations of state for the pressure, density and
entropy, as well as the spectral function at high temperatures.
I. INTRODUCTION
It was long ago argued that the separate phenomena of
BCS pairing of fermions, observed in conventional super-
conductors, and Bose-Einstein condensation (BEC) can
be smoothly connected [1–3]. Such a BCS-BEC crossover
may be realized by increasing the strength of attrac-
tive interactions between spin-↑ and ↓ fermions, so that
the system evolves from weakly bound ↑-↓ pairs in the
BCS limit to strongly bound bosonic dimers in the BEC
regime. This scenario has been successfully achieved in
recent experiments on ultracold atomic Fermi gases [4–
9]. In the low-temperature superfluid phase, the same
U(1) symmetry is broken in the BCS and BEC limits,
and for s-wave pairing one expects a smooth crossover
between these limits without any phase transition. How-
ever, the nature of the low-energy quasiparticle excita-
tions changes markedly as the interactions are varied and
this affects the behavior of the system above the super-
fluid transition temperature Tc: For weak attraction, the
normal state at low temperatures corresponds to a Fermi
liquid, while for strong attraction, one instead obtains a
weakly repulsive Bose liquid just above Tc [10]. Thus,
the BCS-BEC crossover at zero temperature is associ-
ated with a crossover from fermionic to bosonic behavior
in the normal state.
The different character of the two limits has been dra-
matically revealed in spin-imbalanced Fermi gases. At
zero temperature, if one has a large difference in the spin
densities nσ, i.e., n↑  n↓, then one obtains a first-order
phase transition between a Fermi-liquid phase and a su-
perfluid phase composed of a Bose-Fermi mixture [11–
13]. Moreover, in the limit of extreme imbalance where
n↓ → 0, it was shown that the ground state of a single
spin-down particle undergoes an abrupt transition from
a fermionic to bosonic quasiparticle as the attraction is
increased [14–17]. However, for the unpolarized case, the
manner in which fermions evolve into bosons at finite
temperature is not well understood, in part because of
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FIG. 1: Different interaction regimes for the high-temperature
unpolarized Fermi gas at density n  λ−3. When the scat-
tering length a < 0 and the thermal de Broglie wavelength
λ |a|, the system corresponds to a weakly attractive Fermi
gas. In the opposite limit, where λ  a > 0, the system in-
stead resembles a weakly repulsive gas of bosonic dimers once
the two-body binding energy εb  kBT log(
√
2/nλ3), where
T is the temperature. In the crossover region λ/|a| <∼ 1, the
system is strongly interacting in the sense that each coefficient
of the virial expansion cannot be obtained from a perturbative
calculation around a non-interacting system. This region can
be made perturbative by introducing a large effective range
parameter R∗ > λ.
the difficulty in theoretically treating the intermediate
regime of attraction between the BCS and BEC limits.
Here, we elucidate the Fermi-Bose crossover of the unpo-
larized gas in the high-temperature limit, where one can
perform a controlled calculation by exploiting the virial
expansion.
The high-temperature limit corresponds to a gas far
from quantum degeneracy, where the thermal wavelength
λ  k−1F , with the Fermi wavevector kF = (3pi2n)1/3
and density n = n↑ + n↓. Assuming short-range interac-
tions characterized by scattering length a, the crossover
in this limit is thus parametrized by the dimensionless
ratio λ/a, with the system becoming a gas of bosonic
dimers once λ/a is sufficiently large (Fig. 1). This is to
be contrasted with the BCS-BEC crossover at zero tem-
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2perature, which is instead dependent on 1/kFa. Here,
the crossover from fermionic to bosonic behavior may
be defined as the point where the chemical potential µ
crosses zero, since this is where BCS mean-field theory
predicts a qualitative change in the quasiparticle disper-
sion [2, 18]. Indeed, a very recent experiment performed
at temperatures T >∼ Tc has observed the breakdown of
Fermi-liquid behavior at an interaction 1/kFa close to
this point [19]. The low-temperature crossover is quali-
tatively different from its high-temperature counterpart
since it is connected with the existence of a Fermi sur-
face rather than with the thermal dissociation of dimers.
However, both temperature regimes are strongly inter-
acting near unitarity 1/a = 0, since one cannot perform
a perturbative expansion in a around a non-interacting
system, unlike in the opposite limit |a| → 0.
The virial or cluster expansion is one way of perturb-
ing around a non-interacting limit for arbitrary a. In this
case, the non-interacting system is the classical Boltz-
mann gas and the expansion parameter is the fugacity
z = eβµ, where β−1 = kBT and kB is the Boltzmann con-
stant (which we set to 1 in the following). The coefficients
of the different powers of z in the virial expansion are
then functions of λ/a and determine the crossover from
fermionic atoms to bosonic dimers for a given value of z.
While the second order virial coefficient for short-range
interactions was determined long ago [20], despite early
attempts at extending the expansion – see, e.g., Ref. [21]
– the extension of the virial expansion to higher powers
in fugacity has only recently been achieved, mainly mo-
tivated by high precision experiments on ultracold Fermi
gases. In particular, at unitarity, virial coefficients for the
expansion up to z4 have been determined both theoret-
ically [22–25] and experimentally [26, 27]. However, the
complexity of the problem increases exponentially with
the order of the coefficient, and indeed it is already chal-
lenging to accurately compute the fourth virial coeffi-
cient, as exemplified by the current discrepancy between
the theoretical prediction [25] and experiment [26, 27] at
unitarity. For a recent review of the virial expansion as
applied to the strongly interacting Fermi gas we refer the
reader to Ref. [28].
One route to simplifying the calculation of the virial
coefficients is to consider an interaction with an effec-
tive range, characterized by the additional length scale
R∗ [58]. In the limit of a “narrow resonance” R∗/λ 1,
we can then perform a perturbative expansion in λ/R∗
for any a, as depicted in Fig. 1. This is analogous to
the situation at zero temperature, where the calcula-
tion for the BCS-BEC crossover is perturbative when
kFR
∗  1 [29]. In contrast to Ref. [30], we regard
the narrow-resonance case as weakly interacting since the
limit R∗ → ∞ corresponds to a non-interacting mixture
of fermionic atoms and bosonic dimers, as discussed be-
low. Note that such a weakly interacting system can
still exhibit a large interaction energy (e.g., at unitarity)
owing to the contribution of the binding energy of the
dimers.
In this paper, we present the virial expansion of the res-
onant Fermi gas throughout the Fermi-Bose crossover for
various R∗/λ. To this end, we develop a new formalism
for computing virial coefficients that employs a diagram-
matic approach to the grand potential similar to that in
Ref. [31], but where we use a T -matrix rather than an
S-matrix description for the scattering of particles. We
show that our expression for the second virial coefficient
is equivalent to the well-known Beth-Uhlenbeck formula
involving scattering phase shifts [20]. We also, for the
first time, extend the virial expansion to higher powers
of z for finite R∗. By considering the perturbative lim-
its λ/|a|  1 and R∗/λ  1, we extrapolate our results
and obtain an approximate value for the fourth virial co-
efficient at unitarity and R∗ = 0. We also determine
the equation of state in the high-temperature limit and
compare with the recent MIT experiment [27].
The paper is organized as follows. In Sec. II we in-
troduce the resonant Fermi gas as described by a two-
channel model, and we discuss the role of the param-
eters of the model. In Sec. III we present the formal-
ism for the virial expansion; for generality, we consider
any possible spin- and mass-imbalance, any dimensional-
ity, and any short-range model of the interactions. Sec-
tion IV then concerns the virial expansion as applied to
the resonant Fermi gas; we discuss the high-temperature
crossover from the Fermi to Bose regime, particularly
the limiting behavior of the virial coefficients, as well as
how the system evolves towards a non-interacting system
upon increasing the ratio of the effective range to ther-
mal wavelength. We present exact calculations of the
second and third virial coefficients, and a perturbatively
exact calculation of the fourth. In Sec. V we display the
high-temperature behavior of thermodynamic quantities,
i.e., pressure, density, and entropy. In Sec. VI we discuss
the momentum-resolved radio-frequency spectrum which
one would measure in the resonant Fermi gas, focusing
on the difference between broad and narrow resonances.
We conclude in Sec. VII.
II. RESONANT FERMI GAS
To describe the resonant Fermi gas, we use a specific
model relevant to ultracold atomic gases with short-range
s-wave interactions, namely the two-channel model, in-
troduced for bosons in Ref. [32]. This model describes
how the interaction between two atoms scattering freely
(in the open channel) can become resonant when they
are coupled to a molecular state (closed channel) and the
energy of the collision is close to that of the molecule.
For the two-component Fermi gas, the Hamiltonian is
Hˆ =
∑
kσ
kcˆ
†
kσ cˆkσ +
∑
p
(
ω0 +
p2
4m
)
bˆ†pbˆp
+
g√
V
∑
kp
(
b†pcˆp2 +k,↑cˆp2−k,↓ + h.c.
)
, (1)
3where the operator cˆ†kσ (cˆkσ) creates (annihilates) a
fermionic atom with spin σ, momentum k, mass m and
single-particle energy k = k
2/2m; bˆ†p (bˆp) creates (an-
nihilates) a closed-channel molecule with momentum p.
g denotes the strength of the coupling which converts a
pair of atoms into a closed-channel molecule — we take
this to be constant up to an ultraviolet momentum cutoff
Λ. ω0 is the bare detuning, V is the volume, and we set
~ = 1.
Following renormalization of the contact interaction,
this Hamiltonian leads to the two-body T matrix
T2(E) =
4pi/m
a−1 −√−mE +mR∗E , (2)
where the bare detuning ω0 is parameterised by the scat-
tering length a = ( 2Λpi − 4piω0mg2 )−1 and range parameter
R∗ = 4pim2g2 . For positive scattering length, there exists a
two-body bound state (dimer) with binding energy,
εb =
[√
1 + 4R∗/a− 1
]2
4mR∗2
. (3)
This corresponds to a pole of the T matrix with residue
g2Z =
4pi
m2R∗
(
1− 1√
1 + 4R∗/a
)
. (4)
The gas in the resonant regime is characterized by a
scattering length a which greatly exceeds the van der
Waals range of the interactions, Re, and we shall as-
sume this to be the case in the following. Indeed, near a
magnetic field Feshbach resonance, the scattering length
behaves as
a = abg
[
1− ∆B
B −B0
]
, (5)
and can be much larger than the off-resonant background
scattering length abg which is typically of the order of
the van der Waals range. Here B is the magnetic field,
while B0 and ∆B are the location and magnetic field
width of the Feshbach resonance. The effective range
r0, on the other hand, remains nearly constant across
the resonance. It is typically set by the van der Waals
range, but it is large and negative for Feshbach reso-
nances which are narrow in magnetic field width such
that µrel|∆B|  1/mR2e with µrel the difference in mag-
netic moment of the two channels. Then it is convenient
to define instead [33]
R∗ = −r0/2 = 1
mabgµrel∆B
, (6)
which relates the effective range to the experimental pa-
rameters. Thus, in the following we can use the two-body
T matrix (2) to describe a realistic Feshbach resonance
where the scattering length a can diverge, while the range
parameter R∗ is either negligible or positive.
At finite temperature, where we have thermal wave-
length λ =
√
2pi/mT , the spin- and mass-balanced Fermi
gas described by the Hamiltonian (1) contains three di-
mensionless parameters:
z, λ/a, λ/R∗. (7)
The fugacity controls the accuracy of the virial expan-
sion, while the second parameter λ/a determines the
crossover from a weakly attractive Fermi gas to a weakly
repulsive Bose gas. In order to have well-defined dimers,
we clearly require εb  T or equivalently λ/a  1.
However, entropy also plays a role at high temperature
such that we always recover a Boltzmann gas of unbound
atoms for sufficiently small z, i.e., for |µ|  εb. Thus,
we must also consider the chemical potential (or density)
of the gas when determining the regime where we have
a gas of dimers. As shown in the following sections, the
density in the limit z  1 and εb  T is given by
n ' 2
λ3
(
z + 2
√
2eβεbz2 + . . .
)
. (8)
The second term effectively corresponds to a Boltzmann
gas of dimers (where µBose = 2µ+εb) while the first term
is the usual Boltzmann expression for unbound atoms.
Thus, we obtain the bosonic dimer regime when the sec-
ond term dominates over the first, i.e., 2
√
2eβεbz  1.
This yields the condition nλ3  √2e−βεb , which is equiv-
alent to the expression in the caption of Fig. 1. Note, fur-
ther, that when the majority of particles are bound into
dimers, one obtains µ <∼ −εb/2. Thus, z  1 always,
which naively suggests that the virial expansion holds all
the way down to T = 0. However, this instead means
that we must modify the virial expansion to reflect the
change in quasiparticles so that the relevant expansion
parameter is now z∗ = eβεb/2z — see also Ref. [31] and
Sec. IV.
The third dimensionless parameter, λ/R∗, in turn, al-
lows a perturbative expansion in small λ/R∗ of the virial
coefficients themselves. This is a consequence of the typ-
ical collision energies, set by the temperature, greatly ex-
ceeding the interaction energy scale ∼ g4 ∝ 1/R∗2, ren-
dering the system effectively perturbative in the bare cou-
pling constant. This behavior mimics that of the many-
body problem at zero temperature, which is perturbative
for all scattering lengths if R∗ greatly exceeds the aver-
age interparticle spacing [29]. Indeed, in that work a
narrow Feshbach resonance was defined as one fulfilling
kFR
∗  1, and here we extend this definition to mean
any resonant Fermi gas for which the typical interaction
energies greatly exceed that set by the bare coupling.
Thus, in the high-temperature limit of the resonant Fermi
gas, the broad (narrow) resonance limits correspond to
λ/R∗  1 (λ/R∗  1), respectively.
III. VIRIAL EXPANSION
We now present the virial expansion of the grand po-
tential for a two-component (↑, ↓) Fermi system with
4contact interspecies interaction. For the sake of gener-
ality, we do not restrict ourselves to a system described
by the Hamiltonian (1); instead we consider the prob-
lem in d dimensions and for arbitrary mass ratio m↑/m↓.
We note that the formalism outlined in this section may
be straightforwardly extended to more fermionic compo-
nents, a Bose gas, or even a Bose-Fermi mixture. In Sec.
IV we apply the results of the present section to the reso-
nant Fermi gas described by the two-channel Hamiltonian
(1).
For a Hamiltonian Hˆ, the grand potential is given by
(see, e.g., [34])
−βΩ =
∑
{Nσ}
[
Tr{Nσ} Aˆe
−β(Hˆ−∑σ µσNˆσ)]
c
=
∑
N↑N↓
z
N↑
↑ z
N↓
↓
[
TrN↑N↓ Aˆe
−βHˆ
]
c
, (9)
where Nˆσ is the number operator of σ particles, µσ is
the chemical potential for each spin, and zσ = e
βµσ . The
suffix c indicates that only connected diagrams are kept
and the operator Aˆ represents the sum of all identical
particle permutations with negative signs affixed in front
of odd permutations: Aˆ ≡ ∑P (−1)PP where P is a
permutation acting only among identical particles, with
(−1)P the sign of the permutation. The sum over non-
negative Nσ is such that the total number of particles∑
σ Nσ is positive. The trace on states of the system is
taken at fixed particle number. When the temperature
is high or the system dilute, the thermodynamics of the
system can be accurately described by the first few terms
of the above power series. That is, the thermodynamics is
essentially determined by few-body physics. However, to
establish such a connection, it is convenient to separate
the dynamical (microscopic) and statistical information
[31].
As a starting point, we define the Green’s operators
(see also Ref. [31])
Gˆ(E) =
1
E − Hˆ , Gˆ0(E) =
1
E − Hˆ0
, (10)
such that
e−βHˆ =
∮
dE
2pii
e−βEGˆ(E). (11)
This formulation exactly achieves the goal of separating
the statistical information from the dynamical, since Gˆ
does not depend on temperature. Here, the Hamilto-
nian Hˆ = Hˆ0 + Hˆint consists of the non-interacting part
Hˆ0 and the interactions Hˆint. E is a complex variable
and the counterclockwise contour encloses the structure
of the Green’s operator on the real axis, i.e., the integral
picks out the spectrum of Hˆ. [We let
∮
denote a coun-
terclockwise contour throughout this work.] For brevity,
we define the linear operator∮ ′
E
≡
∮
dE
2pii
e−βE , (12)
such that Eq. (11) reads
e−βHˆ =
∮ ′
E
Gˆ(E). (13)
The operator
∮ ′
E
is the Laplace transform which connects
the few-body dynamics to the statistical physics. Substi-
tuting Eq. (13) in Eq. (9), we obtain
−βΩ =
∑
N↑N↓
z
N↑
↑ z
N↓
↓
∮ ′
E
[
TrN↑N↓ AˆGˆ(E)
]
c
. (14)
Physically, the imaginary part of [. . . ]c on the real axis
(=E → 0+) is the spectral density of the few-body sys-
tem and the contour integral with a Boltzmann factor is
therefore equivalent to counting all accessible states in
the system.
Note that one must be careful when dealing with pro-
cesses which contain identical subclusters: If a diagram
has M distinct sub-clusters, the i’th of these appearing
ci times, then a factor of (c1!c2! · · · cM !)−1 must be intro-
duced when applying Aˆ to avoid double counting. This
will become clear when we consider the non-interacting
contributions in Section III A.
We define the virial coefficients, BN↑N↓ , such that
−βΩ = V
λdr
∑
N↑N↓
BN↑N↓z
N↑
↑ z
N↓
↓ . (15)
where the ‘reduced’ thermal wavelength is given by λr ≡√
pi/mrT , with the reduced mass m
−1
r = m
−1
↑ + m
−1
↓ .
From Eqs. (14) and (15) we identify
BN↑N↓ =
λdr
V
∮ ′
E
[
TrN↑N↓ AˆGˆ(E)
]
c
. (16)
The indices N↑ and N↓ indicate the number of ↑, ↓ parti-
cles in the connected few-body cluster and therefore BN↑0
and B0N↓ correspond to the ideal-gas contributions from
↑ and ↓ species, respectively. If bothN↑ andN↓ are finite,
BN↑N↓ is non-zero only when the interspecies interaction
is present.
In the particular case of a spin- and mass-balanced
Fermi gas, i.e., m ≡ mσ, µ ≡ µσ, z ≡ zσ with σ =↑, ↓,
Eq. (15) reduces to
−βΩ = 2V
λd
∑
N≥1
bNz
N , (17)
where the thermal wavelength takes its usual form: λ =
λr =
√
2pi/mT . The virial coefficients in this case are
related to those occuring in Eq. (15) above by 2bN =∑N
N ′=0BN ′,N−N ′ . In addition, one may separate out
the effects of interaction, i.e., bN = b
free
N + ∆bN . The
ideal-gas contribution is given by 2bfreeN = BN0 + B0N
and the effect of interactions are contained in 2∆bN =∑N−1
N ′=1BN ′,N−N ′ . We note further that in a mass-
balanced system, BNN ′ = BN ′N .
5It is straightforward to connect the virial coefficients
for the uniform system in Eq. (17) to those for a gas
confined in an isotropic harmonic trap V (r) = 12mω
2r2,
where ω is the trapping frequency. Assuming we are in
the limit where βω  1, the grand potential in the trap
is given by −βΩtrap = 2(βω)−d
∑
N≥1 b
trap
N z
N . Applying
the local density approximation to Eq. (17) and compar-
ing expressions then simply yields bN = N
d/2 btrapN . This
procedure may be easily extended to the case where mσ,
µσ and/or the trapping frequencies for each spin are all
different.
A. N↓ = 0
In this section, we consider the ideal Fermi gas contri-
bution to the grand potential. For N↑ = 1 and N↓ = 0
the Green’s operator is simply
Gˆ(E) = , (18)
where the straight line denotes the one-particle propaga-
tor. Taking the trace then requires the state on the left
and right to be the same, i.e.,
Tr10 AˆGˆ(E) = 1 1 (19)
where the repeated index indicates that the end-points
have been contracted. Thus we write down the virial
coefficient
B10 =
λdr
V
∮ ′
E
∑
p
(E − p↑)−1 =
(
m↑
2mr
) 3
2
. (20)
Here and in the following the trace is evaluated in mo-
mentum states, with the single-particle energy pσ =
p2/2mσ.
Next we let N↑ = 2 and write down the Green’s oper-
ator
Gˆ(E) = . (21)
Since there is no intraspecies interaction, each particle
can only propagate as a free particle. Thus, few- and
many-body correlations can only arise through exchange
of identical particles. Applying the exchange operator
and taking the trace, we obtain
Tr20 AˆGˆ(E) =
1
2!
(
1
2
1
2
− 1
2
2
1
)
. (22)
The factor 1/2! accounts for the fact that there are two
identical clusters (one-particle propagators) in the oper-
ator Gˆ. We see that the two propagators in the first
term are not connected and thus only the second term
contributes to the virial coefficient
B20 =
λdr
V
∮ ′
E
∑
p
−1
2!
(E − 2p↑)−1 =
(
m↑
2mr
) 3
2 −1
2 · 2 d2 ,
Note that the consequence of the trace is that each par-
ticle carries the same momentum.
For N↑ = 3, there are 3! permutations, two of which
are connected; hence,
[Tr30 AˆGˆ(E)]c =
1
3!
(
1
2
3
3
1
2
+
1
2
3
2
3
1
)
=
2
3!
·
1
2
3
3
1
2
This leads to
B30 =
λdr
V
∮ ′
E
∑
p
2
3!
(E − 3p↑)−1 =
(
m↑
2mr
) 3
2 1
3 · 3 d2 .
It is easy to verify that for any N↑ > 0, there are
(N↑ − 1)! connected diagrams each with identical contri-
bution and permutation sign (−1)N↑−1. Hence, the virial
coefficients of a free Fermi gas are given by
BN↑0 =
(
m↑
2mr
) 3
2 (−1)N↑−1
N↑ ·N
d
2
↑
. (23)
In a spin- and mass-balanced Fermi gas, Eq. (23) yields
bfreeN =
1
2 (BN0 +B0N ) =
(−1)N−1
N ·Nd/2 , as expected.
B. N↑ = N↓ = 1
In order to deal with interactions, we use the fact that
the full Green’s operator can be written in terms of the
free Green’s operator and the T matrix, defined such that
Tˆ−1(E) = Hˆ−1int − Gˆ0(E). For the case of N↑ = N↓ = 1,
we write down the Green’s operator
Gˆ(E) = Gˆ0(E) + Gˆ0(E)Tˆ2(E)Gˆ0(E) = + , (24)
where denotes the two-body T operator Tˆ2(E) and
particles of different species are depicted by different
colours. Then, the trace of Gˆ is given by
Tr11 Gˆ(E) =
1
1
1
1
+ 1
1
1
1
. (25)
Since the two particles are distinguishable there are no
additional exchange terms. Discarding the disconnected
diagram, one obtains
[Tr11 Gˆ(E)]c =
1
1
1
1
= Tr11 Gˆ0(E)Tˆ2(E)Gˆ0(E) (26)
= Tr11 Tˆ2(E)
d
dE
Tˆ−12 (E), (27)
where in the last step we used the cyclic property of
the trace and the identity: ddE Tˆ
−1(E) = − ddE Gˆ0(E) =
Gˆ20(E).
The two-body T matrix is given by
Tˆ2(E) =
∑
P
∑
`,`z
T2,`(E − P 2/2M) |P, ` 〉〈P, `| , (28)
6where P denotes the centre-of-mass momentum, ` (`z)
the total (magnetic) angular momentum quantum num-
ber and M = m↑ + m↓ is the total mass. The T matrix
is independent of the magnetic quantum number, result-
ing in the degeneracy factor ξ` ≡
∑
`z
: This takes the
value 2` + 1 in 3D, 2 − δ0,` in 2D, and 1 in 1D (where
` is restricted to 0 or 1). Both P and ` are conserved
quantities and thus Tˆ2 is diagonal in this representation.
The inverse of this operator is thus given by
Tˆ−12 (E) =
∑
P,`
ξ`T
−1
2,` (E − P 2/2M) |P, ` 〉〈P, `| . (29)
As a result, Eq. (27) reads
1
1
1
1
=
∑
P,`
ξ`T2,`
(
E − P
2
2M
)
d
dE
T−12,`
(
E − P
2
2M
)
.
(30)
Hence, the second virial coefficient is given by
B11 =
(
M
2mr
) d
2
∮ ′
E
∑
`
ξ`T2,`(E)
d
dE
T−12,` (E), (31)
which is identical to that obtained in Ref. [24]. The pre-
factor results from integrating out the centre-of-mass mo-
tion, i.e., (λ3r/V )
∑
P exp[−β P
2
2M ] = (
M
2mr
)3/2.
The second virial coefficient (31) can be shown to be
equivalent to the well-known Beth-Uhlenbeck formula.
To see this, we consider the contributions from the bound
states and the scattering states separately. The former
is easy to extract. Near an energy pole E = −εb,
the T matrix is proportional to (E + εb)
−1 and thus
T2,`(E)
d
dET
−1
2,` (E)→ (E+εb)−1. As a result, the contour
integral picks up this simple pole to give
Bpoles11 =
(
M
2mr
) d
2 ∑
b
eβεb ,
where the sum is over all bound states – even if these are
degenerate, they should be counted separately. To tackle
the scattering states, we deform the contour to the real
axis, yielding (mass ratio factor and partial-wave sum
omitted)
−
∫ ∞
0
dE
pi
e−βE=
[
d
dE
lnT−12,` (E + i0)
]
.
Noting that T2,`(E + i0) ∝ (k cot δ`(k)− ik)−1 with k =√
2mrE, the integral above reduces to∫ ∞
0
dE
pi
e−βE
dk
dE
δ′`(k).
Replacing E with k2/2mr, we recover the Beth-
Uhlenbeck formula (see, e.g., [35])
B11 =
(
M
2mr
) d
2
[∑
b
eβεb +
∑
`
ξ`
∫ ∞
0
dk
pi
e−
βk2
2mr δ′`(k)
]
.
(32)
Finally, we note that in the spin- and mass-balanced
system, the part of the virial coefficient arising from in-
teractions is obtained from the relation 2∆b2 = B11.
C. N↑ = 2; N↓ = 1
In this section, we consider the contribution to the
grand potential from the few-body cluster with two ↑
and one ↓ atoms. In this case the Green’s operator reads
Gˆ(E) = + + + + . . . (33)
We see that the first diagram corresponds to free prop-
agation and is disconnected. The second term appears,
at first glance, to be disconnected but we shall see that
the one-particle and two-particle sub-clusters can be con-
nected via exchange. Since the largest sub-cluster in the
second term contains two particles, we will call this term
the ‘two-body’ contribution. The remaining terms are
fully connected and thus we refer to these collectively as
the ‘three-body’ contributions.
In the next step, we apply the permutation operator
and take the trace. After discarding the free propagator,
we have
[Tr21 AˆGˆ(E)]int =(
1
1
2
1
1
2
+
1
1
2
1
1
2
+
1
1
2
1
1
2
+ . . .
)
−
(
1
1
2
2
1
1
+
1
1
2
2
1
1
+
1
1
2
2
1
1
+ . . .
)
.
The three-body parts of the series in the above equation
may be replaced by three-body propagators, but first it
is instructive to reorganize the diagrams into two groups:
(i) diagrams where the T2’s on the left and right are la-
belled by the same indices and (ii) those where they are
labelled by different indices. Following the reorganiza-
tion, the two sets of diagrams are
[Tr21 AˆGˆ(E)]int =(
1
1
2
1
1
2 −
1
1
2
2
1
1
+
1
1
2
1
1
2 − . . .
)
−
(
1
1
2
2
1
1 −
1
1
2
1
1
2
+
1
1
2
2
1
1 − . . .
)
.
It is clear that the left-most term in the first set is dis-
connected and therefore does not contribute to the virial
coefficient.
We then define the three-body T matrix t3:
t3 ≡ − + − . . . , (34)
where t3 can be obtained from solving the Skorniakov–
Ter-Martirosian integral equation [36], properly general-
ized to the present problem. For details, see Appendix
7A. Hence, the virial coefficient reads
B21 =
λdr
V
∮ ′
E
(
t3
1
1
2
2
1
1 −
1
1
2
2
1
1 − t3
1
1
2
1
1
2
)
=
(
M21
2mr
) d
2
∮ ′
E
∑
p
[
χ21(p,p;E)
dT−12
(
E − p22m21
)
dE
− T2(E − p
2/2m21)
(E − 2p↑ − 2p↓)2
−
∑
p′
χ21(p,p
′;E)
(E − p↑ − p′↑ − p+p′↓)2
]
, (35)
with χ21(p,p
′;E) ≡ T2(E − p
2
2m21
)t↑↑↓3 (p,p
′;E)T2(E −
p′2
2m21
). In the last step, the centre-of-mass motion is in-
tegrated out, giving the factor (M212mr )
d
2 . Here, the total
mass is M21 = 2m↑+m↓ and the atom-pair reduced mass
m−121 = (m↑ +m↓)
−1 +m−1↑ .
Note that the interacting part of the virial coefficient
in the spin- and mass-balanced case is given by ∆b3 =
1
2 (B21 +B12) = B21.
D. N↑ = N↓ = 2
For two ↑ and two ↓ atoms, we write down the Green’s
operator, similarly to the previous cases:
Gˆ(E) = + + (36a)
+
(
+ + · · ·+ [↑↔↓]
)
(36b)
+
[
+ (36c)
+
(
+ [↑↔↓]
)
(36d)
+ + + . . .
]
. (36e)
Here, Eq. (36a) depicts the free part and the two-body
contributions; Eq. (36b) the three-body contributions;
and Eqs. (36c-36e) the four-body contributions. In (36b),
the infinite diagrammatic series can be replaced by the
three-body propagator, t3, and thus can be calculated in
full. On the other hand, we only write down explicitly
the diagrams containing exactly three T2’s in Eq. (36c)
and four T2’s in Eqs. (36d-36e). The terms with five or
more T2’s are omitted here and in the following. While
not completely general, this may be shown to correspond
to a perturbative approach (the Born approximation) in
certain limits, as discussed in Sec. II, and explicitly shown
in IV.
To obtain the virial coefficient, one follows the frame-
work outlined in previous sections. All relevant diagrams
can be obtained by keeping only the connected diagrams
resulting from the trace of the Green’s operator under the
exchange operator. We note however that the third term
in Eq. (36a) contains identical two-atom sub-clusters and
thus a factor of 1/2! is required to avoid over counting.
E. N↑ = 3; N↓ = 1
Here we consider the other possible interacting four-
body cluster – three ↑ and one ↓ atoms (there is, of
course, an equivalent diagram with three ↓ and one ↑
atoms). As before, we write down the Green’s operator
of this few-body system
Gˆ(E) = + +
[
+ + . . .
]
(37a)
+
[
+ + . . .
]
. (37b)
In Eq. (37a), the first term denotes the free propagator;
the second the two-body contribution; and the terms in
the bracket the three-body contributions which can be
calculated exactly by means of the STM integral equa-
tion. The four-body contribution is written down in
Eq. (37b) where the diagrams containing more than four
T2’s are omitted. Again we note that this can be shown
to correspond to a perturbative approach in certain lim-
its.
All relevant diagrams can be obtained by applying the
exchange operator to the diagrams above and taking the
trace. We note that the two-body diagram [the second
term in Eq. (37a)] contains two identical single-particle
propagators and thus a factor of 1/2! must be introduced.
IV. VIRIAL COEFFICIENTS OF THE
RESONANT FERMI GAS
After the quite general discussion of the virial expan-
sion above, we now confine ourselves to the specific case
of a spin- and mass-balanced Fermi gas in three dimen-
sions, described by the Hamiltonian (1) [59]. We present
the second, third, and fourth virial coefficients for the
resonant Fermi gas, calculated using the technique de-
scribed in the preceding section. Our calculation of the
fourth virial coefficient is perturbative for a narrow reso-
nance where T  1/mR∗2, and approximate in the broad
resonance case. All other results are numerically exact.
A. Second virial coefficient
In the spin- and mass-balanced gas, the second virial
coefficient takes the value −2−5/2 in the absence of in-
teractions — see Eq. (23). The part of the second virial
coefficient arising from interactions can be obtained by
inserting the two-body T matrix (2) in the expression for
the second virial coefficient, Eq. (31). This yields
∆b2 =
√
2
∮ ′
E
mR∗ + m
2
√−mE
a−1 −√−mE +mR∗E . (38)
As depicted in Fig. 2, ∆b2 increases monotonically from
the Fermi regime, through unitarity, to the Bose regime.
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FIG. 2: The interaction part of the second virial coefficient as
a function of interaction strength for several values of R∗/λ.
As λ/a→∞ the virial coefficient approaches √2eβεb and we
normalize by this factor (taking εb = 0 for a ≤ 0).
Consider first the limits |a|  λ where the tempera-
ture is much smaller than the energy scale of few-body
physics. Owing to the Boltzmann factor exp[−βE], the
leading contribution of the contour integral over E then
comes from an interval of length ∼ T starting at the
leftmost point of the non-analytic structure of the T
matrix. Using this to evaluate the virial coefficient in
the Fermi limit λ/a  −1, the asymptotic form is
∆b2 = −a/λ + 3piR∗a2/λ3 for |a|  R∗ <∼ λ. On
the other hand, in the Bose limit λ/a  1, we have
∆b2 =
√
2eβεb − a/λ for R∗ <∼ λ. Here, the leading term
may be understood as arising from the first term of the
virial expansion of a non-interacting Bose gas. Indeed,
we identify the contribution to the grand potential (17)
from the two interacting fermions with that of a single
boson
− 1
β
2V
λ3
∆b2z
2 = − 1
β
V
λ3Bose
bBose1 zBose. (39)
The factor two on the left hand side is due to the two
fermionic species. Using the first virial coefficient of the
ideal Bose gas, bBose1 = 1, as well as the relation between
the bosonic and fermionic chemical potentials µBose =
2µ + εb, the fugacity zBose = e
βµBose , and the thermal
wavelength λBose = λ/
√
2, we arrive at the asymptotic
form of ∆b2. We emphasize that this form of the virial
coefficient implies that the system is a non-interacting
Bose gas of dimers.
We next consider the evolution of ∆b2 at unitarity, as a
function of R∗/λ. For broad resonances (where R∗ may
be taken to vanish), or for temperatures T  TR∗ ≡
1/mR∗2, the virial coefficient takes the well-known value
1/
√
2. On the other hand, for temperatures T  TR∗
the virial coefficient is approximately ∆b2 ≈
√
2 − λpiR∗ .
This increase of the virial coefficient from 1/
√
2 to
√
2
as temperature increases above the scale set by TR∗ has
been taken to imply that the two-particle system becomes
more strongly interacting [30, 37]. We, however, argue
the opposite, namely that the system approaches a non-
interacting limit. To understand this, it is convenient to
introduce the pair propagator
D(E) ≡ T2(E)/g2 = 1
E + mg
2
4pi
(−√−mE + a−1) . (40)
At unitarity, this has the limiting behavior
D(E) ∼
{
R∗E−1/2 if E ∼ T  TR∗
E−1 if E ∼ T  TR∗
That is, the pair propagator evolves from a resonance
in the low-temperature limit into a free propagator of
a zero-energy state as temperature increases beyond the
energy scale set by the effective range. Thus, the two
fermions simply populate this (non-interacting) pair state
which, as discussed in the above paragraph, has virial
coefficient
√
2. Indeed, the above discussion carries over
to the Fermi regime where, as long as |a|  R∗, the
virial coefficient becomes that of the non-interacting pair,
approaching
√
2 as seen in Fig. 2.
B. Third virial coefficient
In the absence of interactions, the third virial coeffi-
cient in the spin- and mass-balanced gas takes the value
3−5/2; see Eq. (23). We now proceed to calculate the ef-
fect of interactions, which is encapsulated in ∆b3 = B21,
with B21 defined in Eq. (35). The calculation now re-
quires one to solve the three-body problem in full, which
has been the subject of several works in the literature.
Here we mainly follow Refs. [38, 39], but see also Ref. [40]
for a related framework for the calculation of the third
virial coefficient. For completeness, we include a discus-
sion of the three-body problem in Appendix A.
Consider the crossover from the Fermi to the Bose
regimes, as depicted in Fig. 3. In the broad resonance
case shown in Fig. 3(a), our results completely match
those of Refs. [22, 23] in the whole range of interactions,
and Refs. [24, 25] at unitarity. The results do not match
those of Ref. [41], in which the three-body problem was
confined to the s-wave channel. We first discuss the
asymptotic limits in which the few-body energy scale set
by the two-body scattering length is much greater than
temperature, focusing on the broad resonance case for
simplicity. Then, we have the scaling of the three contri-
butions of Eq. (35) to the interaction part of the virial
coefficient:
λ3
V
∮ ′
E
t3
1
1
2
2
1
1 ∼
{
( aλ )e
βεb Bose
( aλ )
2 Fermi
(41a)
λ3
V
∮ ′
E
1
1
2
2
1
1 ∼
{
( aλ )
3eβεb Bose
a
λ Fermi
(41b)
λ3
V
∮ ′
E
t3
1
1
2
1
1
2 ∼
{
( aλ )
3eβεb Bose
( aλ )
2 Fermi
(41c)
where the explicit expressions for the diagrams is clear
from Eq. (35). In the Fermi limit, the scaling follows
9FIG. 3: The interaction part of the third virial coefficient as
a function of interaction parameter. In the Bose regime the
virial coefficient is proportional to eβεb — see Eq. (42) —
and we normalize by this factor (taking εb = 0 for a ≤ 0).
(a) In the broad resonance limit, R∗/λ = 0, we compare ∆b3
(solid) with the two-body contribution which dominates in
the Fermi regime (short dashed), and the results of the Beth-
Uhlenbeck formula (42) including s-wave only (dot-dashed),
s- and p-wave (long dashed), and up to d-wave (dotted). The
circle at λ/a = 0 depicts the experimentally determined virial
coefficient from Refs. [26, 27]. (b) The effect of a finite range
parameter on ∆b3 (solid), and the approximation given by
including only the diagrams of Eqs. (43a-c) (dashed).
from all momenta and energies being set by λ. There-
fore, T2 ∼ a/m and t3 ∼ mλ2. On the other hand, in
the Bose limit, the Boltzmann factor in the two-body T
matrix forces the energy E = −εb + Ecol to be within
a collision energy Ecol ∼ 1/mλ2 of the binding energy.
Thus T2(−εb +Ecol) ≈ 8pim2a 1Ecol ∼ λ2/ma and t3 ∼ ma2.
In Eq. (41c), due to the exchange process, two momenta
are integrated over, and only one of these is suppressed
by the Boltzmann factor; consequently, in this diagram
the momenta count as 1/λ and 1/a, respectively.
As may be anticipated, the two-body contribution,
Eq. (41b), is the dominant contribution in the weakly
interacting Fermi regime. On the other hand, in the
Bose limit, Eq. (41a) is the leading contribution. This
has a very natural interpretation: Due to the lack of
exchange of the external legs, this diagram corresponds
to atom-dimer scattering, and thus to an effective two-
body process. Then we may recast the virial coefficient in
Beth-Uhlenbeck form, similarly to the two-body problem
FIG. 4: The interaction part of the third virial coefficient
(solid line) at unitarity as a function of R∗/λ. The dashed
line depicts the result of considering only the diagrams of
Eqs. (43a-c), corresponding to replacing the full three-body
T matrix by its Born approximation. The dotted curve is the
narrow resonance asymptote — see Eq. (44).
in Eq. (31). The result is
∆b3
λa≈ 3 32 eβεb
∑
`
ξ`
∫ ∞
0
dk
pi
e−β
3k2
4m δ′ad,`(k), (42)
where δad,` is the atom-dimer phase shift in the `’th par-
tial wave. For details on the derivation of Eq. (42), see
Appendix B. If the temperature is negligible compared
with the binding energy, only the low-energy behavior of
the scattering phase shifts matter, i.e., the atom-dimer
scattering length aad = − limk→0 k−1 tan δad,`(k) =
1.18a [36]. For decreasing λ/a we need to take the deriva-
tive of the phase shifts obtained in Refs. [39, 42]. The
result is shown in Fig. 3(a) and yields a good approxima-
tion to the virial coefficient for λ/a >∼ 5.
Next we investigate the behavior of the virial coefficient
for a finite range parameter — see Fig. 3(b). First of all,
we see that increasing R∗/λ tends to suppress the virial
coefficient for fixed λ/a. Secondly, we see that a pertur-
bative approach works very well already at R∗/λ = 1.
The particular approach we use is to take the first Born
approximation of the three-body T matrix, i.e., keeping
only the first term in Eq. (34). That is, the three dia-
grams contributing to ∆b3 take the form:
−
1
1
2
2
1
1
= −
∑
p
T 22 (E − 3p
2
4m )
dT−12 (E− 3p
2
4m )
dE
E − 3p2m
, (43a)
−
1
1
2
2
1
1
= −
∑
p
T2(E − 3p
2
4m )(
E − 3p2m
)2 , (43b)
1
1
2
1
1
2
=
∑
p,p′
T2(E − 3p
2
4m )T2(E − 3p
′2
4m )
(E − p − p′ − p+p′)3
. (43c)
The idea is that keeping the exact pole structure of the
two-body T matrix may help control the approximation
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in the regime where R∗ ∼ λ. The close agreement be-
tween the exact calculation and our approximation ob-
served in Fig. 3(b) appears to validate our approach. The
main difference between the perturbative approach and
the exact takes place for a broad resonance in the Bose
regime: The source of the discrepancy is that for a broad
resonance the Born approximation of atom-dimer scatter-
ing predicts aad = 8a/3, while the exact calculation gives
aad = 1.18a [36], and thus the atom-dimer interaction is
overestimated in the Born approximation. We further il-
lustrate the comparison between the exact, approximate
(in the above sense), and truly perturbative (expanding
T2(E) in powers of 1/R
∗) approaches in Fig. 4. It is
seen that our approximation provides a very good agree-
ment with the exact virial coefficient, even as R∗/λ ap-
proaches zero. We find the exact value at R∗ = 0 to be
∆b3 ' −0.3551, in agreement with Refs. [22, 23, 25].
Finally, we note that ∆b3 at unitarity is non-monotonic
as a function of R∗/λ, a feature which is present in both
the exact and approximate results — see Fig. 4. This
reflects how at small R∗/λ a new interaction channel be-
comes available, increasing the magnitude of the virial
coefficient, whereas at large R∗/λ the interactions are
suppressed. In the limit R∗/λ  1 we evaluate the
asymptotic form of the virial coefficient:
∆b3
λR∗≈ −2
√
2
3pi
λ
R∗
+
4(5
√
3pi − 18)
27pi2
(
λ
R∗
)2
. (44)
In Fig. 4 we see that this asymptotic expression works
very well for R∗/λ >∼ 2.
C. Fourth virial coefficient
In the absence of interactions, the fourth virial coef-
ficient takes the value: bfree4 = −4−5/2. In order to ob-
tain the contribution to the virial coefficient arising from
interactions, one may in principle extend the above dia-
grammatic analysis; however the task of solving the four-
body problem exactly is numerically taxing. Instead, we
take a pragmatic approach and consider the Born approx-
imation of the four-body problem, summing all diagrams
containing at most four two-body propagators. This in-
cludes the first Born approximation of the dimer-dimer
scattering T matrix. The relevant diagrams are shown in
subsections III D and III E. This is the same approxima-
tion which was shown above to work very well for ∆b3
once R∗/λ ≥ 1; at unitarity, it even gave a reasonable
result once R∗ → 0. The two- and three-body contribu-
tions to ∆b4 are computed exactly.
Figure 5(a) depicts the virial coefficient within our
approximation for a broad resonance with R∗/λ = 0.
We see that in the weakly interacting Fermi limit of
λ/a  −1, the two-body contribution dominates. On
the other hand, in the Bose limit where λ/a  1, the
four fermions may be approximated by two deeply bound
dimers. The virial coefficient is then a sum of a con-
FIG. 5: The interaction part of the fourth virial coefficient as a
function of the interaction parameter λ/a. In the Bose regime,
∆b4 → e2βεb/4 and we normalize by this factor, taking εb = 0
for a ≤ 0. (a) For a broad resonance with R∗/λ = 0 we
display our approximate value of ∆b4 (solid), along with the
dominant two-body contribution in the Fermi regime (short
dashed), and the dominant contribution in the Bose limit,
Eq. (45), taking add ≈ 0.6a (dotted). The circle represents
the experimental measurement [26, 27] and the square the
calculation of Ref. [25]. (b) Taking the effective range into
account, we display the virial coefficient for R∗/λ = 0, 1/2,
1, 2 (bottom to top).
tribution arising from the second-order term of a non-
interacting Bose gas, and one from the dimer-dimer in-
teraction. Employing for the former the same arguments
which related the second virial coefficient of the Fermi gas
with the first of a non-interacting Bose gas, see Eq. (39),
and for the latter the same arguments which lead to the
Beth-Uhlenbeck expression for the third virial coefficient
in the Bose regime, Eq. (42), we find
∆b4
λa≈ e2βεb
[
1
4
+ 8
∑
`
ξ`
∫ ∞
0
dk
pi
e−β
k2
2m δ′dd,`(k)
]
≈ e2βεb
(
1
4
− 8add
λ
)
, (45)
where we approximate −k−1 tan δdd,0(k) ≈ add and ig-
nore all phase shifts other than s-wave. The correct
dimer-dimer scattering length is add = 0.6a, as derived
in Ref. [33]; for a diagrammatic derivation closer to the
present formulation, see Refs. [43, 44]. We see that the
asymptote (45) gives a much smaller dimer-dimer inter-
action shift of the virial coefficient compared to our ap-
proximate result. This is because our approach contains
11
FIG. 6: The interaction part of the fourth virial coefficient
at unitarity (1/a = 0) as a function of the effective range
R∗/λ. The four-body contribution to the virial coefficient is
approximated as explained in the text.
only the leading diagram of the Born approximation of
dimer-dimer scattering, which overestimates the dimer-
dimer repulsion and yields add = 2a. Nevertheless, we ex-
pect our result to recover the qualitative behavior of ∆b4
across the crossover. In particular, we see that the coef-
ficient is positive in the Fermi regime and changes sign
close to unitarity mainly due to the dimer-dimer repul-
sion at large positive λ/a. Finally, it changes sign again
and becomes positive — using add = 0.6a in Eq. (45) we
estimate this to occur for λ/a ≈ 19.
Increasing the range parameter for fixed scattering
length suppresses the dimer-dimer interaction — see
Ref. [39]. Consequently, as shown in Fig. 5(b), already
at R∗/λ = 1/2 we do not expect that the virial coeffi-
cient changes sign in the crossover. As in the three-body
case, we expect the virial coefficient calculated within our
approximation to work well once R∗/λ ≥ 1.
Consider finally the unitary Fermi gas, where we find
∆b4 ≈ 0.06 for a broad resonance — see Fig. 6. This is
in contrast to the previous theoretical work of Ref. [25],
where ∆b4 was found to be negative [60]. We note how-
ever that our ∆b4 is still smaller than the experimental
value ∆bexp.4 ≈ 0.096 [26, 27], most likely due to the over-
estimation of the dimer-dimer repulsion within our ap-
proximation. Our results also illustrate the difficulty in
determining the fourth virial coefficient, as the coefficient
is expected to show a strong non-monotonic behavior in
the vicinity of the resonance. For large R∗/λ we see that
the two-body contribution to the virial coefficient dom-
inates and ∆b4 → 1/4. This is again an illustration of
how the system evolves towards a non-interacting Bose
gas in this limit. The first correction to this result arises
from both two- and the three-body contributions, and we
find the limiting behavior
∆b4
λR∗≈ 1
4
+
9− 4√3
12pi
λ
R∗
, (46)
for a narrow resonance at unitarity.
D. Higher virial coefficients in the Fermi and Bose
regimes
It is clear from the preceding discussion that the inter-
action part of the virial coefficient in the weakly inter-
acting Fermi regime is dominated by the two-body con-
tribution, i.e., for λ/a  −1 we have ∆bN ≈ ∆b2-bodyN .
For reference, we give this here up to arbitrary order
∆b2-bodyN =
(−1)N
N5/2
∮ ′
E
m
pi T2(E)√−mE
N−2∑
j=0
(N − j − 1)
×
[
eζN (1 + 2ζN )
(
1 + Erf
[
−
√
ζN
])
− 2
√
ζN√
pi
]
, (47)
where ζN = −βE[N − 2− 1N (N − 2j − 2)2]/2.
In the opposite limit where λ/a  1, the virial co-
efficients ∆bN are related to those of a non-interacting
Bose gas. Specifically, as λ/a→∞ the virial coefficients
approach
e−
N
2 βεb∆bN →
√
2
{
bBoseN/2 = (N/2)
−5/2 N even
0 N odd
.
(48)
This result holds even at unitarity when R∗/λ  1.
For even N , this formula follows from comparing the
contributions to the grand potential from N interacting
fermions with that of N/2 non-interacting bosons, as in
the case of the second virial coefficient — see Eq. (39).
The asymptotic form of the virial coefficients in the
Bose limit where the virial coefficients grow exponen-
tially, Eq. (48), prompts us to define the effective fugacity
z∗ =
{
z if a ≤ 0
eβεb/2z if a > 0
, (49)
such that all coefficients in the power series in z∗ remain
of order unity throughout the crossover.
V. THERMODYNAMICS
Having calculated the virial coefficients, we now turn
to the investigation of the thermodynamics of the reso-
nant Fermi gas. In the grand canonical ensemble, the
thermodynamic variables of a homogeneous system are
functions of the chemical potential, temperature, and vol-
ume. That is, the grand potential is Ω = Ω(µ, T, V ) from
which all thermodynamic variables can be obtained. The
pressure is given by
P = −Ω
V
= P0 + 2Tλ
−3 ∑
N≥2
∆bNz
N , (50)
where the ideal Fermi gas pressure is given by P0 =
2Tλ−3[−Li5/2(−z)], with Liν the polylogarithm. The
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density reads
n = − ∂
∂µ
Ω
V
∣∣∣∣
T,V
= n0 +
2
λ3
∑
N≥2
N∆bNz
N , (51)
where n0 = 2λ
−3[−Li3/2(−z)] is the density of an ideal
Fermi gas. Finally, we write down the entropy density
s ≡ S/V :
s = − ∂
∂T
Ω
V
∣∣∣∣
µ,V
=
5
2
P
T
− µ
T
n+
2
λ3
∑
N≥2
T
∂∆bN
∂T
zN .
(52)
Note that we only have ∂∆bN/∂T appearing in s since
the ideal Fermi gas virial coefficients do not depend on
temperature.
In Fig. 7 we display the pressure, density, and entropy
for a broad resonance in the Fermi regime, at unitarity,
and in the Bose regime. We see from the comparison be-
tween the second and fourth-order results that the virial
expansion breaks down as z∗ approaches 1, as expected.
In the Fermi regime where λ/a  −1, the virial coeffi-
cients are dominated by those of the ideal Fermi gas, the
leading correction due to interactions arising from the
two-body contributions (47). In the figure, this approxi-
mation is seen to give a clear improvement compared with
the second-order virial expansion. On the other hand, in
the Bose regime where λ/a  1, the virial coefficients
are dominated by those arising from the non-interacting
gas of dimers, Eq. (48), and we have
P ≈ 2
√
2Tλ−3Li5/2(z∗2), (53a)
n ≈ 4
√
2λ−3Li3/2(z∗2), (53b)
s ≈
√
2λ−3
[
5Li5/2(z
∗2)− 2β(2µ+ εb)Li3/2(z∗2)
]
.
(53c)
The leading correction arises from the dimer-dimer scat-
tering length contribution to ∆b4 — see Eq. (45). We do
not display the Bose limit expressions in the figure, as
we see from Fig. 5(a) that these are not expected to be
accurate for the broad resonance until larger λ/a.
We see in Fig. 7(a) that, contrary to what one might
naively expect, the pressure appears to increase as we go
from the Fermi to the Bose regime. The point is that
this happens at a fixed expansion parameter, causing the
density to increase simultaneously, as seen in Fig. 7(b).
This effect may also be understood as arising from the
fact that the grand potential Ω decreases from the Fermi
to the Bose regime, due to the formation of pairs.
In Fig. 8, we consider the behavior of the thermody-
namic variables at unitarity as a function of the range
parameter, R∗/λ. As discussed in Sec. IV, in the nar-
row resonance limit we may relate the virial coefficients
of the two-component Fermi gas with those of a non-
interacting Bose gas of pairs at zero energy. Thus the
thermodynamic variables at unitarity become those of
Eqs. (53a-c), where in this case z∗ = z. We see that,
FIG. 7: The pressure P , density n, and entropy density s in
the grand canonical ensemble as a function of expansion pa-
rameter z∗ for a broad resonance R∗ = 0. We compare the
results from the virial expansion at second and fourth order
in the fugacity, for three different values of the interaction
parameter λ/a: From top to bottom we consider the Bose
regime with λ/a = 1.5, unitarity, and the Fermi regime with
λ/a = −2. For the latter, the virial coefficients are domi-
nated by the two-body contribution (47), the result of which
is shown as a thick dashed line.
as R∗/λ increases, the thermodynamic variables quickly
approach those of the non-interacting Bose gas. This
further underlines how the narrow resonance limit is not
strongly interacting. We also see that the virial expan-
sion appears to work better in the narrow resonance limit,
i.e., the second-order result becomes closer to the fourth-
order result. This is mainly because the odd orders of
the expansion (e.g., third order) are suppressed as the
system evolves into a non-interacting gas of dimers.
In Fig. 9, we compare the virial expansion of the pres-
sure and density to the experimental data from the MIT
experiment [27], which was conducted for a broad reso-
nance in the unitary limit, 1/a = 0. Although our ap-
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FIG. 8: The pressure, density, and entropy at resonance. We
compare the second and fourth orders of the virial expansion
for various resonance widths. In the narrow resonance limit,
the limiting behavior of the thermodynamic variables is given
in Eqs. (53a-c).
proximation for the interaction part of the fourth virial
coefficient, ∆bBorn4 ≈ 0.06, is smaller than the best fit to
the experimental data, ∆bexp.4 ≈ 0.096 [26, 27], we ob-
serve a clear improvement when comparing to the result
of the previous theoretical estimate which had a negative
sign [25]. We also apply the results of the virial expan-
sion ansatz developed in Ref. [45] up to 20th order in
the fugacity, and this approach is seen to work quite well
for the pressure and somewhat worse for the density. Fi-
nally, we would like to point out that the fourth virial
coefficient may even be slightly larger than the reported
value of 0.096, as this would provide a better fit to the
experimental data in the region around z ∼ 0.5, particu-
larly in the case of the density. The fit as one approaches
z = 1 is less important since any deviation of the fourth-
order virial expansion can be easily compensated by the
inclusion of higher orders of the virial expansion.
Thus far, we have worked in the grand canonical en-
FIG. 9: Comparison between experiment [27] and various the-
ories for the pressure and density at unitarity for a broad
resonance.
semble. This is quite natural in ultracold atomic gases,
where the chemical potential across the external trap can
typically be treated in the local density approximation,
µ(r) = µ − Vext(r). However, in a uniform system it is
often advantageous to consider the density instead of the
chemical potential. It is then convenient to work in the
canonical ensemble, where the relevant thermodynamic
potential is the Helmholtz free energy F = F (n, T, V ).
In practice, one fixes the density and solves for the fu-
gacity using Eq. (51), where the power series in fugacity
is truncated at a chosen order. When determing thermo-
dynamic quantities P , s, we only truncate the contribu-
tion arising from interactions and we treat the ideal gas
contribution exactly, i.e., the quantity ∆Ω ≡ Ω − Ω0 is
expanded instead of the grand potential Ω. The advan-
tage of this approach is that we recover the ideal Fermi
gas to all orders in the Fermi limit. However, the differ-
ent truncation schemes should not lead to significantly
different results when the fugacity is small, which is a
required condition for the virial expansion.
To determine the region of validity of the virial ex-
pansion in this parameter space, we calculate the fugac-
ity as a function of temperature T/TF and interaction
strength 1/kFa using the virial expansion up to third or-
der. Here, TF = εF =
k2F
2m , with TF and εF the Fermi
temperature and energy, respectively. In Fig. 10, we
see that the effective expansion parameter z∗, defined
in Eq. (49), becomes comparable to unity for tempera-
tures T ∼ TF , as expected, and thus one should apply
the virial expansion at a lower temperature with some
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FIG. 10: Contour plot of the effective fugacity z∗ in the
T/TF versus 1/kF a plane for a broad resonance with R
∗ = 0.
The high-temperature expansion is considered up to the third
virial coefficient, since our Born approximation for the fourth
virial coefficient overestimates the effective dimer-dimer re-
pulsion in the Bose regime. Note that we observe qualita-
tively similar behavior for a narrow resonance, and also if we
limit ourselves to the virial expansion up to second order in
the fugacity.
care. In addition, we note that at a given temperature
T/TF , z
∗ has a minimum on the Bose side near unitarity,
corresponding to the point where the atomic and molecu-
lar states are roughly equally accessible, and the density
is spread between these states. Further into the Bose
(Fermi) regimes, the density of dimers (atoms) builds up
and the system approaches quantum degeneracy.
Figure 11(a) depicts the crossover behaviour of the
pressure and entropy density for various temperatures
and range parameters. We see how in the Fermi regime
1/kFa <∼ −1, these thermodynamic quantities are close
to those of the ideal Fermi gas, whereas in the opposite
regime they approach those of the ideal Bose gas. Note
that our results deviate from the expected value in the
Bose limit because the virial expansion we use only de-
termines the interaction part up to second order in z and
therefore we only calculate the Bose gas up to first order
in zBose. The crossover to tightly bound dimers occurs
when the binding energy εb  kBT log(
√
2/nλ3), as dis-
cussed previously. Interestingly, for a given T/TF , this
crossover point can be connected with particular values
of P/P0 and s/s0, which appear to stay roughly constant
as we vary R∗.
VI. SPECTRAL FUNCTION
Finally, we consider the spectral function A(k, ω) =
−2=G(k, ω). This quantity is of great practical rele-
vance, as it may be probed in cold atom experiments by
the use of radio-frequency spectroscopy, allowing a direct
investigation of many-body effects. For instance, Ref. [6]
used this technique to observe the formation of a pair-
ing gap both above and below the critical temperature
for superfluidity. A typical experiment starts from the
strongly-interacting state, and applies a radio-frequency
pulse to transfer one of the ↑, ↓ spin states into an ini-
tially unoccupied state. In the absence of interactions
between the final and initial spin states, the transfer rate
is
I(k, ω) ∝ nF (ω)A(k, ω),
within linear response. Here, the Fermi distribution
nF (ω) = (e
βω/z + 1)−1 accounts for the probability of
the initial state being occupied. As usual, the Dyson
equation G−1 = G−10 − Σ links the interacting with the
non-interacting single-particle Green’s function. The self
energy can be expanded in powers of fugacity (see for in-
stance Refs. [46, 47]), and the lowest order contribution
is
Σ(k, ω) = z
∑
q
e−βq+kT2
(
ω + µ− k + q
2
)
. (54)
The transition rate I(k, ω) is illustrated in Fig. 12. In
the absence of interactions this would simply correspond
to a narrow peak at the free dispersion, indicated by a
dashed white line in the figures. However, interactions
broaden the peak and profoundly modify the spectrum:
For positive scattering length, we see that the spectral
function develops a gap which separates the lower band
associated with paired atoms from the sharper upper
peak corresponding to unpaired atoms. Furthermore, the
atomic peak is seen to shift upward (downward) for suf-
ficiently large positive (negative) scattering lengths. We
also consider the effect of a finite effective range. Here,
we clearly see that the atomic peak becomes sharper and
approaches the free dispersion, even at unitarity. This
once again indicates that the system approaches a non-
interacting limit for increasing kFR
∗.
VII. CONCLUSION
In this work, we have developed a diagrammatic for-
malism for computing the coefficients of the virial ex-
pansion, and we have used it to elucidate the high-
temperature behavior of the resonant Fermi gas. We have
focussed on the crossover from the regime of unpaired
atoms to the regime of strongly bound pairs, and de-
scribed the corresponding limiting behaviors of the virial
coefficients and thermodynamics. While the unitarity
point is special in the sense that it is non-perturbative
in a and independent of an interaction length scale for
a broad resonance, it is still possible to estimate val-
ues of the thermodynamic variables at this point since
all virial coefficients are continuous functions of λ/a and
R∗/λ throughout the crossover. In particular, our ap-
proximate calculation of the fourth virial coefficient for a
broad resonance is likely to be qualitatively very similar
to the exact result, being an interpolation between known
limits. Likewise, we believe our result of ∆b4 ≈ 0.06 for
the fourth virial coefficient at unitarity is close to the
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FIG. 11: The crossover behaviour of the pressure P and entropy density s for both broad and narrow resonances. The solid
lines correspond to the results of the virial expansion where the non-interacting Fermi gas contribution is treated exactly while
the interacting part is only calculated up to the second virial coefficient. The solid circles mark the Fermi-Bose crossover point
where nλ3 ≈ √2e−βεb . The dashed lines illustrate the thermodynamic values expected for an ideal Bose gas of dimers.
FIG. 12: The occupied part of the spectral function for
various values of the interaction parameter 1/kF a (top-to-
bottom) and effective range kFR
∗ (left-to-right) near the
crossover. They all correspond to the expansion parameter
zeβεb/2 ≈ 0.2. The short-dashed line corresponds to the free
particle dispersion.
(currently unknown) exact value, and indeed it compares
favorably with current experiment. However, the strong
non-monotonic behavior close to the resonance also ex-
plains why it has been difficult to determine this coeffi-
cient accurately.
We have also explored the behavior of the virial coeffi-
cients once a finite effective range is introduced. Here we
have shown that the coefficients can be determined per-
turbatively, and we have calculated the third and fourth
virial coefficients for the first time. We have argued that
the narrow resonance limit R∗  λ corresponds to a
non-interacting mixture of closed-channel molecules and
atoms. We have illustrated this point by considering the
behavior of the virial coefficients, thermodynamic vari-
ables, and the spectral function. This should be con-
trasted to the interaction energy which, for a resonant
gas at zero temperature, indeed increases with increas-
ing kFR
∗ [30]. However, this phenomenon is simply due
to the depletion of the Fermi sea as non-interacting pairs
with zero energy are formed, and we consider this to be
a trivial pairing effect.
The formalism we have developed for the virial expan-
sion is quite general and is written in Section III for a
generic short-range interaction in d dimensions, for any
mass ratio, and for any spin imbalance. Thus, there are
a number of immediate extensions to our work on the
resonant Fermi gas. For instance, one could consider the
spin-imbalanced gas, where there are now two expansion
parameters due to the two different chemical potentials,
µ↑ > µ↓. In this case, the high-temperature crossover
should be considered as a crossover from a Fermi-Fermi
mixture with expansion parameters eβµ↑ and eβµ↓ , to a
Bose-Fermi mixture described by effective expansion pa-
rameters eβ(µ↑+µ↓+εb) and eβµ↑ , assuming that µ↑ − µ↓
is comparable to εb in this limit.
One can expect even richer behavior from the mass-
imbalanced system due to the possibility of additional
scattering resonances. We have already described how
the third and the fourth virial coefficients in the Bose
regime λ/a  1 may be related to the derivatives of
the low-energy atom-dimer and dimer-dimer scattering
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phase-shifts, respectively. Whenever the few-body sys-
tem is near-resonant, these derivatives will change from
0 to pi/2 over a small energy range compared with the
dimer binding energy, and consequently the virial coeffi-
cients can be enhanced close to the formation of few-body
bound states, as discussed in Refs. [21, 48]. In particular,
one expects an enhancement of the p-wave contribution
to the virial coefficient B21 when m↑/m↓ approaches 8.2,
the critical value for the formation of trimers in the p-
wave channel when a R∗ [49]. Even below the critical
mass ratio, such as in a potassium-lithium mixture with
mass ratio 40/6, the atom-dimer scattering is strongly en-
hanced, as discussed in Refs. [39, 42] and demonstrated
in a recent experiment [50]. Likewise, tetramers are pre-
dicted to exist in the ↑↑↑↓ problem [51, 52] leading to
an enhancement of the coefficient B31 close to the criti-
cal mass ratio of 9.5 close to unitarity [52]. Indeed, the
sign-change of the third virial coefficient at unitarity as a
function of mass ratio [53] results from the resonantly en-
hanced p-wave channel becoming dominant. Thus, few-
body effects can profoundly impact the normal state of
a heteronuclear Fermi gas.
Finally, one may consider particles with other statis-
tics. Thus far, the virial expansion of the Bose gas has
only been developed up to the third virial coefficient at
unitarity [54], the results showing an intriguing depen-
dence on the three-body parameter introduced by Efimov
physics [55]. It would thus be interesting to consider the
behavior across resonance, as in the present work.
Acknowledgments
We would like to thank Xavier Leyronas for discus-
sions, and Martin Zwierlein for the data of Ref. [27].
V.N. wishes to thank Aarhus Institute of Advanced Stud-
ies for hospitality during part of this work. M.M.P. ac-
knowledges support from the EPSRC under Grant No.
EP/H00369X/2.
Appendix A: Three-body problem
The three-body problem with short-range inter-
actions is described completely by the Skorniakov–
Ter-Martirosian (STM) integral equation. Originally
introduced to calculate neutron-deuteron scattering
length [36], the diagrammatic representation of the STM
equation reads (see also Ref. [38, 39])
Tad = + Tad . (A1)
Here Tad is the atom-dimer scattering T matrix; the solid
lines denote free atom propagators and the dotted lines
the two-body T matrix. We then write Eq. (A1) for an
↑↑↓ system as an integral equation
Tad(k, k0;p, p0;E) = ζ
[
g2ZG↓(−k− p, E − k0 − p0)
−
∫
d3q
(2pi)3
∫
dq0
2pii
G↑(q, q0)G↓(−p− q, E − p0 − q0)T2(−q, E − q0)Tad(k, k0;q, q0;E)
]
.
(A2)
We let the incoming [outgoing] atom and dimer have four-
momenta (k, k) and (−k, E − k) [(p, p) and (−p, E −
p)], respectively. The free atom propagators is given
by G↑,↓(k, k0) = (k0 − k2/2m↑,↓ + i0)−1 and T2(q, q0) ≡
T2(q0 + q
2/2(m↑ + m↓) + i0) is the two-body T matrix.
The residue at the pole of the two-body T matrix —
g2Z ≡ lim
s→0
s × T2(−εb + s) — is included for correct
normalization of the external dimer propagators. The
factor ζ in Eq. (A2) describes the quantum statistics and
is equal to −1 for the fermionic case, +1 for heteronuclear
bosons, and +2 for identical bosons.
The integration over q0 can be done by closing the
contour in the lower half plane. This encloses one pole
coming from G↑(q, q0) at q0 = q. Next, we take the
partial wave projection and use the on-shell conditions:
k0 = k and p0 = p. The equation (A2) becomes
Tad,`(k, p;E) = ζ
[
g2Zg`(k, p;E)
+
∑
q
g`(p, q;E)T2(E − q2/2m21)Tad,`(k, q;E)
]
. (A3)
where m−121 = m
−1
↑ + (m↑ +m↓)
−1.
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The partial wave projection is defined as follows (en-
ergy omitted)
Tad,`(p, q) =
∫ 1
−1
dx
2
P`(x)Tad(p,q),
Tad(p,q) =
∑
`≥0
(2`+ 1)P`(x)Tad,`(p, q), (A4)
where x = cos(pˆ ·qˆ) and P`(x) denote the Legendre poly-
nomials. Similarly, one may write down the partial-wave
projected ↓ propagator,
g`(p, q) =
∫ 1
−1
dx
2
P`(x)G↓(p+ q, E − p − q)
=
m↓
pq
Q`
[
m↓
pq
(
E − p
2 + q2
2mr
)]
, (A5)
where Q`(z) =
∫ 1
−1(z − x)−1P`(x) dx/2 is the Legendre
function of the second kind.
In general, there might not exist a two-body bound
state, e.g., when a < 0 in 3D. It is thus useful to define
the three-body T matrix t3 ≡ Tad/g2Z such that the
external dimer propagators are removed from Eq. (A1).
Therefore, we have
t3,`(k, p;E) = ζ
[
g`(k, p;E)
+
∑
q
g`(p, q;E)T2(E − q2/2m21)t3,`(k, q;E)
]
. (A6)
Appendix B: Beth-Uhlenbeck expression for ∆b3 in
the Bose regime
In the Bose limit, the three-body problem reduces to
the much simpler atom-dimer scattering problem. This
is effectively a two-body problem and thus one may read-
ily modify the Beth-Uhlenbeck formula, see Eq. (32), to
obtain the third virial coefficient. Indeed, we have shown
that the dominant diagram in this limit is the one de-
scribing atom-dimer scattering – see, Eq. (41a). That is,
we have
B21
λa≈ λ
3
V
∮ ′
E
t3
1
1
2
2
1
1
=
(
M21
2mr
) d
2
∮ ′
E
∑
p
t3(p,p;E)
× T 22
(
E − p
2
2m21
)
d
dE
T−12
(
E − p
2
2m21
)
.
As E → −εb, the ‘free’ atom-dimer propagator is given
by
〈k| Gˆad(E) |k 〉 ≈
T2
(
E − k22m21
)
g2Z
≈ 1
Ecol − k22m21
, (B1)
where ±k are the momenta of the atom and dimer in
their center-of-mass frame, the collision energy is given
by Ecol = E + εb and g
2Z is the residue at T2’s pole
given in Eq. (4). In addition, we note that the atom-
dimer forward scattering T matrix is given by
Tad(k
2/2m21) = g
2Zt3(k,k; k
2/2m21 − εb). (B2)
Therefore, we obtain
B21
λa≈
(
M21
2mr
) d
2
∮ ′
E
∑
p,`
ξ`Tad,`(Ecol)(
Ecol − p22m21
)2
≈
(
M21
2mr
) d
2
eβεb
∮ ′
E
∑
p,`
ξ`Tad,`(E)(
E − p22m21
)2 , (B3)
where we used ddET
−1
2 ≈ g2Z and in the last step, the en-
ergy origin is shifted to −εb. The full scattering T matrix
is given by the partial wave sum Tad(s) =
∑
` ξ`Tad,`(s),
where we have used the fact that only forward atom-
dimer scattering is present in Eq. (B2).
As shown in Section III B, the sum over p is in fact the
sum over the two-body spectrum which is equal to the
derivative of the inverse two-body T matrix. That is, we
have
∑
p
(
E − p
2
2m21
)−2
≡ d
dE
∑
`
ξ`T
−1
ad,`(E). (B4)
Following the same analysis, we recast Eq. (B3) in the
Beth-Uhlenbeck form
B21
λa≈
(
M21
2mr
) d
2
eβεb
∑
`
ξ`
∫ ∞
0
dk
pi
e−β
k2
2m21 δ′ad,`(k),
(B5)
which concludes this Appendix.
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