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Calculating Motion Fields from








In this paper, we present an extension to optical flow for estimating dense
2D motion fields with occlusion information. While optical flow computa-
tion is based on two consecutive short-exposure images, we make also use
of an additional intermediate long-exposure image. This motion-blurred in-
termediate image captures scene motion directly. We introduce an image
formation model that relates the long-exposure image to both short-exposure
images in terms of dense 2D motion and local occlusion/disocclusion. Based
on this image formation model, we describe a practical algorithm that en-
ables estimating the 2D motion field of occluding and occluded regions as
well as determining the instant of occlusion. Results for synthetic and real




The projection of 3D scene motion or camera motion onto the image plane re-
sults in dense 2D motion fields. Many computer vision applications are based
on reliable motion field estimation, e.g., tracking, structure-from-motion, or
image segmentation. A common approximation of the actual motion field
is the optical flow [VP89]. Technically, the optical flow represents the prop-
agation velocity of the image intensity gradient needed to account for the
temporal change in the brightness pattern between two consecutive images.
To numerically evaluate the local derivatives in space and time, optical flow
algorithms work best with pinpoint-sharp images as input, i.e., with images
depicting a moving scene at two discrete points in time. Motion-blurred
images, in contrast, capture scene motion directly. Also, occlusion enters
into motion-blurred image formation. Finally, sampling-theoretical consid-
erations suggest that images depicting moving scenes should be recorded
with finite exposure times to ensure adequate temporal prefiltering.
Based on these observations, we present a novel approach to estimating
dense 2D motion fields, including occlusion information. In addition to two
consecutive short-exposure images, our method requires an intermediate,
long-exposure image, Fig. 1. We introduce an image formation model that,
given the relative shutter release times, can be solved numerically for the
underlying 2D motion field and occlusion information. In effect, we make
use of the additional motion-blurred image to constrain the solution space
of the reconstruction problem which is crucial exspecially for large motions.
3 Related work
The number of the articles published concerning the computation of the op-
tical flow shows that this is still a very active field of research [BFB94, MB96,
AN88]. Related to our work, Lim et al. [LAG05] and Brox et al. [BBPW04]
propose relief to the limitation that optical flow techniques provide reliable






Figure 1: To determine the 2D motion field with accompanying occlusion
information, we acquire an intermediate long-time exposure IB in addition
to two short-time exposures I1, I2 with the relative shutter release times
shown at the right.
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ing high-speed recordings or a scale-space approach, respectively, improved
convergence can be obtained despite the ill-posedness of the underlying prob-
lem. Another problem in motion field computation arises from occlusion
effects. Alvarez et al. [ADPS02] determine occluded regions by calculat-
ing forward and backward optical flow and checking for consistency. Areas
with large discrepancies are considered occluded and are simply excluded
from further computations. As a solution, Xiao et el. [XCS+06] propose
interpolating motion into occluded areas from nearby regions by bilateral
filtering.
There has been some previous work on calculating the optical flow from
a single, long-time exposed image based on Fourier analysis [Rek96] or auto-
correlation [PK03]. Though the algorithms perform well for detecting trans-
lational camera motion, the approach is unsuitable for general scene motion
with several different object movements. A combination of short-time and
long-time exposures has been used in the context of image restoration: Tico
and Vehvilainen [TV06] model motion blur as a convolution with a spatially
invariant point-spread-function which is estimated based on a statistical
model of the image formation process. The hybrid camera of Ben-Esra and
Nayar [BEN03] takes a long-time exposure of the scene, while a detector
with a much lower spatial and higher temporal resolution takes a sequence
of short-time exposures to detect the camera motion. In both cases, the blur
kernel is reconstructed to de-blur (i.e., deconvolve) the long-time exposed
image. For still image restauration, the assumption of a spatially invariant
blur kernel is an adequate approximation. Unfortunately, this does not hold
for the purpose of general motion estimation where the blur kernel may be
different for every pixel. A motion de-blurring approach which takes mov-
ing objects into account is described by Raskar et al. [RAT06]. A modified
shutter which opens and closes several times at irregular intervals is used to
recover sharp images if the extent of 2D motion is known.
The motion-from-smear approach [CNM96] extends the underlying no-
tion of image restoration and motion estimation. Two images with long ex-
posure times are acquired immediately after each other. The local blur ker-
nel, i.e., local motion is estimated by de-blurring the images to one common
(unknown) reference image. Apart from being susceptible to reconstruc-
tion errors, applicability appears somewhat restricted because only motion-
blurred images are used as input. This drawback also affects the method
proposed by Tull and Katsaggelos [TK96] which is based on a sequence of
slightly blurred images to calculate the optical flow.
The contribution of this paper is an image formation model that enables
using the information provided by two short-time exposed images and an
intermediate long-time exposure for calculating a dense motion field with
associated occlusion timings.
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4 Image formation model
In order to exploit the information provided by the long-time exposed image,
we need an image formation model that relates the acquired images via 2D
motion. Let IB : Ω → R be the long-time exposed image while I1 : Ω → R
and I2 : Ω→ R are two short exposures taken at the beginning and the end
of the exposure time of IB, Fig. 1. We assume that the exposure time of I1
and I2 is sufficiently short so that these two images do not show any motion
blur. All three images are brightness-adjusted and normalized such that in
case of no motion, I1, I2 and IB are identical. Note that we make here the
customary assumption that scene surface appearance does not change over
time. We are now going to develop our image formation model for three,
increasingly general cases.
4.1 Without occlusion
For the simplest case, we consider a non-transparent, moving object in the
scene which is neither occluded nor disoccluded during the entire exposure
time. Take a point ~x in the image plane that is the projection of a scene
surface point, Fig. 2a. For our discussion, we consider the fixed point ~x in
the image plane and look at the projected surface points that pass through
and do not follow the movement of a fixed pixel. At the instant of exposure
of image I1, the ray through ~x hits a point y1 ∈ R
3 on the scene surface.
Likewise it hits a surface point y2 at the instant of exposure of image I2. We
assume that for I1 and I2 the exposure time is sufficently short so that each
point in the image plane corresponds to one scene point. During the time
interval of the intermediate image IB, the ray through ~x hits a contiguous
set of scene points Y ⊂ R3. The assignment of image plane points to scene















Figure 2: Image formation without occlusion: a contiguous path of scene
surface points between y1 and y2 contributes to pixel ~x in the long-exposure
image IB. The projection of the path from y1 to y2 into the image plane
forms a planar curve (c).
http://www.digibib.tu-bs.de/?docid=00022494 30/05/2008
4.2 With occlusion 4
If the surface moves in a continuous fashion, Y is a connected 3D path
which can be parametrized over time t with y1 and y2 as its endpoints,
Fig 2b. For image I1, the first endpoint of the path, y1, is projected to ~x.
The rest of the path Y is projected to a curve ~p1(~x, t) in the image plane
of I1. For image I2, the second endpoint of the path, y2, is projected to ~x.
The other points of Y form a curve ~p2(~x, t) in the image plane of I2, Fig. 2c.




I1(~x+ ~p1(~x, t)) dt =
∫ 1
0
I2(~x+ ~p2(~x, t)) dt (1)
with ~p1(~x, 0) = ~0 and ~p2(~x, 0) = ~0.
Expressing (1) in terms of convolutions, ~p1(~x, t) and ~p2(~x, t) parametrize
spatially variable blur kernels for I1 and I2, respectively, which are non-zero
along a plane curve.
Since both curves are parameterized in terms of acquisition time t, we
don’t have to integrate one image for the entire exposure time. Instead, we




I1(~x+ ~p1(~x, t)) dt+
∫ 1−s
0
I2(~x+ ~p2(~x, t)) dt (2)
with s ∈ [0, 1] arbitrary.
We will exploit this flexibility to partition the integral as needed in the
following sections. Note that by differentiating (2) with respect to s and
applying the fundamental theorem of calculus, we obtain the brightness
constancy assumption of traditional optical flow computation. However, (2)
is more general because it incorporates the additional information provided
by the motion-blurred image IB. In the following, we assume that the
exposure time of IB is still sufficiently short to justify a linear model for the
curves:
~p1(~x, t) = −t ~w(~x) and ~p2(~x, t) = t ~w(~x) (3)
where ~w : Ω → R2, ~w(~x) = (u(~x), v(~x))T . While there are no fundamental
problems with lifting this constraint, we found the linear motion assumption
to be valid for all our test data, even for our rotational motion example,
Fig. 4.
4.2 With occlusion
To incorporate occlusion effects, we can partition the integral in (2) and
switch between ~p1 and ~p2 at the moment of occlusion/disocclusion. Con-
sider a point ~x in the image plane which becomes occluded during the long
exposure time of IB. The set Y of 3D scene points is then divided into two
parts, Fig 3. While the first part lies on the background surface and contains
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y1, the second part lies on the foreground surface and contains y2. By pro-
jecting the divided path onto the image plane, we note that the background





I1(~x− t ~wa(~x)) dt+
∫ 1−t0
0
I2(~x+ t ~wb(~x)) dt (4)
where ~wa and ~wb are the linear 2D curves corresponding to scene background
and foreground, respectively, and t0 ∈ [0, 1] is the moment at which the scene












Figure 3: Image formation with occlusion: the path from y1 to y2 is divided
into two separate parts which lie on different surfaces of the scene.
For a disoccluded scene point, the analogous consideration yields a sim-
ilar equation with the roles of ~wa and ~wb exchanged, i.e., ~wa is the linear
2D curve that correspondes to scene foreground and ~wb corresponds to the
scene background.
Note that we do not need to distinguish explicitly between occlusion and
disocclusion but treat both cases in the same model. We assume here that
a point is either occluded or disoccluded between images I1 and I2, but not
both.
4.3 With Temporal Offset
For the most general case considered here, we want to allow for exposure gaps
between the images I1 and IB as well as between IB and I2. Gaps between
image exposures can occur, e.g., because of camera hardware constraints.
Scene motion, of course, continues during such exposure gaps. To account




I1(~x− σ1 ~w − t ~w) dt +
∫ 1−s
0




I1(~x− t ~w) dt +
∫ σ2+1−s
σ2
I2(~x+ t ~w) dt, (6)
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where we have omitted the dependency on ~x in ~w for brevity. σ1 and σ2 are
the quotient of the length of the exposure gaps and the exposure time of IB.
Eqn. (4) transforms in the same way by replacing the limits of the interval.
It is important to note that, for the general case, the paths considered in
Sect. 4.1 do not contain the endpoints y1 and y2 anymore and occluding
time detection is limited to the time recorded by IB excluding the gap.
5 Numerical Solution
In order to determine the vertical and horizontal motion components at each
point ~x in the image domain, we solve the time step equation (2). We first
define a sequence 0 ≤ s1 < . . . < sN ≤ 1. Each of these si determines
the part of the curve which is taken from I1 while the rest of the curve is
taken from I2. By applying (2) for multiple instants, increased robustness
to image noise and to deviations from the linear motion model is achieved.






Fi(w) = IB −
∫ si
0
I1(~x− t ~w) dt−
∫ 1−si
0
I2(~x+ t ~w) dt for i ∈ {1, . . . , N} .
(8)
In order to increase robustness in the presence of intensity differences be-
tween the differently exposed images, we additionally include a differentiated
version of the equations, enforcing the brightness constancy assumption:
FN+1(w) = I1(~x− t ~w)− I2(~x+ t ~w) (9)
Taking into account the linear motion model, we evaluate equation (9) for
t = 0.5 to obtain one more equation. This non-linear least squares problem
can be solved numerically. We use a model-trust region implementation of
the well-known Levenberg-Marquardt algorithm [DS83]. The path integral
over the images is calculated using linear interpolation for the image func-
tions I1 and I2. The derivatives of the function F = (F1, . . . , FN+1)
T are
determined numerically.
Unfortunately, the best studied algorithms for solving non-linear least
squares optimization provide only local convergence. But it is the global
optimum that we are interested in. We therefore exploit the fact that scaling
the image and blurring it with the motion blur kernel are commutative, as
can be shown easily. This means that the time step equation (2) remains
valid on each scale of a multiscale approach. We make use of this useful
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characteristic in the first step of our algorithm. In order to attenuate the
impact of local noise, we iterate the least-squares solution on each scale and
smooth the preliminary velocities after each iteration.
6 Algorithm
The algorithm is designed in three steps general motion detection, conser-
vative occlusion detection, and occlusion time estimation. In the first step
of the algorithm we assume that there isn’t any occlusion in the image. We
calculate the least-squares solution for every pixel as described in Sect. 5.
For occlusion-free regions, this first step already yields the motion field. For
occluded pixels, however, this intial result must be refined.
In a second step we consider two error measures to conservatively detect
possibly occluded regions of the images. The first measure to detect occlu-
sion is the optimization residual calculated during the optimization in the
first step, r =
∑N+1
i=1 ‖Fi(w)‖2. The second error measure results from the
difference between IB and the motion-blurred versions of images I1 and I2
according to (1),
∆(~x) = |IB −
∫ 1
0
I1(~x− t ~w) dt|+ |IB −
∫ 1
0
I2(~x+ t ~w) dt| (10)
If one of these criteria exceeds a preset threshold ηr or η∆, the correspond-
ing pixel and its immediate four neighbors are marked as possibly occluded.
The threshold can be chosen conservatively as points that are erroneously
marked occluded still have their appropriate motion assigned. Their ini-
tial motion estimate is only disregarded in estimating foreground and back-
ground motion. As the time step equation (2) doesn’t hold for occluded
regions, we use (4), i.e., we have one equation instead of N + 1. In ad-
dition to the motion vectors for foreground and background, we are now
interested also in the instant of occlusion/disocclusion t0. We circumvent
the problem of approximating five variables with one equation, namely ~w1,
~w2 and t0, by interpolating the motion in the occluded regions from neigh-
boring non-occluded regions. We first explore the neighborhood of a point
for trusted motion and build two clusters for the motion of the occluded
and the occluding surfaces. We then compare the value of the pixel under
scrutiny to the histogram of the pixels which provide the estimate for the
motion. The motion corresponding to the histogram whose correlation with
the gray-value I1(~x) is higher is assigned to w1 while the remaining motion
vector is assigned to w2.
In the third step, we conduct a line search to determine the moment of










I2(~x+t ~w2) dt|+α‖∆t0‖ (11)
with α ∈ R+ a constant. The forward motion field of ~x is calculated by
averaging the parameters of all motion curves that pass ~x.
7 Experiments
We evaluated our algorithm for a number of different cases: synthetic test
scenes with different kinds of motion, standard test scenes for motion field
determination, scenes with large displacements and real world recordings of
short- and long-exposure images.
For all experimental results we used N = 5 equally spaced instances
s1, . . . s5 and 3 smoothing iterations while employing a three-level image
pyramide as a tradeoff between accuracy and calculation time. The param-
eter for the threshhold ηr and η∆ to discriminate possibly occluded points
was typically set to the 0.95 quantile, dependent on the amount of occlusion
in the scene.
For our synthetic test scenes, Fig.4, we ray-traced many images at short
time intervals and averaged the images to obtain the motion-blurred result
IB. The first and the last ray-traced image represent the short-time ex-
posures I1, I2. For both translational as well as rotational movement, the
motion field is recovered with high degree of accuracy. Note that due to our
conservative occlusion detection approach, a number of pixels are falsely
labeled occluded, while virtually none of the actually occluded pixels is la-
beled non-occluded. Since those pixels falsely labeled occluded move with
the same velocity ~wa = ~wb and (4) specializes to (2), i.e., the moment of
occlusion is irrelevant for motion field reconstruction, the correct motion is
still assigned.
We used the standard test data of [BSL+07] to compare the results of
our algorithm to the results obtained by other algorithms. With the help of
the ground truth motion field we created the intermediate, motion-blurred
image, Fig. 5, assuming that the foreground always moves faster than the
background. By comparing our motion field results to the ground-truth,
we are able to calculate the mean angular error, Table 1. Results for Brox
et al. [BBPW04] are included for comparison and further results obtained
with other algorithms can be found in [BSL+07]. Fig.5 presents the residual
error in motion magnitude for our approach. Note that the ground-truth at
points that become occluded is undefined, i.e. set to zero, so reliable data
for the image creation is not available there.
To test our approach also on real-world scenes including displacements
larger than 15 pixels, we took consecutive video frames of fast motions and
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Figure 4: Results of our algorithm for raytraced images of two synthetic
scenes from left to right: I1, the motion-blurred image IB, I2, the horizon-
tal motion component, the vertical motion component and grayscale coded
moment of occlusion.
Figure 5: Results for standard test scenes Seashell and Dimetrodon of
[BSL+07]; the motion blurred images IB were created synthetically by warp-
ing. From left to right: I1, IB, I2, the ground truth motion field (magnitude,
grayscale coded) and the motion magnitude of our method
reconstructed the dense warp field semi-automatically. We applied the warp
field to the first video frame to create the intermediate, motion-blurred im-
age and the second short-exposure image, Fig. 6. We also computed the
mean angular error for these cases, Table 1. Results for our implementa-
tions of the optical flow algorithms by Horn/Schunk [HS81] and Brox et al.
[BBPW04] are included for comparison. Fig.6 presents the residual error in
motion magnitude for our approach and Brox et al. [BBPW04]. The error
of the optical flow computation is increased by the undetected motion in the
background where the color changes only slightly.
Finally, we tested our algorithm also on completely recorded, real-world
images. We externally triggered a PointGrey Flea2 camera and programmed
it such that it alters exposure time and gain between successive frames. This
way, we were able to acquire I1, IB and I2 with a fixed time gap between
the images. The recorded images and the estimated motion field are shown
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Figure 6: Results for large displacement test scenes Ballet, Dancer and Jug-
gler; the motion blurred images IB were created synthetically by warping.
From left to right: I1, IB, I2, the ground truth motion field (magnitude,
grayscale coded), the difference in motion magnitude between ground truth
and optical flow [BBPW04] and the difference in motion magnitude between
ground truth and our method
in Fig. 7.
We found that the algorithm performs well also for non-linear motion,
e.g., the rotation, Fig. 4. The algorithm is able to estimate large motion
also in areas of only slight color change, as can be seen in the background
of Fig. 6. Finally, there exists a “healing” smoothing effect for pixels erro-
neously labeled occluded: in Fig. 7, the saturated pixels in the overexposed
highlights on the mirror balls are not in correspondence with the image
formation model. Due to the high error measure, these pixels are labeled
as occluded. However, the local interpolation approach for occluded pixels
assigns consistent 2D motion even to such pixels.
8 Conclusions
In this paper, we extended the image formation model underlying optical
flow to include also motion-blurred image information. The long exposure
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Table 1: Mean angular error for the standard test scenes ond the large
displacement test scenes (cf. Fig 5 and Fig 6): of our algorithm (with
N = 5, 3 iterations per scale), an implementation of Brox et al. [BBPW04]
and Horn/Schunck [HS81] (parameters optimized). Note that the error of
classical optical flow for test scenes Ballet and Dancer is increased by the
undetected motion of the relative uniform background.
Test Scene our method Brox et al. Horn/ Schunck
Seashell 6.7249◦ 11.09◦ -
Dimetrodon 6.2954◦ 10.99◦ -
Ballet 11.4873◦ 50.3173◦ 51.5462◦
Dancer 7.8967◦ 30.2181◦ 52.6645◦
Juggler 9.5747◦ 16.2839◦ 13.9422◦
Figure 7: Real-world images acquired with a camera programmed to change
gain and exposure time after each frame (from left to right): I1,IB,I2, hor-
izontal motion component, vertical motion component calculated with our
algorithm and grayscale-coded occlusion time.
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time image contains additional information about scene motion that is not
recorded in any of the short-time exposures. The proposed algorithm pro-
vides dense motion field estimates in conjunction with occlusion information.
The obtained results encourage us to exploit the redundancy of the devel-
oped system of equations further to take into account more complex motion
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