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PREFACE 
The au thors  of this p a p e r  descr ibe  a n  approach f o r  identifying s ta t i s t i ca l ly  
stable cen t ra l  tendencies in Lhe frequency distributions of time s e r i e s  of observa- 
tions of background atmospheric pollutants. The da ta  were collected as daily mean 
values of concentrations of sulfur dioxide and suspended par t icula te  matter  at five 
monitoring stat ions - t h r e e  in t h e  USSR, one in Norway, and one in Sweden. 
In Lheir approach,  t h e  au thors  use well-developed stat ist ical  techniques and 
t h e  usual method of constructing multimodal distributions. The problem is  subdivid- 
ed into two par ts :  f i r s t ,  a decomposition of t h e  observations in o r d e r  to obtain a 
description of each season separate ly  and second, an  investigation of th is  descrip- 
tion in o r d e r  t o  der ive  statistically s table  charac te r i s t i c s  of t h e  e n t i r e  da ta  set. 
The main hypothesis of t h e  investigation is  tha t  dispersion processes  in te rac t  in 
such a way tha t  in t h e  zone of influence of one p rocess  (near i t s  mode) t h e  "tails" 
of t h e  o t h e r  process  are not observed.  This permits illumination of interrelat ions 
between t h e  physics and t h e  chemistry of t h e  atmosphere. 
During the  last 15-20 years ,  a wide range of monitoring programs has  been in- 
itiated at national and international levels including, f o r  example, t h e  European 
Monitoring and Evaluation Program (EMEP) under t h e  auspices of t h e  ECE, and t h e  
Background Air Pollution Monitoring Network (BAPMoN) under t h e  auspices of t h e  
WMO. 
The flow of da ta  from t h e  system of monitoring stat ions h a s  led to national and 
international projects  f o r  t h e  development of extensive environmental da ta  bases 
such as NOAANET (NDAA), GRID/GEMS/UNEP/NASA, e tc .  The degree  of informa- 
tion obtained should b e  sufficient f o r  t h e  goals of t h e  analysis but often t h e r e  i s  an  
overabundance of such data.  The methods discussed in th is  p a p e r  t h e r e f o r e  help 
in a i r  pollution assessments, part icularly with r e s p e c t  t o  distinguishing t h e  base- 
line components, and t h e i r  t r ends  o v e r  decades. 
R.E. Munn 
Leader,  Environment Program 
CONTENTS 
1. INTRODUCTION 
1.1. Problems of Background Air Pollution Monitoring 
1.2. Probabilistic Approach t o  Investigations of Background Air Pollution 
2. PRESENT STATUS OF STATISTICAL ANALYSIS OF AIR POLLUTION 
2.1. Review of t h e  Application of Probabilistic Methods to Descriptions of Air 
Pollution 
2.2. Descriptive Air Pollution Models 
2.3. The Use of Descriptive Models f o r  Studies of Background Air Pollution 
Monitoring Data 
3. CONSTRUCTION OF A STATISTICAL MODEL SIMULATING BACKGROUND 
AIR POLLUTION FREQUENCY DISTRIBUTIONS 
3.1. Estimates of Background Concentration Levels 
3.2. Statist ical  Analysis of Background Monitoring Data 
3.3. Construction of a Statist ical  Model f o r  Background A i r  Pollution Monitor- 
ing Data 
4. ASSESSMENT OF BACKGROUND AIR-POLLUTION MODEL PARAMETERS 
4.1. Discussion of t h e  Possibilities of a Credible In terpre ta t ion of t h e  Model 
Parameters  
4.2. Theoretical Principles Underlying t h e  Stat ist ical  Model of Background 
Air Pollution 
4.3. Assessment of Model Parameters  in Terms of t h e  Simulation Data 
5. DISCRIMINATION OF THE COMPONENTS OF BACKGROUND AIR POLLUTION 
5.1. Estimation of Central Tendencies of Multi-modal Frequency Distributions 
of Seasonal D a t a  Ser ies  
5.2. Estimates of Selective Grouping Intervals 
5.3. Methods of Construction of Statistically Stable Estimates of Pollution 
Components 
5.4. Analysis of Components of Background Air Pollution Components 
REFERENCES 
APPENDIX 
ACKNOWLEDGEMENT 
A STATISL'ICAL MODEL OF BACKGROUND 
AIR POLLUTION FREQUENCY DISJXIBUTIOEIS 
hi. Y a  Antonovski ,  EM. Bukhshtaber* a n d  E.A. ZaLeniuk** 
1. INTRODUCTION 
1. Problems of Background Air  PoLlution Monitoring 
The natural environment experiences ever-increasing anthropogenic effects. 
In order  to estimate the magnitude of these effects and to prevent d i re  conse- 
quences, i t  is necessary, f i r s t  of all, to have unbiased information concerning the 
actual state of the natural environment. 
The results of investigations on the distribution of pollutants from various 
sources are present in Izrael and Novikov (1985). According to outerspace ex- 
ploration data, a i r  pollution occurs in the  form of "aerosol fields" and ent i re  zones 
of anthropogenic effects can be distinguished a t  distances of hundreds t o  
thousands of kilometers from the  source of pollution. The degree of anthropogenic 
pollution in such areas can be determined only by using estimates of normal, o r  
background pollutant concentrations in t he  atmosphere of the respective regions. 
The National System fo r  monitoring background values. adopted in the  USSR (Izra- 
el, 1984) calls for  investigations and observations on the  composition, transforma- 
tion and migration of pollutants. Among the pollutants of priority are ozone, dust, 
sulfur and nitrogen compounds, lead, mercury, and some o ther  substances. At 
present special attention is  centered on the  system of observations on background 
a i r  pollution. In the USSR t he  f i rs t  phase of establishing a network of monitoring 
stations has been completed (Rovinskii and Buyanova, 1982). A special global sys- 
t e m  of stations fo r  background a i r  pollution monitoring is being realized within the 
framework of the  program of the  World Meteorological Organization (Izrael. 1984). 
The projects and recommendations in regard to national and global background 
monitoring systems are widely discussed in the l i terature  (see. fo r  example, Wiers- 
ma, 1985; Lynn, 1976). 
The major problems to be solved by global background monitoring have been 
formulated in Wiersma (1985) as follows: 
1. Establishment of t he  relative concentration levels fo r  pollutants, capable of 
estimating global distributions. 
2. Early warning of trends in global pollutant distributions. 
3. Establishment of normal concentration levels fo r  parameters of ecosystems 
and their  comparison with concentration levels of impact zones. 
The problems bearing on the  detection of the  continental and global behavior 
of pollutants are t reated in Rovinskii and Buyanova (1982), where i t  i s  pointed out 
that  i t  i s  necessary to analyze regional background a i r  pollution processes. A t  
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present i t  is considered that  the most satisfactory si tes f o r  the  location of back- 
ground monitoring stations are biosphere reserves  and other  natural reserves .  
Among t he  o ther  c r i t e r ia  recognized in Rovinskii and Cherkhanov (1982) f o r  the  
selection of station si tes are geographical zonality, distance from the  source of 
pollution, and the  degree of representativeness of t he  derived data.  Representa- 
tiveness has  a special meaning - t h e  absence of any obvious anthropogenic effects 
on the  measured normal pollutant concentrations, and the  comparability of the  
aerometric data with data  derived from o ther  stations. Such a comparison in cer- 
tain cases i s  fraught with difficulties, on account of t he  high variability of the  
aerometric data. resulting from measurement e r r o r s  as well as from t h e  influence 
of physical and geographical factors.  The la t t e r  involve, f i r s t  of all. the  location 
of stations in regions t ha t  differ according to t h e  degree and nature  of anthropo- 
genic effects,  and according to the  processes determining the  pollutant concentra- 
tion variations. An idea of t h e  degree of variability of t he  estimate of background 
concentration levels can b e  conceived from t h e  data presented in Izrael  (1984) on 
t h e  lead concentrations in t he  lower atmosphere: f o r  t he  lowland areas of Western 
Europe - over  100 ng/m3; f o r  normal regions of the  USSR - 2-40 ng/m3; f o r  moun- 
tainous areas of t h e  USSR - 2-6 ng/m3, f o r  mountainous areas of North America - 
4.6-2lng/roman m3. In o r d e r  to reduce t he  variability of t h e  data  and of the  
derived estimates of background concentration levels, it is commonly suggested 
(see, f o r  example, Rovinskii and Buyanova. 1982) t ha t  observational data. aver- 
aged in time and space, should be  used. In term of spatial averaging, t h e  global, 
semi-global, continental and regional types of backgrounds can be  distinguished. 
The concept of regional background allows one to at t r ibute  p a r t  of t he  variability 
of the  background level estimates to t h e  specific features  of t he  region and of the  
locality of t he  observing station. In this case t h e  background value is determined 
(Rovinskii and Buyanova. 1982) as t h e  mean of t h e  minimal content values of t he  
given substance during a definite time-interval. Such an  approach makes i t  possi- 
ble t o  a t t r ibute  t he  effects of high "abnormal" concentrations to local sources, o r  
to associate them with anomalous meteorological conditions. 
Hence, t he  problem of t he  extraction of 'background" information from a 
ser ies  of monitoring data i s  associated with t he  development and application of sta- 
tistical assessment of aerometric data. and can be formulated as the  problem of 
determining statistically stable characterist ics of t he  derived data. 
1.2. Probabil is t ic  Approach to Invest igations o f B c k g r o u n d  Air PoUution. 
The present study is  devoted to t h e  statistical analysis of background a i r  pol- 
lution monitoring data,  having as i ts  objective t he  design of a statistical model of 
background a i r  pollution and its application fo r  t he  determination of statistical 
character is t ics  describing t he  probability l a w s  governing t h e  behavior of impuri- 
t ies in the  atmosphere. 
Statistical models of a i r  pollution distribution have been widely discussed in 
t h e  l i tera ture  (see, f o r  example, Augustinyak and Sventz (1982); Berlyand (1975); 
Berlyand (1984); Benarfe (1982); Mage (1981). However. background monitoring 
data  possess certain specific features,  creating difficulties in t h e  use of tradi- 
tional models (such as ,  f o r  example, t he  two-parameter lognormal distribution LN2 
(Harris and Tabor, 1956; Larsen, 1961). Measurements of background a i r  pollution 
levels are conducted in areas where the  di rect  effects of strong pollution sources 
are practically excluded. This implies that  t he  observed data  variability is t o  a 
considerable degree due to t h e  effects of large-scale atmospheric processes, tha t  
determine the  mode of occurrence of different concentration levels in t he  area, 
r a t h e r  than to the  effects resulting from point sources of pollution. Most of t he  
a i r  pollution models employed are designed f o r  use under t he  assumption of the  
existence of point sources. Studies of the  probability concentration distribution 
laws fo r  the  atmosphere of normal regions allow one t o  get  an  idea of the  qualita- 
tive mechanisms governing the  formation of different concentration levels. Statis- 
tics, describing these laws, ref lect  certain regularities in t he  formation mechan- 
isms and can be used for assessment of background a i r  pollution. Such a n  
approach enables one to validate statistically the  intuitively derived concepts of 
the  normal (background) level as t h e  mean of the  minimal measurements f o r  a given 
time-interval (Rovinskii and Buyanova, 1982). or as the  minimal but m o s t  distinctly 
expressed concentration level, typical of the  region (Izrael. 1984). The derived 
statist ics represen t  an  informative description of t he  time se r ies  of background 
air pollution monitoring data  and, in turn,  can be  used to obtain explicit inferences 
bearing on t he  nature  of the  measurements and the i r  behavior. 
The major stages in designing. analysis and appLication of t he  statistical model 
of background air pollution are as follows: 
1. Statistical analysis of background a i r  pollution monitoring data. Studies of 
t h e  logarithmic concentration distribution functions f o r  data series of dif- 
f e ren t  time-intervals. 
2. Investigation of the  possibilities of describing t he  logarithmic concentration 
se r ies  by multimodal distributions, and the  physical prerequisites f o r  t he  ori-  
gin of multimodality. 
3. Simulation of data  series in terms of composite distributions of a specific 
type, and development of graphical methods f o r  estimation of performance 
parameters. 
4. Description of seasonal observational data series by central tendencies of 
multimodal frequency distributions. Development of techniques f o r  identifica- 
tion of statistically stable grouping intervals. 
5. Analysis of statistically stable grouping intervals and the i r  manifestations in 
seasonal and multiyear data  series. 
6. Analysis of the  air pollution components described by statistically stable 
grouping intervals; comparative analysis of t he  components and the i r  manifes- 
tations a t  different background monitoring stations; development of recorn- 
mendations fo r  the  assessment of background concentration levels. 
2. PRESENT STATUS OF STATETICAL ANbLYSIS OF AIR POLLUTION 
2.1. Review of the Application of Probabilistic Methods to Descriptions of Air 
Pollution. 
Probabilistic models are o f k n  used f o r  t he  description of aerometric data,  
and provide the  basis f o r  obtaining estimates and approximate descriptions of the  
distribution of air-pollutants. The models are used in many aspects  of a i r  quality 
planning, when prediction is one of t he  main aims of t h e  study. The application of 
theoretical-probability and statistical methods to solving such problems has  been 
discussed in a number of publications. For instance. one review (Hunter. 1981) 
treats many character is t ic  aspects of t he  application of statistical methods to 
problems of environmental control. The major problem on which these authors 
cen te r  the i r  attention concerns the  existence of t he  gap between t he  demands f o r  
a good descriptive model, connecting observed processes with t he  environmental 
parameters introduced into t he  model, and t he  rea l  possibilities f o r  assessment and 
measurement of such parameters. A typical systematization of the  applied models 
can b e  found in Benarie (1982). Dividing a i r  pollution models into descriptive. 
computational and predictive. Benarie assigns time-series analysis to the  f i rs t  
method. In the second and third cases, including regression and simulation, the 
methods demand information on the state of independent parameters that have a 
direct bearing on pollution dispersion. Examining the possibility of application of 
the first  method, the author has presented characteristics examples illustrating 
their limited applicability. For instance, experiments with the Box-Jenkins model 
(analysis of time-series) f o r  the extrapolation of a i r  pollution data f r o m  100 days 
of observations, showed tha t  estimates of model concentrations for  the lolst ,  
102nd. etc., days were no  bet ter  than any random predictions. To improve the 
forecast, i t  is necessary to introduce into the model some assumptions concerning 
meteorological o r  other  conditions affecting the pollubnt distribution and to 
assume continuity of these conditions, both for initial and extrapolated data. A 
similar, if not even greater appeal to the development of precise concepts on 
processes occurring in the atmosphere is to be found by Benarie (1982) in various 
computational models. In citing examples of the  parameters employed in these 
models, Benarie (1982) expresses his doubts as to the possibflity of predetermining 
many of the matching parameters in the context of a logical description of natural 
pollution conditions. In order  to define the bounds within which these methods can 
be applied. Benarie (1982) proceeds on the basis of t w o  considerations. The f i rs t  
concerns the objective of the  study. If for  deriving mean estimates of certain pol- 
lution characteristics, or f o r  a general description of pollutant distributions, sta- 
tistical methods a r e  to be useful, they should reflect certain general o r  typical 
characteristics of atmospheric processes. The second consideration directly con- 
cerns those characteristics of atmospheric processes. that render impossible the 
application of certain detailed analytical schemes, and the prediction of the 
behavior of impurities in the atmosphere. The design of such models commonly 
proceeds under the assumption of monotypic behavior of the  parameters and mode 
of pollution distribution within an area that should be large enough to preserve 
certain common properties in the course of a period long enough fo r  investiga- 
tions, but should be small enough that  i t  might b e  attributed to s o m e  common pro- 
perties reflected in the parameters introduced into the  model. In Benarie (1982) 
certain characteristic time-periods are presented f o r  the existence of such areas ,  
within which adequate functioning of most of the proposed models is ensured. For 
an area with a side of 300 km, this time-period is. according to different estimates, 
between 12 and 75 hours with a pronounced mode in t he  histogram a t  about 45 
hours. 
Quite a large number of examples can be  offered of the  successful application 
of mathematical models t o  the description of pollution in different environments 
(see. fo r  example, Anokhin and Ostromogil'skii. 1978; Ostromogil'skii, 1982). Ber- 
lyand (1975.1984) demonstrates the possibility of using mathematical models. based 
on equation-solving of turbulent diffusion in the atmosphere, f o r  the prediction of 
a possible sharp increase in concentrations during a period lasting from several 
hours up to several days, under unfavomble climatic conditions. Examples illus- 
trating the successful application of regression models fo r  the  prediction of air- 
pollutant concentrations are presented in SingpurwaLla (1972); the model parame- 
ters are chosen not on the  basis of physical considerations, but s o  as to derive the 
best forecasts, and Singpurwalla (1972) finds i t  necessary to produce evidence jus- 
tifying the  use of such "non-physical" models. An example of a model designed in 
t e r m s  of probability considerations on  the behavior of pollutants over long time 
intervals, and that serves to estimate the dynamics of pollutant distributions in 
space and time, is presented in Augustinyak and Sventz (1982) based on data 
derived from several stations. 
Thus w e  see that, notwithstanding the  serious difficulties encountered in the 
application of air-quality models due to the complicated nature and rapid 
occurrence of atmospheric processes, interesting results can nevertheless be 
derived. In each case  this can be achieved by clearly defining the  class of prob- 
lems that  should be solved by the  model, and the  choice of adequate mathematical 
o r  statistical methods f o r  the i r  realization, taking into account t he  difficulties 
cited at the  beginning of this chapter.  Concentrating the i r  attention on analytical 
treatment and comprising data derived from several  background monitoring sta- 
tions, the  present authors recommend t he  use of a body of statistics, reflecting 
certain general  characterist ics in t h e  behavior of atmospheric pollutants, impos- 
ing a minimum of assumptions on t h e  usage of the  data,  and not offering any direct  
meaningful conclusions; such a design philosophy is  feasible f o r  t h e  description of 
t h e  data. Such a description in itself often furnishes t h e  basis f o r  t h e  development 
of new hypotheses concerning the  data and leads to important results  from testing 
these hypotheses. The use of applied statistical techniques and analytical t reat -  
ment of t he  data  f o r  solving problems bearing on t h e  assessment and description of 
air pollution, i s  exemplified in t h e  construction of statistical mode l s  describing t he  
behavior of pollutants in t he  atmosphere according to the i r  frequency distribu- 
tions of concentrations. 
2.2. Descriptive Air-Pollution Models 
Descriptive air-quality models have been employed in routine investigations 
since the  1950s. A review of existing models can b e  found, f o r  example in Mage 
(1981). 
One of t h e  earl iest  models to b e  used is  t he  two-parameter lognormal distribu- 
tion LN2, with a density function: 
Particle sizes formed during crushing, also dust particles, are well-described 
by the  LN2, and i t  w a s  assumed tha t  use of this function could be expanded t o  
describe particulate matter in t h e  atmosphere, not only according to size, but also 
according to concentration distributions (Zimmer and Tabor, 1959). The major con- 
clusion drawn in Zimmer and Tabor (1959) on t h e  basis of t h e  results  of suspended 
particulate measurements performed over  cities and beyond urban a reas ,  is that. 
notwithstanding certain deviations, t h e  concentrations reveal  a lognormal distri- 
bution. I t  should b e  mentioned tha t  t h e  widespread applicability of lognormal dis- 
tributions w a s  illuminated by Aitchison and Brown (1957). In 1961 t h e  LN2 distribu- 
tion was also used f o r  t h e  description of gaseous air-pollutant concentrations (R.J. 
Larsen, 1969a). I t  w a s  established tha t  the  CO concentrations in t h e  area of Los 
Angeles "... reveal a tendency t o w a r d s  a lognormal distribution" (Larsen, 1969a). 
Later  t he  LN2 model was widely used by the  same author  to describe all types of 
a i r  pollution (Larsen, 1969b). The wide application of t h e  LN2 model, tha t  renders  
possible i t s  use f o r  estimation of t h e  air-quality under practically any measure- 
ment conditions, furnishes t h e  basis f o r  designing techniques f o r  t h e  assessment of 
a i r  pollution characterist ics as statistical p a n m e t e r s  of t h e  proposed model. The 
use of these p a n m e t e r s  in setting national standards is described in Larsen 
(1 969 b) . 
Let t h e  concentrations of pollutants measured during successful time- 
intervals be  denoted as Co,C1,C2, . . . , C,. These values resul t  from many meteoro- 
logical, geophysical and o the r  factors,  and Khan (1973) suggests using t he  assump- 
tion tha t  changes in concentrations from one time interval to another  can b e  
described in t he  form: 
c, - c, -1 = pj ' C, -1 (2.1) 
where Cj and Cj are t h e  concentrations measured during the  time intervals j 
and j -1. The random variable pj represents  t he  impact from many effects that  
form the  random realization of t he  concentration value during the  time j -1. Equa- 
tion (2.1) i s  commonly known as the  law of proportional effect. For concentrations 
to obey this law, i t  i s  postulated that  the  change in the  concentration during any 
time interval i s  proportional to  the  concentration tha t  has been attained up t o  this 
moment. 
Equation (2.1) can be rewritten as 
Then 
Assuming that  t he  changes at any time instant are small, we get  
from which i t  follows that  
In Cn = ln C, + pl + p2 +...+ pn . 
The centra l  limit theorem permits one to state than In Cn is of asymptotic normal 
distribution, regardless of t he  pj distribution and, consequently. t he  random value 
C, is  of lognormal distribution. This result  i s  also given by Aitchison and Brown 
(1957). 
A s  i s  indicated in Aivazyan et al. (1983). C, can be  regarded as a ''true" value 
C in an  idealized scheme, when the  effects of all random fac tors  have been elim- 
inated, and t he  pl ,pZ, .  . . ,pn quantities are t h e  numerical expression of the  
effects of t h e  above-mentioned random factors. In th is  connection. i t  is noted in 
Aivazyan et al. (1983) tha t  although the values of t he  logarithmic distribution of 
t h e  random quantity are formed as random e r r o r s  of a cer ta in  "true" value C. the  
latter emerges, in the  long run,  not in the  role  of a mean value, but as the  median. 
This se rves  to define the  role  of t h e  median as t h e  best  estimate of centra l  ten- 
dency air-pollutant concentrations. 
I t  i s  interesting to note also tha t  the  d i rec t  application of t he  centra l  limit 
theorem presumes independence of t h e  random variables pj . Khan (1973) does not 
claim tha t  such independence can be  proved, although he  considers t ha t  indirect 
proof can b e  found in t h e  results  of empirical investigations. 
Real observational data seldom show precise correspondence to the  LN2 l aw ,  
even in cases when i ts  application can be  s t r ic t ly  proved. Data on pollutant con- 
centrations in t he  atmosphere also include deviations from the  "pure" LN2. This 
has  served and still se rves  as t h e  basis f o r  t he  cri t ical  analysis of t h e  LN2 model 
and f o r  t he  use of alternative models. Examples of this can be found in Khan 
(1973), Mage (1980, 1981) and Mage and O t t  (1975); related problems are discussed 
in Horowitz and Baracat (1979). Roberts (1979) and Soeda and Sawaragi (1979). 
Lynn (1976) was among the first  t o  study the applicability of several proba- 
bilistic models to a i r  pollution data. The analysis involved the normal law, LNZ, the 
three-parameter lognormal distribution L N 3 ,  the I and IV types of the Pearson dis- 
tribution and the Gamma-distribution. The conclusion was drawn that the LNZ was 
the best of all the  above-cited distributions. Here a situation occurring fre- 
quently in statistical analysis was observed. Namely, in many cases a distributfon 
can be selected (even among those cited above) that most  closely approximates the 
distribution of the sampled data. However, not one of these distributions can be 
applied to the  description of all types of samples of aerometric data. For their  
description, several distributions s h d d  be employed. However, the  LN2 distribu- 
tion is  of greatest  value. 
During the 1960s-1970s many case studies were accumulated concerning the 
application of LN2 to the description of a i r  pollution data. The observed devia- 
tions from the  LN2 and the  regularities perceived in them were used by several 
authors to design models that  could ensure a high degree of applicability fo r  the 
description of the  available data, as good as that  of the  LN2 model. Such an 
approach is exemplified in Mage (1980, 1981) and Mage and O t t  (1975). where 
several types of distributions suitable for  this purpose are proposed. and in de 
Nevers et al. (1979), where the possibility of describing the data by employing 
combined distributions is discussed. This method of describing the  data is  charac- 
terized by the search for  the best statistical design fo r  the description of event- 
data, secured at the  expense of general model applicability. 
For instance, in Mage and O t t  (1975) the authors conclude that all a i r  pollution 
data studied by them reveal a common behavior in their  deviations from the LN2 - 
their  distribution functions plotted on lognormal probability paper demonstrate 
characteristic "curving". In order  to take account of this effect. they suggest 
using the LN3 model - a three-parameter lognormal distribution with a density 
1 exp [ --. ; (Ln (z -A) - ~ n t x ) ~  1 
'(= = 4% - t,(= -A) '? 
The fact that this is not the only means fo r  describing such deviations from SN2 is 
apparent from Mage (1981). In this work concerning the best description of the 
data, i t  is proposed to  use the limited distribution models, with t he  introduction of 
nonstatistical prerequisites concerning the  probable origin of such distributions 
in the problems under study. 
In de Nevers et al. (1979). a f t e r  analytical treatment of a Large number of 
event-data on atmospheric particulate matter, the  authors distinguished not one 
(as in t he  former example) but four types of deviations from Ule straight line, typi- 
cal of distribution functions plotted on lognormal probability paper.  These four 
types are depicted in Figure 2.1. The anthors analyzed in detail the  reasons fo r  
such deviations and proposed to describe them by a combination of two LN2 distri- 
butions. In the s a m e  work. an example is  given illustrating how in reality such a 
meteorological situation leading to a "composite" distribution can ar ise ,  and an 
analytical treatment is  presented of real data corresponding to such a situation. It 
i s  obvious that,  from the point of view of increasing model applicability, the  last 
line of attack on the problem is  best. By retaining the well-studied and convenient 
LN2 distribution as the  base-distribution. one may perform a uniform description 
of practically all observed deviations from LN2 by postulating that  several dif- 
ferent  types of meteorological processes affect the concentrations. 
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Figure 2 . 1  Four types of deviations from the LN2 distribution for data on con- 
centrations of aerosol dust (de Nevers et al. 1979). 
2.3. The Use of Descr ip t ive  Models pr S t u d i e s  ofBackground A i r  Pol lu t ion 
Monitoring Data. 
Studies of different a i r  pollution probability models gives ever-more convinc- 
ing evidence that  analytical treatment of a i r  pollution data  should be  performed by 
means of thorough analysis of the  chosen statistical model, and by the  use of that  
model tha t  from t h e  point of view of the  statistical c r i t e r i a  provides the  best  
descriptions of t h e  event-data. For th is  purpose a set of automatic facilities i s  
proposed in Bencala and Seinfeld (1976) which performs t h e  choice of t h e  best  dis- 
tribution from t h e  point of view of the  maximal similitude principle. Such an  
approach which, probably, is applicable to the  analysis of a i r  pollution data at the  
impact level, can hardly b e  used f o r  t h e  description of background monitoring 
data.  The construction of such statistical air pollution models  leads to a loss of 
g e n e m t y  in the  physical presentation of pollutant concentrations since. on t h e  
basis of stat ist ics proposed by different models, it becomes impossible to establish 
any common fac to rs  controlling the formation of pollution concentration frequency 
distributions. 
In t h e  majority of problems using statistical air pollution models. the  au thors  
are interested, f i r s t  of all,  in the possibility of t h e  application of t h e  model t o  
obtain extreme value statistics. For instance, most  of t h e  studies mentioned in t h e  
present chapter  relate to t h e  a i r  quality s b n d a r d s  adopted in t h e  USA. and t h e  
formulation is  in t e r m s  of t h e  frequency of exceeding maximum permissible concen- 
trat ions during a given period of time (week, month, yea r )  and f o r  a given averag- 
ing time. For example, t h e  CO concentrations averaged f o r  one hour might b e  per-  
mitted to exceed 35 ppm only once a year ,  which is  equivalent to the statement tha t  
t h e  1-hour time-averaged concentrations of CO may exceed 35 ppm in n o  more than 
0.011% of t h e  observations. I t  is obvious tha t  if t h e  hourly concentration distribu- 
tions of CO are known. and a probability model of th is  distribution exists. then from 
a number of observations with specified occurrence,  i t  is possible t o  define the  
distribution parameters and to evaluate whether they conform to the  standard dis- 
tribution under t h e  specific conditions. 
The formulation of a i r  pollution background monitoring problems in such a 
context has not been encountered (Rovinskii and Buyanova. 1982). Our attention i s  
centered mainly on t h e  determination of the mechanisms governing t h e  formation of 
different pollution concentration distributions; and t h e  s t a t i s t i d  design employed 
should be  sufficiently general  that  i t  could b e  applied to different air pollution 
background monitoring time-series. The choice of the  model from among numerous 
statistical models should b e  prompted by t h e  problems to be solved; and the  degree  
of generality of t h e  model should correspond to t h e  degree of generality of the  
results. 
W e  have chosen t h e  two-parameter log~mrmal aw of pollutant concentration 
distributions - t h e  LN2. Of all the  l a w s  studied, th is  i s  most widely used, owing to 
t h e  fac t  tha t  it performs well f o r  all pollutants within any observational a r e a ,  and 
f o r  various time averages  and, m o s t  likely, ref lects  cer ta in  general  conditions in 
t h e  formation of different air pollutant concentration levels. Taking into account 
t h e  fac t  tha t  w e  are often confronted with the  necessity of studying distributions 
t h a t  deviate from LN2, we adopt h e r e  the  hypothesis postulating a n  increase of 
model applicability by the  use of combined LN2 distributions. 
3. CONSTRUCTION OF A STATISTICAL MODEL SMULBTING BACKGROUND 
AIR POLLUTION FTZEQUENCY DISTRIBUTIONS 
3.1. Estimates ofBackground Concentration LeveLs 
Measurements of background atmospheric pollution concentrations have been 
obtained over a long period of time merely fo r  the general evaluation of air qual- 
ity, and have been episodic in nature. The areas chosen fo r  such measurements 
were usually located far-from industrial pollution sources, outside of urbanized 
districts. They included at time mountainous areas, located at grea t  heights above 
sea level. In Burtseva et al. (1982) some data are given on lead concentrations in 
Western Europe and North America: in non-urbanized areas of Norway in 1971- 
1972. at heights of 3600 m above sea level in Switzerland, and during a four-year 
(1968-1971) observational cycle in California at heights of 3800 and 1860 m above 
sea level. These data provided the  basis for determfning the  mean concentration 
values of lead fo r  the USA and Central Europe. For the  USA, the mean has been 
taken equal to 8 ng/m3; for Central Europe - 4 ng/m3. A t  the same time certain 
specific features w e r e  noted in the  behavior of lead in different physical- 
geographical areas;  f o r  instance, the Californian data revealed a seasonal trend in 
concentration, with summer maximum and winter minimum, and the absence of a 
correlation between lead concentrations and suspended particulate matter, while 
in England a maximum was apparent in the  winter concentrations of lead and other  
heavy metals. 
In Rovinskii, Burtseva et al. (1982) and Rovinskii. Egorov et al. ( 1982). an 
attempt is made to  analyze and summarize the data available in the  world l i terature 
on the distribution of the  major pollutants in nonindustrial areas. Due to the  geo- 
graphical position of t he  a reas  under study, i t  i s  assumed that  these are back- 
ground data. It i s  pointed out that  the existing data are related to episodic obser- 
vations performed at different time-intervals and in different localities. The rea- 
son for  this is  that only at the  end of the  1960s and the beginning of the 1970s did 
background a i r  pollutant concentristions begin to attract attention, when it  was 
realized that anthropogenic effects are of large-scale global importance. Because 
of this, answers to many questions concerning the  long-term state of the atmo- 
sphere cannot be obtained. For instance. i t  i s  impossible to answer the  question 
raised in Rovinskii, Burtseva et al. (1982) as to whether there  are upward trends 
in the concentristions of air pollutants. In general. i t  can be stated tha t  the world 
data studied in Rovinskii, Burtseva et al. (1982); Rovinskii, Egorov et al. (1982) 
reveal very great  variability in space and time. In Rovinskii and Buyanova (1982) 
i t  i s  suggested that different types of backgrounds should be distinguished: global, 
hemisphere. continental and regional. I t  is suggested that the  minimal mean values 
for different time intervals should be  used for estimates of normal (background) 
concentrations. This idea conveys implicitly the  concept of the nature of back- 
ground a i r  pollution. As a matter of fact, the  proposed types of data-averaging, 
allowing for data smoothing over given time-periods and given spatial areas, and 
eliminating the effects of concentration increases in local zones and during short- 
time intervals, enable one to derive an integrated picture of t he  background set- 
ting. The construction of such a picture requires local measurements continuously 
conducted over a long time. In Rovinskii and Buyanova (1982) stress is laid on the  
particular importance of regional background investigations f o r  different regions 
taken together. The regional background regularities a r e ,  seemingly, t he  only 
predictors of regional, continental and global long-term behavior of pollution con- 
centrations. 
Air-pollution background monitoring stations have been established in the 
USSR and in many other  countries within biosphere reserves,  also in localities not 
subjected to the  influence of any apparent sources of pollution. These programs 
involve measurements of air-pollutant concentrations. Since 1976 such aerometric 
data have been accumulated in the USSR which makes i t  possible to estimate back- 
ground concentration levels for particular regions, to analyse the data fo r  dif- 
fe ren t  regions and f o r  the  world as a whole, to study the principles governing the 
formation of different concentration levels, and to obtain estimates of normal a i r  
pollution concentrations over continents (Burtseva, Lapenko et al. 1982; Burtseva, 
Volonseva et al. 1982; Pastukhov et al. 1982). Annual data publications have 
begun (see for example, Bulletin of background pollution of the  natural environ- 
ment in the  region of East-European Members-Countries of CMEA, 1982, 1983). 
The data on heavy m e t a l  concentrations in the  area of the  "Borovoe" sh t ion  
are discussed in Burtseva, Lapenko et al. (1982). In t he  case of lead. the  Lower 
limit of measurement error was found to be  0.5 ng/m3, t he  coefficient of variation 
not exceeding 20%. According to the  data presented ln Bnrtseva, Volosnea et al. 
(1982). lead concentration measurements at background monitoring stations are 
performed within an accuracy of about 10%. The data represent daily m e a n  con- 
centrations in the  lower atmosphere. Analysis of the histograms of daily mean 
values for lead concentrations measured over  a four-year period, 197'7-1980, 
shows a strong asymmetry in the frequency distribution, with a pronounced concen- 
tration maximum in the  left  lower quartile and a long "tail" in the right upper quar- 
tile. Burtseva, Lapenko et al. (1982) used the  histograms fo r  simple statistical 
inferences on the  possibility of obtaining relatively stable estimates of lead con- 
centration levels, the major maxima in the  frequency distribution being chosen. 
For the  samples in Burtseva, Lapenko et al. (1982), such an in tend included 65- 
85% of the  observations. The upper limit of the  interval w a s  taken as the  upper 
estimate of the  background concentration level; thus, according to the  authors' 
estimates, t he  background concentration level in the atmosphere fo r  lead in the 
area of the  "Borovoe" station is between 0.5 to 30 ng/m3. For the  four  yeam stu- 
died, no clearly evident time changes in the concentration distributions occurred; 
during 230-310 days p e r  year,  the concentrations varied within the  Limits typical 
of normally pure continental areas. 
The proposed method fo r  estimation of the background concentration level 
has a number of shortcomings. One of these i s  that  the method does not explain the 
behavior of the  concentrations in the  frequency distribution. For instance, in 
Burtseva, Lapenko et al. (1982), the  authors could not offer a plausible explana- 
tion fo r  the  increase in t he  frequency of lead concentrations in t he  interval of 30- 
60 n /m3 in 1979, or the  presence of arsenic concentrations in the interval of 3-6 S ng/m ) fo r  30% of the  observations ln 1980 ( t he  arsenic backgrormd level being 
defined at 1-3 ng/m3). Analysis of the possible various types of effects of meteor* 
logical and o ther  conditions on concentration variations fails to explain the  
observed events (Burtseva, Lapenko et al. 1982). Analysis of background m o n i t o r -  
ing data for sulfur dioxide w a s  performed in Pastukhov et al. (1982). the  avemge 
monthly concentrations varying between 0.3 to 18.9 pg/m3 during the period of 
investigations - from 19'77 to 1981. The highest values were recorded during the  
winter, t he  lowest - during the  summer. which is  a general result found also Ln data 
from the Repetek and Berezin B.Z. background monitoring stations. The annual 
cycle i s  associated with t w o  factors  - the  considerable increase fn anthropogenic 
emissions from fuel-burning during the coLd periods of the year,  on t he  one hand, 
and the  drop in the rate of oxidation of sulfur dioxide, on the other hand. Analysis 
of the  monthly concentrations of sulfur dioxine, separately performed for the  
warm and cold seasons. made i t  possible fo r  the authors (Pastukhov, 1982) to esti- 
mate the sulfur dioxide concentration level in the area of the "Borovoe" station at 
0.5-1.0 pg/m3 - f o r  the warm period and at 3.2-13.7 pg/m3 fo r  the cold period. 
Similar analysis of the average monthly values a t  the "Berezin B.Z." and "Repetek 
B.Z." background monitoring stations gives the values 1.0-2.4. 10  pg/m3 - fo r  the 
f i r s t  and 0.3, 1 .0  - fo r  the second. Analysis of meteorological conditions and tra- 
jectories indicated that the extreme concentmtion values cannot be  unambiguously 
correlated with the vector wind directions in the 'Borovoe" station area. The 
derived estimates fo r  different observational areas are incommensurate and doubt 
ar ises  concerning their  possible use in estimating characteristics of continental 
and global background concentration levels. 
In Szepesi (1962) estimates are presented on air pollution characteristics, 
plotted on different scales. I t  is  suggested that the horizontal extent of the dis- 
tricts should be determined from two meteorological considerations: t he  lower 
measure is  specified by the distance. within which the  background level is  deter- 
mined by the mixing processes in the  atmospheric boundary layer. whereas the 
upper one - by the relative extent of the  fetch over  which t h e  meteorological 
parameters remain constant. By such estimates. boundarfas were defined (Szepesi, 
1982) that  delimit the area of action of the  estimates of the  regional air pollution 
level; under the  assumption of retgional uniformity, they should operate  wer a 
radius of between 20 to 300 km. Ndwithstandtng the rough nature of these esti- 
mates, it is possible to formulate the problem of determining the magnitudes of 
background concentration levels by means of comparison of data from s e v e d  sta- 
tions. In Szepesi and Fakete (1987) i t  is assnmed Chat continental and global a i r  
pollution background concentration levels are subject to the  influence of 
processes occurring over thousands and tens of thonsands of kilometers. I t  i s  
obvious tha t  the mutual influence of such processes leads to an intricate picture of 
formation of pollutant concentration levels. If the  station network covering the 
continent is  sufficiently dense, i t  might be possible to define differences in back- 
ground a i r  pollution levels. to distinguish zones where the factom affecting the 
formation of different concentration levels are uniform, and to determine a certain 
i n t e g d  characteristic describing the mean background level of pollutants f o r  the 
entire continent. I t  might be interesting to compare such mean levels. derived 
daily at many stations fo r  different time-periods, in order to check the hypothesis 
postulating that  lengthy periods occur when the  backgronnd level does not undergo 
changes across the  continent as a whole, although daily variations are registered 
in the  aerometric data f o r  each sht ion.  This hypothesis underlies the assumption 
of the existence of a continental and a global background value. In a somewhat dif- 
fe ren t  formulation, this hypothesis can be found in Izxael(1984). 
In Augustinyak and Sventz (1982) approximate estimates are given f o r  the 
number of observing stations tha t  permit one to p b t  t he  area describing the 
behavior of the  pollutants through time within a certain terri tory.  When the  linear 
Law is used, the minimal number of measurement points is 9, f o r  the square l a w  - 18, 
the  cubic l a w  - 30, etc. At present. the  density of background monitoring is not 
sufficient to apply such models. 
3.2. Statistical Amdysis ofBackground Monitoring Drrta 
The data to be used are from th ree  background monitoring stations - Borovoe, 
Berezin biosphere reserve, and Repetek biosphere reserve in the  USSR. Descrip- 
tions of the data are given in bulletins (Bulletin of background pollution of the 
natural environment in the region of East-European MembersCountries of CMEA, 
1982 and 1983). The techniques used to derive the  data and a discussion of their  
reliability can be  found in Burseva, Lapenko et al. (1982). Burseva. Volosneva et 
al. (1982) and Pastukhov et al. (1982). 
In the present study, th ree  pollutants have been selected - sulfur dioxide, 
lead, and total suspended particulates, fo r  which daily observations were available 
during 1976-83 at the Borovoe station and 1980-83 a t  t he  Berezin and Repetek sta- 
tions. The th r ee  pollutants differ according to their  physical-chemical behavior, 
and the stations a r e  located in different physical-geogmphical areas. A joint 
analysis of the sampled data with a view to finding common statistical characteris- 
t ics can enable one to define some common principles governing the  behavior of 
air pollutants, and can provide a basis for  designing techniques fo r  evaluation of 
background pollutant concentration levels on a wide scale - both in space and time. 
The f i r s t  stage of statistical data analysis should be  the construction of the  
statistical data model. Then, the statistical characteristics describing the  data 
series can b e  investigated, and their  applicabfflty fo r  obtaining non-statistical 
conclusions can be explored. Techniques fo r  designing statistical models and the  
use of the  statistical information in hyd romebomlog id  and g e o p h y s i d  applica- 
tions are described in Aivazyan et al. (1983). Gruza and Reitenbakh (1982) and 
Kleiner and Gradel (1980). In Aivazya et al. (1983). some general techniques used: 
in designing statistical models are presented. In practice two different methods of 
analysis are used: mathematical, relying on theoretical-probabilistic considera- 
tions, and computational - by way of direct  reprodudion of the  model function on a 
PC. The f i rs t  method calls for  hypotheses and a priori assumptions concerning the  
data that should serve to validate the  choice of model; the  second requires sMae 
preliminary formalized knowledge of the  data, tha t  could be  reflected in algo- 
rithmic form, and could be used to develop or refine the theoretical-probabilistic 
method. In the  present study, both of these mutually complementary methods are 
employed: the f i rs t  stage, presumably, should involve the  development of c e r h i n  
geneml theoretical-probabilistic concepts of the  model. 
In Burtseva, Lapenski (1982) several histograms were examined tha t  describe 
the  heavy metal frequency distribution at the Borovoe background monitoring sta- 
tion. These histograms exhibit a lognormal distrfbntion, with t he  mode shifted to 
the  left and a long "tail" at the  right. Histogrruns of this type can be perceived in 
the  distribution of all t h r ee  pollutants, sampled fo r  statistical analysis at alI sta- 
tions and for  any period. I t  is therefore  possible already to utilize the  logarithmic 
form in the  analysis and fo r  checking the hypothesis of a lognormal distribution. 
In Figures 3.1, 3.2, 3.3, plots are shown tha t  characterize the  lead concentra- 
tion distributions at the  "Borovoe" station during the  four-year period of observa- 
tions. Because much of the  subsequent analysia is  based on studies of these plots, 
w e  shall dwell upon them. These plots portray graphically t he  empirical density 
and cumulative distribution functions (3.1 and 3.2), and depict the deviation of the  
empirical density function from the  theoretical one (3.3). Methods fo r  graphical 
assessment of the distribution parameters are discussed in Mmzewski and Sowa 
(1978-1979) and problems bearing on graphical estimates are treated also in Rnbin 
(1976), Aivazyan et al. (1983) and o ther  publications. Kleiner and Grade1 (1980), 
note that  t he  use of graphical methods is generally t y p i d  of !&atistical an?4sis of 
geographical data. Those authors consider that the  reason is tha t  geophysical data 
usually involve daily, seasonal. annual and i n t e r - ~ ~ o a l  variations, apart from 
other  more pronounced effects, characteristic of short-time intervals, and, 
inasmuch as t he  major objective of these methods fs to illuminate these relation- 
ships and structures,  representation of the  data in t he  m o s t  recognizable form 
becomes particularly important. For evaluation of the degree of agreement of the  
d a b  with t he  chosen LN2 distribution. various methods can be used. Methods of 
evaluation, in particular f o r  the  lognormal distribution are discussed in Rovinskii 
and Cherkhanov (1982) while in Selvin (1976) and Gnanadesican and Kettering 
(1972), several methods are examined fo r  numerical estimation of the model distri- 
bution under conditions of different types of data errors. Many of the  methods 
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Figure 3.3 Deviations from normal plot of logarithmic concentrations of lead, 
Borovoe station, 1978-1981. 
discussed in these works are designed to  derive numerical statistics that best 
describe the empirical distributions. Graphical qualitative evaluations of the dis- 
tribution pattern are also used. In o rde r  to  determine how much the  observed dis- 
tribution differs from a given theoretical distribution, various cr i ter ia  of good- 
ness of fit can be used. However, according to Kleiner and Grade1 (1980), the 
numerical result derived from their use does not indicate in what places and f o r  
what reasons the  observed distribution deviates from the model one. In the case of 
a normal distribution. there  would be an exactly symmetrical bell-shaped curve in 
Figure 3.1, a straight line in Figure 3.2, and a very n a r r o w  spread in Figure 3.3. 
Histograms are often constructed when the number of observations becomes 
large. The length of the  interval is  taken equal to 
where z,, and zd, are the  maximal and minimal points on the  logarfthmic concen- 
tration scale for  the given sample. N - the  number of observations in the  sample. 
The distribution function is plotted on normal probability paper as distribu- 
tion quantiles against the  observed variable. 
where n is the number of the variable z, in the variational series,  arranged in 
ascending order .  The value of the F ( z n )  function corresponds to the  probability 
(3n  -1) / (3N +1) 
of the centered and normalized normal distribution 
t 
Q ( t )  = / N ( z ; O , l ) & ,  
-a 
where 
Equation 3.4 represents Equation 3.2 with Linear trend removed: 
where h and 5 denote the  sample average and variance, respectively. This equa- 
tion shows the  deviation from the straight line, specified by estimates of parame- 
ters h and E , and thereby gives a qualitative display of the  degree of agreement 
between the eventda ta  and a LN2 distribution, graphically revealing the  nature of 
inconsistencies with the  theoretical distribution. 
Discussions of the  problems concerned with plotting and evaluation of the  dis- 
tributions by employing graphs of this type can be found in Aivaeyan (1983) and 
Kleiner and Grade1 (1980). 
As can be  seen from Figures 3.1, 3.2, 3.3, the  empirical density and distribu- 
tion functions, as expected, differ from the theoretical ones. The question as to 
how to proceed in the case of such deviations is discussed at length in Aivazyan 
(1983). I t  is obvious that if w e  have available a sufficiently Large class of model 
densities, for example the Pearson curves, w e  can find a density function that best 
approximates the behavior of the empirical density under study, and, in the  long 
run by expanding the number of hypothetical model densities, w e  can attain a very 
high degree of approximation, even in cases of "crevices" in the model density fre- 
quency curves. However, the  result has an essential shortcoming, which can be 
easily perceived when w e  attempt to apply the model l a w  to the  description of 
model density fo r  any other  sample from the same statistical population. In most 
cases the attempt is  a failure. As a consequence, this approach cannot be used to 
solve the major modeling problem - expansion of the regularities perceived in the 
behavior of the sampling data over  the general population. Thus, in analytical 
treatment of the data with the purpose of defining common statistical characteris- 
Ucs of air pollution. w e  shall use model l a w s  and statistics that,  perhaps. are less 
than optimal in terms of formal criteria,  but have characteristics that are of much 
greater importance in our investigations, namely. degree of stability and invari- 
ance of the derived results with respect to methods of sample organization, dif- 
ferent types of pollutants and geographic areas. Let as consider from this point of 
view the chamcteristics common to the  distributions of the  data plotted in (3.1), 
(3.2). (3.3). 
Figures 3.4 - 3.6, also Figures A.3.1 - A.3.18 of the  Appendix. show the empiri- 
cal density distribution functions, the empirical distribution functions on normal 
probability paper, and the deviation from the normal distribution function (termed 
hereaf ter  the  histogram, normal graph and deviation from the normal gt-aph) for 
logarithmic concentrations. For comparison with the model law, w e  can use the  
ser ies  generated by a random-number-generator; the  respective graphs fo r  this 
series are presented in Figures A.4.1 to A.4.3. 
A s  is  evident from these graphs, the  distributions are quite similar to the  nor- 
mal ones. However, when these multi-year data-series are divided into seasonal 
data series,  i.e. from May to September, and from November to March. then the 
departure from normal becomes apparent. For comparison we show similar graphs 
fo r  suspended particulate concentrations, represented in Figures A.3.10 - A.3.18 
of the Appendix, where the  distribution pattern does not change and is preserved 
in all t h r ee  samples under study. In the general case, the  data exhibit a lognormal 
distribution. This is due to the  fac t  that  the  deviations from the  straight line on 
the respective graphs, although causing distortions in the  form of t he  line. are not 
so great as to obscure the normal distribution. I t  is obvious also that  this lognor- 
mal distribution is formed under the effects of a large number of diverse factors,  
among which are yearly and seasonal variations. Probably a plausible explanation 
is  offered also by the  hypothesis of a similar influence of the  factors reflecting 
the effects produced by the background constituents, anthropogenic local sources. 
As a matter of fact. if we compare graphs 3.3 with 3.6, A.3.3 w i t h  A.3.6, and A.3.9, 
A.3.12 with A.3.15 and A.3.18. a number of common characteristics can be dis- 
tinguished. 
From comparison of Figures 3.3 and 3.6, s o m e  similarities and differences can 
be seen, from which w e  can get an idea of how the multi-year lognormal distribu- 
tions are formed. These plots differ greatly in the i r  form. W e  could hardly have 
expected i t  to be otherwise. since the  second sample is a non-random sample taken 
from the  first. and comprises less than 10Z of its population (91 out of 1039 obser- 
vations). However, a common feature is apparent in these graphs, reflecting the 
concentration distributions of lead in different areas. The type of deviation from 
the straight line clearly changes beyond the  value 2.1 in both plots. which serves 
to indicate s o m e  common formation process. where t he  operating factors  strongly 
affect the  l ow  concentration range, and their  manifestations are common to all sea- 
sons and years  of observations. The second consideration is that  the logarithm of 
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Figure 3.4: Histogram of logarithmic concentrations of lead. Berezina, warm 
season, 1981. 
1 - first mode; 2 - second mode. 
Figure 3.5: Normal plot of logarithmic concentrations of lead. Berezina, warm 
season, 1981. 
v ~ A T I c ~ S  F R O w    ORVAL PLOT OF VARIABLE 1 3  Pb 
S Y M B O L  C O U N T  * E A Y  ST.DEv .  
0 2 1 0 1  B v I 2 . 5 2 1  e . 6 2  
.....*....*...**....+....*....*....*....*....*...,*..,. r ,
# 
. 
, C S  - 0  
s 
* 
, Y B  
I 0 .  
I 0  C 
e e  
. 1 5  EBB B  
0  8 B 
6 BF 0  
B 0  0 .  
0  8 0  B  
l l .0  + B  B  B  B  B  B  B  
L B  8 BB 0 8 8  RB 0 
8 B B 0  B B 0  
B  BBB B BR B B  
I 0 0  BB 0  0  
- , -15 4 0 0  8 0  BE@ + 
B 6 0  ga  B 
R R  0 0 0 0  
B E  0  
8 0  
r . 3 6  t 0  B  + 
I B 
. 
I 
r . 4 5  r 
. 
* - 
.....*....*... t e e . . . *  ....*...'.....*. i i i * . * - ~ + * . - - * . . e ~ * * *  
* P C  1 . 5  2 . 1  2 r 7  5 . 3  5 . 9  
1 r 2  1 . 8  2 . 4  3 * @  5 . 6  
Figure 3.6: Deviations from normal plot of logarithmic concentrations of lead. 
Berezina, warm season, 1981. 
t h e  upper concentration limit var ies  during t h e  warm seasons around 3.9-4.0; this 
means that  all t h e  visible points in Figure 2.3 tha t  lie beyond the  boundary 3.9 
re f l ec t  t h e  influence of specific "winter" factors.  and from t h e  form of t h e  plot, i t  
can be established t h a t  these  effects d o  not coincide with t h e  ordinary effects of 
the  formation fac to rs  tha t  we observe on t h e  line-segment (2.1, 3.9). But then i t  
becomes apparent  tha t  t h e  lognormal distribution along th is  line-segment is a 
reflection of t h e  effects of a very l a rge  number of formation factors.  and t h e  elim- 
ination of t h e  effects  of these  fac to rs  results  in manifestations of t h e  operating 
mechanisms of o t h e r  fac to rs  t h a t  are reflected in graphs  of t h e  (3.4) type as devi- 
ations from t h e  s t ra ight  line. That is, t h e  subject-matter under study should be  
concerned not so much with t h e  search f o r  agreement between t h e  observed distri- 
bution and t h e  LN2, as with t h e  sea rch  f o r  deviations from the normal and plausible 
explanations of their cause. 
If we compare similar plots f o r  sulfur dioxide concentrations (A.3.1 - A.3.9). 
w e  perceive very g r e a t  differences in t h e  mechanisms governing t h e  formation of 
t h e  concentrations during t h e  warm and cold seasons. The average values f o r  t h e  
logarithms of t h e  concentrations di f fer  considerably - -0.29 f o r  t h e  warm s8asons 
and 1.76 f o r  t h e  cold seasons. Differences are likewise ref lected in t h e  respective 
plots - most of t h e  winter concentrations are located above a very  small interval  
(-0.5, 0.0) and about half of t h e  concentrations f o r  t h e  warm season lie beneath it. 
The "warm" concentrations terminate at about t h e  logarithmic value 1.8, whereas 
most of t h e  "winter" concentrations l ie  within th is  range. That is. on t h e  multi- 
y e a r  plot A.2.1., zones can be  distinguished tha t  r e f l ec t  t h e  effects  of cold and 
warm seasons. Even such a cursory examination makes i t  apparent  t h a t  in o r d e r  to 
determine natural  background concentrations, i t  i s  necessary at least to get  r id  of 
t h e  effects associated with t h e  cold seasons. tha t  are clearly contingent upon 
anthropogenic effects of t h e  heating season. 
The data  series derived from observations on part iculate matter display a 
similar distribution pa t t e rn  of t h e  constituents. with a breakpoint on t h e  c w e ,  
tha t  depends upon t h e  season. 
Thus w e  conclude t h a t  i t  i s  necessary to design a statistical model tha t  would 
enable t h e  observed effects of various groups of fac to rs  to be  taken into account, 
and t o  obtain quantitative estimates on t h e  basis of statistical characterist ics.  
Since t h e  desired statistical model should descr ibe  t h e  effects  of different groups 
of factors,  we are confronted with t h e  problem of how to d-uish some typical 
samples from among t h e  data. These samples should ref lect  quite fully t h e  effects 
of different groups of fac to rs  and. at t h e  same time. t h e  regularities derived on 
the i r  basis should be  typical of a specific pollutant and area of observation. In 
o r d e r  to determine such sampling characterist ics,  several  hundreds of plots were 
analyzed, which show t h e  logarithmic concentration distributions f o r  periods 
between a decade to eight years. As a typical example. a d a t a  series of five-month 
duration was chosen, t h a t  characterized t h e  warm or cold seasons. The period 
from May to September. inclusive, i s  regarded as t h e  w a r m  season; t h e  period from 
November to March of t h e  next y e a r  is regarded as t h e  cold season. Such a time- 
interval is, on t h e  one hand, sufficiently long to show t h e  effects of t h e  major 
groups of fac to rs  and, on t h e  o ther  hand. sufficiently distinct from o t h e r  observa- 
tional series. Evidence that t h e  seasonal o b s ~ t i o n a l  series are actually t h e  
major c a r r i e r s  of information on t h e  effects of different groups of fac to rs  is found 
in t h e  f a c t  t h a t  in contras t  to all da ta  ser ies ,  these  data series include t h e  highest 
percentage (over 80Z) of deviations from t h e  "pure" lognormal distribution. Exam- 
ination of Figure 3.6 makes it immediately apparent  tha t  t h e  fluctuations are 
"organized" into t h r e e  line-segments, where each can be  interpreted as manifesta- 
tions of t h e  effects of a group of factors  controlling t h e  formation of pollutant 
concentrations. The respective histogram (Figure 3.4) clearly displays a bimodal 
density function. These modes can be considered as central tendencies for  each 
group of controlling factors. This implies that the model simulating the charac- 
teristics sample, which we have adopted fo r  the seasonal observational series, 
should reflect the effects of different groups of factors, treated in the form of 
"composite" distributions. 
These results were derived only on the basis of graphical analysis and data 
presentation. For such an analysis, the authors used the package of applied sta- 
tistical programs BMDP. The techniques used for  analyzing and processing the 
meteorological data have been described by Zelenyuk (1984) and Zelenyuk, 
Zubenko et al. (1984) and a model has been proposed that describes the event4at.a 
series derived from background air pollution observations. 
3.3. Construction of a S h t i s t i d  Model Jor Background Air  ADUution Monitor- 
i n g  hta .  
Studies of seasonal observational series enable one to establish the specific 
multimodality of the density distributions, and the presence of characteristic devi- 
ations from the theoretical distribution function of the  probability of logarithmic 
concentrations related to manifestations of different groups of causative factors. 
As a natural consequence, three problems arise. The f i r s t  concerns the design of 
the statistical model fo r  characteristic samples, with model parameters selected to  
reflect sample specifics (type of pollutant, area of observation, season. and 
mainly, the nature of the effects of the causative factors). The second problem 
refers to the method of analysis of the model with a view to determining the causa- 
tive factors and the development of techniques fo r  estimating model parametam. 
The third problem involves the  derivation of statistical inferences concerning the 
entire data population from the seaso~l sample population. 
The next two chapters are devoted to the second and third problems. Here w e  
shall describe the  statistical model simulating background air pollution concentra- 
tions. 
The following composite multimodel distribution model is used: 
where f l  and f 2  are the density distributions, and p and p2 are the  frequencies 
of realization, respectively. In contrast to classical composites (see, for  example, 
Aivazyan et al. 1983) the  frequencies are treated as a function of z ,  in order  to 
distinguish the effects from the  separate operation of the  models within different 
intervals of the logarithmic concentration axis. 
L e t  us take p and p as convolute functions of the  "switching" action of the 
laws, and let us impose normal noise with a zero mean value and variance cr. If w e  
take 
I 1.2 < a  H(z ; a )  = O, , a , H1(z;a) = H(z;a)  , H2(z;a) = 1 - H(z : a )  (3.6) 
then w e  can write 
It will be recalled that  
1 I 1 i I N ( z ; a , o )  = exp - - *. 0 2 2u2 @ ( z ; a , o )  = -- / N(t :a ,o )d t  . 
Then 
1 
a 3  
a 
=- 
z2 a z  
* J-- exp - - . 2 dz = cP(- u ) - 
By introducing t h e  constants nl and n2 characterizing the  frequency of z s a 
and z > a , respectively. w e  get  
I t  i s  obvious tha t  nl and n2 should be  connected through normalization. 
In the  case under discussion, when jk = N(z ;bk , sk)  then f o r  k = 1.2 we get 
Z --a 7 [ n l Q ( y )  N I Z ; ~ ~ , ~ ~ )  + 7 ~ 2  *(- u ) N(z;b2,s2)  ' dz = 1. 
-00 I 
Using the  identity 
w e  der ive  the  normalization conditions f o r  two distributions 
The proposed method of compositing is  derived from a qualitative analysis of 
t h e  mechanisms governing t h e  separa te  distribution models. The "switching" 
mechanism is presumed t o  opera te  in such a manner tha t  t h e  zone of concentration 
grouping, defined by one of t h e  formation mechanisms, should include more of i t s  
"own" concentrations than those of a neighbor, which i s  possibly an even s t ronger  
mechanism (i.e., including a l a r g e r  number of observations). In pract ice ,  upon 
examination of t h e  plots of density and distribution functions, t h e  major zones of 
centra l  tendencies a r e  distinguished under t h e  assumption tha t  each one ref lects  
cer ta in  regulari t ies in t h e  behavior of formation factors.  In those cases, when the  
mutual influence of groups of factors is very great, their action can be regarded 
as a single formation mechanism. Such an approach to the analysis of the distribu- 
tions, as was shown in the preceding section, is justified above all by the fact that 
the composite action of different groups of seasonal factors forms a distribution 
closely similar to the LN2. Thus, each component of the distribution f l ( z )  may be 
regarded as the result of the operation of relatively independent causative fac- 
tors. 
Then. the parameters a and o acquire a meaningful interpretation. Rom the 
attributes of the function it follows that 
That is, the parameter "a" plays the role of a 'lsrrltching point" for  each of the 
models fi. Parameter u defines the extent of the "switching zonee" where compo- 
site factors do not reveal sufficient manttestaLias to form individual concentra- 
tion groups. When u -4 -=. the composition uttder study shows a tendency towards 
the well-known type of compositing. 
This statistical model can represent data series of air-pollutant concentra- 
tions. These samples can be described by a set of quantities 
Each set enables one to reproduce the information that w e  derive from examina- 
tion of the plots, representing empirical density and distribution functions. The 
value n can be substituted by the percent of observations within the respective 
distribution, a s  related to the total number of observations. 
4. ASSESSHENT OF BACKGROUND AIR-POLLUTION PODKL PARAHETEES 
4.1. Discussion of the PossiMLities of a CredibLc Interpretation of the Model 
h r a m e t e r s .  
The problem of assessing model parameters discussed in the former chapter. 
is closely associated with the possibilities of non-statistical meaningful interpreta- 
tion of the model. Such an interpretation. defining the possible use of model 
parameter estimates, may allow one to formulate certain requirements for the  esti- 
mation itself. A t  m y  rate. i t  should be  useful in ascertaining what types of statis- 
tics proposed by the model a r e  consistent with our knowledge of the processes stu- 
died. leading to the solution of practical problems of evaltmtion of background 
air-pollution. 
In Marchub (1982). a descriptive air-pollution model w a s  c d d e r e d  fo r  the 
following case. During a season or a year within a given region. several types of 
a i r  m a s s  flows occur. each of which. for  a characteristic period of i ts  existence. 
can be regarded as invariant and stationary. After each of these periods, the 
air-mass flow changes and a new steady state commences. Since the  change in cir- 
culation occurs during a period of time much shorter  than that of the existence of 
this specific type of motion. i t  may be assumed that  the change in types is instan- 
taneous. For the description of such a situation, in the case of n types of synoptic 
patterns, the following system of independent equations has been suggested in Mar- 
chuk (1982). 
d i v  Vf Cf + vCf = j' (4.1) 
Cf = Cis by S when Ufn < 0, i =l,n 
where i =l,% C(z ,y ,z  , t )  denotes the r a t e  of transport of the pollutant by the 
wind, V = Lii + v j  + wk,  where i , j . k  a r e  vectors along the z.y ,z axes. respec- 
tively, U is the velocity vector of the pollutant as a function of z,y , z . t ,  accord- 
ingly, and o t 0 is a value inversely proportional to time; Cf , denote values of t h e  
Cf function at the boundary S and Uf , the projection of the wind velocity vector 
on to the normal. The problem (4.1). (4.2). can be solved for  each of the intervals 
tf < t < ti the length of which equals Atf .  Now the problem of estimation of the 
air-pollution characteristics can be formulated as follows: assuming that all the 
equations (4.11, (4.2) are solved, how can we find the  mean pollutant concentration 
for  a c e r h i n  time period? In Yarchuk (l982). i t  b suggested that the average 
over the concentration distributions for  the time period T should be considered as 
a linear combination 
Marchuk (1982) suggests that (4.1, 4.2, 4.3) should be termed the  statistical 
model of pollutant distributions in the atmosphere. It  can easily be seen that the 
proposed statistical model is nothing but a simple composite of ordfnary type of 
distributions. This example serves to indicate that for  the use of cornpositing dis- 
tributions a s  a model describing air-polldant dfstributians. of paramount impor- 
tance a r e  not so much the concepts on the mechanisms governing different types of 
pollutant distributions. as a r e  some more general principles underlying the model. 
namely, the assumptions of the role of the nature of the air mass flow, and of the 
presence of stationary periods in such a flow. 
The statistical model, proposed herein, also relies on the assumptions of the 
presence of certain "stationary" periods in the mechanisms of concentration for- 
mation. with the periods replacing each other, and the changes being described by 
the "switch". However. the composite distributions proposed in paragraph 3.3 for  
the description of the resultant concentration distribution exhibit a greater gen- 
erality. insomuch as (4.3) i s  included as a particnlar case. 
Thus, for  determining the applicability of the proposed model. i t  is not so 
important to define the specific mechanisms governing the pollution distributions 
and formation of different concentration levels, as to show that relationships exist 
between concentration levels and different types of meteorological conditions 
within the area of observations. The relationship between the air-pollutant con- 
centration levels and the meteoro log ica l  processes fn the region i s  a special 
subject-area under study in a number of publications (Smirnov. 1982; de Nevers e t  
al., 1979; Schmidt and Velds. 1969). For instance. in Smirnov (1982) the data avail- 
able on the mean values and the daily trend in aerosol concentrations are systema- 
tized and discussed. This work had as i t s  objective the formation of concepts on 
the normal composition of particulate matter in the lower atmosphere. The author 
used measurements taken under conditions typical of the formation of the concen- 
trations and pollutant distribution mechanisms, i.e., during summer and winter anti- 
cyclones. A t  the same time. in Smirnov (1982) the  author calls attention to the fact 
that systematized data on average values and variability of factors f o r  typical 
weather situations in different geophysical regions, are practically lacking. The 
relationship between the variations in the meteorological conditions and sulfur 
dioxide concentrations is treated in Schmidt and Velds (1969). In de Nevers e t  al. 
(1979), the suggestion is made that for  the description of air-pollutant distribu- 
tions, "composite" distributions should be used, ones that on lognormal paper look 
like a graphical combination of two LN2 distributions. de Nevers et al. (1979) 
offer an example illustrating how two quite different types of meteorological condi- 
tions in the area of observation (with air-mass transfer across a canyon to the 
a rea  of observation during particular time periods) lead to the formation of the 
distribution, depicted in Figure 2.1 under number 1. 
Analytical treatment of plots showing pollution concentration distributions led 
to  the generation of concepts postulating the existence of several different 
mechanisms g o v e d n g  the formation of different pollutant concentration distribu- 
tions. This concept is reflected in the respective statistical model in brms of a set 
of model parameters describing characterfstic samples. In evaluation of the model 
and application of the statistical techniques to derive inferences, errors coming 
from different sources may occur. A review of the  most freqnent errors can be 
found in McKay and Bornstein (1981). which treats models simulating a i r  quality 
and their application. However, most of the sources of errors occur when the 
model is used for  prediction purposes and are of little significance in descriptions 
of model behavior. de  Nevers et al. (1979) examine, as one source of e r r o r  that 
can cause deviation from the LN2 model, samples of the general population that 
reveal. a s  a whole, LN2 distributions. However, in the previous chapter w e  have 
mentioned that  deviations from the LN2 distributions observed in the multi-year 
data series are associated with manifestations of different concentration formation 
mechanisms. de  Nevers et al. (1979) claim that deviations of one of the four types 
noted by them were perceived in about 252 of the studied cases. The specific 
features of the  background monitoring data and of the characteristic samples 
selected f o r  investigations, are such that deviations from the  LN2 distribution are 
apparent in more than 802 of the seasonal samples. The principal relationships 
between the observed deviations and the characteristics of the meteorological 
processes have been discussed in Zelenyuk and Cherkhanov (1985) and Izrael et al. 
(1985). 
An analytical treatment of data series in relation to meteomlogical processes 
is presented in Zelenyuk and Cherkhanov (1985) and Izmel et al. (1985). Taking 
into account the fact that difficulties are encountered in establishing weak rela- 
tionships with meteorological processes, and the complex nature of the different 
atmospheric factors that control the concentration patterns. Zelenyuk and Cher- 
khanov (1985) and Izrael e t  al. (1985) restricted their studies to the identification 
of two major components of the seasonal data-series, viz., components that accom- 
modate the lowest and highest concentration regions, and that cover not less than 
half of the entire population. Such a data-serfes is represented in Table 4.1. In 
the upper section of each r o w  is shown the dates of observations for  one of the 
components of the distribution. In the lower section - the other  component. The 
pattern exhibited in the table i s  typical of practically all observed distributions of 
seasonal concentration data-series; the duration of individual spells is long and, 
accordingly, changes, concomitant with the formation of concentrations in "transi- 
tional periods" which are represented in the table by the  interval 2.8 t o  3.2, are 
not long. Such a separation leads to various hypotheses on the relationship 
between formation mechanisms of different concentration levels and types of 
atmospheric states. I t  is obvious that examination of only two components is to a 
large extent a teaching example. distinguishing those components that can be 
easily interpreted. A more detailed analytical treatment, incorporating the regu- 
larities in atmospheric processes. demands more precise concepts of how to distin- 
guish among the diversity of meteorological parameters and situations that bear  on 
the formation of different concentration levels in the areas of observation. From 
the analysis presented in Zelenyuk and Cherkhanov (1985) and Izrael et al. (1985), 
certain common features in the behavior of different substances in different areas 
can be perceived. There is a considerable coincidence - between 60 to 90% - on 
days when the sulfur dioxide and lead contents exceed the "average" level (con- 
centrations exceeding the "average" level were graphically determined). These 
pollutants dff f e r  considerably, according to their origin, input rates,  transport 
and dispersion, from which the inference can be dmwn that the factors that con- 
trol the formation of these two major components are characteristic of Large-scale 
meteorological processes. These are associated with two major groups of factors. 
The first ,  which causes high pollution concentration levels, is related to the stable 
anticyclonic state of the atmosphere, when the concentrations of polldants a r e  
determined mainly by diffusion. The second group of factors is associated with the 
unstable cyclonic state that is favorable f o r  the dispersion of pollutants by tur- 
bulent processes, and, accordingly, with low concentration levels. Axmlysis of 
these relationships revealed that the coefficients of -lation amount t o  
65-751. Thus graphical estimation of the components of composite distributions, 
specified by equations (3.2) and (3.4). enables one to interpret components of the 
background air-pollution process. In order  to show this, cluster analysis of the 
composite distribution was performed with a view to ascertainfng whether the two 
major components comprfse "natural" clusters in the event4at.a. A s  was demon- 
strated in Perone et al. (1975). the application of such techniques to solving prob- 
lems bearing on air-pollutant concentrations, is permissible even when there is a 
weak assumption of homogeneity and uniformity of measurement scales. A s  in 
Perone e t  al. (1975), the  present authors employed cluster-analysis to distinguish 
the cornpositing components. The results of the discrimination are presented in 
Table 4.2. The last three  lines of the table show the dSstances between centers of 
gravity of common ground point data, their relative coordinates and numbers. I t  
can be seen that the last distance is much greater than the  others. which serves as 
evidence of the presence of two natural data "clusters". Notwithstanding the rela- 
tively low accuracy of discrimination, derived in this manner. nevertheless, i t  pro- 
vides evidence justifying the distinction between the two major components. 
Thus, analysis of the sampled data series made it possible to establish the 
essential relationship between the graphically defined ampositing components and 
the general characteristics of the  meteorological processes. 
4.2. Theoretical Principles Underlying the Satisfied l k c k g r o u d  A i r -  
Pollution Model 
Let us discuss the physical prerequisites that  provide the  basic premise for  
the two m o s t  essential characteristics of the proposed model, the probable reasons 
fo r  i ts good approximation to the LN2. and the physical prerequisites for  the ori- 
gin of multirnodal distributions. 
The f i rs t  problem is treated in K a r a s e v  (1980; 1982). In Karasev (1980). i t  is 
shown that the lognormal distribution can be derived from the description of 
energy fluctuations in equilibrium systems and the  maximal entropy principle. In 
Karasev (1980) the author takes advantage of the observation that the  lognormal 
l a w  i s  the law of greatest entropy. as compared to all laws with specified loga- 
rithmic dispersion. The density probability distribution function can be written in 
terms of energy as 
f [El = [~(2n)'". ~ ~ ~ 1 - l  * expi- ( l n ~  a$ 
Table 4.1: Periods of formation of two major components in the observational 
series of logarithmic concentrations of dust. Berezina B.Z.. warm 
season, 1982. See  text for explanation. 
Table 4.2: Hierarchical cluster analysis of logarithmic concentrations of sulfur 
dioxide. Repetek. V-VII, 1981. 
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where LKE is the  mean logarithmic energy value, ul, the  logarithmic dispersion. 
The author's reasoning in terms of the  energy distribution of the system can be 
applied to the  distribution of the  studied system according to the  concentration 
levels. The general physical considerations on which the  reasoning is  based. are 
valid fo r  our case. Karasev (1980) assumes that the  preservation of logarithmic 
dispersion when the average value changes, is  a general attribute common to sys- 
t ems  with fluctuations and that  in many cases this a t t r ibute  determines the system 
distribution in terms of energy distribution (in our case, concentration distribu- 
tion). Let us consider several examples illustrating the  preservation of loga- 
rithmic concentration dispersion. 
The numerical values -0.29, -0.52, 0.73, 1.76, are a series of mean logarithmic 
concentrations of sulfur dioxide fo r  each of the  four seasons based on samples 
taken wer 3-years. As can be seen. t he re  are s t r m g  fluctuations about the  mean 
value. A t  t h e  same time, the respective logarithmic dispersion values are 1.010. 
1.008, 1.154, 1.019. A similar relationship has  been observed fo r  t w o  other  pollu- 
tants under study. 
The possibility of applying the  lognormal l aw  to t h e  d-cription of dfffusion 
phenomena is  discussed in I(arasev (1982) and i t  is demonstmted that  the  spatial 
distribution of Brownian particles can be well-described by formulae, connecting 
the  distribution spread with the  average value of the  iogarfthmic dispersion, based 
on the  l o g n o d  Law. 
Thus. i t  becomes apparent tha t  from very general prerequisites, by employing 
statistical information available from the event-data series. w e  can justify the 
model distribution adopted by us. viz.. the  two-parameter lognormal distribution. 
Turning our attention to the  possible factors  causing multimodal distributions, 
i t  should be  noted that  empirical distribution functions with more than one mode, 
originate from time to time in various investigations. Unfortunately, in routine 
practice, the  occurrence of multlmodal distributions commonly makes i t  necessary 
to abandon the  ordinarily employed unimodal distributions, such as t he  normal, 
exponential. Weibull, etc.. and to use a much m o r e  complicated statistical form 
such as,  f o r  example, the Pearson curves. The use of this  form usually requires a 
large number of assumptions concerning the  nature of the  date. which seldom can 
be  provided in real conditions. The method of attacking the  problem, proposed by 
the  author of the present study. makes i t  possible to use specifically multimodal 
distributions, frequently observed in routine practice, and furnishes t he  investiga- 
tor with a relatively simple and available body of mathematics fo r  obtaining infor- 
mative statistics in the  multimodal data  series,  under quite general assumptions 
concerning the  cause of the  multimodality. 
As another promising alternative, let us discuss publications by Cobb (1978) 
and Hangos (1983), where a mnltimodal distribution is employed as a natural conse- 
quence of non-linear stochastic processes generating it. In Cobb (1978), by "non- 
linear" is meant the  presence of more than one steble state in the  system. A s b  
chastic s y s t e m  is one tha t  constantly undergoes perturbation by random effects. 
Fluctuating around a mean value. i t  undergoes a step-wise transition to another 
mean value. A random sample composed of multiple steady states of such a system, 
should exhibit a multimodal distribntfon. 
Systems, in which the  steady states are described by a differential equation, 
where one of the  variables is random, are of wide use fo r  describing diffusion 
processes. Let t he  smem be described by the  differential equation 
where P(z;a  ,b  .... ) i s  the  real-valued function of z and parameters a ,b ,c ,... (in 
our  case  z r e f e r s  to the  logarithmic concentration of t he  pollutant). Multiple 
steady states of such a system can be described by a set of z ,  such that  
w a d  = O ,  i.e., by a set of solutions of equation aP/az = 0. Let us assume that  
t he  change in t he  variable z is not strictly defined by equation (4.3) but tha t  a 
probability density exists that  determines t he  possible changes in z. Then for  
dz / Bt  we can substitute t he  expression 
where E r e f e r s  to t h e  expected value of t he  random variable in t h e  braces.  This 
expression will be denoted as m (z), understood as t h e  average measure of varia- 
tion of z . Cobb (1978) cab m (z ) t h e  "drift function" of t h e  diffusion process. I t  
i s  obvious that  
Also, a natural  assumption is introduced, tha t  t h e  t ra jectory r ( t  ) is smooth, i-e.. 
tha t  instantaneous, abrupt  changes in z are impossible. The range of variation of 
z is defined as 
v(z)  = limb+, h-l{1/2[z(t +h)-z(t)12 ( z( t ) ]  . (4.6) 
The a rb i t ra ry  probability density of t he  diffusive process varies in accordance 
with the  differential equation 
where 
The second term in (4.8) defines t he  stochastic diffusion process. The proba- 
bility density function J *(z ) can be defined as any solution of 83 / 8t = 0,  i.e., any 
time-invariant density function. This i s  possible when t h e  process  i s  constant f o r  
all z values. That is, t h e  problem of finding t he  density is reduced to solving 
F = 0, f o r  a certain f *, which is a simpler problem than t h e  solution of (4.7). Then 
equation (4.8) can be  rearranged into an ordinary differential equation 
If w e  consider m a l inear function and v a quadratic function, then t he  solution of 
equation (4.9) conforms with t he  Pearson-class curve. However, since in problems 
of t h e  theory of catastrophes,  m is always regarded as a polynomial, w e  der ive an 
expansion of t h e  Pearsonc lass  curve.  F r o m  (4.9) it follows t ha t  t h e  integral  
if i t  exists, gives a solution fo r  (4.9). This solution is 
I*(=) = k . exp(- Wz)) , 
.. 
k being chusen so that / j '(2 )& = 1, while Q is defined by equation (4.10). That 
-.. 
is, the stochastic densities a r e  accommodated in the family of canonical exponen- 
tial densities. 
The relationship between the density j' and the potential function P fo r  the 
stochastic model under discussion. is clearly apparent when v ( z )  = r,  in other  
words, when an infinitesimal increment is determined by a small conshnt. In this 
case, 4 = P/ r ,  and a solution of equation (4.10) is simplified to 
In this density class, the  s y s t e m  potential is proportional to the logarithm of the  
probability density. For instance, if P is a linear function. then J' is a n  exponen- 
tial. In problems of practical concern, the potential P is a polynomial of power 
higher than 2 which, naturalllr, leads to the  general maltlmodal density functions. 
In Cobb (1978), M n i q n e s  fo r  edhnting the parameters of multimodal distribu- 
tions are designed on this basis. In accordance wi th  the proposed theory, the  esti- 
mates a r e  designed as estimates of the  proporti& factor and coefficients of the 
polynomial P. 
The foregoing enables one to gain an  insight into possible physical mechanisms 
governing the  origin of multimodal densities in problems of statistical analpis of 
air-poilution data, and to obtain a qualitative depiction of the  resulting concentra- 
tion distribution. However, the  construction of a mathematical model is fraught 
with difficulties. since the  density class generated by the model is very wide, and 
thus the verification of this model is practically impossible. Besides, the proposed 
techniques, although suitable f o r  estimates of t he  polynomial coefficients and fo r  
construction of the best of these in terms of t he  proposed theory, make it  impossi- 
ble to c o m p a r e  distributions other  than according to the proportionality factor of 
the polynomial, due to the fact that t he  meaning of t he  comparison of the  coeffi- 
cients is not clear. In order to design a mathematical model of the  described 
phenomena on the basis of the techniques proposed by Cobb (1978), a large mount  
of additional information is required; in fact, i t  is necessary to develop cogent 
hypotheses concerning the  factors that control the concentration distributions. 
Thus. analysis of t he  theoretical prerequisites f o r  t h e  application of the  &a- 
tistical model of background air-pollution, proposed in the previous chapter,  
served to demonstrate the possibility of i ts  theoretical validation, from the  point 
of view of its use as a particular case of the LN2 distribution, and revealed that  
the  time series accommodate statistical information tha t  shows the  possibility of 
this kind of its application. The theory of catastrophes a h  gives theoretical sup- 
port  f o r  the  possible occurrence of maltimodal distributions in the  class of prob- 
lems under study herein. However, the  associated methods are unsatisfactory fo r  
our purposes. The following section i s  devoted to a d h c u d o n  of this problem. 
4.3 Asscrssment of Model Phramters in 7ktms o j S m u l a t i o n  Lhta 
The problem of obtaining estimates f o r  the parameters of the  statistical model 
of background air-pollution frequency distributions incurs difficulties due to the 
impossibility of verifying the  estimates. As a matter of fact, it is not possible to 
evaluate any of the  model panmeters ,  using values obhfned from direct measure- 
ments or reproduced from physical considerations; from the data series descrip- 
tion proposed by model (3.11). w e  cannot choose the  most  informative set of param- 
eters. In order to test the model function, to develop methods f o r  graphical 
d u a t i o n  of t he  parameters, to elaborate concepts on the  precision of such 
estimates and to use them, models simulating the observational data series were 
therefore designed. 
To perform a simulation, i t  i s  necessary to establish what attributes of the 
model should be simulated and investigated. Taking into account the main problem 
of our investigation, the determination of statistics that provide a description of 
the  time-series, ensuring comparison with observational data and the possibility of 
distinguishing several components in the simulated compos i t e  distribution, w e  shall 
restr ict  our attention to the composite performance of two distributions, for  which 
w e  shall attempt to find an answer to the questions: what statistics fit the d e s c r i p  
tion of different composite distributions, and what i s  the accuracy of such a 
description? 
Figures 4.1. 4.2 and 4.3 respectively depict a histogram. a dfstcibution fun* 
tion plotted on normal pmbabillty paper, and the same function with the hear 
trend removed. fo r  a composite distribution. amforming to normal laws, with 
parameters N(z;;LS,l) and N(2;m.l) respectively. The number of observaticms in 
the f i rs t  case is 35 and in the is -85. (Henceforth. r e  shall speak of composite dis- 
tributions 35N/25,1/  and 85N/27.1/). For evalmticm and gmphical analysis. the  
same data-presentation is used as fo r  ordinary obsenmticm series. Simulation is 
performed employing the normal dfstribrrtion. represented in Plgures A.4.3. A.4.4 
and A.4.5. 
The plots presented in Figures 4.1. 4.2 and 4.3 emable us to demonstmte the 
techniques fo r  assessment of the composite distrfbuticm parameters. A t  flrst. the 
major components are singled out in Pigare 4.3. they lie. obvioasly, on opposite 
sides of value 26.5. Then the intervals f o r  the grouping of both composite com- 
ponents can be pointed out: intervals [21.9. 26-53 and [ 26.5, 28.951. Within the 
intervals thus distinguished, w e  can find the respective central tendencies. In 
determining these, the innnence of the 'Yransitional process" should be con- 
sidered, which consists in the existence of observations of different components 
near  the "switching point" 26.5. i.e., it is necessary to exclude from consideration 
the region of the "switching point"; fo r  practical purposes i t  is sufficient to 
exclude three intervals to the right and to the left of it. In the remaining inter- 
vals, the points located at the centers of the intervals give the  maximum total con- 
tribution to the set of observations. This contribution is estimated from the his- 
trogram in Figure 4.1, where the respective i n t e n d s  are denoted by stars. In 
practical estimates, th ree  successive i n t e n d s  are considered. choosing that tri-  
plet that provides the  maximum contributicm; the right bormdary of the middle 
interval of the triplet is taken as the estimate of the central tendency. The esti- 
mates for  the composite distribution, derived in this manner, amount to 24.9 and 
27.45, the true values being 25.0 and 27.0. respectively. This method of estimation 
underwent multiple evaluation in regard to different kinds of composites, and the 
estimates for  the central tendencies, derived from them, differ by no mare than 
1OZ from the known centers. Estimates of the  variance were not perfmed: as 
such an estimate for  the  snitching points. we adopted the length of 3 u. Using 
the  histogram. i t  is possible also to evaluate the relative weight-percent of the 
composite components. This is determined as the  percent of observation points 
lying on opposite sides of the "switching point". This estimate is less accurate. 
revealing in our case proportions of 44 and 562 for  the left and right sides of the 
distribution, respectively. Nevertheless, i t  enables both sides of the distribution 
to be evaluated qualitatively. 
Thus, returning to equation (3.11) 
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Figure 4.1: Histogram of composite distributions 85N/27,1/ and 35N/25,1/ (Simu- 
lation). 
Figure 4.2: Normal plot of composite distributions 85#/27.1/ and 35N/25,1/ 
(simulation). 
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Figure 4.3: Deviations f rom normal plot of composite distributions 85N/27,1/ and 
35N/25.1/ (simulation). 
w e  can represent the distribution under study as 
23.0, 0.15, (24.9,44%), 26.55, 0.15, (27.45, 56X), 28.95, 0.15 . 
As is evident from comparison of Figures 4.1, 4.2, 4.3, this description quite pre- 
cisely reflects the observed distribution pattern. The present author analyzed 
over one hundred plots of model functions describing the composite distributions. 
In general, the estimation techniques and results are quite satisfactory and can be 
used fo r  estimates of the model parameters and fo r  the logical design of the model. 
However, a question of great interest arises: which of the parameters are of the 
greatest  statistical stability in relation to changes in the formation of the composi- 
tion? In order  to answer this question, a fur ther  analysis was performed. varying 
the cornpositing parameters. Let us examine some of the results. 
In the Appendix, A.4.6, A.4.7, A.4.8 present plots describing the distribution 
of the  same components, i.e., of the oomposite distribution N(z;25.1) and 
N(z ;27.1). These distributions differ only in the amount of implemented components 
- 35-8!5 ln the  f i rs t  case already discussed. and 55-70 ln the second. This example 
Is typical from the point of view of the extent to which it is possible to rely on the 
configuration of the distribution pattern in any hypotheses offered on the nature 
of the data. I t  is  obvious that  with real concentration distributions. accepting the 
hypothesis validated in Section 4.1 that  two major types of meteorological factors 
influence the  formation of the  composites, situations may occur when days with dif- 
ferent meteorological conditions exhibit ratios of 35/85, as w e l l  as 55/70. Not- 
withstanding the  differences in these plots. they obviously represent similar 
processes, which should be reflected in the respective estimates. What estimates 
f o r  the second group of plots can serve to disclose the similarity with the  f i rs t  
group? 
In Figure A.4.8 three  parts of the  composite distribution can be clearly dis- 
tinguished. These are represented by the intervals 122.50, 25.051. C25.20. 27.151, 
127.15. 28.951. As a matter of fact. w e  are dealing with three  distributions, defin- 
ing the composite components; the middle distribution characterizes the combined 
influence of factors under which the  unmixed effects of t w o  extreme components of 
the distribution were formed. It  is  obvious that the newly derived estimates for  
the  central tendencies, and fo r  the weights of the  components, bear  no r e s e m -  
blance to the respective parameters of the f i rs t  distribution depicted in Figures 
3.3, 3.5. The fact that  they describe processes that have s o m e  similarities can be 
established only upon comparison of the  intervals. The similarity is obvious 
between intervals C21.9, 26.551 and 122.50. 25,051. also between intervals C26.55. 
28.951 and C27.15, 28.951. This example is a reflection of the regularity repeatedly 
observed by the authors: when the  parameters are subject to variations. then of 
greatest  stability are the interval estimates of the  composite components. Taking 
into account the  fact  that  f o r  our purposes they quite satisfactorily describe the 
distribution, they may be adopted as the major statistics characterizing the com-  
ponent distrfbutions. 
The statistics that  w e  have selected in the  form of estimates of the  grouping 
intervals can, most likely, reveal the major regularities. However, the  question 
remains: how does one obtain estfmates of such grouping intervals. The application 
of computer-programmed discrimination analysis is formulated in Bukhshtaber et 
al. (1983) and the  possibility of introducing a priotf information into the classifi- 
cation algorithms is discussed. The present authors. participating in the develop- 
ment of the  algorithms and programs fo r  the work (Bukhshtaber et al. 1983) per- 
formed a large number of experimental computations on the application of dif- 
ferent algorithms. Experience gained from this work (Bukhshtaber et al. 1993). 
tends to indicate that each of the studied problems is independent and intricate, to 
which the application of monotypic discrimination methods is impossible. 
This calls fo r  visual, graphical, discrimination of the corngositing components. 
Such a method, by the way, is widely used in routine practice, when the data can be 
represented in the form of two-dimensional patterns. 
Figures A.4.6-A.4.9 present plots of composite distributions that cannot be 
unambiguously classified. For instance, the distribution can be represented a s  the 
sum of three amponents, specified by the intervals 15, 151, [17, 301, [27, 371, and 
specified by two intervals [5, 171 and [17, 371. Notwithstanding the  outward dis- 
similarity of these classifications, not less than 50Z of the  respective intervals re- 
veal a trajectory cross-over, which enables one to judge the similarity in the stu- 
died distributions represented by such intervals. 
Thus, i t  can be considered a n  established fact  that the most s t a t i s t i d y  
stable distrSbution, in the sense of the preservation of the major characteristics 
of different components of the composite distribution, represented by the statisti- 
cal model of background air-pollution herein proposed, are the  intervals of the 
observational central tendencies. Evaluation of the intervals is performed graphi- 
which ensures quite a reliable distinguishing of the effects caused by the 
components, this process being supplemented with the percentage of the number of 
observations falling within the band. That is, analysis of the simulation data and of 
the possibilities of graphical evaluation and interpretation of the  parameters, 
makes i t  possible to reduce the informative description of the  t i m ~ e r i e s  from 
(3.10) to 
5. DISCRIMINATION OF THE COMPONENTS OF BACKGEWND AIR POLLUTION 
5.1. Estimation of the Central Zbmkncies of MuLPi-modal Fkequency Distribu- 
tions af Seasonal Dolt a Series 
The proposed statistical model of background a i r  pollution was used in Izrael 
e t  al. (1985) to estimate the components of an  observational series, sampled at the 
"Borovoe" background monitoring station. Discrimination of the components was 
performed by using a simplified model that assumes that the data series is the 
result of two major processes that affect the concentration frequency distribution. 
I t  is clear that estimates of the central tendencies in the  lower part of the distri- 
butions can provide meaningful inferences concerning the model and t he  back- 
ground concentration levels themselves. With respect to the model, i t  can be as- 
sumed that in the case of agreement between the graphically defined distribution 
characteristics and the processes occurring in the atmosphere, on the one hand. 
and the established concepts on the nature of these processes. on t he  other  hand, 
i t  would be  possible to predict the behavior of the estimates of the central tenden- 
cies in the  lower parts of the distribution. The hypathests can be offered that 
such estimates should possess essentially greater  statistical stability, as compared 
to estimates for  the upper parts of the distributions, d d e r f n g  that  t he  physical 
processes forming the  lower part lead to averaging of the  concentration levels 
over  the entire lower troposphere. thus "smoothing" the  pollution concentrations, 
as a consequence of which the processes are characteristically defined as being of 
a greater scale and, naturally, of greater  stathitical stability. Evidence that  lends 
support to this hypothesis i s  found in Izrael et al. (1985). The plots in Figure 5.1 
demonstrate the difference in the behavior of two major components. This implies 
that the application of the proposed model to background a i r  pollution concentra- 
tions, and of the techniques used to derive estimates for  the model parameters is 
fully justified. 
The statistical stability of the estimates of the central tendency of low con- 
centration frequently suggests i ts possible use fo r  assessment of background con- 
centration levels of air-pollutants. As a matter of fact. upon comparison with ordi- 
narily employed mean values, it becomes apparent that the derived estimates have 
a number of advantages. They enable one to validate statistically, and to calculate 
the characteristics of, regional background levels as an average over  minimal 
concentrntion values f o r  a given time period (RovinsMi and Buyanova. 1982). 
Zelenyuk and Cherkhanov (1985) discuss the possible use of the estimates for  
the central tendencies, derived gmphically, in salving problems related to the 
evaluation of background pollution concentration levels In the  atmosphere. For 
instance. pollutant depositim should be calcaLsteu3 takfng acoannt af the entire set 
of factors controlling the  formation of concentration levels, which can be feasibly 
performed by using the  estimates of the  central tendencies that are oogmon to 
multiyear seasonal data series. It  may be found necessary to make such estimates 
fo r  harmful pollutants that cause deleterious effects on vegehtion. Analysis of 
the upper parts  of the distribution may be necessary f o r  esttmates of the probable 
pollution level from anthropogenic effects in impact areas. In problem connected 
with short-time variations of background concentration levels or. to be more 
exact, of the concentrntion level of pollutants in impact areas, est.imates can occur 
that characterize data series of one-two decades o r  me-tm months dnration. 
From practice (Zelenyuk and Cherftanw. 1985), it fs apparent that  use of such data 
series for  ,discrimination of components is difficult due to the fact  that the forma- 
tion mechanisms are not sufficiently understood. A further  &oms handicap is the 
inadequacy of the results of averaging meteorological characteristics over such 
short time-periods, which leads to strong smUering of the  derived estimates and 
makes i t  impossible to compare estimates for  dffferent periods. The use of obser- 
vational series for  a period of more than a year  does not allow me to obtain the 
necessary estimates, namely due to the mixing of several distributions. This is in 
good agreement with the statistical design of the investigations, from which i t  oan 
be inferred (see paragraph 3.2) that data-series of less than one season and more 
than one-year duration demonstrate much less deviation from the Lognormal distri- 
bution than seasonal data-series. In the f i rs t  and second case, i t  can be assumed 
that the  distributions are unimodal. if this fs required fo r  deriving estimates of the 
central tendencies. In the case of short-time series. these centers describe the 
average effects of different types of pollution distributions. typical of this short  
period and small areas of observation. For data series of o n a y e a r  duration and 
more, such centers describe the  average effects of all the probable pollution for- 
mation mechanisms operatfng within a sufficiently large region under different 
synoptic conditions. 
5.2. Estimates ofSdLactiu8 Gnuping IntcrvarLs. 
A method fo r  estimating the  grouplng intervals in time-series was  discussed in 
the previous chapter. Now let us see whether thfs method can be used to discrim- 
inate the components in seasonal data series. 
Ftgares 5.2 - 5.10 present several characteristic data series, derived f o r  dif- 
ferent pollutants during different seasons and at different stations. As is apparent 
from the graphs, the components of background air pollution can be reflected in 
various types of deviations from the normal pattern. Analysis of such deviations 
does not enable one to judge which types of deviations are more typical fo r  a par- 
ticular station, pollutant o r  season. A t  the same time, the  presence of distinctly 
pronounced components in most of the  graphs,  again confirms the  proposed mode!. 
In o r d e r  to obtain evidence demonstrating t h e  general  nature  of t h e  regularities 
governing t h e  formation of concentrations, w e  included data available on measure- 
ments of sulfur dioxide concentrations. that were performed in accordance with 
the  international program on long-range t ranspor t  of a i r  pollutants. The data 
were taken from obsel-vational series obtained at stations located in t h e  impact 
areas of Jergul, Norway and Abisko, Sweden. These data, differing according to 
their sampling and analytical techniques (which in practical  work led to a need to 
recalculate the values; f o r  comparison with the rest of t h e  data a r r a y ,  t h e  loga- 
rithmic concentrations should b e  reduced by 1.6). demonstrate the same type of 
distribution pat tern  as t h e  da ta  from t h e  '%rovoe", "Berezina B.Z.", and "Repetek 
B.Z." stations. Prom this. the inference can be drawn t h a t  pollution concentration 
distributions are controlled by processes having common features,  at least on t h e  
scale of (xmtinents. This implies that the statistical mode1 enabIes one to describe 
observational data from background monitoring stations over  en t i re  continents. 
Such a deerription f o r  each  separately taken data series represen t s  a set of inter- 
vals and corresponding weighted quantities, specified in the form of Equation 4.13. 
The graphical  estimate allows f o r  informal interpretation of the wmpositing 
components, using t w o  classes, "well" and "poorly" defined. As rms shown in Sec- 
tion 3.3.. such deviations d o  not influence essentially the principal "recognition" 
of t h e  existing components. Studies in which exper t s  analyzed t h e  plots and dis- 
tinguished the grouping intervals. served to indicate that the discrepancies in t h e  
estimates are small and, at any ra te ,  much less than t h e  probable variations in the  
estimates associated with t h e  redistribution of t h e  relat ive weighted quantities of 
t h e  components. t h e  case to b e  considered in Section 5.3. Estimates performed f o r  
each interval  enable one to identify some r a t h e r  general  and statistically stable 
characterist ics,  s o  tha t  w e  can judge t h e  effects caused by different concentration 
formation mechanisms. In t h e  Appendix, several  plots are presented that are typi- 
cal f o r  estimates of t h e  components, th is  r e f e r s  to graphs  A.5.1 - A.5.20. These 
graphs,  together with t h e  plots depicted in Figures 5.2 - 5.10 give a rather f a i r  
idea of the  techniques used to distinguish t h e  cen t ra l  tendencies on t h e  basis of 
graphical discrimination. 
Each of t h e  series analyzed specified its own series of grouping intervals, 
tha t  henceforth are termed t h e  se r ies  of centra l  tendencies. These intervals and 
ser ies ,  tabulated in Tables 5.1 - 5.11, include practically all the stat ist ical  infor- 
mation available f o r  analysis. In order to der ive  general  conclusions, character-  
izing seasonal data series that are l a rge  in t ime  and space,  certain new statist ics 
should be designed t h a t  generalize t h e  random cen t ra l  tendencies. The following 
section is devoted to the design philosophy of such statistics. 
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Figure 5.1: Results of estimation of two concentration central tendencies. 
1 - lower component; 2 - upper component; 3 - composite series. 
Figure 5.2: Deviations from normal plot of logarithmic concentrations of lead. 
Borovoe , warm season, 1979. 
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Figure 5.3: Histogram of logarithmic concentrations of lead. Borovoe, warm sea- 
son, 1979. 
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Figure 5.4: Deviations from normal plot of logarithmic concentrations of sulfur 
dioxide. Repetek, cold season. 1980-1981. 
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Figure 5.5: Histogram of logarithmic concentrations of sulfur dioxide. Repetek. 
cold season. 1980-1981. 
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Figure 5.6: Deviations from normal plot of logarithmic concentrations of 
suspended particulate matter. Berezina, cold season, 1982-1983. 
Figure 5.7: Histogram of logarithmic concentrations of suspended particulate 
matter. Berezina. cold season. 1982-1983. 
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Figure 5.8: Deviations from normal plot of logarithmic concentrations of sulfur 
dioxide. Jergul, Norway. cold season, 1981. 
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Figure 5.9: Histogram of logarithmic concentrations of sulfur dioxide. Jergul, 
Norway, cold season, 1981. 
O R M A L  P L O ~  OF Y A R l A B L C  4 N U S 0 2  
s v h e e ~  C O U N T  M E A ~  S T  . D E V .  
, 1 8 1 .  . A .  9 0 . 1.149 1.94 1 
...*....*....*....*....*,.,. * t . t t * . . , . * . . . . + . . * . + . . .  .*....+....*....+....*....*.... 
A  
I A  
1 . I  A + 
A  
A  
I A  A  
1 A  A 
1.8 4 b A 
A A 
I A  A  
i r r  
. A A  
. 5 D  A  
A i A 
A A  A  
I A A 
I A  A  
0.1 A i~ + 
. A  
I 1" 
I 
v A A A  
- * 5 #  A 6 
? A  
8 A A 
A  A  
I A  
1 4 A  A  
A  A  
A 
I A 
A 
- 1 , s  4 
A 
6 
I A  
. 
A  
- 1 . 8  
.~.)....*....*....*....*....*...,*....*....+....~.,..*~...*....~....+.,..+...,*,... 
. ,OO -050 • J #  .9B 1.5 2 . 1  1.7 1'. 3 
Figure 5.10 Normal plot of logarithmic concentrations of sulfur dioxide. Jergul, 
Norway, cold season, 1981. 
Table 5.1: Random grouping intervals of logarithmic concentrations of sulfur 
dioxide. Borovoe, 1976-1983. T - warm season, 1978; X - cold season, 
1979-1980; % - percentage of points falling within the interval. 














































































