We present a new way to sense atmospheric wave-front phase distortion. Short collimated pulses of laser light at ϳ350 nm are projected from a small auxilliary telescope. Rayleigh scattering from each pulse is recorded over a wide range of height through the main telescope aperture in a continuous sequence of fast video frames by a detector conjugate to mid-height. Phase diversity is thus naturally introduced as the pulses approach and pass through focus. We show that an iterative algorithm can extract the phase structure from the recorded images and do so with a much higher signal-to-noise ratio than is possible with existing techniques. If the requirements for real-time data recording and reduction can be met, the new method will address the need for tomographic wave-front sensing at planned 30-m-class telescopes. © 2001 Optical Society of America OCIS codes: 010.1080, 100.5070, 140.3610, 350.1260 Compensation of atmospheric wave-front aberration at large telescopes comes into its own when laser beacons are used: Only in this way can high-resolution imaging be provided over a large fraction of the sky. Even so, experience with laser-guided adaptive-optics (AO) systems built to date 1 -3 shows that the task is extraordinarily diff icult because of the low signal-to-noise ratio (SNR) that is typically associated with beacon measurements. There is a strong motivation therefore to look for methods by which one can derive phase errors with improved SNR on the basis of laser signals. We propose one such technique here.
Compensation of atmospheric wave-front aberration at large telescopes comes into its own when laser beacons are used: Only in this way can high-resolution imaging be provided over a large fraction of the sky. Even so, experience with laser-guided adaptive-optics (AO) systems built to date 1 -3 shows that the task is extraordinarily diff icult because of the low signal-to-noise ratio (SNR) that is typically associated with beacon measurements. There is a strong motivation therefore to look for methods by which one can derive phase errors with improved SNR on the basis of laser signals. We propose one such technique here.
The method, based on Rayleigh scattering, takes advantage of high-power pulsed lasers that have already been developed for industrial application and are available as well-engineered, robust, and comparatively cheap off-the-shelf items. In contrast, the finely tuned high-power lasers required for the major thrust of astronomical AO toward sodium resonance beacons are proving diff icult to design, and a satisfactory solution has yet to be demonstrated.
In the past, the use of Rayleigh beacons to create artificial stars was limited by the beacons' small depth of focus. A typical setup, for instance, the 3.5-m telescope at the Starfire Optical Range, 1 uses a Shack -Hartmann wave-front sensor whose range gate is open for only a few microseconds. A longer exposure would result in blurring of the beacon image seen by the individual wave-front sensor subapertures, which would degrade the performance of the system. For larger telescopes an even shorter range gate, of the order of a microsecond, would be needed and would result in weak signals.
Given a laser beacon that remains at the seeing limit of sharpness over a large range of height, one might consider improving the signal strength by refocusing the main telescope dynamically to follow the receding pulse. The wave front could then be measured with a conventional wave-front sensor. Holding focus on such a rapidly moving target, however, presents a considerable optomechanical challenge. The alternative that we consider here is simply to record a movie of the beacon image as it approaches and passes through focus.
We seek the phase of the electric vector in the telescope's pupil plane. It can in principle be recovered unambiguously from two or more images recorded near the focal plane, with a small known defocus deliberately introduced between them. 4, 5 The method has been demonstrated in real time for a small number of degrees of freedom by correction of two of the six mirrors of the Multiple Mirror Telescope that were phased by use of two images of a natural star. 6 When a pulsed laser rather than a star is used to generate a beacon, propagation of each pulse provides a natural way to obtain multiple images at different focal positions. In this new approach, an imaging camera with framing on the time scale of microseconds is focused through the full aperture of the telescope at some nominal altitude to view backscattered light. Figure 1 shows a sequence of such frames computed in a simulation described below.
To take full advantage of the returning light, one should record frames for as long as possible. We therefore require a beacon that remains well collimated over many kilometers. Neglecting, for a moment, the effect of seeing, a diffraction-limited Gaussian beam brought If we project a beam focused at height h f such that the waist at that height subtends the seeing angle l͞r 0 , we find that
Because Fried's length r 0 varies as l 6͞5 , the greatest depth of f ield is achieved at the shortest wavelength. For a beacon at 355 nm projected to h f 25 km with r 0 12 cm, which is appropriate for good seeing, we find that Dh 15 km. The sharp focus thus extends from 17 to 32 km. The projected Gaussian beam requires a FWHM of 8 cm; because this is less than r 0 , seeing will have a significant effect only on beam jitter.
Individual exposures of the movie are subject to the same constraint on integration time as is the Shack-Hartmann sensor. The SNR is nevertheless greatly improved. Return f lux decreases with height of the laser pulse, both because of increased distance from the receiving aperture and because atmospheric pressure diminishes with height. 8 Nonetheless, a 50-frame movie recorded in 2-ms frames as the pulse moves between 17 and 32 km in altitude will collect a total of 153 more light than the single 2-ms exposure from 17 km that might be recorded by a Shack-Hartmann sensor. For sensors operating in the photon limit of noise, the pupil-plane phases will be recoverable from the movie with a SNR roughly 43 greater.
The comparison with a resonance beacon from mesospheric sodium at 95 km also favors the Rayleigh approach. For typical sodium column density the same movie will collect 63 more light than a single exposure of the return from a sodium laser of the same average power. 9 As a proof of concept, we modeled the case of a Rayleigh beacon projected along the axis of a 6.5-m telescope. We took the average beacon height to be 20 km. Such an arrangement is not suff icient to produce a good measurement of the phase aberration of starlight because the uncertainty caused by focal anisoplanatism will be large. Nevertheless, one can investigate how well phase in the downgoing cone can be measured.
The beacon was modeled as a 100-mJ pulse at 355 nm, which is typical output from a 50-W tripled YAG laser. At the exit pupil of the projector, taken to be 20 cm in diameter, the beam had a Gaussian prof ile of FWHM 10 cm. The return f lux from 20-km altitude was set to 100 photons͞m 2 ͞mJ for each kilometer of scattering path, derived from measurements by Thompson and Castle 10 with an excimer laser at Mt. Laguna and assuming a combined optical efficiency for the receiving telescope of 0.4.
Atmospheric turbulence matching the median seeing at the 6.5-m Multiple Mirror Telescope was modeled as six discrete layers. A propagation code was used to accumulate both phase and amplitude distortions in the beam path. We simulated the effect of a 1.6-ms exposure time by computing 135 instantaneous atmospheric point-spread functions at intervals of 107 ns, which were then binned in time by 15. The atmospheric point-spread functions were convolved with the shape of the laser beam after propagation upward through the same atmosphere, and the results were binned to a 32 3 32 raster, simulating a detector with 0.18-arcsec pixels. Note that this scale adequately samples the beam prof ile of 0.6 arcsec FWHM but significantly undersamples the diffraction limit of 0.01 arcsec. Finally (Fig. 1) , photon and read noise were added; we assumed 3-electron rms read noise for the detector.
In the spirit of this proof-of-principle demonstration, we developed an iterative phase diversity (PD) algorithm to derive the pupil-plane quantities from the focal-plane data, which we will describe elsewhere.
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The laser pulse, at the seeing limit of 0.5-1 arcsec, will easily be resolved. Our algorithm accordingly does not depend on the form of the illuminating object in deriving its estimate of the wave front. In an important departure from other implementations of object-independent PD that have been reported, 5, 12, 13 estimates of both the amplitude and phase of the electric vector in the pupil plane are derived. Finally, the algorithm also correctly accounts for the coarse sampling by the detector pixels.
As in all wave-front sensing schemes that use laser beacons, global tilt is not measurable. The phases that are input to the simulation therefore had tip and tilt explicitly removed. Because the laser pulse is not at a constant distance from the telescope, the cone angle def ined by returning rays becomes more acute with time. The accumulated phase error is therefore different from frame to frame. Nevertheless, the average wave-front distortion is recoverable with high fidelity, as shown in Fig. 2 . The uncorrected wave front in this realization has a rms distortion of 758 nm, ϳ25% worse than the expectation value for the modeled seeing. 14 After subtraction of the estimate recovered by the PD algorithm, the residual aberration is reduced to 101 nm rms, corresponding to a Strehl ratio of ϳ0.8 in the K band for a source at 20 km.
The result conf irms that a realistic solution exists. In the closed-loop case, for which each successive estimation is used as the starting point for the next cycle of the control loop, we have found that at most two iterations are needed for full convergence on the new solution. Nevertheless, although some progress has been made in real-time implementation of PD for atmospheric wave-front sensing, 12, 15 our algorithm in its present form is several orders of magnitude too slow to be practical. Other approaches are being explored.
Artificial neural networks have been successfully used in closed-loop phase-diverse systems that control small numbers of degrees of freedom. 6, 16 We are investigating whether these networks or wavelet networks can be trained to solve the larger problem. If so, with the hardware available now, the computation could be done in a fraction of a millisecond.
We are also investigating hybrid detectors that are similar in form to existing infrared arrays, which could record the movie frames. A VLSI circuit containing a 100-byte shift register behind each pixel could be bump bonded to a complementary metal-oxide semiconductor detector array to provide local storage. The registers would be read out after the movie had been recorded.
If a practical solution to these challenges can be found, the time-of-f light technique will likely have particular application to telescopes of 30 m or more. Such telescopes are currently being designed 17, 18 and will require AO with multiple laser beacons so the light returning to the telescope from all the beacons will completely sample the turbulent atmosphere traversed by starlight. In this case, the formalism of PD is readily extendable to solve for the three-dimensional structure of the phase perturbation. Such a tomographic solution will be essential to permit multiconjugate AO, 19 in which a number of AO elements applied to layers of strong turbulence will greatly extend the corrected field of view.
