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Consider the initial-boundary value problem for u, = Au-h” with I>O, 
0 <q < 1; the initial data are nonnegative and the boundary data vanish. It is well 
known that the solution becomes extinct in finite time r, i.e., u(x, t) becomes iden- 
tically zero for t > T, where T is some positive number. In this paper we study the 
profile of x --t u(x, t) as t + T. I> 1987 Academic Press. Inc 
1. THE MAIN RESULTS 
Let Q be a bounded domain in R”’ (N> 1) with C2.’ boundary. Consider 
the initial-boundary value problem 
au 
-= Au-h4 at for xESZ, t>O, (1.1) 
u(x, t) = 0 for xEasz,t>o, (1.2) 
4% 0) = $0) for XEQ; (1.3) 
here d(x) is a continuous nonnegative function in fi vanishing on XI, A is a 
positive constant, and 
O<q<l. (1.4) 
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Equation (1.1) models heat propagation in media with constant thermal 
conductivity and volumetric heat absorption coefficient A,( U) z Iuy ~ ’ 
[ 141. The behavior of the solution depends radically on whether q < 1 or 
q>l; ifu+O then &(u)-+oo ifq<l and ;l,(u)+Oifq>l. Whenq<l 
the Cauchy problem corresponding to (1.1) may exhibit temperature waues, 
i.e., solutions u(x, t) such that u > 0 if x E L2 +(t) and u = 0 if x $0, (t), 
where Q+(t) is a time dependent subdomain of RN; the boundary &2+(t) 
is called the inter-ace or the thermalfront (see [14] and [2, 51). 
A striking consequence of (1.4) is the fact that the solution of (1.1 )-( 1.3) 
disappears after a finite time, i.e., 
24(x, t) = 0 if t>T, (1.5) 
for some 0 < T,, < 00. This was noted in [ 111 (see also [S] ) by comparison 
with the explicit solution of (1.1) in lRNx (0, co), 
UT”(A t) = 
[A( 1 - q)( TO - t)] “(I ~- y) if t<T, 
0 if t>T,’ 
We denote by T the smallest TO such that (1.5) holds, and call T the 
extinction time. We also define the exinction set E, 
E = {x E 0; there exists a sequence {x, } c 52 
and {t,} c (0, T) such that x, -+x, t, -+ T 
asn+co,andu(x,,,r,)>Oforalln}; 
any point in E is called an extinction point. 
When q > 1 there is no exinction; this case is studied, for instance, in 
[3, 10, 131 and in the references given there. 
When ( 1.1) is replaced by 
au -=du+lup at (A>O,P> 1) 
a very different phenomenon occurs, namely, solutions may blow-up in 
finite time T*, 
sup U(X, t) + co if t + T* 
XER 
(cf. [7, 8, 9, 151). While extinction and blow-up are quite opposite facts, 
they are amenable to analysis by similar techniques. In particular we show 
here that some of the ideas in [7] can be adapted to yield information on 
the way solutions to (l.l)-( 1.3) behave as t + T. 
Before stating our main results we shall establish; 
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LEMMA 1.1. If (1.4) holds then there exists a unique nonnegative solution 
of (l.lb(1.3) with Dzu, D,u locally Holder continuous. 
Proof. Uniqueness follows by the maximum principle, since if u, v are 
two solutions then w E u - v satisfies 
wt--Aw+c(x, t)w=O 
with c(x, t) >/ 0 (although possible unbounded). To prove existence we con- 
sider for any small E > 0, the approximated problem 
$$ = Au, - nu,Y + ,W for XEQ, t>O, 
z&(x, t) = & if xkziX2, t>O, (1.6) 
a, 0) = cb(x) + E if xEQ, 
where E > 0. One can establish by step-by-step continuation on t that a 
global solution u, exists and satisfies 
6 <24,(x, t) d (max 4) + E. s7 
Using Schauder’s estimates and local barriers (cf. [6]) we can let E + 0 and 
obtain the required solution. 
Although the existence can also be proved without the above 
approximation, the approximations (1.6) will be useful later. 
In the sequel we use the notation 
Q+(t)= {x&;24(x, t)>O}. 
We now state the main results of the paper. We begin with the symmetric 
case, where 
D=B,= {xEW”, 1x1 <R}, (1.7) 
and assume that 
4 E C2(~dT 4 =4(r) (r= lxl), 
WI > 0, d’(r) < 0 for 0 < r < R, 4”(O) < 0, 
A~+/L@>O for some p > 0. 
(1.8) 
THEOREM 1.2. Zf (1.8) holds then the extinction set consists of the single 
point 0; further, 
[A(1 -q)(T-t)]““-q)<u(O, t)< [(A+p)(l -q)(T-t)ll’(‘-@, (1.9) 
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n+(t)~{rE[0,R);r6c,(T-t)“4}, (1.10) 
a+(t)1 (YE [O, R), r<c,(T- ?)I”} if z<t<T, (1.11) 
for some z E (0, T); here c, , c2 are positive constants depending on 1, p, q; c2 
also depends on z. 
Estimate (1.10) implies that the support Q + (t) of u( ., t) separates from 
the boundary as t + T; this is referred to as the onset of a cooling wave. 
The gap between (1.10) and (1.11) can be partially closed provided % is 
large or p is small. More precisely: 
THEOREM 1.3. Let (1.8) hold and set 
A a’=-. 
w + CL) 
(1.12) 
Then, for any 0 < a < a’, 
Q+(t)c(rE(0,R);r<C,(T-t)“4+z12), 
where C, is a constant. 
(1.13) 
Combining the method of proof of Theorem 1.3 with a recent result 
of A. Friedman, J. Friedman and B. McLeod (to appear) we can get a 
sharper description of 52 + (t): 
THEOREM 1.4. If ( 1.8) holds then, for any T E (0, T), 
O+(t)c{r~(O,R);r6C,(T-t)(“~)+~(~),t.<t<T, (1.14) 
where y(7) + $ if 7 -+ T; moreover, for any positive constant C, 
(T-t)““+‘u(x, t)+(l(l -q))“” y’ (1.15) 
uniformlyfor (xldC(T-t)“‘,t+T. 
When N= 1 and D = { -R < x < R}, we also consider the case where 
d(x) is non-symmetric and assume: 
hC2t--R RI, 
d 2 0, (1.16) 
4” + p$” 3 0 for some p > 0; 
further, 4 has at most two points of local maximum; more precisely, 
there exist -R < a, <a, d a, < R such that 
d’(x) 3 0 if -R<x<a, or a,<x<a,, (1.17) 
4’(x) d 0 if a,<x<a, or a,<x<R. 
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THEOREM 1.5. ZjN= 1 and (1.16), (1.17) hold, then the extinction set E 
consists of a most two points contained in { -R-C x < R}; if a, = a2 then E 
consisfs of a single point. 
Theorem 1.2 is proved in Section 2; Theorem 1.3 and 1.4 are proved in 
Section 3, and Theorem 1.5 is proved in Section 5. 
2. THE SYMMETRIC CASE 
In the symmetric case (1.1) reduces to 
N-l 
Uf=Ur,+- 2.4, - Auq. (2.1) r 
Differentiating the differential equation in (1.6) with respect to xi (for 
some 1 < i < N) we obtain an equation for &P/8xi. Applying to it the 
maximum principle in (B, n (xi > 0) ) x (0, a) we find that 
au”<0 
ax, ’ in (B,n(~~>O})x(O,co). 
Letting E -9 0 we get 
Set 
l&60. 
U(t) = max u( r, t). 
r 
By (2.3), U(t)=u(O, t). Hence 
U(t) = u,(O, t) = du(0, t) - IV. 
Since du(0, t) < 0, 
CJ,+UJq<O in (0, T). 
Integrating this relation and using U(T) = 0, we get 
U(t)>, [A(1 -q)(T- t)-y’(‘-“1. 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
LEMMA 2.1. There holds 
u,+(i+jL)uq)/o in Q.=BRx(O, T) (2.6) 
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and consequently, 
24(x, t)< [(A+/A)(l -q)(T-t)]““-C (2.7) 
Proof. Since (2.7) follows from (2.6) by integration, it remains to show 
that the function 
w= u, + (I + ,u) uy 
cannot take negative minimum in QT. Evidently W> 0 on the parabolic 
boundary of QT. Thus, if W takes negative minimum at (X, t) then 
(X, i) E Qr and u(X, t) > 0 (since u(X, t] = 0 implies u,(X, t) = 0). But then 
u E C3 in a neighborhood V of (X, t) and we easily compute that 
which is a contradiction to the maximum principle. 
Remark 2.1. The above proof is valid for a general domain 52. 
Remark 2.2. The assertion (1.9) follows from (2.5), (2.7). 
LEMMA 2.2. For some E > 0 there holds 
-uu,>fyu(1+y)/2 in QT. 
Proof Following [7] we consider the function 
J(r, t) = rNp’ d-, t) + c(r) F(u), 
and compute in {u>O} (using (2.1)) 
N-l 
J,-t- J, - J,, + 
N-l 
f’ - 2 N cF+ 
r r 
=(Ff’-F’f)+$(c’r-(N-1)c)FF’ 
N-l 
+ - c’ - C” 
> 
F- cF”(r’ -““‘w)‘, 
r 
(2.8) 
(2.9) 
where 
w=rNplu,, f( 24) = ItP. 
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Choosing C(T) = rN we get 
LJGJ,+N-l - J, - J,, + (f’(u) + 2F(u)) J 
r (2.10) 
= c(Ff’ - F’f) + 2cFF’ - cF”(r’ - Nw)2. 
We wish to prove that J < 0 in Q T if 
F(u) z&l +Y)i2, &>O 
and E is small enough. By (2.3) and our previous assumptions, .I<0 on 
the parabolic boundary of QT. Suppose that J takes a positive maximum 
at a point P E (X, t) in QT. Then P E QT and u(P) > 0, (w + cF)(P) > 0. 
Recalling that w 6 0, we get 
O>w> -cF at P. 
Hence 
w2 < c2F2 in a small neighborhood V of P. 
Since F” d 0 and u > 0 in V, we deduce from (2.10) that 
LJ< 1-q __ @‘,J34 ~ 1 )I2 
2 
-n+w +4) ---si:u”-~“‘+;(l+q)r’ <o 
1-q 1 
in V provided E is small enough. Since J takes negative minimum at P, this 
is a contradiction to the maximum principle. 
From Lemma 2.2 we get, by integration, 
&(I -4) 
u(l-. Y/2)((), t) - UC’ -42) ()., 2) 2 ~ r 2 
4 
in Q+(t). 
Hence, by (2.7) 
O<u(1-y)‘2(r, t)< [(A+p)(l -q)(T-t)]1/2-~r2 
in Q+(t), and (1.10) follows. 
LEMMA 2.3. For any 0 -CR’ CR 
-gU (1 #)I < C’ in Q;= (0, R’) x (0, 7’) 
where c’ is a constant depending on R’. 
(2.11) 
(2.12) 
(2.13) 
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Proof: Let 
where [ = c(r) is a smooth nonnegative function satisfying: [, 6 0 and 
i(r)= {A 
if O<r<R’ 
if R”cr<R 
for some R’ < R” <R. We shall estimate z by the Bernstein method, as in 
[ 1, 123. For simplicity we consider first the case where 
u is a smooth positive solution of (2.1) in QT z B, x (0, T). (2.14) 
Then 
1+4 -lv?+N-’ 41-s) -1 -u--u . v,=vrr+j-q- r r t- 2 (2.15) 
Differentiating this equations in r and multiplying by v,, we get 
l+q 1 
vrv,t=vrvrrr--~ v4+2!L!$v2v l-go r I-qu ’ r’ 
N-l v2+N-l -- - v v +A(1Lv2. 
r2 r r It-r 2 v2 r 
(2.16) 
On the parabolic boundary of QT we have z = 0 for t > 0, z < C for t = 0. 
Thus, it remains to consider the case where the maximum of z is attained at 
a point P = (rO, to) in QT. Since, clearly, r. > 0, we have 
z,>o, z, = 0, z,,<O at P; 
hence, at P, 
i2v,v,,, d -4K,v,v,, - i’$,- cr; + ii,,) 4. 
Multiplying (2.16) by c2 and using (2.17), we get, at P, 
l+ql 74 
-+-V, l-qv 
(2.17) 
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As [,<O, v, 60 we may drop the first term on the right-hand side; the 
third and fourth terms in the brackets may also be dropped. Hence 
(2.19) 
where c, C’ are constants depending on R’; this completes the proof of 
(2.13) in case (2.14) holds. 
To prove (2.13) in the general case, we use the approximation procedure 
of Lemma 1.1. The function v, = u, (i --Y)/~ satisfies (2.15) with an additional 
term on the right-hand side, namely 
41-q) EYu-(l+Yv(‘-Y) 
2 E 
We arrive at (2.16) with the additional term 
on the right-hand side. Since this term is negative, we may drop it and then 
arrive at (2.19) as before, i.e., c2(vE)f d C’. Letting E + 0, the proof is com- 
plete. 
Remark 2.3. From Lemmas 2.2, 2.3 we have 
a 
EY< -((u ar 
(I-4/29( <c in (0, R’) x (0, I”). 
In general (S), is unbounded if g < (1 - q)/2; in fact a counterexample is 
given by solution of the form u=A[(l -x)+]~‘(~-~); cf. [12]. 
From (2.13) we obtain, by integration, 
1-q U(’ -- 4W((), t) - UC’ - 4yr, f) < - 2 Cr. 
Using (2.5) we conclude that 
from which the assertion (1.11) follows. 
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3. PROOFS OF THEOREMS 1.3 AND 1.4. 
Consider the function 
J(r, f)=rN-’ u,(r, t)+c(r)(T-t)p”F(u) 
with the same c, F as before and with tl >O. Then again J60 on the 
parabolic boundary of QT. Further, by the same calculations as before we 
get, if J takes positive maximum at a point P, 
1-q L,J<--- 
2 
Er5,(34--l)/2(~-f)-~ 
2(1+4) l+q -E(T-t)-~U(‘-4)/*+- 
1-q 
2 E2r2(T- t) -2X 
in a neighborhood V of P, where 
N-l 
L,J-J,+- J,-J,,+(f’(u)+2F’(u)(T-t)-“)J. 
r 
Since Vc IJ,S2+(t), we have r*<C(T-t)“* (by (1.10)). Using also (2.7) 
we find that the expression in last brackets is equal to -A + Q(s) provided 
tl6 i. Therefore L, J < 0 provided 
CI(T-~)-‘U’-~<A+O(E). 
Using (2.7) we see that (3.1) holds if 
(3.1) 
1 
->2cX. 
A+P 
(3.2) 
We conclude that if (3.2) holds then L, J < 0 in V, which is a contradiction 
to the maximum principle. Hence J-e 0 in QT and thus 
--u,~&r(T-t)~“u(‘+y)‘2. (3.3) 
Using this inequality in the argument involving (2.11), (2.12) we find 
that 
(3.4) 
Thus, if (3.2) holds for some c( < $ then also (3.4) holds. This proves 
Theorem 1.3 in case a < a’, a < f. 
We next prove the theorem in case a < a’, + < ad + + $ by repeating the 
4lWl24.2-17 
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previous argument but using (3.4) with CI = f instead of (1.10). Similarly we 
can proceed with the case t + $ < a <d + Q + A, etc. 
Proof qf Theorem 1.4. Consider the function 
v(y,z)=(T-t)-““-Y’~(~,t), 
where 
t= -log 1 -; ,y=x(T-t)-1’2. 
( > 
Then 
au --=do+.Vu-iouf~ 
a7 l-q’ (3.5) 
Using the estimates (2.5), and (2.7), we can argue precisely as in Giga 
and Kohn [9] and deduce that for any sequence tj -+ cc such that r.i+, - 
r, -+ cc there is a subsequence (which we again denote by zj) such that 
uniformly in compact sets and v(y) is a stationary solution of (3.5); since v 
is a radial function, say v = V(Y), we get 
N-l r 
v” +- 
V 
=-U’+~UY-.---.. for Odr<co, (3.6) r 2 1-q 
v(O)=a, a E Ilao, a,], 
v’(0) = 0, 
u E c2qo, co], 
(3.7) 
(3.8) 
(3.9) 
where 
a,=(A(l-q))‘~‘l~y’, a,=((~+p)(l-q))‘~(l-Y). (3.10) 
By a recent results of Friedman, Friedman, and McLeod (to appear), if 
a > a,, then there is a point y, such that v(y) > 0 if 0 < y < y,, v( yO) = 0 and 
v’(y, - 0) < 0, which is a contradiction to (3.9). 
We conclude that a must be equal to a, and therefore v(y) = aO. As in 
[9], this implies the assertion (1.15); in particular, 
(T-~)~“(‘~Y)u(O,~)~(~(~-~))~~‘(‘~Y) as t+ T. (3.11) 
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Using (3.11) we can now apply the proof of Theorem 1.3 with p replaced 
by any small E > 0 provided t = 0 replaced by t = r with T - r sufficiently 
small; the assertion (1.14) then readily follows. 
4. THE ONE-DIMENSIONAL CASE 
Consider first the case where 
d’(x) 3 0 if -R<x<a, 
(4.1) 
d’(x) 6 0 if a<x<R. 
As in [7], by applying the maximum principle to (u,), we find that for 
every t>O, 
(u,),(x, t)>O if -R<x<s,(t), 
(UC), (4 f) < 0 if s,(t) < x < R 
for some s,(t) E ( - R, R); u,(s,( t), t) = max _ R < .~ < R u,(x, t). . -. 
Taking E + 0 we deduce that 
u.,(x, t) 3 0 if -R < x < s(t), 
u,(x, f)GO if s(t)<x<R 
(4.2) 
for some s(t) E (-R, R). By the analyticity of u(x, t) in x on Q+(t) it also 
follows that 
u,(x, t) > 0 if I,(t)<x<s(r), 
u,(x, t) < 0 if s(t)<x<l,(t), 
where Q+(t)= {I,(t)<x<r,(t)j; further, 
2 + s(t) is continuous for 0 < t < T. 
(4.3) 
(4.4) 
Set 
s ~ = lim inf s( t), s + = lim sup s(t). 
f-T f-T 
LEMMA 4.4. S+ CR and s- > -R. 
Proof Take any c( < R, LY near R, such that 1+5’(x) d 0 if 2c( - R < x < R, 
and consider the function 
w(x, t) = u(x, 2) - u(2ct - x, t) 
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in 
G,=((x,t);2a-R<x<a,O<t<T}. 
Then w 2 0 on the parabolic boundary of G,. 
Further, 
where 
w, - w,, + c(x, t) w = 0 in G,, (4.5) 
c(x, t) = 
i 
A[u(x, t)” - u(2a - x, t)“]/[u(x, t) - u(2a -x, t)] if w(x, t) #O 
0 if w(x, t) = 0; 
thus c>O (although possibly unbounded). By the maximum principle it 
then follows that w > 0 in G, and 
w,=2u,dO on X=CI. 
This holds also on x = CI’ for any a d a’ < R and therefore 
%(X, t) d 0 if cr<x<R,O<t<T; (4.6) 
consequently, s+ < a. 
LEMMA 4.2. Each point in the interval (s+, R) is not in the extinction set. 
Proof: If the assertion is not true then there exists a sequence of points 
(x,, t,) such that 
x,-+y,~(~+,Rh 
t, -+ T, u(x,, t,) > 0. 
Choose any y0 E (s+, y,). Then 
also 
Let 
(4.7) 
(4.8) 
(4.9) 
c(x) = sin f (x - yO), where y =y, -y, 
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and consider the function 
J= u, + c(x) F(u) in G= {y,<x<yl, t,,<t<T}, 
where F(U) = .s~(~+~)‘*, E > 0. Since c(yO) = c( rl) = 0, (4.9) implies that 
J(y,, t)<O,J(y,, t)<O for t,,, < t 6 T. 
If E is sufficiently small then (4.8) implies that 
J(x, l,J < 0 if y,<xXy,; 
note that E = ~(rz,,) can be taken to be a decreasing function of ylO. 
From (2.9) we have 
LJr J, - J,,r + (f’ + 2c’F’) J 
= c(Ff’-Ff) + 2cc’FF’-c”F- cF”w2, w = 24,. 
If J takes negative minimum at a point P in G then, as in Lemma 2.2, 
w2 < c2F2 in a neighborhood V of P. Consequently, 
LJ<E 1-q __ &34- 1)/2 
2 
E2(l+4)(.Z -A+ 2 
7T2 
+(l +q)cc’&uy+--@‘+4)‘2 
Note that 
UC] +4w = +‘3Y- I’D), *Y = @3Y ~ 1 )I*) 
as u + 0. Hence, if n, is chosen sufficiently large then LJ< 0 in V; this con- 
tradicts the maximum principle. 
We have thus proved that J < 0 in G, i.e., 
(u,( >&C(X) 26’ +y)‘* if yo<x<y,,t,,<t<T. 
Proceeding as in Section 2 (cf. (2.1 l), (2.12)) we can now deduce that 
there are not extinction points in y, <x < y, and, by (4.9), y, is also not an 
extinction point. This contradicts (4.7) and thus the lemma is proved. 
Similarly one proves that 
each point of ( -R, s ~ ) is not an extinction point. 
LEMMA 43 s+==s-. . . 
(4.10) 
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Proof Suppose s-- < s + and set 
y,=s- +&, y1=s+ +& 
for E > 0 and small. Then there exists a sequence t, t T such that s(t,) < y,. 
By Lemma 4.2, u( y,, t) = 0 is T- 6 < t < T for some small 6 (depending 
on E). Let 
and consider the function 
w(x, t) = 24(x, t) - u(2a - x, t) in G,= {c~<x<y,, t,<t<T) 
for some n large enough such that T- 6 < t,. Then u’ < 0 on the parabolic 
boundary of G,, and w satisfies (4.5) with c > 0. It follows that u’ 6 0 in G, 
and consequently s(t) 6 LX; thus s+ < CC, which means that s+ - sP 6 2~. 
This is a contradiction if E is small enough. 
The proof of Theorem 1.5 in case (4.1) now follows from Lemmas 4.14.3 
and (4.10). 
To prove the theorem in the case of two local maxima for d(x), we 
follow ideas used in [4] for a blow-up situation. We now have two curves 
of local maxima for x -+ u(x, t), 
x=s,(f), x = s*( t ) 
and one curve of absolute minimum x = a(t). We may assume that the 
s,(t)-curves are distinct for all 0 < t < T; then 
.y,(t) < o(t) < SZ(l) if O-ctcT. 
The arguments used for the case (4.1) show that 
s,* = lim s,(t) 
r-7- 
exist 
for i = 1, 2 and that there are not extinction points in ( -R, ST), s:, R). Set 
rs ~ = lizpf a(t), rr+ = lim sup a(t). 
r-T 
Then, by the previous arguments, there are not extinction points in the 
intervals (ST, 6) and (a+, ST). 
If s: <g- and CJ+ <s: then, for all t near T, 
4x, f)dmax(@,, t), u(J,, 1)) if 6 <~<a+, 
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where s”, = (~7 + a-)/2, S, = (ST + a+)/2. Hence the only possible extinction 
points are ST, s: . 
If (T- = g.+ then again, by the previous arguments, the only possible 
extinction points are s i+, sz* .
Thus it remains to consider the cases 
s:=cr- <CT+ > (4.11) 
CT <CT+ =s:. (4.12) 
LEMMA 4.4. Assume that (4.11) holds and set 
/?=a- +f(cT+ -a-), G;,,= {s:+E<x<~, t,<t<T}. 
Then for any E > 0 there exists t, such that 
4x3 f) < u(sl(t), t) lj- (x, t) E Gyo. (4.13) 
Proof For t, near T, 
U(ST-&, t)=O !f t,<t<T. (4.14) 
Suppose the lemma is not true, i.e., 
4x0, t,)>4s,(t,), t,) for some (x,, t,) E G;O. (4.15) 
Since x + u(x, t, ) is decreasing from x = s,( t) to x = g(t), it follows that 
x0> a(?,). But then x + u(x, t,) is increasing for x,, <x <x, where ,Y, = 
x()+(x()-(sf- E)) (observe that x, < s,(t,) if t, is near T). Since further 
0, fl)<4sl(fl), f,) for ST- E < x < s,(t, ), it follows that the function 
w(x, t) = u(x, t) - u(2x, - x, t) 
satisfies: w(x, t,)>O if x,<.xXx,. By (4.14) also w(x,, t)30 if t, <t< T. 
Hence, by the reflection argument, 
w>O in { x,<x<x,,t,<t<T} 
Consequently c(t) < x0, which is a contradiction (since g+ > x0). 
Having proved the lemma, we now choose t’ such that t, < t’ < T and 
a(f) > CT+ -E. We can then apply the reflection argument in the region 
G={s,(t)<x<a,t’<t<T}, 
where M=o- ++(o+ - ~ 0 ). Indeed, if t’ is sufficiently close to T then 
w(x, t) = u(x, t) - U(2GI -x, t) 
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is nonnegative on {x=s,(t), t’<t<T} (by Lemma4.4) as well as on t=t’ 
(since o(t’) > (if --E>CI if E is small enough). It follows that w>O in G 
and, consequently, a(t) > ~1, a contradiction to K < a. 
We have thus proved that (4.11) leads to a contradiciton. Similarly 
(4.12) cannot occur, and the proof of Theorem 1.5 is complete. 
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