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Shunting Inhibition Modulates Neuronal
Gain during Synaptic Excitation
ent systems (Barlow, 1961; Brenner et al., 2000; Fairhall
et al., 2001; Laughlin, 1981).
Although shunting (or silent) inhibition was originally
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thought to modulate gain, based on its well-understoodGower Street
effects on subthreshold voltage, more recent studiesLondon WC1E 6BT
have argued against inhibition as a cellular mechanismUnited Kingdom
for gain modulation. Reductions in input resistance dur-
ing inhibition, which have been demonstrated in mam-
malian cortex in vivo (Borg-Graham et al., 1998), are
Summary known to reduce the slope of the subthreshold voltage-
current relationship and attenuate excitatory synaptic
Neuronal gain control is important for processing in- potentials (Coombs et al., 1955; Fatt and Katz, 1953).
formation in the brain. Shunting inhibition is not These multiplicative subthreshold properties have been
thought to control gain since it shifts input-output rela- used in models of the visual system (Carandini and
tionships during tonic excitation rather than changing Heeger, 1994; Torre and Poggio, 1978) to explain supra-
their slope. Here we show that tonic inhibition reduces threshold in vivo observations, including direction selec-
the gain and shifts the offset of cerebellar granule cell tively to motion (Sillito, 1977; Wyatt and Daw, 1975) and
input-output relationships during frequency-depen- gain normalization (Albrecht and Hamilton, 1982; Bonds,
dent excitation with synaptic conductance waveforms. 1989). However, several studies have shown that in-
Shunting inhibition scales subthreshold voltage, in- creasing the input conductance by applying a fixed level
creasing the excitation frequency required to attain a of shunting conductance offsets the suprathreshold re-
particular firing rate. This reduces gain because fre- lationship between output firing frequency and input
quency-dependent increases in input variability, which current (f-I) (Berman et al., 1992; Brickley et al., 1996;
couple mean subthreshold voltage to firing rate, boost Chance et al., 2002; Granit et al., 1966). Moreover, a
voltage fluctuations during inhibition. Moreover, syn- recent modeling study has provided a theoretical frame-
aptic time course and the number of inputs also influ- work for shunting inhibition performing an additive oper-
ence gain changes by setting excitation variability. Our ation in both detailed and simplified models of cortical
results suggest that shunting inhibition can multiplica- neurons (Holt and Koch, 1997), a finding that is consis-
tively scale rate-coded information in neurons with tent with modeling of synaptic integration in granule
high-variability synaptic inputs. cells (Gabbiani et al., 1994) and motoneurons (Capaday,
2002). These studies suggest that tonic shunting inhibi-
tion does not modulate suprathreshold gain for tonic orIntroduction
sustained excitatory input.
In most of the studies that have investigated the ef-Establishing how neurons process information is funda-
fects of tonic shunting inhibition on the I-O relationship,mental to understanding computation in the brain. How-
excitation was applied as steps (tonic excitation) (Ber-ever, the mechanisms underlying this process, including
man et al., 1992; Brickley et al., 1996; Granit et al., 1966;the way in which excitatory and inhibitory synaptic po-
Holt and Koch, 1997). Unlike tonic excitation, synaptictentials combine to produce a firing rate, remain poorly
excitation fluctuates according to the temporal structureunderstood. Processing of rate-coded information by a
of the input train (Burns and Webb, 1976; Tomko and
neuron can be described in terms of the relationship
Crapper, 1974), the shape and amplitude variability of
between mean input and output firing rates. Changes
the unitary synaptic conductance, and the number of
in the slope (gain) and offset of such relationships repre- such inputs that are active. Fluctuations arising from
sent defined mathematical operations (Blomfield, 1974; background synaptic activity interact with action poten-
Koch, 1999; Torre and Poggio, 1978). Offsetting the in- tial (AP) threshold in a more complex manner than tonic
put-output (I-O) relationship (an additive operation) current steps by, for example, reducing mean level of
allows cells to subtract baseline levels of excitation from excitation required to reach AP threshold (Ho and Des-
a signal, whereas changing the gain of the I-O relation- texhe, 2000; Stacey and Durand, 2001). Modulation of
ship (a multiplicative operation) alters the sensitivity of the background noise arising from a controlled balance
a neuron to changes in the excitatory input rate. A mech- of excitation and inhibition has recently been shown to
anism that could change both the neuronal gain and modulate the gain of the f-I relationship in neocortical
offset could match the properties of the excitatory input pyramidal neurons (Chance et al., 2002). These results,
to the limited dynamic range of neuronal firing. Such together with a modeling study that showed limited gain
adaptive rescaling is important for processing variable changes with tonic current excitation during synaptic
input signals without loss of information in many differ- inhibition (Doiron et al., 2001; Hamann et al., 2002), sug-
gest that the use of realistic synaptic excitation rather
than tonic current or tonic conductance injections could*Correspondence: a.silver@ucl.ac.uk
be important for understanding the types of mathemati-1Present address: Department of Biochemistry, Weill Medical Col-
cal operations that shunting inhibition can carry out atlege of Cornell University, 1300 York Avenue, New York, New York
10021. the cellular level.
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We have used slice electrophysiology and computer to the right during inhibition (Figures 1B and 1C; 16 
3 Hz; p  0.004, n  5; equal to 144  27 pS meanmodeling to explore how shunting inhibition modulates
the relationship between output firing rate and input excitation).
Our finding that tonic inhibition can modulate the gainfrequency (f-F) in cerebellar granule cells during excita-
tion with random trains of experimentally measured syn- of f-F relationships during synaptic excitation differs
from those obtained using excitation with tonic currentaptic conductance waveforms. We establish that tonic
shunting inhibition reduces the gain of the f-F relation- steps in these (Brickley et al., 1996; Hamann et al., 2002)
and other cells (Berman et al., 1992; Connors et al.,ship and elucidate the underlying biophysical mecha-
nisms. Our results establish how shunting inhibition can 1988; Granit et al., 1966), where tonic inhibition shifted
the offset but did not change the slope of the f-I relation-perform multiplicative operations on firing rate during
physiological excitation and therefore acts as a cellular ship. We therefore investigated whether the gain
changes we observe arise from the use of conductancemechanism for gain control in cells with highly variable
synaptic inputs. rather than current injection, or from application of fre-
quency-dependent synaptic waveforms rather than
tonic excitation. Figure 2A shows a granule cell driven
by 1 nS tonic excitatory conductance. As with synapticResults
excitation, application of 1 nS tonic inhibition reduced
the frequency of spiking (Figure 2A). Fits of the relation-Tonic Inhibition Reduces the Slope and Shifts
the Offset of the Granule Cell Input-Output ship between output firing rate and tonic excitatory con-
ductance (f-G) with a logarithmic function (ExperimentalRelationship during Excitation with Synaptic
Conductance Waveforms Procedures) demonstrate that the gain was not altered
by tonic inhibition (Figures 2B and 2C; 8%  4%; p We investigated how shunting (or silent) inhibition mod-
ulates f-F relationships of cerebellar granule cells in 0.11, n  6), whereas the relationship was shifted to the
right (Figures 2B and 2C; 400 50 pS; p 0.003, n 6),acute slices at physiological temperature. Granule cells
are innervated by an average of four mossy fibers (Ec- an additive operation. An analogous shift was observed
with tonic current excitation (gain changed by 4% cles et al., 1967), which fire irregularly in vivo (van Kan
et al., 1993), and evoke predominantly AMPA receptor- 2%, p  0.17; offset changed from 11  4 pA to 35 
2 pA, p  0.01, n  4; data not shown) as previouslymediated EPSPs (70% of the peak) (D’Angelo et al.,
1995). Since it is difficult to activate multiple input fibers reported (Brickley et al., 1996; Hamann et al., 2002).
These results show that tonic inhibition modulates gran-independently, we injected Poisson trains of experimen-
tally derived AMPA synaptic conductance waveforms ule cell I-O relationships in different ways depending on
whether excitation is mediated by frequency-dependentthrough a somatic patch electrode using dynamic clamp
(Harsch and Robinson, 2000) (see Experimental Proce- synaptic conductances or tonic conductances.
dures). The granule cell is particularly suitable for this
purpose, as the soma and dendrites form a single electri- Modulation of Subthreshold Voltage Mediates
cal compartment (Silver et al., 1992), permitting conduc- Gain Control during Synaptic Excitation
tances injected at the soma to be integrated in a manner To investigate how inhibition performs different mathe-
similar to synaptic inputs on the dendrites. We refer to matical operations, we examined membrane charging
injection of random trains of transient synaptic conduc- during the different types of excitation. During tonic ex-
tance waveforms as “synaptic excitation” throughout. citation, the membrane depolarized smoothly and exhib-
In the first series of experiments, we examined how ited little variation in shape following an AP, and the
firing rate is modulated by inhibition at a level that falls time to reach threshold at any particular excitation level
in the midrange of that experienced by granule cells was invariant (Figure 3A). Application of tonic inhibition
(see Experimental Procedures). Shunting inhibition was increased the interspike interval (ISI), but had little effect
applied as a constant conductance (tonic inhibition) in on the variability of the charging curve (Figure 3A). In
order to directly address the issue of what mathematical contrast, membrane charging during random trains of
operations it performs on the f-F relationship. Figure 1A synaptic conductances was highly variable. Following a
shows firing in a granule cell driven by four 50 Hz random spike, the voltage followed an unpredictable time course
trains of synaptic conductance waveforms (Gexc), which that was determined by the random arrival of synaptic
mimicked four independent mossy fiber inputs. Applica- conductances until the voltage reached the spike
tion of 1 nS tonic shunting conductance reduced the threshold (Figure 3B). During shunting inhibition, the
frequency of spiking (Figure 1A). Linear fits to the f-F EPSP peak amplitude was reduced and the decay time
relationships revealed that their slope (gain) was re- constant was faster (Figure 3B, inset), reducing temporal
duced by tonic inhibition (Figures 1B and 1C; 44%  summation. This increased the mean ISI at each input
6% reduction; p  0.002, n  5 cells), a multiplicative frequency, as for the tonic case, but also increased the
operation. We define changes in neuronal gain for this coefficient of variation (CV) of the ISI distribution (Figure
and later nonlinear cases as the change in slope of 3C). These observations suggest that when spike gener-
the f-F relationship over a range of output-firing rates. ation is determined by fluctuations in the excitation,
Defining gain in relation to the y axis represents a physio- shunting inhibition reduces neuronal gain. In the follow-
logically relevant measure and allows multiplicative ing sections, we investigate the mechanisms underlying
scaling of firing rate to be isolated from additive x axis gain modulation by tonic inhibition.
offsets. In this case the offset, which was measured Since Ohm’s law predicts that shunting conductances
reduce the slope of the relationship between the sub-from the x-intercept of the f-F relationship, was shifted
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Figure 1. Tonic Inhibition Modulates the Gain of Granule Cell Input-Output Relationships during Frequency-Dependent Synaptic Excitation
(A) EPSP summation and spiking recorded from a cerebellar granule cell in acute slice during injection of four independent 50 Hz Poisson
trains of transient excitatory synaptic conductance (Gexc), for control conditions and during 1 nS tonic, shunting inhibition.
(B) Output firing frequency-input frequency relationships for synaptic excitation for control (closed circles) and during 1 nS inhibition (open
circles) fit with linear function.
(C) Summary plot of gain (upper panel) and offset (lower panel) for control and with inhibition. Data for individual cells are presented with
open symbols, with the means shown as closed circles (n  5).
threshold voltage and excitatory current, we first exam- who showed that the mean voltage in the presence of
spiking was relatively independent of the level of tonicined whether modulation of the mean voltage in the
presence of spiking might underlie suprathreshold gain excitation for an integrate-and-fire (I&F) model. As might
be expected for a system with a discrete voltage thresh-changes. Analysis of the mean voltage between spikes
during tonic excitation shows that the mean voltage was old, the relationship between mean voltage and firing
rate was a highly nonlinear step-like function, which wasnot dependent on excitation in granule cells (Figure 3D,
filled triangles; n  6). Moreover, during tonic inhibition offset slightly during inhibition (Figure 3E).
Unlike tonic excitation, the mean voltage betweenthe mean voltage and thus the mean current through
the inhibitory conductance were also not dependent spikes exhibited a strong dependence on excitation dur-
ing frequency-dependent synaptic excitation (Figure 3F,on excitation (Figure 3D, open triangles). This contrasts
with the subthreshold case where mean voltage (Figure filled circles; n  5). During inhibition, the relationship
between mean voltage between spikes and excitation3D, crosses) and inhibitory current (Figure 3D, inset)
were strongly dependent on excitation. These results rate was reduced as for the subthreshold case. This
produced a current through the inhibitory conductanceare consistent with the findings of Holt and Koch (1997),
Figure 2. Tonic Inhibition Offsets Granule Cell Input-Output Relationships during Tonic Excitation
(A) Spiking in a cerebellar granule cell evoked by injection of a step of 1 nS tonic excitatory conductance (Gexc) for control and with 1 nS of
tonic inhibition.
(B) Output firing frequency as a function of tonic excitatory conductance amplitude for control (closed circles) and with 1 nS inhibition (open
circles), fit with Equations (1) and (2), respectively.
(C) Summary plot of gain (upper panel) and offset (lower panel) of control and inhibited curves. Data for individual cells are presented with
open symbols, with their means shown as closed circles (n  6).
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Figure 3. Multiplicative Scaling of Subthreshold Voltage by Inhibition Underlies Suprathreshold Gain Modulation during Frequency-Dependent
Synaptic Excitation
(A) Charging of membrane to threshold following spike for 1.2 nS tonic excitation for (Ai) control and (Aii) during 1 nS inhibition.
(B) Charging of membrane to threshold during excitation with a random train of excitatory conductances at 100 Hz for (Bi) control and (Bii)
during 1 nS inhibition. Inset: EPSP waveform under control conditions and in the presence of 1 nS tonic inhibition.
(C) Interspike interval (ISI) probability (P) distributions at 100 Hz excitation for control and during 1 nS inhibition. The coefficient of variation
increased 46%  16% (n  5, p  0.04).
(D) Mean membrane potential between spikes for control conditions (Con; closed triangles) and during 1 nS inhibition for subthreshold stimuli
() and between spikes (Inh; open triangles) for tonic excitation. Inset shows mean current passed by inhibitory conductance (Iinh) for
subthreshold stimuli () and between spikes (open triangles).
(E) Plots of mean firing rate against mean voltage between spikes for tonic excitation.
(F) Mean membrane potential for control conditions (Con; closed circles) and during 1 nS inhibition (Inh; open circles) of synaptic excitation.
Asterisk and crosses indicate subthreshold data for control condition and during inhibition, respectively. Sigmoid functions fit to mean Vm in
main graph and Iinh data in inset. The dashed line highlights the transition between subthreshold measurements and those during spiking.
Inset shows mean current passed by inhibitory conductance (Iinh) for subthreshold stimuli () and between spikes (open circles).
(G) Plots of mean firing rate against mean voltage between spikes for synaptic excitation. Solid lines show power function fits.
Scale: 3mV and 10 ms ([B], inset); 0–30 pA and 0–2 nS ([D], inset); 0–15 pA and 0–100 Hz ([F], inset).
that continued to increase with excitation up to 100 Hz age fluctuations. But what conditions are necessary for
such inhibition-mediated gain modulation?(Figure 3F, inset). Moreover, in contrast to tonic excita-
tion, the relationship between mean voltage and firing
rate was monotonic and could be fit with a power func-
tion (Figure 3G). This characteristic of neuronal firing Voltage-Gated Channels Are Not Necessary
for Gain Changes during Tonic Inhibitionhas recently been described for neurons (Anderson et
al., 2000) and neuronal models (Hansel and van Vrees- Sodium channels have been shown to be important in
modulating gain during visual processing in locust andwijk, 2002; Miller and Troyer, 2002) in visual cortex and
for neurons in locust (Gabbiani et al., 2002). Moreover, are likely to influence the relationship between mean
voltage and firing rate (Gabbiani et al., 2002). We there-Anderson et al. (2000) demonstrated that voltage noise
underlies this graded relationship between mean volt- fore examined whether membrane excitability changed
during inhibition by examining the threshold voltage forage and suprathreshold firing. In the presence of tonic
inhibition, the monotonic nature of the relationship was AP generation. The voltage threshold, which we esti-
mated from the peak amplitude of the largest EPSP thatmaintained in granule cells, but the firing rate at more
depolarized potentials was reduced (Figure 3G). These did not produce an AP, was unaltered during inhibition
(threshold was 49.5mV  2.1mV for control andobservations suggest that gain changes occur during
synaptic excitation because inhibition-mediated scaling 50.3mV  1.6mV for inhibition; p  0.3, n  5). This
observation rules out the possibility that changes in theof subthreshold voltage is coupled to firing rate by volt-
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Figure 4. Voltage-Gated Conductances Are
Not Required for Tonic Inhibition-Mediated
Gain and Offset Changes
(A) Mean spiking rate in an I&F model as a
function of tonic excitatory conductance am-
plitude for control (closed circles, numerically
integrated solution; thick line, analytical solu-
tion) and with 1 nS inhibition (open circles,
numerically integrated solution; thin line, ana-
lytical solution).
(B) Dependence of inhibition-mediated (1 nS)
gain increases of relationships between out-
put frequency and excitatory conductance as
a function of the standard deviation of back-
ground Gaussian current noise (after filtering
to 2 KHz). The slope of the relationships was
determined using linear fits between 25 and
125 Hz output frequency. Inset: expanded
view of data showing reduction in gain.
(C) Output firing frequency-input frequency
relationships of an I&F model with the same
inputs as used for granule cells in slice, for
control and various levels of tonic inhibition.
(D) Summary of mean gain (closed circles)
and offset (open circles) of the I&F model as
a function of tonic inhibitory conductance.
The slope of the relationship was determined
between 10 and 110 Hz output frequency.
(E) Mean membrane potential measured be-
tween spikes (see Experimental Procedures)
against excitation rate under the same condi-
tions as (C).
(F) Plots of mean firing rate against mean volt-
age between spikes.
mean voltage threshold underlie the inhibition-mediated (Figure 4B), accounting for at least part of the difference
in behavior of the I&F model and the granule cell. At highgain changes.
To examine whether voltage-gated channels are nec- levels of background noise, the gain of f-G relationships
was reduced by inhibition (Figure 4B, inset). Similaressary for gain modulation in granule cells and to further
investigate the underlying mechanisms, we constructed effects were observed during tonic inhibition for f-I rela-
tionships, when current noise was added (data nota simple conductance-based integrate-and-fire (I&F)
model that lacked voltage gated conductances (see Ex- shown). These results demonstrate that application of
a tonic inhibitory conductance can reduce neuronal gainperimental Procedures). The shape of the control f-G
relationship for the I&F model (Figure 4A) was similar to when the excitatory input variability is fixed at a high
level.that for the granule cell (Figure 2B). However, the model
exhibited an increase in gain during tonic inhibition We then investigated whether gain changes occurred
in the I&F model during frequency-dependent synapticrather than a shift as observed in granule cells. The
analytical solution for the firing rate of the I&F with tonic excitation. Figure 4C shows the f-F relationship of an
I&F model with the similar synaptic excitation trains asinputs (see Experimental Procedures) shows that
speeding of the membrane time constant, due to the applied to granule cells in slice (Figure 1). The mean
slope of the f-F relationship was reduced, and the offsetapplied inhibitory conductance and the higher excitatory
conductance levels required for firing, underlies this increased with tonic inhibitory conductance as for real
cells (Figures 4C and 4D; average slope measured fromincrease in gain. The largest changes occurred near
threshold, with the slopes converging as the firing rate linear fits between 10–110 Hz output firing rate). How-
ever, the shape of the model f-F relationship was lessincreased (Figure 4A). This raises the question of why
inhibition does not increase the gain of granule cells linear than the f-F relationships observed in granule cells
(Figure 4C; cf. Figure 1B). The reduction in gain duringduring tonic excitation. One possibility is that spontane-
ous membrane noise in granule cells may affect the inhibition was associated with a reduction in the slope of
the relationship between mean voltage between spikesresponse characteristics. To test this we added fixed
levels of current noise with Gaussian statistics to the and excitation rate (Figure 4E), as for granule cells (Fig-
ure 3F). Moreover, the graded coupling of the relation-tonic excitatory conductance. The presence of current
noise at low levels reduced the gain under control condi- ship between the mean voltage between spikes and
output frequency was also maintained by inhibition, al-tions (data not shown) and attenuated the increase in
gain of the f-G relationship during 1 nS tonic inhibition beit shifted to more depolarized potentials (Figure 4F).
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Figure 5. Inhibition-Mediated Gain Reductions Require a Fluctuating Input with a Variance that Increases with Conductance
(A) Excitatory conductance trains with matched variance for control and during 1 nS inhibition used for the I&F model. The control synaptic
train (Con) was summated with a conductance step to produce a train that generated the same output firing rate (58 Hz) during 1 nS tonic
inhibition (Inh).
(B) Mean firing rate as a function of mean excitatory conductance for control synaptic excitation (equivalent to Figure 4C) and for variance
matched excitation during 1 nS tonic inhibition. Arrow indicates offset produced by tonic inhibition for excitatory trains illustrated in (A).
(C) Relationship between mean Vm and excitatory conductance (Ci) and the coupling between mean Vm and firing rate (Cii) for control and
during 1 nS tonic inhibition.
(D) Two examples of excitation trains with different variances but fixed frequency, produced by scaling a 50 Hz synaptic conductance train
to produce mean conductances of 250 and 500 pS.
(E) Mean firing rate of the I&F model as a function of mean excitatory conductance for control and during 1 nS tonic inhibition for variable
variance excitation.
(F) Summary of mean gain (Fi) and offset (Fii) as a function of tonic inhibitory conductance. The slope of the relationship was determined
between 10 and 110 Hz output frequency.
These data show that, although voltage-gated channels duced by tonic inhibition and the increased excitatory
may influence the shape of f-F relationships, modulation conductance produced a pure shift in the relationship
of neuronal gain by inhibition can arise from an interac- between mean excitatory conductance and firing rate,
tion between passive subthreshold properties and a and the gain remained unchanged (Figure 5B). The mean
fixed voltage threshold during synaptic excitation. voltage between spikes increased initially with excita-
tion but saturated at higher levels under control condi-
tions (Figure 5Ci). During tonic inhibition, the mean volt-Frequency-Dependent Excitation Permits
age changed little with excitation (Figure 5Ci), and theInhibition-Mediated Reductions in Gain
coupling between mean voltage and firing rate becameReductions in gain during tonic inhibition were only ob-
steeper and was shifted to the right (Figure 5Cii). Theseserved with fixed variability inputs when the input vari-
results show that when input variability is matched, theance was large (Figure 4A). Since the input variability
mean subthreshold voltage becomes independent ofarising from frequency-dependent synaptic conduc-
excitation and the graded coupling between mean volt-tances was generally lower than this (SD 25 pA at 100
age and firing rate is lost.Hz), we examined whether tonic inhibition could reduce
The simulations above show that the increases in exci-the gain of f-F relationships when the variability arising
tation frequency required to attain a similar output firing-from synaptic excitation was fixed. We tested this by
rate during inhibition are required for gain changes. Butapplying tonic inhibition during frequency-dependent
is it the increase in the frequency of synaptic conduc-excitation using an excitation protocol where the vari-
tances, or is it the associated increase in input varianceability at each output frequency during inhibition was
with frequency (Campbell’s theorem, see Experimentalmatched to the control level. The variance of the excita-
Procedures), that is important for the multiplicative be-tion was matched by summing the excitation trains that
havior during tonic inhibition? To distinguish betweengenerated each point on the control f-F relationship with
these two possibilities, we examined the effects of tonican excitatory conductance step, which generated a fir-
inhibition on scaled fixed-frequency synaptic conduc-ing rate during inhibition equal to the control condition
(Figure 5A). Under these conditions, the shunt intro- tance trains. Increasing excitation by scaling 50 Hz syn-
Shunting Inhibition Modulates Neuronal Gain
439
aptic conductance trains increased the variance of the relationship increased (  1–100 ms; Figures 6B and
6C). These data also show that the ability of tonic inhibi-excitatory input without altering frequency (Figure 5D).
Application of tonic inhibition reduced the gain and tion to reduce neuronal gain depends on the time course
of the excitatory synaptic conductance.shifted the offset of the relationship between output
frequency and mean conductance for fixed frequency We investigated whether the effects of varying synap-
tic time course depended on the speeding of the EPSPexcitatory inputs (Figures 5E and 5F). These results sug-
gest that increases in input variability are required for decay during inhibition. As the synaptic conductance
became slower, speeding of the EPSP decay becamegain modulation, as previously reported (Chance et al.,
2002), because they counter the reduction in voltage less pronounced and amplitude scaling more prominent
during inhibition because the EPSP decay was deter-fluctuations during membrane shunting by the tonic in-
hibitory conductance and the higher level of excitation. mined mainly by the conductance time course rather
than the membrane time constant. However, controlThis maintains a graded coupling between mean sub-
threshold voltage and firing rate. Under these condi- simulations show that the gain was increased when the
time constant of a fixed amplitude excitatory waveformtions, multiplicative scaling of the subthreshold voltage
produces multiplicative scaling of firing rate, and thus was slowed and when the amplitude of a fixed waveform
was increased (data not shown). These data suggesta change in neuronal gain. Our results suggest that gain
changes mediated by tonic inhibition require an excit- that the reduction of gain changes during slower synap-
tic conductances cannot be explained by a lack of sensi-atory input with a variance that increases with excitation,
as exhibited by rate-coded synaptic input. tivity of the EPSP decay to inhibition and are consistent
with the excitation variability being a key factor for gain
modulation.Properties of the Synaptic Conductance Waveform
Determine the Magnitude of Neuronal
Gain Changes Number of Active Inputs Determines
the Magnitude of Gain ChangesThe experiments and modeling above suggest that the
absolute variability and frequency dependence of exci- The number of inputs is an important determinant of the
variability of the excitation train (Campbell’s theorem;tation variability are important for neuronal gain reduc-
tions during inhibition. We therefore examined how Experimental Procedures). Since granule cells have few
excitatory inputs, we examined whether tonic inhibitionphysiological determinants of input variability affect gain
modulation. We did this by altering the time course of the modulates neuronal gain in cells with a larger number
of inputs by varying the number of excitatory inputs insynaptic conductance, while normalizing for the mean
conductance (see Experimental Procedures). Normal- our model. The number of excitatory inputs was raised
from 4 to 100, while scaling the individual conductancesization was necessary to prevent saturation of firing rate
by slower time course trains. Contrasting examples of to keep the mean conductance constant. This reduced
the variance and increased the tonic component of thesynaptic conductance trains for two different decay time
courses are illustrated in Figure 6A. Conductance trains excitatory train (Figure 7A). As the number of inputs was
increased, the ability of 1 nS tonic inhibition to reduceconstructed from rapidly decaying events had large tem-
poral fluctuations, while those constructed from slowly the gain of the f-F relationships was decreased, while
the inhibition-induced offset shift increased (Figure 7B).decaying events had small fluctuations and a significant
tonic component, as predicted from Campbell’s theo- These data show that the ability of tonic inhibition to
reduce neuronal gain depends on the number of activerem (Experimental Procedures). Slowing the decay time
constant reduced the ability of inhibition to reduce the excitatory inputs, which set the level of fluctuations in
the excitation train.gain of the f-F relationship, while its ability to offset the
Figure 6. The Decay Time Constant of Synap-
tic Waveforms Determines Inhibition-Mediated
Gain Changes
(A) Poisson trains of excitatory synaptic con-
ductances (50 Hz) with different single expo-
nential decay time constants. The peak am-
plitude of the synaptic waveform was scaled
so that each decay time course had the same
time averaged conductance at each input fre-
quency.
(B) Output firing frequency-input frequency
relationships for an I&F model driven by excit-
atory synaptic waveforms with time con-
stants of 5 ms (Bi) and 100 ms (Bii) for control
(thick line) and with 1 nS tonic inhibition (thin
line).
(C) Summary plots of gain reduction (closed
circles) and offset change (open circles) in-
duced by 1 nS inhibition as a function of the
conductance decay time constant. The slope
of the relationship was determined between
10 and 110 Hz output frequency.
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voltage between spikes on excitation (Figure 8C). More-
over, the relationship between mean voltage and firing
was shifted less by phasic than tonic inhibition (Figure
8D), presumably because synaptic inhibition adds input
fluctuations. These results, together with our previous
findings, suggest that fluctuations in membrane voltage
contributed by both excitation and inhibition contribute
to the gain changes that occur during shunting inhi-
bition.
Discussion
Our results demonstrate that shunting inhibition can
modulate the gain and offset of the relationship between
output firing rate and input frequency in granule cells
when excitation and/or inhibition are mediated by time-
dependent synaptic input. We show that gain changes
arise because inhibition-mediated scaling of the mean
subthreshold voltage is coupled to spike rate by voltage
fluctuations arising from frequency-dependent synaptic
input. The synaptic time course and the number of inputs
influence changes in gain and offset during tonic inhibi-
tion by setting the variance of the excitatory input. Our
findings suggest that shunting inhibition can act as a
cellular mechanism for gain control in cells with high-
variability synaptic input.
Figure 7. The Number of Active Excitatory Inputs Determines Inhibi-
tion-Mediated Gain Changes Voltage Fluctuations Arising from Frequency-
(A) Poisson trains of excitatory synaptic conductances (50 Hz) with Dependent Excitation Permit Tonic
different numbers of excitatory inputs. The peak amplitude of the Inhibition-Mediated Gain Reductions
granule cell synaptic waveform was scaled so that the different Our results show that tonic shunting inhibition shifts the
numbers of inputs had the same time-averaged conductance at
granule cell f-G relationship in a subtractive manner ineach input frequency.
the absence of any temporal variability in the excitatory(B) Summary plots of gain reduction (closed circles) and offset
conductance. This result is consistent with previouschange (open circles) induced by 1 nS inhibition as a function of
the number of active excitatory inputs. The slope of the relationship studies, which have shown that shunting conductances
was determined between 10 and 110 Hz output frequency. have a subtractive effect on the f-I relationship of cells
(Berman et al., 1992; Brickley et al., 1996; Granit et al.,
1966). Inhibition offsets the granule cell f-G relationship
because the mean voltage between spikes and thus theSynaptic Inhibition Is More Effective at Reducing
Neuronal Gain than Tonic Inhibition current through the shunting conductance is relatively
independent of tonic excitatory conductance (Holt andAlthough a tonic inhibitory conductance is present in
granule cells (Brickley et al., 1996; Hamann et al., 2002; Koch, 1997). Our findings suggest that at least two
mechanisms underlie this shift in the f-G relationship.Kaneda et al., 1995; Mitchell and Silver, 2000b; Puia et
al., 1994; Wall and Usowicz, 1997), phasic inhibition via During tonic inhibition, speeding of the membrane time
constant increases neuronal gain, while fixed levels oftransient synaptic input is also present (Brickley et al.,
1996; Hamann et al., 2002; Kaneda et al., 1995; Mitchell background noise reduce neuronal gain by scaling of
the mean voltage between spikes. As the level of fixedand Silver, 2000b; Puia et al., 1994; Wall and Usowicz,
1997) and is more common in other neurons. We there- noise increases to higher levels, reductions in gain out-
weigh the increase in gain arising from changes in thefore examined whether inhibition mediated by random
trains of experimentally derived synaptic conductance membrane time constant, producing a net reduction in
neuronal gain during tonic inhibition. The absolute levelwaveforms (here referred to as “synaptic inhibition”)
could also modulate neuronal gain. Synaptic inhibition of input variability is therefore an important determinant
of inhibition-mediated gain changes.reduced the gain of the f-G relationship in the model
with little change in the offset (Figure 8A). The gain of Our simulations show that when input variability dur-
ing tonic inhibition is matched to control, the levels ofthe f-F relationship was also reduced as the mean fre-
quency of synaptic inhibition was increased (Figure 8B). variance arising from granule cell excitatory synaptic
inputs are not sufficient to a support gain change, pro-Furthermore, application of synaptic inhibition at 25 Hz
reduced the neuronal gain between 10 and 110 Hz out- ducing only a shift in the f-F relationship. This raises the
question of how inhibition-mediated gain changes ariseput firing to a greater degree and shifted the offset less
than a comparable level of tonic inhibition (1 nS; 49% for physiologically relevant rate-coded inputs. During
frequency-dependent excitation, the frequency requiredversus 37% and 9.7 Hz versus 24.5 Hz, respectively;
Figure 8B). This occurs because the synaptic inhibition to attain a particular firing rate increases during inhibi-
tion. The associated increase in input variance (Camp-is more effective at reducing the dependence of mean
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Figure 8. Random Trains of Synaptic Inhibi-
tion Produce Larger Gain Changes and
Smaller Offset Shifts than Tonic Inhibition
(A) Output firing frequency-conductance rela-
tionship for an I&F model driven by tonic exci-
tation for control conditions (thickest line),
with 1 nS tonic inhibition (1nS; thinnest line),
and inhibition mediated by Poisson trains of
synaptic conductance waveforms (synaptic
inhibition) applied at 25, 50, and 75 Hz. Mean
conductance during 25 Hz inhibition was 1 nS.
(B) Output firing frequency-input frequency
relationships for an I&F model driven by syn-
aptic excitation for control conditions (thick-
est line), with 1 nS tonic inhibition (1nS; thin-
nest line), and synaptic inhibition at 25, 50,
and 75 Hz.
(C) Mean membrane potential between spikes
during synaptic excitation for the same inhibi-
tion conditions as (B).
(D) Plots of mean firing rate against mean
voltage between spikes for the same inhibi-
tion conditions as (B).
bell’s theorem; see Experimental Procedures) boosts changes, such as those arising from tonic inhibition and
neuromodulation (McCormick, 1992; Rekling et al.,voltage fluctuations during the inhibitory shunt, main-
2000), are likely to be widespread. Simulations suggesttaining the coupling between subthreshold voltage and
that these mechanisms also include slow hyperpolariz-firing rate. Under these conditions, multiplicative scaling
ing inhibition mediated by potassium conductances,of subthreshold voltage by tonic inhibition produces
such as those activated by metabotropic receptors,multiplicative scaling of firing rate. The conclusion that
which can modulate neuronal gain in the presence ofshunting conductances do not reduce the gain of f-I
synaptic input, with a more pronounced shift in the f-Frelationships (Chance et al., 2002; Holt and Koch, 1997)
relationship (reversal potential 90mV; data not shown)is therefore not applicable for high-variability fixed fre-
than a purely shunting conductance.quency excitation or for f-F relationships when excita-
tion is mediated by high-variability synaptic inputs.
Gain Modulation by Synaptic Inhibition
Our results show that inhibition mediated by transientPhysiological Implications of Gain Modulation
synaptic conductances is more effective at changingby Tonic Inhibitory Conductance
neuronal gain than that mediated by a tonic conduc-Our findings suggest that relatively high input variability,
tance. This occurs because synaptic inhibition intro-such as that arising from mossy fiber input, is required
duces additional input variability, producing a more ef-for tonic inhibition-mediated gain reductions during fre-
fective scaling of the mean voltage between spikes andquency-dependent excitation. An increase in the gain
maintenance of the coupling of mean voltage to output
of the granule cell f-F relationship was recently observed
firing during inhibition. A recent modeling study showed
when 6-containing GABA receptors were blocked by that inhibition mediated by 250 synaptic inputs only
furosemide (Hamann et al., 2002). However, it is unclear modulated the gain of f-I relationships over a limited
what proportion of the gain change arose from a change range (Doiron et al., 2001), consistent with our findings
in a fixed level of tonic inhibition, as demonstrated here, that high input variability in the excitatory and/or inhibi-
and what proportion arose from a change in the strength tory input is required for robust gain changes. Inhibitory
of the coupling of inhibition to excitation, since excit- inputs are often located close to the soma and can be
atory and inhibitory synaptic inputs were stimulated syn- synchronized (Cobb et al., 1995; Miles et al., 1996), which
chronously. Gain modulation by tonic inhibition is likely enhances their variability, promoting gain modulation
to be important for cells types that have few active inputs with low-variability excitatory inputs. Gain modulation
with rapid kinetics since they have high input variability. mediated by simply changing the mean rate of synaptic
These include inhibitory interneurons (Carter and Re- inhibitory input is therefore likely to be widespread in
gehr, 2002; Geiger et al., 1997), input layer cells to cere- the CNS, as many cells possess large inhibitory synaptic
bellum and cerebral cortex (Silver et al., 1992; Stratford currents.
et al., 1996), and relay neurons in the auditory brain
stem (Forsythe and Barnes-Davies, 1993; Isaacson and Gain Modulation by Balanced Excitatory
Walmsley, 1996; Zhang and Trussell, 1994). Since cells and Inhibitory Synaptic Conductances
with these properties occur throughout the brain, modu- Reductions in the gain of the f-I relationship have also
been reported recently in neocortical cells when thelation of neuronal gain via slow time course conductance
Neuron
442
noise was increased by changing the rate of background perature, which found tonic inhibition had a subtractive
effect on firing rate (Gabbiani et al., 1994). The insertionsynaptic activity, arising from hundreds of simulated
excitatory and inhibitory synapses (Chance et al., 2002). of AMPA receptors during long-term potentiation in-
creases the ratio of fast AMPA to slow NMDA receptorPrecisely balanced excitatory and inhibitory back-
ground input was necessary to achieve the levels of components (Isaac et al., 1995; Liao et al., 1995). The
resulting increase in amplitude of the synaptic conduc-voltage noise required for gain modulation in cells with
numerous active inputs (Chance et al., 2002) without tance would therefore be expected to increase the initial
gain of the f-F relationship, while both the increasedoverwhelming the cell with excitatory input current
(Shadlen and Newsome, 1998). However, fluctuations in amplitude and faster decay will increase the variability
of input trains, enhancing inhibition-mediated gainthe excitatory signal, which are essential for gain modu-
lation by tonic conductances, had no detectable effect changes. Spillover of glutamate from neighboring re-
lease sites contributes a slow component to the decayon the gain changes because they were small compared
to the background synaptic noise (Chance et al., 2002). of the AMPA receptor EPSC at several connections,
including the mossy fiber-granule cell synapse (includedGain modulation in these cells may therefore depend
on how effectively the network architecture can deliver in our synaptic waveform) (DiGregorio et al., 2002; Men-
nerick and Zorumski, 1995; Otis et al., 1996; Silver etfinely balanced excitation and inhibition. This arrange-
ment is likely to occur in the cortex (Shadlen and New- al., 1996; Trussell et al., 1993). When release probability
is lowered, the spillover component is preferentially re-some, 1998), where such gain modulation may underlie
contrast invariance of orientation tuning (Hansel and van duced, causing a speeding of the EPSC waveform, en-
hancing excitation variability and thus inhibition-medi-Vreeswijk, 2002). Our findings that high levels of current
noise reduce gain and that frequency-dependent in- ated gain changes. Inhibition-mediated gain changes
will also be influenced by amplitude fluctuations arisingcreases in input variability permit tonic inhibition-medi-
ated gain reduction are consistent with the findings of from the stochastic release of transmitter. Gain changes
will therefore be dependent on release probability, whichChance et al. (2002). Moreover, the underlying biophysi-
cal mechanisms involved in inhibition-mediated and can be modulated by long-term potentiation (Maffei et
al., 2002), short-term depression, and presynaptic mod-background noise-mediated gain modulation are likely
to be similar: an increase in conductance, which modu- ulation (Mitchell and Silver, 2000a) at the mossy fiber to
granule cell synapse.lates the subthreshold voltage during inhibition, and an
increase in input variability, which maintains the cou-
pling between subthreshold voltage and neuronal firing. Presynaptic Modulation of Inhibition-Mediated
Gain ChangesOur study extends the results of Chance et al. (2002)
by showing that gain modulation occurs under simpler, We have recently shown that spillover of glutamate from
mossy fibers activates mGluRs on Golgi cell axons, re-more general conditions.
ducing GABA release onto granule cells (Mitchell and
Silver, 2000b). As mGluR activation increases withGain Modulation via Other Mechanisms
mossy fiber firing frequency, the level of inhibition falls.In network architectures where the level of inhibition is
The data presented here suggest that activation ofstrongly coupled to the excitatory drive, gain changes
mGluRs on Golgi cell axons will increase the gain of thecan occur when the dependence of inhibition on excita-
granule cell f-F relationship. Since this feedforward gaintion is changed (Capaday, 2002). However, this network
enhancement via mGluR activation occurs in approxi-mechanism is distinct from the cellular mechanism de-
mately 500 ms, this mechanism may boost the efficacyscribed here, since it does not require voltage fluctua-
of synaptic inputs during sustained trains of excitatorytions. Modulating active conductances can also regulate
input, possibly compensating for short-term depression.neuronal gain. Reduction of spike afterhyperpolarization
Our results show that modulation of the level of inhibitionhas been shown to increase the gain of f-I relationships
by changing input frequency and by activation of pre-in motoneurons (Berger et al., 1992; Hsiao et al., 1997)
synaptic mGluRs provides a cellular mechanism forand in vestibular neurons (Du Lac, 1996). Since the po-
adaptive rescaling on a millisecond to second timescaletassium channels that underlie the afterhyperpolariza-
that may enhance signal processing and minimize thetion can be modulated by a variety of neuromodulators,
loss of sensory information as it flows through the gran-they provide a powerful, albeit relatively slow mecha-
ule cell layer. Such gain control may therefore aid patternnism for modulating neuronal gain.
separation in the cerebellar cortex (Marr, 1969; Tyrrell
and Willshaw, 1992).Time Course of Excitatory Conductances
Determines the Magnitude of Inhibition-
Experimental ProceduresMediated Gain Changes
The kinetics of the synaptic conductance waveform are Electrophysiology
determined by a number of physiological parameters Parasagittal slices of cerebellum (200–250 m) were prepared from
25-day-old Sprague-Dawley rats, as previously described (Silver etincluding the proportion of AMPA and NMDA receptor
al., 1996), in accordance with The Animals (Scientific Procedures)components. Our simulations show that slowing the
Act, 1986. Extracellular solution contained 125 mM NaCl, 2.5 mMtime course of the excitatory synaptic conductance re-
KCl, 2 mM CaCl2, 1 mM MgCl2, 1.25 mM NaH2PO4, 26 mM NaHCO3,duces gain changes and increases the offset shift during
and 25 mM glucose (pH 7.3 when bubbled with 95% O2 and 5%tonic inhibition. This finding is consistent with a model- CO2; 310 mOsm). 10 M D-2-amino-5-phosphonopentanoic acid
ing study of turtle granule cells that used slow excitatory (D-AP5), 20 M 7-chlorokynurenic acid, 10 M 2,3-dioxo-6-nitro-
1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulphonamide (NBQX), andsynaptic conductances recorded from rats at room tem-
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10 M 2-[3-carboxypropyl]-3-amino-6-[4-methoxyphenyl]pyridazi-
f 
1
tref  ln(1  Vth/Vm)
, (3)
nium bromide (SR95531; gabazine) were added to the extracellular
solution to block N-methyl-D-aspartic acid (NMDA), non-NMDA, and
where  is the membrane time constant, and Vm is the mean mem-GABAA receptors. Micropipettes were made from borosilicate glass
brane potential.  is equal to the membrane capacitance divided by(5–10 M	) and filled with a solution containing 135 mM K-gluconate,
the sum of all conductances, and Vm is equal to7 mM KCl, 10 mM HEPES, 0.5 mM EGTA, 2.5 mM NaCl, 4 mM
MgATP, and 0.3 mM Na-GTP (adjusted to pH 7.3; 290 mOsm). Volt-
Vm 
GexcEexc  GinhEinh  GmEm
Gexc  Ginh  Gm
, (4)age recordings were made using an Axopatch 200B amplifier (Axon
Instruments, CA), and conductances were injected with an SM-1
amplifier (Cambridge Conductance, UK). Reversal potentials were where Gexc and Ginh are the excitatory and inhibitory conductances,
set to 0mV and 75mV for excitatory and inhibitory conductances, respectively, Gm is the membrane conductance in the absence of
respectively, close to the measured synaptic AMPA receptor and synaptic input, and Eexc, Einh, and Em are the reversal potentials for
GABAA receptor reversal potentials in granule cells (Brickley et al., the excitatory conductance, inhibitory conductance, and membrane
1996; Silver et al., 1996). Holding potential was set to 75mV after leak conductance.
correcting for the junction potential (8mV). The mean membrane
conductance at 75mV was 1.0  0.1 nS (n  5). Experiments were The Waveform of the Synaptic Conductance, Input
carried out at 37
C. Data were acquired at 25 kHz after low-pass Frequency, and Number of Inputs Determine
filtering at 5 kHz (8-pole Bessel filter) using Axograph 4 software the Variance of Conductance Trains
(Axon Instruments) and an ITC-18 digital interface (Instrutech Campbell’s theorem can be used to relate the mean ( G ) and variance
Corp., NY). (2 ) of a random train of synaptic conductances to the synaptic
Unless stated otherwise, the excitatory synaptic conductance waveform:
time course was based on a fit of the mean AMPA EPSC evoked
G  
∞
0
G(t)dt (5)at 0.5 Hz at 37
C (rise, 0.13 ms; decay1, 0.42 ms; decay2, 2.71 ms; decay3,
15.5 ms; decay amplitude ratio [%], 60:29:11; peak conductance
was 732 pS; based on data from DiGregorio et al. [2002]). Synaptic
2  
∞
0
G2(t)dt, (6)inhibitory conductance time course was based on a fit of the mean
GABAA IPSC at 37
C (rise, 0.29 ms; decay1, 4.1 ms; decay2, 22.5 ms;
where  is the mean frequency of synaptic events, and G(t) is thedecay amplitude ratio [%], 40:60); the peak conductance was 3.1
synaptic conductance waveform. These relations hold when (1) thenS (Mitchell and Silver, 2000b). Tonic inhibition was applied at a
events are brief in relation to the measurement window, (2) eventslevel (1 nS) equal to the time-averaged conductance for synaptic
sum linearly, (3) the rate is constant (Rice, 1954), and (4) G(t)  0inhibition at a fixed-frequency of 25 Hz, a frequency that falls in the
for t  0. Campbell’s theorem explains why the variance increasesrange of Golgi cell firing rates in vivo (Edgley and Lidierth, 1987;
with excitation. It also explains why increasing the decay time con-van Kan et al., 1993).
stant of the synaptic waveform and increasing the number of activeControl f-G and f-I relationships were fit using
inputs reduces the variability of inputs when the mean conductance
is held constant. Consider a Poisson train of instantaneously risingf (x)  k ln(x)  A, (1)
and exponentially decaying conductances described by G(t)  A
exp(t/), where A is the peak amplitude, with a frequency of synap-where f is the firing frequency and x is the excitatory conductance
tic events,   N Fin, where Fin is the frequency at each input andor the excitatory current amplitude, k is the gain, and exp A/k is
N is the number of inputs.equal to the x-offset . Fitting parameters k and A were then used
Substituting for G(t) and for  in equation 5 and solving givesto constrain the fitting of the relationship during inhibition using
A 
G
NFin
. (7)f (x)  m (k ln(x  C )  A ), (2)
Substituting for G2(t) and for  in equation 6 and solving and thenwhere the gain is equal to m * k, and C is the shift in offset. f-F
substituting for A givesrelationships were fit using a linear relationship. The mean voltage
between spikes was measured by averaging the voltage trace once
spikes had been removed. Spike duration was assumed to continue 2 
G2
2NFin
. (8)
for 2.5 ms after crossing threshold. Mean data were presented as
mean  standard errors. Groups were compared using a Student’s Thus, for a fixed value of G, the variance of a train of synaptic
paired t test and considered significant at the 5% level. conductances decreases as N or  are increased.
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