In this paper, we present a quantum singular value decomposition algorithm for third-order tensors inspired by the classical algorithm of tensor singular value decomposition (t-svd) and extend it to order-p tensors. It can be proved that the quantum version of t-svd for the tensor A ∈ C N ×N ×N achieves the complexity of O(polylog(N )), an exponential speedup compared with its classical counterpart. As an application, we propose a quantum algorithm for contextaware recommendation systems which incorporates the contextual situation of users to the personalized recommendation. Since a user's preference in a certain context still influences his recommendation in other contexts, our quantum algorithm first uses quantum Fourier transform to merge the preference of a user in different contexts together, then project the quantum state with the preference information of a user into the space spanned by the singular vectors corresponding to the singular values greater than the given thresholds. We provides recommendations varying with contexts by measuring the output quantum state corresponding to the approximation of this user's preference. This quantum recommendation system algorithm runs in expected time O(polylog(N )poly(k), which is exponentially faster than previous classical algorithms. At last, we provide another quantum algorithm for third-order tensor compression based on a different truncate method which is tested to have better performance in dynamic video completion.
Introduction
Tensor refers to a multi-dimensional array of numbers. The order of a tensor is the number of modes.
For example, A ∈ R N 1 ×N 2 ×N 3 is a third-order real tensor with dimension N i for mode i, i = 1, 2, 3.
Tensors have a variety of applications in many areas such as image deblurring, video recovery, denoising and data completion [8, 9, 20, 21, 22, 24] . These practical problems are addressed by different ways of tensor decomposition, including, but not limited to, CANDECOMP/PARAFAC (CP) [15] , TUCKER [16] , higher-order singular value decomposition (HOSVD) [18] and tensor singular value decomposition (t-svd) [8] .
Plenty of research has been carried out on t-svd recently. The concept of t-svd was first proposed by Kilmer and Martin [8] for third-order tensors. Martin et al. [12] extended it to higher-order tensors and Zhang et al. [20] applied the result to the problems of data completion and de-noising.
The t-svd algorithm is superior to TUCKER and CP decompositions because it extends the familiar matrix svd strategy to tensors efficiently while avoiding the loss of information inherent in flattening tensors. One can obtain a t-svd by computing a matrix svd in the Fourier domain, and it also allows other matrix factorization techniques like QR decomposition to be extended to tensors easily in the same way.
An important step in a t-svd algorithm is performing Fast Fourier Transform (FFT) along the third mode of a tensor A ∈ R N 1 ×N 2 ×N 3 with computational complexity O(N 3 logN 3 ) for each tube A(i, j, :). In our work, this procedure is accelerated by the quantum Fourier transform (QFT) [2] exponentially whose complexity is only O((logN 3 ) 2 ). Moreover, due to quantum superposition, the QFT can be performed for all tubes parallelly, so the total complexity of this step is still O((logN 3 ) 2 ).
After performing the QFT, in order to further accelerate the classical matrix svd, we adopt the quantum singular value estimation (QSVE) algorithm [4] with complexity O(polylog(
where SVE is the minimum precision of the estimated singular values of all slices. Traditionally, the quantum singular value decomposition of matrices involves exponentiating non-sparse low-rank matrices and output the superposition state of singular values and their associated singular vectors in time O(polylog(N 1 , N 2 )) [1] . However, for achieving the polylogarithmic complexity, this Hamiltonian simulation method requires that the matrix be low-rank which is difficult to satisfy in general. In this work, we choose the QSVE algorithm first proposed by Kerenidis and Anupam [4] , where the matrix is unnecessarily low-rank, sparse or Hermitian and the output is a superposition state of the estimated singular values and their associated singular vectors.
In Section 3.2, we also show that the quantum algorithm of t-svd for tensor A N ×N ×N (N 1 = N 2 = N 3 = N for simplity of analysis) achieves the complexity of O(polylog(N )/ SVE ), a time exponential speedup than the classical counterpart. In Section 3.3, we extend the quantum t-svd for third-order tensors to order-p tensors and the complexity is O(polylog(N )/ SVE ).
In [4] , Kerenidis and Prakash considered the recommendation systems modeled by an m × n preference matrix and provided recommendations by just sampling from an approximation of the preference matrix, without reconstructing the full matrix. Therefore, the running time is only O(poly(k)polylog(mn)) if the preference matrix has a good rank k approximation, for a small constant k. For achieving this, they designed an efficient quantum procedure to project a given vector to the approximated row space spanned by the union of the singular vectors whose corresponding singular values are bigger than the given threshold. After measuring this projected state in a computational basis, they got the recommended product index for the user corresponding to the given vector.
As the application of quantum t-svd for third-order tensors, a quantum algorithm for contextaware recommendation systems is proposed in Section 4, which incorporates the contextual situation of a user to the personalized recommendation, i.e., a product is recommended to a user varying with the context (time, location etc.). We believe that the product that a user preferred in a certain time still affects the recommendation for him at other times. Based on these considerations, a new quantum algorithm for third-order tensor recommendation systems is proposed and it provides recommendations for a user i by measuring the output quantum state corresponding to the approximation of the i-th frontal slice of the preference tensor. It is designed based on the low-rank tensor reconstruction using t-svd, that is, the full preference tensor can be approximated by the truncated t-svd of the subsample tensor. This novel method runs in polylogarithmic time which is exponentially faster than its classical counterpart.
The rest of the paper is organized as follows. Some basic concepts and the t-svd algorithm are described in Section 2.1. Section 3 provides our main algorithm, quantum t-svd, and its complexity analysis, then we extend this algorithm to order-p tensors. In Section 4, we propose a quantum algorithm for context-aware recommendation systems and its performance and complexity are analyzed in Section 4.2 and 4.3. We prove that the output state corresponds to an approximation of a user i's preference and therefore sample according to the output state is a good recommendation for user i with high probability. In Section ??, we propose another quantum algorithm for third-order recommendation systems by truncating in another way. In Section 4.4, we provide a quantum tensor completion algorithm which is similar to Algorithm 4 but truncating in another way.
Notation. In this paper, script letters are used to denote tensors. Capital nonscript letters are used to represent matrices, and boldface lower case letters refer to vectors. Subtensors are formed when a subset of indices is fixed. For a third-order tensor A ∈ R N 1 ×N 2 ×N 3 , a tube of size 1×1×N 3 can be regarded as a vector and it is defined by fixing all indices but the last one, e.g., A(i, j, :). A slice of tensor A can be regarded as a matrix defined by fixing one index. For example, A(i, :, :), A(:, i, :), A(:, :, i) represent the i-th horizontal, lateral, frontal slice respectively. We use A (i) to denote the i-th frontal slice A(:, :, i), i = 0, · · · , N 3 − 1. The i-th row of the matrix A is denoted by A i . The tensor after the Fourier transform (FFT for classical t-svd or QFT for quantum t-svd) along the third mode of A is denoted byÂ and its m-th frontal slice isÂ (m) . The Frobenius norm of the third-order tensor
Preliminaries
In this section, we first present the definition of t-product and the classical (namely, non-quantum) t-svd algorithm proposed by Kilmer and Martin [8] . Next in Section 2.2, we briefly review the quantum singular value estimation algorithm (QSVE) [4] .
The t-svd algorithm based on t-product
We begin by reviewing the definition of circulant convolution. Next, we show that the t-product between two tensors can be regarded as matrix multiplication if a tensor of size N 1 × N 2 × N 3 is viewed as an N 1 × N 2 matrix of tubes oriented along the third mode. Note that the product between two scalars in matrix multiplication is replaced by the circulant convolution between two tubes of the same size.
Definition 2.2. Let u, v ∈ R N , the circular convolution between u and v produces a vector of the same size x, defined as
As a circulant matrix can be diagonalized by means of the Fast Fourier transform (FFT), we have 
Then
where is the hadamard product.
Interpreted in another way, we can regard a tensor A ∈ R N 1 ×N 2 ×N 3 as an N 1 × N 2 matrix of tubes of dimension N 3 , whose (i, j)-th entry (a tube) is denoted by A(i, j, :). Using the circular convolution between two tubes, the t-product between two tensors can be defined in the following.
is the sum of the circular convolution between corresponding tubes in the i-th horizontal slice of tensor M and the j-th lateral slice of tensor N , i.e., FFT(M(i, k, :)) FFT(N (k, j, :)),
for i = 0, · · · , N 1 − 1, j = 0, · · · , N 4 − 1. LetÂ be the tensor, whose (i, j)-th tube is FFT(A(i, j, :)), then equation (4) 
whereÂ ( ) refers to the -th frontal slice of the tensorÂ. Similarly, this result also holds for the t-product between three tensors. That is, for another tensor T ∈ R N 4 ×N 5 ×N 3 ,
for = 0, · · · , N 3 − 1.
Now we can get the tensor decomposition for a tensor A in the form of t-product by performing matrix factorization strategies onÂ ( ) . For example, the tensor QR decomposition A = Q * R is defined as performing the matrix QR decomposition on each frontal slice of the tensorÂ, i.e.,Â ( ) = Q ( ) ·R ( ) , for = 0, · · · , N 3 − 1, whereQ ( ) is an orthogonal matrix andR ( ) is an upper triangular matrix [19] . If we compute the matrix svd onÂ ( ) , i.e.,Â ( ) =Û ( )Ŝ( )V ( ) † , for = 0, · · · , N 3 − 1, the t-svd of tensor A is obtained. Before providing the algorithm of the t-svd for third-order tensors, we first introduce some related definitions.
tensor obtained by transposing all the frontal slices and then reversing the order of the transposed frontal slices 2 through N 3 .
Definition 2.5. tensor multi-rank
The multi-rank of a tensor A ∈ R N 1 ×N 2 ×N 3 is a vector v ∈ R N 3 whose i-th entry is the rank ofÂ (i) , the i-th frontal slice ofÂ.
Definition 2.6. identity tensor
The identity tensor I ∈ R N 1 ×N 2 ×N 3 is a tensor whose first frontal slice I (0) is an N 1 × N 1 identity matrix and the other frontal slices are all zero matrices. 
matrix, and the entries of S are called the singular values of A, which may be negative numbers.
The l 2 norm of the tubes S(i, i, :) is in descending order, i.e., ||S(1, 1, :)|| 2 ≥ ||S(2, 2, :)|| 2 ≥ · · · ≥ ||S(min(N 1 , N 2 ), min(N 1 , N 2 ), :)|| 2 Algorithm 1 t-svd for third-order tensors [8] Input: Next we present the definition of tensor nuclear norm (TNN) which is frequently used as an objective function to be minimized in many optimization algorithms for data completion [9, 20, 21, 22 ]. For example, as directly minimizing the tensor multi-rank is NP-hard, some works approximate the rank function by its convex surrogate, i.e., TNN [20] . It is proved that TNN is the tightest convex relaxation to 1 norm of the tensor multi-rank [20] and the problem is reduced to a convex optimization when transformed into minimizing TNN. An important application of t-svd is the optimality of the truncated t-svd for data approximation, which is the theoretical basis of our quantum algorithm for recommendation systems and tensor completion to be presented in Section 4. This property is stated in the following Lemma.
where the product * between the matrix U(:, i, :) and the tube S(i, i, :) refers to t-product between tensors since matrices and tubes can also be seen as tensors.
Quantum singular value estimation
Kerenidis and Prakash [4] proposed an algorithm to estimate the singular value of a matrix, named by the quantum singular value estimation (QSVE), with the introduction of a data structure (Lemma 2.2 below) in which the rows of the marix are stored such that the QSVE algorithm can prepare the quantum states corresponding to the rows of matrix A.
There exists a data structure storing the matrix A with w nonzero entries in O(ωlog 2 (N 1 N 2 )) space such that a quantum algorithm having access to the data structure can perform the mapping U P : |i |0 → |i |A i , for i = 0, · · · , N 1 − 1 and U Q :
The explicit description of the QSVE is provided in [4] and the following lemma summarizes the conclusion. Note that the matrix A to be performed QSVE is unnecessarily sparse or low-rank and the basis formed by the left or right singular vectors of A is taken to span the entire space by including singular vectors corresponding to singular value 0. In Remark 2.1, we slightly modify the algorithm and use the state corresponding to the normalized matrix A ||A|| F as the input instead of an arbitrary state.
x ∈ R N 2 stored in the data structure (Lemma 2.2) and the singular value decomposition of A can be written as
Let > 0 be the precision parameter. Then there is a quantum algorithm, denoted as U SVE , that runs in O(polylog(N 1 N 2 )/ ) and achieves
where |x = N 2 −1 =0 β |v , corresponding to an arbitrary vector x, and σ is the estimated value of σ satisfying |σ − σ | ≤ ||A|| F for all with probability at least 1 − 1/poly(N 2 ).
Remark 2.1. In the QSVE algorithm on the matrix A, the input state can be chosen as |A =
|i j| represented in the svd form. Note that we can express the state |A in the above form even if we don't know the singular pairs of A. According to Lemma 2.3, we can obtain σ , the estimated σ , stored in the third register superposed with the singular pair {|u , |v } after performing U SVE , i.e., the output state is 1
Quantum t-svd for third-order tensors
In this section, we present the details of the quantum t-svd for third-order tensors whose running time is polylogarithmic in the dimension of a given tensor, provided that the tensor as a quantum state is efficiently prepared. We first present the main algorithm (Algorithm 2) in Section 3.1 then analyze its computational complexity in Section 3.2 and show that it achieves an exponential speedup over the classical t-svd (Algorithm 1). At last, we extend our algorithm to order-p tensors, followed by its complexity analysis in Section 3.3.
For a third-order tensor A ∈ C N 1 ×N 2 ×N 3 , we assume that every frontal slice of A is stored in a tree structure introduced in Lemma 2.2 such that the algorithm having quantum access to this data structure can return the desired quantum state.
where N i = 2 n i and n i is the number of qubits on the i-th mode, i = 1, 2, 3. Assume that we have an efficient quantum algorithm to achieve the quantum state preparation
efficiently. That is, we can encode A(i, j, k) as the amplitude of a three-partite system. Without loss of generality, we assume that ||A|| F = 1.
In this section, we propose a quantum t-svd algorithm, Algorithm 2, for third-order tensors. We first present Algorithm 2 and then explain each step in detail.
Algorithm 2 Quantum t-svd for third-order tensors
Input: tensor A ∈ C N 1 ×N 2 ×N 3 prepared in a quantum state |A in (7), precision
Output: the state |φ .
1: Perform the QFT on the third register of the quantum state |A , to obtain the state |Â .
2: Perform the controlled-U SVE acting the state |Â to get the state |ψ =
|m .
3: Perform the inverse QFT on the last register of |ψ and output the state |φ =
|t .
In Step 1, we consider the initial state |A in (7) which has been prepared efficiently according to Assumption 3.1. We perform the QFT on the third register of this state, obtaining a new tensor Â represented as a quantum state
where ω = e 2πi/N 3 .
For every fixed m, 1
the m-th frontal slice of the tensorÂ and it can be normalized to a quantum state
Therefore, the state |A in (8) can be rewritten as
In Step 2, we adopt the similar idea in Ref. [4] and design a controlled-U SVE such that the singular values ofÂ (m) can be estimated parallelly, m = 0, · · · , N 3 − 1, provided that every frontal slice of the original tensor A is stored in the data structure (Lemma 2.2). Let the svd ofÂ (m) in (9) be r =1σ 
Note that the corresponding input of U (m) SVE is |Â (m) instead of an arbitrary quantum state which is usually chosen in some quantum svd algorithms [1] . There are three primary reasons for selecting this state as the input. First, after Step 1, the state |Â is the superposition of |Â (m) , so it is equivalent to performing the U (m) SVE on each matrixÂ (m) using the input |Â (m) simultaneously, as shown in (12) .
Second, we keep the entire singular information (σ (m) ,û (m) ,v (m) ) ofÂ (m) and thus get the quantum svd for tensors similar to the classical matrix svd. Finally, the task of our quantum t-svd algorithm is to output a superposition state with one register storing the estimated singular value of the tensor A. For achieving this, the information unrelated to the tensor A (e.g. an arbitrary state) should not be involved.
Next, we focus on the result of U 
is the singular pair of the matrixÂ (m) in (9),
According to Theorem 3.1, we have
and thus the state in (12) becomes
The running time of
SVE due to the quantum superposition.
In Step 3, the inverse QFT is performed on the last register of the state |ψ in (14), obtaining |φ . Specifically,
The quantum state |φ is the final state which contains all singular value information of the tensor A. According to the classical t-svd A = U * S * V T proposed in [8] , the singular values of the tensor
They are defined as the diagonal elements of the tensor S which may be negative and unordered because of the inverse FFT.
Moreover, the corresponding right singular vector of A can be defined as the -th column of
is the right singular vector corresponding to its singular valueσ (m) , the diagonal entry of theŜ (m) .
Further discussions on Remark 3.1 is given in Appendix B.
Complexity analysis
For simplicity, we consider the tensor A ∈ C N ×N ×N with the same dimensions on each mode. In is O(polylog(N )) which is exponentially faster than its classical counterpart.
Quantum t-svd for order-p tensors
Following a similar procedure, we can extend the quantum t-svd for third-order tensors to order-p tensors easily.
Algorithm 3 Quantum t-svd for order-p tensors
Input: tensor A ∈ C N 1 ×···×Np prepared in a quantum state, precision
Output: the state |φ p .
1: Perform the QFT parallelly from the third to the p-th register of quantum state |A , obtain the state |Â . 
3: Perform the inverse QFT parallelly from the third to the p-th register of the above state and output the state
We assume that the quantum state |A corresponding to the tensor A ∈ C N 1 ×···×Np can be prepared efficiently, where N i = 2 n i , n i is the number of qubits on the corresponding mode, and
After performing the QFT on the third to p-th order of quantum state |A , we get the state
We use one state |m , m = 0, · · · , ι−1 to denote |m 3 · · · |m p , i.e., m = m 3 2 p−3 +m 4 2 p−4 +· · ·+m p .
Then the state (17) can be reformulated as:
Let the matrixÂ (m) =
i m A(i 1 , · · · , i p ) |i 1 i 2 | and perform the QSVE onÂ (m) , m = 0, · · · , ι − 1, parallelly using the same strategy described in Section 3.1, we can get the following state after Step 2:
We take the basis {û (m) } and {v (m) } to span the entire space by including singular vectors with singular value 0. Finally, we recover the |m 3 · · · |m p expression and perform the inverse QFT on the third to p-th register, obtaining the final state corresponding to the quantum t-svd of order-p tensor A:
Similar to the complexity of third-order tensors, the complexity for the order-p tensor A ∈
SVE . If we choose N 1 = · · · = N p = N and SVE = 1/polylog(N ), then the complexity is O(polylog(N )), which is exponentially faster than its classical counterpart [12] whose complexity is O(N p+1 ).
Quantum algorithm for recommendation systems modeled by third-order tensors
In this section, based on the quantum t-svd algorithm described in Section 3.1, we propose a quantum algorithm for recommendation systems modeled by third-order tensors. We will first introduce the notation adopted in this section and then give a brief outline of Algorithm 4. In Section 4.1, the main algorithm for third-order recommendation systems (Algorithm 4) is provided first, followed by the detail illustration of each step. An quantum algorithm for third-order completion is introduced in Section 4.4.
Notation. The preference information of users is stored in a third-order tensor T ∈ C N ×N ×N , called the preference tensor, the three modes of which represent user(i), product(j) and context(t) respectively. The tube T (i, j, ·) is regarded as user i's rating score for the product j under different contexts. The entry T (i, j, t) takes value 1 indicating the product j is "good" for user i in context t and value 0 otherwise. T (:, :, m) is represented as T (m) (frontal slice) and T (i, :, :) is denoted by T (i) (horizontal slice) for short. Let tensorT be the random tensor obtained by sampling from the tensor T with probability p andT be the tensor obtained by performing the QFT along the third mode ofT . The tensorT ≥σ denotes the tensor whose m-th frontal slice isT In the recommendation systems modeled by third-order tensors, a product is expected to be recommended to a user according to different contexts. First, we sample the preference tensorT with probability p, obtaining the tensorT . Given a state corresponding to a given user i' preference subsample information, |T (i) , Algorithm 4 output a state corresponding to i-th horizontal slice of the truncated subsample tensor under Fourier domain. In Algorithm (4), we first perform QFT on the last register of the state |T (i) , obtaining |T (i) . For each tubeT (i, :, m), m = 0, · · · , N − 1, we calculate its truncate approximation T (m) ≥σ (m) i by performing the QSVE on all frontal sliceT (m) parallely using the input state |T (i) , and then project the singular vectors onto the space spanned by the singular vectors whose corresponding singular values are greater than the threshold σ (m) . After the inverse QFT to recover back, we get the approximation state of |T (i) and provide recommendations for a user i by measuring the output quantum state.
Before we go into the main algorithm (Algorithm 4), we pretreat the preference tensor T by sampling it uniformly to achieve sparsification such thatT ijt = T ijt /p with probability p andT ijt = 0 otherwise. We can prove that E T = T and the subsample tensorT has the information that recommendation systems have already gathered. Next, we focus on the i-th horizontal sliceT (i) which denotes the preference information of user i.
Assumption 4.1. We make the following model assumptions in our quantum recommendation systems algorithm modeled by third-order tensors :
1. Each T (m) , m = 0, · · · , N − 1, has a good low-rank approximation.
2. Assume that we have an efficient quantum algorithm to achieve the state preparation of the subsample matrix |T (i) , where
3. Every tube T (i, :, m) denotes the preference information of the typical user. That means we only provide recommendations to users of whom the number of preferred products is close to the average at a certain context m, i.e., for all i, m = 0, · · · , N − 1, there exists some γ > 0 such that
Note that the above assumptions are also adopted in Kerenidis and Prakash's work [4] for matrices, where they give reasons to justify these assumptions, so we omit the explanation here.
Quantum algorithm for recommendation systems modeled by thirdorder tensors
Algorithm 4 is a quantum algorithm that given the dynamic preference tensor T , the sampling probability p, the truncate number k, and the precision (m) SVE for QSVE on eachT (m) , output the state corresponding to the approximation of the i-th horizontal slice T (i) . By measuring this output state, we get a recommendation for user i at the context t 0 . The algorithm is stated below.
Algorithm 4 Quantum algorithm for recommendation systems modeled by third-order tensors
Input: every frontal slice of the subsample tensorT ∈ C N ×N ×N stored in the data structure in Lemma 2.2, precision (m) SVE , m = 0, · · · , N − 1, a user index i, a context t 0 .
Output: the recommendation index j for the user i at the context t 0 .
1: Perform the QFT on the last register of |T (i) , to obtain |T (i) in (24).
2:
Perform the QSVE on the matrixT (m) parallelly, using the input |T (i) with precision (m) SVE , m = 0, · · · , N − 1, to get the state |ξ 1 defined in (27).
3: Add an ancilla qubit |0 and apply a swap operator on the last two registers, then apply the unitary transformation V on the second and third registers, to obtain |ξ 2 in (28).
4:
Apply the inverse singular value estimation and discard the second register, to get |ξ 3 in (29).
5:
Measure the second register in the computational basis and postselect the outcome |0 , then delete the second register, to obtain |ξ 4 in (30). 6 : Perform the inverse QFT on the last register, to get |ξ 5 in (34).
7:
Measure the second register in the computational basis and postselect the outcome |t 0 . Then measure the first register in the computational basis to get the index j.
In the following, we explain each step in detail.
The dynamic preference tensor T ∈ C N ×N ×N can be interpreted as the preference matrix T (:, :, t) evolving over the context t. It is reasonable to believe that the tubes T (i, :, t), t = 0, · · · , N − 1, in the same horizontal slice T (i, :, :) have relations with each other because the preference of the same user i in different contexts is mutually influenced. Considering these relations, we provide recommendations for user i varying with contexts by merging tubes in the same horizontal slice together through the QFT, i.e., the QFT is performed on the last register of the state |T (i) in Step 1, getting
where ω = e 2πi/N and
Note that ||T (i) || F = ||T (i) || F , since the Frobenius norm ofT (i) does not change when performing the QFT on the last register.
In Step 2, the procedure of the QSVE of matrixT (m) is denoted as U j , j = 0, · · · , N − 1, i.e.,
is the singular value decomposition.
Note that we take the basis {v 
whereσ (m) j is the estimation ofσ Step 3 is
After the inverse procedure of QSVE in Step 4 and the measurement in Step 5, (28) becomes
and then
Next we analyze the state |ξ 4 . After normalization, the part of state (30)
can be reformulated as and it can be regarded as an approximation ofT (i, :, m), m = 0, · · · , N − 1. Therefore, the state |ξ 4 corresponds to a matrix which is an approximation ofT (i) .
The probability that we obtain the outcome |0 in Step 5 is
where T ≥σ (i)
is the i-th horizontal slice of the tensorT ≥σ whose the m-th frontal slice isT
Hence, based on amplitude amplification, we have to repeat the measurement O(
in order to ensure the success probability of getting the outcome |0 is close to 1.
In Step 6, we perform the inverse QFT on the state (30) and the final state
corresponds to an approximation of the user i's preference information T (i) , which is proved in the theoretical analysis section. Then user i is recommended a product j varying with different contexts as needed by measuring the output state in Step 7. For example, if we need the recommended product for user i at a certain time t 0 , we can first measure the last register of state (34) in the computational basis and postselect the outcome |t 0 , obtaining the state propositional to (unnormalized)
We next measure this state in the computational basis to get an index j which is proved to be a good recommendation for user i at context t 0 with some probability. 
Theoretical analysis
Proof. Let σ i denote the singular value of A and be the largest integer for which σ ≥ ||A|| F √ k . By corresponding to the approximation of T (i) such that for at least (1 − δ)N users, user i in which satisfies
with probability at least in the computational basis) provides a bad recommendation is
(39)
Proof. Based on Lemma 4.1, if the best rank-k approximation satisfies
for
. Then summarizing on both side of (40), we get
Since the inverse quantum Fourier tranform along the third mode of tensor T cannot change the Frobenius norm of its horizontal slice, we have
That is, E ||T (i) − T ≥σ
Using the Markov Inequality,
holds for some δ ∈ (0, 1). That means at least (1 − δ)N users such that user i in that satisfies
During the pre-processing part of Algorithm 4, tensorT is obtained by sampling the tensor T with uniform probability p, so E ||T || 2 F = ||T || 2 F /p. Using the Chernoff bound, we have
, which is exponentially small. In here, we choose θ = 1, then the probability that
is p 1 = 1 − e −||T || 2 F /3p . Based on the last assumption in Assumption 4.1, we summarize both size of (23) for m and i respectively, obtaining
Then, (44) becomes
That means with probability at least
Combining (48) and (49) together and by triangle inequality, we obtain
According to Lemma 4.1, the probability that sampling according to T ≥σ
provides a bad recommendation is
(51) Note that we need to repeat the measurement O(
Complexity analysis
) times in order to ensure the probability of getting the outcome |0 in Step 5 is close to 1. For most users, we can prove that
is bounded and the upper bound is a constant for appropriate parameters. The proof is in the following.
pN , then by Chernoff bound,
holds with probability p 4 which is exponentially small.
Moreover, from the discussion in previous section, there are at least (1 − δ)N users satisfies
|| F ≤ ||T (i) || F with probability at least p 1 p 2 , that is,
After the QFT on the third mode of this tensors, we get
Combining (52) and (55) together, we can conclude that for at least (1 − δ)N users
|| F is bounded with probability p 1 p 2 p 4 , that is,
The precision for the singular value estimation algorithm on the matrix ||T (m) || F can be chosen as (m)
. Therefore, the total complexity of Algorithm 4 is
where (m) and are defined individually in Theorem 4.2.
Note that the running time of our quantum algorithm depends heavily on the threshold σ (m) = 
A quantum algorithm of third-order tensor completion
In this section, we provide a quantum algorithm for tensor completion based on quantum t-svd, which is tested in [20] to have better performance in RSE (the relative square error) than Algorithm 4 when applied to the field of tensor completion. This method follows the similar idea of Algorithm 4 but truncate the top k singular values among all the frontal sliceT (m) , m = 0, · · · , N − 1. More specifically, in Algorithm 4, after getting the state |ξ 1 , we design another unitary transformation V that maps |t |0 → |t |1 if t < σ and |t |0 → |t |0 otherwise, so the state becomes
Then after the inverse singular value estimation and discard the garbage register just as done in
Step 4 and 5 of Algorithm 4, we get
The last step is the inverse QFT and the final state is
Our first method for quantum recommendation systems in Section 4.1 is designed based on the idea of t-svd-tubal compression introduced in [20] and the second algorithm in Section 4.4 is called tsvd compression. According to the comparison and analysis in [20], although the second method has better performance in stationary camera videos, the first method (t-svd-tubal compression) works much better on the non-stationary panning camera videos because it better captures the convolution relations between different frontal slices of the tensor in dynamic video, so we design the quantum version of both methods in this paper.
Conclusion
The main contribution of this paper consists of two parts. First, we present a quantum t-svd algorithm for third-order tensors which achieves the complexity of O(polylog(N )), and then extend the result to order-p tensors. The other innovation is that we propose a quantum algorithms for recommendation systems modeled by third-order tensors and a quantum algorithm for tensor completion.
We prove that our algorithm can provide good recommendations varying with contexts and run in expected time O(polylog(N ))poly(k) for approximate chosen parameters, which is exponentially faster than previous classical algorithms. [24] Qi, Liqun, Haibin Chen, and Yannan Chen. Tensor eigenvalues and their applications.
Vol. 39. Singapore: Springer, 2018.
A The proof of Theorem 3.1
In [4] , Kerenidis and Prakash first construct two isometries P and Q such that they can be implemented efficiently through two unitary transformations U P and U Q and the target matrix A has the factorization A ||A|| F = P † Q. Based on these two isometries, the unitary operator W = (2P P † − I mn )(2QQ † − I mn ) can be implemented efficiently. The QSVE algorithm utilizes the connection between the eigenvalues of W (e ±iθ i ) and the singular values of A ||A|| F , i.e., cos θ i 2 = σ i ||A|| F . We can perform the phase estimation on W to get an estimate ±θ i and then compute σ i through oracle to get the estimated singular value of the matrix A corresponding to each singular vector in coherent superposition.
In this proof, we assume that every frontal slice of the original tensor A is stored in the data structure stated in Lemma 2.2, then the quantum states corresponding to the rows of A (k) and the vector of the 2-norm of these rows can be prepared efficiently by the operators P (k) and Q (k) , k = 0, · · · , N 3 −1.
Based on our quantum t-svd algorithm, the QSVE is expected to be performed on each frontal slice ofÂ, denoted asÂ (m) = N 3 −1 k=0 ω km A (k) , m = 0, · · · , N 3 − 1. Taking this into consideration, we construct two isometriesP (m) andQ (m) for performing the QSVE on the matrixÂ (m) . The input is chosen as the state |Â (m) = 1 ||Â (m) || F i,j,k ω km A(i, j, k) |i |j represented in the svd form similar to the idea proposed in Remark 2.1, instead of an arbitrary state adopted in [4] . Then following the similar procedure of the QSVE, we can obtain the desired state r−1 A by the vector of 2-norm of the rows of A (k) , that is s
Proof. Since every A (k) , k = 0, · · · , N 3 − 1, is stored in the data structure, the quantum computer can perform the following mappings in O(polylog(N 1 N 2 )) time, as shown in the proof of Lemma 5.3
in [4] . i || 2 |i |j , k = 0, · · · , N 3 − 1.
(60)
We can define two isometries P (k) ∈ C N 1 N 2 ×N 1 and Q (k) ∈ C N 1 N 2 ×N 2 related to U 
Since every isometry P (k) , k = 0, · · · , N 3 − 1, can be implemented efficiently (with complexity O(log N 1 )), we define another operatorP (m)
i || 2 ω km ||Â (m) i || 2 P (k) which can be proved to be an isometry and it can achieve the state preparation of the rows of the matrixÂ (m) . Substituting P (k) = N 1 −1 i=0 |i |A (k) i i| intoP (m) , we have for each m = 0, · · · , N 3 − 1,
where |Â 
We construct another array of N 3 binary trees, each binary tree has the root storing ||Â (m) || 2 F and the i-th leaf storing ||Â . Since the matrix U circ(A) (F * N 3 ⊗ I N 1 ) · bdiag(Û (0) ,Û (1) , · · · ,Û (N 3 −1) ) is unitary, the columns of matrix are the left singular vectors of circ(A). Similarly, we can also define bdiag(V (0) † ,V (1) † , · · · ,V (N 3 −1) † ) · (F N 3 ⊗ I N 1 ) V † circ(A) . The diagonal entries of the matrix bdiag(Ŝ (0) ,Ŝ (1) , · · · ,Ŝ (N 3 −1) ) are not in descending order. Now we will analyze the right singular vectors of circ(A) which can be expanded to the following form:
V circ(A) = (F * N 3 ⊗ I N 1 ) · bdiag(V (0) ,V (1) , · · · ,V (N 3 −1) )
. . . . . . . . . . . . 
