Abstract-The Large Scale Data Facility (LSDF) was started at the Karlsruhe Institute of Technology (KIT) end of 2009 to address the growing need for value-added storage services for its data intensive experiments. The main focus of the project is to provide scientific communities producing data collections in the tera-to petabyte range with the necessary hardware infrastructure as well as with adequate value-added services and support for the data management, processing, and preservation. In this work we describe the project's infrastructure and services design, as well as its meta data handling. Both community specific meta data schemes, a meta data repository, an application programming interface and a graphical tool for accessing the resources were developed to further support the processing workflows of the partner scientific communities. The analysis workflow of high throughput microscopy images for studying biomedical processes is described in detail.
I. INTRODUCTION
The advances in computer technology in the last few decades have profoundly changed most -if not all-areas of science. In particular, thanks to the exponentially increasing data processing capabilities [1] , qualitatively different ways of doing discovery in science have emerged: beyond the purely theoretical and the traditional experimental paradigms, the computer simulation and, even more recently, the generation and exploration of massive data sets became scientific discovery methods in their own right [2] .
While earlier only very specific and highly technologically demanding experiments -like the Large Hadron Collider [3]-would rely on massive data sets, the generalisation of the Data Intensive Science paradigm to many areas of research taking place nowadays means that adequate infrastructures and services must be made available to the wider scientific community. Data collections in the terabyte to petabyte range are becoming increasingly common, and expected to grow into the exabyte region in less than a decade [4] , [5] .
Even if the hardware capabilities allow in principle to cope with those growing amounts of data, that does not mean that the complexity of the handling and analysis tasks stays constant. On the contrary, data management becomes increasingly challenging for those growing data sets, and the processing workflows must also be improved to deal with the augmented complexity. Moreover, experimental data is of small direct value if it can not be analysed. However, for data sets in the terabyte to petabyte range the network transfer times becomes the limiting factor if processing has to be performed remotely. For data collections in the petabyte range a processing facility directly attached to the storage is therefore unavoidable in practice.
Knowledge areas as diverse as biology, social sciences, or climatology are willing to profit from the data intensive exploration trend, but do not have the interest nor the means to invest in their own dedicated data storage facilities and developments.
To address those needs, the Large Scale Data Facility project [6] was brought to life at the Karlsruhe Institute of Technology at the end of 2009. Its main aim is to provide the research centre's scientific experiments and communities with data services appropriate for emerging Data Intensive Science. Beyond pure storage the LSDF also provides data management services and expert support, and integrates a compute facility for data intensive analysis applications. As argued above, the direct attachment to the storage is critical for the Data Intensive Computing duties. Only the I/O-intensive analysis jobs strictly required for valorising the scientific data stored in the LSDF are permitted to run on the facilities. This allows the LSDF to better fulfil its main aim: namely to provide value added storage services for growing scientific data sets.
In Section II we describe the project's deployed hardware infrastructure and software services, reporting on the OpenNebula and Hadoop setup as well as of the programming layers developed for data access and meta data management.
In Section III we give an account of the processing workflows used and the data analysis experience stemming from the daily work with scientific data stored in the LSDF; in particular the case of high throughput microscopy work performed by the biology community is explained in more detail.
In the last section we summarise the Large Scale Data Facility experience and we describe the road map of the project.
II. ARCHITECTURE AND SERVICES
The LSDF project provides storage services to the project partners at several institutes to store and analyse the output 
A. The LSDF hardware infrastructure
The LSDF infrastructure currently consists of two storage systems, a tape library, one analysis cluster, and the corresponding high speed interconnection, as depicted in Fig. 1 .
The first storage system is based on a Data Direct Networks SFA 10000 controller system with 10 enclosures holding 550 TB of a SAS/SATA disks mixture, where part of the faster SAS disks are used for filesystem meta data. Eight Dell PowerEdge R610 servers directly attached via redundant 8Gb/s fibre channel links to the storage and running the General Parallel File System [7] (GPFS) on Scientific Linux 5.5 conform the associated storage cluster.
The second "large" storage system has a current total capacity of 1.4 PB. It consists of four IBM DS5300 storage controllers and six IBM x3650 server nodes connected through switched 8 Gb/s fibre channel links. The storage enclosures are populated with 1 and 2 TB SATA disks for data in RAID6 arrays, as well as faster fibre channel disks dedicated for meta data. The storage cluster runs Red Hat Enterprise Linux 5.4 and IBM's Scale-out File Services [8] (SoFS).
The analysis cluster consists of two log-in nodes and 58 cluster nodes. All nodes feature dual quad-core Intel processors, and 96 GB resp. 36 GB of memory. The log-in machines serve as NameNode and JobTracker nodes for the Hadoop Distributed Filesystem and MapReduce framework, and are also part of the 550 TB GPFS cluster. The cluster nodes possess two 1 TB hard disks each, which are used as block stores for the Hadoop Distributed Filesystem, making up a total capacity of approximately 120 TB. The head-nodes are connected via a 10 GE link to the network backbone, while Central to the data intensive performance of the LSDF is the dedicated high speed networking backbone. This consists of two redundant Cisco Nexus 7000 series switches with up to 230 Gbps In/Out bandwidth per slot, plus dedicated Cisco Catalyst 4900M switches at the involved institutes connected via 10 Gbit/s links. This allows a high throughput connection of the respective experimental data acquisition systems (DAQ) or critical institutes' servers to the project's core routers. DAQ systems can in this way also be assigned IP addresses in a dedicated range, which enables by-passing institute's firewalls and guarantees faster routing. Currently the LSDF services are still relying on the IPv4 protocol, but the support for the IPv6 protocol is already available and the project plans to gradually move to dual-stack services in the mid-term. Moreover, the connection to the partner centre BioQuant/Heidelberg [9] has recently been upgraded to a 10 Gbit/s link (approximately 100 km long). This high speed interconnection is required to enable efficient back-up and tape-archiving of the partner's data in LSDF's tape library.
B. The provided software services
Adequate software services are required to turn value out of the hardware infrastructure. The LSDF intends to support all the services necessary for the different data intensive experiments and communities to profit from it, while at the same time trying to settle on a common core of functionalities to avoid unnecessary complexity or management overhead.
As already mentioned earlier, the storage facilities are operated with the GPFS filesystem, with well integrated support for NFS and CIFS exports. Also the more wide area network friendly WebDAV/http protocol has been deployed, as well as the Grid de facto standard GridFTP (see Fig. 2 ). In particular, the analysis cluster nodes mount the GPFS filesystem over NFS, which provides an aggregated read throughput of up to 4 GB/s if the file layout is correctly chosen.
Presently LSDF is deploying the iRODS [10] , [11] data collections management system for acting as a logical namespace catalogue and data placement engine on top of the LSDF filesystems. With its modular architecture iRODS allows to support different transport protocols and physical storage systems. More importantly, iRODS will allow us to provide a unified view of the data via the logical namespace, fine grained access control with different access mechanisms, and automated operations on the data through its integrated rulesand policy-engine. Once in production, iRODS is expected to handle data relocation operations between storage systems and any other required system-wide data management in an automated way.
Another value-added component whose deployment is currently evaluated for some community specific needs is the Open Microscopy Environment data visualisation, management, and analysis platform OMERO [12] . Its deployment is partly dependent on some functionality improvements which would allow a more seamless integration of OMERO with the underlying filesystem and the Hadoop framework.
Last but not least, two other critical components in the LSDF setup are the OpenNebula Cloud solution and the Hadoop framework described in what follows.
1) The Cloud layer: To allow for increased flexibility at the software environment layer, LSDF operates its cluster with the open-source Cloud toolkit OpenNebula [13] . It allows the project to provide its users with "Infrastructure as a Service" (IaaS), i.e. virtual machines can be started on demand with a configuration according to user's requirements, supporting vitalisation over Xen, KVM, and VMWare.
OpenNebula was chosen due to its reliability and simplicity of design and operation. A big plus is also its support for both Amazon Web Services' de facto standard EC2 [14] interface, and OGF's standard Open Cloud Computing Interface (OCCI). LSDF runs a dedicated server as OpenNebula manager, while the cluster nodes do not require any specific software deployment besides the Ruby programming language run-time. OpenNebula coexists in the cluster with the Hadoop installation, as explained below.
2) The Hadoop environment: The LSDF compute resources can be directly accessed by means of the Hadoop [15] system. Hadoop started as an open source implementation of Google's MapReduce [16] framework for data intensive computing on clusters of commodity hardware, allowing excellent scalability for petabyte data sets and large clusters [17] . Besides the initial MapReduce implementation, Hadoop was further extended with additional components. In particular the Hadoop Distributed Filesystem (HDFS), which is central for the scalability of the MapReduce implementation. HDFS can join any local storage of the cluster nodes as part of the filesystem, replicating file blocks on demand for assuring redundancy, reliability, and increasing the I/O bandwidth in distributed applications.
In LSDF the two main components of Hadoop v0.20.2, the MapReduce framework and the HDFS filesystem, are deployed in the compute cluster. The two cluster log-in nodes run the main Hadoop services: the NameNode on one, and the JobTracker and SecondaryNameNode on the other. The NameNode handles the HDFS namespace and meta data, while the JobTracker schedules the MapReduce jobs. The headnodes also allow user log-ins for preparing or submitting analysis workflows and for accessing their scientific data in both filesystems GPFS and HDFS. To support legacy applications the HDFS filesystem is also mounted by means of the FUSE [18] module Fuse-DFS on all nodes. The cluster nodes on their hand run the DataNode and TaskTracker daemons, providing 2 TB of hard disk space each to the distributed filesystem. This HDFS filesystem has therefore a capacity of roughly 110 TB, and can support an aggregated throughput of more than 4 GB/s with correctly designed MapReduce jobs.
Hadoop shares the cluster with the OpenNebula Cloud solution. As both components need to schedule workloads (i.e. Hadoop map or reduce jobs, and virtual machines respectively) but do so without performing a centralised scheduling, this shared setup might need adaptations for higher workloads.
C. Data and meta data management
As we have described above there are several software components implemented in the LSDF allowing data intensive computing in various ways. Unfortunately, each of these components is accessed in a different way, e.g. via different application programming interfaces (APIs). For the scientist and the developer of scientific applications it is not attractive to learn using all these technologies to be able to decide, which of them will be feasible for the users' purposes. It is an LSDF task to provide uniform access methods to support or even to avoid the need of a user's decision, and to minimise the effort for switching between different technologies.
1) The ADALAPI access layer: The starting point for a generalisation is the low-level data access. We are supporting different protocols, each better adapted for different usage scenarios or user communities. There is, for example, the data access via the CIFS and NFS protocols, both very widespread and therefore user-friendly for Windows resp. Unix platforms, but on the other hand with big security disadvantages. Therefore, these two access methods are only available within the campus network. Another data access method is GridFTP, where the user authenticates via X.509 certificates [19] , but unfortunately GridFTP is not feasible for transferring many small files, as required by many experiments. However, all access protocols support a common set of methods to access data, where the Abstract Data Access Layer API [20] (ADALAPI) is introduced.
To achieve the abstraction of data access the ADALAPI uses the standardised URL format to keep information about protocols, files and their location. These URLs are hidden behind an abstract file representation, which in turn offers a set of general methods to access the actual file transparently via the corresponding access protocol. By using the ADALAPI we are able to access data fully independently from their location or access protocols. Even if access technologies are changed or replaced, software products accessing data via the ADALAPI will not be affected in any way. The overhead introduced by this extra layer has been measured to be negligible for all practical purposes [21] .
Admittedly, more challenging tasks like data discovery and dealing with data location changes, e.g. by archival or replication, can not be handled at the level of data access. For these purposes an additional layer handling meta data was introduced.
2) The DataBrowser: The DataBrowser [20] basically consists of two parts. In the first place it is an API for writing, reading, and managing meta data stored in a database. The meta data structure we use is hierarchised into several layers. The most general layer contains the basic meta data where general information about data location, creator and owner are hold. Every higher-level layer extends this set of basic meta data by e.g. experiment details or information about used data acquisition hardware. The advantage of this layered structure is that extending and adapting meta data schemes is really simple. This capability is needed because on the one hand many scientific communities do not have standardised meta data formats and the definition process of new formats can be extending over several iterations and a long time. On the other hand, there are communities with technically matured formats that should be fully integrated. Both scenarios can be served easily using this layered meta data structure. Naturally, a plain API is not feasible for scientists to manage their meta data. Therefore the DataBrowser also offers an easy-to-use graphical user interface allowing to manage and query meta data, to upload and download experiment data, and to schedule data processing tasks based on the published meta data.
3) Workflow execution: For this purpose the execution management was implemented as another part of our software stack. Just like data and meta data access and management, the execution management was kept as generic as possible. At the moment, the focus lies on Hadoop, but to be future-proof it must be guaranteed that arbitrary data processing frameworks can be integrated. For that reason the execution of a scientific application or algorithm is described by a special process description file in XML-format. This processing sequence file contains information about the runtime environment, the algorithm and its parameters as well as version information, and of course the information of which data set should be processed by which data processing framework. In the background the database is queried for new execution tasks automatically, as shown in Fig. 3 . If a new task was found the execution is prepared and scheduled using the corresponding processing framework. An associated monitoring system takes care of running executions and notifies responsible persons on success or failure. This structure allows us to execute almost arbitrary applications of any complexity. By decoupling the process description from the execution framework we are able to react in a fast and flexible way to future trends in our software landscape.
III. PROCESSING WORKFLOWS
One important use case in the LSDF daily operation is of course the storage of raw experimental data, as well as providing it with adequate meta data. But another equally important functionality is to process the stored data for scientific analysis.
As mentioned in Section II, LSDF mainly relies upon the Hadoop and the Cloud paradigms for processing the scientific data. The latter is described in Subsection III-C. For integrating Hadoop based processing workflows, on the other hand, an automated schema was devised in which the user clears newly stored data for processing by tagging it on the meta data, while a cronjob takes care of polling the corresponding database and initiating the corresponding processing tasks. Below we describe several ways in which stored data is processed in LSDF's compute cluster.
A. High throughput microscopy
New developments in biological image acquisition enable more detailed and comprehensive views on the development of many different organisms. In parallel the needs for storage and processing of this biological data are increasing rapidly [22] . Our current use case focuses on the toxicology of distinct chemical substances on the early vertebrate development. State of the art microscopy generates three dimensional image data over time of fluorescent multicolour fish [23] . These transgenic or transiently transgenic fish are coded with three different fluorescent tags, which corresponds to a fifth dimension of the data. For example, cell nuclei are labelled for recognition of single cells, a second fluorescent tag codes for the right orientation of the whole embryo, and a third fluorescent tag indicates an area of biological interest. Quantitative in vivo imaging results in many 5D-data sets, each of several GB up to the TB range. These data sets challenge not only storage but also efficient image processing, which will be addressed in the following.
Based on the constraints defined by the LSDF setup, an automated and flexible processing pipeline was developed to evaluate and analyse huge multi-dimensional biological data sets by means of cluster computing. Different algorithms are incorporated in the pipeline as operators of many muxels 1 [24] , and can be connected with each other within the chosen analysis chain. Operators from many libraries (Matlab, ITK, VTK, Boost, OpenCV, etc.) are so turned compatible within the tool, where more than 200 operators are already implemented. Furthermore, operators can be implemented as plug-ins. Thus, users can increasingly bring in their own competencies into the process of image data analysis. Visualisation of 2-4D image data is integrated by using the VTK and QT toolkit libraries. This assists the user in parametrising and in identifying an applicable analysis chain of image data. Once the user has identified his preferred image analysis chain, the sequence of operators chosen is saved in the sequence-XML file. The subsequent processing of the large scientific data sets is performed as a service on LSDF's Hadoop cluster as explained in subsection II-C3, to profit from the increased throughput and flexibility compared to external processing. Thereby, the processing as well as the workflow are designed as robust, flexible and user friendly as possible.
The ImagingProjectGui software provides a user-friendly and interactive way to generate the required sequence of operators to analyse the multi-dimensional data sets mentioned above. The sequence of operators is saved in the sequence-XML file, which is then stored as part of the workflow meta data by the DataBrowser. Within the automatically running workflow (see Fig. 3 and 4) , the distributor takes care of combining any data set tagged for processing and the operators (sequence-XML) to one single workflow instance by using four input parameters: the original data folder, the output folder, the path to the sequence-XML file and a job name. The distributor manages all the data, distributes the corresponding folders among processing nodes and finally executes the required jobs in the cluster. Hadoop runs the project processor task in multiple instances by the MapReduce principle. The project processor then combines the partial results, evaluating the complete chain provided in the sequence-XML. All properties and results derived from this process are stored in new result-XML files which are relatively small and can be used for follow-up analysis. In this case the operators used can be of any kind -in the current project mainly filters.
The workflow processing described above combines all the advantages of a scalable mass storage system with an automated operator processor on a powerful compute cluster. Several properties make this combined approach of data processing and workflow an appropriate tool. It is platform independent, worldwide accessible for the user and traceability as well as additional information about the process is easily provided by the use of the XML files. The storage sustainability for the scientific data is taken care of by LSDF, freeing the involved researchers from the added burden. Moreover, this system enables the automatic and problem-orientated analysis of huge image data with a significant speedup compared 1 MUlti-dimensional ELements Fig. 4 . The high throughput microscopy processing workflow to single node execution. As shown by C. Schmidt [25] , speedup factors ranging between 60 and 120 are achieved for processing the data in the LSDF cluster, depending on the processing filters used, consistent with a data intensive analysis (i.e., IO bound).
B. Genome reconstruction analysis
Modern genomic research uses high throughput DNA sequencing devices for an unbiased decryption of entire genomes (chromosome DNA sequencing) and transcriptomes (RNA sequencing). They produce huge lists of short genomic sequences as output. These so called "short reads" consist of 30-100 bases and must be combined via alignment algorithms to obtain the full genomes [26] .
One of the LSDF project participants, the Institute of Toxicology and Genetics (ITG) at KIT, foresees the acquisition of a dedicated sequencer in the near future. The existing data -available through collaborations-is stored in the LSDF and processed using special purpose software on the attached cluster; future data from the ITG own sequencer will be handled in the same way. For this processing the single node applications Bowtie and Tophat are used, as well as the MapReduce-based tools Crossbow and MyRNA, which profit from the high scalability of the Hadoop framework. The fact that the raw files produced by the deep sequencer are plain ASCII files containing the short sequences allows for a very direct usage of the MapReduce paradigm: Crossbow and MyRNA do take care of the Hadoop interfacing, while calling Bowtie in background. For this workflow the data is staged in the cluster-local HDFS filesystem.
C. Integration of Cloud based workflows
The European project EUFORIA (EU Fusion fOR Iter Applications) [27] aims at providing a comprehensive framework and infrastructure for core and edge transport and turbulence simulation in fusion reactors, linking Grid and High Performance Computing for the fusion modelling community. To evaluate the usage of a Cloud Computing environment for some of the Fusion community applications, a feasibility study was started and a working concept developed. This evaluation was performed on the LSDF infrastructure, and ongoing work will apply the results to the processing workflows of some of the communities directly involved in the LSDF.
The established pilot setup comprises several components. The main component is the Kepler [28] workflow orchestrator, which runs a workflow from a user's local workstation. Hence a specific Kepler actor was developed to execute a job on Cloud resources using an Amazon Web Services' EC2 [14] compatible interface. Next, the OpenNebula server itself, which takes care of provisioning and managing the virtual instances where the designated jobs of the workflows are executed. The third component of the setup is a dedicated virtual machine image. This one is a copy of a Grid Worker Node based on the gLite middleware, allowing the job to interact with Grid Storage Elements. This image is created from a master Worker Node running Scientific Linux 5 and the gLite 3.2 middleware, and additionally provides whatever compiler, libraries or tools the selected EUFORIA Fusion application requires. For different applications of the same community the same or several distinct virtual machine images can be used, depending on the software requirements and their (in)compatibilities. The fourth component of the setup provides a file store for the input files and job outcomes. In the pilot phase a Grid Storage Element was used for this purpose. This requires, however, the use of Grid (certificatebased) authentication from within each Cloud virtual machine to access the data, and a corresponding token has to be provided to the executing job. Future work will provide the running instances with access to the LSDF storage. The setup is completed by a server running a monitoring service which keeps information about submitted jobs and their statuses.
In a nutshell, the Kepler system takes the job parameters provided by the user's workflow and orchestrates the instantiation of the required number of virtual machines through OpenNebula. Immediately after booting, a job starter script is executed in each instance to set up the environment for the designated Fusion application. This script also fetches the input data, starts the application, and finally uploads the output files upon job completion.
With the integration of this Cloud setup with the LSDF storage other communities should benefit from a sophisticated framework which provides flexible processing workflows for their LSDF stored data sets. The scientific end-users will then be able to directly steer their data processing and analysis tasks in a user-friendly graphical way from their own desktops, while allowing for applications which do not fit the LSDF analysis cluster in a native way, like Windows ones, or do pose strict constraints on the software environment.
IV. SUMMARY AND OUTLOOK
In the present work we have described the setup and services provided by the Large Scale Data Facility to scientific communities at KIT, as well as some of the data analysis workflows used to process the stored data. The facility is already operational and -with currently roughly 200 TB of scientific data stored-gearing up for the petabyte range in the next year. Experiments from some scientific communities do already perform their daily work on the LSDF, and several new communities are planned to join in the short and medium term. Each of the three biggest data producers foresee initial data rates of around 300 TB per year.
We have presented in detail the data management and analysis of the biology community at KIT's Institute of Toxicology and Genetics, which showcases the data intensive aspect with processing speedups in the range 60-120 compared with a single execution. Also the research centre's synchrotron light source ANKA is already taking advantage of the facility, and the project is working on the integration of its data management and processing chain. Soon the climate and geophysical communities will follow with their satellite and seismic data.
We can state that LSDF is already relieving scientific communities at KIT from at least part of the otherwise growing burden of management of their experimental data. Exploiting synergies between services delivered to different scientific communities remains one of the project's biggest aims. This is however at the same time the biggest challenge, as reconciling the use cases and requirements of varied "customers" in a single facility is a non-trivial task. Providing user communities with adequate data management tools and support is a critical step in addressing the above challenge while at the same time improving the sustainability of their scientific data management.
Among the technologies that LSDF currently relies upon, Hadoop is one expected to play a steadily increasing role in the future. Particularly the Hadoop Distributed FileSystem HDFS can cope with very high I/O rates on commodity hardware, and is one promising alternative for scaling beyond the petabyte range while keeping moderate costs. The highest performance gains are obtained, of course, with processing workflows natively relying on the Hadoop MapReduce paradigm. For legacy applications, applications used in a very specific context, or applications having a very strict software environment requirement, the Cloud paradigm in the OpenNebula implementation is proving to be a very valuable alternative. Being both easy to deploy and to operate, highly stable and reliable, and also allowing a huge flexibility to fulfil scientific user's requirements, the ongoing OpenNebula integration in data processing workflows is expected to provide a real added value for some of the communities involved in the LSDF.
Some other recent and emerging technologies could potentially offer performance advantages for some of the project's use cases, like allowing scientists world-wide web access to their files. In particular the object storage technologies -either hardware-or software-based-like for instance Data Direct Network's Web Object Scaler [29] or NASA's Nebula Object Store [30] are in the scope of a deeper future evaluation.
Parallel filesystems offering a Posix interface like GPFS do also scale well to large sizes, but are ideal in case legacy applications must be used. They perform best with large file sizes: ideally the average file size should lie in the gigabyte range or bigger to obtain the maximum throughput. For some data intensive uses cases, including the storing of tiny files in the kilobyte to megabyte range, newer paradigms like object storage can offer greater performance, but at the cost of investing in dedicated applications. In the longer term, to avoid the throughput and management issues associated with myriads of small files the project also strives to promote and integrate the use of container file formats like HDF5 [31] in the experiments' data chains whenever possible.
Another key development the project is focusing on is the implementation of intelligent -or active-storage. Many tasks in data intensive computing must be repeated over many data sets. Some tasks even are very common, and are eligible to become automatised procedures within a tool like iRODS, e.g. (de)compression, format transformation, checksum validation, etc. The different data transformation recipes can be handled by iRODS's policy engine and can be updated easily. Upon registration of new data the system runs the pre-wired operations. Although initially conceived for non time critical repeated activities like data checksumming and validation, this model can be integrated with scientific workflows like the one described in this paper to allow more elaborate operations.
