Let A = (a nk ) ∞ n,k=1 be an infinite matrix and x = (x k ) ∞ k=1 a sequence of real or complex numbers. Then the A-transform of x is a sequence Ax = (A n (x)) where A n (x) = ∞ k=1 a nk x k provided that the series converges for each n; and the sequence x is said to be A-summable if Ax is convergent. In this paper we define statistical A-summability of x, that is, x is said to be statistically A-summable if Ax is statistically convergent. We study here many other related concepts and provide some interesting examples.
Introduction
The idea of statistical convergence was introduced by Fast [4] , which is closely related to the concept of natural density or asymptotic density of subsets of the set of natural numbers N. Fridy [6] , Connor [1] , Freedman-Sember [5] , Schoenberg [18] , Malafosse-Rakočević [14] and many others studied it as a summability method.
Let K ⊆ N and K n = {k ∈ K : k ≤ n}. Then the natural density of K is defined by δ(K ) = lim n n −1 |K n | if the limit exists, where |K n | denotes the cardinality of K n .
A sequence x = (x k ) of real numbers is said to be statistically convergent to L provided that for every > 0 the set K ( ) = {k ∈ N : |x k − L| ≥ } has natural density zero; in this case we write st-lim x = L. By the symbol st we denote the set of all statistically convergent sequences.
Further the idea of statistical convergence was extended to A-statistical convergence by Kolk [11] . Let K = {k i } be an index set and let ϕ K = (ϕ A sequence x is said to be A-statistically convergent to L if δ A (K ( )) = 0 for every > 0. In this case we write st A -lim x k = L. By the symbol st A we denote the set of all A-statistically convergent sequences.
Recently, the idea of statistical (C, 1)-summability was introduced in [15] and of statistical (H, 1)-summability in [16] by Moricz, and of statistical (N, p)-summability by Moricz and Orhan [17] . In this paper we generalized these statistical summability methods by defining the statistical A-summability and study its relationship with A-statistical convergence. Some concepts, e.g. statistical A-limit point, statistical A-cluster point, statistical A-boundedness, statistical A-core are defined in a natural way. We give here some interesting examples in support of our new definitions and results.
If x = (x k ) is a number sequence and A = (a nk ) ∞ n,k=1 is an infinite matrix, then Ax is the sequence whose nth term is given
Let X , Y be two sequence spaces and A = (a nk ) an infinite matrix. If for each x ∈ X the series A n (x) = ∞ k=1 a nk x k converges for each n and the sequence Ax = (A n (x)) ∈ Y we say that A maps X into Y . By (X, Y ) we denote the set of all matrices which maps X into Y , and in addition if the limit is preserved then we denote the class of such matrices by (X, Y ) reg .
A matrix A is called regular, i.e. A ∈ (c, c) reg if A ∈ (c, c) and lim n A n (x) = lim k x k for all x ∈ c.
The well-known necessary and sufficient conditions (Silverman-Toeplitz) for A to be regular are
We quote here two more important results on matrix transformations involving the spaces st, which are slight modification of Corollary 4 [12] and Corollary 5.1 [11] respectively. 
Statistical A-summability
In this section we define statistical A-summability for a nonnegative regular matrix A and find its relationship with A-statistical convergence. Definition 2.1. Let A = (a ik ) be a nonnegative regular matrix and x = (x k ) be a sequence. We say that x is statistically A-summable to if for every > 0, δ({i ≤ n : |y i − | ≥ }) = 0, i.e. 
Remark. (i) If
then the statistical A-summability is reduced to the statistical (C, 1)-summability due to Moricz [15] .
(ii) If
then the statistical A-summability is reduced to the statistical (N, p)-summability due to Moricz and Orhan [17] , where p = (p k ) is a sequence of nonnegative numbers such that p 0 > 0 and
where
, then the statistical A-summability is reduced to the statistical (H, 1)-summability due to Moricz [16] .
Now we prove the following relation between statistical A-summability and A-statistical convergence.
Theorem 2.1. If a sequence is bounded and A-statistically convergent to then it is A-summable to and hence statistically A-summable to but not conversely.
Proof. Let x be bounded and A-statistically convergent to , and
By using the definition of A-statistical convergence and the conditions of regularity of A, we get lim |A n (x) − | = 0 since was arbitrary,
To see that the converse does not hold, we construct the following examples: (a) Let A be Cesàro matrix, i.e.
and let
Then x is A-summable to 1/2 (and hence statistically A-summable to 1/2) but not A-statistically convergent.
(b) Take x = (x k ) as above and let A = (a nk ) be defined by
if n is a square and k = n
if n is even square; 1;
otherwise.
We see that x is not A-summable and hence it is not A-statistically convergent but
i.e. x is statistically A-summable to 1/2.
Remark. We cannot replace boundedness of x by statistically boundedness in Theorem 2.1. If we replace bounded sequence x by statistically bounded, then x need not to be summable by A nor to be statistically A-summable (see Example 2).
Our next result of this section is a Tauberian theorem which can be directly obtained from Theorem 3 of Fridy [6] and Theorem 1 of Fridy and Miller [10] .
Theorem 2.2. Let x be a bounded sequence and A in τ (see [10]), if x is statistically A-summable to and A n
x is statistically convergent to .
Some more related concepts
Like Fridy and Orhan [8] , Demirci [3] has defined A-statistical limit superior (inferior), A-statistically bounded and A-statistical core. Here we define statistical A-limit point, statistical A-cluster point and statistical A-limit superior (inferior) etc. and give some interesting examples.
The following definitions are analogue of statistical limit point and statistical cluster points [7] .
Definition 3.1. The number α is said to be a statistical A-limit point of the number sequence x if there is a nonthin subsequence of (y i ) that converges to α. We denote the set of all statistical A-limit points of x by Λ Ax .
The number β is said to be a statistical A-cluster point of the number sequence x if for every > 0 the set {i ≤ n : |y i − β| < } does not have density zero. We denote the set of all statistical A-cluster points of x by Γ Ax .
The concept of statistical limit superior (inferior), statistical boundedness and statistical core were defined by Fridy and Orhan [8] . Here we define the following. 
The statistical A-limit inferior of x is defined as Since st A ⊆ (A) st for bounded sequences, we have
where st A -core(x) denotes the A-statistical core of x (cf. Demirci [3] ). Now we give some interesting examples.
Examples

1.
Let A = (a nk ) and x = (x k ) be defined as
if n is a square and k = n We see that here Λ Ax = { 1 2 Note that here L Ax , Λ x , Γ x , Λ A x and Γ A x denote the set of ordinary limit points (of Ax), statistical limit points, statistical cluster points, A-statistical limit points and A-statistical cluster points respectively.
Let A be defined as above and
3. Let A be as above and
if n is square.
Here x is statistically A-summable to 1/2. 4. Let A be as above and
Here x is statistically A-summable to 1/2 and we can see that x is statistically A-bounded, since δ{i :
k a nk x k is not convergent for each n, i.e. Ax is not defined hence x is not A-summable. Remark. All the theorems on statistical convergence, statistical limit superior (inferior), statistical limit points etc. can be proved similarly for our definitions.
Let
A = (a nk ) be defined by               1 0 0 0 0 . . . . . . . .
Core theorems
Fridy and Orhan [9] defined the statistical core of a complex sequence as follows.
Let x be a statistically bounded sequence and let for each z ∈ C
Similarly, we can define the statistical A-core of a complex sequence x as follows:
where B Ax (z) := {w ∈ C : |w − z| ≤ st-lim sup |y i − z|},
, and x is statistically A-bounded.
We will use the following matrix classes to establish our core theorems. These classes can be directly obtained by some slight modifications of Theorems K1 and K2.
where g nk = j a nj t jk .
We shall also need the following lemma which is (A) st -analogue of a result of Çoskun-Çakan [2] . 
and x is convergent to . Then { } = K-core(x) ⊇ (A) st -core(Tx). Since T < ∞ implies Tx ∈ ∞ for x ∈ ∞ , Tx has at least one statistical A-cluster point (see Corollary due to Fridy [7] ). Now, by Proposition 4 of Li and Fridy [13] , the set of statistical A-cluster points is in (A) st -core(Tx). Therefore, (A) st -core(Tx) = ∅ and so (A) st -core(Tx) = { }. Hence T ∈ (c, (A) st ∩ ∞ ) reg .
To prove (5.1.2), define x = (x k ) by
0; otherwise;
where E ⊆ N is such that N \ E is finite. Then K-core(x) = {1}. 
Let r = lim sup k |z − x k | and E := {k : |z − x k | > r + } for > 0. Then δ(E) = 0 as E is finite and we have
Therefore, by (5.1.1) and (5.1.2), we obtain
Hence by (5.1.3) we have |w − z| ≤ r + and since is arbitrary,
i.e. w ∈ K-core(x), and (A) st -core(Tx) ⊆ K-core(x).
This completes the proof of the theorem.
Remark. Note that the condition (5.1.2) cannot be replaced by the following condition
for any set E ⊆ N such that δ(E) = 1.
Consider the following example:
Example 5.1. Let A = (a nk ) and T = (t nk ) be defined by
0, otherwise.
for n = k, t nk = 0 and for n = k Now, let E ⊆ N such that δ(E) = 1. Let χ E be the characteristic function of E. Then st-core(χ E ) = {1}. Since T < ∞ implies T χ E ∈ ∞ , we have that T χ E has at least one statistical A-cluster point. Therefore, (A) st -core(T χ E ) = ∅. Also (A) st -core(T χ E ) = {1}, since (A) st -core(T χ E ) ⊆ st-core(χ E ) = {1}. This completes the proof of the theorem.
