Abstract. Appropriately normalized square random Vandermonde matrices based on independent random variables with uniform distribution on the unit circle are studied. It is shown that as the matrix sizes increases without bound, with respect to the expectation of the trace there is an asymptotic * -distribution, equal to that of a C[0, 1]-valued Rdiagonal element.
Introduction
We consider the random Vandermonde matrix X N , whose (i, j)-th entry is N −1/2 ζ j i , where ζ 1 , . . . , ζ N are independent with Haar measure distribution on the unit circle. These have been studied in [8] , [9] , [12] and [13] and are of interest for applications in finance, signal array processing, wireless communications and biology (see [8] for references). In [8] , Ryan and Debbah show that asymptotic moments of X * N X N , (namely, the limits lim
where E is the expectation and tr is the normalized trace on matrix algebras), exist and are given by sums of volumes of certain polytopes. They also compute some of these asymptotic moments. In [12] , Tucci and Whiting show among other things that the asymptotic moments are given by
for a unique measure µ on [0, ∞) with unbounded support. (This uses the Stieltjes solution to the moment problem and a theorem of Carleman -for the former, see p. 76 of [1] .) Further results are proved in [9] and [13] . G. Tucci asked [11] whether X N is asymptotically R-diagonal with respect to the expectation of the trace. In this paper, we answer Tucci's question negatively, but show that X N has an asymptotic * -distribution as N → ∞, which is in fact the * -distribution of an element that is R-diagonal over the C * -algebra C [0, 1] .
To be precise, we show that, for all n ∈ N and all ǫ(1), . . . , ǫ(n) ∈ {1, * },
exists and we describe this limiting * -moment using the notion of C[0, 1]-valued R-diagonality.
Usual (or scalar-valued) R-diagonal elements are very natural in free probability theory, and have been much studied; they were introduced by Nica and Speicher in [7] . The algebra-valued version was introduced byŚniady and Speicher in [10] and has been further studied in [3] . We will give the definition from [3] , which is an easy reformulation of one of the characterizations in [10] .
The setting for algebra-valued R-diagonal elements is a B-valued * -noncommutative probability space (A, E), where B ⊆ A is a unital inclusion of unital * -algebras and E : A → B is a conditional expectation, namely, a B-bimodular unital projection. Definition 1.1. Given n ∈ N and ǫ = (ǫ(1), . . . , ǫ(n)) ∈ {1, * } n , we define the maximal alternating interval partition σ(ǫ) to be the interval partition of {1, . . . , n} whose blocks are the maximal interval subsets I of {1, . . . , n} such that if j ∈ I and j + 1 ∈ I, then ǫ(j) = ǫ(j + 1).
For example, if ǫ = {1, 1, * , 1, * , * }, then σ(ǫ) = {{1}, {2, 3, 4, 5}, {6}}. for n ∈ N, b 1 , . . . , b n−1 ∈ B and arbitrary ǫ(1), . . . , ǫ(n) ∈ {1, * }, in terms of the alternating moments of even length, namely those when n is even and ǫ(j) = ǫ(j + 1) for all j.
Contents:
The contents of the rest of the paper are as follows. In Section 2, we find asymptotics of diagonal entries of * -moments involving alternating X N and X * N with certain deterministic diagonal matrices between. In Section 3, we prove our main result, characterizing arbitrary asymptotic * -moments of X N based on C[0, 1]-valued R-diagonality. In Section 4, we prove results allowing the asymptotic alternating * -moments of X N found in Section 2 to be computed in terms of certain integrals, we show that X N is not asymptotically scalar-valued R-diagonal, and we report the results of computations of certain C[0, 1]-valued cumulants of the asymptotic * -distribution of X N . (Details of these computations can be found in a Mathematica [14] file accompanying the arXived version of this paper.) Notation: On matrix algebras, tr is the normalized trace and Tr is the usual trace. For partitions π 1 and π 2 of the same set, π 1 ∨ π 2 means their join in the lattice of all partitions of the set. We say that a set S splits a partition π if S is the union of some of the blocks of π. We write k 1 π ∼ k 2 to mean that k 1 and k 2 are in the same block of π. The restriction of a partition π to a set K is the partition {S ∩ K : S ∈ π}\{∅}, and is denoted π ↾ K . If i is a function with domain L, then ker i is the partition of L so that ℓ 1 and ℓ 2 belong to the same block of ker i if and only if i(ℓ 1 ) = i(ℓ 2 ).
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2. Asymptotic alternating C[0, 1]-valued * -moments.
In this section, we investigate alternating moments in X N and X * N . More specifically, we find the asymptotics of the expectations of diagonal elements of alternating moments of even length, with certain non-random diagonal matrices interspersed (see Proposition 2.2).
Let τ be the tracial state on C[0, 1] given by integration with Lebesgue measure.
Given n ∈ N, we let P(n) denote the lattice of all set partitions of {1, 2, . . . , n}. Thus π ∈ P(n) if and only if π is a collection of disjoint, nonempty sets whose union is {1, . . . , n}. As usual, the elements of π are called blocks of the partition, and |π| is the number of blocks in the partition. We will let S π (j) denote the block of π that has j as an element.
For π ∈ P(n) and
Given S ∈ π, we let S ′ = S\{max(S)} be S without its largest element and we let
Thus |J π | = n − |π|. Naturally, we write S ′ π (j) for (S π (j)) ′ . For p ∈ {1, . . . , n} and S ∈ π, we write S ≤ p if and only if j ≤ p for every j ∈ S, and if this is not the case, then we write S ≤ p. We set I π (p) = {j ∈ {1, . . . , p} : S π (j) ≤ p} and note I π (p) ⊆ J π . If J π = ∅, namely, if π = 0 n is the partition of {1, . . . , n} into singletons, then we let
where if n = 1 then we let Λ π () = 1 be the constant function 1. Otherwise, if
and we set
where the integral is with respect to |J π |-dimensional Lebesgue measure.
The following lemma provides an alternative description of Λ π that may be more natural. It will be used in the proof of Proposition 2.2 and in Section 4. Lemma 2.1. Assume π ∈ P(n)\{0 n } and let Φ π : R Jπ × R → R n be the linear mapping given by
Then Φ π is an isomorphism onto the subspace
of R n , using the convention s 0 = s n . Furthermore, we have
Moreover, letting ν
π be the push-forward of Lebesgue measure on R Jπ by Φ (t)
π , we have
Proof. Let (s p ) n p=1 = Φ π ((t j ) j∈Jπ , t). Since I π (n) = ∅, we have s n = t. We will show
Suppose p = max S π (p). If p = 1, then I π (p) = {1} and
On the other hand, suppose p = max S π (p). If p = 1, then S π (p) = {1} and I π (p) = ∅ and
This proves (6) .
We will now show that Φ π is injective. Indeed, if Φ π ((t j ) j∈Jπ ) = (s p ) n p=1 = (0) n p=1 , then t = s n = 0 and, for all p ∈ J π , using (6), we have t p = s p − s p−1 = 0.
Note that K π is the solution space of |π| linear equations, but that the sum of all of these linear equations is 0, so that the dimension of K π is at most n − |π| + 1. But, since Φ π is an injective linear transformation into K π , the dimension of K π is at least |J π |+1 = n−|π|+1. Thus, Φ π is an isomorphism.
In order to prove (4) , note that the inclusion ⊆ follows immediately from the definition of Φ π . The reverse inclusion holds because if Φ π ((t j ) j∈Jπ , t) = (s p ) n p=1 ∈ Z n , then t = s n ∈ N, while for every j ∈ J π , by (6) , t j = s j − s j−1 ∈ Z.
It is now clear that Φ (t)
π maps E(π, t) onto F (π, t). It remains only to prove (5) . From the definition (2) and the definition of Φ (t) π , we see
This is, of course, equal to the integral on the right hand side of (5) , by the definition of the push-forward measure.
Proposition 2.2. Let n ∈ N and suppose g 1 , . . . , g 2n ∈ C[0, 1]. Given N ∈ N and j ∈ {1, . . . , 2n} consider the deterministic N × N diagonal matrix
. . , g 2n ) (7) and
Furthermore, in both cases the convergence is uniform for t ∈ [0, 1], and the rate of convergence can be controlled in terms of only max i g i and a common modulus of continuity for {g 1 , . . . , g 2n }.
Proof. We have
).
Let us rearrange the sum by summing first over all partitions π ∈ P(n) and then over all i e = (i(2), i(4), . . . , i(2n)) ∈ {1, . . . , N } n such that ker i e = π, and then over all i o = (i(1), i(3), . . . , i(2n − 1)) ∈ {1, . . . , N } n such that i(1) = h N (t), where ker i e = π means that i(2j 1 ) = i(2j 2 ) if and only if j 1 and j 2 are in the same block of π. Keeping in mind that the ζ j are independent and E(ζ k j ) = 0 if k = 0, we find that the expectation in (9) equals
where the summation ℓ is over all ℓ = (ℓ S ) S∈π ∈ {1, . . . , N } |π| such that
with the convention i(2n + 1) = i(1). It is straightforward from the theory of Riemann integration to see
and that the rate of convergence depends only on max j g 2j and on a common modulus of continuity of {g 2 , g 4 , . . . , g 2n } Now we analyze the last summation in (10) . Let Ψ o 1 (π, N, h N (t)) be obtained by left rotating each element of Ψ 1 (π, N, h N (t))}, i.e.,
Then, in the notation of Lemma 2.1,
Thus, using (4) and the definition of Φ π , we have
Thus, we have
where the sum is over all (r j ) j∈Jπ ∈ E(π,
Since the g j are continuous, the right hand side of (11) is for large N a good approximation for the integral
In particular, since also lim N →∞
with the rate of convergence depending only on max( g 2j−1 ) and a common modulus of continuity for {g 1 , g 3 , . . . , g 2n−1 }. This proves (7), with the desired statement on the rate of convergence. We prove (8) similarly. We have
The right-hand-side can be rewritten
where the summation ℓ is over all ℓ = (ℓ S ) S∈π ∈ {1, . . . , N } |π| such that ℓ Sπ(1) = h N (t) and
with the convention i(0) = i(2n). We see
where the sum is over all ((r j ) j∈Jπ , x) in the set on the right of (12) . Thus, using I n (π) = ∅, we find
and that the rate of convergence depends only on max 1≤j≤n g 2j and on a common modulus of continuity of {g 2 , g 4 , . . . , g 2n }. This proves (8) , with the desired statement on the rate of convergence.
In this section, we prove our main theorem (Theorem 3.28) about asymptotic * -moments of random Vandermonde matrices. It will follow from Proposition 2.2 above, about alternating moments, and the next proposition. 
where C depends only on n.
We begin the proof with some preliminaries. The following lemma can be proved using Gaussian elimination, for instance.
Lemma 3.2 can be reformulated follows. 
Proof. We write h as 
Equivalently, by Lemma 3.4,
Proof. Let (a S ) S∈π 1 be scalars such that
Thus, the result follows.
Proof. Let K ′ be the union of all blocks in π that contain an element in K. Then
The proof of Lemma 3.10 is analogous to the proof of the fact that a partition of n points with more than n 2 blocks must contain a singleton block. Lemma 3.10 can be reformulated as
.
Proof. Let l ∈ U . Then
Thus, the only values of k for which v k , e l can possibly be nonvanishing are l − 1 and l + 1. Hence, a l+1 v l+1 , e l + a l−1 v l−1 , e l = 0.
Since l ∈ U , we have:
. In all of the above cases, v l+1 , e l = −1 and v l−1 , e l = 1. Therefore, −a l+1
Proof. It suffices to show that every element k of (U − 1)
necessary, we may assume that k ∈ U − 1. Let p be smallest natural number for which k + 2p / ∈ U − 1. By minimality, k + 2q ∈ U − 1 for all 0 ≤ q ≤ p − 1. So k + 2q + 1 ∈ U so by assumption, k + 2q ∼ k + 2q + 2 for all 0 ≤ q ≤ p − 1. Therefore,
Lemma 3.14. Let n ≥ 1. Let ǫ 1 , . . . , ǫ n ∈ {1, * }. Let σ be the corresponding maximal alternating interval partition. For each I ∈ σ, let
Here is a quick example: if ǫ = (1, * , 1, * , * , * , 1, 1, * ), then
Proof of Lemma 3.14. Let k ∈ I 2 with ǫ k = * . If k + 1 / ∈ I 2 , then since I 2 ∈ σ, by the definition of σ, ǫ k+1 = * . On the other hand, if k + 1 ∈ I 2 , then since I 1 and I 2 are disjoint blocks and are, therefore, disjoint, k + 1 / ∈ I 1 . In both cases, we have that either k + 1 / ∈ I 1 or ǫ k+1 = 1. Hence,
Interchanging the roles of I 1 and I 2 , we have {k + 1 : k ∈ I 1 and ǫ k = * } ∩ {k ∈ I 2 : ǫ k = 1} = ∅.
Since I 1 and I 2 are disjoint,
Lemma 3.15. Let ǫ 1 , . . . , ǫ n ∈ {1, * } and let σ be the corresponding maximal alternating Let L(I) for I ∈ σ be as defined in Lemma 3.14. Let
To illustrate, see the example considered after the statement of Lemma 3.14. We have n = 9, U = {2, 4, 9} and
with ∼ generated by 1 ∼ 3, 3 ∼ 5, 8 ∼ 10. Thus, in this example, (i) clearly holds. Moreover, we have
and in this example, (ii) clearly holds as well.
Proof of Lemma 3.15. We will first prove (i). Let
We want to show that for every I ∈ σ 0 , L(I) is an equivalence class of ∼. After proving this, we show that ∪ I∈σ 0 L(I) = (U − 1) ∪ (U + 1). This immediately gives the conclusion of (i), because {L(I)} I∈σ 0 is the partition of (U − 1) ∪ (U + 1) that corresponds to the equivalence relation ∼.
1. We first show that L(I) ⊂ (U − 1) ∪ (U + 1) for every I ∈ σ 0 . Since I ∈ σ 0 , there exists l ∈ I such that ǫ l = 1 and ǫ l+1 = * . Since I ∈ σ, by the definition of σ, we have l + 1 ∈ I. (In particular, l and l + 1 are in I.) A. Suppose k ∈ I and ǫ k = 1. We will show k ∈ (U − 1)∪ (U + 1). Since I is an interval of length at least 2, if k ∈ I then k+1 ∈ I or k−1 ∈ I. If k+1 ∈ I, then by the definition of σ, ǫ k+1 = * so k + 1 ∈ U and k ∈ U − 1. Suppose k + 1 ∈ I. Then either k = n or ǫ k+1 = 1 and in either case, k + 1 / ∈ U . Then k − 1 ∈ I and ǫ k−1 = * . If k − 2 ∈ I, then ǫ k−2 = 1 and k − 1 ∈ U and k ∈ U + 1. Otherwise, if k − 2 / ∈ I, then either k = 2 or ǫ k−2 = * and we have I = {k − 1, k}. But k / ∈ U , so I ∩ (U − 1) = ∅, contrary to the hypothesis I ∈ σ 0 . Thus, we have shown {k ∈ I : ǫ k = 1} ⊂ (U − 1) ∪ (U + 1). B. Suppose k ∈ I and ǫ k = * . We will show k + 1 ∈ (U − 1) ∪ (U + 1). Since I ∈ σ, by the definition of σ, we must have ǫ k−1 = 1 unless k is the smallest element of I.
Thus, we have shown {k + 1 :
To show that L(I) is an equivalence class of ∼, we will prove that L(I) is preserved by the equivalence relation ∼ and that all elements of L(I) are related. A. Suppose k 0 ∈ U and k 0 − 1 ∈ L(I). Since k 0 ∈ U , we have
Since k 0 − 1 ∈ L(I), either k 0 − 1 ∈ {k ∈ I : ǫ k = 1} or k 0 − 1 ∈ {k + 1 : k ∈ I and ǫ k = * }. In the first case, k 0 − 1 ∈ I and ǫ k 0 = * so k 0 ∈ I. In the second case, k 0 − 2 ∈ I and ǫ k 0 −2 = * ; by (13), we have k 0 ∈ I. In both cases, k 0 ∈ I and ǫ k 0 = * ,
On the other hand, if k 0 ∈ U and k 0 + 1 ∈ L(I) then either k 0 + 1 ∈ {k ∈ I : ǫ k = 1} or k 0 + 1 ∈ {k + 1 : k ∈ I and ǫ k = * }. In the first case, k 0 + 1 ∈ I and ǫ k 0 +1 = 1. Using (13), k 0 − 1 ∈ I. In the second case, k 0 ∈ I. By (13), k 0 − 1 ∈ I. In both cases
Therefore, L(I) is preserved by the equivalence relation ∼. B. To prove that all elements of L(I) are related, note that since I is an interval with alternating values of ǫ k , {k ∈ I : ǫ k = 1} is of the form {k 0 , k 0 + 2, . . . , k 0 + 2p} for some p ≥ 0 where
This means that all the elements in {k ∈ I : ǫ k = 1} are related. Using the same argument, one can show that all the elements in {k + 1 : k ∈ I and ǫ k = * } are related. Just as the beginning of the first part of the proof, since I ∈ σ 0 , there exists l ∈ I such that ǫ l = 1 and ǫ l+1 = * (thus also l + 1 ∈ I). So l ∈ {k ∈ I : ǫ k = 1} and l + 2 ∈ {k + 1 : k ∈ I and ǫ k = * }. Since l + 1 ∈ U , l ∼ l + 2. Therefore, all elements in L(I) = {k ∈ I : ǫ k = 1} ∪ {k + 1 : k ∈ I and ǫ k = * } are related. Therefore, L(I) is an equivalence class of ∼ for every I ∈ σ 0 .
It remains to show that
by the first part of the proof, it suffices to show that (U − 1)
and I ∈ σ 0 , since k 0 − 2 ∈ I ∩ (U − 1). This completes the proof of (i).
We now prove (ii). Let l ∈ {2, . . . , n}\(U ∪ (U − 1) ∪ (U + 1)). 1. If ǫ l = 1, then since l / ∈ U − 1, either l = n or ǫ l+1 = 1. Since l / ∈ U + 1, either l = 2 or ǫ l−2 = * or ǫ l−1 = 1. A. If l < n and ǫ l−1 = 1, then ǫ l−1 = ǫ l = ǫ l+1 = 1, which implies {l} ∈ σ. Moreover, since ǫ l = 1, L({l}) = {l}. B. If l = n and ǫ l−1 = 1, then similarly, ǫ n−1 = ǫ n = 1 and we have {n} ∈ σ and L({n}) = {n}. C. If ǫ l−1 = * and 2 < l < n, then ǫ l−2 = * and, since ǫ l = ǫ l+1 = 1, we have {l − 1, l} ∈ σ and L({l − 1, l}) = {l}. D. If e n−1 = * and if 2 < l = n or 2 = l < n, then similarly and {l − 1, l} ∈ σ and L({l − 1, l}) = {l}. E. If 2 = l = n and e 1 = * , then {1, 2} ∈ σ and L({1, 2}) = {2}. 2. If ǫ l = * , then since l / ∈ U we have ǫ l−1 = * . Since l / ∈ U + 1, either l = 2 or ǫ l−2 = * . In either case, we have {l − 1} ∈ σ and L({l − 1}) = {l}.
This completes the proof.
In the sequel, if A is a N × N random matrix and p ≥ 1 then
Thus, if A is deterministic then |A| p = (tr(A * A) 
Proof. Since | · | p is a norm on deterministic N × N matrices,
where the first inequality follows from Jensen's inequality and the second inequality follows from Hölder's inequality. 
Applying Lemma 3.17 repeatedly, one obtains
Applying the above to random matrices, we get the following:
Lemma 3.19. Let A 1 , . . . , A s be N × N random matrices having finite moments of all orders. Let p 1 , . . . , p s , r ≥ 1 be such that
Proof. By Lemma 3.18,
Taking expectations and using Hölder's inequality, we obtain 
Proof. If s = 1, the result follows from the Cauchy-Schwarz inequality. Assume s ≥ 2.
First,
(
where for the first inequality we used the trace property and the Cauchy-Schwarz inequality, while for the second we used Hölder's inequality (Lemma 3.19). Since there are 2 s − 1 terms in the summation in (15), the desired upper bound holds.
We will now show that the off-diagonal entries of alternating products in X N and X * N , with deterministic diagonal matrices interspersed, have expectations that are zero or are asymptotically small as the matrix size goes to infinity. Lemma 3.22. Let n ≥ 1 be an odd number. Let ǫ 1 , . . . , ǫ n ∈ {1, * } be alternating. Let
Proof. The proof when ǫ 1 = 1 and the proof when ǫ 1 = * are similar. So we only do the case when ǫ 1 = 1. Let i(1), i(n + 1) ∈ {1, . . . , N }.
Since ǫ 1 = 1 and ǫ 1 , . . . , ǫ n are alternating, ǫ k = 1 when k is odd, and ǫ k = * when k is even so
Since the sum of the exponents is
Using an argument similar to that in the proof of Lemma 3.22, one obtains Lemma 3.23. Let n ≥ 2 be an even number. Let ǫ 1 , . . . , ǫ n ∈ {1, * } be alternating. Let
Lemma 3.24. Let n ≥ 1 be an even number. Let ǫ 1 , . . . , ǫ n ∈ {1, * } be alternating. Suppose that ǫ 1 = 1. Let d 1 , . . . , d n be deterministic diagonal N × N matrices of norm at most 1. Let
Then for every integer p ≥ 1, there is a constant C = C(n, p) such that
Proof. Let i(1) = i(n + 1) ∈ {1, . . . , N }. By (16),
Since the d k have norms at most 1, we have
Since ǫ k = 1 when k is odd and ǫ k = * when k is even,
Let v 1 , v 3 , . . . , v n+1 ∈ R n be given by
Let j : {2, 4, . . . , n} → {1, . . . , N } be the restriction of i to {2, 4 . . . , n}. Then we have
Let π be a partition of {1, 3, . . . , n + 1}. Suppose that ker(i ↾ {1,3,...,n+1} ) = π. For each S ∈ π, all the i(k) are same for k ∈ S and we denote this value by i(S). Thus,
. By Lemma 3.7,
If a 1 , a 3 , . . . , a n+1 are scalars satisfying
then a 1 = a 3 = . . . = a n+1 . Thus, by Lemma 3.8, dim span { k∈S v k : S ∈ π} ≥ |π| − 1 so
Considering all the cases when {1} is or is not a singleton block and {n + 1} is or is not a singleton block of π, we see that the number of choices of i(3), i(5), . . . , i(n − 1) such that ker(i ↾ {1,3,...,n+1} ) = π is at most N |π|−2 and, thus, i:{2,...,n}→{1,...,N } ker(i↾ {1,3,...,n+1} )=π
Summing over all partitions π of {1, 3, . . . , n + 1}, we have
So by (18),
So each entry in E(Z N − diagZ N ) has absolute value at most C n /N . From this, the result follows easily. Indeed, each entry of
has absolute value at most C 2 n /N . Taken to the p-th power, every entry has absolute value at most C Using a similar argument as in the proof of Lemma 3.24, (essentially, by treating also the case i(n + 1) = i(1) in that proof) one obtains the following lemma. 
, where C depends only on n and p.
Proof. By Lemma 3.25, for every integer q ≥ 1,
where C q depends only on q. Thus, taking p 1 = · · · = p n = 2pn, r = 2p in Lemma 3.19, we have
This proves the first inequality. The other inequality follows by combining Lemmas 3.22, 3.23 and 3.24.
We are now ready to prove Proposition 3.1. We first prove a weaker version of it, with E • diag replaced by E. The convention regarding ordering in products is described in Definition 1.2.
Lemma 3.27. Let n ≥ 1. Let ǫ 1 , . . . , ǫ n ∈ {1, * }. Let σ be the interval partition of {1, . . . , n} defined by k
Proof. Since σ is an interval partition, we can expand
Since the d k have norms at most 1, it follows that
For each i : {1, . . . , n + 1} → {1, . . . , N }, by Lemma 3.5, we have
. . , N } be the restriction of i to L. With v k ∈ R U defined as in Lemma 3.12, we have
where we think of i U as belonging to R U . Let π be a partition of L. Suppose that ker i L = π.
. For each block S ∈ π 1 , all the i L (k) are the same for k ∈ S and we denote this value by i L (S). It follows that
Note that the term k∈{1,...,n}\(U
is a product of the random variables (ζ j ) j∈L and their inverses, possibly with repetition. Thus by Lemma 3.7, fixing i L and summing over all i U , we have
Summing now over all i L with ker i L = π, we obtain
Let ∼ be the equivalence relation on (U − 1) ∪ (U + 1) generated by l − 1 ∼ l + 1 ∀l ∈ U . Let π 2 be the partition of (U − 1) ∪ (U + 1) that corresponds to ∼. By Lemma 3.12 and Lemma 3.8,
Thus,
where the last equation follows from Lemma 3.9 by taking K = (U − 1) ∪ (U + 1) and λ = π 2 .
Thus, by (21),
If S 1 ∈ π 2 then by Lemma 3.15(i),
for some S 0 ∈ σ. If S 1 = {l} for some l ∈ L\((U − 1) ∪ (U + 1)) and l = 1, n + 1, then by Lemma 3.15(ii), S 1 is also the form (24). If S 1 = {1} or {n + 1} then since 1 and n + 1 are both in L (by the definition of U ), it follows from (23) that i L (1) = i L (n + 1) and so
If S 1 is of the form (24) then by (23),
By Lemma 3.14,
Note that for each S ∈ σ, k∈S (X
is independent of the random variables
So again (25) holds. Combining the conclusions of Case I and Case II and summing over all partitions π of L, we get
where C is the number of partitions of L. By (19), the result follows.
Proof of Proposition 3.1. Let
By Lemma 3.26 and Lemma 3.16, for every integer p ≥ 1,
where C depends only on n and p. So by Lemma 3.20,
where C depends only on n. By Lemma 3.26 for p = 1,
Therefore,
Thus, by Lemma 3.27, the result follows.
We are now ready to prove the main result. For a C * -algebra B, by B X, X * we denote the * -algebra of polynomials in noncommuting variables X and X * with coefficients on B; technically this is the algebraic free product of the three algebras B, C[X] and C[X * ] with amalgamation over the scalars. We endow B X, X * with the obvious * -operation. 
Then for all n ∈ N, ǫ(1), . . . , ǫ(n) ∈ {1, * } and all b 1 , . . . , b n ∈ B, we have 
Proof. Let n ∈ N and suppose b 1 , . . . , b n ∈ B and ǫ(1), . . . , ǫ(n) ∈ {1, * } are arbitrary. We will prove (28) by induction on n. In the case of n = 1, the right-hand-side of (28) is zero and, by Lemma 3.22, so is the left-hand-side of (28). For the induction step, let σ = σ(ǫ) be the maximal alternating interval partition of ǫ (see Definition 1.1). For I ∈ σ, let
where the product is taken in increasing order of the index j. By B-valued R-diagonality of X,
where the product over I ∈ σ is taken in order of increasing elements of the interval blocks I (since σ is an interval partition, given two distinct blocks, all the elements of one of them are less than all the elements of the other). Expanding the above product over I ∈ σ, we get a sum of 2 |σ| terms that enables τ • E( n j=1 b j X ǫ(j) ) to be expressed as (−1) |σ|−1 τ ( I∈σ c I ) plus the sum of 2 |σ| − 2 terms, each of the form
where K is the union of a proper subset σ ′ of σ and for certain f j ∈ B, equal to the product of b j and some of (c I ) I∈σ\σ ′ . We will show
This will prove the induction step, because expansion of the left-hand-side of (30) as a sum of 2 |σ| terms will enable
to be written as
plus the sum of 2 |σ|−1 terms, each equal to
for the same K and f j as appeared in (29). By the inductive hypothesis, each of the terms in (31) is equal to the corresponding term in (29). This shows that proof of the induction step will follow, once we have proved (30). In order to verify (30), we will use Proposition 3.1, which yields
For I ∈ σ, if n is even, then from Proposition 2.2 and (26)-(27), we have
while if n is odd, then by R-diagonality of X we have c I = 0 and from Lemma 3.22, we see that also in this case (33) holds. We now write, for each I ∈ σ,
and, in the left-hand-side of (30), distribute, resulting in a sum of 2 |σ| limits, each of which will be seen to equal 0. That the first of these limits is zero is precisely the import of (32). That each of the other limits is zero is a consquence of (33) and Hölder's inequality, (see, Lemma 3.19). Indeed, each of the other limits is of the form
where
and for at least one I ∈ σ it is the latter. Now from (33), we conclude that, for every I ∈ σ,
remains bounded as N → ∞. From Lemma 3.26, we have that, for every I ∈ σ and every integer p ≥ 1,
remains bounded as N → ∞. Consequently, for every I ∈ σ,
remains bounded as N → ∞. Of course, from (33) we get, for every I and p,
Consequently, taking p = |σ| and applying Hölder's inequality, we get that for every product
I∈σ F I of the form described at (34),
Now using the Cauchy-Schwarz inequality, we conclude
This finishes the proof of (30), and of the theorem.
Calculating Λ π and certain moments and cumulants
Here are some results that will allow us to calculate Λ π for many partitions π. The first is an easy calculation:
Lemma 4.1. Suppose n ≥ 2 and π = 1 n is the partition of {1, . . . , n} into one block. Then
Proof. We have I π (p) = {1, 2, . . . , p} for all p ∈ {1, . . . , n − 1} and, thus,
The change of variables
preserves Lebesgue measure and sends E(π, t) onto [0, 1] n−1 and we get
The next lemma concerns partitions obtained by rotations of the underlying set. Let ℓ = ℓ n : {1, . . . , n} → {1, . . . , n} denote the left rotation map: ℓ(j) = j − 1 mod n. For π ∈ P(n), let ℓ(π) = {ℓ(S) | S ∈ π} denote the partition obtained by rotating the underlying set according to ℓ. Lemma 4.2. For every n ∈ N and π ∈ P(n),
Proof. Let
Recalling that I π (n) = ∅, we have
We will show that there is linear isomorphism Θ : R Jπ × R → R J ℓ(π) × R that preserves Lebesgue measure and satisfies Θ(E(π)) = E(ℓ(π)) and that if
This will yield the desired identity (35), after performing a change of variables of integration. From Lemma 2.1, we have the isomorphisms
The cyclic permutation map C : R n → R n given by C(s 1 , . . . , s n ) = (s 2 , s 3 , . . . , s n , s 1 ) is an isomorphism that sends K π onto K ℓ(π) . We let
and from the definitions of Φ π and Φ ℓ(π) , we immediately see that (36) implies (37). From this, we deduce Θ(E(π)) = E(ℓ(π)). It remains only to see that Θ preserves Lebesque measure. Case 1: {1} ∈ π. Then 1 / ∈ J π and J ℓ(π) = {j − 1 | j ∈ J π } and
Thus, from (37), we have
and, since I π (1) = ∅ = I π (n), taking p = 1 in (37), we also get t = u. Thus, we get t j = u j−1 for all j ∈ J π and we see that the mapping Θ amounts to a relabelling of the variables, which preserves Lebesgue measure. Case 2: {1} / ∈ π. Then 1 ∈ J π . Recall that S π (1) denotes the block of π that contains 1. Let m = max S π (1). Then m / ∈ J π and we have
Thus, noting that I π (p) ∩ S π (1) = ∅ whenever m ≤ p ≤ n, from (37), we have
Take p ∈ J π \{1}. Then we have I π (p) = I π (p − 1)∪ {p} and, consequently, we find (keeping in mind m / ∈ J π )
On the other hand, taking p = n, since I π (n) = ∅, from (38), we get
Since I π (1) = {1} and I ℓ(π) (n) = ∅, from (37), we get t + t 1 = u. Thus, we have
Thus, writing J π = {j(1), j(2), . . . , j(n − |π|)} with 1 = j(1) < j(2) < · · · < j(n − |π|), we have 
. . .
where A is a lower triangular matrix whose diagonal entries form the list (1, 1, . . . , 1, −1, 1). Thus, the change of variables implimented by Θ preserves Lebesgue measure, as required.
The next lemma handles the case when π splits along two adjacent intervals. Given integers 1 ≤ x < n and given π 1 ∈ P(x), π 2 ∈ P(n − x), let us write
for the partition π ∈ P(n) given by π = π 1 ∪π 2 , whereπ 2 is obtained by translating π 2 distance x to the right, namely,
Lemma 4.3. Given integers 1 ≤ x < n and letting π = π 1 ⊕ π 2 ∈ P(n) for some π 1 ∈ P(x) and π 2 ∈ P(n − x), we have
. . , g n−1 ).
Proof. We have
In particular I π (x) = ∅. Thus, for every t ∈ [0, 1],
and
. . , g n−1 )(t).
Lemma 4.4. Suppose π ∈ P(n) and π =π 1 ∪π 2 , whereπ 1 is a partition of S 1 = {1, . . . , x}∪ {x + y + 1, . . . , n} andπ 2 is a partition of S 2 = {x + 1, . . . , x + y}, for some integers 1 ≤ x < x + y ≤ n − 1. Let π 1 ∈ P(n − y) and π 2 ∈ P(y) be the partitions obtained from π 1 andπ 2 by applying the order-preserving bijections from S 1 onto {1, . . . , n − y} and from S 2 onto and {1, . . . , y}, respectively. Then
. . , g x+y−1 )g x+y , g x+y+1 , . . . , g n−1 ).
Proof. Let g n ∈ C[0, 1]. It will suffice to show
. . , g x+y−1 )g x+y , g x+y+1 , . . . , g n−1 )g n .
Applying Lemma 4.2 x times in succession, we get
The partition ℓ x n (π) obtained by rotating π a total of x times to the left is split by the invervals ℓ x n (S 2 ) = {1, . . . , y} and ℓ x n (S 1 ) = {y + 1, y + 2, . . . , n} and, in the notation introduced above Lemma 4.3,
. . , g n , g 1 , . . . , g x−1 ).
Substituting into (39) and applying Lemma 4.2 again x times, we get
. . , g x+y−1 )g x+y = τ Λ π 1 (g 1 , . . . , g x−1 , g x Λ π 2 (g x+1 , . . . , g x+y−1 )g x+y , g x+y+1 , . . . , g n−1 )g n , as required.
The next lemma treats the case when a partition has two adjacent elements in the same block.
Lemma 4.5. Let π ∈ P(n) and suppose {k, k + 1} ⊆ S ∈ π for some k ∈ {1, . . . , n − 1}. Letπ ∈ P(n − 1) be obtained from π by gluing k and k + 1 together; namely, letting F : {1, . . . , n}\{k + 1} → {1, . . . , n − 1} be the order-preserving bijection, we havẽ
where, as usual, g k indicates that g k has been removed from the list of arguments, while all the others remain.
Proof. First, suppose k = 1. Let m = max S π (1). Then m ≥ 2. If m = 2, then letting π 2 ∈ P(n − 2) be obtained by restricting π to {3, . . . , n} and translating left by 2, we have
Applying Lemmas 4.3 and 4.1, we have
. . , g n−1 ). Now suppose m > 2. Then {1, 2} ⊆ J π and
Moreover, I π (p) ∩ {1, 2} = ∅ whenever p ≥ m and 1 ∈ Iπ(p − 1) if and only if 2 ≤ p < m.
∀p ∈ {3, . . . , m − 1},
The affine mapping R Jπ → R × R Jπ given by
preserves Lebesgue measure and maps E(π, t) onto (0, 1]×E(π, t). Thus, making the change of variables
we have
This proves the result in the case k = 1. Suppose k > 1. For any g n ∈ C[0, 1], we will show
which will finish the proof. We will rotate and appeal to the case just proved. Indeed, the partition obtained from ℓ k−1 n (π) be gluing together 1 and 2 is just ℓ k−1 n−1 (π). By Lemma 4.2 and the case just proved, we have
. . , g n−1 )g n , as required. Lemma 4.6. Let n ≥ 2 and suppose π ∈ P(n) has 1 and n in the same block. Then for all g 1 , . . . , g n−1 ∈ C[0, 1], Λ π (g 1 , g 2 , . . . , g n−1 ) is a constant function. Moreover, letting π ∈ P(n − 1) be the restriction of π to {1, . . . , n − 1}, we have Λ π (g 1 , . . . , g n−1 ) = τ Λπ(g 1 , . . . , g n−2 )g n−1 .
Proof. It will suffice to show that, for every g n ∈ C[0, 1], we have τ Λ π (g 1 , . . . , g n−1 )g n = τ Λπ(g 1 , . . . , g n−2 )g n−1 τ (g n ).
Let σ ∈ P(n) be obtained from π by right rotating, so that π = ℓ n (σ). Then {1, 2} ⊆ S σ (1) andπ equals the partition obtained from σ by gluing together 1 and 2. Using Lemma 4.2 and Lemma 4.5, we have
The following is easily checked: Here is an immediate consequence of the above fact and (27). Since all partitions of {1, 2, 3} are noncrossing, from (26)-(27) we easily get:
E (XX * ) 3 = E (X * X) 3 = 5.
There are 14 noncrossing partitions of {1, 2, 3, 4} and one crossing partition, namely, π 4 = {{1, 3}, {2, 4}}. We have E(π 4 , t) = {(t 1 , t 2 ) ∈ R 2 | 0 < t + t 1 ≤ 1, 0 < t + t 1 + t 2 ≤ 1, 0 < t + t 2 ≤ 1}.
Using the definition (2) of Λ π and making a change of variables, we calculate, for g 1 , g 2 , g 3 ∈ C[0, 1], Λ π 4 (g 1 , g 2 , g 3 )(t) = E (X * X) 4 (t) = 14 + 1 2 + t(1 − t).
Unlike with scalar-valued R-diagonality in the tracial setting, in the B-valued case, * -freeness is not guaranteed in a polar decomposition. This phenomenon was seen in [3] , but is also exhibited by the asymptotic limit of the random Vandermonde matrices: Proposition 4.10. The element X does not have the same * -distribution as any element in a B-valued * -noncommutative probability space of the form P U , with U unitary, P ≥ 0 and such that U and P are * -free over B.
Proof. Suppose for contradiction such a realization X ∼ P U is possible for P and U in a B-valued * -noncommutative probability space ( A, E).
From (42)- (43), we have E(P 8 ) = 14 + 2 3
E(U * P 8 U )(t) = 14 + 1 2 + t(1 − t).
However, by * -freeness, we calculate
which is a contradiction.
Question 4.11. Can X have the same * -distribution as a product U P for some U and P as described in Proposition 4.10?
The next result answers negatively a question of G. Tucci. We conclude this paper with a report of calculations of some of the C[0, 1]-valued cumulant maps of the asymptotic * -distribution of random Vandermonde matrices, namely, of the C[0, 1]-valued distribution E from Theorem 3.28. The details of these calculations are either straightforward to work out or can be found in the Mathematica [14] Notebook that is available with this paper. Let α denote these cumulant maps, and for brevity let be those that need not, by virtue of R-diagonality, be zero. We will use the following notion.
Definition 4.13. For n ∈ N, a partition π ∈ P(n) is said to be purely crossing if (a) no proper subinterval {p+1, p+2, . . . , p+q} of {1, . . . , n} splits π (by proper subinterval we mean with 0 ≤ p < p + q ≤ n and q < n) (b) no block of π contains neighbors (modulo n), namely, k π ∼ k +1 for all k ∈ {1, . . . , n−1} and 1 π ∼ n.
We let PC(n) denote the set of all purely crossing partitions of {1, . . . , n}.
Note that condition (a) implies that π has no singleton blocks. It is easy to check that PC(n) is empty when n ∈ {1, 2, 3, 5}, and that PC(4) = {π 4 }, where π 4 = {{1, 3}, {2, 4}}. The purely crossing projections and related quantities are studied further in [4] . In particular, α (1) n and α (2) n vanish when n ∈ {2, 3, 5}. However, this pattern breaks with n = 8, for we have α 
