A number of non-Markovian stochastic Schrödinger equations, ranging from the numerically exact hierarchical form towards a series of perturbative expressions sequentially presented in an ascending degrees of approximations are revisited in this short review, aiming at providing a systematic framework which is capable to connect different kinds of the wavefunction-based approaches for an open system coupled to the harmonic bath. One can optimistically expect the extensive future applications of those non-Markovian stochastic Schrödinger equations in large-scale realistic complex systems, benefiting from their favorable scaling with respect to the system size, the stochastic nature which is extremely suitable for parallel computing, and many other distinctive advantages. In addition, we have presented a few examples showing the excitation energy transfer in Fenna-Matthews-Olson complex, a quantitative measure of decoherence timescale of hot exciton, and the study of quantum interference effects upon the singlet fission processes in organic materials, since a deep understanding of both mechanisms is very important to explore the underlying microscopic processes and to provide novel design principles for highly efficient organic photovoltaics.
INTRODUCTION
With the burst of newly-fabricated materials and rapid developments of experimental techniques, it has been demonstrated by numerous studies that the quantum effects play a fundamental role in ultrafast dynamics, such as the excitation energy transfer in photosynthetic antenna complex [1, 2, 3, 4, 5, 6, 7, 8] and the carrier dynamics in organic photovoltaics [9, 10, 11, 12, 13, 14, 15] .
To elucidate the detailed mechanism behind these processes, it is often necessary to invoke accurate theoretical descriptions, which is challenging due to the large (often nearly innumerous) degrees of freedom in realistic complex systems. Despite the difficulty, remarkable progress has been made in the past decades. For the purpose of reducing the number of basis vectors with controllable numerical errors, different brilliant approaches have been developed, the representative examples are the numerical renormalization group [16, 17] , density matrix renormalization group [18] , time evolving density matrix using orthogonal polynomials algorithms [19] and multi-layer multi-configuration time-dependent Hartree method (ML-MCTDH) [20] . These approaches have been proven to be very efficient in the low temperature regime and have achieved great success in many areas [21, 22, 23, 24, 25, 26] .
Another formalism different from the aforementioned full-space approaches is based on the reduced system language. In organic materials, for instance, the carriers (usually regarded as the system) can be described by the corresponding reduced density matrix, whereas the vibrational degrees of freedom are mapped into a bosonic bath and are traced over. This partial trace operation can be done in an elegant way using the path integral technique, leading to the appearance of the famous Feynman-Vernon influence functional in the path integral expression [27] , in which all the influences from the bath are included. But this operation also introduces new difficulties since the influence functional is nonlocal both in space and time. The long time results of the path integral, however, cannot be obtained by directly using the Monte Carlo technique [28, 29, 30] due to the notorious sign problem. By utilizing the well-behaved quasiadiabatic propagators, Makri and coworkers [31, 32, 33] creatively proposed the quasiadiabatic propagator path integral to overcome this problem. Whereafter, various numerical optimization techniques, like the discrete value representation [34] , tensor multiplication scheme [35, 36, 37, 38, 39, 40] and propagator filtering techniques [41] were proposed successively to further lower the cost and extend the applicability of the method. Another efficient and accurate approach is the hierarchical equations of motion, pioneered by Tanimura and Kubo [42] for the special case of Drude-Lorentzian spectral densities with the high temperature approximation. Afterwards, the exact version of hierarchical equations of motion was derived by several contributors via different starting point [43, 44, 45] . To date, a lot of efforts have been made to equip hierarchical equations of motion with different powerful techniques, which can be listed as follows: the Padé spectrum decomposition [46] , better truncation schemes [44, 47, 48] , new decomposition schemes for arbitrary spectral densities [49] and bath correlation functions [50, 51] , highly efficient filtering algorithm controllable in accuracy [52, 53] , exponential integrators for time evolution [54] , high-performance computing platform and efficient parallel algorithm [55, 56, 57, 58, 59, 60] . Nowadays, hierarchical equations of motion has become a standard approach in the fields of open quantum systems, and has made great contributions to many areas of physics and chemistry [61, 62, 63, 47] . A different strategy from quasiadiabatic propagator path integral and hierarchical equations of motion to treat the influence functional is the direct stochastic unravelling by introducing two correlated Gaussian complex stochastic processes, leading to the stochastic Liouville-von Neumann equation [64, 65, 66, 67, 68] , which is a stochastic version of the Liouville-von Neumann equation without explicit environmental memory effect term in the equation. This equation can be applied to arbitrary spectral densities, but it may suffer from severe numerical instability in the long time simulation when the system-bath interaction is not small. To overcome this problem, the idea of partial stochastic unraveling combined with partial hierarchical expansion was proposed, prompting the appearances of mixed deterministic-stochastic approaches [47, 69, 70, 71, 72] , which inherit both merits of the stochastic Liouville-von Neumann equation and hierarchical equations of motion.
Despite the great success, the aforementioned numerically exact methods are still limited in small sized systems due to the huge computational cost. Towards the simulations of large-scale systems, one may turn to suitable approximate methods. Along with the history of quantum dynamics in open systems, quantum master equations play a prominent role [73] . Starting from a formally exact quantum master equation [74, 75, 76] , systematic approximations can be made to obtain computable equations of motion for different parameter regimes. For example, in the weak exciton-phonon coupling regime, a perturbative treatment on the exciton-phonon coupling leads to the second-order time-convoluted or time-convolutionless quantum master equation, the Markovian limit of which is the famous Bloch-Redfield equation [77, 78] .
Beyond the weak exciton-phonon coupling regime, the polaron transformation technique [79, 80, 81, 82, 83, 84] and its variational version [85, 86, 87, 88, 89, 90] are usually employed for a more accurate quantum master equation.
As compared with density matrix approaches, the non-Markovian stochastic Schrödinger equation (NMSSE) has natural superiority in numerical calculations due to the beneficial linear scaling of Hilbert space. About a few decades ago, Strunz, Diósi and coworkers [91, 92, 93, 94] pioneered the foundation of NMSSEs and proposed a formally exact NMSSE, the non-Markovian quantum state diffusion. However, the explicit expression of the functional derivative term appearing in the equation is usually unknown, and one often invokes the version with zeroth order functional expansion approximation [95, 96] . Soon after the work of Strunz et al., Gaspard and Nagoka [97, 98, 99] proposed a different NMSSE from the Feshbach projection method, which is only applicable to the situations when the system-bath interaction is weak and the bath relaxation is fast. Lately another kind of NMSSE named the time-dependent wavepacket diffusion method was also proposed by Zhong and Zhao [100] , and its high numerical performance was extensively demonstrated [100, 101, 102, 13, 103, 104, 105, 106, 107] . Very recently, inspired by the spirits of mixed deterministic-stochastic approaches, several studies showed that there exists a corresponding numerically exact hierarchical counterpart for a specific NMSSE. Suess et al. [108, 109, 110] applied the hierarchical expansion technique to the non-Markovian quantum state diffusion method and developed the hierarchy of pure states, which is proved to be highly efficient. Song et al. [111] utilized the same idea and obtained the hierarchical form of time-dependent wavepacket diffusion method. Ke and Zhao developed a new hierarchical form of stochastic Schrödinger equation [112] , and successively got its NMSSE version [113] . Various applications have shown the power of these NMSSEs and their hierarchical form in the simulations of complex systems dynamics.
In this paper, we are aimed at reviewing recent works about NMSSEs, their hierarchical forms and the applications. In the next section, we start from a general partial stochastic unravelling scheme in the pathintegral formalism, disentangling the forward and backward paths in the influence functional, which paves the way to the wavefunction-based framwork. Then the hierarchical technique and systematic perturbation expansion are applied to the rest part of the influence functional, the former leads to the hierarchical form of stochastic Schrödinger equations, whereas the latter leads to a set of NMSSEs. In the third section, recent applications are presented to show the power of these approaches. Concluding remarks are given in the last section.
Methodology Background
We start with a generic model where the total Hamiltonian consists of three parts:
H S ,Ĥ B , andĤ I denote the system, the harmonic bath, and their interaction, respectively. Although the boundary between the system and its environment can be quite flexible, in molecular aggregates, like organic materials and photosynthetic systems, it is typical to choose the electronic degrees of freedom as the system part. The explicit form ofĤ B andĤ I can be written aŝ
andĤ
whereP k ,Q k and ω k are the mass-weighted momentum, coordinate operator, and the frequency of the k-th bath mode, respectively,x is an operator characterizing the system-bath coupling manner and c k the coupling strength. In many cases, only the system dynamics is of interest, such that we would forward to obtain the reduced density operator by tracing over all the bath degrees of freedom. Assuming that the initial total density operator is factorized between the system and a thermal-equilibrium bath, i.e.,
where β is the inverse temperature, the timeevolving reduced density operator of the system is given in the path-integral formalism as ( and k B are set to be unity for simplicity)
where
is the action functional corresponding toĤ S , and
is the Feynman-Vernon influence functional [27] incorporating all the dynamical influences from the bath with the explicit form being
and
Here α(t) is the bath correlation function, and its real and imaginary parts are denoted as α R (t) and α I (t), respectively. Defining the spectral density
which totally characterizes the system-bath interaction, α(t) can be expressed as
The complexity in the calculation ofρ S (t) originates from the time-nonlocal nature of the influence functional as well as the entanglement between forward and backward paths in Eq. (5). Two powerful schemes, the stochastic unravelling [67, 68, 64, 65, 66 ] and deterministic hierarchical technique [42, 43, 44, 45] , have been proposed to deal with these problems without any approximation. The total stochastic unravelling of the influence functional is straightforward, but its application to the realistic systems is limited by the convergence performance of stochastic average. Thus a variety of mixed deterministic-deterministic approaches have been proposed utilizing the partial stochastic unravelling strategy to improve the convergence speed [47, 69, 70, 71, 72] . In this review, we will follows this stream but with an additional requirement of the approaches capable of disentangling the forward and backward paths, leading to the wavefunction-based framework.
Partial Stochastic Unravelling
The partial stochastic unravelling requires an artificial partition of the influence functional, and the key to optimizing the convergence behavior of the stochastic ensemble average lies in this partition strategy. We first divide the bath correlation function α(t) into two parts
with
wheren(ω) =
is the Bose distribution function, and g(ω) is a frequency-dependent function that will be specified later. Based on Eq. (10), we further rewrite Φ(τ, τ ′ ) as the sum of a primary part and a residual part,
Note that the cross terms between x + (t) and x − (t) are entirely included in Φ p (τ, τ ′ ). Thus if the partial stochastic unravelling is introduced for the corresponding part of the influence functional, the explicit entanglement between forward and backward paths can be resolved. One way towards the realization of stochastic unravelling is to use the Hubbard-Stratonovich transformation [114, 115] . This results in an equivalent expression of Eq. (5):
Here, two correlated complex stochastic processes χ 1 (t) and χ * 2 (t) are introduced, and P [χ 1 (t), χ * 2 (t), t] is the corresponding Gaussian probability density functional. By averaging over χ 1 (t) and χ * 2 (t), Eq. (14) must recover to Eq. (5). To this end, it is found that χ 1 (t) and χ * 2 (t) should satisfy the following statistical properties
In the coming subsections, we will provide the explicit generation scheme of χ 1 (t) and χ * 2 (t) once the concrete form of α 1 R (t) is specified. To go further, we need to specify the initial reduced density operator ρ S (0). Generally, one can always write it asρ S (0) = i |ψ 1i ψ 2i |. For simplicity, in the following we will assume thatρ S (0) = |ψ 1 ψ 2 |, and the extension to the general cases just requires a simple summation. Substituting the initial condition and Eq. (14) into Eq. (4), we can recast Eq. (4) into a compact form
The expressions of the forward stochastic wavefunction |ψ χ1 (t) and the backward stochastic wavefunction |ψ χ2 (t) are given by
The second equality holds by realizing the fact that any product of multiple time-dependent operators is automatically time-ordered in the path integral formalism [116, 117, 118] :
whereX(t) =Û † 0 (t)xÛ 0 (t) and |X i =Û † 0 (t i )|x i with the definition of the pure system propagatorÛ 0 (t) = e −iĤS t . T ← X represents the chronological time-ordering operation ofX(t n ) · · ·X(t 1 ). When an enough number of samplings of |ψ χ1 (t) and |ψ χ2 (t) have be accomplished, we can numerically evaluateρ S (t) via a statistical ensemble average according to Eq. (16) . But before that, by taking the time derivative of Eq. (17), we obtain the following equation of motion in the operator form
withR
Obviously, the hardcore issue of solving Eq. (19) resides in the treatment of the inhomogeneous term xÛ 0 (t)R(χ j , t)|ψ j , which seems cumbersome at the first sight. In the following subsections, we will provide a few solutions using either the hierarchical technique or the perturbation expansion. The former leads to the numerically exact hierarchical form of stochastic Schrödinger equations, while the latter serves as the starting point to obtain a set of perturbative NMSSEs, which differ in the choice of α res (t) and the level of approximations.
Hierarchical Expansion
When considering the cases where
one is able to construct a complete group consisting of an infinite number of auxiliary wavefunctions with the definition as
which is closed with respect the time-derivative operation within this group. Besides, every frequency component is associated with an index number, leading to a vectorial index l = (l 1 , l 2 , · · · , l M ) with l m being the non-negative integers. Directly taking the time derivative of Eq. (22), one obtains the following hierarchical set of differential equations of motion in a general form [108, 112, 111] :
In the numerical simulations, it is truncated at a certain level L = M m=1 l m . But obviously, the larger M is, the more wavefunctions are needed. In the end, only the zerothtier term with l = (0, · · · , 0) are preserved for the stochastic ensemble average. By inspecting Eq. (22) and setting t = 0, we obtain the initial condition for Eq. (23):
In the condensed phase, the bath consisting of nuclear vibrational modes and solvent degrees of freedom usually exhibits the overdamped features, thereby the spectral density can be represented by an Ohmic form with the Lorentzian cutoff [119] (often called the Debye or Drude spectral density in the literatures)
where λ and ω c are the reorganization energy and the cutoff frequency, respectively. In this case, the corresponding bath correlation function can be analytically obtained as a series of exponential decaying functions with respect to time [119] , satisfying the condition in Eq. (21) .
where ω v = 2πv/β are the Matsubara frequencies. In the numerical implementations, a constraint on the upper bound of ω v is indispensable in order to keep a finite index number. Nevertheless, it grows rapidly with the decreasing temperature. Although a much more efficient frequency decomposition scheme, called Padé spectrum decomposition has been proposed to alleviate this problem to some extent [46] , the numerical cost is still expensive, especially when the temperature is pretty low. Upon closer inspection of Eq. (26), it found that all the temperature effects are included in the real part. Therefore, we prefer to entirely circumvent this problem by choosing g(ω) = 1 in Eq. (10), as a result, we have
In addition, an efficient generation scheme for χ 1 and χ * 2 are introduced:
with the explicit expressions
where n k =n(ω k ), and µ (23) is reduced to the following form:
Eq. (30) possesses the merits of satisfactory statistical convergence performance, simplest hierarchical structure, and the favorable scaling property of Hilbert space, and so on. Thus, it is suitable to numerically exactly and efficiently explore the excitonic dynamics in Fenna-Matthews-Olson (FMO) trimer complexes of green sulfur bacteria [112] and peripheral light-harvesting complex 2 of the purple bacteria [120] , and other intermediate-sized systems. A recent study [121] showed that the method exhibits its strengths in simulating the system dynamics embedded in an ultraslow bath, where the non-Markovianity has proven to be extremely strong. In reality, there are a few numerical calculations [112, 121] demonstrating that the truncation level of hierarchical stochastic Schrödinger equation is generally less than that of the hierarchical equations of motion.
One reason behind is that a majority of environmental influence has been taken into account through the introduction of stochastic fields, such that the higher-order phonon effects contained in the higher-order auxiliary wavefunctions are comparatively small. This has inspired us to overcome the limitations inherited in the hierarchy formalism, for example, the factorial scaling with respect to the system degrees of freedom and a few available spectral density functions, by resorting to the perturbative treatment [113] .
Perturbation Expansion
Let's refocus on Eqs. (19) by reformulating it into a formally exact time-convolutionless equation of motion:
where the so-called residual dissipative generatorK(χ j , t) readŝ
where T → X denotes the anti-chronological time-ordering operation. This expression is the starting point of the systematic perturbation expansion with respect to the system-bath coupling strength c k . It can be seen from Eq. (7), Eq. (8) and Eq. (15) that χ j (t) is of the first order of c k , while α(t) is of the second order. By expanding the two exponential functions in Eq. (32) directly and paying particular attention to the time-ordering operation, we can obtain the perturbation expansion of Eq. (32) up to arbitrary order aŝ K(χ j , t) = ∞ n=2K n (χ j , t). The lowest (second) order therein is explicitly expressed aŝ
As a matter of fact, It is advisable to approximate the residual dissipative generator asK(χ j , t) ≈K 2 (t), as
we have affirmed in a numerically manner that the contributions of higher order terms are generally small over a quite broad parameter space [113] . Inserting Eq. (33) into Eq. (31) and then making the substitution t − τ → τ , we obtain the final result of this subsection:
A significant point about Eq. (34) is that it is applicable to arbitrary form of spectral densities, which is very important since more and more studies have stressed that the realistic highly structured environment might play a crucial role in various cases like the enhancement of energy transfer rate [122, 123, 124, 125] and non-Markovianity [126, 127, 128] , the long-sustained quantum coherence in light-harvesting complexes [129, 130, 131, 132] , and the fine-tuning of the dephasing and relaxation time in quantum information processors [133, 134] . What's more, since the concrete form of α res (t) which exerts a substantial influence on the numerical performance of Eq. (34), has not yet been specified, this flexibility allows us to seek for a balance point between high accuracy and affordable computational cost.
After tons of numerical simulations based on the spin-boson model over a broad parameter range, it is found that an excellent numerical performance is guaranteed by the following choice of the pairwise χ j (t) and α res (t):
Specifically, we have denoted Eq. (34) together with the definitions of χ 1/2 (t) and α res (t) shown in Eq. (35) as the perturbative stochastic Schrödinger equation (PSSE) in the coming numerical section. The numerical efficiency of the PSSE method has been displayed by comparing with that of other versions of SSEs, benchmarked against the exact results from Eq. (23) for a wide range of parameters in the spin-boson model [113] , and it was found to be relatively stable from weak to intermediate system-bath coupling regimes at different temperatures and bath characteristic frequencies. We will further affirm its valid regime in a simple dimer model before it is applied to realistic organic aggregates in this paper. In the past few years, the PSSE method has proven its strength in simulating charge carrier dynamics in large-scale realistic organic photo-voltaic systems composed of a few hundreds (thousands) monomers [101, 102, 13, 103, 104, 105, 106, 107] .
Some specific examples will be detailedly presented in the next section.
In some limiting cases, for instance, highly-symmetric systems and extremely high-temperature conditions, it is reasonable to further invoke a crude approximation [135] , i.e.,
which actually implies a semiclassical assumption. Under this circumstance, Eq. (31) is greatly simplified to
since α res (t) = 0 and the stochastic process ξ c (t) can be reduced to the real one
where µ 1 k and µ 2 k are independent real Gaussian random variables obeying the standard normal distribution, and it is trivial to verify that ξ c (t) = 0 and ξ c (t) ξ c (t
If the bath response time is ultrashort in comparison with the system dynamics, one can proceed to approximate α R (t) as a delta function (white noise), such that Eq. (37) recovers the classical Haken-Strobl-Reineker model (HSR) [136, 137, 138] , and out of this reason, Eq. (37) is referred to as the modified-HSR method in the following numerical simulations.
Even though the neglect of α I (t) leads to the break down of detailed balance condition, as long as one can take care of its range of application in the practical simulations, Eq. (37) still constitutes a valuable and reliable simulation tool widely-used in nanoscale systems. For instance, it is utilized in evaluating and predicting the charge carrier mobilities in many representative organic materials [139, 140] , and is used to investigate the effects of spatial as well as temporal correlations between site energies on the charge transfer (CT) process in flexible molecules [141] . More interestingly, Eq. (37) toghether with the help of massively parallel computing platforms [142] and advanced experimental techniques, is capable to set up a bottom-up strategy [143] promising for the optimal design of advanced organic functional materials.
Applications
In this section, we will present a few representative applications of the aforementioned methods. Various [108, 112, 92, 95, 105] . In the hierarchy of pure state method (HOPS) [108] , the non-linear version is reported to remarkably accelerate the convergence speed, while this conclusion does not apply to Eq. (30) [112] . Concerning the fact that linear SSE is computationally beneficial than its non-linear correspondence, especially for large systems, we are prone to using the linear form in the following simulations.
Up to now, the hierarchical form of stochastic Schrödinger equations have been used in simulating the exciation energy transfer in full 24-site FMO complexes [112] , the linear spectra of light-harvesting complex 2 [120] , as well as investigating the non-Markovianity of a system embedded in an ultraslow bath [121] . In the following, we will demonstrate in great details the superiority of the HSSE method over its deterministic counterpart, the HEOM method with regards to the simulations of excitation energy transfer in large-scale photosynthetic systems.
Energy Transfer in the FMO Complex
Fenna-Matthews-Olson complex is a light harvesting antennae found in green sulfur bacteria, bridging a large chromosome supercomplex to the reaction center. Due to its relatively small size and well-resolved network structure, it has long served as a prototypical model to explore the highly efficient energy transfer in photosynthesis and has attracted tremendous attention from numerous research areas, including various experimental and theoretical spectroscopic studies Table. 1. Note that the higher the temperature or the smaller ω c is, the deeper the truncation level L HEOM is needed in HEOM method. K will be larger as well at the lower temperature. In contrast, L HSSE seems less susceptible to the temperature and bath cutoff frequency [121] . Besides, as mentioned in previous section about HSSE (Eq. (30)), all the temperature effects are included in the stochastic noises and consequently Parameter Set HEOM HSSE The initial population is located at BChl 1 within one subunit out of a homotrimer. For the purpose of a better visualization, only those corresponding to the most populated eight BChls are displayed.
neither Matsubara nor Padé frequency decomposition schemes are needed. In the end, the number of elements needed to be propagated in HSSE is far smaller than that in HEOM method, which indicates a substantial saving of memory requirements. Typically in photosynthetic systems or organic aggregates, the electron-phonon interaction is comparatively small or in close proximity to the excitonic couplings, such that the random trajectory number N ran in most cases remains manageable. In passing, the stochastic nature renders HSSE method well-suited for parallel computing and allows for the inclusion of static disorders in a trivial fashion [155] . The advantages will be more evident in larger complexes.
Very recently, it is found that there exits in vivo an additional BChl, termed as BChl 8, residing in a cleft at the surface of the protein to connect two neighboring subunits [156, 157, 147] . As such, one has to consider the intact trimer structure composed of 24 BChls. The computational requirements grow a lot for both HEOM and HSSE methods, but obviously more demanding for the former, as illustrated in Table. 2. The results of population evolutions of full trimer at the bath condition ω 
A covers the intra-subunit excitonic elements [158] and H B represents all the inter-subunit couplings [147] , and they are specifically tabulated in Ref. [112] . In addition, we have also plotted the results obtained through the PSSE method, i.e., Eq. (34), in Fig. 2 . Benchmarked by the exact results, the PSSE method has proven to be remarkably accurate for delineating the population relaxation in FMO complexes. In fact, the simulations using modified-HSR method (Eq. (37)) are also performed, but the results are qualitatively wrong and then not shown here. Since Eq. (34) and Eq. (37) are applicable to nanoscale realistic systems consisting of several thousands and tens of thousands of system degrees of freedom, respectively. It is quite essential to systematically investigate their ranges of validity beforehand.
Validity Regime of Two Approximate SSEs
The perturbative forms of stochastic Schrödinger equations, including Eq. (34) and Eq. (37), due to their favorable linear scaling to the system size, well-behaved stochastic convergence property, and the time- nating the temperature dependence of carrier diffusion coefficients in one-dimensional chain models including both static and dynamic disorders for a wide range of disorder strength, and bridging the band-like and hopping-type transport [101] , demonstrating the effects of the laser pulse, the Coulomb interaction and the temperature in the energy relaxation as well as the separation of a photon-induced hot electron-hole pair in organic aggregates [102] . Besides, it can be straightforwardly extended to investigate the mixed Frenkel exciton and CT exciton states, and then demonstrated the important role of hole delocalization on the Frenkel-CT decoherence time [103] .
It is recommendable to testify the validity of approaches on the basis of a simple model subjected to various parameter conditions. The simplest molecular aggregate, namely, the dimer, is adopted here, while some key features should be shared by larger analogous systems. As was found previously in Ref. [113] and also demonstrated in the FMO complex shown above, the accuracy of the PSSE and modified-HSR methods seems barely influenced by the cutoff frequency. As such, we have fixed it at the value ω is completely neglected, that is, all the feedbacks from the environment to the system are missed and thus the detailed balance is broken down. The PSSE method has partially repaired this disability, especially at the low temperatures. In short, the PSSE method might overestimate the relaxation rates when applied to an inhomogenous system, but generally speaking, the results should be trustworthy when λ/V < 1.
The rest two subsections mainly introduce the applications of the PSSE method (Eq. (34)) to unveil the multiple time scales hot exciton relaxation process in a neat organic aggregate [13] , and study the CT states, exciton migrations, and the quantum interference effects in singlet fission (SF) dynamics [106] .
Hot Exciton Relaxation
The energy relaxation of a hot exciton (an excitonic state with energy exceeding k B T considerably) is believed to be critical to many dynamic processes in organic photovoltaics like charge separation and multiple exciton generation. Recent experiments found that the excess energy of the hot exciton goes through an initial fast followed by a slow relaxation process [159, 2, 9, 160, 161, 162, 163, 164] . Further studies indicate that the fast one, which may be relevant to the coherent motion of the exciton, can largely enhance the generation of separated charges at the donor-acceptor interface [12] . However, the detailed mechanism of the hot exciton energy relaxation is still not clear. A recent work [13] have given an unambiguous picture of this process and clarified the ultimate origin of the multiple time scales processes.
Here we consider the Frenkel exciton model for an one-dimensional aggregate chain. The Hamiltonian of the exciton part isĤ
whereB † n andB n are the creation and annihilation operator of a local exciton at the nth site, and ǫ n is the corresponding energy. V nm is the excitonic coupling between mth and nth sites, which can be calculated through the Coulomb force of transition electron density [165] . Here we characterize the influence of the bath on the excitonic system by an Ohmic spectral density function J(ω) = 1 2 πξωe −ω/ωc , where ξ and ω c is the Kondo parameter and the cutoff frequency, respectively, and their product ξω c gives the reorganization energy λ. For the initial state of the exciton, we assume a normalized Gaussian wavepacket to mimic the laser induced hot exciton:
where E n is the energy of the nth eigenstate of H ex , E 0 and ∆ E represent the average energy and the magnitude of the energy delocalization of the initial exciton, corresponding to the pulse energy and pulse duration, respectively, Z 2 = n e
is the normalization constant. From Eq. (41), we can obtain the initial wavefunction in the site representation by a simple unitary transformation, as is shown in Fig. 4 .
Several experiments indicate that the coherence length of the initial exciton may vary from 10 2 to 10 4 [166, 167, 168, 169] , depending on the system of interest. Thus it is reasonable to assume an initial wavepacket with a coherence length of 100 sites in the simulation. Specifically speaking, we consider an organic aggregate chain with 200 sites, and choose the 100 sites in the center of the chain to form initial excitonic wavepacket.
We set ǫ n = 0 and only consider the nearest-neighbouring coupling, V i,i±1 = 1 for simplicity. When there is no coupling between the exciton and the bath, the dynamics is purely coherent, exhibiting an interference pattern of the exciton population, and the average energy of the exciton, defined as E(t) = Tr{ρ ex (t)Ĥ ex } (ρ ex (t) is the reduced density operator of the exciton, and the energy relaxation curves of the hot exciton under different exciton-phonon interaction are shown in Fig. 5 (a) ), will keep constant in this situation. However, the interference pattern quickly disappears when the exciton-phonon interaction is turned on, and a larger λ leads to a faster localization of the exciton. An interesting feature is that now the energy relaxation shows a decay trend with multiple time scales, which has been observed by many experiments [9, 170, 171, 172, 173, 174] . A possible two-step mechanism is proposed to understand this phenomenon, an initial excitonic state with energy E h first relaxes to an intermediate state with energy E d through the fast depasing dynamics, and then relaxes to the quasi-thermal equilibrium state with energy E e by slow hopping. This mechanism can be expressed as [13] 
where A =
, C is the initial population of the exciton, k 1 and k 2 are the rates of fast dephasing and slow hopping respectively. One thing should be noted is that when the ratio k 1 /k 2 is larger than
, A becomes negative, which has also been observed in experiments [9, 170] .
To validate the above model, we further investigate the decoherence dynamics of the exciton by calculating the coherence-length sequenceL k (t), defined as
where |i is a brief notation representing the localized exciton state at the ith site, and k varies from 1 to N , where N is the number of sites. L k (t) actually reflects the coherence between two sites separated from k − 1 sites. We calculate L k (t) for two different λ and the results are shown in Fig. 5(b) . As can be seen, the dephasing is faster with a larger λ, consistent with experiments [175] . The quantitative dephasing time t d can be obtained from the averaged coherent length
by fitting L(t) exponentially. Fig. 5(c) shows L(t) for the two different λ cases, and one can find that t d is very close to the fast relaxation time t 1 = 1/k 1 . To further identify their relationship, we calculate t d and t 1 for a wide range of λ, and the results are shown in Fig. 5 (c) . It can be seen that these two time constants are indeed consistent with each other, validating the assumption that the fast energy relaxation is corresponding to the dephasing of the exciton. As an illustrative example of realistic materials, we calculate the ultrafast exciton dynamics in a one dimensional chain of PBDTTPD copolymer, which is a promising electron donor in organic solar cells [176, 177, 178, 179, 180, 181, 182, 183] . The structure of the PBDTTPD copolymer and one of its unit are shown in Fig. 6 , the latter is regarded as a site in the Frenkel exciton model. All the parameters needed for the quantum dynamics calculations are obtained from ab initio calculations, based on the Gaussian09 and Qchem program packages. Quantum chemistry calculations are performed on a four-unit oligomer, and alkyl sides are replaced by methyl groups to lower the computational cost. The semiempirical quantum chemical PM6 method is used to optimize the structure of the oligomer. We consider the excitation energy transfer as a reaction of DD * → D * D. The total reorganization energy is calculated via the vibrational mode method [184] as the sum of the reorganization energy from the ground state D to the excited state D * and that from D * to D, and can be expressed as
k , where ω k is the the frequency corresponding to the kth normal mode, ∆Q k represents the coordinate shift between the optimized geometries of D and D * along the kth mode. Based on the first-order approximation in the single excitation theory, the excitonic coupling can be calculated as [185] 
where ρ j n ( r) is the transition density of the jth excited state of the molecule m, ω 0 is the transition frequency, and g xc ( r, r ′ ) is the exchange-correlation potential. All other calculations, like the first excited states, are based on the long-range corrected CAM-B3LYP functional and 6 − 31G * basis set from Gaussian09 package. Figure 6 : The frequency dependence of mode-specific reorganization energy for PBDTTPD (frequencies between 3000cm −1 and 3300cm −1 are not shown because the peaks are too weak to display). The molecular structure of PBDTTPD and it's component unit is embedded. Reprinted with permission from Ref. [13] .
PBDTTPD
Copyright 2015 American Chemical Society.
The mode-specific reorganization energies of PBDTTPD is shown in Fig. 6 . In the quantum dynamics simulation, an ultrafast laser pulse with a duration of 100 fs induces an initial exciton wavepacket with excess energy about 1.056 eV higher than the bottom of the exciton band. At room temperature (298 K), after 1ps
evolution we obtain the two time scales of the energy relaxation, 36 fs and 491 fs, respectively. The contours of the population and coherence length sequence evolution are shown in Fig. 7 , from where one can find that the fast time (36 fs) is consistent with the dephasing process, while the slow one (491 fs) corresponds to the hopping motion, although partial coherence is still maintained. Using the femtosecond-resolved fluorescence up-conversion technique coupled with global analysis, Banerji and coworkers [170, 176, 177] Copyright 2015 American Chemical Society.
Quantum Interferences in SF
Much attention has been given to the SF process recently [186, 187, 175, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197] for the potential of overcoming the Shockley-Queisser limit in single-junction photovoltaic devices [198, 199, 200] . Several works have found that the quantum interference between different pathways of the SF process, such as the direct and indirect CT-mediated pathways, can have strong impact on SF rates [201, 202, 203, 204] . Interestingly, there is an analogous process in aggregate spectra [205, 206, 207, 208] , where a simple dimer model are denoted as H (J)-aggregates when the direction of transition dipole moments of monomer are perpendicular (parallel) to the line connecting the the centers of monomer, with the higher (lower) excitonic states optically bright as revealed in the molecular spectra. Note that H-aggregates usually have a positive exciton-exciton coupling strength, while the J-aggregates have a negative one. Very recently, Zang and coworkers [106] have investigated the quantum interferences among multiple pathways in SF dynamics and found that they are closely related to the properties of J-and H-aggregates.
We begin with a heterodimer model AB consisting of five electronic states denoted as A * B (AB * ), Reprinted with permission from Ref. [106] . Copyright 2017 American Chemical Society.
By changing the signs of the five couplings V ex , V LL , V HH , V LH and V HL , various different quantum interference effects may appear. However, it has been shown [106] that the results can be sorted into several different groups. Under the assumption that the energies of the two CT states are much higher than other states, the Hamiltonian Eq. (45) can be simplified as an effective three-levels Hamiltonian via a partitioning technique [209, 210] :
where the effective energies are
and the effective couplings are
V 1 ( V 2 ) represents the effective coupling between S 1 S 0 (S 0 S 1 ) state and TT state. The expression of V 1 includes two terms corresponding to two pathways S 1 S 0 →CA→TT and S 1 S 0 →AC→TT respectively, and when terms V LL V LH and V HH V HL have the same (opposite) signs, the interference between the two pathways is constructive (destructive).
In the following, we will investigate what effects the effective exciton-exciton coupling J will bring in. In this situation, an interesting analogy between the SF dynamics and the aggregate emission process [205, 206, 207] can be drawn if we regard the TT state as the ground state and regard V 1 and V 1 as the transition dipoles of the two monomers. Therefore, to explain the interference effects in SF dynamics, we can directly borrow the concepts of J-and H-type aggregates by partially diagonalize the effective three-levels Hamiltonian Eq. (45) (see the upper panel of Fig. 9 for the schematic process):
where It is noted that through artificial design strategies such as changing the symmetry of covalent dimer [203] , breaking local crystal structures [211] , controlling side chains or elements [212] , one can effectively tune the couplings V 1 and V 2 . The consequence of J-and H-aggregates in aggregate spectra can be further borrowed to guide the tuning of V 1 and V 2 . Under special assumptions that E S1S0 = E S0S1 = E, one obtains E S± = E ± J
If the absolute value of V 1 and V 2 are further assumed to be identical, one can conclude that no matter the type of the aggregates, in the cases that J V 1 V 2 < 0, the low-energy pathway is favored and the SF rate is enhanced, while in the cases that J V 1 V 2 > 0, only the high-energy pathway is opened and the SF rate is suppressed. A schematic diagram for the above analysis is shown in the lower panel of Fig. 9 . This effective three-levels picture is only valid when the energies of CT states are much higher than the energies of other electronic states. Beyond this regime, it is not easy to find the interference effects analytically. Besides, The complex electron-phonon interaction should also be incorporated in the analysis.
In the following the perturbative non-Markovian stochastic Schrödinger equation is adopted to investigate the interference effects behind J-and H-aggregates, where the Debye spectral density Eq. (25) is adopted for all the five electronic states with an identical set of parameters, λ = 50 meV and ω c = 1450 cm −1 [213] , and the temperature being 300K. The electronic Hamiltonian elements are set as as E S1S0 − E T T = 200 meV, V LL = V LH = V HL = V HH = 50 meV, and E CA (E AC ) − E T T = 400 meV [214, 201, 215, 216] , whereas V ex is a variable that controlling the type of the aggregates. The initial wavefunction of the exciton is set as (|S 1 S 0 + |S 0 S 1 )/ √ 2. Fig. 10(a)-(c) show the population evolution with V ex = 20, −40, 90 meV, corresponding to the cases when J = 0, < 0, and > 0 respectively. It is clear that when J = 0, the interference between two SE states disappears [208, 217] , therefore the SF process should be similar to that of the nullaggregate case, as can be seen in Fig. 10(a) . It is also clear in Fig. 10(b) -(c) that the negative (positive) J speeds up (suppresses) the SF processes as expected. Via an exponential fitting procedure P SE (t) = e −kt ,
we can obtain the SF rate k, and the results in terms of V ex are shown in Fig. 10(d) . Focusing on the case of V 1 = V 2 , it is clear that the SF rates when V ex < 20 meV are larger than those when V ex > 20 meV, totally consistent with the explanation borrowed from J-and H-aggregates. However, in the region of V ex > 20 meV, an interesting behavior is that the SF rates first increase and then decrease with the increase of V ex . In this region, the pathway from the lower-energy state S − (high-efficient one) to the TT state is prohibited, while that from the higher-energy state S + (low-efficient one) is allowed. When J is small, the energy splitting between S − and S + states is not so high that the low-efficient pathway may still enhance the SF rates as compared to the null aggregate case, since V + is larger than V 1 and V 2 . When J is high enough, the transition from S + state to TT state becomes inefficient due to the large energy gap, therefore the SF rates decrease.
In the above analysis, the J-aggregates with negative J allow both the non-radiative SF and radiative emission pathways, which is not favored from a practical view since the two processes may have similar time scales [218] . One can suppress one of the pathways by controlling the values of V 1 and V 2 . For example, let V LL → −V LL and V LH → −V LH , we can get V 1 = − V 2 (see Eq. (48)), and the roles of J-and H-aggregates are totally inversed, as is seen from the purple line in Fig. 10(d) . To show that these results are general, the same calculations are also done for a one-dimensional chain model with 10 monomers [104] , and the same relationship between SF rates and V ex is obtained as shown in Fig. 10(d) . The only discrepancy is that the SF rates are larger than those of the dimer model, which is due to the exciton delocalization effect [219, 104] .
CONCLUSIONS
Based on the path integral formalism of an open system coupled to harmonic baths, we have outlined a group of stochastic wavefunction-based approaches, i.e., non-Markovian stochastic Schrödinger equations, which are presented in a progressive manner in terms of the level of approximations so as to set up an integrated platform for its versatile applications in various physical and chemical scenarios. First of all, we have introduced a mixed strategy combining the stochastic processes and the hierarchical techniques to obtain a hierarchical set of stochastic differential equations, which are numerically exact and suitable for the cases where at least part of the bath correlation functions exhibit exponential decaying features. We have further demonstrated that within the Debye bath, by choosing the residual bath correlation function to be a pure imaginary function, one can obtain a specific set of equations which require the smallest number of the auxiliary wavefunctions, effectively avoiding the perplexity along with the low temperature conditions in other hierarchical quantum master equations for density matrix. Then, considering the cases where the system-bath coupling is not quite strong, the bath is highly structured, or the system size is very large, we further summarized a systematic perturbation expansion scheme with respect to the system-bath coupling.
Under the lowest order approximation, the perturbative stochastic Schrödinger equations are found to be reliable in a very broad parameter range, which is highly commendable since it arrives at an optimal balance between accuracy and computational cost. Of course, the equations can be further simplified if the systems are highly-symmetric or the bath memory is extremely short-lived. In the last part, a few applications of the above-mentioned approaches are presented, including the calculations of excitation energy transfer in the FMO complex, quantum transport properties of hot exciton in a copolymer chain and the studies about the quantum interference effects on the the promising SF processes in organic materials. All in all, the non-Markovian stochastic Schrödinger equations due to its distinctive advantages, are expected to play a crucial role in the nanoscale realistic systems in the near future.
