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Re´sume´
L’e´tude pre´sente´e dans ce document s’inte´resse a` la re´duction de vibrations des struc-
tures assemble´es par l’utilisation d’ e´le´ments pie´zoe´lectriques. Le premier mode de re´duction
de vibrations e´tudie´ utilise l’effet pie´zoe´lectrique direct : dans ce contexte, la dissipa-
tion d’e´nergie est apporte´e par la de´formation des e´le´ments pie´zoe´lectriques connecte´s
a` un circuit e´lectrique adapte´. Le second mode de re´duction de vibrations utilise l’effet
pie´zoe´lectrique inverse : les e´le´ments pie´zoe´lectriques utilise´s comme rondelles au niveau
des joints boulonne´s voient leurs e´paisseurs modifie´es sous l’effet d’un champ e´lectrique
controˆle´. Ce mode de re´duction se base sur l’aptitude du joint boulonne´ a` changer les
fre´quences propres d’une structure en fonction du serrage applique´, via plusieurs lois de
controˆle du serrage afin d’e´viter les plages de fre´quences critiques. Dans ce cadre, l’e´tude
d’un mode`le simplifie´ d’assemblage de type masse-ressort est re´alise´e et une re´solution
analytique du proble`me dynamique avec frottement sec est propose´e. Puis une e´tude d’un
mode`le 3D de joint boulonne´ est re´alise´e en utilisant une me´thode par e´le´ments finis. En-
fin une e´tude probabiliste est effectue´e pour de´terminer la robustesse de la re´duction de
vibrations par rapport a` une variation de plusieurs parame`tres du mode`le. Cette e´tude
de robustesse est effectue´e a` travers des me´thodes stochastiques non-intrusives, parmi
lesquelles une me´thode originale que nous proposons. Celle ci permet une re´duction du
mode`le stochastique, et ainsi la re´duction conside´rable du temps de calcul, sans perte sig-
nificative de qualite´.
Mots cle´s : Re´duction de vibrations, pie´zoe´lectriques, shunt, assemblage boulonne´,
frottement sec, controˆle passif et actif, robustesse, me´thode stochastique non intrusive.
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Abstract
The study presented in this thesis focuses on reducing vibration of assembled structures
by piezoelectric elements. The first way of vibration reduction studied uses the direct
piezoelectric effect ; in this context, the energy dissipation is provided by the deformation of
the piezoelectric elements connected to an adapted electrical circuit. The second vibration
reduction method uses the inverse piezoelectric effect, so that the piezoelectric elements
used as washers at the bolted joint increase or decrease their thicknesses under a controlled
electrical field. Thanks to the capability of a bolted joint to change the natural frequencies
of a structure according to the applied thickening force via several tightening control laws,
vibration on critical frequency ranges can by avoided . In this framework, a study of a
simplified joint modeled by spring mass is performed first and an analytical solution of
the dynamic problem with dry friction is proposed. Then a study of a bolted joint model
is performed using the finite elements method.
Thereafter a probabilistic study is proposed to determine the robustness of the vi-
bration reduction in relation to a variation of some model parameters. The robustness
study is done through non-intrusive stochastic methods, among them a proposed ded-
icated method : a stochastic model reduction is allowed that reduces dramatically the
computation time without losing quality of stochastic results.
Keywords : Vibration reduction, piezoelectric, shunt, bolted joint, dry friction, passive
and active control, robustness, stochastic non-intrusive method.
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Introduction
0.1 Contexte
Dans de nombreux domaines d’application, la lutte contre les vibrations de structures
le´ge`res en environnement dynamique est un enjeu majeur pour le concepteur. Car la vi-
bration des structures modernes comme les avions, les satellites ou les voitures peuvent
provoquer des dysfonctionnements, des dommages de fatigue ou le rayonnement d’un fort
bruit inde´sirable [1–3].
L’amortissement des vibrations d’une structure peut eˆtre controˆle´ par des me´thodes
passives ou actives.
Les me´thodes passives utilisent la capacite´ intrinse`que de certains mate´riaux d’absorber
l’e´nergie vibratoire, par exemple, par de´formation me´canique. Les mate´riaux utilise´s pour
amortir les vibrations sont principalement des me´taux et certains polyme`res [4] en raison
de leur caracte`re viscoe´lastique. Cependant, la visco-e´lasticite´ n’est pas le seul me´canisme
d’amortissement passif. Les de´fauts tels que les dislocations, les joints et les diverses in-
terfaces contribuent e´galement a` l’amortissement, car depuis ces de´fauts, il peut y avoir,
lors d’une vibration, des de´placements et des le´gers glissements relatifs de surfaces, ce qui
provoque une dissipation d’e´nergie. Ainsi, la microstructure affecte significativement la
capacite´ d’amortissement d’un mate´riau au sein de chacun des e´le´ments de structure.
De plus, l’amortissement au sein d’une structure complexe est tre`s ge´ne´ralement situe´
au niveau des liaisons [5]. Par exemple, la dissipation d’e´nergie par frottement est localise´e
dans les liaisons boulonne´es des structures ae´ronautiques. Dans le cadre d’une re´duction du
niveau vibratoire, il apparaˆıt donc judicieux de concevoir et de dimensionner des e´le´ments
amortissants place´s au niveau des zones de liaisons [6].
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Une autre manie`re de re´duire l’amplitude des vibrations consiste a` utiliser un re´sonateur
accorde´ ; celui ci va pomper l’e´nergie vibratoire de la structure principale, et il va la trans-
mettre a` un dispositif viscoe´lastique qui dissipera cette e´nergie. Cependant, ce type de
dispositif doit eˆtre place´ dans une zone de de´placement important et impose l’ajout d’une
masse, ce qui peut eˆtre pe´nalisant.
Dans le meˆme cadre de re´duction de vibrations par des me´thode passives, on peut
citer l’utilisation d’un circuit e´lectronique couple´ a` la structure pour re´duire l’amplitude
vibratoire. On peut citer deux cate´gories de dispositifs :
– des aimants et des bobines dont le de´placement relatif cre´e un courant e´lectrique qui
va eˆtre dissipe´ par une re´sistance,
– des dispositifs pie´zoe´lectriques associe´s a` un circuit e´lectrique adapte´ [7] [8] : la
de´formation de l’e´le´ment pie´zoe´lectrique induit, par effet pie´zoe´lectrique direct, un
courant e´lectrique, qui va eˆtre dissipe´ en passant par le circuit e´lectrique associe´.
Les me´thodes actives utilisent des capteurs et actionneurs pour diminuer l’amplitude
des vibrations en temps re´el. Les capteurs et les actionneurs peuvent eˆtre des dispositifs
pie´zoe´lectriques [9]. Parmi les me´thodes actives de re´duction de vibrations [10–12], on peut
citer en particulier celles qui permettent de favoriser la dissipation d’e´nergie dans les joints
boulonne´s en utilisant des rondelles pie´zoe´lectriques pour modifier le serrage [13].
La re´ponse vibratoire est sensible a` de nombreux parame`tres, ge´ne´ralement mal connus
et susceptibles de varier. Cette variabilite´ doit eˆtre prise en compte pour calculer la re´ponse
vibratoire de fac¸on robuste[14–16].
0.2 Objectifs du travail
Comme rappele´ pre´ce´demment, l’amortissement au sein de la structure est tre`s ge´ne´ralement
situe´ au niveau des liaisons [5]. Dans le cadre d’une re´duction du niveau vibratoire, il ap-
paraˆıt donc judicieux de concevoir et de dimensionner des e´le´ments amortissants place´s au
niveau des zones de liaisons [6].
L’objectif de cette the`se est d’e´tudier les me´canismes permettant d’ame´liorer la re´duction
de vibrations dans des structures comportant des assemblages et plus pre´cise´ment des joints
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boulonne´s. Les recherches se sont oriente´es selon deux axes :
– Le premier axe se base sur la re´duction de vibrations en utilisant les e´le´ments
pie´zoe´lectriques connecte´s a` un circuit e´lectrique adapte´. Pour cela, des e´le´ments
pie´zoe´lectriques vont eˆtre utilise´s comme rondelles au niveau du joint boulonne´.
La vibration de la structure provoque une de´formation de ces rondelles qui va
par conse´quent ge´ne´rer un courant e´lectrique pouvant eˆtre dissipe´ dans un circuit
e´lectrique adapte´.
– Le deuxie`me axe se base sur la capacite´ des joints boulonne´s a` modifier la rigidite´ et
par conse´quent les fre´quences propres de la structure en fonction du serrage applique´.
Pour cela on va e´tudier l’effet d’un serrage variable sur la re´ponse vibratoire d’une
structure selon des lois de commande spe´cifiques.
A l’issue de ces deux de´marches de re´duction des vibrations, on peut proposer des
mode`les permettant une re´duction optimale des vibrations, caracte´rise´s par un certain
nombre de parame`tres pouvant eˆtre incertains. L’e´tape suivante sera de de´terminer la
robustesse de la re´duction des vibrations par rapport a` une variation de ces parame`tres
dans un cadre probabiliste.
Les e´tapes de l’e´tude
L’e´tude propose´e comporte deux parties. La premie`re concerne l’e´tude des me´canismes
permettant une ame´lioration de la re´duction de vibrations en utilisant l’effet direct et
inverse des e´le´ments pie´zoe´lectriques. La deuxie`me partie porte sur une e´tude probabiliste
des diffe´rents mode`les propose´s afin de qualifier leur robustesse.
Dans la premie`re partie de cette the`se, tous les parame`tres sont de´terministes.
Dans le premier chapitre, on propose de faire une e´tude de re´duction de vibrations par
amortissement e´lectrome´canique en utilisant une formulation adapte´e [7]. Cette me´thode
a l’avantage d’utiliser les matrices e´le´ments finis issues de logiciels de calcul standards.
Dans le deuxie`me chapitre, on propose une e´tude de la re´duction de vibrations par
controˆle du serrage au niveau des joints boulonne´s. Dans un premier temps, on commence
par faire une simplification du joint boulonne´ en un mode`le masse ressort a` deux ddl
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dans l’objectif de faire une re´solution du proble`me dynamique non line´aire afin de pouvoir
tester plusieurs lois de controˆle du serrage. Dans un deuxie`me temps, on propose une
e´tude nume´rique avec une de´marche adapte´e a` la re´solution des proble`mes de contact
avec frottement d’un assemblage boulonne´ repre´sentatif. Un changement de serrage peut
provoquer une chute de la rigidite´ et donc des proble`mes de stabilite´ de la structure : on
propose alors une conception de la structure inte´grant le joint boulonne´ en se´parant les
fonctions de rigidite´ et d’amortissement.
Dans la deuxie`me partie de cette the`se, certains parame`tres des mode`les de´crits ci-
dessus seront conside´re´s comme ale´atoires.
Dans le premier chapitre, apre`s quelques rappels, on exposera les diffe´rentes e´tapes
du calcul stochastique : tout d’abord, l’e´tude de la sensibilite´ par calcul des indices de
Sobol du premier ordre [17] dans l’objectif de re´duire la taille du mode`le stochastique,
puis mode´lisation des lois des variables ale´atoires retenues en se basant sur le principe du
maximum d’entropie. Enfin diffe´rentes me´thodes de calcul stochastique seront expose´es
et illustre´es a` travers des exemples : me´thode intrusive et non intrusive par rapport au
solveur nume´rique et me´thode de re´duction adapte´e.
Dans le deuxie`me chapitre de cette partie, une e´tude de la robustesse du mode`le
e´lectrome´canique sera propose´e, pour cela, on utilisera des me´thodes non intrusives pour
de´terminer la robustesse de nos mode`les par rapport a` un changement des valeurs des
parame`tres. Trois me´thodes seront utilise´es pour ce calcul de robustesse : me´thode de
re´gression, me´thode de Monte-Carlo, et me´thode de re´duction de mode`le stochastique.
Dans le troisie`me chapitre de la partie d’e´tude probabiliste, une e´tude de la robustesse
d’un mode`le a` 2 degre´s de liberte´ (ddl) avec controˆle de force normale sera propose´e.
En conclusion, on fera le bilan des avance´es lors des diffe´rentes e´tudes re´alise´es et on
pre´sentera des perspectives envisageables pour la suite de ces travaux.
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Premie`re partie
E´tude de´terministe
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Chapitre 1
Couplage e´lectrome´canique
 La connaissance s’acquiert par l’expe´rience, tout le reste n’est que
de l’information. Albert Einstein
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Dans le contexte de l’ame´lioration de la re´duction de vibrations dans les structures
munies d’assemblages boulonne´s, on commence par pre´senter la re´duction de vibrations
par utilisation d’e´le´ments pie´zoe´lectriques connecte´s a` un circuit e´lectrique adapte´.
La pie´zoe´lectricite´ est la proprie´te´ que posse`dent certains corps de se polariser e´lectriquement
sous l’action d’une contrainte me´canique et re´ciproquement de se de´former lorsqu’on
leur applique un champ e´lectrique. Les deux effets sont indissociables. Le premier est
appele´ effet pie´zoe´lectrique direct ; le second effet pie´zoe´lectrique inverse. Ces deux ef-
fets pie´zoe´lectriques direct et inverse peuvent eˆtre utilise´s, l’e´le´ment pie´zo-e´lectrique e´tant
utilise´ comme capteur ou actionneur, voire les deux simultane´ment. Cette proprie´te´ trouve
un tre`s grand nombre d’applications dans l’industrie et la vie quotidienne. Dans le do-
maine de l’inge´nierie me´canique on peut trouver par exemple comme applications : des
capteurs d’acce´le´ration et de gyroscopes, capteurs de son, controˆle des vibrations, controˆle
ou re´cupe´ration d’e´nergie.
Dans cette partie, on propose une mode´lisation du couplage e´lectrome´canique par
e´le´ments finis adapte´e aux cas de structures e´lastiques munies de pastilles (patchs) pie´zoe´lectriques.
Cette formulation permet de re´duire le nombre de degre´s de liberte´ (ddl) e´lectrique avec
un seul ddl e´lectrique par patch pie´zoe´lectrique [7].
Les premiers travaux traitant des e´le´ments pie´zoe´lectriques par e´le´ments finis [18] pro-
posent un couplage e´lectrome´canique entre les variables du de´placement me´canique et les
variables du champ e´lectrique, en tenant compte de l’effet pie´zoe´lectrique direct et inverse.
Les inconnues e´lectriques peuvent eˆtre condense´es de sorte que le proble`me a` re´soudre
ait la forme d’un proble`me de vibration e´lastique standard. Dans le cas des actionneurs,
l’effet e´lectrique des patchs apparaˆıt comme un forc¸age externe, proportionnel a` la tension
applique´e, tandis que la rigidite´ du syste`me reste purement e´lastique. Par contre, dans
le cas des capteurs, l’effet apparaˆıt avec un terme de raideur ajoute´e en raison de l’e´tat
du circuit ouvert des pastilles pie´zoe´lectriques, dont la tension de borne (la sortie du
capteur) est proportionnelle aux inconnues de de´placement me´caniques. Cette formulation
est la base de beaucoup des e´tudes nume´riques impliquant une structure e´lastique avec
des e´le´ments pie´zoe´lectriques [19, 20].
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1.1 Formulation e´lectrome´canique
Les premiers travaux sur des e´le´ments finis e´lectrome´caniques couple´s par pie´zoe´lectricite´
[18] reposent sur une formulation couplant, par effet direct et inverse, les champs de
de´placement me´canique et de potentiel e´lectrique. On peut remarquer que dans le cas
d’applications capteur ou actionneur uniquement, les variables e´lectriques peuvent eˆtre
condense´es de sorte que le proble`me a` re´soudre prend la forme d’un proble`me d’e´lasticite´
conventionnel, avec l’effet d’e´ventuels actionneurs pie´zoe´lectriques similaire a` un effort im-
pose´ (parfois simule´ par une contrainte de type thermique) proportionnel a` la tension ; cette
formulation est la base de la plupart des mode`les de structures e´lastiques avec e´le´ments
pie´zoe´lectriques [21–25]. On peut trouver dans [21] une revue des de´veloppements re´cents
dans le domaine.
A` la diffe´rence de ces applications, les circuits e´lectriques de type  shunt ou  switch im-
posent uniquement une relation entre la tension et la charge dans le circuit et ne´cessitent
un calcul simultane´ de l’effet capteur et actionneur. Cela peut eˆtre fait en utilisant les
fonctions adapte´es d’un logiciel commercial e´le´ments finis [26], mais cette de´marche est
couˆteuse en temps de calcul.
On se propose ici d’utiliser un mode`le e´le´ments finis adapte´ au cas d’e´le´ments pie´zoe´lectriques
minces [7], munis d’e´lectrodes sur leur surface et polarise´s dans la direction transverse.
La partie me´canique est de´crite de manie`re conventionnelle avec des e´le´ments finis en
de´placement. On de´crira l’e´tat e´lectrique uniquement par la diffe´rence de potentiel et la
charge des e´lectrodes, sans passer par la description comple`te du champ e´lectrique.
1.1.1 Mode´lisation d’un milieu pie´zoe´lectrique
Cette section pre´sente la forme ge´ne´rale des e´quations utilise´es pour mode´liser le com-
portement d’un milieu pie´zoe´lectrique, sous forme locale puis sous forme faible adapte´e
pour un passage a` la me´thode des e´le´ments finis [27]. Les indices i, j, k, l repe`rent les
composantes des vecteurs et tenseurs et l’on fait usage de la convention d’Einstein.
L’e´le´ment pie´zoe´lectrique occupe un domaine Ωp au repos. Il subit un de´placement
impose´ udi sur une partie Γu de sa frontie`re et une densite´ d’efforts t
d
i sur la partie
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comple´mentaire Γt de sa frontie`re. Un potentiel e´lectrique ψ
d et une densite´ surfacique
de charges libres qd sont prescrits sur des domaines Γψ et Γq , qui constituent une parti-
tion de la frontie`re ∂Ωp.
Les tenseurs de de´formation line´arise´e et de contrainte sont note´s avec leurs com-
posantes εij et σij , les vecteurs de champ e´lectrique et champ de de´placement e´lectrique
sont note´s Ei et Di. ni est le vecteur normal unitaire sortant de Ωp, ρ la masse volumique
locale et t le temps.
Les e´quations du proble`me s’e´crivent :
Pour la partie me´canique
σij,j + f
d
i = ρ
∂2ui
∂t2
dans Ωp (1.1)
σijnj = t
d
i sur Γt (1.2)
ui = u
d
i sur Γu (1.3)
Pour la partie e´lectrique
Di,i = 0 dans Ωp (1.4)
Dini = −qd sur Γq (1.5)
ψ = ψd sur Γψ (1.6)
L’e´quation (1.1) est l’e´quation fondamentale de la dynamique ; les e´quations (1.2) et
(1.3) sont les conditions aux limites impose´es ; l’e´quation (1.4) est la loi de Gauss ; les
e´quations (1.5) et (1.6) sont les conditions aux limites.
Et on utilise les relations de comportement suivantes :
σij = cijklεkl − ekijEk (1.7)
Di = eiklσkl + ikEk (1.8)
ou` cijkl est le module d’e´lasticite´ a` champ e´lectrique constant (raideur en court-circuit),
ekij les constantes pie´zoe´lectriques et ik la permittivite´ e´lectrique a` de´formation constante
(permittivite´ bloque´e). Cette e´criture simplifie l’approche e´le´ments finis. On utilise les
relations de gradient suivantes pour identifier les relations entre le de´placement et les
de´formations d’une part et le potentiel et champ e´lectrique d’autre part :
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εkl(u) =
1
2
(uk,l + ul,k) (1.9)
Ek(ψ) = −ψ,k (1.10)
Les quantite´s me´caniques et e´lectriques σij , εij , Ei, Di, ui, ψ sont fonction du temps et
du vecteur position dans Ωp. La densite´ volumique impose´e f
d
i est fonction du temps et
du vecteur position dans Ωp. Les densite´s surfaciques impose´es u
d
i , t
d
i , ψ
detqd sont fonction
du temps et du vecteur position sur ∂Ωp.
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Figure 1.1 – Structure e´lastique avec deux e´le´ments pie´zoe´lectriques
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Figure 1.2 – p-ie`me e´le´ment pie´zoe´lectrique soumis a` la diffe´rence de potentiel V p, avec
les charges Qp+ et Q
p
− aux surfaces des e´lectrodes
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1.1.2 Hypothe`ses et formulation
Une structure e´lastique, occupant un domaine Ωs, est e´quipe´e de P pastilles piezo-
electriques. Chaque pastille a sa face infe´rieure et supe´rieure recouverte d’une e´lectrode
tre`s fine. La p-ie`me pastille (p ∈ {1, . . . P}) occupe un domaine Ω(p). Le domaine complet
Ω est forme´ par l’union de Ωs et de tous les domaines Ω
(p). Le domaine Ω est soumis a` une
densite´ volumique d’effort suppose´ connue fdi et le bord ∂Ω du domaine est soumis a` des
de´placements impose´s udi sur une partie Γu et une densite´ surfacique d’effort impose´ t
d
i sur
la partie comple´mentaire Γt telle que ∂Ω = Γu ∪Γt. Quelques hypothe`ses, permettant une
formulation simplifie´e du proble`me tout en conservant un grand domaine d’application,
sont rappele´es ici :
– L’e´paisseur des e´le´ments pie´zo-e´lectriques est constante et plus faible que sa longueur
caracte´ristique.
– L’e´paisseur de l’e´lectrode est ne´gligeable devant l’e´paisseur du patch.
– Les e´le´ments pie´zo-e´lectriques sont polarise´s dans la direction transverse (normale
aux e´lectrodes), souvent note´ ”3”. Cela induit un couplage avec la contrainte traverse
note´e usuellement ”33” et avec la contrainte longitudinale note´e usuellement ”31”.
Par la suite, seul ce dernier couplage sera pris en compte.
– Les e´le´ments pie´zo-e´lectriques sont isotropes dans les directions longitudinales.
– Aucune charge libre surfacique n’est pre´sente sur Γ0. Les effets de bord du champ
e´lectrique aux extre´mite´s des e´le´ments sont ne´glige´s.
– Le vecteur champ e´lectrique de composantes Ek est normal a` la surface moyenne du
patch et d’amplitude constante sur l’e´le´ment :
EK =
ψ
(p)
+ − ψ(p)−
h(p)
nk =
V(p)
h(p)
nk dans Ω
p (1.11)
Apre`s une discre´tisation par e´le´ments finis du proble`me e´lectrome´canique, et en notant
U le vecteur de de´placement au niveau des noeuds et V le vecteur des diffe´rences de
potentiel, on obtient le syste`me line´aire suivant :
(
Mm 0
0 0
)(
U¨
V¨
)
+
(
Km Kc
−KcT Ke
)(
U
V
)
=
(
F
Q
)
(1.12)
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Mm et Km sont les matrices de masse et de rigidite´ de la structure me´canique avec
les e´le´ments pie´zoe´lectriques. Kc est la matrice de couplage e´lectrome´canique. Ke est la
matrice diagonale des capacite´s des pastilles pie´zoe´lectriques. F et Q sont les vecteurs
des efforts me´caniques exte´rieurs et des charges contenues dans les e´lectrodes de chaque
pastille. Avec les relations suivantes :
∫
Ω
ρ
∂2ui
∂t2
δuidΩ⇒ δUTMmU¨ (1.13)
∫
Ω
cijklεij(δu)εkl(u)dΩ⇒ δUTKmU¨ (1.14)
P∑
p=1
V p
hp
∫
Ωp
eijkniεkldΩ =⇒ δUTKcV (1.15)
∫
Ω
fdi δuidΩ +
∫
Γt
tdi δuidS ⇒ δUTF (1.16)
P∑
p=1
V p
hp
∫
Ωp
ekijεklnidΩ =⇒ δVTKTc U (1.17)
P∑
p=1
δV pCpV p =⇒ δVTKTe V (1.18)
P∑
p=1
δV pQp =⇒ δVTQ (1.19)
On peut reformuler le syste`me 1.12 avec la charge Q comme inconnue et une diffe´rence
de potentiel V impose´e.(
Mm 0
0 0
)(
U¨
Q¨
)
+
(
Kˆm KcK
−1
e
K−1e K
T
c K
−1
e
)(
U
Q
)
=
(
F
V
)
(1.20)
avec Kˆm = Km + KcK
−1
e K
T
c (1.21)
33
1.1. FORMULATION E´LECTROME´CANIQUE
A` partir de ces deux e´critures 1.12 et 1.20, on peut examiner deux cas particuliers,
selon que les patchs sont en court-circuit (V=0) ou en circuit ouvert (Q=0). Dans ces cas
les deux syste`mes d’e´quations ci-dessus peuvent eˆtre re´duit comme suit :
MmU¨ + KmU = F (court circuit) (1.22a)
MmU¨ + KˆmU = F (circuit ouvert) (1.22b)
Kˆm repre´sente la matrice de raideur en circuit ouvert : l’effet du couplage e´lectrome´canique
en circuit ouvert sur la structure e´lastique apparaˆıt comme un terme de raideur ajoute´e
KcK
−1
e K
T
c .
La pulsation ωr et le mode propre associe´ Φr du syste`me en court circuit sont solution
de l’e´quation :
KmΦr − ω2rMmΦr = 0 (1.23)
On peut e´crire une approximation du vecteur de´placement en le projetant sur la base
modale tronque´e, restreinte aux N premiers modes :
UN(t) =
N∑
r=1
Φr qr. (1.24)
En inse´rant cette e´quation dans le syste`me d’e´quation 1.12 et en multipliant la partie
me´canique par ΦTr , le proble`me s’e´crit pour tout r ∈ [1, N ].
q¨r + ω
2
rqr + χ
T
rV = Fr (1.25a)
KeV −
N∑
j=1
KcΦjqj = Q (1.25b)
avec
χTr = [χ
1
r . . . χ
p
r . . . χ
P
r ] = Φr
TKc (KeV)
T = [C1V 1 . . . CpV p . . . CPV P ] (1.26)
et
Fr = Φr
TF (1.27)
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on peut obtenir une autre e´criture du proble`me en remplac¸ant V fonction de Q (1.25b)
dans l’e´quation 1.25a :
q¨r + ω
2
rqr +
N∑
j=1
P∑
p=1
χprχ
p
j
Cp
qj +
P∑
p=1
χpr
Cp
Qp = Fr (1.28)
Le coefficient de couplage effectif, qui caracte´rise l’e´change d’e´nergie entre les e´le´ments
pie´zo-e´lectriques et la structure me´canique, est de´fini pour le r-ie`me mode dans la norme
[28] par :
k2eff,r =
ωˆ2r − ω2r
ω2r
(1.29)
ou` ωr et ωˆr sont les fre´quences propres en court-circuit et circuit ouvert du r-ie`me
mode respectivement. L’e´quation 1.28, en ne´gligeant les termes de couplage en q, s’e´crit :
q¨r + (ω
2
r +
P∑
p=1
(χpr)2
Cp
)qr +
P∑
p=1
χpr
Cp
Qp = Fr (1.30)
En circuit ouvert Qp est nul pour tout p : le proble`me s’e´crit alors :
q¨r + ωˆ
2
rqr = Fr (1.31)
avec
ωˆ2r ' ω2r +
P∑
p=1
(χpr)2
Cp
(1.32)
Cette expression est une approximation de la fre´quence du r-ie`me mode en circuit
ouvert, note´ ωˆr , a` condition que la troncature modale soit valide. Donc on peut e´crire le
coefficient du couplage modal pour le r-ie`me mode comme suit :
k2eff,r '
P∑
p=1
(kpr )
2 (1.33)
avec kpr =
χpr√
Cpωr
.
Ce coefficient peut eˆtre e´crit avec une e´criture matricielle comme suit :
k2eff,r =
ΦTrKcK
−1
e K
T
c Φr
ΦTrKmΦr
(1.34)
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1.1.3 Algorithme de re´solution
Apre`s avoir rappele´ la de´finition et la signification du coefficient de couplage e´lectromagne´tique,
on propose dans cette partie, un algorithme capable de le calculer. Comme on a vu
pre´ce´demment, pour calculer le coefficient de couplage effectif, on a besoin de construire
par e´le´ments finis une matrice de couplage e´lectromagne´tique Kc et une matrice inverse
des capacite´s Ke comme indique´ dans les e´quations 1.17 et 1.18, ainsi que les vecteurs et
valeurs propres de la structure en court circuit, issus d’un calcul purement me´canique.
La de´marche de calcul du coefficient de couplage e´lectrome´canique est re´sume´e dans le
diagramme de la figure 1.3.
Ce calcul a e´te´ re´alise´ graˆce a` deux logiciels :
–  CAST3M  pour construire le maillage et de´terminer les fre´quences et les modes
propres (partie me´canique).
–  Matlab  pour construire les matrices Kc et Ke et calculer les coefficients de
couplage e´lectrome´canique par mode.
Shell 
Matlab 
 
Matrices de couplage 
élémentaires 
Matlab 
 
Matrice de couplage globale 
Matlab 
 
Keff 
Cast3M 
 
Maillage 
Vecteurs  et  valeurs propres 
Figure 1.3 – Algorithme de ge´ne´ration du coefficient du couplage effectif
Le pilotage des calculs se fait par le langage  Shell  sur le syste`me d’exploitation
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Unix, selon le sche´ma de la figure 1.3.
Cette de´marche de calcul est facilement utilisable et adaptable dans le cas d’une
strate´gie d’optimisation, et notamment lors d’une optimisation de position, car dans ce
cas, la ge´ome´trie du patch ne changeant pas d’une position a` l’autre, les matrices Kc et
Ke sont construites une seule fois. Dans ce cas, seuls les nœuds de connectivite´ changent
entre les e´le´ments piezo et les e´le´ments de la structure. La figure 1.4 pre´sente l’algorithme
qui re´sume la de´marche.
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����������������������
Figure 1.4 – Algorithme de ge´ne´ration du coefficient du couplage effectif pour diffe´rentes
positions
1.1.4 Shunt line´aire
Cette partie pre´sente une optimisation de la re´duction des vibrations d’une struc-
ture munie d’e´le´ments pie´zoe´lectriques (mode´lise´e pre´ce´demment) associe´s a` des circuits
e´lectriques passifs de type  shunts . On e´tudie le cas d’un shunt re´sistif (shunt  R )
dans lequel une re´sistance e´lectrique dissipe de la puissance par effet Joule et le cas d’un
shunt inductif ou re´sonant (shunt RL ) dans lequel une inductance permet augmenter le
courant circulant dans le shunt et donc la dissipation par la re´sistance (Fig. 1.5 ). Dans ces
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deux cas, on utilise le mode`le e´lectrome´canique de la structure avec patchs pie´zoe´lectriques
obtenu pre´ce´demment, le shunt introduisant une relation entre le courant (qui de´pend de
la charge libre sur le patch) et la tension aux bornes de celui-ci.
(shunt RL ) où une inductance permet d augmenter le courant circulant dans le
donc la dissipation par la résistance (ﬁgure 5.1). On utilise pour ce faire le modèle
canique de la structure avec patch piézoélectrique obtenu aux chapitres précédents ;
ntrod it une relation entre le courant (qui dépend de la charge libre sur le patch)
ion aux bornes de celui-ci.
Structure
Élément piézo.
R
R
L
Q
shunt R shunt RL
V
ig. 5.1: Structure, éléments piézoélectrique et shunts linéaires au choix R ou RL.
étude constitue on bon point de départ pour l’étude de la partie III sur des dispositifs
tation :
shunts linéaires sont relativement simples à étudier ;
modèle que l’on développe pour les circuits sera réutilisé ;
optimisations auxquelles on procède donnent des pistes pour ensuite optimiser un
Figure 1.5 – Struct munie d’e´le´m n s pie´zo associe´s ` un circu t shunt (R, RL)
Une e´tude d’optimisation du circuit dans le cas d’un syste`me conservatif a` un degre´
de liberte´ pour les circuits re´sonants et les circuits re´sistifs [6] a permis de donner les
indications suivantes :
– les shunts re´sistifs et re´sonants doivent eˆtre adapte´s a` la pulsation d’un mode parti-
culier de vibration a` re´duire et a` la capacite´ de l’e´le´ment pie´zoe´lectrique ;
– cet accord doit eˆtre tre`s pre´cis dans le cas de l’inductance, ce qui exclut l’amortisse-
ment de plusieurs modes ;
– la performance obtenue de´pend du coefficient de couplage Keff ;
– les valeurs d’inductance requises sont ge´ne´ralement tre`s e´leve´es.
De nombreuses e´tudes ont porte´ sur les diffe´rents types de circuit e´lectrique ; dans
[29, 30], une comparaison de re´duction de vibrations a e´te´ faite entre un circuit R–L en
se´rie et un circuit R–L en paralle`le. L’optimisation des parame`tres du circuit e´lectrique
permet ge´ne´ralement de re´duire les vibrations de modes bien particuliers. Quelques e´tudes
proposent de concevoir des shunts re´sonants a` plusieurs branches avec pour objectif d’amor-
tir plusieurs modes d’un syste`me a` plusieurs degre´s de liberte´ [31, 32]. L’optimisation des
parame`tres e´lectriques peut conduire a` des valeurs tre`s importantes pour l’inductance : ce
proble`me peut eˆtre surmonte´ en ajoutant par exemple un condensateur en se´rie [33].
Les principales proprie´te´s du circuit re´sistif puis du circuit inductif sont brie`vement
rappele´es.
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1.1.4.1 Shunt re´sistif
hunt résistif
Modèle
Structure
Élément piézo.
V
Q
R
shunt R
Fig. 5.2: Structure, éléments piézoélectrique et shunt résistif.
oute à l’ensemble structure et éléments piézoélectriques le circuit de la ﬁgure 5.2,
d’une résistance unique. Cette résistance impose la relation suivante, à ajouter aux
du système électromécanique :
V = −RI = −RQ˙, (5.1)
Figure 1.6 – Structure munie d’e´le´ments pie´zo associe´s a` un circuit re´sistif
Dans cette partie, on souhaite dissiper l’e´nergie vibratoire de la structure en utilisant un
circuit e´lectrique comportant une re´sistance e´lectrique, cette dissipation se faisant par effet
joule. Dans ce contexte, on ajoute a` l’ensemble structure munie d’e´le´ments pie´zoe´lectriques,
le circuit e´lectrique de la figure 1.6, constitue´ d’une unique re´sistance R. Cette re´sistance
impose la relation (1.35), a` ajouter aux e´quations pre´ce´dentes du syste`me e´lectrome´canique
(1.20) :
V = −RI = −RQ˙ (1.35)
En substituant l’e´quation (1.35) dans (1.20), on peut e´crire :
(
Mm 0
0 0
)(
U¨
Q¨
)
+
(
Kˆm KcK
−1
e
K−1e K
T
c K
−1
e
)(
U
Q
)
+
(
0 0
0 R
)(
U˙
Q˙
)
=
(
F
0
)
(1.36)
Les de´placements nodaux sont exprime´s dans la base des vecteurs propres du syste`me
en court-circuit en faisant une troncature sur les N premiers modes :
UN =
N∑
r=1
Φr qr = Φ
Tq (1.37)
En remplac¸ant U par UN dans 1.36 on obtient :(
ΦMmΦ
T 0
0 0
)(
q¨
Q¨
)
+
(
ΦKˆmΦ
T ΦKcK
−1
e
K−1e K
T
c Φ
T K−1e
)(
q
Q
)
+
(
0 0
0 R
)(
q˙
Q˙
)
=
(
ΦF
0
)
(1.38)
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L’excitation applique´e en un point xn est suppose´e de nature harmonique de pulsation
Ω :
F = F˜eiΩt et qˆ =
(
q
Q
)
=
(
q˜
Q˜
)
eiΩt (1.39)
donc on peut e´crire
ZRqˆ = Fˆ (1.40)
avec
ZR =
(−Ω2I+ ΦT KˆmΦ ΦT KcK−1e
K−1e K
T
c Φ
T K−1e + iΩR
)
Fˆ =
(
Φ F˜
0
)
(1.41)
On peut obtenir qˆ par :
qˆ = ZR
−1 Fˆ =
(
Z11 Z12
Z21 Z22
)(
Φ F˜
0
)
(1.42)
On e´tudie la fonction de re´ponse en fre´quence (de´placement / effort). Le de´placement
est mesure´ en un point de position xm et la force est applique´e en un point xn, ce qui
donne :
Hmn = Φm
T Z11 Φn (1.43)
On utilise sur une e´chelle en dB en utilisant la relation suivante :
XdB = 10 log10 (HmnH
∗
mn) (1.44)
1.1.4.2 Shunt re´sonant
Dans cette partie, on souhaite favoriser la dissipation de l’e´nergie vibratoire de la
structure en utilisant un circuit e´lectrique avec une re´sistante R et une inductance L en
se´rie. Par analogie avec les amortisseurs a` masse accorde´e, on souhaite re´aliser un circuit
re´sonant accorde´ a` un des modes de la structure : a` la pulsation de re´sonance du mode
conside´re´, on obtient un courant plus important dans le circuit, et on dissipe plus d’e´nergie
dans la re´sistance.
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rdé à un des modes de la structure. À la résonance de celle-ci, on devrait obtenir
nt plus important dans le circuit, et dissiper plus d’énergie dans la résistance.
Modèle
Structure
Élément piézo.
V
Q
L
R
shunt RL
Fig. 5.13: Structure, éléments piézoélectrique et shunt résistif.
açant une inductance L et une résistance R aux bornes des éléments (ﬁg. 5.13) on
relation suivante entre tension et courant :
V = −RI −RI˙ = −RQ˙− LQ¨, (5.44)
ension aux bornes des éléments piézoélectriques et Q charge libre présente à leur
Figure 1.7 – Structure munie d’un e´le´ment pie´zo connecte´ a` un circuit re´sonant .
Dans ce contexte, on ajoute a` l’ens mble ructure et e´le´ments pie´zoe´lectriques le circuit
comportant une inductance L et une re´sistance R aux bornes des e´le´ments (Fig. 1.7) ; on
impose alors la relation suivante entre tension et courant, a` ajouter aux e´quations du
syste`me e´lectrome´canique (1.20) :
V = −RI − LI˙ = −RQ˙ − LQ¨ (1.45)
donc on peut e´crire :
(
Mm 0
0 L
)(
U¨
Q¨
)
+
(
Kˆm KcK
−1
e
K−1e K
T
c K
−1
e
)(
U
Q
)
+
(
0 0
0 R
)(
U˙
Q˙
)
=
(
F
0
)
(1.46)
De meˆme que pre´ce´demment, les de´placements nodaux sont de´veloppe´s dans la base
des vecteurs propres du syste`me en court-circuit, tronque´e aux N premiers modes :
UN = Φ
Tq (1.47)
On multipliant la premie`re ligne du syste`me d’e´quations 1.46 par la matrice des vecteurs
propres on obtient :(
ΦMmΦ
T 0
0 L
)(
q¨
Q¨
)
+
(
ΦKˆmΦ
T ΦKcK
−1
e
K−1e K
T
c Φ
T K−1e
)(
q
Q
)
+
(
0 0
0 R
)(
q˙
Q˙
)
=
(
ΦF
0
)
(1.48)
soit
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(−Ω21 + ΦKˆmΦT ΦKcK−1e
K−1e K
T
c Φ
T −LΩ2 + K−1e + iΩR
)
︸ ︷︷ ︸
ZR
(
q˜
Q˜
)
=
(
ΦF˜
0
)
(1.49)
Par la suite, on utilise les e´quations (1.40, 1.44) pour de´terminer la re´ponse en fre´quence
sur une e´chelle en dB.
1.2 Exemple de validation
1.2.1 Description
Parame`tres poutre pastille pie´zo
Masse volumique ρb = 2800 kg/m
3 ρp = 8500 kg/m
3
Coefficient de Poisson νb = 0.3 νp = 0.2
Module d’Young Eb = 74 GPa Ep = 57 GPa
Coefficient de couplage mate´riau - kˆ31=0.4
Constante die´lectrique modifie´e - e33 = 2400 0
0 = 8.85.10
−12F/m [28]
Table 1.1 – Parame`tres mate´riaux du syste`me e´tudie´
Afin de valider la me´thode de calcul de la matrice de couplage sur un exemple simple,
on mode´lise une poutre encastre´e libre (Fig. 1.8) munie de deux pastilles pie´zoe´lectriques
monte´es en se´rie. Les re´sultats sont compare´s a` ceux du mode`le analytique de´veloppe´ dans
[34].
Le tableau 1.2 illustre une comparaison au niveau des fre´quences propres et des co-
efficients de couplage. Le premier calcul, note´ ana, a e´te´ re´alise´ analytiquement avec des
e´le´ments poutre dans [34], le second, note´ EF, est notre calcul re´alise´ avec des e´le´ments
finis 3D de type CUB 20.
Parame`tres mode1 mode2 mode3
ana/EF ana/EF ana/EF
fr [Hz] 69.7/68.9 416.2/411.28 1107.5/1094.94
Keff 0.139/0.138 0.140/0.138 0.126/0.123
Table 1.2 – Comparaison des parame`tres fr et Keff pour les trois premiers modes.
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Figure 1.8 – Structure de validation.
1.2.2 Optimisation de la position du patch pie´zoe´lectrique
Dans cette partie, on fait une e´tude parame´trique de la position du patch piezo dans la
position longitudinale de la poutre pour de´terminer la position optimale (selon l’algorithme
de la figure 1.4). Cette position sera celle qui maximise le coefficient de couplage effectif, et
e´tant donne´ qu’on calcule ce coefficient pour chaque mode, on doit chercher une position
optimale pour chacun des modes qu’on souhaite re´duire.
La figure 1.9 montre la variation de Keff pour diffe´rentes positions, et pour les trois
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Figure 1.9 – Keff fonction de la position et du mode
premiers modes de flexion dans le sens longitudinal de la poutre. On peut voir dans cette
figure que, inde´pendamment du circuit e´lectrique associe´, on est capable de de´terminer la
position optimale du shunt dans la structure.
On peut remarquer que les trois premiers modes partagent tous la meˆme position
optimale, qui est celle la plus proche de l’encastrement, cette position permettant une
de´formation maximale pour chacun des trois modes.
1.2.3 Optimisation des parame`tres du circuit RL
La position optimale du patch e´tant assure´e en utilisant les parame`tres ge´ome´triques
optimaux, on fait ensuite une optimisation des parame`tres e´lectriques R et L du circuit
e´lectrique. Deux approches sont possibles :
– une optimisation (sans contrainte) autour des parame`tres optimaux calcule´s analy-
tiquement [35].
– une optimisation avec des contraintes limitant l’intervalle de variation des parame`tres.
Si la premie`re me´thode peut s’ave´rer inte´ressante pour des ge´ome´tries simples, elle
peut donner une grande valeur pour d’inductance, techniquement difficile a` obtenir.
La deuxie`me me´thode consiste a` de´finir des intervalles de variation physiquement ac-
ceptables et a` faire une e´tude parame´trique a` l’inte´rieur du domaine ainsi de´fini.
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La re´duction des vibrations est plus sensible a` une variation de l’inductance qu’a` une
variation de la re´sistance. La de´marche d’optimisation retenue consiste a` faire tout d’abord
une optimisation de l’inductance pour une re´sistance donne´e sur un intervalle de fre´quence
(Fig. 1.10). Ensuite, on fait une optimisation de la re´sistance e´lectrique en utilisant l’induc-
tance fixe´e a` sa valeur optimale sur la meˆme bande (Fig. 1.11). Finalement, la re´duction
totale optimale est obtenue en utilisant les parame`tres ge´ome´triques et e´lectriques opti-
maux (Fig. 1.12).
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Figure 1.10 – FRF pour diffe´rentes valeurs d’inductance (R=0)
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Figure 1.11 – FRF pour diffe´rentes valeurs de re´sistance e´lectrique (inductances opti-
males)
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DOUBLE RECOUVREMENT
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Figure 1.12 – Comparaison entre les FRF en circuit ferme´ et en circuit RL optimal
1.3 Premie`re structure d’e´tude : assemblage boulonne´ a` dou-
ble recouvrement
1.3.1 Description
On se propose d’e´tudier l’influence de l’ajout des e´le´ments pie´zoe´lectriques en termes
de re´duction de vibrations dans les joints boulonne´s. La premie`re structure propose´e est un
assemblage boulonne´ a` double recouvrement compose´ de deux poutres principales relie´es
entre elles par deux autres poutres, le tout maintenu en position par des vis qui appliquent
un serrage sur l’assemblage. Les e´le´ments pie´zoe´lectriques sont ajoute´s comme rondelles
au niveau des boulons (Fig. 1.13).
Les proprie´te´s des mate´riaux utilise´s dans la simulation sont indique´es dans le tableau
1.3.
Parame`tres structure me`re pastille pie´zo
Masse volumique (kg/m3) 2800 8500
Coefficient de Poisson 0.3 0.2
Module d’Young (GPa) 74 57
Table 1.3 – Parame`tres mate´riaux du joint boulonne´
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Dans cette partie consacre´e au couplage e´lectrome´canique, on suppose que tous les
contacts dans la structure sont des contacts parfaits, qui ne permettent ni glissement
ni de´collement entre les diffe´rentes sous-structures. Cette hypothe`se simplificatrice est
justifie´e tout d’abord par le fait que la dissipation de l’e´nergie vibratoire par couplage
e´lectrome´canique doit eˆtre supe´rieure a` celle par frottement sec. De plus, la formulation
e´lectrome´canique propose´e pre´ce´demment suppose un comportement line´aire de la struc-
ture me´canique (sans frottement sec).
On e´tudie la moitie´ de la structure (Fig. 1.13) en mettant des conditions de syme´trie
dans le plan (XZ) de la structure (Fig. 1.14).
Le calcul effectue´ suit la meˆme de´marche que celle propose´e dans l’exemple de valida-
tion, en suivant l’algorithme (Fig. 1.3).
Deux calculs e´le´ments-finis ont e´te´ effectue´s pour s’assurer de la cohe´rence des modes
obtenus : un calcul sur CAST3M avec un maillage de Cub20 et un calcul sur NASTRAN
avec un maillage de Tetra10. Le tableau 1.4 permet une comparaison des fre´quences pro-
pres selon les deux calculs e´le´ments finis et la figure 1.15 donne un aperc¸u des de´forme´es
associe´es a` chacune de ces fre´quences propres.
Nastran 88.1 816.9 1683.1 4652 5380.4
Cast3M 89.2 819.4 1696.5 4635.5 5400.8
Table 1.4 – Comparaison entre les cinq premie`res fre´quences calcule´es par Cas3M et celles
calcule´es par Nastran
1.3.2 Optimisation de la position du patch pie´zoe´lectrique
Dans cette partie, on fait une e´tude parame´trique afin de de´terminer l’e´paisseur opti-
male de la rondelle piezo, celle qui va maximiser le coefficient de couplage effectif. Cette
e´tude parame´trique de l’e´paisseur de la rondelle a e´te´ faite dans un intervalle de [0.5, 2]mm
pour rester cohe´rent avec les hypothe`ses de la formulation e´lectrome´canique, notamment
en terme de line´arite´ du champ e´lectrique dans l’e´paisseur de l’e´le´ment piezo.
La figure 1.16 montre que dans l’intervalle d’e´paisseur e´tudie´, plus l’e´paisseur augmente
plus le coefficient de couplage effectif est important, et ceci pour les cinq modes propres
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Figure 1.13 – Dimension de la premie`re structure d’e´tude
e´tudie´s.
On peut remarquer que les coefficients effectifs restent relativement re´duits, ceci e´tant
duˆ a` la faible taille des rondelles piezo : ces rondelles cre´ent une raideur ajoute´e en circuit
ouvert ne´gligeable devant la raideur de la structure, et elles sont donc incapables de changer
les fre´quences propres de la structure en circuit ouvert.
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Figure 1.14 – Partie de la structure mode´lise´e
Figure 1.15 – Les cinq premie`res de´forme´es propres (1-2-3/ 4-5)
1.3.3 Optimisation des parame`tres du circuit RL
On va faire une optimisation des parame`tres e´lectriques pour tenter de compenser un
coefficient de couplage effectif faible. On prend comme e´paisseur de la rondelle, l’e´paisseur
optimale (Fig. 1.16), soit h = 3mm.
On optimise tout d’abord l’inductance, pour voir si l’effet de la masse ajoute´e apporte´
par l’ajout de l’inductance a une influence sur la re´ponse en fre´quence de la structure.
Dans l’intervalle d’e´tude, la valeur de l’inductance n’a pratiquement aucune influence
sur la re´ponse en fre´quence de la structure (Fig. 1.17).
On peut conclure que, dans ce type de structure, une rondelle piezo n’a gue`re d’inte´reˆt
en terme de re´duction de vibrations, car sa position et sa taille par rapport a` la structure
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Figure 1.16 – Influence de l’e´paisseur de la rondelle piezo sur Keff
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Figure 1.17 – Influence de l’inductance sur la FRF de la structure
me`re sont telles que la rondelle n’a pratiquement pas d’influence sur la re´ponse vibratoire
de la structure.
Il faut donc imaginer un autre type d’e´le´ment piezo, qu’on puisse mettre au niveau de
l’assemblage et qui soit capable d’apporter une re´duction de vibrations importante. Dans
ce cadre on propose d’e´tudier la meˆme structure, mais cette fois avec le type de patch
pie´zoe´lectrique repre´sente´ figure 1.18.
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1.4 Deuxie`me structure d’e´tude : assemblage boulonne´ a`
double recouvrement avec patch modifie´
1.4.1 Description
On se propose d’e´tudier la meˆme structure que pre´ce´demment, mais les rondelles piezo
sont remplace´es par des e´le´ments de forme diffe´rente de surface plus importante, qui seront
fixe´s sur la structure (Fig. 1.18).
 

	



Figure 1.18 – Dimension de la deuxie`me structure d’e´tude
De meˆme que pre´ce´demment, pour des raisons de syme´trie, l’e´tude est faite sur une
partie de la structure (Fig. 1.19).
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Figure 1.19 – Partie de la structure mode´lise´e
1.4.2 Optimisation de la position du patch pie´zoe´lectrique
Comme pre´ce´demment, l’e´tude parame´trique de l’e´paisseur du patch a e´te´ faite dans
un intervalle de [0.5, 3]mm pour rester cohe´rent avec les hypothe`ses de la formulation
e´lectrome´canique.
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Figure 1.20 – L’influence de l’e´paisseur de la rondelle piezo sur Keff
Les coefficients effectifs sont plus importants que dans le cas pre´ce´dent, les autres
conclusions e´tant identiques.
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1.4.3 Optimisation des parame`tres du circuit RL
L’optimisation des parame`tres e´lectriques a e´te´ effectue´e en utilisant l’e´paisseur opti-
male releve´e sur la figure 1.20, c’est a` dire h = 3mm.
Dans un premier temps, on commence par faire une optimisation de l’inductance, en
prenant une valeur de re´sistance e´lectrique nulle.
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Figure 1.21 – Influence de l’inductance sur les FRF (R = 0)
On dispose de deux e´le´ments pie´zoe´lectriques, ce qui permet de choisir deux valeurs
d’inductance diffe´rentes et ainsi de pouvoir re´duire plusieurs modes propres.
Plusieurs intervalles d’inductance sont possibles pour re´duire les fre´quences critiques(Fig.1.21).
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Figure 1.22 – Influence de la re´sistance e´lectrique sur FRF (L optimale)
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L’inductance e´tant fixe´e a` sa valeur optimale, la valeur optimale de la re´sistance
e´lectrique est de´termine´e (Fig. 1.22).
Une comparaison sur les FRF est effectue´e, avec les parame`tres optimaux pre´alablement
identifie´s, dans les cas suivants : court circuit, circuit ouvert et circuit RL optimal (Fig.
1.23).
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Figure 1.23 – comparaison entre les d’FRFs en circuit ouvert, ferme´ et en circuit RL
optimal
1.5 Conclusion
Dans cette partie de re´duction de vibrations par amortissement e´lectrome´canique, on
a utilise´ une me´thode qui permet de re´duire le nombre de variables e´lectriques a` une
variable par e´le´ment pie´zoe´lectrique. Cette me´thode a l’avantage d’utiliser les matrices
e´le´ments finis issues de logiciels de calcul e´le´ments finis standards. Apre`s une validation
de notre mode`le e´lectrome´canique, le calcul du coefficient de couplage effectif pour deux
types d’e´le´ments pie´zoe´lectriques a permis de faire une optimisation de la ge´ome´trie de
l’e´le´ment pie´zoe´lectrique dans les deux cas. Par la suite, une optimisation des parame`tres
e´lectriques a e´te´ propose´e. Cette de´marche a permis de conserver un seul type d’e´le´ment
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pie´zoe´lectrique, celui qui permet une meilleure re´duction de l’amplitude vibratoire. A`
l’issue de ces deux de´marches d’optimisation, le mode`le propose´ a permis de faire une
re´duction de vibrations importante au niveau de deux fre´quences critiques ; par contre, la
re´duction du premier mode est reste´e assez limite´e.
En conclusion, la re´duction de vibrations apporte´e par le dispositif d’amortissement
e´lectrome´canique peut s’ave´rer tre`s inte´ressant a` condition d’utiliser les parame`tres op-
timise´s. Il reste a` de´terminer le niveau de robustesse de l’amortissement apporte´ par ce
dispositif : a` cet effet, on propose dans le chapitre 4 une e´tude probabiliste permettant
d’e´valuer la re´ponse vibratoire ale´atoire du syste`me en fonction de parame`tres ale´atoires
d’entre´e tels que le module de Young, la re´sistance e´lectrique et l’inductance.
On se propose e´galement d’explorer une autre voie pour la re´duction de vibrations
dans les structures comportant des assemblages boulonne´s : on tire parti de la capacite´
des assemblages boulonne´s a` modifier la rigidite´ (et par conse´quent la re´ponse vibratoire)
de la structure par controˆle du serrage applique´ au niveau des e´le´ments de liaison. Cette
e´tude fera l’objet du chapitre suivant.
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Chapitre 2
Assemblage a` effort normal
controˆle´
 L’homme absurde est celui qui ne change jamais. Georges Clemenceau
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Notre approche consiste a` mettre en e´vidence une autre fac¸on de re´duire les vibrations,
en e´vitant les fre´quences critiques. Dans ce contexte, on va utiliser une possibilite´ du joint
boulonne´ de changer la rigidite´ de la structure.
Dans les structures compose´es de plusieurs sous-structures, un assemblage boulonne´
re´alise une liaison me´canique par adhe´rence qui participe a` la rigidite´ de la structure par
l’interme´diaire du frottement sec et du serrage. En d’autres termes, une structure munie
d’un joint boulonne´ (JB) peut avoir une rigidite´ variable selon le serrage applique´ au niveau
du joint.
Dans une structure munie d’un JB, si on prend en compte juste l’effet du frottement
au niveau du JB, sans prendre compte l’effet non line´aire duˆ a` l’effet unilate´ral du contact
cette structure peut avoir deux valeurs de rigidite´ :
– lorsque la structure n’admet pas de glissement relatif (serrage relativement impor-
tant) : configuration avec une liaison parfaite entre les sous-structures en contact.
– lorsque la structure permet toujours un glissement relatif (serrage faible) : configu-
ration avec des nœuds doubles entre les sous-structures en contact.
En outre, si on prend en compte l’effet unilate´ral de la liaison au niveau du JB,
un changement de serrage, peut changer la valeur de la rigidite´ meˆme lorsque la struc-
ture n’admet pas de glissement d’ensemble, car un serrage important peut occasionner le
de´collement d’une partie de la surface de contact (Fig. 2.33). D’un point de vue e´le´ments
finis, ceci est e´quivalent a` une mode´lisation avec des nœuds doubles au niveau de la surface
de de´collement et des noeuds en liaison parfaite au niveau des surfaces en contact.
L’utilisation controˆle´e d’un serrage variable au niveau du joint boulonne´ va permettre
de changer la rigidite´ de la structure et par conse´quent de changer ses fre´quences propres
afin d’e´viter sa mise en re´sonance e´ventuelle.
La premie`re partie de cette e´tude a pour but d’illustrer l’inte´reˆt d’un serrage variable.
Pour cela, on construit un mode`le simplifie´ du joint boulonne´ a` deux degre´s de liberte´
(ddl). L’inte´reˆt de ce mode`le a` 2 ddl est d’eˆtre repre´sentatif d’une partie des phe´nome`nes
non line´aires e´tudie´s tout en pouvant eˆtre re´solu de manie`re analytique donc a` tre`s faible
couˆt et permettant ainsi de tester diffe´rentes lois de serrage.
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Dans la deuxie`me partie de cette e´tude, on pre´sentera un mode`le plus complet d’assem-
blage boulonne´ dont la re´solution nume´rique (Me´thode LATIN [42]) prendra en compte
les deux types de non-line´arite´ (frottement, liaison unilate´rale).
Enfin, on proposera a` titre d’illustration, le dimensionnement d’une structure 2D munie
d’un JB a` effort normal pilote´, en vue de la re´duction de vibrations.
2.1 Mode`le ressort amortisseur
Dans cette partie, une simplification d’un joint boulonne´ en un mode`le a` deux degre´s
de liberte´ a e´te´ faite (Fig. 2.1). Notons K1 la rigidite´ en traction et M1 la masse de la
sous-structure a` gauche de l’assemblage (deux poutres), K2 la rigidite´ en traction et M2
la masse de la sous-structure a` droite de l’assemblage (une poutre) et K12 la rigidite´ en
traction de l’assemblage. L’effet du serrage apporte´ par la rondelle piezo est repre´sente´
par une force normale FN associe´e a` un patin frottant selon la loi de Coulomb avec un
coefficient de frottement µ.
Les valeurs des parame`tres utilise´s pour cette e´tude sont reporte´es dans le tableau 2.1 ;
ces valeurs respectent les diffe´rentes proportions du joint boulonne´ pre´sente´ figure 2.1.
M1[Kg] M2[Kg] K1[N.m
−1] K12[N.m−1] K2[N.m−1] F1[N ] F2
0.1 0.1 400 80 100 0 1
Table 2.1 – Valeurs des parame`tres du mode`le e´tudie´
2.1.1 Formulation du mode`le
Les e´quations de mouvement du syste`me, en prenant compte l’effet du frottement sec,
peuvent s’e´crire comme suit :
M1X¨1 +K1X1 +K12(X1 −X2) = Fext1 + ra (2.1a)
M2X¨2 +K2X2 +K12(X2 −X1) = Fext2 − ra (2.1b)
avec ra la force de frottement exerce´e par M2 sur M1 .
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M1 M2
K1
K12
K2
 Piezo
FN
F2F1
X2X1
F2
F1
Figure 2.1 – Mode`le en 2 ddl de l’assemblage
Le mode`le de frottement utilise´ est un mode`le de Coulomb qui peut eˆtre pre´sente´
comme suit :
ra =

ry si X˙2 − X˙1 > 0
[−ry, ry] si X˙2 − X˙1 = 0
−ry si X˙2 − X˙1 < 0
(2.2)
Des discussions plus approfondies sur le frottement de Coulomb peuvent eˆtre trouve´es
dans l’article de synthe`se [5].
Lorsqu’il y a un mouvement relatif entre les deux masses M1 et M2, la force de frot-
tement est constante, de direction oppose´e au mouvement relatif. Par contre, lorsque les
vitesses des deux masses restent identiques, la force de frottement n’est pas de´finie, car
elle peut avoir plusieurs valeurs pour une meˆme vitesse relative nulle.
On peut remarquer que dans l’e´quation (2.1a), la force de frottement de´pend tou-
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jours de l’effet d’inertie M1X¨1 , inde´pendamment de l’e´tat de la liaison (glissement ou
adhe´rence). De meˆme, pour l’e´quation (2.1b), la force de frottement de´pend toujours de l’-
effet d’inertie M2X¨2. Ce qui signifie que lorsque le mouvement relatif est nul (X¨1 = X¨2), la
force de frottement de´pend toujours des termes d’acce´le´ration X¨1 ou X¨2. Cette de´pendance
peut compliquer la re´solution du proble`me ; c’est la raison pour laquelle on e´tablit une ex-
pression de la force de frottement qui ne de´pende pas des termes inertiels.
On pose
α =
M1
M2
(2.3)
et on multiplie la deuxie`me e´quation 2.1b par α puis on la soustrait de l’e´quation 2.1a, et
on obtient :
M1(X¨1− X¨2) +K1X1−αK2X2 +K12(X1−X2)(1 +α) = Fext1−αFext2 + ra(1 +α) (2.4)
soit
ra =
1
1 + α
(M1(X¨1 − X¨2)) + Fc (2.5)
avec
Fc =
1
1 + α
(−Fext1 + αFext2 +K1X1 − αK2X2 +K12(X1 −X2)(1 + α)) (2.6)
Selon l’e´quation (2.5), lorsqu’il n’y a pas de mouvement relatif, X˙1 = X˙2 et donc
X¨1 − X¨2 = 0. En utilisant la relation de Coulomb 2.2, on peut de´finir deux phases :
– phase de glissement : si X˙1 6= X˙2, alors ra = ry sgn(X˙2 − X˙1)
– phase d’adhe´rence : si X˙1 = X˙2 et X¨1 = X¨2, alors ra = Fc
2.1.2 Re´solution du proble`me
2.1.2.1 Mode`le analytique avec force normale constante
Dans cette partie, on va traiter le cas d’un syste`me avec force normale constante dans
le temps et force exte´rieure harmonique et re´soudre analytiquement le syste`me d’e´quations
(2.1) dans le domaine temporel.
Au cours de la re´solution, on se´pare classiquement la phase de glissement de la phase
d’adhe´rence (Fig. 2.2), de sorte de re´soudre a` chaque fois un syste`me d’e´quations diffe´rentielles
line´aires.
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En supposant par exemple que la premie`re phase est la phase d’adhe´rence, la re´solution
se fait de la fac¸on suivante :
1. Initialisation, en faisant une re´solution du syste`me d’e´quations [2.1] avec les con-
ditions suivantes (Fig. 2.2 A) :
– les conditions initiales sont celles du proble`me global a` re´soudre.
– X2 = X1 −X120 avec X120 = X1(t = 0)−X2(t = 0)
2. Phase 1 : re´solution du syste`me d’e´quations (2.1) avec les conditions suivantes
(Fig. 2.2 B) :
– les conditions initiales sont celles de la fin de la phase d’adhe´rence.
– la force de frottement a une valeur constante de signe oppose´e a` celle de la vitesse
relative .
3. Phase 2 : re´solution du syste`me d’e´quations [2.1] avec les conditions suivantes (Fig.
2.2 A) :
– les conditions initiales sont celles de la fin de la phase du glissement.
– X2 = X1−X12i avec X12i = X1(t = ti)−X2(t = ti) avec ti le temps a` la fin d’une
phase.
L’ite´ration entre les phases 1 et 2 va se poursuivre jusqu’au temps final. Pre´cisons la
re´solution du proble`me dans les deux phases :
– Phase glissement
Dans cette phase le syste`me d’e´quations (2.1) peut s’e´crire de la fac¸on suivante :
[
M1 0
0 M2
](
X¨1
X¨2
)
+
[
K1 +K12 −K12
−K12 K12 +K2
](
X1
X2
)
= ry
(
β
−β
)
+
(
Fext1
Fext2
)
(2.7)
avec
β =
{
1 si X˙2 − X˙1 > 0
−1 si X˙2 − X˙1 < 0
(2.8)
β garde la meˆme valeur pendant une phase de glissement, car elle ne peut changer de
valeur qu’apre`s un passage par une vitesse relative nulle, meˆme si la dure´e de ce passage
est nulle [36].
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X2 = X1 + X12iX1
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B)
Figure 2.2 – Mode`les e´quivalents suivant les phases : A) adhe´rence , B) glissement
Le syste`me (2.7) peut se mettre sous forme matricielle :
M X¨ + K X = ry β + Fext (2.9)
La force exte´rieure est harmonique :
Fext =
(
F1
F2
)
sin(Ωt) (2.10)
La solution du syste`me d’e´quations (2.9) est compose´e de la somme d’une solution
homoge`ne et d’une solution particulie`re :
La solution homoge`ne :
Xh = Φ q =
[
Φ11 Φ12
Φ21 Φ22
](
A1 sin(ω1t)) +B1 cos(ω1t))
A2 sin(ω2t)) +B2 cos(ω2t))
)
(2.11)
avec Φ et ωk solution du proble`me (K− ω2kM)Φk = 0
Une solution particulie`re :
Xp =
(
Ap
Bp
)
sin(Ωt) + K−1 ry β (2.12)
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avec (
Ap
Bp
)
= (−Ω2M + K)−1
(
F1
F2
)
(2.13)
Pour de´terminer les coefficients de la solution homoge`ne avec les conditions initiales qui
correspondent a` la fin de la phase d’adhe´rence ti , on doit re´soudre le syste`me d’e´quations
suivant :

A1
B1
A2
B2
 =

Φ11 sin(ω1ti) Φ11 cos(ω1ti) Φ12 sin(ω2ti) Φ12 cos(ω2ti)
Φ21 sin(ω1ti) Φ21 cos(ω1ti) Φ22 sin(ω2ti) Φ22 cos(ω2ti)
Φ11 ω1 cos(ω1ti) −Φ11 ω1 sin(ω1ti) Φ12 ω2 cos(ω2ti) −Φ12 ω2 sin(ω2ti)
Φ21 ω1 cos(ω1ti) −Φ21 ω1 sin(ω1ti) Φ22 ω2 cos(ω2ti) −Φ22 ω2 sin(ω2ti)

−1
.


X1(ti)
X2(ti)
X˙1(ti)
X˙2(ti)
− (−Ω2M + K)−1

(
F1
F2
)
sin(Ωti))(
F1
F2
)
Ω cos(Ωti)
−
ry K−1 β0
0


Finalement, la solution du syste`me dans la phase de glissement en pre´sence d’une excitation
harmonique et d’une force normale constante peut s’e´crire comme suit :(
X1(t)
X2(t)
)
=
[
Φ11 Φ12
Φ21 Φ22
](
A1 sin(ω1t)) +B1 cos(ω1t))
A2 sin(ω2t)) +B2 cos(ω2t))
)
+(−Ω2M+K)−1
(
F1
F2
)
sin(Ωt)+ry K
−1 β
(2.14)
– Phase d’adhe´rence
Dans cette phase, en faisant la somme des deux e´quations du syste`me [2.1] on obtient :
(M1 +M2)X¨1 +K1X1 +K2X2 = Fext1 + Fext2 (2.15)
avec
X2 = X1 −X12i avec X12i = X1(ti)−X2(ti) (2.16)
ce qui conduit a` :
(M1 +M2) X¨1 + (K1 +K2)X1 = Fext1 + Fext2 +K2X12i (2.17)
= (F1 + F2) sin(Ωt) +K2X12i (2.18)
La solution de l’e´quation 2.18 est compose´e de la solution homoge`ne et d’une solution
particulie`re :
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La solution homoge`ne
Xh1 = A sin(ω˜t) +B cos(ω˜t) (2.19)
avec
ω˜2 =
K1 +K2
M1 +M2
(2.20)
Une solution particulie`re
Xp =
F1 + F2
−Ω2(M1 +M2) + (K1 +K2) sin(Ω t) +
K2
K1 +K2
X12i (2.21)
La solution comple`te du syste`me dans la phase d’adhe´rence en pre´sence d’une excitation
harmonique peut s’e´crire comme suit :
X1 = A sin(ω˜t) +B cos(ω˜t) +
F1 + F2
−Ω2 + ω˜2 sin(Ω t) +
K2
K1 +K2
X12i (2.22)
Pour de´terminer les coefficients de la solution homoge`ne avec des conditions initiales
qui correspondent a` la fin de la phase du glissement ti , on doit re´soudre le syste`me
d’e´quations suivant :
(
A
B
)
=
[
sin(ω˜ ti) cos(ω˜ ti)
ω˜ cos(ω˜ ti) −ω˜ sin(ω˜ ti)
]−1
[(
X1(ti)
X˙1(ti)
)
− F1 + F2−Ω2(M1 +M2) + (K1 +K2)
(
sin(Ω ti)
Ω cos(Ωti)
)
+
K2
K1 +K2
X12i
(
1
0
)]
Apre`s avoir de´termine´ la solution analytique dans la phase du glissement et la phase
d’adhe´rence, il faut de´terminer les temps origines de chacune des phases, c’est-a`-dire les
conditions initiales pour chacune des phases. Pour ce faire, on utilise l’algorithme de la
figure 2.3 qui de´crit le passage de la phase de glissement vers la phase d’adhe´rence (lorsque
X˙1 = X˙2 ) puis le passage de la phase d’adhe´rence vers la phase de glissement (lorsque
ra < ry).
Remarque
– on commence la proce´dure de calcul par un test sur les vitesses initiales pour
de´terminer la phase de de´part.
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– au moment du passage de la phase d’adhe´rence vers la phase de glissement, les
vitesses relatives reste nulles, donc pour le calcul de la premie`re e´tape de glissement
juste apre`s l’adhe´rence, on donne un sens a` la force de frottement qui est le meˆme
que le sens de la force Fc, car dans le premier pas de calcul de la phase de glissement,
on a toujours l’e´galite´ ra = Fc.
 𝑋2 =  𝑋1
Solution du système en phase 
d’adhérence
Solution du système en phase 
de glissement
 𝑿𝟎 =  𝑿𝒊 ; 𝑿𝟎= 𝑿𝒊 ; 𝑡0= 𝑡𝑖
𝑟𝑎 = 𝑟𝑦 sgn(𝐹𝑐)
𝑿(𝑡𝑖),  𝑿(𝑡𝑖), 𝑡𝑖
Oui
Non
Oui Non
 𝑿𝟎, 𝑿𝟎, 𝑡0
𝐹𝑐 > 𝑟𝑦
 𝑋2 =  𝑋1
 𝑿𝟎 =  𝑿𝒊 ; 𝑿𝟎= 𝑿𝒊 ; 𝑡0= 𝑡𝑖
Oui
Non
𝑡𝑖+1 = 𝑡𝑖 + Pas
Figure 2.3 – Algorithme de re´solution des e´quations de mouvement
2.1.2.2 Mode`le analytique avec force pe´riodique
Dans cette partie on va traiter le cas d’un syste`me avec une force normale qui varie
pe´riodiquement et une force exte´rieure excitatrice harmonique. Comme pre´ce´demment,
on va faire une re´solution selon deux phases, une phase d’adhe´rence et une phase de
glissement :
– phase d’adhe´rence
Dans cette phase le meˆme de´veloppement que pre´ce´demment a e´te´ garde´, car l’effet du
frottement n’intervient que dans la condition de changement de phase.
– Phase glissement
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Pour re´soudre les e´quations de mouvement dans la phase de glissement (2.7), en
pre´sence d’une force normale pe´riodique ry, on commence par faire une de´composition
en se´rie de Fourier (voir Annexe A) de la force pe´riodique.
ry(t) = ry0 +
N∑
i=1
ry1i sin(2pi
i
T
t) +
N∑
i=1
ry2i cos(2pi
i
T
t) (2.23)
avec T la pe´riode de serrage.
La solution particulie`re du proble`me est donne´e par :
Xp(t) =
(
Ap
Bp
)
sin(Ωt) + K−1 ry0 β
+
N∑
i=1
(
C1i
D1i
)
sin(2pi
i
T
t) +
N∑
i=1
(
C2i
D2i
)
cos(2pi
i
T
t) (2.24)
avec (
Cij
Dij
)
= (−(2pi j
T
)2 M + K)−1 ryij β
(
1
−1
)
(2.25)
On utilise les conditions initiales qui correspondent a` la fin de la phase d’adhe´rence ti
et l’e´quation 2.14 devient :

A1
B1
A2
B2
 =

Φ11 sin(ω1ti) Φ11 cos(ω1ti) Φ12 sin(ω2ti) Φ12 cos(ω2ti)
Φ21 sin(ω1ti) Φ21 cos(ω1ti) Φ22 sin(ω2ti) Φ22 cos(ω2ti)
Φ11 ω1 cos(ω1ti) −Φ11 ω1 sin(ω1ti) Φ12 ω2 cos(ω2ti) −Φ12 ω2 sin(ω2ti)
Φ21 ω1 cos(ω1ti) −Φ21 ω1 sin(ω1ti) Φ22 ω2 cos(ω2ti) −Φ22 ω2 sin(ω2ti)

−1
.


X1(ti)
X2(ti)
X˙1(ti)
X˙2(ti)
− (−Ω2M + K)−1

(
F1
F2
)
sin(Ωti))(
F1
F2
)
Ω cos(Ωti)
−
ry K−1 β0
0

+
∑N
i=1

(
C1i
D1i
)
sin(2pi
i
T
ti)(
C1i
D1i
)
(2pi
i
T
) cos(2pi
i
T
ti)
 + ∑Ni=1

(
C2i
D2i
)
cos(2pi
i
T
ti)
−
(
C2i
D2i
)
(2pi
i
T
) sin(2pi
i
T
ti)


La solution comple`te du proble`me (en phase de glissement) pour une excitation har-
monique et une force normale pe´riodique peut s’e´crire de la fac¸on suivante :(
X1(t)
X2(t)
)
=
[
Φ11 Φ12
Φ21 Φ22
](
A1 sin(ω1t)) +B1 cos(ω1t))
A2 sin(ω2t)) +B2 cos(ω2t))
)
+ Xp(t) (2.26)
Apre`s avoir de´termine´ la solution analytique dans la phase de glissement et la phase
d’adhe´rence, on utilise le meˆme algorithme que pre´ce´demment dans le cas d’une force
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normale constante (Fig. 2.3) pour de´terminer les temps origines de chacune des phases,
c’est-a`-dire les conditions initiales pour chacune des phases.
2.1.2.3 Mode`le nume´rique
Dans le cas plus ge´ne´ral, ou` la force exte´rieure ou la force de serrage ne sont pas
ne´cessairement pe´riodiques, ou dans le cas ou` la solution analytique au proble`me n’est pas
connue, on propose de faire une re´solution nume´rique.
Pour cette re´solution nume´rique, on a utilise´ un sche´ma nume´rique base´ sur une
inte´gration d’un syste`me d’e´quations diffe´rentielles d’ordre un, avec la me´thode de Runge-
Kutta d’ordre quatre. Dans ce cadre, on fait une transformation de nos e´quations de
mouvement d’ordre deux en un syste`me d’e´quations d’ordre un et on re´sout le proble`me
dans l’environnement MatLab.
Pour la re´solution nume´rique, on n’a pas besoin de de´finir (comme dans les deux cas
pre´ce´dents) des e´quations diffe´rentes dans la phase de glissement et d’adhe´rence, il suffit de
re´soudre nume´riquement les e´quations de mouvements (2.1), par contre, il faut e´galement
de´finir des conditions de de´part et de fin de glissement. Ces conditions sont introduites en
suivant l’algorithme repre´sente´ figure 2.4.
2.1.3 Validation des mode`les
Dans cette partie, une validation des trois mode`les propose´s est faite.
2.1.3.1 Validation du mode`le analytique avec force normale constante
Pour faire une validation du mode`le avec une force normale constante, on proce`de en
deux e´tapes : tout d’abord on valide le mode`le sans effet de frottement, dans ce cas on
compare les re´sultats de notre mode`le dans le cas ry=0 avec un mode`le propose´ dans [37].
Les parame`tres utilise´s dans cette comparaison sont pre´sente´s dans le tableau 2.2, avec les
conditions initiales suivantes :
X1 = 0; X2 = 0.01; X˙1 = 0; X˙2 = 0
La figure 2.5 donne une comparaison des de´placements X1 (a` gauche) et X2 (a` droite)
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 𝑋2 =  𝑋1
𝑟𝑎 = 𝑟𝑦 sgn(  𝑋2 −  𝑋1)
Résoudre les équations de 
mouvement
𝑋 ,  𝑋
𝑟𝑎 = 𝐹𝑐
Résoudre les équations de 
mouvement
𝑋,  𝑋
𝐹𝑐 > 𝑟𝑦
𝑟𝑎 = 𝑟𝑦 sgn(𝐹𝑐)
𝑋(𝑡𝑖),  𝑋(𝑡𝑖)
Oui
Non
Oui
Non
Figure 2.4 – Algorithme de re´solution des e´quations de mouvement
M1[Kg] M2[Kg] K1[N.m
−1] K12[N.m−1] K2[N.m−1] F1[N ] F2 ωd[rad.s−1]
1 4 3 4 12 0 0 1
Table 2.2 – Parame`tres du mode`le
obtenue par trois re´solutions diffe´rentes : la re´solution analytique propose´e dans [37], notre
re´solution analytique et notre re´solution nume´rique. A` partir de ces re´sultats, on peut
valider notre calcul dans le cas d’un mouvement sans frottement.
Ensuite le mode`le avec frottement est valide´ par comparaison des re´sultats de notre
mode`le avec ceux du mode`le propose´ dans [36]. Il s’agit d’un mode`le analytique a` un degre´
de liberte´ avec re´solution temporelle de l’e´quation (2.27).
L’e´quation de mouvement d’un syste`me masse-ressort avec frottement sec, soumis a`
une excitation harmonique, s’e´crit comme suit :
mx¨(t) + kx(t) + ra(t) = Fext = p0 sinωdt (2.27)
Avec m=200 103 kg, k=5000 kN/m, ry=200 kN, ωd=8 rad/s et p0=1000 kN.
Pour comparer les deux mode`les, on change les parame`tres de notre mode`le pour qu’il
soit comparable a` un mode`le a` 1ddl (Fig. 2.6 ) :
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0 10 20
−0.02
−0.01
0
0.01
0.02
Mode`le analytique
Temps [s]
X 1
 
[m
]
0 10 20
−0.01
−0.005
0
0.005
0.01
Mode`le analytique
Temps [s]
X 2
 
[m
]
0 10 20
−0.02
−0.01
0
0.01
0.02
Mode`le a` valider
Temps [s]
X 1
 
[m
]
0 10 20
−0.01
−0.005
0
0.005
0.01
Mode`le a` valider
Temps [s]
X 2
 
[m
]
Figure 2.5 – Validation du mode`le sans frottement sec.
cas A)
K1 = k ; K2 = 10
15K1 ; K12 = 10
−15K1
M1 = m ; M2 = 10
−2M1
F1 = p0 ; F2 = 0
cas B)
K2 = k ; K1 = 10
15K2 ; K12 = 10
−15K2
M2 = m ; M1 = 10
−2M2
F2 = p0 ; F1 = 0
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M1 M2
K1
K12
K2
F2F1
X2X1
M1 M2
K1
K12
K2
F2F1
X2X1A)
B)
Figure 2.6 – Mode`le a` 2 ddl e´quivalent au mode`le a` 1 ddl.
La figure 2.7 donne une comparaison entre les re´sultats donne´s par le de´veloppement
analytique dans [36] et les re´sultats donne´s par notre mode`le simplifie´ dans les deux cas
e´quivalents A et B de la figure 2.6.
2.1.3.2 Validation du mode`le nume´rique
Pour valider le mode`le nume´rique, on compare le re´sultat de notre mode`le analytique
valide´ et celui du mode`le nume´rique. On utilise les meˆmes parame`tres, indique´s dans le
tableau 2.2 et en prenant ry = 0.3N
La figure 2.8 donne une comparaison des de´placements X1 (a` gauche) et X2 (a` droite)
dans le cas du mode`le analytique valide´ et dans le cas du mode`le nume´rique. Et d’apre`s
cette comparaison, on peut conside´rer notre calcul nume´rique valide´.
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0 0.5 1 1.5 2 2.5
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Temps [s]
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0
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Mode`le de validation
X [m]
V 
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Figure 2.7 – Mode`le re´duit pour validation dans le cas : A) et B).
2.1.3.3 Validation du mode`le analytique avec force normale pe´riodique
Dans cette dernie`re validation, on va utiliser le mode`le nume´rique valide´ pour valider le
mode`le analytique avec force normale pe´riodique. On utilise les meˆmes parame`tres indique´s
dans le tableau 2.2 et en prenant ry01 = 0.3N .
La force normale applique´e suit la loi :
ry(t) = ry01 sin( cos(t) ) + sin(t); (2.28)
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Figure 2.8 – Validation du mode`le.
La figure 2.9 compare les de´placements X1 (a` gauche) et X2 (a` droite) pour les mode`les
analytique et nume´rique : notre de´marche de calcul nume´rique peut eˆtre conside´re´e comme
valide´e.
2.1.4 Crite`re de controˆle
Dans cette partie, on va montrer que dans notre cas particulier, c’est-a`-dire l’e´tude
d’une structure e´quipe´e d’un seul joint boulonne´, la dissipation d’e´nergie n’est pas le seul
crite`re a` prendre en compte pour la re´duction des vibrations.
Dans un premier temps, on applique un chargement cyclique (Fig. 2.10) et on de´termine
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Figure 2.9 – Validation du mode`le.
le cycle d’hyste´re´sis correspondant (Fig. 2.11). A` partir de ces cycles, on peut de´finir
un serrage optimal, qui correspond a` la plus grande surface a` l’inte´rieur de la boucle
d’hyste´re´sis pour laquelle l’e´nergie dissipe´e est maximale.
Dans un deuxie`me temps, on va comparer la fonction re´ponse en fre´quence (FRF) de
l’e´nergie dissipe´e (Fig.(2.12) et le de´placement maximal (Fig. 2.13) pour diffe´rentes valeurs
de la fre´quence de la force exte´rieure.
Remarque : l’e´nergie dissipe´e et le de´placement maximal sont calcule´s pour toute la
dure´e du calcul Tmax = 20[s]
En comparant l’e´nergie dissipe´e au de´placement maximal, on constate que le serrage
optimal au sens de l’e´nergie dissipe´e autorise aussi un de´placement maximal important :
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Figure 2.10 – effort exte´rieur triangulaire
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Figure 2.11 – cycles hyste´re´sis
maximiser la dissipation d’e´nergie ne permet pas ne´cessairement la meilleure re´duction de
l’amplitude vibratoire. Donc on peut conclure que pour certaines structures, la dissipation
d’e´nergie n’est pas le bon crite`re de re´duction de vibrations.
Dans la suite de notre e´tude, on va prendre comme crite`re de re´duction, le maximum
de l’amplitude vibratoire que l’on va chercher a` minimiser.
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Figure 2.12 – FRF de l’e´nergie dissipe´e
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Figure 2.13 – FRF du de´placement maximal
2.1.5 Loi de controˆle de la force normale (approche fre´quentielle )
Il s’agit d’une loi de controˆle de la force normale, dont la donne´e d’entre´e est la
fre´quence d’excitation de la structure. Il s’agit donc d’une loi de controˆle actif, qui ne´cessite
un capteur de fre´quence. La connaissance de la fre´quence d’excitation permet de controˆler
le changement de la rigidite´ de la structure a` ope´rer au voisinage des zones de fre´quences
critiques.
Si la structure est excite´e avec une force dont la fre´quence est voisine de la fre´quence
critique de la structure, la tension applique´e sur la rondelle pie´zoe´lectrique est annule´e pour
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pouvoir donner a` la force normale une valeur minimale Fmin. En dehors de la zone critique,
la tension aux bornes du piezo est tenue a` sa valeur maximale Fmax. Cette premie`re loi de
controˆle peut eˆtre formule´e comme suit :
{
ry = Fmin if Ω ∈ Ψ
ry = Fmax if Ω /∈ Ψ
with Ψ =
P⋃
i=1
Ψi (2.29)
avec P est le nombre de zones critiques a` e´viter. Ψ est l’ensemble de toutes les zones
Ψi de fre´quences critiques a` re´duire. Fmax est une valeur de force normale qui ne permet
pas le glissement et Fmin est une valeur de force normale qui permet le glissement.
Pour re´aliser cette loi de controˆle, on commence tout d’abord par faire une e´tude modale
pour de´terminer les fre´quences propres avec et sans serrage (Fig.2.14). Il faut s’assurer a`
cette e´tape que les fre´quences propres de la structure avec et sans serrage soient bien
distinctes, car c’est la condition ne´cessaire pour que la me´thode de controˆle soit efficace.
Apre`s la de´termination des fre´quences propres, il faut de´finir les zones autour de ces
fre´quences dans laquelle le serrage est a` changer. Pour le calcul on utilise le de´veloppement
analytique dans le cas d’une force normale constante.
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Figure 2.14 – comparaison des FRF avec et sans serrage
La figure 2.15 montre qu’avec cette loi de controˆle, on peut re´duire conside´rablement
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les vibrations au voisinage des fre´quences critiques, a` condition que les fre´quences propres
dans le cas avec et sans serrage soient assez e´loigne´es.
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Figure 2.15 – Comparaison des FRF avec et sans controˆle
2.1.6 Loi de controˆle de la force normale (approche temporelle)
Dans cette partie, on propose des lois de controˆle de la force normale qui varient dans le
temps. Ce type de controˆle peut fonctionner sans l’utilisation de capteur, car il ne ne´cessite
aucun parame`tre d’entre´e pour la loi de controˆle.
2.1.6.1 Premie`re loi
La premie`re loi de controˆle qu’on propose d’e´tudier est une loi de variation sinuso¨ıdale
de la force normale entre une valeur minimale Fmin et une valeur maximale Fmax.
ry (t) = Fmax Y1 [Y2 + sin (Ωser t)] (2.30)
Avec
Y 1 =
(1− Sr)
2
, Y 2 =
1 + Sr
1− Sr , Sr =
Fmin
Fmax
(2.31)
Ωser est la pulsation de la force normale.
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Fmax ; Fmin sont respectivement les valeurs du serrage maximal et du serrage minimal
applique´es.
La figure 2.16 donne un exemple de la loi de commande de la force normale 2.30 avec
Fmax = 2, Fmin = 1, Ωser = 1.
0 2 4 6 8 10 12 14 16 18 20
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
temps [s]
r y
 
[N
]
Figure 2.16 – Exemple de loi de commande.
Dans un premier temps, il faut chercher Ωser permettant d’avoir la meilleure re´duction
de vibrations sur toute la bande de fre´quence e´tudie´e. Pour cela on va faire une e´tude
parame´trique en trac¸ant la FRF de structure pour diffe´rentes valeurs de la pulsation de la
force normale. Pour le calcul on utilise le de´veloppement analytique pre´sente´ dans le cas
d’une force normale pe´riodique.
On peut voir figure 2.17 qu’il existe plusieurs Ωser permettant une re´duction importante
des vibrations au niveau des fre´quences critiques, par contre, certaines pulsations occa-
sionnent la cre´ation d’amplitudes parasites importantes surtout a` des fre´quences e´leve´es.
Le choix de la pulsation optimale de la force normale a e´te´ fait en se´lectionnant celle qui
minimise l’amplitude de la FRF sur toute la bande de fre´quences.
On peut voir figure 2.18 une comparaison entre une FRF sans controˆle et une avec la
loi de controˆle 2.30, avec Ωser = 4.7[rad]. figure 2.19 est pre´ente´e une comparaison de la
re´ponse temporelle avec et sans controˆle, au niveau de la premie`re fre´quence propre.
On peut conclure qu’en utilisant ce type de loi de controˆle, on est capable de re´duire
d’une fac¸on tre`s significative les vibrations sur toute la bande de fre´quences, a` condition
de bien choisir la pulsation de la force normale.
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Figure 2.17 – E´tude parame´trique de la FRF de la structure pour diffe´rentes valeurs de
Ωser
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Figure 2.18 – comparaison des FRFs avec et sans controˆle
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Figure 2.19 – Comparaison entre les re´ponses temporelles avec et sans controˆle
2.1.6.2 Deuxie`me loi
La deuxie`me loi de controˆle qu’on se propose d’e´tudier est une loi de variation binaire
de la force normale entre deux valeurs Fmin et Fmax, la variation s’effectuant de fac¸on
pe´riodique, avec une pulsation Ωser, selon la loi suivante :
ry (t) = Fmax Y1 [Y2 + sgn(sin (Ωser t))] (2.32)
La figure 2.16 donne un exemple de la loi de commande de la force normale (2.30) avec
Fmax = 2 ; Fmin = 1 ; Ωser = 1
Dans un premier temps, il faut chercher Ωser permettant d’avoir la meilleure re´duction
de vibrations sur toute la bande fre´quence e´tudie´e. Pour cela, on fait une e´tude parame´trique
en trac¸ant la FRF de la structure pour diffe´rentes valeurs de la pulsation de la force nor-
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Figure 2.20 – Exemple de loi de commande.
male. Pour le calcul, on utilise la re´solution analytique de´veloppe´e dans le cas d’une force
normale pe´riodique.
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Figure 2.21 – Etude parame´trique de la FRF de structure pour diffe´rentes valeurs de Ωser
On peut voir figure 2.21 qu’on peut trouver plusieurs Ωser permettant une bonne
re´duction des vibrations au niveau des fre´quences critiques, cependant des vibrations par-
asites apparaissent surtout a` des fre´quences e´leve´es. Pour le choix de la pulsation optimale
82
2.1. MODE`LE RESSORT AMORTISSEUR
de la force normale, on fait comme pre´ce´demment, en se´lectionnant celle qui minimise
la surface de FRF. La figure 2.22 permet une comparaison entre une FRF sans controˆle
et une FRF avec la loi de controˆle (2.32), de pulsation Ωser = 2.6[rad/s]. La figure 2.23
pre´sente une comparaison de la re´ponse temporelle avec et sans controˆle au niveau de la
premie`re fre´quence propre.
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Figure 2.22 – Comparaison des FRFs avec et sans controˆle
On peut conclure qu’en utilisant ce type de loi de controˆle, on est capable de re´duire
d’une fac¸on tre`s significative les vibrations sur toute la bande de fre´quence, a` condition de
faire le bon choix de la pulsation de la force normale.
2.1.7 Conclusion
Dans cette premie`re partie de re´duction de vibrations par controˆle de serrage au niveau
des joints boulonne´s, on a commence´ par e´tudier un mode`le simplifie´ masse ressort a` deux
ddl. La re´solution du proble`me dynamique non line´aire a permis de tester plusieurs lois de
controˆle du serrage.
Dans un premier temps, une re´solution analytique du proble`me dynamique non line´aire
a e´te´ propose´e dans le cas d’un serrage constant et d’un serrage pe´riodique. Ces deux
me´thodes de re´solution ont l’avantage de de´terminer le temps de de´but et de fin de glisse-
ment d’une fac¸on automatique. Une re´solution nume´rique a aussi e´te´ propose´e et a permis
de valider les diffe´rentes me´thodes analytiques propose´es.
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Figure 2.23 – Comparaison des re´ponses temporelles avec et sans controˆle
Dans un deuxie`me temps, deux types de controˆles de la force normale ont e´te´ pre´sente´s :
en fonction de la fre´quence et en fonction du temps.
Les lois de controˆle propose´es ont permis de re´duire le niveau vibratoire de la re´ponse
sans cre´er d’amplitudes parasites.
Cette me´thode de re´duction est capable de re´duire significativement les vibrations dans
le cas de mode`le simplifie´ a` 2 ddl. L’e´tape suivante portera sur une structure plus complexe,
mode´lise´e par e´le´ments finis.
2.2 Mode`le e´le´ments finis
Le calcul de structure compose´e d’assemblages peut cre´er de se´rieuses difficulte´s, no-
tamment en pre´sence de plusieurs zones de contact unilate´ral, avec ou sans frottement, ce
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qui rend le comportement globalement non line´aire meˆme avec des structures e´lastiques.
Actuellement, ce type de calcul se fait ge´ne´ralement par la me´thode des e´le´ments finis. Mais
la difficulte´ peut surgir dans l’e´tude de ge´ome´tries complexes, soumises a` des chargements
re´alistes qui peut conduire a` des mode`les e´le´ments finis comportant un grand nombre
de degre´s de liberte´ difficiles a` mettre en œuvre et a` manipuler. De plus, les re´solutions
classiques des proble`mes de contact, par pe´nalite´ [38], par multiplicateurs de Lagrange
[39] ou par e´le´ments de contact [40], entraˆınent ge´ne´ralement un surcouˆt nume´rique tre`s
important quand le nombre de conditions est grand. En effet, pour les proble`mes de frotte-
ment, la taille des incre´ments de chargement utilise´s doit souvent eˆtre petite pour assurer
la convergence [41]. Ainsi, la de´termination d’une solution de bonne qualite´ ne´cessite la
re´solution de proble`mes de grande taille entraˆınant des couˆts nume´riques conside´rables.
Dans ce cadre, on a choisi de mode´liser nos structures avec assemblage en utilisant
une me´thode qui se base sur une de´composition des assemblages en sous-structures et
en interfaces, utilisant la me´thode LATIN (LArge Time INcrement method), propose´e
dans [42]. L’approche par de´composition de domaine utilise´e est une approche mixte qui
contrairement aux me´thodes primales [43] et aux me´thodes duales [44], traite a` e´galite´ les
efforts et les de´placements bords.
Les premiers travaux re´alise´s [45] ont montre´ la faisabilite´ de la me´thode pour des
proble`mes 2D axisyme´triques. Cette me´thode est apte a` analyser rapidement et de fac¸on
fiable les situations complexes d’assemblages de structures[46].
2.2.1 Principe de la me´thode LATIN
La structure e´lastique conside´re´e Ω est de´compose´e en sous-structures dans le but de
rompre la globalite´ du proble`me. Cette de´composition est obtenue a` partir de deux entite´s
me´caniques diffe´rentes : les sous-structures ΩE et les interfaces γ
EE′ (γEE
′
est l’interface
entre les sous-structures ΩE et ΩE′) (Fig. 2.24). Les interfaces re´alisent les liaisons entre
les sous-structures internes, mais aussi entre les sous-structures et l’exte´rieur pour la prise
en compte des conditions aux limites.
Dans cette approche et contrairement aux techniques classiques de de´composition
de domaine, les interfaces ne sont pas uniquement des objets fictifs engendre´s par la
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Ω
Ω𝐸 Ω𝐸′
𝛾𝐸𝐸′
Figure 2.24 – De´composition d’une structure.
de´composition. Ce sont des entite´s me´caniques a` part entie`re qui disposent de leurs pro-
pres inconnues et de leurs propres e´quations d’e´quilibre et de comportement. Ce sont les
e´le´ments cle´s de l’approche, car le fait qu’a` une meˆme interface puissent eˆtre associe´s divers
comportements diffe´rents introduit une grande flexibilite´ des mode´lisations re´alise´es.
Un champ de de´placement WE et un champ densite´ surfacique d’effort FE repre´sentent
l’interaction entre une sous-structure et une interface (FE e´tant l’action de l’interface sur
la sous-structure). Ces deux champs sont de´finis sur les interfaces et sur les frontie`res des
sous-structures.
2.2.1.1 Proble`me me´canique sur une sous-structure
On conside`re un comportement line´aire des mate´riaux sous l’hypothe`se des petites
perturbations. fd repre´sente les forces de volume. Une sous-structure ne communiquant
qu’avec des interfaces, les efforts FE sont impose´s sur toute la frontie`re ∂ΩE (2.25).
La solution est recherche´e dans l’espace UE de´fini sur ΩE et sur lequel les conditions de
re´gularite´ sont impose´es. De meˆme, l’espace vectoriel associe´ UE0 = {U∗ ∈ UE ,U∗|∂ΩE =
0} est de´fini.
Pour une e´tude en quasi-statique (les effets d’acce´le´ration sont ne´glige´s devant le
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Figure 2.25 – Proble`me sur une sous-structure
chargement), sur chaque sous-structure ΩE , le proble`me a` re´soudre est de trouver {UE , σE}
tel que les trois groupes d’e´quations soient ve´rifie´s :
– Liaison cine´matique :
UE |∂ΩE = WE , UE ∈ UE (2.33)
– E´quation d’e´quilibre :
∀U∗ ∈ UE0 :
− ∫ΩE Tr [σE .ε(U∗))] dΩ + ∫ΩE fd.U∗dΩ + ∫∂ΩE FE .U∗ dS = 0
– Loi de comportement
σE = Kε(UE) K : tenseur de Hooke (2.34)
Pour une e´tude en dynamique (les effets d’acce´le´ration sont pris en compte), sur chaque
sous-structure ΩE , le proble`me a` re´soudre est e´crit en vitesse : il s’agit de trouver U˙
E
, σE
tel que :
– Liaison cine´matique :
U˙
E |∂ΩE = W˙E , U˙
E ∈ VE (2.35)
87
2.2. MODE`LE E´LE´MENTS FINIS
– E´quation d’e´quilibre :
∀U˙∗ ∈ U˙E0 :
− ∫ΩE Tr [σE .ε(U˙∗))] dΩ + ∫ΩE fd.U˙∗dΩ
+
∫
∂ΩE F
E .U˙∗ dS =
∫
ΩE ρ
dU˙
dt .U˙
∗dΩ (2.36)
– Loi de comportement
σE = Kε(UE) (2.37)
2.2.1.2 Proble`me me´canique sur une interface
Pour chaque interface γEE
′
, les e´quations de´pendent du comportement de la liaison
a` mode´liser. Ces e´quations mettent en jeu les champs d’effort et de de´placement (ou de
vitesse) de part et d’autre de l’interface. Elles sont locales en variables d’espace et peuvent
eˆtre e´crites sous forme d’une relation de comportement e´ventuellement non line´aire en tout
point M de γEE
′
(2.26) :
Pour une e´tude en quasi statique :
∀(M, t) ∈ γEE′ × [0, T ] R(WE(M, t),FE(M, t); WE′(M, t),FE′(M, t)) = 0
Pour une e´tude en dynamique :
∀(M, t) ∈ γEE′ × [0, T ] R(W˙E(M, t),FE(M, t); W˙E′(M, t),FE′(M, t)) = 0
2.2.1.3 Sche´ma ite´ratif de re´solution
L’approche utilise´ est base´e sur la me´thode LATIN (LArge Time INcrement method)
[42]. Cette me´thode est une strate´gie ge´ne´rale pour traiter des proble`mes non-line´aires
d’e´volution.
On pre´sente, a` titre d’illustration, le sche´ma de re´solution pour une e´tude quasi-
statique. Le premier point de la me´thode LATIN [42] est de se´parer les difficulte´s dans le
but d’e´viter la simultane´ite´ du caracte`re global et du caracte`re non-line´aire du proble`me.
Ainsi, on prend en compte les proprie´te´s des e´quations pour les se´parer en deux groupes :
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Figure 2.26 – Proble`me pose´ sur une interface
– Les e´quations locales en variable d’espace et e´ventuellement non-line´aires.
– Les e´quations line´aires et e´ventuellement globales en variable d’espace
On appelle s = (ε,W;σ,F) l’ensemble des inconnues du proble`me et S l’espace fonc-
tionnel correspondant.
Γ est la varie´te´ e´ventuellement non-line´aire de S associe´e a` la ve´rification des e´quations :
s ∈ Γ ⇔ R(WE ,FE ; WE′ ,FE′) = 0 ∀M ∈ γEE′
Ad est la varie´te´ line´aire de S associe´e a` la ve´rification des e´quations line´aires :
s ∈ Ad ⇔ s ve´rifie les e´quations (2.35),(2.36),(2.37)
Les e´quations line´aires ve´rifie´es par Ad sont semi-globales en variables d’espace, c’est-a`-dire
qu’elles ne sont globales que par sous-structure.
Le deuxie`me point de la strate´gie consiste a` utiliser un sche´ma ite´ratif a` deux e´tapes
(une e´tape locale et une e´tape semi-globale). Les deux directions de recherche introduites
sont : une direction (E+) de ”monte´e” pour l’e´tape locale et une direction E− de ”descente”
pour l’e´tape globale. La re´solution d’une ite´ration est conduite comme suit :
– E´tape locale : a` partir d’un e´le´ment sn ∈ Ad connu, on cherche sn+ 1
2
∈ Γ en utilisant
la direction de recherche de l’e´tape locale.
– E´tape semi-globale : a` partir d’un e´le´ment sn+ 1
2
∈ Γ connu, on cherche sn+1 ∈ Ad
en utilisant la direction de recherche de l’e´tape semi-globale.
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A partir d’un e´le´ment initial s0, le processus converge, par une succession d’e´tapes
locales et semi-globales, vers l’e´le´ment solution ssol qui est l’intersection des deux ensembles
Ad et Γ (Fig. 2.27). Il ve´rifie ainsi toutes les e´quations du proble`me.
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Figure 2.27 – Sche´ma ite´ratif
Ssol est la solution du proble`me.
Avec cette me´thode, on peut mode´liser a` la fois les non-line´arite´s de frottement de´crites
pre´ce´demment et les non-line´arite´s dues au contact unilate´ral.
Condition de contact unilate´ral
On peut formuler les conditions de contact entre deux structures (Fig. 2.28 ) de la
fac¸on suivante :

( ~u2 − ~u1).~n ≥ 0
Fn = Fn1 = −Fn2 ≤ 0
(( ~u2 − ~u1).~n)Fn = 0
~Ft = ~Ft1 = − ~Ft2
avec
– Fni : composante normale de la force de la structure i
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Figure 2.28 – Structures en contact
– Fti : force tangentielle de la structure i
– ~ui : de´placement de la structure i
Le de´veloppement nume´rique de cette approche de calcul est re´alise´ dans COFAST ;
c’est une extension du logiciel d’e´le´ments finis CAST3M pour traiter les proble`mes de
contact avec frottement. Ce logiciel a e´te´ initialement de´veloppe´ par Laurent Champaney
pendant sa the`se [47] puis enrichi et de´veloppe´ pour prendre en compte diffe´rents types de
liaisons [48].
2.2.2 E´tude du mode`le 3D
On a montre´ a` travers le mode`le masse-ressort simplifie´ l’inte´reˆt d’avoir un serrage
variable pour la re´duction des vibrations. Ce comportement doit eˆtre valide´ dans le cas
d’une structure plus complexe dans des conditions de serrage variables. On propose alors
de faire une e´tude nume´rique avec la me´thode LATIN de la structure repre´sente´e figure
1.13.
Pour l’e´tude par la me´thode LATIN, on de´finit les e´le´ments suivants :
1. Sous-structures (Fig. 2.29 ) :
– la poutre 1 sur laquelle en applique un effort de chargement dans sa direction
longitudinale
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Figure 2.29 – Diffe´rentes sous-structures composant la structure mode´lise´e en 3D
– la poutre 2 en liaison avec la poutre 1 (Fig. 1.13).
– la rondelle pie´zoe´lectrique qui permet de changer le serrage par une variation
d’e´paisseur controˆle´e
– le boulon pour assurer la tenue du joint boulonne´
2. Interfaces entre les diffe´rentes sous-structures (Fig. 2.30 ) :
– Interfaces  syme´trie  qui permettent d’imposer des conditions de syme´trie plane.
– Interface  de´placement impose´  entre la vis et le boulon. Cette interface assure
des conditions aux limites de type de´placement impose´ sur toutes les composantes.
– Interface  effort impose´  entre la poutre 1 et l’exte´rieur. Cette interface assure
des conditions aux limites de type  effort impose´  sur toutes les composantes.
– Interface  contact unilate´ral avec frottement  entre toutes les sous-structures
sauf entre la vis et le boulon. Cette interface assure des conditions de contact
selon la normale et de frottement et d’adhe´rence dans le plan tangent.
Le serrage est effectue´ par la de´formation de la rondelle pie´zoe´lectrique dans le sens
de l’e´paisseur. D’un point de vue mode´lisation, il est re´alise´ en mettant un chargement
thermique e´quivalent au sein de la rondelle piezo. Le chargement thermique controˆle, selon
une loi de commande pre´de´finie, l’expansion ou la compression de la rondelle piezo.
92
2.2. MODE`LE E´LE´MENTS FINIS
Figure 2.30 – Diffe´rentes interfaces entre les sous-structures
Cette e´tude sera re´alise´e en deux temps :
– dans un premier temps, on va faire une e´tude de l’effet du serrage sur le fonction-
nement de la liaison unilate´rale dans le joint boulonne´. On repre´sente le de´collement
entre les deux poutres en fonction du serrage.
MISES  − PreCharge  Pdt:     1
VAL − ISO
>−4.71E+00
< 2.52E+03
  96.
 2.16E+02
 3.37E+02
 4.57E+02
 5.77E+02
 6.98E+02
 8.18E+02
 9.39E+02
 1.06E+03
 1.18E+03
 1.30E+03
 1.42E+03
 1.54E+03
 1.66E+03
 1.78E+03
 1.90E+03
 2.02E+03
 2.14E+03
 2.26E+03
 2.38E+03
 2.50E+03
AMPLITUDE
DEFORMEE  1.0
Figure 2.31 – Re´partition du champ d’effort dans les diffe´rentes sous-structures
Pour traiter ce proble`me, on utilise une mode´lisation quasi statique (sans effet d’iner-
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tie). La figure 2.32 repre´sente la convergence de la me´thode. La figure 2.33 repre´sente
la valeur de de´collement entre les deux poutres issue de la de´formation de la rondelle
piezo (Fig. 2.31). On peut remarquer qu’un serrage peut provoquer le de´collement
d’une partie de l’interface de contact, surtout dans la zone la plus e´loigne´e de la vis.
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Figure 2.32 – Convergence du calcul
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Figure 2.33 – De´collement au niveau de l’interface entre les deux poutres
– dans un deuxie`me temps, on s’inte´resse a` l’effet d’un serrage variable sur la re´ponse
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en de´placement de la structure.
Le comportement de l’interface de l’assemblage boulonne´ de´pend a` la fois du coeffi-
cient de frottement et de l’effort normal. Dans ce cadre, on propose de faire une e´tude
de la re´ponse en de´placement suite a` un chargement au niveau de l’extre´mite´ de la
poutre 1 (Fig. 2.34), pour diffe´rentes valeurs de force normale et pour diffe´rentes
valeurs de coefficients de frottement .
La figure 2.35 repre´sente l’effet de la force normale sur la re´ponse en de´placement.
Avec un serrage important, on s’approche d’un comportement line´aire, mais sans
l’atteindre, car le serrage important provoque un de´collement d’une partie de la
surface de contact, ce qui laisse un comportement non line´aire duˆ au contact uni-
late´ral. Par contre lorsqu’on applique une force normale re´duite, apparaˆıt un cycle
d’hyste´re´sis duˆ au glissement au niveau des surfaces de contact.
Les meˆmes conclusions peuvent eˆtre tire´es concernant l’effet du coefficient de frot-
tement sur la re´ponse en de´placement ( Fig. 2.36). On peut remarquer que plus la
valeur de coefficient de frottement est petite, plus la surface de l’hyste´re´sis est re´duite
pour tendre vers un comportement line´aire.
Dans ces deux cas lorsque la force de frottement est faible, on voit apparaˆıtre un
macro glissement, qui provoque une chute de rigidite´ du joint boulonne´ ce qui est
pre´judiciable a` l’inte´grite´ de la structure comple`te.
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Figure 2.34 – Effort impose´ a` l’extre´mite´ de la poutre
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Figure 2.35 – Cycles d’hyste´re´sis pour diffe´rentes valeurs de serrage
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Figure 2.36 – Cycles d’hyste´re´sis pour diffe´rentes valeurs de coefficients de frottement
2.2.3 Conclusion
On peut conclure d’apre`s la mode´lisation par e´le´ment finis 3D du joint boulonne´ qu’un
changement de serrage be´ne´fique pour la re´duction de vibrations peut provoquer une chute
de la rigidite´, ce qui peut provoquer des proble`mes de stabilite´ de la structure. Pour
re´soudre ce proble`me, il faut imaginer une conception permettent l’inte´gration du joint
boulonne´ dans une structure me`re (dont on souhaite re´duire les vibrations) comme e´le´ment
qui apporte une re´duction de vibrations sans causer de perte de rigidite´ de l’ensemble de
la structure. Ceci fait l’objet de l’e´tude 2D suivante.
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2.2.4 E´tude du mode`le 2D
Dans cette e´tude, on propose une re´duction du niveau vibratoire d’une structure en
utilisant un serrage variable selon des lois de commandes propose´es dans la partie 2.1.
La structure dont on cherche a` re´duire le niveau vibratoire est un portique 2D (Fig.
2.37), qui a e´te´ mode´lise´ en utilisant COFAST avec un maillage d’e´le´ments QUA8. Pour
re´duire le niveau vibratoire de cette structure, on propose d’ajouter un joint boulonne´ qui
a comme unique roˆle de changer la rigidite´ selon une loi de commande et par conse´quent
de changer les fre´quences propres de la structure totale (Fig. 2.38).
Figure 2.37 – Structure principale initiale
Figure 2.38 – Mode´lisation de la structure comple`te
Pour l’e´tude par la me´thode LATIN dans COFAST, on de´finit des :
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1. Sous-structures (Fig. 2.38 ) :
– La structure me`re dont on cherche a` re´duire le niveau vibratoire.
– La sous-structure 1 (sub1), dont l’ajout permet de changer la rigidite´ de la struc-
ture totale.
– Les sous-structures (sub21,sub22), qui repre´sentent l’effet de l’e´le´ment piezo.
2. Interfaces entre les diffe´rentes sous-structures (Fig. 2.39) :
– Interfaces  syme´triques  qui permettent d’imposer des conditions de syme´trie
plane,
– Interface  de´placement impose´  au niveau des deux encastrements.
– Interface  de´placement impose´ nul  (liaison parfaite) entre la structure me`re et
la sous-structure (sub1).
– Interface  effort impose´  entre le portique et l’exte´rieur.
– Interface  contact unilate´ral avec frottement et adhe´rence entre les sous-structures
(sub21,sub22) et la sous-structure (sub1).
Figure 2.39 – Zoom sur le joint boulonne´
Le serrage est effectue´ par la de´formation, dans le sens de l’e´paisseur, des deux sous-
structures (sub21,sub22).
Remarque : Le dimensionnement propose´ ne permet de changer que quelques fre´quences
propres, dans notre cas, les deux premie`res (Fig. 2.40). Cela montre les limites de cette
me´thode de re´duction .
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2.2.5 Loi de controˆle de la force normale (par fre´quence)
Pour re´aliser une re´duction du niveau vibratoire de la structure e´tudie´e en utilisant la loi
de controˆle propose´e dans 2.1.5, on commence par faire une e´tude modale pour de´terminer
les fre´quences propres dans le cas avec serrage (liaisons parfaites) et sans serrage (liaisons
unilate´rales sans frottement) (Fig. 2.40).
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Figure 2.40 – Comparaison de FRF avec serrage (–) et sans serrage (- -)
La figure 2.41 montre qu’avec cette loi de controˆle 2.29, on peut re´duire conside´rablement
les vibrations au voisinage des fre´quences critiques, a` condition que les fre´quences propres
avec et sans serrage soient assez e´loigne´es.
2.2.5.1 Loi de controˆle de la force normale (en fonction de la fre´quence)
Dans cette partie, on propose de faire une re´duction du niveau vibratoire de la structure
e´tudie´e en utilisant la loi de controˆle 2.32.
La figure 2.42 montre qu’avec la loi de controˆle 2.32, on peut re´duire conside´rablement
les vibrations au voisinage des fre´quences critiques, a` condition que les fre´quences propres
avec et sans serrage soient assez e´loigne´es.
99
2.2. MODE`LE E´LE´MENTS FINIS
0 1 2 3 4 5 6 7
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Fr [Hz]
m
a
x(X
(A
)) 
[m
m]
 
 
Sans controle
Avec controle
Figure 2.41 – Comparaison de FRF avec et sans controˆle
0 1 2 3 4 5 6 7
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Fr [Hz]
m
a
x(X
(A
)) 
[m
m]
 
 
Sans controle
Avec controle
Figure 2.42 – Comparaison de FRF avec et sans controˆle.
2.2.6 Conclusion
Apre`s un bref rappel de la me´thode LATIN [42], un mode`le de joint boulonne´e a e´te´
mode´lise´ par cette me´thode en quasi-statique pour voir l’influence de la force de frottement
sur la re´ponse en de´placement de la structure. On a conclu qu’un changement de serrage
peut provoquer une chute de la rigidite´. Pour re´soudre ce proble`me, on a propose´ un
dimensionnement de structure permettant une inte´gration du joint boulonne´ dans une
100
2.2. MODE`LE E´LE´MENTS FINIS
structure me`re afin d’apporter une re´duction de vibrations, sans que ce joint boulonne´
intervienne dans la stabilite´ de la structure me`re. Un mode`le en 2D a e´te´ ensuite propose´
pour une e´tude en dynamique, dans lequelle deux types de controˆle de la force normale
ont e´te´ pre´sente´s :
– controˆle de la force normale en fonction de la fre´quence.
– controˆle de la force normale en fonction du temps.
Les deux types de controˆles propose´s ont permis de re´duire le niveau vibratoire au
niveau de voisinage des fre´quences critiques, a` condition que les fre´quences propres dans
le cas avec et sans fre´quence soient assez e´loigne´es.
Pour que ce type de re´duction de vibrations soit efficace, un travail de dimensionnement
de la structure est ne´cessaire afin que les fre´quences critiques dans le cas avec et sans
serrage soient suffisamment e´loigne´es, dans le but d’avoir une re´duction significative du
niveau vibratoire de la structure.
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Deuxie`me partie
E´tude probabiliste
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Chapitre 3
Formalisme
 Une certitude n’est souvent qu’un manque d’imagination
Edward de Bono
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3.1 Me´thodes de prise en compte des incertitudes
La prise en compte des incertitudes et des ale´as est devenue pour les inge´nieurs une
e´tape indispensable dans la proce´dure de conception et de mode´lisation des structures, sa
maˆıtrise permettant de controˆler les risques de de´faillance d’un syste`me e´tudie´. La prise
en compte des incertitudes est donc de plus en plus pre´sente dans le cadre de la simulation
nume´rique du calcul. Elle reveˆt diffe´rentes caracte´ristiques selon la nature des informations
disponibles et donne lieu a` diffe´rentes de´marches. Lorsque les incertitudes sont dues a`
l’aspect incomplet, flou de l’information disponible, on peut utiliser des me´thodes oriente´es
de type floues(fuzzy) [49], arithme´tique des intervalles [50] , ou ensembles convexes [51]. En
revanche, lorsque les incertitudes sont dues a` un aspect ale´atoire et que l’on dispose d’une
information suffisante (sous forme statistique par exemple), le cadre probabiliste fournit
un outil de mode´lisation des phe´nome`nes ale´atoires ade´quat et bien adapte´ a` la re´solution
nume´rique des e´quations du mode`le physique ; c’est la raison pour laquelle l’e´tude de la
robustesse des mode`les e´tudie´s dans les chapitres pre´ce´dents va eˆtre faite dans un cadre
probabiliste.
3.1.1 Mode`les stochastiques et incertitudes
L’aspect ale´atoire d’un phe´nome`ne peut eˆtre de´fini comme une absence de motif
clairement identifiable. Cette caracte´ristique peut eˆtre observe´e dans de nombreux ob-
jets de´finis dans un contexte d’espace et/ou de temps. Deux familles de sources ale´atoires
sont ge´ne´ralement introduites :
– irre´gularite´s inhe´rentes aux phe´nome`nes observe´s et dont la caracte´risation de´terministe
est impossible : principe d’incertitude de la me´canique quantique, the´orie cine´tique
des gaz ;
– manque de connaissances des phe´nome`nes mis en jeu : cela peut concerner le mode`le
ou ses parame`tres, comme la valeur d’un coefficient mate´riau en un point de l’espace,
ainsi que les entre´es du mode`le comme les effets d’un se´isme (ale´atoires) sur un
baˆtiment (de comportement de´terministe).
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L’incertitude de mode`le est plus de´licate a` prendre en compte, surtout s’il pre´sente des
non-line´arite´s ; on peut citer les travaux de C. Soize qui propose une approche, qualifie´e de
non parame´trique, permettant de prendre en compte l’incertitude de mode`le, repre´sente´e
par une certaine distance entre le mode`le re´el et le mode`le mathe´matique retenu [52].
Il s’agit alors de construire la mesure de probabilite´ directement sur chaque matrice M
et K issue du mode`le vibratoire moyen en utilisant l’information utilisable graˆce au principe
du maximum d’entropie [53], [54]. Lorsque l’on suppose le mode`le choisi, il existe une erreur
due a` la simplification du mode`le en vue d’un traitement nume´rique. Cette erreur due a`
la discre´tisation peut eˆtre estime´e a posteriori. L’erreur de mode`le sera suppose´ tre`s faible
devant l’erreur due aux incertitudes sur les parame`tres. En conse´quence, on suppose que
les incertitudes ne portent plus que sur les parame`tres du mode`le, on parle alors d’une
approche parame´trique. C’est dans ce contexte particulier que l’on se placera tout le long
de l’e´tude.
La prise en compte de la nature ale´atoire des proprie´te´s mate´riaux est au cœur de nom-
breux travaux ; en particulier dans le domaine de la dynamique des structures, on peut citer
[55] ou` l’auteur mode´lise le frottement entre deux interfaces par des parame`tres ale´atoires.
On peut citer aussi [56] ou` l’auteur fait une mode´lisation de structure avec des parame`tres
ale´atoires au niveau des interfaces. Enfin, dans une analyse probabiliste, les parame`tres in-
certains doivent identifie´s pour eˆtre ensuite pris en compte dans le mode`le. Des techniques
spe´cifiques de statistique mathe´matique permettent d’alimenter les mode`les probabilistes
a` partir des re´sultats expe´rimentaux en tenant compte des e´ventuelles incertitudes lie´es,
par exemple, aux moyens de mesures mis en place.
Dans cette partie, on examinera comment les incertitudes sur les parame`tres d’un
mode`le de structure peuvent eˆtre mode´lise´es par des variables ale´atoires.
3.1.2 Espace de probabilite´ et variables ale´atoires
Classiquement, l’observation d’un phe´nome`ne ale´atoire est appele´e e´preuve. Toutes
les re´alisations possibles d’une e´preuve forment l’ensemble Θ de tous les re´sultats d’une
e´preuve. Un e´ve´nement E est de´fini comme un sous-ensemble de Θ contenant les re´alisations
θ ∈ Θ. Enfin, P est la mesure de probabilite´ de´fini sur l’espace des e´ve´nements. L’ensem-
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ble de tous les e´ve´nements possibles ayant une probabilite´ ainsi de´finie est appele´ une
σ-alge`bre associe´e a` Θ, et est note´e F . Finalement l’espace de probabilite´ construit graˆce
a` ces notions est note´ (Θ,F , P ).
Une variable ale´atoire re´elle X est une application de X : (Θ,F , P ) −→ (R,R, PX)
avec R l’ensemble des re´els, R la tribu de Borel de R et PX la mesure de probabilite´
associe´e a` X. En pratique, une variable ale´atoire re´elle est caracte´rise´e par la donne´e de
sa loi PX et non par la donne´e X de l’application, c’est a` dire sans pre´ciser explicitement
l’espace probabilise´ de de´part sur lequel est construit la variable X. Pour les variables
ale´atoires absolument continues, la densite´ de probabilite´ et la fonction de re´partition
sont note´es fX et FX , respectivement, et l’indice X pourra eˆtre omis lorsqu’il n’y a pas de
risque de confusion. On utilisera e´galement la notation PDF (Probability Density Function)
pour f et CDF (Cumulative Distribution Function) pour F . Pour souligner le caracte`re
ale´atoire de X, on utilise la notation X(θ). Un vecteur ale´atoire X est un vecteur dont
les composantes sont des variables ale´atoires. L’espe´rance mathe´matique est note´e E. La
moyenne, la variance et les moments d’ordre n de X sont note´s respectivement :
µ = E[X] =
∫ +∞
−∞
x fX(x)dx (3.1)
σ2 = E[(X − µ)2] =
∫ +∞
−∞
(x− µ)2 fX(x)dx (3.2)
E[Xn] =
∫ +∞
−∞
xn fX(x)dx (3.3)
Les moments d’ordre 3 et 4 portent respectivement les noms de coefficient d’asyme´trie
(ou skewness) et coefficient d’aplatissement (ou kurtosis).
La covariance de deux variables ale´atoires X et Y est de´finie par :
Cov[X,Y ] = E[(X − E[X]) (Y − E[Y ])] (3.4)
En introduisant la densite´ de probabilite´ conjointe fX,Y (x, y) de ces variables,l’e´quation
3.4 peut s’e´crire :
Cov[X,Y ] =
∫ +∞
−∞
∫ +∞
−∞
(x− µx) (y − µy) fX,Y (x, y) dx dy (3.5)
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Si σx et σy sont respectivement les e´carts-types des variables X et Y , le coefficient de
corre´lation entre deux variables ale´atoires X et Y est de´fini par :
ρX,Y =
Cov[X,Y ]
σX σY
(3.6)
On notera ξ = N (0, 1) une variable ale´atoire gaussienne centre´e re´duite (v.a.g.c.r.) de
moyenne nulle et d’e´cart type 1, sa densite´ de probabilite´ s’e´crit comme suit :
ϕ(x) =
1√
2pi
e−
x2
2 (3.7)
et de fonction de re´partition :
Φ(x) =
1√
2pi
∫ x
−∞
e−
s2
2 ds (3.8)
3.1.3 Espace des variables ale´atoires de carre´ sommable
L’espace vectoriel des variables ale´atoires re´elles de second moment fini est note´ L2(Θ,F , P ).
L’espe´rance mathe´matique permet de de´finir dans cet espace un produit scalaire et une
norme associe´e comme suit :
〈X,Y 〉 = E[XY ] (3.9)
‖X‖ =
√
E[X2] (3.10)
On montre qu’on peut choisir comme base fonctionnelle de L2(Θ,F , P ) les polynoˆmes
d’Hermite multidimensionnels de gaussiennes centre´es re´duites [57].
3.1.4 Densite´ de probabilite´ et fonction de re´partition
On conside`re la probabilite´ que la variable ale´atoire X prenne des valeurs comprises
dans un intervalle [a, b] tel que P (a < X < b).
P (X ∈ [a, b]) =
∫ b
a
fX(x)dx (3.11)
avec fX est la fonction densite´ de probabilite´.
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Pour e´valuer nume´riquement cette inte´grale, on utilise une estimation en utilisant la
loi des grands nombres comme suit :
P (S ∈ [a, b]) ≈ 1
n
n∑
i=1
1[a,b]x
(i) (3.12)
1[a,b] =
{
1 si x(i) ∈ [a, b]
0 sinon
avec x(i) le ie`me tirage selon la loi de X. (3.13)
Pour faire une estimation de la densite´ de probabilite´, on divise l’intervalle de re´sultat
Γr (tel que [min(S),max(S)] ∈ Γr ) en k intervalles. Ce nombre peut eˆtre de´fini a` l’aide
d’une heuristique [58] : k = 1 + 10log(n)3 ou plus simplement k =
√
n.
On de´termine la probabilite´ que le re´sultat S appartienne a` chacune de ces intervalles
(fre´quence relative) :
fj =
1
n
n∑
i=1
1]aj ,bj ]x
(i) (3.14)
D’une fac¸on similaire on peut approcher la fonction de re´partition de la solution
ale´atoire :
Fj =
1
n
n∑
i=1
1]−∞,bj ]x
(i) (3.15)
3.1.5 Calcul d’erreur
Lorsqu’on souhaite comparer les re´sultats calcule´s par deux me´thodes diffe´rentes, on
calcule une erreur entre les deux solutions obtenues.
La comparaison se fait entre un re´sultat issu d’un solveur de calcul stochastique a`
tester par rapport un solveur stochastique de re´fe´rence, comme la me´thode de Monte-
Carlo (c’est une me´thode qui converge presque suˆrement vers la solution du proble`me
stochastique, avec une vitesse de convergence en σ√
n
). On de´finit l’erreur entre ces deux
sorties S(X(θ)) et S0(X(θ)) comme suit :
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εk =
‖S0(X(θ)) − S(X(θ))‖k
‖S0(X(θ))‖k
(3.16)
Avec k l’indice associe´ au type de norme.
Pour nos calculs, on utilise une norme quadratique (k = 2) :
ε2 =
√∑N
i=1(S
(i)
0 − S(i))2√∑N
i=1(S
(i)
0 )
2
(3.17)
Avec S(i) = S(X(i)(θ)) et S
(i)
0 = S0(X
(i)(θ)) correspondant respectivement au
re´sultat au point de mesure nume´ro i.
3.2 Les e´tapes du calcul de robustesse
3.2.1 Analyse de sensibilite´
Dans cette partie, on rappelle quelques notions de sensibilite´, extraites de la the`se [59].
Conside´rons un mode`le mathe´matique qui, a` un ensemble de variables d’entre´e ale´atoires
X, fait correspondre, via une fonction f de´terministe, une variable de sortie (ou re´ponse)
Y ale´atoire :
f : Rp → R
X → Y = f(X)
La fonction f du mode`le peut eˆtre tre`s complexe (solveur nume´rique d’un syste`me
d’e´quations diffe´rentielles...), plus ou moins one´reuse en temps de calcul. L’ensemble des
variables d’entre´e X = (X1, ..., Xp) regroupe toutes les variables conside´re´es comme ale´atoires
dans le mode`le.
L’analyse de sensibilite´ e´tudie comment des perturbations sur les variables d’entre´e du
mode`le engendrent des perturbations sur la variable re´ponse ou variable de sortie [60].
Il est possible de grouper les me´thodes d’analyse de sensibilite´ en trois classes : les
me´thodes de screening, qui consistent en une analyse qualitative de la sensibilite´ de la
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variable de sortie aux variables d’entre´e, les me´thodes d’analyse locale, qui e´valuent quan-
titativement l’impact d’une petite variation autour d’une valeur donne´e des entre´es et enfin
les me´thodes d’analyse de sensibilite´ globale, qui s’inte´ressent a` la variabilite´ de la sortie du
mode`le sur l’ensemble de son domaine de variation. L’analyse de sensibilite´ globale e´tudie
comment la variabilite´ des entre´es se re´percute sur celle de la sortie, en de´terminant quelle
part de variance de la sortie est due a` telle entre´e ou tel ensemble d’entre´es. Si l’analyse de
sensibilite´ locale s’inte´resse plus a` la valeur de la variable re´ponse, l’analyse de sensibilite´
globale s’inte´resse quant a` elle a` sa variabilite´. Nous nous inte´ressons dans ce document a`
l’analyse de sensibilite´ globale et omettrons donc par la suite l’adjectif global.
L’e´tude de sensibilite´ a l’avantage de de´terminer les variables les moins influentes, de
fac¸on a` les conside´rer comme des parame`tres de´terministes, en les fixant par exemple a`
leur espe´rance, et obtenir ainsi un mode`le plus le´ger avec moins de variables d’entre´e.
De nombreuses publications traitent du sujet. On pourra se re´fe´rer notamment aux
travaux de A. Saltelli [61, 62].
3.2.1.1 Indicateurs de sensibilite´ : ”indices de Sobol”
Nous supposons dans cette section que les variables d’entre´e X = (X1, ..., Xp) du
mode`le sont inde´pendantes.
Plac¸ons nous de´sormais dans le cas d’une fonction f dont la forme analytique n’est pas
connue (par exemple re´sultant d’un calcul e´le´ments finis). Pour appre´cier l’importance de
l’effet d’une variable d’entre´eXi sur la variance de la sortie Y , regardons de combien de´croˆıt
la variance de Y si on fixe la variable Xi a` une valeur x
∗
i : V (Y |Xi = x∗i ). Le proble`me de cet
indicateur est le choix de la valeur x∗i de Xi. Ce proble`me peut eˆtre re´solu en conside´rant
l’espe´rance de cette quantite´ pour toutes les valeurs possibles de x∗i : E[V (Y |Xi)]. Ainsi,
plus la variable Xi sera importante vis-a`-vis de la variance de Y , plus cette quantite´ sera
petite. E´tant donne´ la formule de la variance totale V (Y ) = V (E[Y |Xi]) + E[V (Y |Xi)],
nous pouvons utiliser de fac¸on e´quivalente la quantite´ : V (E[Y |Xi]), qui sera d’autant plus
grande que la variable Xi sera importante vis-a`-vis de la variance de Y . Afin d’utiliser un
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indicateur normalise´, nous de´finissons l’indice de sensibilite´ de Y a` Xi :
Si =
V (E[Y |Xi])
V (Y )
Cet indice est appele´ indice de sensibilite´ de premier ordre par Sobol [17]. Il quantifie
la sensibilite´ de la sortie Y a` la variable d’entre´e Xi, plus pre´cise´ment la part de variance
de Y due a` la variable Xi.
3.2.2 Estimation des indices de sensibilite´ par Monte-Carlo
Conside´rons un N-e´chantillon X˜(N) = (xk1, xk2, ..., xkp)k=1...N de re´alisations des vari-
ables d’entre´e (X1, ..., Xp). L’espe´rance de Y , E[Y ] = f0, et sa variance, V (Y ) = V , sont
estime´es par :
f̂0 =
1
N
N∑
k=1
f(xk1, ..., xkp)
V̂ =
1
N
N∑
k=1
f2(xk1, ..., xkp)− f̂20
L’estimation des indices de sensibilite´ ne´cessite l’estimation d’espe´rance de variance
conditionnelle. Nous pre´sentons une technique d’estimation due a` Sobol [17]. L’estimation
des indices de sensibilite´ de premier ordre consiste a` estimer la quantite´ :
Vi = V (E[Y |Xi]) = E[E[Y |Xi]2]− E[E[Y |Xi]]2 = Ui − E[Y ]2 (3.18)
Sobol propose d’estimer la quantite´ Ui, c’est-a`-dire l’espe´rance du carre´ de l’espe´rance
de Y conditionnellement a` Xi, comme une espe´rance classique, mais en tenant compte
du conditionnement a` Xi en faisant varier entre les deux appels a` la fonction f toutes les
variables sauf la variable Xi. Ceci ne´cessite deux e´chantillons de re´alisations des variables
d’entre´e, que nous notons X˜
(1)
(N) et X˜
(2)
(N) :
Ûi =
1
N
N∑
k=1
f(x
(1)
k1 , ..., x
(1)
k(i−1), x
(1)
ki , x
(1)
k(i+1), ..., x
(1)
kp ) f(x
(2)
k1 , ..., x
(2)
k(i−1), x
(1)
ki , x
(2)
k(i+1), ..., x
(2)
kp ).
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Les indices de sensibilite´ de premier ordre sont alors estime´s par :
Ŝi =
V̂i
V̂
=
Ûi − f̂20
V̂
(3.19)
Le calcul de l’indice de Sobol permet de de´terminer la sensibilite´ d’une re´ponse a` la
variation des parame`tres d’entre´e.
Dans le cas d’une re´ponse peu sensible a` la variation d’une variable, on peut remplacer
cette variable ale´atoire par sa moyenne, ce qui permet de re´duire le nombre de variables
ale´atoires du mode`le stochastique.
3.2.3 Choix de variables ale´atoires
Pour construire a priori une loi de probabilite´ d’une variable ale´atoire, on utilise le
principe du maximum d’entropie ; pour cela, il faut tenir compte de l’information accessible
[63] qui peut eˆtre par exemple :
– un support positif,
– moyenne et e´cart type donne´,
– la quantite´ ale´atoire et son inverse repre´sente´s par des variables ale´atoires du second
ordre.
3.2.4 Calcul stochastique
Depuis une vingtaine d’anne´es, de nombreuses me´thodes ont e´te´ de´veloppe´es pour
prendre en compte l’ale´a dans les proble`mes me´caniques. L’expression  e´le´ments finis
stochastiques  regroupe diffe´rentes me´thodes qui n’ont pas force´ment les meˆmes origines.
Pour faire des calculs stochastiques, il existe principalement deux familles de me´thodes :
3.2.4.1 Les me´thode intrusives
Dans le domaine de me´canique, la prise en compte des incertitudes e´te´ historiquement
e´tudie´e sous l’angle de la fiabilite´ des structures. Au de´but des anne´es 1990 est apparue
une nouvelle me´thode appele´e ”e´le´ments finis stochastiques spectraux” de´veloppe´e par
Ghanem [64–66].
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Cette me´thode se base sur le de´veloppement des variables ale´atoires sur une base poly-
nomiale spe´cifique de variables ale´atoires centre´es re´duites (P0, P1, ..., PN−1) (par exemple :
polynoˆmes multidimensionnels d’Hermite) dans le but de calculer la re´ponse stochastique
comple`te :
S(θ) =
∞∑
i=0
SiPi(ξ(θ)) (3.20)
L’ensemble (P0, P1..., PN−1)constitue une base comple`te orthogonale et les coefficients
Si sont inde´pendants. Une approximation nume´rique est obtenue par troncature des termes
les plus e´leve´s de la se´rie :
SN (θ) =
N∑
i=0
SiPi(ξ(θ)) (3.21)
La solution du proble`me est de´termine´e par les coefficients Si correspondant au de´veloppement
polynomial de la variable ale´atoire de sortie.
Depuis l’introduction des e´le´ments finis stochastiques [64], beaucoup de chercheurs
l’ont adapte´e pour traiter diffe´rents domaines : initialement de´veloppe´e pour la me´canique
line´aire [67], elle e´te´ ensuite applique´e a` des proble`mes de thermique [68], sismique [69],
d’assemblages [15], de me´canique des fluides [70] et des proble`mes d’analyse modale [71].
Cependant, les principaux de´fauts de cette me´thode sont :
– elle exige une imple´mentation spe´cifique, ce qui ne´cessite d’intervenir profonde´ment
dans le code e´le´ments finis, et cela pour chaque nouveau proble`me traite´.
– le syste`me line´aire ge´ne´re´ par la me´thode, bien que tre`s creux, est de tre`s grande
taille ce qui implique l’utilisation de me´thodes de re´solution nume´riques adapte´es
[72].
3.2.4.2 Les me´thode non intrusives
Dans la famille des me´thodes non intrusives on peut citer :
– La me´thode de projection
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La me´thode de projection permet de calculer les coefficients du de´veloppement de la
re´ponse sur le chaos polynomial a` partir de calculs aux e´le´ments finis de´terministes. En
effet, on fait un de´veloppement de la variable ale´atoire de sortie sur une base polynomiale
adapte´e.
Lorsque la variable de sortie S(X) de´pend d’un ensemble de M variables ale´atoires
qu’on peut regrouper dans un vecteur ale´atoire X(θ), on fait un de´veloppement de la
variable de sortie sur la base des polynoˆmes multidimensionnels d’Hermite Ψi (Annexe
D), comme suit :
S(θ) =
N∑
i=0
SiΨi([ξ1, ..., ξM ]) (3.22)
Le chaos polynomial de dimension M et d’ordre p est de´fini comme l’ensemble des
polynoˆmes d’Hermite multidimensionnels en M variables ale´atoires gaussiennes centre´es
re´duites ξ(θ) = [ξ1, ..., ξM ].
La me´thode de projection, pre´sente´e dans [73, 68], utilise l’orthogonalite´ de la base
polynomiale par rapport a` la mesure de probabilite´ gaussienne :
Si =
E[SHi(ξ(θ)]
E[H2i (ξ(θ)]
(3.23)
Le de´nominateur de l’expression 3.23 e´tant connu analytiquement, la de´termination
des coefficients Si ne´cessite le calcul de E[SHi(ξ(θ))] ; le proble`me devient un proble`me
d’e´valuation d’inte´grale. Cette inte´grale peut eˆtre e´value´e nume´riquement par une me´thode
de simulation de Monte-Carlo. On peut aussi utiliser un sche´ma d’inte´gration de quadra-
ture de gauss dans le cas de faible dimension.
– Me´thode de re´gression
Contrairement a` la me´thode pre´ce´dente, la me´thode de re´gression [74] ne ne´cessite pas
l’e´valuation d’une inte´grale. Pour trouver les coefficients du de´veloppement polynomial, on
cherche a` de´terminer les meilleurs coefficients permettant de re´duire (au sens des moindres
carre´s) la distance entre la variable ale´atoire et son approximation par un de´veloppement
polynomial [75] .
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L’approximation de la re´ponse du syste`me S s’e´crit :
S˜(θ) =
P−1∑
i=0
siΨi(ξ(θ)) (3.24)
On se donne n re´alisations de ξ(θ) selon une loi de probabilite´ de´finie, ces n re´alisations
constituant un plan d’expe´riences. On en de´duit les n re´alisations du vecteur ale´atoire des
parame`tres d’entre´e X(1), ..., X(n).
Pour chaque re´alisation, on e´value S(i) = S(X(i)), ou` S est la solution recherche´e.
Alors comme pre´ce´demment, pour trouver les coefficients du de´veloppement polynomial,
on cherche a` de´terminer les meilleurs coefficients au sens des moindres carre´s permet-
tant de minimiser la diffe´rence entre la variable ale´atoire et son approximation par un
de´veloppement polynomial. Cela e´quivaut a` minimiser :
∆S =
n∑
j=1
(
S(j) −
P−1∑
i=0
siΨi(ξ
(j))
)2
(3.25)
Le minimum est obtenu pour des valeurs de si ve´rifiant :
∂∆S
∂sk
= 0 ∀ {0, 1, ..., P − 1} (3.26)
soit
P−1∑
i=0
Ψk(ξ
(j))
(
S(i) −
P−1∑
i=0
siΨi(ξ
(j))
)
= 0 ∀k ∈ {0, 1, ..., P − 1} (3.27)
Le syste`me a` re´soudre est le suivant :
P−1∑
i=0
si
 n∑
j=1
Ψk(ξ
(j))Ψi(ξ
(j))
 = n∑
j=1
S(j)Ψk(ξ
(j)) ∀k ∈ {0, 1, ..., P − 1} (3.28)
Ce syste`me peut e´galement s’e´crire :

∑n
j=1 Ψ0(ξ
(j))Ψ0(ξ
(j)) · · · ∑nj=1 Ψ0(ξ(j))ΨP−1(ξ(j))
...
. . .
...∑n
j=1 ΨP−1(ξ
(j))Ψ0(ξ
(j)) · · · ∑nj=1 ΨP−1(ξ(j))ΨP−1(ξ(j))

 s0...
sP−1

=

∑n
j=1 S
(j)Ψ0(ξ
(j))
...∑n
j=1 S
(j)ΨP−1(ξ(j))
 (3.29)
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L’utilisation de cette me´thode permet de calculer les coefficients si du de´veloppement de
la re´ponse ale´atoire du syste`me, en re´solvant le syste`me line´aire 3.29 de dimension P .
– Me´thode de Monte-Carlo
Les me´thodes de simulation de Monte-Carlo [76, 77] peuvent eˆtre vues comme des me´thodes
d’approximation au sens statistique du terme. Elles sont base´es sur l’application de la loi
des grands nombres. Pour appliquer la me´thode, il faut ge´ne´rer n re´alisations nume´riques
ale´atoires ou semi-ale´atoires selon une loi de probabilite´ de la variable d’entre´e X(i) i =
1, ..., n. Ensuite il s’agit d’effectuer n calculs de´terministes S(i) = S(X(i)) i = 1, ..., n. Enfin,
un traitement statistique sur les re´alisations de la variable de sortie S(i) permet de mesurer
les incertitudes. La solution obtenue peut faire l’objet d’une e´tude ulte´rieure de fiabilite´
[78].
La convergence de la me´thode est assure´e et est insensible a` la dimension du proble`me ;
elle ne de´pend pas de la re´gularite´ de la fonction S a` inte´grer, pourvu que S(X) soit
inte´grable. Ce sont des avantages cle´s de la me´thode.
Cependant, la difficulte´ principale de cette me´thode tient au nombre tre`s important
d’ope´rations a` effectuer pour atteindre des re´sultats satisfaisants (converge´s), e´tant donne´
que la vitesse de convergence est de l’ordre de σ√
n
. Cette difficulte´ s’ave`re handicapante
lorsque le calcul de´terministe est one´reux. Certaines techniques permettent de surmonter
ces difficulte´s comme :
– les techniques de re´duction de variance [79] qui permettent d’acce´le´rer la vitesse de
convergence.
– les techniques de limitation du nombre total de tirages, comme la me´thode hypercube-
latin [80].
– Autres me´thodes
Dans la cate´gorie de me´thodes non intrusives, on peut citer les me´thodes de surface de
re´ponse [81], qui pre´sentent d’un point de vue technique une ressemblance avec la me´thode
de re´gression. Dans le meˆme contexte, on peut citer la me´thode de collocation [82] qui
pre´sente l’inconve´nient d’avoir le nombre de points de collocation impose´ par la taille de
la discre´tisation dans la base du chaos polynomial.
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3.2.4.3 Me´thode de re´duction du mode`le stochastique
Dans certains cas particuliers, la re´ponse du syste`me peut eˆtre e´crite comme produit
de fonctions de´terministe et de variables ale´atoires connues. Dans cette partie, nous pro-
posons une me´thode permettant de se´parer l’aspect ale´atoire de l’aspect de´terministe, en
faisant un de´veloppement de la quantite´ recherche´e en fonction des parame`tres ale´atoires
d’entre´e. Pour illustrer cette me´thode, on propose deux exemples de calcul modal : un
premier exemple sur une structure ne posse´dant qu’une variable ale´atoire d’entre´e (mod-
ule d’Young par exemple) et un deuxie`me exemple avec deux variables ale´atoires d’entre´e
inde´pendantes.
Premier exemple :
Dans cet exemple, on e´tudie la re´ponse vibratoire d’une structure dont le module de
Young est ale´atoire, ce qui conduit a` chercher les valeurs propres et les vecteurs propres
ale´atoires (ω(θ),Φ(θ)). On conside`re que le module de Young Y (θ),commun a` toute cette
structure, est ale´atoire.
Posons :
ξY (θ) =
Y (θ)
Y0
(3.30)
Y (θ) est une variable ale´atoire de loi connue.
ξY (θ) est la variable ale´atoire centre´e.
Y0 = E[Y (θ)] est l’espe´rance de Y (θ)
On peut e´crire la matrice de raideur comme suit :
K(θ) = ξY (θ) K (3.31)
K : est la matrice de rigidite´ calcule´e par un module de Young moyen. L’e´quation de
mouvement du syste`me ale´atoire s’e´crit comme suit :
M X¨(θ) + K(θ)X(θ) = F (3.32)
Le proble`me aux valeurs propres ale´atoires peut s’e´crire comme :
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[−λ(θ)M +K(θ) ] Φ(θ) = 0 (3.33)
avec
ΦT (θ) M Φ(θ) = I (3.34)
λ est la matrice diagonale des valeurs propres et Φ(θ) est la matrice des vecteurs propres
associe´s. En remplac¸ant le de´veloppement de la raideur ale´atoire 3.31 dans l’e´quation 3.33,
on obtient :
[−λ(θ)M + ξY (θ)K ] Φ(θ) = 0 (3.35)
Si l’on divise l’e´quation 3.35 par ξY (θ), on obtient :
[−λa(θ)M + K ] Φ(θ) = 0 (3.36)
avec
λa(θ) =
λ(θ)
ξY (θ)
(3.37)
Le couple (λa(θ); Φ(θ)) est solution de l’equation aux valeurs propres 3.36.
L’e´quation aux valeurs propres dans le cas ou` on utilise les parame`tres de´terministes
moyens s’e´crit comme suit :
[−λdM + K ] Φd = 0 (3.38)
Le couple (λd; Φd) est solution de l’e´quation aux valeurs propres 3.38.
On peut remarquer que les couples (λd; Φd) et (λa(θ); Φ(θ)) sont solution du meˆme
proble`me aux valeurs propres.
Si l’on fait un classement des valeurs propres du plus petit au plus grand, en supposant
un ordre de multiplicite´ de 1, λ1 < λ2 < ... < λn, on peut dire que :
λdi = λai(θ) =
λi(θ)
ξY (θ)
i = [1, 2, ..., n] (3.39)
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donc
λi(θ) = ξY (θ)λdi i = [1, 2, ..., n] (3.40)
ou
ω2i (θ) = ξY (θ) ω
2
i i = [1, 2, ..., n] (3.41)
Donc, pour calculer les pulsations ale´atoires d’une structure dans le cas d’un module de
Young ale´atoire, il suffit de faire un seul calcul de´terministe (avec le module de Young
moyen) pour de´terminer les ω2i et multiplier ce re´sultat par la loi de variation du module
de Young normalise´ ξY (θ). Pour les vecteurs propres du proble`me, on peut e´crire :
Φdi = Φi(θ) i = [1, 2, ..., n] (3.42)
Cela signifie que les vecteurs propres ale´atoires d’une structure dans le cas d’un module
de Young ale´atoire sont en re´alite´ de´terministes et correspondent a` ceux calcule´s avec un
module de Young moyen.
Pour valider cette me´thode de calcul, on e´tudie la structure de la figure 3.1 dont les
dimensions sont de´crites dans la figure 1.18. On calcule la solution modale du proble`me
en utilisant des e´le´ments finis en 3D. Le calcul de la matrice de raideur (ale´atoire) est
effectue´e a` partir d’un module de Young ale´atoire.
Dans ce premier exemple en utilise un module de Young ale´atoire identique pour toutes
les sous-structures de la figure 3.1.
Figure 3.1 – Structure e´tudie´e
Les pulsations propres ale´atoires de cette structure sont donne´es par l’e´quation 3.41 :
La figure 3.2 pre´sente une comparaison entre le calcul de la premie`re pulsation propre
(ω21(θ)) issu de 3.41et un calcul avec la me´thode de Monte-Carlo.
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Pour ce calcul, on utilise les proprie´te´s mate´riaux de la structure me`re de´crite dans le
tableau 1.3 avec les parame`tres ale´atoires du tableau 3.1.
On peut voir la totale concordance entre les re´sultats.
Distribution Moyenne e´cart type nombre de tirage
Y Gamma 7.5 1010 2 109 5000
Table 3.1 – Parame`tres du proble`me e´tudie´
2.8 2.9 3 3.1 3.2 3.3 3.4 3.5
x 105
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
ω2 [rad2/s2]
PD
F
 
 
Monte−Carlo classique
Monte−Carlo reduite
Figure 3.2 – Comparaison de PDF pour la premie`re pulsation propre
E[ω2(θ)] σ(ω2(θ))
Methode M-C 3.1868 105 8371.9
Methode RMS 3.187 105 8373.7
Table 3.2 – Les quantite´s d’inte´reˆt ω2(θ) calcule´es avec la me´thode de Monte-Carlo et
avec la me´thode de re´duction de mode`le stochastique.
On peut voir dans le tableau 3.2 une le´ge`re diffe´rence au niveau de la moyenne et
de l’e´cart-type entre les deux me´thodes utilise´es. Cette diffe´rence ne peut avoir qu’une
source nume´rique (calcul e´le´ments finis + calcul stochastique par Monte-Carlo). On peut
voir dans la figure 3.3, l’erreur quadratique sur la moyenne et sur e´cart type, calcule´e par
la relation 3.17, entre la me´thode de Monte-Carlo et la me´thode de re´duction de mode`le
stochastique, en fonction du nombre de tirages. On peut remarquer que l’erreur relative
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est tre`s faible, et qu’elle converge vers une valeur lie´e vraisemblablement au calcul e´le´ment
fini.
0 1 2 3 4 5
x 105
1.32
1.34
1.36
1.38
1.4
1.42
1.44
1.46
x 10−7
Nombre de tirages
e
rr
e
u
r(E
[ω
2 ])
1 2 3 4
x 105
5
5.5
6
6.5
x 10−6
Nombre de tirages
e
rr
e
u
r(σ
(ω
2 ))
Figure 3.3 – L’erreur relative sur la moyenne et e´cart type entre la me´thode de Monte-
Carlo et la me´thode de re´duction de mode`le stochastique.
Deuxie`me exemple :
Dans cet exemple, on conside`re le cas d’une structure compose´e de deux sous-structures
avec deux modules d’Young diffe´rents (Y1 ; Y2) : par exemple, une structure me´tallique
munie d’un patch pie´zoe´lectrique.
Le proble`me aux valeurs propres ale´atoires peut s’e´crire comme suit :
[−ω2(ξY )M +K(ξY ) ]Φ(ξY ) = 0 (3.43)
On fait l’hypothe`se simplificatrice que le changement de module de Young autour d’une
moyenne ne change pas la de´forme´e propre de la structure : la matrice des vecteurs propres
correspond a` la matrice des vecteurs propres de´terministes calcule´e avec les parame`tres
moyens.
Cette hypothe`se n’a de sens que dans certains cas particuliers, par exemple, dans le cas
d’une structure compose´e de deux sous-structures dont une posse`de une taille ne´gligeable
devant la sous-structure principale. Dans ce cas, l’influence de la variation du module
de Young de la plus petite des sous-structures autour de sa moyenne n’aura qu’un effet
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ne´gligeable sur la structure me`re.
Cette hypothe`se est justifie´e dans notre cas, qui correspond a` l’e´tude d’une structure
munie d’e´le´ments pie´zoe´lectriques qui posse`dent ge´ne´ralement une taille petite devant la
structure me`re. (Φ,ω2(ξY )) sont les solutions du proble`me aux valeurs propres ale´atoires
3.43. Pour de´terminer ω2(ξY ), on se base sur l’e´quation :
ω2i (Y1(θ), Y2(θ)) = Φ
T
i K(θ)Φi = Φ
T
i [ξY1(θ)K1 + ξY2(θ)K2]Φi (3.44)
Pour valider cette me´thode de calcul, on e´tudie la structure de la figure 3.1 dont les
dimensions sont de´crites dans la figure 1.18.
Dans cet exemple, la structure me`re aura un module de Young ale´atoire Ym(θ) et les
e´le´ments piezo auront un module de Young Yp(θ) dont les caracte´ristiques ale´atoires sont
de´crites dans le tableau 3.3.
On calcule la solution modale du proble`me en utilisant des e´le´ments finis 3D ; le calcul
de la matrice de raideur (ale´atoire) est effectue´ a` partir des modules de Young ale´atoires.
Dans ce cas, le carre´ de la pulsation propre ale´atoire est donne´ par :
ω2i (Ym(θ), Yp(θ)) = ξYm(θ) Φ
T
i K1Φi + ξYp(θ) Φ
T
i K2Φi (3.45)
L’inte´reˆt de cette me´thode est de de´terminer les vecteurs et les valeurs propres en faisant
un seul calcul de´terministe (pour de´terminer les valeurs de ΦiK1Φi et ΦiK2Φi) dans
le cas d’une structure constitue´e de plusieurs sous-structures avec des modules d’Young
ale´atoires diffe´rents.
La figure 3.4 donne une comparaison entre un calcul avec la me´thode de Monte-Carlo
classique et un calcul issu de la me´thode propose´e. Pour cela on utilise les proprie´te´s
mate´riaux de´crites dans le tableau 1.3. On peut voir une bonne concordance entre les
deux re´sultats. Cette concordance s’explique dans cet exemple par le fait que le terme
ΦiK2Φi est de l’ordre de 10
2, ne´gligeable devant ΦiK1Φi de l’ordre de 10
5.
124
3.2. LES E´TAPES DU CALCUL DE ROBUSTESSE
Distribution Moyenne Ecart type nombre de tirages
Ym Gamma 75 10
9 2 109 5000
Yp Gamma 57 10
9 1.5 109 5000
Table 3.3 – Parame`tres du proble`me e´tudie´
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Figure 3.4 – Comparaison de PDF pour la premie`re pulsation propre
3.2.5 Post-traitement
Apre`s la de´termination de la re´ponse ale´atoire S avec une des me´thodes propose´es
pre´ce´demment, on effectue un post-traitement pour de´terminer les diffe´rentes valeurs de
quantite´s d’inte´reˆt. Cette ope´ration ne couˆte presque rien en termes de temps de calcul,
car elle utilise les re´sultats du calcul de´ja` effectue´ dans le calcul stochastique pre´ce´dent.
Plusieurs post-traitements sont possibles, on peut citer :
– le calcul des moments statistiques : dans ce post-traitement, on cherche a` de´terminer
la moyenne et les diffe´rents moments stochastiques 3.3.
– l’analyse de fiabilite´ : le but de l’analyse de fiabilite´ est de calculer la probabilite´ de
de´faillance d’un syste`me me´canique pour un sce´nario de de´faillance donne´ [83]. Soit
S(X) la re´ponse ale´atoire de´termine´e par le calcul stochastique. Pour chaque mode
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de de´faillance de la structure, une fonction d’e´tat limite g(X,S(X)) est de´finie dans
l’espace des parame`tres. Par convention, le domaine de surete´ est de´fini par Ds =
{X|g(X,S(X)) > 0}, et le domaine de de´faillance par Df = X|g(X,S(X)) 6 0. La
frontie`re {g(X,S(X)) = 0} est la surface d’e´tat limite. La probabilite´ de de´faillance
Pf est donne´e par :
Pf = P [g(X,S(X))) ≤ 0] =
∫
g(X,S(X)))≤0
fX(x)dx (3.46)
3.3 Conclusion
Apre`s un bref rappel de la the´orie des probabilite´s, on a expose´ les diffe´rentes e´tapes du
calcul stochastique : tout d’abord on me`ne une e´tude de sensibilite´, en de´terminant les in-
dices du Sobol du premier ordre, dans l’objectif de re´duire la taille du mode`le stochastique.
Des valeurs de´terministes (la moyenne) sont donne´es aux parame`tres de peu d’influence
sur le re´sultat. Apre`s cette e´tape d’e´tude de sensibilite´, on conserve les variables ale´atoires
influentes pour lesquelles on impose une loi de probabilite´ en se basant sur le principe
du maximum d’entropie. Diffe´rentes me´thodes de calcul stochastique sont par la suite
expose´es :
– Les me´thodes intrusives : ce sont des me´thodes qui permettent de faire un de´veloppement
polynomial des variables ale´atoires d’entre´e et de sortie. Le calcul des coefficients
du de´veloppement polynomial des parame`tres de sortie exige une imple´mentation
spe´cifique dans le code de calcul.
– Les me´thodes non intrusives : ce sont des me´thodes qui permettent de de´terminer les
coefficients optimise´s du de´veloppement des parame`tres de sortie, en faisant plusieurs
calculs de´terministes, ce qui n’exige aucune imple´mentation spe´cifique dans le code
de calcul.
A` la fin de cette e´tape de calcul stochastique, on propose une me´thode de calcul simplifie´e,
que nous nommons ”me´thode de re´duction du mode`le stochastique”. A` travers deux ex-
emples, on montre qu’on peut de´terminer les vecteurs et les valeurs propres ale´atoires en
faisant un seul calcul de´terministe (par e´le´ments finis) avec une qualite´ de re´sultats.
126
3.3. CONCLUSION
A` la fin de ce chapitre, on a expose´ diffe´rents post-traitements possibles pour exploiter
les re´sultats du calcul stochastique.
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Chapitre 4
Robustesse du mode`le
e´lectrome´canique
 Votre the´orie est folle, mais elle ne l’est pas assez pour eˆtre vraie.Niels
Bohr
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4.1. ROBUSTESSE DU COEFFICIENT DE COUPLAGE EFFECTIF
Dans le cadre de l’e´tude de robustesse du mode`le e´lectrome´canique, on va utiliser des
me´thodes non intrusives, de´crites pre´ce´demment, pour de´terminer la robustesse de nos
mode`les par rapport a` un changement de parame`tres. Ce choix de me´thode a e´te´ adopte´,
car les strate´gies de re´solution utilise´es pour calculer les coefficients e´lectromagne´tiques
ont pour entre´e les re´sultats issus de logiciels de calcul e´le´ments finis (Fig. 1.3).
4.1 Robustesse du coefficient de couplage effectif
Dans cette partie, une e´tude de la robustesse du coefficient de couplage effectif est pro-
pose´e. Ge´ne´ralement les mate´riaux pie´zoe´lectriques sont conside´re´s comme des mate´riaux
de haute pre´cision : les donne´es sur les proprie´te´s e´lectriques et me´caniques seront prises
comme de´terministes. Dans ce contexte, on va e´tudier la robustesse du coefficient de cou-
plage effectif par rapport a` la variation d’un seul parame`tre ale´atoire : le module de Young
de la structure. Dans ce contexte, l’e´tude de sensibilite´ n’a e´videmment pas e´te´ effectue´e,
car un seul parame`tre ale´atoire est conside´re´.
4.1.1 Choix de la loi de la variable ale´atoire
Le module de Young de la structure ve´rifie les conditions suivantes :
– un support positif,
– moyenne et e´cart type donne´s,
– la quantite´ ale´atoire et son inverse sont repre´sente´s par des variables ale´atoires du
second ordre.
En se basant sur le principe du maximum d’entropie, on peut mode´liser le module de
Young ale´atoire par une loi Gamma (Annexe B). La figure 3.2 repre´sente la distribution
de la variable ale´atoire Y (θ), avec les parame`tres ale´atoires du tableau 3.1.
4.1.2 Calcul stochastique
4.1.2.1 Me´thode de Monte-Carlo
On utilise la me´thode de Monte-Carlo pour de´terminer la robustesse du coefficient de
couplage effectif keff,r pre´sente´ dans le paragraphe 1.1.2 , par rapport a` la variable ale´atoire
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Y (θ). On peut e´crire le coefficient de couplage (e´quation 1.34) dans le cas ale´atoire comme
suit :
k2eff,r(Y (θ)) =
ΦTr (Y (θ))KcK
−1
e K
T
c Φr(Y (θ))
ω2r (Y (θ))
(4.1)
La simulation par la me´thode de Monte-Carlo de 4.1 revient a` faire un calcul e´le´ments
finis pour de´terminer les vecteurs et les valeurs propres du syste`me pour chaque tirage
Y (θ(i)).
La figure 4.1 donne la fonction densite´ de probabilite´ approche´e ainsi que la fonction
de re´partition approche´e de keff,r(Y (θ)).
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Figure 4.1 – La fonction densite´ de probabilite´ et la fonction de re´partition du coefficient
de couplage effectif
4.1.2.2 Me´thode de re´gression
La me´thode de re´gression permet de donner une approximation des coefficients si (4.2)
a` partir de n calculs de´terministes effectue´s a` partir de l’e´quation 4.1. Pour appre´cier la
qualite´ de la solution, on compare le re´sultat issu d’une simulation par Monte-Carlo (5000
tirages), avec celui issu de la me´thode de re´gression, pour diffe´rents tirages n.
La figure 4.2 donne une comparaison au niveau de la fonction de re´partition, dans
laquelle on peut remarquer que meˆme avec un nombre de tirages important (1000 tirages)
131
4.1. ROBUSTESSE DU COEFFICIENT DE COUPLAGE EFFECTIF
le re´sultat reste me´diocre.
keff,r(Y (θ)) =
P∑
i=0
siHi(ξ(θ)) (4.2)
Pour bien illustrer cet e´cart, on donne l’erreur (3.17) calcule´e entre la me´thode de Monte-
Carlo et la me´thode de re´gression pour diffe´rents nombres de tirages n (Tableau 4.1). On
peut remarquer que pour 2000 tirages, l’erreur relative est de l’ordre de 2.25% par rapport
a` un calcul Monte-Carlo converge´ a` 5000 tirages.
Nombre de tirages 100 1000 2000
Erreur [%] 16.81 08.27 02.25
Table 4.1 – Erreur fonction du nombre de tirages
0.21 0.215 0.22 0.225
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
K
eff
CD
F
 
 
Monte−Carlo
Régression: 100 tirages
Régression: 1000 tirages
Régression: 2000 tirages
Figure 4.2 – Comparaison des CDF entre une simulation Monte-Carlo et les calculs par
re´gression
4.1.2.3 Me´thode de re´duction du mode`le stochastique
Dans cette me´thode, on va essayer de se´parer l’aspect ale´atoire de l’aspect de´terministe,
en faisant un de´veloppement de la quantite´ recherche´e keff,r(Y (θ)) en fonction du parame`tre
ale´atoire d’entre´e Y (θ).
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k2eff,r(Y (θ)) =
ΦTrKcK
−1
e K
T
c Φr
ΦTrK(θ)Φr
=
ΦTrKΦr
ΦTrK(θ)Φr
k¯2eff,r (4.3)
Avec k¯eff,r le coefficient de couplage effectif calcule´ avec le module de Young moyen
Y0 = E[Y (θ))]
En utilisant le meˆme de´veloppement propose´ dans le deuxie`me exemple de la me´thode
de re´duction de mode`le stochastique (e´quation 3.45), on peut e´crire :
ΦTrK(θ)Φr = ξY (θ) Φr1K11Φr1 + Φr2K22Φr2 (4.4)
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Figure 4.3 – Comparaison des PDF dans le cas d’une simulation MC classique et dans le
cas d’une simulation MC avec un mode`le stochastique re´duit
Avec cette me´thode, le calcul du coefficient de couplage effectif ale´atoire ne demande
qu’un seul calcul de´terministe (calcule´ a` partir d’un module de Young e´gal a` E[Y ]. On
peut voir dans la figure 4.3 que la comparaison entre la PDF issue de cette me´thode et
celle issue d’une me´thode de Monte-Carlo sont superpose´es.
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4.1.3 Post-traitement
Le tableau 4.2 pre´sente la moyenne et l’e´cart type du premier coefficient de cou-
plage e´lectrome´canique keff,1(θ) avec les diffe´rentes me´thodes. On peut remarquer dans
ce tableau que le coefficient de couplage effectif est tre`s robuste par rapport a` un module
de Young ale´atoire.
E[keff,1(θ)] σ(keff,1(θ))
Methode M-C 0.2148 0.0028
Methode regression 0.2148 0.0028
Methode RMS 0.2148 0.0028
Table 4.2 – Les quantite´ d’inte´reˆt keff,1(θ) par diffe´rentes me´thodes.
4.2 Robustesse de la re´duction de vibration
Dans cette partie, on va faire une e´tude de la robustesse de la re´duction de vibrations
par rapport a` la variation du module de Young de la structure Y (θ) et par rapport a` la
variation des parame`tres e´lectriques : l’inductance L(θ) et la re´sistance R(θ).
4.2.1 Analyse de sensibilite´
Pour de´terminer la sensibilite´ de la re´duction des vibrations (caracte´rise´e par une
re´ponse en fre´quence XdB (4.9)) par rapport a` la variation des parame`tres ale´atoires Y (θ),
L(θ), R(θ), on calcule l’indice de Sobol du premier ordre pour ces trois variables (Tab.
4.3).
Si inductance re´sistance module de Young
0.9880 0.1016 0.1037
Table 4.3 – Indice de Sobol du premier ordre
Bien que la re´ponse en fre´quence soit beaucoup plus sensible a` une variation d’induc-
tance qu’a` une variation du module de Young ou de la re´sistance, nous prenons en compte
les trois variables ale´atoires lors de nos calculs stochastiques.
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4.2.2 Choix des variables ale´atoires
Le module de Young de la structure, l’inductance et la re´sistance e´lectrique ve´rifient
les conditions suivantes :
– le support positif,
– la moyenne et l’e´cart type donne´s,
– la quantite´ ale´atoire et son inverse repre´sente´s par des variables ale´atoires du second
ordre.
Donc les trois variables ale´atoires seront mode´lise´es par des lois Gamma inde´pendantes
(Fig. 4.4) avec les parame`tres ale´atoires du tableau 4.4.
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Figure 4.4 – PDF des re´sistances e´lectriques et des inductances.
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Distribution Moyenne e´cart type nombre de tirages
Y (θ) Gamma 75 109 2 109 5000
L1(θ) Gamma 8.5 0.5 5000
L2(θ) Gamma 6.1 0.5 5000
R1(θ) Gamma 5000 500 5000
R2(θ) Gamma 5000 500 5000
Table 4.4 – Parame`tres stochastiques du proble`me e´tudie´
4.2.3 Calcul stochastique
On cherche a` qualifier l’influence de la variation des parame`tres ale´atoires d’entre´e
Y (θ), L(θ) et R(θ) sur la re´duction des vibrations. On e´crit ZR(θ) la matrice d’impe´dance
ale´atoire de´crite dans le paragraphe 1.1.4.2 comme suit :
ZR(θ) =
(−Ω2I+ Φ(Y (θ)) Kˆm(Y (θ))ΦT (Y (θ)) Φ(Y (θ)) KcK−1e
K−1e K
T
c Φ
T (Y (θ)) −L(θ) Ω2 + K−1e + iΩR(θ)
)
(4.5)
On note
ZR(θ)qˆ(θ) = Fˆ(θ) (4.6)
On peut obtenir qˆ par :
qˆ(θ) = ZR
−1(θ) Fˆ =
(
Z11(θ) Z12(θ)
Z21(θ) Z22(θ)
)(
Φ(θ) F˜
0
)
(4.7)
On e´tudie la re´ponse en fre´quence ale´atoire (de´placement / effort). Le de´placement est
mesure´ en un point de position xm et la force est applique´e en un point xn, ce qui donne :
Hmn(θ) = Φm
T (θ) Z11(θ) Φn(θ) (4.8)
On exprime la re´ponse sur un e´chelle en dB en utilisant la formule suivante :
XdB(θ) = 10 log10 (Hmn(θ)H
∗
mn(θ)) (4.9)
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4.2.3.1 Me´thode de Monte-Calo
La simulation par la me´thode de Monte-Carlo de 4.5 revient a` faire un calcul e´le´ments
finis pour de´terminer les vecteurs et les valeurs propres du syste`me (pour chaque tirage
Y (θ(i))) et faire par la suite une inversion de la matrice ZR en utilisant les parame`tres
ale´atoires e´lectriques R1(θ), R2(θ), L1(θ), L1(θ).
La figure 4.5 repre´sente l’enveloppe de la FRF amortie par un circuit pie´zoe´lectrique,
contenant l’ensemble des FRF calcule´es avec les diffe´rents parame`tres ale´atoires, compare´e
a` la FRF sans amortissement.
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Figure 4.5 – Enveloppe des FRF amorties par un circuit pie´zoe´lectrique compare´e a` la
FRF sans amortissement (- -) et a` la FRF calcule´e avec les parame`tres moyens (–)
4.2.3.2 Me´thode de re´gression
La me´thode de re´gression permet de donner une approximation du coefficient si (Eq :4.10)
a` partir de n calculs de´terministes effectue´s en utilisant l’e´quation 4.8.
Hmn(θ) =
P∑
i=0
siΨi([ξ1(θ), .., ξ5(θ)]) (4.10)
137
4.2. ROBUSTESSE DE LA RE´DUCTION DE VIBRATION
Pour appre´cier la qualite´ de cette approximation, on compare le re´sultat issu d’une simula-
tion de Monte-Carlo (5000 tirages) avec celui effectue´ avec la me´thode de re´gression pour
diffe´rents tirages n. Pour illustrer cette diffe´rence, on donne l’erreur (3.17) calcule´e entre
la me´thode de Monte-Carlo et la me´thode de re´gression pour diffe´rents nombres de tirages
n (Tab. 4.5). On peut remarquer figure 4.6 qu’avec un nombre de 1075 tirages, l’erreur sur
la fonction de re´partition entre la me´thode de re´gression et la me´thode de Monte-Carlo est
de l’ordre de 9 % alors qu’a` 2000 tirages, l’erreur entre les re´sultats devient tre`s re´duite
de l’ordre de 0.3 %.
Nombre de tirages 150 1075 2000
Erreur [%] 8.98 8.95 00.31
Table 4.5 – Erreur fonction du nombre de tirages
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Figure 4.6 – Comparaison des CDF par une simulation Monte-Carlo et par re´gression
4.2.3.3 Me´thode de re´duction du mode`le stochastique
Dans cette me´thode, on va essayer de se´parer l’aspect ale´atoire de l’aspect de´terministe,
en faisant un de´veloppement de la matrice de l’impe´dance ale´atoire ZR(θ) en fonction des
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parame`tres ale´atoires d’entre´e Y (θ), L1(θ), L2(θ), R1(θ) et R2(θ).
Le meˆme raisonnement propose´ dans le deuxie`me exemple du paragraphe 3.2.4.3 est
utilise´ pour e´crire :
ω(Y (θ)) = ξY (θ) Φ1K11Φ1 + Φ2K22Φ2
On peut re´crire la matrice d’impe´dance ale´atoire ZR(θ) (4.5) de la fac¸on suivante :
ZR(θ) =
(−Ω2I+ ΦT KCK−1e KTCΦ + ω(Y (θ)) ΦT KcK−1e
K−1e K
T
c Φ
T −L(θ) Ω2 + K−1e + iΩR(θ)
)
(4.11)
Par la suite, on utilise les e´quations (4.6 - 4.9) pour de´terminer la re´ponse en fre´quence
ale´atoire du syste`me e´tudie´.
Cette me´thode a l’avantage d’obtenir la solution avec un seul calcul e´le´ments finis.
Pour de´terminer la valeur de XdB il faut effectuer l’inversion de la matrice ZR, ce qui n’est
pas couˆteux en termes de temps de calcul, car sa taille est tre`s re´duite (dans notre cas
d’e´tude elle a une taille de 7x7). La figure 4.7 repre´sente l’enveloppe des FRFs amorties
par un circuit pie´zo-e´lectrique (contenant l’ensemble des FRFs calcule´es avec les diffe´rents
parame`tres ale´atoires) compare´e a` la FRF sans amortissement.
4.2.4 Post-traitement
Les tableaux [4.6- 4.7] donnent respectivement la moyenne et l’e´cart type de la re´ponse
en fre´quence pour les trois valeurs maximales du spectre ( Fig. 4.7) dans le cas sans
amortissement. On peut remarquer que la re´ponse vibratoire est assez robuste sur toute
la bande de fre´quence sauf autour de la deuxie`me fre´quence critique. Cependant, on peut
conside´rer que l’augmentation d’amplitude au niveau de la fre´quence fr02 = 760Hz reste
limite´e (caracte´rise´e par un e´cart-type faible de l’ordre de 2dB).
E[Hmn(fr1)] E[Hmn(fr02)] E[Hmn(fr2)] E[Hmn(fr3)]
Me´thode de regression -60.9347 -87.2775 -99.5722 -116.1071
Me´thode de MC -60.1104 -87.2530 -97.6705 -115.9564
Me´thode de RMS -60.1041 -87.2544 -97.6540 -115.9552
Table 4.6 – Moyenne de la FRF pour les quatre fre´quences [fr1 = 89Hz ; fr02 = 760Hz ;
fr2 = 802Hz ; fr3 = 1670Hz]
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Figure 4.7 – L’enveloppe des FRFs amorties par un circuit pie´zoe´lectrique compare´e a` la
FRF sans amortissement (- -) et la FRF calcule´e avec les parame`tres moyens (–)
σ(Hmn(fr1)) σ(Hmn(fr02)) σ(Hmn(fr2)) σ(Hmn(fr3))
Me´thode de re´gression [2000 tirages] 0.7412 2.6603 2.3144 0.6034
Me´thode de MC [5000 tirages] 0.9975 2.1161 3.0606 0.577
Methode de RMS [5000 tirages] 0.9967 2.1127 3.0631 0.5987
Table 4.7 – Ecart-type de la FRF pour les quatre fre´quences [fr1 = 89Hz ; fr02 =
760Hz ; fr2 = 802Hz ; fr3 = 1670Hz]
4.3 Conclusion
Dans ce chapitre, une e´tude de robustesse du mode`le e´lectrome´canique a e´te´ propose´e :
on a utilise´ des me´thodes non intrusives pour de´terminer la robustesse de nos mode`les par
rapport a` un changement de parame`tres. Trois me´thodes ont e´te´ utilise´es pour ce calcul
de robustesse : me´thode de re´gression, me´thode de Monte-Carlo, et me´thode de re´duction
de mode`le stochastique.
Dans un premier temps, la robustesse du coefficient de couplage e´lectrome´canique par
rapport a` un module d’Young ale´atoire a e´te´ e´tudie´e, dans laquelle on a pu montrer a`
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travers les trois me´thodes de calcul que ce coefficient reste tre`s robuste par rapport a` une
variation du module de Young, bien que la largeur de l’intervalle de variation du module
de Young soit importante.
Dans un deuxie`me temps, on a e´tudie´ la robustesse de la re´ponse en fre´quence par
rapport aux parame`tres ale´atoires suivants : module de Young, re´sistance e´lectrique, in-
ductance e´lectrique. Dans cette partie, on a pu montrer que la re´ponse vibratoire est assez
robuste sur toute la bande de fre´quence sauf autour de la deuxie`me fre´quence critique.
On a conside´re´ cependant que la perte d’amortissement autour de cette fre´quence reste
limite´e (caracte´rise´e par un e´cart-type faible par rapport a` la moyenne).
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Chapitre 5
Robustesse du mode`le avec
controˆle de la force normale
 Un conducteur dangereux, c’est celui qui vous de´passe malgre´ tous
vos efforts pour l’en empeˆcher... Woody Allen
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Divers parame`tres, tels que l’espacement des boulons, la finition de surface, influen-
cent directement la dissipation d’e´nergie dans les assemblages boulonne´s [84, 85]. Chaque
me´canisme de dissipation de l’e´nergie de´pend non line´airement de l’amplitude de la force
applique´e et la tension du boulon diminue ge´ne´ralement avec le temps en fonction de la
ge´ome´trie du joint, des proprie´te´s de surface et de la contrainte de traction induite dans
le boulon. Cette relaxation de la pre´charge du boulon a e´te´ e´tudie´e dans [86] et l’essentiel
de la diminution de pre´charge survient le jour suivant le boulonnage [87].
Le coefficient de frottement n’est plus une constante car les conditions de surface
changent au cours du glissement. Puisqu’il y a une diminution de la pression de serrage en
fonction de la distance a` l’axe, la contrainte tangentielle de frottement diminue dans les
re´gions loin du trou de boulon.
Pour toute ces raisons, on va e´galement mode´liser la force normale et le coefficient de
frottement par des variables ale´atoires.
Dans cette partie, on va e´tudier la robustesse de la re´ponse vibratoire du mode`le masse
ressort de´crit dans (2.1) par rapport a` la variation des trois parame`tres ale´atoires suivants :
le module de Young des ressorts Y (θ), le coefficient de frottement µ(θ) et la force normale
FN (θ). Ces trois variables ale´atoires ve´rifient les conditions suivantes :
– un support positif,
– la moyenne et l’e´cart type donne´s,
– la quantite´ ale´atoire et son inverse repre´sente´s par des variables ale´atoires du second
ordre.
Les trois variables ale´atoires seront mode´lise´es par des lois Gamma inde´pendantes (Fig.
5.1 et 5.2) avec les parame`tres ale´atoires du tableau 5.1.
On pose
ξY (θ) =
Y (θ)
E[Y (θ)]
(5.1)
et
K1(θ) = ξY (θ)K1 K12(θ) = ξY (θ)K12 K2(θ) = ξY (θ)K2 (5.2)
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[K1, K12, K2] sont les raideurs moyennes du syste`me masse ressort (2.1)
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Figure 5.1 – Simulation du PDF du module de Young normalise´
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Figure 5.2 – Simulation des PDF de FN et µ de la force de frottement
Distribution Moyenne e´cart type nombre de tirages
ξY (θ) Gamma 1 0.01 5000
µ(θ) Gamma 0.3 0.006 5000
FN (θ) Gamma 33.4 0.67 5000
Table 5.1 – Parame`tres du proble`me e´tudie´
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On peut re´duire a` deux le nombre de variables ale´atoires en utilisant le fait que :
ry((θ)) = FN (θ)µ(θ) (5.3)
ry(θ) est une variable ale´atoire de loi a` de´terminer. On peut ge´ne´rer un tirage ale´atoire
selon cette loi en utilisant une simulation de Monte-Carlo de l’e´quation (5.3). La figure
5.3 donne le PDF de la variable ry(θ). Cette e´tape interme´diaire permet donc de re´duire
le nombre de variables ale´atoires a` deux variables ale´atoires (ξY (θ); ry(θ)).
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Figure 5.3 – PDF de la force serrage maximal et du coefficient de frottement
Comme le nombre de variables est limite´e a` deux, l’e´tape de calcul de sensibilite´ n’est
pas effectue´e dans ce cas. De plus, la re´solution des e´quations pre´sente´es par la suite e´tant
faite analytiquement, on se propose d’utiliser une seule me´thode de calcul ale´atoire, a`
savoir la me´thode de Monte-Carlo. Cela se justifie par le fait que la re´solution analytique
n’est pas couˆteuse en termes de temps de calcul.
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5.1. ROBUSTESSE DE LA LOI DE CONTROˆLE DE LA FORCE NORMALE (EN
FONCTION DE LA FRE´QUENCE)
5.1 Robustesse de la loi de controˆle de la force normale (en
fonction de la fre´quence)
Pour cette loi, on va e´tudier la robustesse du mode`le a` 2 ddl par rapport a` la variation
des deux parame`tres ale´atoires ξy(θ) et ry(θ) avec la loi de controˆle de´crite par (2.1.5).
La loi de controˆle (2.29) dans le cas ale´atoire peut s’e´crire comme suit :
{
ry = 0 if Ω ∈ Ψ
ry = µ(θ)Fmax(θ) if Ω /∈ Ψ
with Ψ =
P⋃
i=1
Ψi (5.4)
Pour de´terminer la re´ponse en fre´quence du proble`me ale´atoire, on fait une simula-
tion de Monte-Carlo de l’e´quation de mouvement de´crit par l’algorithme (2.3) avec les
parame`tres ale´atoires ξy(θ) et ry(θ) ,en prenant comme loi de controˆle de la force normale
la loi (5.4).
La figure 5.4 repre´sente une enveloppe de la FRF avec controˆle, contenant l’ensemble
des FRFs calcule´es avec les diffe´rents parame`tres ale´atoires, compare´e a` la FRF sans
controˆle.
5.1.1 Post-traitement
Le tableau 5.2 donne la moyenne et l’e´cart type de la re´ponse en fre´quence pour la
premie`re fre´quence propre (Ω1 = 50 [rad/s]). On peut voir que la re´ponse vibratoire est
tre`s robuste par rapport aux variables ale´atoires dont les parame`tres sont propose´s dans
le tableau 5.1.
E[(Hmn(Ω1)] σ(Hmn(Ω1))
Me´thode de MC -34.1785 0.1995
Table 5.2 – Moyenne et e´cart-type de la FRF pour la premie`re fre´quence propre Ω1 = 50
[rad/s]
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5.2. ROBUSTESSE DE LA PREMIE`RE LOI DE CONTROˆLE DE LA FORCE
NORMALE EN FONCTION DU TEMPS
20 30 40 50 60 70 80
−50
−40
−30
−20
−10
0
10
Ω [rad/s]
H
( X
2(m
ax
) / 
F 2
 
)
 
 
Figure 5.4 – Enveloppe des FRFs avec controˆle compare´e a` la FRF avec serrage (—) et
a` la FRF sans serrage (- -).
5.2 Robustesse de la premie`re loi de controˆle de la force
normale en fonction du temps
Pour cette loi, on va e´tudier la robustesse du mode`le en 2 ddl par rapport a` la variation
de deux parame`tres ale´atoires ξy(θ) et ry(θ) dont la loi de controˆle est celle de´crite dans
(2.1.6).
La loi de controˆle (2.30) dans le cas ale´atoire peut s’e´crire comme :
ry (t; θ) = Fmax(θ)Z1(θ) [Z2(θ) + sin (Ωser t)] (5.5)
Pour de´terminer la re´ponse en fre´quence du proble`me ale´atoire, on fait une simulation
de Monte-Carlo du mouvement de´crit par l’algorithme (2.3) avec les parame`tres ale´atoires
ξy(θ) et ry(θ) (en prenant comme loi de controˆle de la force normale la loi (5.5)).
La figure 5.5 repre´sente l’enveloppe de la FRF avec controˆle, contenant l’ensemble des
FRFs calcule´es avec les diffe´rents parame`tres ale´atoires, compare´e a` la FRF sans controˆle
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et a` la FRF avec parame`tres moyens.
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Figure 5.5 – Enveloppe des FRFs avec controˆle, compare´e a` la FRF avec serrage (—) et
a` la FRF sans serrage (- -).
5.2.1 Post-traitement
Le tableau 5.3 donne la moyenne et l’e´cart type de la re´ponse en fre´quence pour la
premie`re fre´quence propre (Ω1 = 50 [rad/s]). On peut voir que la re´ponse vibratoire est
sensible aux parame`tres ale´atoires sur toute la bande de fre´quences. Cependant, le niveau
vibratoire maximal de l’enveloppe des FRFs avec controˆle reste faible par rapport a` la
valeur maximale de la fre´quence critique. On peut donc dire que cette loi reste robuste par
rapport aux variables ale´atoires dont les parame`tres sont propose´s dans le tableau 5.1.
E[(Hmn(Ω1)] σ(Hmn(Ω1))
Methode de MC -26.7458 0.3167
Table 5.3 – Moyenne et e´cart-type de la FRF pour la premie`re fre´quence propre Ω1 = 50
[rad/s]
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5.3. ROBUSTESSE DE LA DEUXIE`ME LOI DE CONTROˆLE DE LA FORCE
NORMALE EN FONCTION DU TEMPS
5.3 Robustesse de la deuxie`me loi de controˆle de la force
normale en fonction du temps
Dans cette partie on va e´tudier la robustesse du mode`le 2 ddl par rapport a` la variation
de deux parame`tres ale´atoires ξy(θ) et ry(θ) dont la loi de controˆle est celle de´crite dans
le paragraphe 2.1.6. La loi de controˆle (2.32) dans le cas ale´atoire peut s’e´crire comme :
ry (t; θ) = Fmax(θ)Z1(θ) [Z2(θ) + sgn(sin (Ωser t))] (5.6)
Pour de´terminer la re´ponse en fre´quence du proble`me ale´atoire, on fait une simulation
de Monte-Carlo du mouvement de´crit par l’algorithme (2.3) avec les parame`tres ale´atoires
ξy(θ) et ry(θ), en prenant comme loi de controˆle de la force normale la loi (5.6).
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Figure 5.6 – enveloppe de la FRF avec controˆle(ale´atoire) compare´ a` la FRF dans le cas
avec serrage (—) et sans serrage (- -).
La figure 5.6 repre´sente l’enveloppe des FRFs avec controˆle, contenant l’ensemble des
FRFs calcule´es avec les diffe´rents parame`tres ale´atoires, compare´e a` la FRF sans controˆle
et a` la FRF avec parame`tres moyens.
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5.3.1 Post-traitement
Le tableau 5.4 donne la moyenne et l’e´cart type de la re´ponse en fre´quence pour la
premie`re fre´quence propre Ω1 = 50 [rad/s] (Tab. 4.7). On peut voir que la re´ponse vibra-
toire est sensible aux parame`tres ale´atoires sur toute la bande de fre´quence. Cependant, le
niveau vibratoire maximal de l’ enveloppe des FRFs avec controˆle reste faible par rapport
a` la valeur maximale de la fre´quence critique. Dans ce contexte, on peut dire que cette loi
reste robuste par rapport aux variables ale´atoires dont les parame`tres sont indique´s dans
le tableau 5.1.
E[(Hmn(Ω1)] σ(Hmn(Ω1))
Methode de MC -20.5168 0.7256
Table 5.4 – Moyenne et e´cart-type de la FRF pour la premie`re fre´quence propre Ω1 = 50
[rad/s]
5.4 Conclusion
Dans ce chapitre, l’e´tude de robustesse du mode`le a` 2 ddl avec controˆle de force normale
a e´te´ propose´e ; on a utilise´ la me´thode de Monte-Carlo pour de´terminer la robustesse de nos
mode`les par rapport a` un changement de parame`tres. Ce choix de me´thode de re´solution
stochastique a e´te´ adopte´, car tous les proble`mes a` 2 ddl ont e´te´ re´solus analytiquement.
Dans un premier temps, on a e´tudie´ la robustesse du mode`le a` 2 ddl avec force normale,
de loi de controˆle (2.29), par rapport a` un module de Young ale´atoire Y (θ). Dans cette
e´tude, on a montre´ que la re´ponse vibratoire est tre`s robuste par rapport au module de
Young ale´atoire.
Par la suite, on a propose´ deux e´tudes de robustesse du mode`le a` 2 ddl avec force
normale, avec deux lois de controˆle diffe´rentes (2.30 et 2.32), par rapport a` un module de
Young ale´atoire Y (θ) et par rapport a` une force de frottement ale´atoire ry(θ). Dans cette
e´tude, on a montre´ que la re´ponse vibratoire est sensible aux parame`tres ale´atoires sur
toute la bande de fre´quences. Cependant, le niveau vibratoire maximal de l’enveloppe des
FRFs avec controˆle reste faible par rapport a` la valeur maximale de la fre´quence critique.
Dans ce contexte, on conclut que ces deux lois de controˆles restent robustes par rapport
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aux variables ale´atoires.
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CONCLUSION
Cette the`se traite de la re´duction de vibrations de structure, comportant des liaisons
me´caniques de type assemblage boulonne´, par dispositif pie´zoe´lectrique. Elle est compose´e
de deux parties. La premie`re est une e´tude des me´canismes permettant une ame´lioration de
la re´duction de vibrations en utilisant l’effet direct et inverse des e´le´ments pie´zoe´lectriques.
La deuxie`me porte sur une e´tude probabiliste des diffe´rents mode`les propose´s afin de
qualifier leur robustesse.
Dans la premie`re partie de cette the`se, dans laquelle tous les parame`tres sont con-
side´re´s comme de´terministes, on a fait tout d’abord une e´tude de re´duction de vibra-
tions par amortissement e´lectrome´canique, dans laquelle, on a montre´ que pour favoriser
le couplage e´lectrome´canique (caracte´rise´ par un coefficient de couplage effectif impor-
tant), il fallait que la taille des e´le´ments pie´zoe´lectriques situe´s au niveau de l’assemblage
boulonne´ soit suffisamment importante. Dans ce cas, une optimisation des parame`tres du
circuit e´lectrique a permis de re´duire les vibrations sur une bande de fre´quence comportant
plusieurs fre´quences propres de la structure. En revanche, lorsque l’e´le´ment piezo a la taille
re´duite d’une rondelle, situe´e au niveau du joint boulonne´, le circuit e´lectrique n’apporte
que tre`s peu d’amortissement. Donc, on a conclu que la re´duction de vibration apporte´e
par un circuit e´lectrique connecte´ a` un e´le´ment pie´zoe´lectrique peut s’ave´rer inte´ressante
a` condition d’utiliser les bons parame`tres ge´ome´triques et e´lectriques.
Ensuite, on a propose´ une e´tude de la re´duction de vibrations par controˆle du serrage au
niveau des boulons. Dans un premier temps, on a e´tudie´ un mode`le simplifie´ de l’assemblage
boulonne´, constitue´ d’un syste`me masse ressort avec patin frottant a` deux degre´s de liberte´.
Une re´solution du proble`me dynamique non line´aire a e´te´ propose´e afin de pouvoir tester
plusieurs lois de controˆle du serrage du joint boulonne´. La re´solution analytique propose´e a
l’avantage de de´terminer le temps de de´but et de fin du glissement d’une fac¸on automatique
selon les algorithmes fournis. Une re´solution nume´rique a aussi e´te´ effectue´e pour valider
le mode`le analytique. Le controˆle du serrage permet de changer localement la rigidite´ de
la structure et donc de pouvoir e´viter de vibrer dans les plages de fre´quences critiques.
Dans ce contexte on a propose´ trois lois de controˆle, en fonction de la fre´quence ou du
temps. Les trois lois de controˆle propose´es ont permis de re´duire le niveau vibratoire au
voisinage des fre´quences critiques, sans cre´er de nouveaux pics parasites. En conclusion,
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avec ces me´thodes de controˆle de la force normale au niveau des joints boulonne´s, on est
capable de re´duire significativement les vibrations dans ce cas de mode`le simplifie´ a` 2 ddl.
Dans un deuxie`me temps, on a propose´ une e´tude nume´rique, avec une de´marche
adapte´e a` la re´solution des proble`mes de contact avec frottement d’un assemblage boulonne´
repre´sentatif.
Dans ce cadre, une structure munie d’un joint boulonne´ a e´te´ mode´lise´e en utilisant
la me´thode ”LATIN” et le logiciel COFAST pour de´terminer l’influence de la force de
frottement sur la re´ponse en de´placement de la structure. On a conclu qu’un changement
de serrage peut provoquer une chute de la rigidite´, ce qui peut provoquer des proble`mes de
stabilite´ de la structure. Pour contourner la difficulte´, on a propose´ un dimensionnement
de structure permettent une inte´gration du joint boulonne´ dans la structure principale afin
d’apporter une re´duction de vibrations, sans que le joint boulonne´ n’intervienne dans la
stabilite´ de la structure comple`te. Et pour argumenter le propos, un mode`le a` 2ddl a e´te´
propose´ pour une e´tude en dynamique, dans laquelle la force normale varie selon deux lois
de controˆle en fonction de la fre´quence ou en fonction du temps. Dans cette partie, on a
montre´ que les deux types de controˆle propose´s ont permis de re´duire le niveau vibratoire
au voisinage des fre´quences critiques, sous re´serve que les fre´quences propres avec et sans
action du dispositif soient assez e´loigne´es. Pour ce type de re´duction de vibration, un travail
de conception et de dimensionnement de structure est ne´cessaire afin que les fre´quences
critiques dans le cas avec et sans serrage soient suffisamment e´loigne´es, dans le but d’avoir
une re´duction significative du niveau vibratoire de la structure.
Les perspectives de cette e´tude de´terministe seront de tester d’autres lois de controˆle
de la force normale permettant une meilleure re´duction de vibrations, d’appliquer ces lois
de controˆle de l’effort normal a` des mode`les e´le´ments finis 3D et enfin de poursuivre les
essais, de´ja` initie´s, pour valider expe´rimentalement notre approche.
Dans la deuxie`me partie de cette the`se, certains parame`tres des mode`les de´crits ci-
dessus sont conside´re´s comme ale´atoires. Dans cette partie, on a choisi d’utiliser des
me´thodes non intrusives de re´solution de mode`les stochastiques. On a e´galement propose´
une me´thode de calcul, nomme´ ”me´thode de re´duction du mode`le stochastique” permet-
tant de de´terminer dans le cas d’un seul parame`tre ale´atoire, comme le module de Young,
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les vecteurs et les valeurs propres ale´atoires de fac¸on exacte en faisant un seul calcul
e´le´ments finis de´terministe. Dans le cas ou` plusieurs parame`tres ale´atoires interviennent
et sous re´serve d’hypothe`ses simplificatrices raisonnables, la me´thode propose´e donne des
re´sultats tre`s comparables a` ceux donne´s par la me´thode de Monte-Carlo tout en ne faisant
qu’un seul calcul e´le´ments finis de´terministe.
Dans la suite de la partie d’e´tude probabiliste, une e´tude de la robustesse du mode`le
e´lectrome´canique a e´te´ propose´e. Trois me´thodes ont e´te´ utilise´es pour ce calcul de ro-
bustesse : me´thode de re´gression, me´thode de Monte-Carlo, et me´thode de re´duction de
mode`le stochastique. Dans un premier temps, la robustesse du coefficient de couplage
e´lectrome´canique par rapport a` un module de Young ale´atoire a e´te´ e´tudie´e ; on a pu
montrer a` travers les trois me´thodes de calcul que ce coefficient reste tre`s robuste par
rapport a` une variation du module de Young, malgre´ un large intervalle de variation. Dans
un deuxie`me temps, on a e´tudie´ la robustesse de la re´ponse en fre´quence par rapport aux
parame`tres ale´atoires suivants : le module de Young, la re´sistance e´lectrique et l’inductance
e´lectrique. Dans cette partie on a montre´ que la re´ponse vibratoire est assez robuste sur
toute la bande de fre´quence sauf autour de la deuxie`me fre´quence critique. Cependant, on
a conside´re´ que cette diminution d’amortissement autour de cette fre´quence, par rapport
au mode`le de´terministe moyen, reste limite´e.
Enfin, une e´tude de la robustesse du mode`le a` 2 ddl avec controˆle de force normale
a e´te´ propose´e ; pour cela, on a utilise´ la me´thode de re´solution de Monte-Carlo pour
de´terminer la robustesse de nos mode`les par rapport a` une variation de parame`tres, choix
justifie´ par la faible taille du proble`me a` re´soudre a` chaque tirage. Dans un premier temps,
on a e´tudie´ la robustesse du mode`le a` 2 ddl avec force normale controˆle´e par rapport a` un
module de Young ale´atoire Y (θ). Dans cette e´tude, on a montre´ que la re´ponse vibratoire
est tre`s robuste par rapport au module de Young ale´atoire. Par la suite, on a propose´
deux e´tudes de robustesse du mode`le a` 2 ddl avec force normale controˆle´e par rapport
a` un module de Young ale´atoire Y (θ) et par rapport a` une force de frottement ale´atoire
ry(θ). Dans cette e´tude, on a montre´ que la re´ponse vibratoire est sensible aux parame`tres
ale´atoires sur toute la bande de fre´quences. Cependant, le niveau vibratoire maximal de
l’enveloppe des FRFs avec controˆle reste faible par rapport au pic de la fre´quence critique.
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Dans ce contexte, on a conclu que ces deux lois de controˆles restent robustes par rapport
aux variables ale´atoires.
Les perspectives de cette e´tude probabiliste seront de de´velopper la me´thode de re´duction
de mode`le stochastique pour prendre en compte davantage de parame`tres ale´atoires et
d’e´tudier la robustesse des mode`les e´le´ments finis (2D/3D) en pre´sence de non-line´arite´ de
contact.
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Annexe A
Se´ries de Fourier
– De´finition
La se´rie de Fourier associe´e a` une fonction f continue par morceaux et T pe´riodique
est :
∑
n=0
= an cos(2pi n
t
T
) + bn sin(2pi n
t
T
) (A.1)
ou` a0 =
1
T
∫ T
0 f(t dt
et pour n ∈ N on a an = 2T
∫ T
0 f(t) (2pi n
t
T ) dt et bn =
2
T
∫ T
0 f(t) sin(2pi n
t
T ) dt
– Convergence
Si f est continue et de´rivable sur [0 , T ] sauf en un nombre fini de points en lesquels
les limites a` droite et a` gauche ( si elles ont un sens ) de f et de sa de´rive´e f˙ sont des re´els
alors la se´rie de Fourier de f converge.
La somme S de la se´rie est de´finie par : S(t) = f(t) si f est continue en t et S(t) =
f(t−) + f(t+)
2 si f est discontinue en t.
– Proprie´te´s
1. les coefficients sont inde´pendants de l’intervalle d’amplitude T sur lequel on calcule
les inte´grales.
2. si f est paire alors touts les bn sont nuls, a0 =
2
T
∫ T
2
0 f(t dt et an =
4
T
∫ T
2
0 f(t) cos(2pi n
t
T ) dt
3. si f est impaire alors tous les an sont nuls et bn =
4
T
∫ T
2
0 f(t) sin(2pi n
t
T ) dt
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4. Parseval 1T
∫ T
0 f
2(t)dt = a20 +
1
2
∑+∞
n=1(a
2
n + b
2
n)
– Complexes
Les coefficients complexes de Fourier sont les cn =
1
T
∫ T
0 f(t) e
(−2i pi n t
T
) dt ou` n ∈ Z
Cn =
an + i bn
2
La se´rie de Fourier s’e´crit alors :
∑
n∈Z f(t) e
(−2i pi n t
T
)
– Illustration
A titre d’illustration, on prend la deuxie`me loi de controˆle 2.32 utilise´e dans le calcul
analytique d’une force normale pe´riodique.
On peut voir figure A.2 la comparaison entre une loi exacte 2.32 et son de´veloppement
en se´rie de Fourier (degre´ 10). On peut voir e´galement figure A.1 les valeurs des coefficients
de la se´rie de Fourier qui correspond a` ce de´veloppement.
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Figure A.1 – Coefficients de la se´rie de Fourier
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Figure A.2 – Comparaison entre une fonction et son approximation par une se´rie de
Fourier de degre´ 10.
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Annexe B
Loi de Probabilite´ Gamma
L’e´quation qui de´finit la fonction de densite´ de probabilite´ d’une variable ale´atoire ξ
de loi Gamma est :
fξ(x; k, θ) =
xk−1e−
x
θ
Γ(k)θk
(B.1)
Ou` Γ(k) =
∫∞
0 t
k−1e−tdt est la fonction gamma et k est un parame`tre de forme. Le
Tableau B.1 pre´sente les principales caracte´ristiques de la loi Gamma de parame`tre de
forme k et θ.
Parame`tre de forme k > 0 et θ > 0
Support x ∈ [0,+∞[
Espe´rance kθ
Variance kθ2
Table B.1 – Caracte´ristiques de loi Gamma α
Une variable ale´atoire S de support positif qui suit une loi Gamma peut s’e´crire comme :
S = E[S] ηS ξS (B.2)
ξS suit une loi gamma de parame`tres k, θ avec un support positif .
ηS : est une constante de normalisation ; on peut la de´terminer en prenant l’espe´rance
de l’e´quation B.2 :
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E[S] = E[S] ηS E[ξS ] (B.3)
donc
ηS =
1
E[ξS ]
=
1
kθ
(B.4)
La figure B.1 donne une repre´sentation de la fonction densite´ de probabilite´ d’une
distribution Gamma pour diffe´rents valeurs de parame`tres k et θ.
Figure B.1 – Fonction densite´ de probabilite´ (PDF)
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Annexe C
Polynoˆmes d’Hermite
La premie`re de´finition des polynoˆmes d’Hermite a e´te´ donne´e en 1864 comme une suite
fonctionnelle s’obtenant par de´rivations successives.
Il y a deux fac¸ons de normaliser les polynoˆmes d’Hermite :
Hn(x) = (−1)nex2/2 d
n
dxn
e−x
2/2 (C.1)
(Forme dite probabiliste)
Ĥn(x) = (−1)nex2 d
n
dxn
e−x
2
= ex
2/2
(
x− d
dx
)n
e−x
2/2 (C.2)
(Forme dite physique)
Les deux de´finitions sont lie´es par la proprie´te´ d’e´chelle suivante :
Ĥn(x) = 2
n/2Hn
(
x
√
2
)
(C.3)
Les six premiers polynoˆmes d’Hermite probabilistes sont :
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H0(x) = 1
H1(x) = x
H2(x) = x
2 − 1
H3(x) = x
3 − 3x
H4(x) = x
4 − 6x2 + 3
H5(x) = x
5 − 10x3 + 15x (C.4)
La Fig C.1 donne une illustration des six premiers polynoˆmes d’Hermite probabilistes.
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Figure C.1 – Les six premiers polynoˆmes d’Hermite probabilistes
Par ailleurs, les polynoˆmes d’Hermite posse`dent les proprie´te´s suivantes :
dHn(x)
dx
= n Hn−1(x) (C.5)
et :
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Hi(x) Hj(x) =
i+j∑
k=|i−j|
Cijk Hk(x) (C.6)
avec :

Cijk = 0 si
i+ j + k
2
/∈ N
Cijk =
i!j!
(
i+ j − k
2
)! (
i− j + k
2
)! (
−i+ j + k
2
)!
si
i+ j + k
2
∈ N
(C.7)
Ces polynoˆmes ve´rifient la relation d’orthogonalite´ pour toute v.a.g.c.r. ξ de densite´
de probabilite´ ϕ(Y (θ) :
< Hn(ξ) , Hm(ξ) >= δnmn! (C.8)
avec
∫ +∞
−∞
Hn(ξ) Hm(ξ) ϕ(ξ) dξ = δnmn! (C.9)
enfin d’apre`s C.6, l’espe´rance du produit de trois polynoˆmes de v.a.g.c.r est e´gale a` :
Dijk =

i!j!k!
(
i+ j − k
2
)! (
i− j + k
2
)! (
−i+ j + k
2
)!
si i+ j + k pair et k ∈ [|i− j| , i+ j]
0 sinon
(C.10)
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Annexe D
Chaos polynoˆmial
Le Tableau D.1 donne les formules permettant de de´terminer les fonctions de base
du chaos polynomial jusqu’a` l’ordre p = 3 lorsque N variables ale´atoires [ξ1, ..., ξN ] sont
utilise´es.
p Formules ∀
0 H0
1 H1(ξi) i=1,...,N
H2(ξi) i=1,...,N
2
H1(ξi) H1(ξj) i=1,...,N-1
j=i+1,...,N
H3(ξi) i=1,...,N
H1(ξi) H2(ξj) i=1,...,N-1
j=i+1,...,N
3 H2(ξi) H1(ξj) i=1,...,N-1
j=i+1,...,N
H1(ξi) H1(ξj) H1(ξk) i=1,...,N-2
j=i+1,...,N-1
k=j+1,...,N
Table D.1 – Formules pour de´terminer les polynoˆmes du chaos jusqu’a` l’ordre 3.
Les expressions des Hi sont de´crites dans l’annexe C
Le nombre P de polynoˆmes ge´ne´re´s pour M variables de degre´ infe´rieur ou e´gal a` p
est :
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P =
(M + p)!
M ! p!
(D.1)
Le tableau D.2 donne les expressions des fonctions de base du de´veloppement chaos
pour les ordres p = 0 a` p = 3 lorsque 2 variables ale´atoires ξ1 et ξ2 sont utilise´es.
p i Ψi E[Ψ
2
i ]
0 0 1 1
1 1 ξ1 1
2 ξ2 1
3 −1 + ξ21 2
2 4 ξ1 ξ2 1
5 −1 + ξ22 2
6 ξ1 (−3 + ξ21) 6
3 7 ξ2(−1 + ξ21) 2
8 ξ1(−1 + ξ22) 2
9 ξ2 (−3 + ξ22) 6
Table D.2 – Polynoˆmes jusqu’a` l’ordre 3.
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Yassine KARIM
Caracte´risation robuste de liaisons
amortissantes avec dispositifs
pie´zo-e´lectriques pour la re´duction de
vibrations de structures
Re´sume´ :
L’e´tude pre´sente´e dans ce document a pour objet l’e´tude de diffe´rents modes de re´duction de vibrations
dans les structures avec liaisons. Le premier mode e´tudie´ se base sur la dissipation d’e´nergie apporte´e
par la de´formation d’ e´le´ments pie´zoe´lectriques connecte´s a` un circuit e´lectrique adapte´. Le second mode
propose´ se base sur la proprie´te´ de la liaison boulonne´e a` changer les fre´quences propres d’une structure
en fonction du serrage applique´. Cette proprie´te´ est utilise´e avec plusieurs lois de controˆle du serrage afin
d’e´viter les plages de fre´quences critiques.
Ensuite une e´tude probabiliste est effectue´e pour de´terminer la robustesse de la re´duction de vibrations
par rapport a` la variation de certains parame`tres du mode`le. Cette e´tude de robustesse est effectue´e a`
travers des me´thodes stochastiques non-intrusives, parmi lesquelles une me´thode originale propose´e. Elle
permet une re´duction de la taille du mode`le stochastique a` re´soudre, ce qui re´duit tre`s conside´rablement
le temps de calcul sans perte de qualite´ significative.
Mots cle´s :
Re´duction de vibrations, pie´zoe´lectrite´, shunt, joint boulonne´, frottement sec, controˆle passif et actif,
robustesse, me´thode stochastique non intrusive.
Abstract :
The study presented in this thesis aims to explore other ways of vibration reduction in structures with
bolted connections. The first way studied is based on the energy dissipation provided by the deformation
of piezoelectric elements connected to an adapted electric circuit. The proposed second way is based
on the property of the bolted joint of changing the natural frequencies of a structure according to the
applied tightening force. This property is used via several control laws to avoid vibration on critical
frequency ranges. Thereafter a probabilistic study is made to determine the robustness of the vibration
reduction in relation to a variation of some model parameters. The robustness study is done through
non-intrusive stochastic methods, among them a dedicated method that we propose. A stochastic
model reduction is allowed which reduces dramatically the computation time without losing quality of
stochastic results.
Keywords :
Vibration reduction, piezoelectric, shunt, electromechanical coupling, bolted joint, dry friction, passive
and active control, robustness, stochastic non-intrusive method.
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