Abstract: ABC classification is widely used for efficient control of inventory. Traditionally, the classification has been solely based on single criterion i.e. annual dollar usage. Recently, multi-criteria methods are also used which consider more than one criterion while classifying inventory. Linear optimisation is one of the techniques that optimise an inventory score under multiple criteria. The criteria most commonly used are annual dollar usage, cost of the items, and lead-time. However, when demand changes, it may affect the classification status of the originally classified items. The paper studies the effect of a percentage change in a forecast on the classification of items. The paper suggests a method for determining the level of change in a forecast which can move an item from one class to another. This level is called the transition point which suggests to management when is the right time to revise the inventory classification of items. First, a modified linear optimisation model is presented to assist in inventory classification. Then a method is proposed to determine the transition points.
Introduction
The most common approach for classifying inventory is ABC analysis (Chen, 2011) . In traditional ABC classification, inventory items are ranked into A, B, or C items depending on their annual usage. A class items get more management attention than B items, and B items get more focus than C items (Beheshti et al., 2012) . The classification can also be used in forecasting to ensure A and B items are more accurately forecasted because the impact of stock outs of A and B items in the revenue is much greater than C items (Van Kampen et al., 2012) .
Since traditional ABC classification just uses one criterion to classify inventory, there may be a need to include other criteria as well to make inventory classification more effective (Torabi et al., 2012) . Other criteria that have been used in literature include lead time, obsolescence, cost, and criticality (Ramanathan, 2006; Ng, 2007; Hadi-Vencheh, 2010; Zhou and Fan, 2007; Chen, 2011) . Several methods have been proposed to solve this multi-criteria problem. They are discussed in literature review.
The change in demand can affect the ABC classification of the originally classified items. Capturing the effect of demand variation on inventory classification can be of great importance as it may move an item from one class to another. For example, an A class item can move to B or C class if demand drops below a certain level. This may lead to a situation where the allocation of resources to manage inventory is not aligned with the class of the items. In result, customers demand cannot be supported appropriately. For management, it is very important to know at what forecast inaccuracy level an item can alter its original classification of A, B, or C. Previous studies have not addressed this problem.
The contribution of this paper is twofold. First, propose a model that gives an aggregate score which is aligned with the importance level of the criteria. Second, propose a transition point technique to determine the change in classification of an item when its demand goes up or down.
Literature review
The ABC inventory classification can involve single criteria or multiple criteria. We review the relevant literature in the context of multi-criteria inventory classification (MCIC). There are different techniques used in the multi-criteria method. They are listed in Table 1 . This list is extracted from the literature review discussed in Van Kampen et al. (2012) , and further modified to include more recent studies as well. Table 1 Methods and techniques used in ABC classification
Method Techniques Research
Single criteria Traditional ABC Canen and Galvao (1980) ; Chrisman (1985) ; Gardner (1990) ; Portougal (2002) ; Onwubolu and Dube (2006) Multi-criteria Analytic hierarchy process (AHP) Gajpal et al. (1994) ; Nan-fang and Xue (2004); Molenaers et al. (2012) Cluster analysis Ernst and Cohen (1990) ; Canetta et al. (2005) Decision tree Huiskonen (2001) ; Boylan et al. (2008) Distance modelling Chen et al. (2008) Genetic algorithm Guvenir and Erel (1998) Graphical matrix D'Alessandro and Baveja (2000); Ghobbar and Friend (2002) ; Syntetos et al. (2005) Neural network Partovi and Anandarajan (2002) ; Yu (2011) ; Kabir and Akhtar Hasin (2013) Optimisation models Ramanathan (2006) ; Ng (2007) ; Zhou and Fan (2007) ; Hadi-Vencheh (2010); Hatefi and Torabi (2010) ; Torabi et al. (2012) , Park et al. (2014) Source: Van Kampen et al. (2012) 
Multi-criteria inventory classification
Multiple techniques are used in the studies. Historically, non-optimisation methods were used with regards to inventory classification. They include but not limited to AHP, cluster analysis, decision trees, graphical analysis and neural networks. These methods do not involve optimisation models, so their results are not optimal (Ramanathan, 2006) . Optimisation models which include linear and non-linear optimisation models are proposed in the literature in recent years. They are discussed in the section below.
Optimisation models
Ramanathan (2006) proposed a weighted linear optimisation model to solve the MCIC problem. A weighted additive function is used to aggregate the performance of each item under multiple criteria. The model uses a maximisation objective function. Weights are automatically assigned when the model is solved. The output also gives an aggregate inventory score. This is termed as the optimal inventory score. All criteria are assumed to be positively related to the importance of an item. The model is called R-model in the literature. Zhou and Fan (2007) claimed that in the R-model an item with a high score in less favourable criteria may get a higher aggregate score regardless of how poorly it scores under favourable criteria. To overcome this deficiency, they introduced two sets of weights for each item. They are called the most favourable and the least favourable weights. The model is called ZF-model in the literature. Chen (2011) extended the ZF-model. A peer-estimation approach was introduced. The method selected two common sets of criteria weights namely most favourable and least favourable weights. A comparison with the previous linear optimisation model was also presented. Ng (2007) further extended the R-model. He introduced normalisation constraints to normalise the weight of each criterion. He also ranked the criteria in descending order. The values of weights of each criterion for any item are automatically generated when the model is solved. The model maximises the aggregate score of each item. He presented a transformation technique to avoid the use of a linear optimiser.
Hadi-Vencheh (2010) determined that the Ng-model had an issue. He observed that final aggregate score received from the Ng-model was independent of the weights of each criterion. This classified items inappropriately into A, B, or C. He proposed non-linear optimisation model to correct this issue. He modified a constraint of Ng-model to use squared sum of weights of each criterion for an item. The objective function is as same as used in Ng-model which maximises the aggregate score of each item. Torabi et al. (2012) developed a model to incorporate both quantitative and qualitative criteria. The model is unique in that it can use both quantitative and qualitative criteria to classify inventory into A, B or C.
Recently, Park et al. (2014) proposed cross-evaluation-based weighted linear optimisation (CE-WLO). Inspired by Talluri (2000) , they used a pairwise efficiency game formulation to do a pairwise comparison between items. In the end, each inventory item gets optimal weights that maximises its inventory score as well as minimises the inventory score of other competitor items at the same time.
Ng-model (Ng, 2007) has introduced an optimisation model that allows the decision maker to rank the criteria in descending order. Owing to the simplicity of this model, the Ng-model has wider attention in the literature. However, literature following Ng-model identified some issues in this model (Hadi-Vencheh, 2010) . They tried to rectify the issues by either modifying the Ng-model or presenting new models. A summary is provided below. Hadi-Vencheh (2010) identified that Ng-model avoids subjectivity in determining weights. However, the resulting score of each item is independent of weights for each item. So an item will get higher inventory score even if it scores low in favourable criteria. This can inappropriately classify items into A or B which does not reflect the real position of the inventory. The scores for all items can be found in Ng (2007) . In Table 2 , we just showed those items where classification issues are observed. From Table 2 , it can be seen that items 28, 29, 31, 33, 34, 39, 40 , and 45 have scores very low (less than 0.06) under criterion 1, but aggregate scores of all of these items are high enough so the resultant classification is either class A or class B. Ng (2007) Hadi-Vencheh (2010) modified Ng-model to correct the issue. He modified the normalisation constraint which converts the model into non-linear optimisation model. He used the same three criteria as used in Ng-model (annual dollar usage, average unit cost, and lead time), but he used average unit cost as the first criterion. Although he addressed non-subjectivity of Ng-model, we still see issues when aggregate scores are obtained from this model. For example, item 34 has a very low score under criterion 1 (just 0.01), but it still gets a higher aggregate score that classifies it in class B as can be seen in Table 5 . Torabi et al. (2012) also proposed a linear optimisation model to incorporate both quantitative and qualitative criteria. They used average unit cost as the first criterion. The resulting scores for some items are still high even if they score very low under criterion 1. For example, item 11 has score 0 in criterion 1 (average unit cost), but the resulting classification it receives is class B as shown in Table 5 .
A recent approach is presented by Park et al. (2014) . They used a CE-WLO model. They used criteria of annual dollar usage, average unit cost, and lead time similar to Ng-model. However, some items scored low (less than 0.06) under criteria 1 (annual dollar usage) still received higher classification. Examples include items 28, 29, 31, 33, 34, 37, 39, 40, 43 , and 45 which receive either class A or class B. This is shown in Table 3 . Park et al. (2014) We noted that in above models, items can still get higher classification (class B or C) even though their scores under criterion 1 (the most important criterion) is very low. Therefore, items may receive classification which is not aligned with the importance level of the criteria used. Also, the effect of the change in demand on the classification of items is not addressed in previous studies. This paper fills this gap by proposing a model to address the misalignment of inventory classification with regards to the importance level of the criteria. Also, this paper introduced a transition point method to determine the level of demand change which can move an item from one class to another.
Proposed model
The model proposed in this study ranks criteria in descending order considering criterion 1 the most important. The model ensures subjectivity in determining weights, so the resulting scores are dependent on weights associated with each criterion. The model also ensures items having low scores on criterion 1 should not get classified in class A or B. This is controlled by a parameter 'α' in the model which gives the user a choice to select its value. Guidelines for selecting this parameter are provided in Section 4.2. Further, the results of the model are compared with other models discussed in Section 2.1.2. The model is modified and presented below.
Notation:
Assume i inventory items to be classified into A, B or C under J criteria.
W ij = weight associated to criteria j for an item i Y ij = measurement of ith item under jth criteria.
The model is an extended version of the Ng-model. The model maximises the aggregate score of each item which is called the optimal score of an item. Constraint (2) is a normalisation constraint that converts the weights into normalised weights. Constraint (3) is a non-negativity constraint. Constraint (4) is a new constraint that is introduced to modify the Ng-model. This constraint ensures that if the score of an item is less than or equal to a certain value (α) in criterion 1, the aggregate score of that item will be lower than certain value (β). These values are selected in such a way that the resulting classification of that item falls into class C. By selecting values of these parameters we can ensure that items will not be classified as A or B if their scores in criteria 1 are very low (below 'α'). An illustrative example in the next section further elaborates the model application.
Illustrative example
The model is applied to the same data (47 items) used in other multi-criteria inventory problems (Ng, 2007; Hadi-Vencheh, 2010; Torabi et al., 2012; Park et al., 2014) . LINDO is used to solve the model. The criteria used are annual dollar usage, average unit cost, and lead time of the items. The measurement is transformed to 0-1 scale for all 47 items using the formula mentioned in Ng (2007) to ensure all measures are in the comparable base.
The results are shown in Table 5 . Table 5 contains scores received for each criterion into 0-1 scale using formula (5). The table also shows the aggregate scores of each item. This is obtained by solving the model for each item. For comparison purposes, the same classification distribution, as used in previous studies, is used, i.e. 10 items class A, 14 class B, and 23 class C.
Selection of parameter α and β
The values of α and β play a very important role in controlling items movements from class A, B to class C and or class C to class A, B. In this case, we only need 23 items in class C, and also need to ensure items with low value in criterion 1 get classified as class C. By looking at the scores of the items in criterion 1, the score of 24th item under criterion 1 is 0.06. This can be considered as value for α. This will make 23 items to be classified in class C. Next, select the value for β. For a β value of less than 0.06, the model results in an infeasible solution. The model is now tested at higher values (β = 0.06, 0.07, 0.08, 0.09, and 0.10). Besides item 24, we selected item 28 and item 29 to test the model for which scores of criterion 1 are below than that of item 24, but their scores in criterion 2 and criterion 3 combined are higher than any other item between items 25 and items 47. This means that if the aggregate score of item 28 and item 29 is lower than item 24 than the aggregate score of any other item between item 25 and item 47 will be lower than item 24. This will classify all items between items 24 to item 47 as class C items. Table 4 shows that at β = 0.10 and β = 0.09, the aggregate scores of item 29 and item 28 are higher than that of item 24 respectively which will classify item 29 and item 28 as class B even if their values in criterion 1 are lower than that of item 24. The results are shown in Table 4 .
It is evident that usable values for β can be between 0.06 and 0.08 (0.06 ≤ β ≤ 0.08). For the sake of illustration, we used β = 0.08 and the model results are shown in Table 5 .
As noted in the previous section, the goal is to classify 10 items in class A, 14 in class B, and 23 in class C to follow the same classification distribution as used in previous studies. The score where an item moves from one class to another is named as the cut-off point in this study. From Table 5 , the cut-off point of AB turns out to be 0.413, and for BC 0.062. The model results show that below the value of α (i.e. the value of 0.06 in criterion 1), aggregate scores of all items are low enough to be classified as C items. In other words, values of α of 0.06 and β of 0.08 are producing the desired results. The model results also show that aggregate scores are dependent on the weights associated with each criterion. Criterion 1(i.e. annual dollar usage) is considered most important and criterion 3 (i.e., lead time) is considered least important. Table 5 shows that where the criterion 1 value is high, the aggregate scores of the respective items are also high. For two or more items, with equal scores under criterion 1, then the score of criterion 2 and then criterion 3 decide which item will get the higher aggregate score. Examples are item 21, 22 and 23. Each item has the same score under criterion 1 (i.e. 0.07), but item 23 has a higher score in criterion 2 and criterion 3, so it gets higher aggregate score than item 21 and item 22. This shows that the model results are aligned with the importance level of the criteria selected. Also, the aggregate scores are dependent on the weights associated with each criterion. 
Comparison with other models
As noted in section 2.1.2 that other models can classify items as A or B even if their scores in criterion 1 are very low (below 0.06). Examples can be seen for items 28, 29, 31, 33, 34, 37, 39, 40, 43, and item 28, 29, 31, 33, 34, 39, 40 , and 45 in Ng-model. All of these items score very low (below 0.06) in their respective model in criterion 1 but they still get either class A or class B. This issue has been corrected in the proposed model. When the model is solved, all of these items get low aggregate scores so that in the resulting classification they receive is C. The comparison is shown in table 6. Table 6 shows that items are classified as C items in the proposed model which were originally classified as A or B in the other four models except item 11. Item 11 is classified as B in proposed model as criterion 1 (annual dollar usage) value is higher than 0.06. The proposed model is appropriate in cases where a user does not want an item to get higher classification when it scores very low in criterion 1. This is controlled by parameters α and β in the model.
To demonstrate the effectiveness of the proposed model, it is applied in a case study of a high-tech business. Later, the same data will be used to discuss the impact of forecast changes on the inventory classification.
Case study
The methods discussed in Section 3 are applied to a case study from a manufacturing company. The company operates in a high-tech business. Suppliers and customers are spread over different parts of the world. The manufacturing environment is build-toforecast. This company makes products based on the forecast in advance of the customer orders. The forecast is generated by the sales and marketing team, reviewed monthly, and adjustments made if needed. All purchasing and manufacturing activities are derived from the forecast. The methods of ABC classification and determining transition points are applied to 100 of their active selling products.
Classifying inventory into A, B, and C
The proposed model is applied in this case study for inventory classification. The criteria used are annual requirement, average unit cost, and lead time. The most important criterion is annual requirement, and the least important is lead time. In this industry, the focus is more to fulfil customer demand than keeping the inventory low. This is the reason of selecting annual requirement or demand as they first criterion. Items having higher annual requirement or demand per year should get a higher classification.
Next, select the values for parameter α and β that ensure that items having very low scores under criterion 1 do not get classification A or B. We consider item scores under criterion 1 less than 0.05 has too low, so we need to ensure that any item that scores less than or equal to 0.05 under criterion 1 will be classed as C. We set α = 0.05. Now we need to select the value of β. The value of β ensures that items having an aggregate score below this value will get classification C. We make classification distribution in such a way that items that receives very low aggregate score (less than 0.1) should get classification C, because these are the items that contribute least to the total demand of all items combined. Similarly, items that contribute more should get higher classification. In our case, we set 0.40 as cut off point for class A. Items receive aggregate score 0.40 or higher, will get class A. The left over items that do not fall into A or C class, will be classified as B items. The results are summarised in Table 7 , which is shown in the Appendix.
Based on the cut off points, we classify 10 items in class A, 37 in class B, and 53 items in class C. Items C share very small portion of the total demand of all 100 items but contains a majority of the items. On the other hand, items A share the largest portion of the total demand but contains very few items. More focus should be given to A and B items because they contribute more to the total demand. We desire no or fewer stock outs to happen on these high demand items.
The model results show that constraints added to the model are working properly and have corrected the issues that we experienced in Ng-model. Model results are aligned with the importance level of the criteria selected.
General guidelines to select the value of α and β
The aim of parameters α and β is to ensure that items having a very low score under criterion 1 will not be classified as A or B. The choice of value selection depends on what score of criterion 1 is considered low. As a general rule, the company does not want to focus or spend time on C items. However, a major portion of the items population falls into C category regardless of what criteria is selected. So when values of α and β are selected, the aim is to ensure that at least 70-80% should fall into class C following the Pareto's 80-20 rule. This distribution allows the focus more on A and B items. The next section elaborates how forecast changes can impact inventory classification.
Impact of forecast changes on inventory classification
The second part of this study is to determine the effect of demand changes on the classification of items. The data and results achieved from the previous section are used to develop transition points. The transition point is defined as a level of a forecast drop or increase that can move an item from one class to another. For the sake of simplicity, we first determine the transition point of class A items that can make them class B.
The formula to calculate the transition point ( ) In mathematical form, this can be written as:
The following notation is used in the formula. The formula calculates the change in score of an i th item under criterion 1 from its original score in criterion 1 to the score it can receive at transition point. For example, the transition point of item 25 (which is a class A item) can be given as: 
This is interpreted as follows:
A minimum of 22.8% demand or forecast drop is needed to convert item 25 from class A to class B. This is termed as a transition point (A→B) of item 25. The transition point will automatically suggest the need to revise the classification of an item. This reduces the time and effort to run the optimisation model each time for each item.
The transition point for each item can be calculated using the formula shown in equation (6). In Table 8 , shows the transition point for each A class item when it moves to B class. Also, it shows the transition point of B class items that will move them to C class. Similarly, a transition point can also be calculated for upward movement, meaning class B to class A, and class C to class B, using formula (1). The transition points of A items (T AB ) are depicted in figure 1. The figure shows the highest forecast change is 60% and the lowest is 12.7%. This means as high as a 60% forecast drop will convert all A items to B items. Also, any forecast drop less than 13% will not change the status of any A item. The items will hold their original classification. The 25th, 50th, and 75th percentiles of the observations were also calculated. The numbers are shown in table 9. The table shows that a forecast drop of 16% in all A items will move 25% of the A items to B. 37% drop in the forecast will move half of the A items to B items. And 50% of forecast drop will convert 75% of the A items to B class. Similar analysis can be shown for the forecast drop in B class items and a forecast increase in B and C items. The results are very important for management decisions. Managers can determine how much forecast accuracy they should maintain for each item to minimise the impact of forecast change on the classification of items. The next section discusses and summarises the findings of this paper.
Discussion of results
The goal of this paper is to provide the impact analysis of forecast or demand change on the original classification of items. In order to present the analysis, a classification scheme of inventory items was needed. So the analysis was divided into two parts. First, the classification scheme of items was developed, and second, the impact analysis of forecast change was analysed. The first part is accomplished by proposing an improved multi-criteria linear optimisation model to classify items. The proposed model rectifies the issue observed in the Ng-model and other recent optimisation models. The model is applied to 47 items used in previous literature (Ramanathan, 2006; Ng, 2007) . The results are compared with other models to show that the proposed model has addressed the issues successfully. To further explain the usefulness of the model, the model is applied to the data received from a high tech company. The criteria used in the model are selected according to the ultimate objective of the ABC classification. When inventory dollar reduction is the foremost priority, annual dollar usage is selected the first criterion. When filling customer orders on time is the topmost priority, annual demand or requirement is a better candidate for criterion 1. The parameters α and β are introduced in the model to control the movement of items from class A, B items to C items.
The second part of this paper dealt with the impact analysis of forecast changes on the classification of different items. Transition point method is introduced which determines the level of forecast change that can move an item from class A to class B. When the forecast change of an item is much higher than transition point level of A→B, the item may move directly from class A to C bypassing class B. Therefore, it is also necessary to know the transition point level of A→C. This will show at what forecast change level an item will move from class A to class C. The formula 6 can be modified as below:
The transition points A→B and A→C are depicted in figure 2. From Figure 2 , we can see that as much as 90% forecast drop is required to move all class A items to class C items. Also, as low as 78.32% forecast drop is required to move at least one item from class A to class C. In other words, a minimum threshold for class A→C items is 78.32% forecast change and for class A→B items is 12.70% forecast change.
The approach is the first of its kind that analyses the impact of demand change on the classification of the items and proposes a method to quantify it. The method determines the forecast change or transition point of each item this informs management at a glance which items have been impacted when there is a forecast change. This minimises the effort and massive calculation needed to classify the items each time when there is a change in demand.
Conclusions
In the real world, an average size manufacturing company deals in thousands of items, and experience changes in demand of their items when the market condition changes. The inventory classification method should be responsive to the change in demand of these items. Besides presenting a modified MCIC model, the paper also provides a technique of impact analysis of forecast changes on the classification of the items. When there is a change in the forecast for an item, the analysis will show which items have lost their original classification. This will allow revising the inventory classification for those items only instead of revisiting the classification of all items. This saves time, and makes inventory classification more efficient. While making inventory control policies, management can use this impact analysis to set appropriate inventory settings and levels for each item.
For future research, the method can be modified to factor in the changes in other criteria as well. Also, when there is a change in more than one criterion values at the same time, the formula proposed in this approach must be modified. 
