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Adipose tissue transcriptome
In the beginning of the study, after indirect calorimetry, a needle aspiration biopsy from abdominal subcutaneous adipose tissue was obtained under 1% lidocaine anesthesia and immediately frozen in liquid nitrogen and stored at −80°C until analysis. Total RNA was isolated using the RNeasy Lipid Tissue Mini Kit (Qiagen, Valencia, CA).
Bioinformatics. The Illumina HumanHT12v4 microarray chips (Illumina, San Diego, CA) were annotated using the IlluminaHumanv4.db from Bioconductor. A standard non-specific filtering approach was used to extract genes most likely to be expressed in the tissue and to ultimately limit the number of tests to genes of interest. Specifically, probes without annotation to a gene were removed, and if multiple probes matched to a gene, only the probe with the highest interquartile range across samples was included. Finally, only genes with inter-quartile range greater than the median of all genes were included. KEGG pathways were downloaded from the Molecular Signatures Database (http://software.broadinstitute.org/gsea/msigdb/collections.jsp#C2). To limit the number of tests to pathways of interest, unrelated pathways were removed e.g. Huntington's disease.
Statistical analysis. The pre/post comparisons within each diet were computated using LIMMA (1) . Specifically, the two factors (time and diet) were converted into a single factor with 6 levels, and after running the full model, contrast tests between levels of interest were performed (e.g. Diet 1-Pre vs Diet 1-Post). The model was analyzed as a multi-level model to account for repeated measures. Array-quality weights were estimated and included in the model. Details of the LIMMA procedure can be found in the comprehensive manual (2) .
For the reporter features analysis (3), log2 fold-change and unadjusted p-values from the LIMMA analysis were used as input. Statistical significance was determined from the null distribution and gene sets were limited to those with more than 3 genes and no more than 200. Otherwise, default parameters were used. Distinctly up-and down-regulated pathways were used to determine pathway enrichment in the specific direction. P-values were adjusted to the Benjamini-Hochberg false discovery rate.
Gut microbiota
Bacterial DNA was extracted from fecal samples using mechanical cell lysis that efficiently extracts bacterial community DNA as previously described (4 
Sequencing data preprocessing, analysis and statistics
The forward reads were truncated to length of 150 bases with mare's "ProcessReads" command. We used default settings for minimum quality score and maximum expected errors. Reads with prevalence below 0.01% were removed. Chimera removal and dereplication of the reads was done using USEARCH8 (6) . Truncated, filtered and dereplicated reads were annotated using the Silva database (7) . The median read count per sample after preprocessing was 68797 (range 296 -148 604). The data analysis was done without rarefaction or transformations utilizing statistical and visualization tools included in the mare-package (8) . The number of reads was used as an offset in all statistical models. Community dissimilarity was estimated with principal coordinates analysis (PCoA) using Bray-Curtis dissimilarity as the distance measure. PCoA was calculated with capscale function of R package vegan and Bray-Curtis dissimilarities with function vegdist of the same package (9) .
Permutational multivariate analysis of variance using distance matrices was performed with adonis function in package vegan to calculate the relative contribution of different factors in the microbiota variation. Taxonomic richness was estimated as the number of observed OTUs after clustering the reads to operational taxonomic units (OTUs) using USEARCH8. Comparison of the abundance of bacterial genera between two time points in each intervention group was performed using generalized linear mixed models within "GroupTest" function of the mare package using subject as the random factor. This function uses the glmmADMB package (generalized linear mixed models built on AD Model Builder) of R software on background and assumes negative binomial distribution of abundance.
DNL methodology
Fasting DNL was assessed based on the incorporation of deuterium from 2 H 2 O in plasma water (Finnigan GasBench-II, ThermoFisher Scientific, UK) into VLDL-TG palmitate using gas chromatography/mass spectrometry (GC/MS) with monitoring ions with mass-to-charge ratios (m/z) of 270 (M+0) and 271 (M+1) (10) .
For the calculation of DNL in VLDL-TG using the mass isotopomer distributions, the maximum number of deuterium molecules synthesized from plasma palmitate was assumed to be 22 (11) . When constant enrichment in the precursor pool (plasma water) was obtained, F was the enrichment of palmitate synthesized during the time between the loading dose of 2 H 2 O and the collection time. When isotopic equilibrium in the product pool (palmitate) was obtained, F was constant. F = plasma palmitate enrichment/(22 × plasma deuterium enrichment). The percentage of de novo lipogenesis (%DNL) was calculated by multiplying F by 100%. Absolute DNL was calculated by multiplying %DNL and the concentration of TG in VLDL (12) .
Consistently with a number of previous studies (10, (12) (13) (14) (15) (16) (17) (18) , we used deuterated water with less than 24 hour loading for measurements of DNL. If the labelling period was longer, it is likely that we would have found higher rates of DNL. However, then it would have been also more challenging to account for differences in the recirculation of labeled fatty acids. A limitation of measuring DNL after an overnight fast only, is that we were unable to assess the synthesis of other fatty acids from DNL such as C16:1n-7 and C18:0 as done by Wilke et al. (Diabetologia 2009) as the labeling period (~12 h) was not long enough.
Although we have anecdotal evidence that 3 weeks is long enough to clear the majority of labeled lipid products from the first study on the day before each of the metabolic study days, a blood sample was taken for measurement of background enrichment of 2 H in plasma water and VLDL-TG palmitate for measurement of DNL. Therefore we were able to account for any differences in plasma water and VLDL-TG for the second visit. Regarding other labeled precursors that may have been generated from the 2 H 2 O administered at baseline, we did not measure labeling of 2 H-FFA palmitate in this study, as we have in previous studies found it to be minimal.
FA composition of VLDL-TG
VLDL was isolated by ultracentrifugation as described (19) . Total lipids were extracted (20) and FA methyl esters (FAMEs) prepared from TG as described (21). Separation and quantification (expressed as mol%) of FAMEs was achieved on a HP6890 GC (Agilent Technologies, Stockport, UK) with flame ionisation detection. Supplementary Figure S1 . Study flow chart. A total of 54 subjects were assessed for eligibility, 39 of whom were considered eligible. One subject withdrew from the study. Data were collected and analyzed on 14 subjects enrolled to the SAT diet, 12 subjects enrolled to the UNSAT diet, and 12 subjects enrolled to the CARB diet. 
Supplementary Figure S2. Linear regression between change in intrahepatic triglycerides (IHTG) and change in weight in
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