This paper extends the well-known technique of slicing to synchronous reactive programs. Synchronous languages exemplified by Esterel, Lustre, Signal and Argos, employ a novel model of execution that is found useful for abstract and high level description of complex controllers.
Introduction
Synchronous languages exemplified by Esterel, Lustre, Signal, Argos and to some extent Statecharts [1, 5, 11, 6] , have been proposed for programming complex control programs found in many embedded applications. These languages employ a novel model of concurrency that enables simple and abstract high level specification of reactive systems. This model has a number of useful properties: the notion of concurrency is logical with no run-time threads and consequent overheads and uncertainty in timing computation; interaction among concurrent components and environment are through instantaneous broadcast signals which provides a very convenient abstraction; unlike other models concurrency does not give rise to nondeterminism.
An important phase in the design of reactive systems is their verification and analysis as the application domain requires very high quality systems. Thorough analysis, in general, is a very costly procedure, because of the state explosion problem. One very common technique used to overcome this problem is compositional verification [10, 14, 4] : decompose the given large system into manageable smaller subsystems that can be verified independently. Decomposition can be achieved either by means of their structure or functionality. Slicing [19, 17] is a functional decomposition technique that has been successfully used in verification and analysis of sequential software: to analyse a large program, slice the program into functionally independent units that can be analysed with relative ease.
This paper describes an attempt to extend the technique of slicing to reactive languages. Standard notion of slicing is defined for transformational sequential programs which is aimed to preserve the value of a chosen set of variables at a specific control point (called the slicing criterion). This is not very suitable for reactive programs as these are supposed to exhibit an infinite ongoing behavior with its environment rather than terminate producing a particular value. We have defined a new notion of slicing that is more natural for reactive programs. Based upon this notion, we have developed an algorithm for slicing.
For concreteness, our ideas have been illustrated using Argos programs, though it is of general applicability to other reactive languages. Argos [11] is based upon Finite State Machines, a well known formalism for describing the behaviour of controllers for many embedded applications. Current day embedded systems are so complex that flat and unstructured state machine descriptions of them will be very huge and difficult to debug and analyze. Argos, inspired by Statecharts [6, 7] , uses two main features, hierarchical states and concurrent state machines for structuring large descriptions.
There are a few attempts to extend slicing techniques to concurrent programs [9, 13, 2, 12] . But all these approaches, like those for sequential programs, are not appropriate for reactive programs.
The organization of this paper is as follows: In Section 2 we briefly describe Argos constructs. In Section 3, we extend the notion of a slice to Argos, and give a slicing algorithm. The correctness and preciseness of the slice computed by our algorithm are also discussed. The paper concludes with Section 4.
Argos
Argos is a graphical language, based on statecharts [11] with a simpler syntax, fewer features and cleaner synchronous semantics. The basic components of Argos are automata. Automata are Mealy machines having transitions labelled with input and output signals. Three operators are used for enriching Mealy machines with parallel and hierarchic structures: refinement, parallel composition and encapsulation. Using refinement, a state in an automaton can be refined to contain another automaton, or in general, an arbitrary machine; two machines can be run concurrently using parallel composition; encapsu-lation of a machine with respect to a signal makes the signal local to the machine. Figure 1 shows an Argos program that models a 3-bit counter [11] . The counter counts from 0 up to 7. It can be initialised to 0 and can be reset during counting.
The Argos description is, at the top level, a two state machine (counting and not counting) in which the signal end is made local. not counting is the initial state, denoted by the 'half-arrow'. The transition to counting takes place when the signal init is given.
The state counting is refined to contain concurrent composition of three machines, each representing one of the three bits. Each of these machines has two states corresponding to the two values that a bit can take. Initially all the three bit values are zero indicated by the initial states A0, B0, C0. External signal tick changes the state of the right most machine (representing the least significant bit). When this machine is in state A1, the external signal tick results in the generation of the local signal lt1 which simultaneously triggers the state transition of the next machine from B0 to B1; the first machine changes its state to A0. The next tick signal results in the transition to A1 of the first machine. In this state, the next tick will generate lt1, triggering the transition from B1 to B0. This will generate another local signal lt2 which will trigger the transition from C0 to C1 on the left most machine.
When all the 'bits are set to 1', the end signal is generated which triggers the transition from counting to not counting. At any stage of counting, the stop signal can effect the transition to not counting state. The signals lt1,lt2,end are local as indicated by the decoration of states in the diagram. As this example illustrates, the operators of Argos allow hierarchical and concurrent description of complex state machines. It has been shown in [3, 15] that Statecharts can be translated to efficient synchronous hardware circuits.
Program slicing, in the context of sequential programs, is defined with respect to a pair: a control point and a variable in the program; this pair is called the slicing criterion [19] . The slice with respect to a criterion is defined to be a program obtained from the original program by removing certain statements such that if the original program during its execution, reaches the criterion control point with a particular value of the criterion variable then the slice also reaches the same control point with the same value for the criterion variable.
This notion is not a very suitable notion for reactive programs: the behaviour of a reactive program is not to produce desired result at the end of execution but to maintain certain ongoing relationship with its environment. More precisely, the behavior of a reactive program is a set of I/O sequences. Also, signals and events are more predominant than variables.
We now define a new notion of slicing that, in our opinion, is more natural for reactive programs. As mentioned in the introduction, for concreteness sake, we define slice with respect to Argos programs, though it is of general applicability to any reactive programming languages. The choice of the slicing criterion was motivated by considering situations where taking a program slice would be useful. Program slicing is typically used for program understanding and debugging. In the case of reactive programs, the signals are the variables of interested to the end-user; this justifies the choice of an output signal in the slicing criterion. State information can be used to furthur prune out unwanted information from a slice; where the state can be any state in the Argos program. This is typically useful in situations where the end-user knows that the machine resides in a particular state, and is interested in studying the properties of the program in that state. In such a case, the information returned in the slice will include all, and only that information, that is required to study the behaviour of the program in that state. (ii) The behaviour of M s up to state S is the same as the behaviour of M up to state S as far as the signal b is concerned.
Definition of a Slice
To define a slice more formally, let I be the set of signals that can be given as inputs to the machine M, and P(I), P(I) * denote the power set of I, and the set of all finite sequences of subsets of I. Let σ ∈ P(I) * be an arbitrary sequence. Given a machine M, we can view it as a function that takes σ and produces a sequence of output signals. Let us denote the output sequence produced by a machine M on input σ to be M[σ]. Now we can formally define a slice: M s is slice of M w.r.t < S, b > iff it is obtained by removing zero or more states from M and
where Reside(M, σ, S) is a predicate that is true whenever M resides in S after the input sequence σ is fed to it, and M[σ]/b means that the output sequence is restricted to only the signal b. Note that the definition does not say anything about the slice if M does not reside in S after accepting σ.
As an example, consider the program shown in figure 2 . The second program, in the figure, is the slice of the first program with respect to < S, b >: Clearly, the second program has the same behaviour as the first one as far signal b is concerned. In the rest of this paper, we will give an algorithm for computing slices.
Some Definitions
The slicing algorithm is essentially a traversal algorithm that works on a graph corresponding to the machine being sliced. Given a machine M, the graph corresponding to M consists of nodes corresponding to each state of the machine. It has three kinds of edges:
• For every transition in M, there is a transition edge from the node corresponding to the source state of the transition to the node corresponding to the target state of the transition.
• There is a hierarchy edge from a node A to a node B, if the state corresponding to A contains at its next level, the state corresponding to B. In this case, A is called the parent of B and B, the child of A.
• A Trigger Edge from every transition to another transition that is triggered by the former. Consider the program given below. During execution, the transition from A1 to A2, when taken would trigger the transition from B1 to B2 to be taken. This fact is represented by a trigger edge from the triggering transition to the triggered transition, as shown by the dotted arrow in Figure 3 . In the example the transition from B1 to B2 is triggered because of the local signal b generated while the other transition is taken. In general, a transition may be triggered by more than one local signal. This happens when there is a conjunction or disjunction of local signals on the input side of the triggered transition. In such cases, a separate trigger edge is drawn from each transition that generates any of the signals. Related to trigger edges are a few more definitions :
• source, target of a trigger edge : The source and target of a trigger edge are respectively the source and target transitions of the edge.
• source, target state of a trigger edge : The parent state of the two states connected by the source transition of a trigger edge is called the source state of the trigger edge. Similarly, the target state of a trigger edge is the parent state of the two states connected by the target transition of the trigger edge.
In the example of figure 3, state A is the source state, and B is the target state of the trigger edge.
• highest-possible-source-state of a trigger edge is the earliest ancestor, in the hierarchy defined by the program, of the source state of the trigger edge such that it is not the ancestor of the target state of the trigger edge; ancestor of a state is either itself or an ancestor of its parent. For example, in Figure 3 , the highest-possible-source state of the trigger edge is A, since A is the earliest ancestor of A which is not an ancestor of B.
• local-signal of a trigger edge is the local signal that triggered the target transition, e.g.. in figure 3 , the local signal of the trigger edge is the signal b.
We will use the following notations in the algorithm:
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• For a transition T, tr-parent(T) denotes the parent state of the two states connected by T, output(T) denotes the set of local signals emitted when T is taken, input(T) denotes the set of local signals needed to trigger T, and states(T) returns the set of two states connected by T.
• For machine M, root(M) denotes its root or the topmost state.
• Given a state S in the machine, S.childlist is the set of all its children, S.parent is the parent state of S, and S.sibling is a set of states sharing the same parent as S.
Drawing Trigger Edges
In Algorithm 1, we describe our method of drawing trigger edges. Before we run the algorithm, we must ensure that all local signals have a unique name. This could easily be done by renaming the local signals.
Algorithm 1 Algorithm to draw Trigger Edges
for all (transitions M, N | (tr-parent(M) = tr-parent(N)) ∧ (∃b | b∈output(M) ∧ b∈input(N)) do
Draw a Trigger Edge from M to N end for
This algorithm draws a number of redundant edges. It can be improved by constructing a global state machine to prune out unreachable states. But this would, in general involve an exponential blow-up in the number of states.
The Slicing Algorithm for Argos
We now present the proposed algorithm that takes a machine M and a criterion < S, b > and produces the slice w.r.t. < S, b >. M is given as a graph with all three types of edges being drawn.
The algorithm is essentially a traversal algorithm that traverses along various edges in M, including into the slice all the states and transitions encountered during the traversal. The algorithm starts from the state S, traverses down the hierarchy edges to include all and only those states inside S that might preserve the behaviour of M w.r.t. the signal b. Then it traverses up the transitions edges, in the reverse direction, including all the states encountered. When all the required states at a level are traversed, the traversal proceeds along the hierarchy edges in the reverse direction to include states at higher and higher hierarchy levels. For every state reached, traversal down the hierarchy edges are also carried out to include all the required states inside the state. The traversal eventually reaches the topmost level, when the algorithm proceeds traversing along the trigger edges in the reverse direction to include all states that are concurrent to the states already in the slice.
The main algorithm computing the slice is Algorithm 2. Traversal down the hierarchy edges inside a state is performed by the routine Top-to-Bottom slice, while traversal up the transition edges is implemented by the routine Slice-this-Level; Trigger-Edge-Slice traverses up the trigger edges.
For the sake of simplicity, the algorithm computes the slice as a set of states. The machine corresponding to this set can be constructed easily using the transition and hierarchy edges and the details of hidden signals given in M. 
Auxiliary Procedure Slice-This-Level
In this procedure, a reachability analysis is performed to include all those states from which the state in the criterion is reachable. Since the machine may enter these states before it enters the state mentioned in the slicing criterion, Top-To-Bottom slicing is done on all the states included in all these states. Figure 4 shows an example of an Argos program and its slice as produced by our algorithm. The slicing criterion is < D, b >. The algorithm would first include all the children of D in the slice since b occurs in D. It then includes S since D is reachable from S. The transition from S to D is also included in the slice. But this transition is triggered by m that is generated when the transition from B1 to B2 is taken. There is a trigger edge from this to the other transition and hence the Trigger-Edge-Slice procedure would include both B1 to B2 and the transition between them. The state C is not included in the slice because the D is not reachable from the C.
An Example

Correctness and Precision
Suppose M s is the output produced by the algorithm, given M and < S, b >. Then the following theorem states the correctness of the algorithm: For want of space, we give the proof of this theorem for the case that S is the root state; the proof is in Appendix. The above theorem states that the algorithm produces correct slices. But it does not produce precise slices. Consider the example shown in Figure 2 . Our algorithm produces as slice not the machine given in the bottom of the figure but the one that has both the state A and B (the inner states of A, B are, of course, not included). However, using some simple post-processing these extra states can be gotten rid of.
More complex post-processing may have to be done to eliminate more redundant states. For example, in figure 5 , in the slice of X with respect to < X, b > it would suffice if we just included the states X, A and B in the slice, whereas our algorithm includes all the states. However if X were part of a bigger machine where it was possible to visit X more than once, then it becomes necessary for us to include in the slice all the children of X. 
Complexity
The complexity is expressed in terms of the parameters of the graph G corresponding to the machine M. Let G have n nodes, and t trigger edges. The recursive procedure Top-to-Bottom takes O(n) time. Trigger-EdgeSlice in the worst case could call Top-to-Bottom for every trigger edge in G. Thus the complexity of the algorithm is O(tn). This however, is the worst case running time, and running times are much lower in practice.
Experimental Results
The slicing algorithm has been implemented, and has been run on a number of examples, including the ones given in the paper, as well as the digital watch example given in [5] . The algorithm was also run on a number of randomly generated Argos programs with large number of states and trigger edges so as to study the time complexity. In each case the slicing criterion was chosen randomly. The running times are shown in the The average system time was computed by running the algorithm on each input for several times and taking the average. It can be seen from the table that the system time is negligible for examples of reasonable size.
Conclusions
In this paper, we have introduced a new definition of slicing that is more natural for reactive programs. Based upon the definition, an algorithm for computing slices are given. The correctness of the algorithm has also been proved. The proposed algorithm is shown to be efficient in practice. The proposed idea is illustrated here on Argos programs though it is of general applicability. This has been demonstrated in [18] , where slicing algorithms for Esterel and Communicating Reactive State Machines (CRSMs) [16] have been developed; CRSMs extend Argos by allowing asynchronous CSP-like communication between machines.
The proposed approach can also be used for slicing VHDL and Verilog programs by extracting state machine descriptions from these programs.
respectively after consuming the input sequence σ. First we prove the following lemma :
