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Abstract: Microseismic sensing taking advantage of sensors can remotely monitor seismic activities
and evaluate seismic hazard. Compared with experts’ seismic event clusters, clustering algorithms
are more objective, and they can handle many seismic events. Many methods have been proposed
for seismic event clustering and the K-means clustering technique has become the most famous one.
However, K-means can be affected by noise events (large location error events) and initial cluster
centers. In this paper, a data field-based K-means clustering methodology is proposed for seismicity
analysis. The application of synthetic data and real seismic data have shown its effectiveness in
removing noise events as well as finding good initial cluster centers. Furthermore, we introduced
the time parameter into the K-means clustering process and applied it to seismic events obtained
from the Chinese Yongshaba mine. The results show that the time-event location distance and data
field-based K-means clustering can divide seismic events by both space and time, which provides
a new insight for seismicity analysis compared with event location distance and data field-based
K-means clustering. The Krzanowski-Lai (KL) index obtains a maximum value when the number of
clusters is five: the energy index (EI) shows that clusters C1, C3 and C5 have very critical periods.
In conclusion, the time-event location distance, and the data field-based K-means clustering can
provide an effective methodology for seismicity analysis and hazard assessment. In addition, further
study can be done by considering time-event location-magnitude distances.
Keywords: seismicity analysis; hazard assessment; spatio-temporal analysis; data field; K-means
cluster; time-event location distance
1. Introduction
Seismic event clustering provides an effective way to understand the underlying information
(such as geological structure interpretation and seismic hazard assessment; a detailed use of seismic
event clusters is shown in Section 2) of microseismic events [1,2]. This task can be conducted by
experts, following a two-step clustering process: selecting the time period concerned and dividing
seismic events into clusters visually by event locations. However, experts’ clusters are subjective,
non-quantitative and have trouble handling a large number of seismic events [3]. Motivated by
this, various clustering algorithms have been proposed for seismicity analysis (e.g., K-means cluster,
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hierarchical clustering, and self-organizing map (SOM)), among which K-means clustering technique
is the most well-known one. Yet, K-means cannot remove noise events (which have relatively large
event location errors) and it uses random initial cluster centers (which have a large influence on cluster
results). In addition, no K-means clustering-based methodologies previously applied to this problem
have considered time parameters. In fact, seismic events are not only related to the event location but
also to the event time [1].
In this work, a data field-based K-means clustering methodology has been proposed for spatio-temporal
seismicity analysis. This method uses a data field-based threshold value to remove noises and a new
distance-based method to select good initial cluster centers for K-means. Furthermore, we introduced
the time-event location distance into the K-means clustering process, which provides a spatio-temporal
insight into the seismicity analysis. The real seismic data application shows its effectiveness in
seismic hazard assessment. In addition, we compared its performance with classical K-means cluster,
hierarchical clustering and SOM clustering. The rest of this paper is organized as follows. In Section 2,
related works about seismic event clustering are introduced. Then, in Section 3, the data field theory
is briefly illustrated, and the data field-based algorithm is proposed to better select K-means initial
cluster centers. In Section 4, the proposed data field-based K-means clustering was applied to 1210
microseismic events obtained from the Chinese Yongshaba mine and the energy index (EI) is selected
to assess seismic hazard for the clustering zones. The application detail effect and comparisons with
classical K-means cluster, hierarchical clustering and SOM clustering are discussed in Section 5. Finally,
brief conclusions of the work and future work are shown in Section 6.
2. Related Works
Seismic event clustering using clustering algorithms has been studied since the 1990s, and the
K-means clustering algorithm has become the most famous one. K-means is a hard-partitioning
algorithm proposed by Hartigan and Wong [4]. It starts with K randomly selected initial cluster centers
and uses an iterative process until no data point changes the cluster assignations. Burton et al. [5] and
Weatherill and Burton [6,7] proposed a line-source K-means clustering technique to better identify
initial cluster centers and they applied it to capture the seismic spatial variation, interpret the fault type
and analyze the probabilistic seismic hazard in the Java island and the Aegean region. Ramdani et al. [8]
took advantage of the final K-Means cluster centers to find subduction evidence beneath the Gibraltar
Arc and the Andean regions. Rehman et al. [9] utilizes the K-means algorithm to identify the earthquake
spatial differences and estimate seismic hazard and risk in Pakistan. Morales-Esteban et al. [10]
proposed an efficient adaptive Mahalanobis-based K-means algorithm and this has been applied
to study the seismic catalogues of Croatia and the Iberian Peninsula. Shang et al. [11] proposed a
Krzanowski–Lai and Silhouette combined index to select the optimum number of clusters for K-means
and they interpreted the geological structure in the Chinese Yongshaba mine. The K-means cluster is
useful for a large dataset cluster, and some studies have been done to reduce the effect of initial cluster
centers. Nevertheless, the above-mentioned methods have not considered the time parameter and the
effect of noise events.
Hierarchical clustering is also widely used in seismicity partitioning. It is based on the core idea
that an event is more related to a near one than to a far event, and it connects events into clusters
based on a preset distance. Hierarchical clustering does not need to set a cluster number (just select
a preset distance) and it can cluster events into different shapes. Wardlaw et al. [12], Frohlich and
Davis [13], Davis and Frohlich [14], Hudyma and Potvin [15], and Hashemi and Mehdizadeh [16]
used hierarchical clustering (single-link analysis) to study earthquake catalogues and seismic activities.
Notwithstanding, hierarchical clustering has a tendency to form seismic events into linear groups [13]
and there may be many clusters that just have few events (see the discussion).
Another commonly used seismic event cluster method is the SOM [17]. The SOM converts high
dimension input space into a low-dimension (typically two-dimensional), which has a very good
visualizing image. Zamani and Hashemi [3] compared hierarchical clustering (Ward’s method) and
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SOM clustering with an application to seismic zoning in Iran. Moreover, Zamani et al. [18] applied
the SOM for clustering tectonic zoning in Iran. The same method was tested in Zamani et al. [19],
in which Wilk’s Lambda criterion was used to select an optimum number of clusters. Mojarab et al. [20]
discussed the effect of SOM input parameters and proposed a combined model to select a cluster
number for Iran seismicity analysis. Besheli et al. [21] performed a K-means clustering along with a
SOM on an Iranian foreshock database and they found a foreshock zone which has a very close relation
with large earthquakes. Nonetheless, research results [11,22] have shown that the SOM clustering
may only be valid for high seismic activity areas, while for low seismic activity zones it may have bad
cluster results. Furthermore, the SOM clustering may have discontinuous zones, which makes it hard
to interpret cluster results [11,22].
Some other cluster methods are proposed for seismicity analysis. Ansari et al. [23], Benitez et al. [24]
and Monem and Hashemy [25] used fuzzy clusters, including Gath-Geva clustering, proposed
Gath-Geva clustering, fuzzy c-means clustering and Gustafson-Kessel (GK) clustering, to study seismic
spatial pattern recognition in Iran, south-west Colombia and the Ghazvin canal irrigation network. The
fuzzy clusters can be used for a large dataset cluster; however, its cluster result is sensitive to the initial
cluster centers. Mukhopadhyay et al. [26] used a point density clustering to gain insight into subduction
kinematics and seismic potentiality. Georgoulas et al. [1] modified a density-based clustering (DBC)
algorithm and then used a hierarchical agglomerative scheme for seismic clustering. Nanda and
Panda [27] proposed two DBC algorithms and compared them with the DBSCAN (density-based
spatial clustering of applications with noise). DBC can remove noise events, yet when the density varies
much, it usually obtains bad cluster results. Martínez-Álvarez et al. [22] used a TriGen-based clustering
algorithm [28,29] for seismic zoning in the Iberian Peninsula. A comparison of using different seismic
clusters can be found in [11,30,31].
Only a few of the above investigations have considered the time factor. Nevertheless, the time
parameter can play an important role in seismic event clusters. The commonly used clustering
techniques considering a time parameter are the time-event location and time-event location-magnitude
distance-based clusters. Frohlich and Davis [13] and Davis and Frohlich [14] suggested equalizing





2, where dij and tij are the event location distance and time interval respectively.
Then, they used the hierarchical cluster for seismic event clusters. Baiesi and Paczuski [32] defined
the time–event location-magnitude distance between event i and j by nij = Ctijlij
d f 10−bmi , where d f is
the fractal dimension of epicenters, b is the Gutenberg–Richter b-value and mi is the event magnitude.
A single link method was used in this work for the seismic event cluster. Zaliapin et al. [33] and
Zaliapin and Ben-Zion [34–38] defined the nij by magnitude-normalized time component Tij and space
component Rij (Tij = tij10−qbmi and Rij = lijd f 10−pbmi , where q + p = 1). Event j is clustered to the main
event i if it satisfies the following conditions: Tij < T0, Rij < R0 and mj < mi. It is clear that no time
parameter has been applied in K-means clustering. In this work, we just introduced the time-event
location distance into a K-means clustering algorithm. Further study can be done by using a time-event
location-magnitude distance.
3. Preliminary Studies and the Proposed Method
In first place, to prove the limitations of the K-means technique, a brief study with synthetic data
was performed in Section 3.1. Next, the data field theory is introduced in Section 3.2. Then, the data
field-based K-means clustering procedure is proposed in Section 3.3. Finally, an application test of data
field-based K-means clustering is shown in Section 3.4.
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3.1. K-Means Clustering Preliminary Study
The classical K-means algorithm is based on the following steps: take a dataset of points (x1, x2,
. . . , xn), randomly select K points from the data set as the initial cluster centers and allocate each point
xi to the nearest center point. Then, it calculates the mean of each parameter respectively for each
group to make up a set of new updated cluster centers. This procedure is repeated until no points
change their cluster or the number of iterations reaches a preset maximum.
The most widely used distance is the Euclidean function and this was chosen for this work.
The Euclidean distance between event xi and xj is defined in Equation (1). Then, the mean of the widely
used clustering criterion-sum of Euclidean distance (SED) is used to evaluate the cluster performance.
We called this the MSED index. (The number of undenoised and denoised events is different, so we
used the MSED instead of the SED to evaluate the clustering performance). MSED is defined in
















where dij is the distance between event xi and xj, p is the dimension of the parameters, Ck is the kth
cluster, K is the cluster number, mk is the cluster center of Ck, and n is the number of cluster events.
From the principle of K-means clustering, we know that the algorithm may be affected by the
initial cluster centers. To prove this issue, a synthetic two-dimension dataset with four well-differenced
clusters is used to test the effect of K-means initial cluster centers (Figure 1a). The algorithm was tested
15 times by using randomly generated initial cluster centers (using K = 4 for all the experiments) and
their MSED indexes are shown in Figure 1b. It is clear that the K-means clustering can be heavily
affected by the initial cluster centers: the MSED index varies from 0.100 to 0.192. The K-means
clustering results for six typical MSED values are shown in Figure 1c–h. It is clearly seen that for
high MSED values, quite a lot of close events are in different clusters (Figure 1c,h); for relatively high
MSED values, many close events are in different clusters (Figure 1d,g); while for low MSED values,
the K-means cluster has good results (Figure 1e,f). In conclusion, the lower the MSED index, the better
the clustering result. Therefore, there is a high need to optimize the K-means initial cluster centers.
Furthermore, there are some noise events placed in inter-cluster regions, which should be removed
before clustering.
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Figure 1. K-means clustering results using different initial cluster centers for a typical dataset. The 
colored circles are the events and the same colored events correspond to a same cluster. (a) Dataset; 
(b) MSED indexes for different randomly selected initial cluster centers (K = 4); (c–h) The cluster 
results for executions 2nd, 3rd, 4th, 9th, 11th and 12th of the K-means clustering process (K = 4). 
. K-means clustering results using different initial clust r centers for a typical dataset.
The colored circles ar the events and the same colored vents correspond to a same cluster. (a) Dataset;
indexes for differ nt randomly select d initial cluster centers (K = 4); (c–h) The clust r results
for executions 2nd, 3rd, 4th, 9th, 11th and 12th of the K-means clustering process (K = 4).
Remote Sens. 2018, 10, 461 6 of 22
3.2. Data Field Theory
Motivated by physical field theory, Wang et al. [39] proposed a data field theory to describe the
interaction among a set of events. The potential value (scalar field strength) of event xi in the global









where mj is the mass of event xj, K(x) is the unit potential function, ‖xi − xj‖ represents the distance
between event xi and event xj, and σ is the impact factor.
The mj is set to 1, for all the j values, and the commonly used function K(β) = e−β
2
is selected.
Then, the potential value in the global data field for event xi can be written as in Equation (4), where


















The impact factor controls the interacted distance between events and its value can have a heavy
impact on potential values. The relationship between the interacted distance and the potential value
of Equation (4) is shown in Figure 2a. It is easy to see that the longer the distance between events
the lower the potential value for a same impact factor, and the higher the impact factor the larger the
potential value for a same interacted distance. In other words, for a low impact factor, there will be
many local maximum potential values; while for a large impact factor, there will be few local maximum
potential values. Some research [39,40] has used potential entropy to obtain an optimum impact factor,
and the minimum potential entropy corresponds to the optimum impact factor. The potential entropy

















ϕ(xi), 0 ≤ H ≤ log(n).
The potential entropy using different impact factors is shown in Figure 2b. The potential entropy
has a minimum value when σ = 0.028. Then, the potential value is calculated for each event using
Equation (4). The contour map of potential value is shown in Figure 2c. It is easy to see that the
potential value contour has a good agreement with the dataset density. Potential value may provide a
good way for clustering (e.g., Figure 2c): a potential threshold value can be used to divide the dataset
into small datasets. Notwithstanding, for an irregular dataset, it is difficult to produce adequate
clusters based on a potential threshold value (e.g., Figures 5a and 6). Therefore, instead of using a
potential value to cluster seismic events, we just applied potential threshold values to remove noise
events and better selected K-means initial cluster centers.
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Figure 2. Data field application (a–c) and K-means clustering results based on the data field (d–f); (a) 
Potential values based on different impact factors; (b) Relationship between potential entropy and the 
impact factor; (c) Contour map of potential values ( 0.028σ = ); (d) The MSED indexes based on 
different potential threshold values poϕ , where Min, O1, O2, …., O7 are the minimum, first, second, 
…, and seventh octiles of potential values, respectively; (e) The data field-based K-means clustering 
results using undenoised data when the potential threshold value poϕ  is equal to the second octile; 
(f) The data field-based K-means clustering results with 7.5% data removed and poϕ  is equal to the 
second octile. 
  
. Data field a plication (a–c) and K-means clustering results based on the data field (d–f ;
(a) Potenti l values based on different impact factors; (b) Relationship b tween potential entropy and
the impact factor; (c) Contour map of potential values (σ = 0.028); (d) The MSED indexes based on
different potential threshold values ϕpo, where Min, O1, O2, . . . ., O7 are the minimum, first, second,
. . . , and seventh octiles of potential values, respectively; (e) The data field-based K-means clustering
results using undenoised data when the potential threshold value ϕpo is equal to the second octile;
(f) The data field-based K-means clustering results with 7.5% data removed and ϕpo is equal to the
second octile.
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3.3. Data Field-Based K-Means Clustering Procedure
The data field-based K-means clustering takes advantage of the event with high potential value
being more likely to be an initial cluster center and that the distance between initial cluster centers
should have a larger distance. There is a low event density around the noise events and they have
larger distances to most events, which usually implies small potential values. Then, a threshold value
ϕth can be set to remove noise events. The flow diagram of the data field-based K-means clustering
process is shown in Figure 3 containing the following steps:
Step 1: Input dataset Udataset (xi ∈ Udataset, i = 1, 2, . . . , ndataset, ndataset = n).
Step 2: Select the impact factor of the data field by the impact factor-potential entropy curve
calculated by Equation (5) and calculate the potential value ϕ(xi) for each event in Udataset using
Equation (4).
Step 3: Remove noise events and obtain a new dataset Udataset-noise (xj ∈ Udataset-noise, j = 1, 2,
. . . , ndataset-noise, ndataset-noise ≤ n): If a potential value is smaller than a predefined threshold value
ϕth, then its corresponding event is marked as a noise event and it is to be removed from the dataset
Udataset. If there are no noise events, then there is no need to do Step 3 or a ϕth that is smaller than the
minimum potential value can be set to do Step 3. ϕth = Min-0.1 is used in this paper for no denoising,
where Min-0.1 means the minimum potential value minus 0.1.
Step 4: Select K-means initial cluster centers based on the potential value and a maximum
distance-based algorithm.
(4-1) Select possible initial cluster centers Upo (xk ∈ Upo, k = 1, 2, . . . , npo, npo ≤ n) by choosing
events which have potential values larger than a predefined threshold value ϕpo;
(4-2) Select K-means initial cluster centers based on a maximum distance-based algorithm.
The maximum distance-based algorithm contains the following steps:
(4-2-1) The event which has a maximum potential value in Upo is set to the first initial cluster
center m1;
(4-2-2) Calculate the distances between m1 and each point in Upo-m1, and the largest distance
corresponding event is set to the second initial cluster center m2;
(4-2-3) Calculate the distances between m1, m2 and each point in Upo-m1-m2, then select the
smallest distance to obtain the distance set Vsd. For example, for event xi(xi ∈ Upo-m1-m2), there are
two distances (m1,xi) and (m2,xi), and the Min((m1,xi), (m2,xi)) is set to Visd. Calculate the smaller
distance for each event in Upo-m1-m2, then the smallest distances make up the distance set Vsd.
The point with the largest value in Vsd corresponds to the third initial cluster center m3;
(4-2-4) Repeat Step (4-2-3) to obtain m4, m5, . . . , mK.
Step 5: Perform the K-means clustering for dataset Udataset-noise using the m1, m2, . . . , mK as the
initial cluster centers.
Step 6: Select the optimum number of clusters using the Krzanowski-Lai (KL) index
(see Section 4.3.2) and interpret the clustering results.
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K-means clustering usually obtains a smaller MSED index than the classical K-means algorithm.
This indicates that the data field-based K-means clustering obtains better clusters than those produced
by the classical K-means. A larger ϕpo achieves a lower MSED index in the application test, which
can be interpreted as that, for a low ϕpo, the selected possible initial cluster centers may contain noise
events. The noise events are usually far away from the final optimum cluster centers. Although we
used a largest distance principle to select the initial cluster centers, the noise events may be selected
as initial cluster centers, and this may cause bad cluster results. For a large ϕpo, some possible initial
cluster centers may not be included, and this can cause a bad clustering result. The testing dataset is
nearly equal-distributed, which results in similar local maximum potential values. Furthermore, the
MSED index of data field-based K-means clustering results with 7.5% data removed is also shown
in Figure 2d. The MSED index of the denoised cluster is much smaller than that of the undenoised
cluster. For engineering data, we usually obtain many local maximum potential values with relatively
large differences. The effect of ϕpo in seismic event clusters has been discussed in Section 5. The results
show that a threshold value ϕpo between Q1 and the Median obtains a good cluster result (Q1 and
Median are the first quartile and second quartile of the potential values, respectively). In this paper,
the ϕpo is set to Q1 for further study. The data field-based K-means cluster result using undenoised
data, when ϕth = Min-0.1 and ϕpo = Q1, is shown in Figure 2e. This shows that the data field-based
K-means clustering obtains good clusters. Furthermore, the results with 7.5% events removed are
shown in Figure 2f. The noise events are well separated and the data field-based K-means clustering
obtains good cluster results. Therefore, we found that this clustering methodology can have a good
application to seismic event clustering.
4. Application to Seismic Data
4.1. Seismic Dataset Description
To test the efficiency of the proposed method, we used microseismic events obtained from the
Institute of Mine Seismology (IMS) system at the Chinese Yongshaba mine (Figure 4a). The Yongshaba
mine is in Guiyang city of Guizhou province (China, 26◦38′N, 106◦37′E) and has an explored phosphate
reserve amount of 40 million tons and an exploitation depth of more than 650 m. The strike and dip
angle of the ore body are 280◦~293◦ and 10◦~30◦, respectively, and the roof of the ore body is very
unstable. It uses a multi-stage open stope mining method, which results in many mined-out areas.
In addition, there are several main faults (F310, F313, F316, F302 and F309) and many small faults
(Figure 4a), which may cause seismic hazards such as rock bursts and large areas of rock instability.
Motivated by these concerns, we built the IMS system in the mine. The IMS system contains 28
geophones distributed at the 930 m level (12 geophones), 1080 m level (12 geophones) and 1120 m
level (4 geophones). All the geophones have a sampling frequency of 6000 Hz.
We used an absolute-value method (Equation (2) in [41]) based on manual picked P phase arrivals
to locate microseismic events. We set the time period from 1 April 2014 to 30 April 2014, then we used
a cuboid (380,600 ≤ X ≤ 382,100 (X = East), 2,995,000 ≤ Y ≤ 2,998,200 (Y = North) and 750 ≤ Z ≤
1600 (Z = Up)) and a moment magnitude ≥ −1.5 to filter events that have very large location errors
and small moment magnitudes. Finally, we obtained 1210 microseismic events, which are used as
the input dataset (Figure 4b). Generally, the microseismic event locations have a good relationship
with the geophone distribution. However, there are some microseismic events which are relatively far
away from the geophones. These microseismic events are thought to be badly located and should be
removed before clustering.
Remote Sens. 2018, 10, 461 11 of 22




Figure 4. The location, geological structures, geophone distribution and microseismic event dataset 
of the Chinese Yongshaba mine. (a) The location and geological structures of the Chinese Yongshaba 
mine; (a1,a2); the location of the Chinese Yongshaba mine [42]; (a3) geological structures of the 
Chinese Yongshaba mine. The solid lines represent determined faults, while the dashed lines 
represent faults inferred by mine geologists; (b) The geophone distribution and microseismic event 
dataset of the Chinese Yongshaba mine. The triangle and circle represent the geophone location and 
the microseismic event location, respectively. The color of events indicates their Z location. 
  
Figure 4. The location, geological structures, geophone distribution and microseismic event dataset
of the Chinese Yongshaba mine. (a) The location and geological structures of the Chinese Yongshaba
mine; (a1,a2); the location of the Chinese Yongshaba mine [42]; (a3) geological structures of the Chinese
Yongshaba mine. The solid lines represent determined faults, while the dashed lines represent faults
inferred by mine geologists; (b) The geophone distribution and microseismic event dataset of the
Chinese Yongshaba mine. The triangle and circle represent the geophone location and the microseismic
event location, respectively. The color of events indicates their Z location.
Remote Sens. 2018, 10, 461 12 of 22
4.2. Noise Event Removing Process
To remove badly located events, the Euclidean distance of the seismic event location parameters
(X, Y, Z) is selected to calculate the potential entropy. The microseismic event can have a large location
error due to the P phase picking quality, geophone distribution and location algorithm, while the event
time can be accurately recorded. After calculating the potential entropy of the data studied, we found
that it had a minimum value when σ = 22.00. The contour map of the potential value σ = 22.00 is shown
in Figure 5a. It shows that the contour map fits well with the seismic event density. Then, we tried to
remove 5%, 7.5%, 10%, 12.5% and 15% of the seismic events which have the lowest potential values.
For those five denoising ratios, all the denoised microseismic events have many events in area C. This is
due to the approximately linear distributed geophones near area C being able to result in a relatively
large location error. For 5% removed seismic events, areas A and D still have few seismic events
(Figure S1a); for 7.5% removed seismic events, area D still has few seismic events (Figure S1b); while
for 12.5% and 15% removed seismic data, area B removes some useful seismic events (Figure S1c,d).
Therefore, microseismic events with 10% of seismic events removed are selected for further study in
this paper.
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4.3. Seismic Event Clustering Procedure
4.3.1. Time-Event Location Distance-Based Data Field
Most traditional seismic clustering methods only take advantage of seismic event location
parameters (X, Y, Z), since the time parameter has a different measurement unit. Frohlich and
Davis [13] and Davis and Frohlich [14] suggested equalizing the time and location parameters using






where dij (meters) and tij (days) are the event location distance and the time difference between events,
and a is the time-event location distance conversion factor. In this paper, a is set to dmean/(
√
3tmean),
where dmean and tmean are the mean values of dij and tij (i = 1, 2, . . . , ndataset-noise; j = 1, 2, . . . ,
ndataset-noise), respectively.
We calculated the dmean and tmean of the denoised microseismic events resulting in 919.31 m
and 9.88 d, respectively. Then, the a factor is set to 53.72 m/d by calculating the ratio between dmean
and
√
3tmean. The potential entropy is calculated by Equation (5) and it has a minimum value when
σ = 83.50. The contour map of potential value (σ = 83.50) for the denoised microseismic events
taking advantage of the time-event location distance is shown in Figure 6. Then, initial cluster
centers were calculated by Step 4 of the data field-based K-means cluster algorithm, and they are also
shown in Figure 6. The time-event location distances between the initial cluster centers are listed in
Table 1. The initial cluster centers have a good distribution and there are no small time-event location
distances between the initial cluster centers, which shows that this algorithm can obtain good initial
cluster centers.
Remote Sens. 2018, 10, x FOR PEER REVIEW  13 of 22 
 
4.3. Seismic Event Clustering Procedure 
4.3.1. Time-Event Location Distance-Based Data Field 
Most traditional seismic clustering methods only take advantage of seismic event location 
parameters (X, Y, Z), since the time parameter has a different measurement unit. Frohlich and Davis 
[13] and Davis and Frohlich [14] suggested equalizing the time and location parameters using the 
following time-event location distance equation: 
( )22ij ij ijl d at= +  (6) 
wh re dij (meters) and tij ( )  the event location distance and the time difference b tween vents, 
and a is the time-event location distance conversion factor. In this paper, a is set to ean mean/ ( 3 )t , 
where dmean and tmean are the mean values of dij and tij (i = 1, 2, …, ndataset-noise; j = 1, 2, …, ndataset-noise), 
respectiv ly. 
We calculated the d an and tmean of the denoised microseismic events resulting in 919.31 m and 
9.88 d, respectively. Then, the a factor is set to 53.72 m/d by calculating the ratio between dmean and 
mean3t . The potential entropy is calculated by Equation (5) and it has a minimum value when σ = 
83.50. The contour map of potential value (σ = 83.50) for the denoised microseismic events taking 
advantage of the time-event location distance is shown in Figure 6. Then, initial cluster centers were 
calculated by Step 4 of the data field-based K-means cluster algorithm, and they are also shown in 
Figure 6. The time-event locatio  distances between the initial cluster centers are listed in Table 1. 
The initial cluster centers have a good distribution and there a  no small time-event location 




Figure 6. Contour map of potential values (σ = 83.50) for the denoised seismic events based on the 
time-event location distance and the selected initial cluster centers using the maximum distance-based 
algorithm. (a) Potential values in Y-X-Z views; (b) Potential values in Y-Z-t views. 
Figure 6. Contour map of potential values (σ = 83.50) for the denoised seismic events based on the
time-event location distance and the selected initial cluster centers using the maximum distance-based
algorithm. (a) Potential values in Y-X-Z views; (b) Potential values in Y-Z-t views.
Remote Sens. 2018, 10, 461 14 of 22
Table 1. Distances (m) between the initial cluster centers in Figure 6.
Cluster Centers m1 m2 m3 m4 m5 m6 m7 m8 m9 m10
m1 0
m2 2361.34 0
m3 1793.42 1590.18 0
m4 1422.77 1397.01 1977.84 0
m5 1013.33 1719.96 1115.39 1362.96 0
m6 1445.11 968.44 1095.78 934.14 984.84 0
m7 1922.17 941.06 859.61 1562.75 1031.80 834.58 0
m8 812.17 2077.43 2093.20 830.29 1356.92 1302.51 1978.66 0
m9 735.67 1682.82 1383.36 922.88 769.68 748.29 1362.56 772.89 0
m10 1192.75 1621.99 731.55 1490.57 692.52 779.04 1010.09 1497.57 734.18 0
4.3.2. Cluster Results
There are many indexes in the literature to select an adequate number of clusters, among which
the Silhouette index [43] and Krzanowski-Lai index [44] are the most popular ones. In this paper,
the Krzanowski-Lai index is selected. The KL index produces the traces of the within-clusters matrices
for two consecutive clusters. The higher the KL index, the better the cluster results. The KL index is




where DIFF(K) = (K− 1)2/pWKK−1 − K2/pWKK, and p is the number of clustering parameters in the
dataset. In this paper, the seismic parameters (X, Y, Z, t) are used as the cluster input parameters,
which means p is equal to 4. WK is the sum of all point-to-point distances of the observations within











(xi,l − xj,l)2, where xi and xj are
two events in cluster Ck, p is the number of clustering parameters, and K is the cluster number.
The KL index of the time-event location distance and the data field-based K-means clustering is
shown in Figure 7. As this figure indicates that the KL index has a maximum when K = 5, the number of
clusters K = 5 is selected for further study. The data field-based K-means clusters using denoised events
taking advantage of time-event location parameters (X, Y, Z, t) and event location parameters (X, Y, Z)
are drawn in Figure 8a,b, respectively. Figure 8a shows that the time-event location distance-based
cluster divides the microseismic events by both space and time, while the location distance-based
cluster has few XY overlaps, and the events in each cluster cover almost all the event time (Figure 8b).
With the passing of time, the same area events may have large differences, which should be divided
(e.g., Figure 9c). Therefore, time-event location distance-based K-means clusters can provide a new
insight for seismicity analysis.
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for a give seismic moment M. An EI > 1 signifies that more energy has been released than expected,
while an EI < 1 signifies that less energy has been released than expected. Research has shown that
when an EI > 1 the rock mass is accumulating stress, and when the rock mass starts to fail, the EI drops








where E = 4piρvR2 Jc
Fc2
is the seismic radiation energy, ρ is the rock density, v is the wave propagation
speed, Jc is the integral of the squared ground speed, Fc is the radiation pattern parameter: for a P
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wave Fc is 0.52, while for an S wave Fc is 0.63. E(M) is the average energy derived from the logE vs.
logM relation for a given moment M, and c and d are the regression constants.
(2) Seismicity analysis of clusters
The least squares linear regressions between log(energy) and log(moment) for the five clusters of
Figure 8a are shown in Figure S2. Then, we calculated the EI through Equation (8) and the logEI of the
five clusters are shown in Figure 9. Some research [48,49] defined the predictive period and critical
period from the EI time series: when the EI decreases, this indicates that parts of the rock mass are
beginning to have an unstable status. This period could be seen as a strain-softening stage. It is the
beginning of potential damage and regarded as a warning indicator. This period is called a predictive
period. An increasing EI means that the rock mass is entering an unstable state, and this period is
called a critical period. The quicker the EI decreases, the larger the risk of a big microseismic event
happening. So, when the EI decreases sharply, we can suggest the miners to be careful in the predictive
period and not work in the upcoming critical period in the corresponding cluster area.
For C1, the logEI has a sharp decrease from 5 April to 6 April (a predictive period)–the miners
should be careful when mining in this area–and the logEI increases from 7 April to 13 April (a critical
period)–the miners should not work in this area on these days. Then, there is a relatively small
predictive period (from 13 April to 14 April) and a critical period (15 April). For C2, the logEI slowly
decreases from 23 April to 27 April (predictive period), and the miners should be careful on 28 April
when mining. For C3, the logEI quickly decreases on 10 April (a predictive period and special attention
should be paid) and then the logEI increases from 13 April to 16 April (a critical period and the miners
should not work in this area). For C4, the logEI increases and decreases alternately, which means
the rock system releases and absorbs energy steadily and there are no predictive periods and critical
periods. For C5, there are high logEI from 16 April to 19 April and there is a sharp logEI decreasing
from 25 April to 28 April (a predictive period and the miners should be very careful when mining),
then the logEI increases from 22 April to 24 April (a critical period and the miners should not work in
this area). Though Figure 8a shows that C4 and C5 have a similar location area, C5 has critical periods
while C4 has no critical periods, which proves that the time parameter can provide a new insight for
seismic clustering analysis. In conclusion, there are very critical periods for C1, C3 and C5 when the
miners should not work.
5. Discussion
This paper proposed a data field-based K-means clustering methodology to denoise noise events
and select initial cluster centers. However, this can be affected by the threshold value ϕpo, and its
performance with respect to classical K-means clustering using denoised and undenoised events
should be discussed. In addition, we also chose the commonly used hierarchical clustering and SOM
clustering as comparisons. The MSED indexes of time-event location distance and data field-based
K-means clustering (ϕpo = Min-0.1, Q1, Median and Q3, where Min, Q1, Median and Q3 correspond
to the minimum, the first quartile, the second quartile and the third quartile of the potential values,
respectively), classical K-means clustering using denoised and undenoised events (randomly selected
initial cluster centers) and SOM clustering are drawn in Figure 10. For denoised event clustering, this
shows that the MSED index of the data field-based K-means clustering is usually smaller than that
of the classical K-means clusters. For a small cluster number (K = 2 and K = 3), the data field-based
K-means (ϕpo = Min-0.1, Q1 and Median) has a similar MSED index to the classical K-means. This is
because the classical K-means clustering has a relatively good global search for a small number of
clusters. The data field-based K-means clustering (ϕpo = Q3) produces better cluster results than
the classical K-means algorithm (K = 3 and K = 4). This is due to the higher potential value event
being more likely to be a final cluster center. For a relatively large cluster number (K = 5~7), the data
field-based K-means clustering usually improves the classical K-means clustering, which proves the
effectiveness of the data field-based algorithm in selecting initial cluster centers. For a large cluster
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number (K = 8~10), the data field-based K-means clustering (ϕpo = Q3) has a result that is nearly as
equal/bad as the classical K-means clustering. This is caused by the data field density-based algorithm
using a threshold value ϕpo to select high potential value events. Yet, the low potential value events
may have useful initial cluster centers for a large cluster number, which results in the randomly
selected initial cluster centers at times having a better cluster result. The data field-based K-means
cluster (ϕpo = Q1 and ϕpo = Median) has a good cluster result in general and a threshold value ϕpo
between Q1 and the Median, and a cluster number smaller than 9 is suggested in the data field-based
K-means clustering algorithm.
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Figure 10. The MSED indexes of time-event location distance and data field-based K-means clustering,
classical K-means clustering using denoised and undenoised events and SOM clustering using denoised
events. The Min, Q1, Median and Q3 correspond to the minimum, first quartile, second quartile and
th rd q artile of poten al values, respectiv ly.
The classical K-means clustering using denoised events usually has a smaller MSED index than
that of classical K-means clustering using undenoised events. This is caused by the noise events being
relatively far away from most events (Figure 11a). The SOM clustering has a very large MSED index
compared with K-means-based clusters (Figure 10). This is due to the SOM clusters sometimes mixing
together (Figure 11b). Furthermore, the mixed clusters make it hard to interpret the cluster results.
For the hierarchical clustering, we tried different cluster numbers: for a small cluster number, 99%
of seismic events are in one cluster; for 100 clusters, 36% and 50% of events are in two clusters; for
200 clusters, 42% and 28% of events are in two clusters; and for 400 clusters, 25% and 12%, 5%, 7%
of events are in four clusters. For these numbers of clusters, every other cluster makes up less than
1%. This is brought about by the hierarchical clustering connecting close events together. Although
there are some far away events in the seismic data, every event will usually be divided into one
cluster or several close events connected into one cluster. Therefore, it is hard to obtain a certain
number of clusters which contain a relatively large number of events, and there are many events that
will be treated as noises (the clusters with few events). In conclusion, the data field-based K-means
clustering can have a good cluster result as well as a good interpretation compared with the above
discussed clusters.
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6. Conclusions
In this paper, a data field-based K-means clustering method has been proposed for spatio-temporal
seismicity analysis. This method takes advantage of a data field-based threshold value to remove
noises as well as a new distance-based algorithm to obtain good initial cluster centers for K-means.
The method has been tested by its application to microseismic events obtained from the Chinese
Yongshaba mine, which considers both a time parameter and location parameters. The KL index
shows that the method has the best clustering result when K = 5 and the EI shows that C1, C3 and
C5 have very critical periods. C4 and C5 have similar cluster zones. Nevertheless, C4 has no critical
periods, which proves that the time-event location distance-based K-means clustering can provide
a new way for seismicity analysis compared with event location distance-based K-means clustering.
The data field-based K-means clustering usually achieves better cluster results compared with classical
K-mean clustering when the thres old value ϕpo is betw en Q1 and th Medi of the pote tial
values and the clu ter number is smaller than 9. Comp risons with the classical K-means clusteri g,
hierarchical clustering and SOM clustering show the effectiveness of the propos d clus ering metho .
The potential value-based denoising is very applicable to other datasets, where events need to b
divided into clustered an on- l t events. Also, th potential value can be used to show event
density. The proposed maximum distance-based algorithm can al o provide good i itial cluster centers
for some o her clusters, such as the FCM cluster. The effectiveness of introducing spatio-temporal
distance into K-means shows that it may also b useful in o er cluster gorithms. Moreov r, furth r
study can be done by introducing time-event location-magnit de distanc into the data field-based
K-means clustering for seismicity analysis.
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Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/10/3/461/s1. Figure
S1: Seismic event locations with 5%, 7.5%, 12.5% and 15% of data removed. (a) Seismic event locations with 5% of
data removed; (b) Seismic event locations with 7.5% of data removed; (c) Seismic event locations with 12.5% of
data removed; (d) Seismic event locations with 15% of data removed. Figure S2: Least squares linear regression
between log(energy) and log(moment) for the five clusters shown in Figure 8a.
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