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This dissertation investigated how senior management is motivated to commit to 
information system security (ISS). Research shows senior management participation is 
critical to successful ISS, but has not explained how senior managers are motivated to 
participate in ISS. Information systems research shows pressures external to the 
organization have greater influence on senior managers than internal pressures. However, 
research has not fully examined how external pressures motivate senior management 
participation in ISS. This study addressed that gap by examining how external pressures 
motivate senior management participation in ISS through the lens of neo-institutional 
theory. The research design was survey research. Data collection was through an online 
survey, and PLS was used for data analysis. Sample size was 167 from a study population 
of small- and medium-sized organizations in a mix of industries in the south-central 
United States. Results supported three of six hypotheses. Mimetic mechanisms were 
found to influence senior management belief in ISS, and senior management belief in ISS 
was found to increase senior management participation in ISS. Greater senior 
management participation in ISS led to greater ISS assimilation in organizations. Three 
hypotheses were not supported. Correlation was not found between normative influences 
and senior management belief, normative influences and senior management 
participation, and coercive influences and senior management participation. Limitations 
with the study included a high occurrence of weak effect sizes on relationships within the 
model and heterogeneity based on industry, organization size, and regulatory 
requirements in the sample. This study contributes to ISS research by providing a 
theoretical model to explain how external influences contribute to senior management 
belief and participation in ISS, and ultimately ISS assimilation in organizations. 
Empirical evidence supports the mediating role by senior management between external 
influences and ISS assimilation. The findings also suggest some limitations that may 
exist with survey research in this area. This study benefits practitioners in three ways. 
First, it reinforces the argument that senior management support is critical to ISS success. 
Second, it extends understanding of senior management’s role with ISS by explaining 
how IS and ISS management might nurture senior management belief and participation in 
ISS through industry groups and business partnerships. Third, the results inform 
government regulators and industry groups how they can supplement regulatory pressures 
with educational and awareness campaigns targeted at senior management to improve 
senior management commitment to ISS.  
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Chapter 1 
 
Introduction 
 
1.1 Introduction 
 
Senior management commitment is important to achieving effective information 
system security (ISS) in organizations (Boss, Kirsch, Angermeier, Shingler, & Boss, 2009; 
Bulgurcu, Cavusoglu, & Benbasat, 2010a; Da Veiga & Eloff, 2007; Hu, Hart, & Cooke, 
2007; McFadzean, Ezingeard, & Birchall, 2006). Although senior management 
commitment does not guarantee effective operational security, it is a prerequisite for 
effective development, implementation, and compliance with ISS controls (Boss et al., 
2009; Bulgurcu et al., 2010a; Hu et al., 2007; McFadzean et al., 2006). Compliance 
increases the effectiveness of ISS controls (Herath & Rao, 2009b). When correctly 
implemented, common ISS controls reduce risk to information systems and organizations 
(Harrison & White, 2010). Therefore, organizations can reduce risk to information 
through effective ISS (Harrison & White, 2010; McFadzean et al., 2006). Senior 
management commitment is also critical to organizational change (Dutton, Ashford, 
O’Neill, & Lawrence, 2001; Dutton & Ashford, 1993). It follows that senior management 
commitment to ISS can drive organizational change that reduces security risk to 
information systems and the organization.  
Senior managers often lack commitment to or sufficient awareness of ISS (Chang 
& Ho, 2006; Hsu, 2009; Hu et al., 2007; Smith, Winchester, Bunker, & Jamieson, 2010), 
but can be motivated to support ISS by internal or external influences (Hu et al., 2007). 
2 
 
Internal influences are less effective at motivating senior management, while external 
influences have a major impact on senior management (Hsu, 2009; Hu et al., 2007; Smith 
et al., 2010). However, there is limited empirical research examining how senior 
management is motivated to commit to ISS in their organizations. 
IS and ISS research show that not only is senior management a dominant driver for 
organizational behavior (Enns, Huff, & Higgins, 2003; Hu et al., 2007; Lee & Larsen, 
2009), but senior managers are also the key human agents between organizations and the 
external environment (Liang, Saraf, Hu, & Xue, 2007). Further, senior managers are 
motivated by different factors than employees regarding ISS (Johnson, 2009). Research 
shows external influences motivate senior management commitment to ISS more strongly 
than internal influences (Hsu, 2009; Hu et al., 2007; Smith et al., 2010). However, there is 
little empirical research that examines how senior managers are motivated by those 
external influences. The remainder of this chapter is organized in three sections. Section 
1.2 explains the research problem and research argument. Section 1.3 defines keys terms, 
and Section 1.4 summarizes the chapter. 
 
1.2 Problem Statement and Research Argument 
 
This study investigated how external influences motivate senior management 
commitment to ISS by examining the mediating role of senior management between 
external influences and ISS assimilation. The justification for this research was that senior 
management commitment is a key factor for determining ISS success within 
organizations, yet there is insufficient understanding of the factors that motivate senior 
management to commit to ISS. Although ISS research has established that senior 
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management commitment leads to effective development, implementation, and 
compliance with ISS controls (Boss et al., 2009; Bulgurcu et al., 2010a; Da Veiga & Eloff, 
2007; Hu et al., 2007; McFadzean et al., 2006), there is insufficient understanding about 
the factors that motivate senior management to commit to ISS (Johnson, 2009).   
ISS controls reduce risk (Harrison & White, 2010). Although some controls are 
automated or integrated into operations, many controls are more effective with employee 
compliance (Boss et al., 2009; Bulgurcu et al., 2010a; Hu et al., 2007; McFadzean et al., 
2006). Senior management commitment to ISS improves employee compliance (Boss et 
al., 2009; Bulgurcu et al., 2010a; Hu et al., 2007). While senior management could be 
motivated to commit to ISS by either internal or external influences, research shows 
external influences have greater impact on senior management (Dutton et al., 2001; 
Dutton & Ashford, 1993; Liang et al., 2007; Smith et al., 2010). Therefore, understanding 
how external influences motivate senior management participation in ISS is key to 
improving ISS in organizations (Holgate & Hardy, 2012; Werlinger, Hawkey, & 
Beznosov, 2009). Although ISS research has provided anecdotal evidence showing senior 
management responds to external influences (Allen, 2005; Holgate & Hardy, 2012; Hsu, 
2009; Hu et al., 2007; Patnayakuni & Patnayakuni, 2014; Smith et al., 2010), there 
remains a gap in empirical research that examines how external influences motivate senior 
management participation in ISS. 
 
 
1.3 Definitions 
 
Assimilation occurs at the point when an innovation begins to be phased into an 
organization (Mignerat & Rivard, 2009; Swanson & Ramiller, 2004). Assimilation is 
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defined as the extent to which a technology is diffused across an organization’s work 
processes, and becomes routine in those processes (Chatterjee, Grewal, & Sambamurthy, 
2002; Liang et al., 2007; Purvis, Sambamurthy, & Zmud, 2001). Assimilation is also 
considered the effective application of a technology to enable a business strategy 
(Armstrong & Sambamurthy, 1999). For this study, ISS assimilation is the extent to 
which ISS is diffused across an organization’s work processes, and becomes routine in 
those processes to ensure successful execution of an ISS strategy. 
An Information system is sometimes defined as a group of assets, including 
hardware, software, data, people, and infrastructure (Sun, Srivastava, & Mock, 2006). 
However, this definition assumes information systems are static systems and fails to 
distinguish between data and information. This research uses a definition for information 
systems that accounts for the transfer of knowledge: an information system is an aggregate 
of an organization’s information handling activities at the technical, formal, and informal 
levels (Liebenau & Backhouse, 1990). The technical level includes only the information 
technology component of an information system, but is often confused as being the 
information system itself (Dhillon & Backhouse, 1994, 1996). The formal level includes 
the bureaucracy and rules for the use of information (Dhillon & Backhouse, 1994, 1996). 
The informal level includes the organizational cultural levels where meanings are 
established, intentions understood, and beliefs are made, altered, or executed (Dhillon & 
Backhouse, 1994, 1996). 
Information system security has been defined as the “effective implementation of 
policies to ensure confidentiality, availability, and integrity of information and assets to 
protect from theft, tampering, manipulation, or corruption” (Smith & Jamieson, 2006, p. 
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24). This definition assumes risk to information primarily comes from human actors, and 
fails to fully account for other threat sources, such as natural or technical disasters. A 
second definition for ISS is the technical means, management controls, and management 
of behavior to protect an organization’s information resources (Dhillon & Torkzadeh, 
2006). Although this definition accounts for a more complete set of information risks, it 
does not explain when an information system is considered protected. Protection implies 
all risk has been eliminated, but that state is unattainable. Anderson (2003) defines 
information security as, “a well-informed sense of assurance that information risks and 
controls are in balance” (p. 310). This definition conveys that management understands 
the risks, the degree to which those risks have been mitigated, and the residual risk is 
within an acceptable level (Anderson, 2003). This research defines information system 
security as a well-informed sense of assurance that risks to information resources are in 
balance with technical, administrative, and behavioral controls (Anderson, 2003; Dhillon 
& Torkzadeh, 2006). 
Senior management, top management, and top management teams are commonly 
used terms in management literature (Hambrick & Mason, 1984; Hambrick, 1981; 
Nicholson, Schuler, & Van de Ven, 1998), but a single definition is not widely accepted. 
Some management researchers draw a distinction between senior management and top 
management (Bourgeois, 1980), while others consider top management and senior 
management synonymous (Gallén, 2009). Top management teams or senior management 
are sometimes considered the group of executive-level officers (Covin, Slevin, & Schultz, 
1997; Hambrick, 1981), while other times they refer to both executive and non-executive 
directors (Glunk, Heijltjes, & Olie, 2001; Maassen, 2002). When the top management 
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team is considered to include both executive and non-executive directors, the executive 
directors are responsible for management and direction of the organization’s day-to-day 
activities, while the non-executives perform a monitoring role on behalf of the owners and 
shareholders (Glunk et al., 2001; Maassen, 2002). Management research draws a 
distinction between senior managers and middle managers. Middle managers include 
second-tier executives that oversee functions within a strategic business unit (Judge & 
Stahl, 1995; Westley, 1990; Wooldridge & Floyd, 1990). This research defines senior 
management as the executive level directors who are responsible for the day-to-day 
activities and strategic direction of an organization, including the chief executive officer 
(CEO), other executive directors, and vice presidents who work closely with the CEO 
(Bowman & Kakabadse, 1997; Colbert, Kristof-Brown, Bradley, & Barrick, 2008; 
Hambrick & Mason, 1984). 
Liang et al. (2007) found senior management belief and senior management 
participation indicated the degree to which senior management would support an 
organizational initiative. The intensity of senior management support of an initiative can 
range from awareness to providing financing and resources to active participation 
(Kankanhalli, Teo, Tan, & Wei, 2003). Similarly, management shows reduced 
commitment to ISS when they do not establish adequate policy, fail to set an example, 
make work demands inconsistent with security policy, or invest in security awareness and 
training (Puhakainen & Siponen, 2010). Senior management commitment is defined as 
the degree to which senior management supports an organizational initiative (Liang et al., 
2007). 
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Isomorphism is a process that drives organizations to become more homogeneous 
over time, and is driven by three primary forces: coercive, mimetic, and normative 
mechanisms (DiMaggio & Powell, 1983). Coercive mechanisms are defined as formal or 
informal pressures to adopt practices or structures an organization considers necessary to 
be viewed as legitimate in the culture or environment where they operate (DiMaggio & 
Powell, 1983). Mimetic mechanisms are defined as the pressure to model an organization 
after another organization that is perceived as effective in the face of uncertainty or 
ambiguity (DiMaggio & Powell, 1983). Normative mechanisms are defined as the 
professionalization of the workforce, primarily through similar education and participation 
in trade associations (DiMaggio & Powell, 1983). 
 
1.4 Summary 
ISS research widely recognizes that senior management commitment is important 
to successful planning and implementation of ISS within organizations. However, very 
little research has examined the factors, or influences, that motivate senior management 
commitment to ISS. This dissertation addressed that gap by studying how influences 
external to organizations motivate senior management to commit to ISS. The remainder of 
this dissertation is organized in four chapters. Chapter 2 is a review of the relevant 
literature on ISS research. Chapter 3 describes the research methodology. Chapter 4 
explains data analysis, the findings, and summarizes the results. Chapter 5 explains 
conclusions, contributions to research and practice, and recommendations from this study. 
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Chapter 2 
 
Review of Literature 
 
2.1 Introduction 
 
The literature review is organized in seven sections. Section 2.2 reviews literature 
on senior management support for ISS. Section 2.3 discusses research on ISS 
management. Section 2.4 reviews literature on employee compliance with ISS policy and 
controls. Section 2.5 examines research on security awareness and training. Section 2.6 
looks at organizational security culture. Section 2.7 discusses extant research on 
motivating senior management to commit to ISS. Section 2.8 summarizes the chapter. 
 
2.2 Senior Management Support for ISS 
 
The value of senior management support to information systems (IS) and 
information technology (IT) has been studied since the beginning of IS/IT adoption in 
organizations (Doll, 1985; Garrity, 1963; Jarvenpaa & Blake, 1991; Meador & Keen, 
1984; Vanlommel & De Brabander, 1975). Early research on senior management support 
for IS/IT followed two streams: participation and involvement (Jarvenpaa & Blake, 1991). 
Participation is defined as the personal activities in IS/IT management, such as planning, 
development, and implementation of IS/IT (Jarvenpaa & Blake, 1991). Involvement is 
senior management’s psychological state that reflects the degree of importance senior 
management places on IS/IT (Jarvenpaa & Blake, 1991). Although senior management 
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participation and involvement contribute to greater IS/IT success in an organization, 
involvement is the more effective form of support (Jarvenpaa & Blake, 1991).  
Similarly, ISS researchers widely believe senior management commitment is 
important to achieving effective ISS in organizations (Boss et al., 2009; Bulgurcu et al., 
2010a; Chai, Yap, & Wang, 2011; Da Veiga & Eloff, 2007; Holgate & Hardy, 2012; Hu et 
al., 2007; Kankanhalli et al., 2003; McFadzean et al., 2006; Patnayakuni & Patnayakuni, 
2014; Werlinger et al., 2009). Hsu, Lee, & Straub (2012) found senior management 
support to be a key factor in effective ISS assimilation in Korean organizations. ISS is 
achieved when ISS controls and ISS risk are in balance (Anderson, 2003). Senior 
management commitment is a prerequisite for effective development, implementation, and 
compliance with ISS controls (Boss et al., 2009; Bulgurcu et al., 2010a; Hu et al., 2007; 
McFadzean et al., 2006). Information sharing with business partners increases ISS 
complexity, further driving the demand for senior management commitment to ISS 
(Patnayakuni & Patnayakuni, 2014). 
Many studies about key issues for IS and ISS do not reflect senior management’s 
views. A survey of the Society for Management Information Systems (SMIS) conducted 
in 1980 ranked the critical issues faced by management information systems (MIS) 
executives (Ball & Harris, 1982). Two ISS related issues were identified: maintaining 
information privacy and MIS ethics (Ball & Harris, 1982). The study claims to reflect the 
views of upper and top management, but the participants held middle management 
positions in MIS management, information resource management, systems development, 
and education and training (Ball & Harris, 1982). Senior executives such as CEOs, COOs, 
or CFOs were not surveyed (Ball & Harris, 1982). Just 27.7% of participants identified 
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themselves as top management, while 51.7% were middle management, and the remainder 
were lower level personnel (Ball & Harris, 1982). Similar studies have been repeated 
through the years (Brancheau, Janz, & Wetherbe, 1996; Brancheau & Wetherbe, 1987; 
Caudle, Gorr, & Newcomer, 1991; Dickson, Leitheiser, Wetherbe, & Nechis, 1984; 
Hartog & Herbert, 1986). These studies consistently examine IS management’s views, but 
fail to understand senior management’s views of IS. 
Senior and middle MIS managers’ involvement with ISS has been surveyed 
multiple times over the years (Ball & Harris, 1982; Brancheau et al., 1996; Brancheau & 
Wetherbe, 1987; Caudle et al., 1991; Dickson et al., 1984; Hartog & Herbert, 1986; 
Holgate & Hardy, 2012). Although there is some variability, results from these studies 
have been reasonably consistent. Table 2.1 summarizes results from prior research. IS 
management ranking of ISS issues has been surveyed multiple times, but little research 
emphasis has focused on assessing senior management support of ISS (Kotulic & Clark, 
2004). 
Table 2.1 
IS Managers’ Ranking of Information System Security Concerns 
Study Population Findings Source 
Senior and middle IS managers Data security, information privacy, 
and ethics ranked 12th, 14th, and 
17th, respectively 
Ball & Harris (1982) 
IS professionals and academics Data security ranked 14th Dickson et al. (1984) 
IS managers from St. Louis area Data security ranked 6th Hartog & Herbert (1986) 
IS and non-IS executive 
managers 
Data security ranked 18th Brancheau & Wetherbe (1987) 
Government IS managers Data security ranked 6th, data 
integrity 17th, and computer viruses 
31st 
Caudle et al. (1991) 
Senior and middle IS managers Data security not a major concern Brancheau et al. (1996) 
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A limited number of studies have assessed senior management’s view of key IS 
and ISS issues, but have not evaluated the factors that helped create those views or how 
senior management’s views affected the rest of the organization. Moynihan (1990) 
considered views from three groups: senior managers, senior functional managers, and 
information technology managers. Senior managers were CEOs, senior functional 
managers were CEO’s direct reports, and information technology managers were directors 
of information technology (Moynihan, 1990). Similarities and disparities were found 
between the three groups (Moynihan, 1990). Security was a low priority for information 
technology managers, but was not even a concern for senior managers or senior functional 
managers (Moynihan, 1990). Moynihan examined opinions of the three groups, but did 
not attempt to determine how those opinions were formed, or how the groups might have 
influenced each other. Watson (1990) studied how information system (IS) managers’ 
scanning practices influenced their perceptions of key issues. Scanning is the process of 
collecting internal and external information to interpret environmental stimuli (Watson, 
1990). Although IS executives demonstrate consistent scanning behaviors, the quality of 
communication between CEOs and IS managers affects IS managers’ perceptions of the 
collected information (Watson, 1990). IS managers who have more direct and personal 
communication with their CEOs have a greater understanding of the strategic goals of the 
organization, and therefore require less effort on IS planning (Watson, 1990). IS managers 
without that level of communication require greater planning effort to overcome their lack 
of strategic understanding (Watson, 1990). Watson (1990) highlights the influence senior 
management has on the organization in general, and IS specifically.  
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Senior management commitment is improving in certain sectors, particularly in 
organizations supporting critical infrastructure and those that share information with 
business partners (Holgate & Hardy, 2012; Patnayakuni & Patnayakuni, 2014). External 
pressures are the key drivers behind senior management commitment in critical 
infrastructure sectors, such as energy, water, health and financial (Holgate & Hardy, 
2012). However, on a broader scope, ISS management continues to be driven from the 
bottom-up, rather than the top-down (Ahmad, Maynard, & Park, 2012). ISS strategic 
development remains a significant gap across many organizations, and one that requires 
senior management involvement to address (Ahmad et al., 2012; Seeholzer, 2012). 
 
2.3 ISS Management 
ISS is a management issue, not a technical issue (Dutta & McCrohan, 2002; 
Information security governance: Guidance for boards of directors and executive 
management, 2nd ed, 2006). Dutta and McCrohan (2002) argue that technology is a 
single component of ISS, but must be balanced with two additional components, 
organization and critical infrastructures, to achieve security. Organization includes 
structure; the business environment; culture; policies and procedures; and education, 
awareness, and training (Dutta & McCrohan, 2002). Da Veiga and Eloff (2007) proposed 
an information security governance framework composed of strategic, operational, and 
tactical levels. Leadership and governance serve the strategic level (Da Veiga & Eloff, 
2007). The operational level includes security management, organization, policies, and 
user security management (Da Veiga & Eloff, 2007). The tactical level provides 
technology protection and operation (Da Veiga & Eloff, 2007). However, the security 
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governance framework did not address some non-technical elements, such as personnel 
security (Farn, Lin, & Fung, 2004). 
Kankanhalli et al. (2003) argued deterrent efforts, preventive efforts, and 
punishment severity were ISS management activities that determined ISS effectiveness. 
Deterrent and preventive efforts were found to increase ISS effectiveness, while no 
measurable benefit was found from punishment severity (Kankanhalli et al., 2003). This 
perspective suggests an adversarial relationship between the organization and employees. 
Other researchers recommend partnership relations. For example, employee participation 
in ISS risk management, control implementation, and accountability contributes to more 
effective ISS (Spears & Barki, 2010). Organizations can improve ISS management by 
including employees in the design, implementation, testing and monitoring of security 
controls (Spears & Barki, 2010). 
Effective ISS management is not a standalone activity, but should be founded on a 
well-developed security strategy (Seeholzer, 2012). ISS security strategies should be 
balanced with and support business strategies (Chang & Yeh, 2006; McFadzean, 
Ezingeard, & Birchall, 2011). Organizations must be able to assess the effectiveness of 
ISS and communicate its value to the organization (McFadzean et al., 2011). ISS 
effectiveness can be assessed internally or externally (Eloff & von Solms, 2000; Farn et 
al., 2004; Fung, Farn, & Lin, 2003; Kwon & Johnson, 2013). Security assessments can 
measure compliance with regulatory requirements, security risk, or the balance between 
technical and non-technical controls (Da Veiga & Eloff, 2007; Kwon & Johnson, 2013). 
Organizations that achieve a greater balance between technical and non-technical controls 
achieve greater compliance with regulatory requirements and more effective risk 
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management (Goode & Lacey, 2011; Kwon & Johnson, 2013). Technical controls are 
well suited to prevent and detect known threats, but are less effective against new or 
complex threats (Goode & Lacey, 2011). Non-technical controls can be used to gather the 
data necessary to develop technical controls to mitigate risk from new or complex threats, 
thereby reducing costs (Goode & Lacey, 2011). 
ISS risk management is used to identify and quantify security risk to information 
systems, and develop cost-effective controls to mitigate risk to acceptable levels (Sun et 
al., 2006). Risk management is the process of understanding and costing the unexpected 
variability from an activity, and selecting and implementing controls to mitigate that 
variability (Paquette, Jaeger, & Wilson, 2010). ISS risk continues to shift as internal and 
external environments change. Organizations considering new technologies, such as 
cloud computing, should evaluate and mitigate the associated risks prior to implementing 
the technology (Paquette et al., 2010). Continuous monitoring or continuous auditing 
tools aide organizations in active risk management by providing a clearer picture of 
governance, risk management, and compliance (Kuhn & Sutton, 2010). Selecting the 
most effective controls is a complex task that requires a full understanding of the 
organization, business processes, and information systems (Chen, Kataria, & Krishma, 
2011; Sun et al., 2006). 
 
2.4 Employee Compliance with ISS Policy and Controls 
When correctly implemented, common ISS controls reduce risk to information 
systems (Harrison & White, 2010). User compliance increases the effectiveness of non-
automated ISS controls (Herath & Rao, 2009b). ISS research has studied employee and 
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user compliance extensively. Employee compliance can be achieved through multiple 
methods, including deterrence, education and training, developing a culture of security, 
and fear appeals (D’Arcy, Hovav, & Galletta, 2009; Herath & Rao, 2009b; Siponen & 
Vance, 2010; Son, 2011). Early research on employee compliance focused on general 
deterrence theory (Kankanhalli et al., 2003; Straub & Nance, 1990). However, 
neutralization techniques diminish the effect that fear of sanctions has on users, and 
reduces the utility of general deterrence theory in achieving employee compliance with 
security policy (Siponen & Vance, 2010). Codes of ethics are another type of formal 
sanction (Harrington, 1996; Siponen & Vance, 2010), but were found not to deter 
employees’ intent to abuse computer resources when generically applied to the 
organization (Harrington, 1996).  Codes of ethics showed utility on certain employees. 
Employees with a high degree of denial of responsibility were influenced by codes of 
ethics (Harrington, 1996). IS-specific codes of ethics showed similar limitations. IS-
specific codes of ethics deterred computer sabotage, but otherwise had little impact on 
deterring intent to abuse computer resources (Harrington, 1996). Security policies, 
awareness programs, and computer monitoring increased perceived severity of 
punishment, resulting in reduced intention to abuse computer resources (D’Arcy et al., 
2009). Informal sanctions can be employed in addition to formal sanctions, increasing 
compliance with ISS policies (Siponen, Pahnila, & Mahmood, 2007).  
Deterrence alone will not result in employee compliance with ISS (Puhakainen, 
2006; Siponen & Vance, 2010). Neutralization techniques allow employees to be 
temporarily relieved from the fear of punishment, thereby enabling them to violate ISS 
controls in the face of deterrence alone (Siponen & Vance, 2010). Senior management can 
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increase compliance through oversight and continuous communication of ISS 
expectations, and by instilling the belief in employees in the mandatoriness of the ISS 
controls (Boss et al., 2009). Mandatoriness is the degree to which employees believe 
compliance is compulsory (Boss et al., 2009). Senior management fulfills that 
commitment through ISS governance (Da Veiga & Eloff, 2007; Ohki, Harada, 
Kawaguchi, Shiozaki, & Kagaya, 2009). Senior management sets the foundation for ISS 
by providing leadership, establishing an ISS vision, assigning roles and responsibilities, 
and effectively managing ISS (McFadzean et al., 2006).  
Management’s IT competence and environmental uncertainty in industries 
positively influence organizational ISS management (Chang & Ho, 2006). Business 
managers with greater IT competence assume stronger ISS management leadership roles 
and demonstrate greater confidence in ISS management (Chang & Ho, 2006). 
Environmental uncertainty increases competition within industries, driving IS innovation 
and increasing dependence on information systems (Chang & Ho, 2006; Kearns & 
Lederer, 2004). Hsu et al. (2012) found different factors influenced adoption and 
assimilation of ISS management. Adoption was influenced by environmental uncertainty, 
perceived competitive advantage, and resource availability (Hsu et al., 2012). Assimilation 
was influenced by senior management support, IS capability, and cultural acceptance (Hsu 
et al., 2012).  
Although ISS research on employee compliance focuses on employee beliefs, 
attitudes, and behaviors, an underlying theme across these studies is management’s role in 
shaping the desired beliefs, attitudes, and behaviors. For example, employees are more 
likely to comply with ISS policies they perceive as fair and of good quality (Bulgurcu, 
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Cavusoglu, & Benbasat, 2010b). Therefore, senior management participation that ensures 
these qualities improves employee compliance with ISS controls. A top-down driven 
process can also result in a security strategy that is more fully integrated with overall 
business strategies, and results in the selection of more effective ISS controls (Ahmad et 
al., 2012; Kwon & Johnson, 2014). 
 
2.5 Security Awareness and Training 
Puhakainen (2006) found a comprehensive approach that included security 
training, a security campaign, rewards, and punishment more effectively achieved 
employee compliance with ISS controls. Security training provides employees the 
knowledge and skills necessary to comply with ISS, increasing their ability to comply 
with ISS controls and their belief they are capable of complying (Pahnila, Siponen, & 
Mahmood, 2007; Puhakainen, 2006). A training program that fosters social norms 
supportive of ISS can improve employee compliance (Dinev, Goo, Hu, & Nam, 2008). 
Employees are more likely to comply with ISS controls when they believe the controls are 
effective and that they are capable of implementing the controls (Bulgurcu et al., 2010a; 
Johnston & Warkentin, 2010). ISS awareness and training improves self-efficacy and 
compliance (Johnston & Warkentin, 2010). Puhakainen and Siponen (2010) found ISS 
training programs that consider prior ISS knowledge were more effective. ISS 
communications that continue after training improve employee compliance (Puhakainen & 
Siponen, 2010). 
An employee’s intention to comply with ISS controls is influenced by their 
attitude, normative beliefs, and self-efficacy to comply (Bulgurcu et al., 2010a). 
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Management can motivate employees to comply by improving security awareness through 
education that focuses on employee beliefs about intrinsic benefits, individual and 
organizational safety, and self-efficacy to use the required security controls (Bulgurcu et 
al., 2010a). Security training that requires active involvement and motivates the 
participants improves learning and compliance (Puhakainen & Siponen, 2010). Additional 
ISS research supports these findings (Herath & Rao, 2009b; Ifinedo, 2012; Pahnila et al., 
2007; Siponen, Pahnila, & Mahmood, 2010).  
Herath and Rao (2009a) underscore the connection between security awareness 
and training and employee performance. Employees are more likely to comply with ISS 
controls when they perceive ISS controls benefit the organization, and therefore training 
should express the belief senior management has that employee compliance improves 
security (Herath & Rao, 2009b). Training and awareness that creates or reinforces social 
norms supportive of ISS motivates employees to comply with ISS (Herath & Rao, 2009a). 
Employees are more likely to comply with ISS policy when they perceive their peers 
believe compliance is important (Herath & Rao, 2009a). 
ISS training and awareness should not be directed solely at employees or users. 
Evidence suggests management requires ISS training. The security countermeasures 
selected and implemented by managers are often out of balance with ISS threats and risk 
(Yeh & Chang, 2007). Therefore, ISS awareness and training targeted specifically at 
senior management has been recommended (Killmeyer, 2006; Vroom & von Solms, 
2002). However, little research has been done on the content and methods necessary for 
senior management ISS training and awareness.  
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The skill and creativity of ISS professionals is another important aspect of security 
awareness and training. Over dependence on formally structured ISS processes and 
controls can limit organizational response to ISS risk (Njenga & Brown, 2012). Njenga 
and Brown (2012) argue that skilled ISS professionals can add significant value to ISS 
when they are allowed to improvise and use their creativity, particularly in the areas of 
governance and regulatory compliance. Strict reliance on rule-based ISS can lead to de-
skilling ISS professionals and limit their ability to manage new and challenging risk 
scenarios (Njenga & Brown, 2012). Proactive ISS investments have a greater positive 
impact on organizations than reactive investments (Kwon & Johnson, 2013), further 
emphasizing the need for skilled and educated ISS professionals. ISS professionals need 
the awareness of not only the threats and vulnerabilities as seen internally in their 
organizations, but a global awareness of threats, vulnerabilities, and countermeasures 
(Kwon & Johnson, 2013). 
Security awareness and training can be the genesis for developing an ISS culture 
(Corriss, 2010; Drevin, Kruger, & Steyn, 2007). Value-focused training identifies all that 
is important to users. Training objectives developed from values can shape an 
organization’s ISS culture (Drevin et al., 2007). 
 
2.6 Security Culture 
Researches widely agree that both technical and socio-organizational elements 
must be addressed to ensure effective ISS (Bjorck, 2004; Dhillon & Backhouse, 2001; 
Drevin et al., 2007; Siponen & Willison, 2005). Understanding the role of culture is 
fundamental to successful ISS (Knapp, Marshall, Rainer, & Ford, 2006). Culture is the 
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product of group learning over a period of time as the group solves problems (Schein, 
1990). Culture is defined as: 
(a) a pattern of basic assumptions, (b) invented, discovered, or developed 
by a given group, (c) as it learns to cope with its problems of external 
adaptation and internal integration, (d) that has worked well enough to be 
considered valid and, therefore (e) is to be taught to new members as the 
(f) correct way to perceive, think, and feel in relation to those problems 
(Schein, 1990, p. 111) .  
Information security culture is the perceptions and attitudes accepted and 
encouraged to incorporate information security as the way things are done in an 
organization (Martins & Eloff, 2002). ISS culture a basic pattern of assumptions invented 
or developed by a group to deal with risk to information systems that has worked well 
enough to be taught to new members as the correct way to perceive, think, and feel about 
ISS.  
Because ISS culture is learned, management can cultivate the ISS culture within 
organizations (Da Veiga & Eloff, 2007). Da Veiga and Eloff (2010) argue that 
management can systematically plan an organization’s security culture, and that the first 
step is assessment of the existing security culture. Not only can management create an ISS 
culture, but the responsibility for creating the ISS culture rests on management’s shoulders 
(Baggett, 2003). The Organization of Economic Cooperation and Development (OECD) 
provides guidelines for discussing and assessing organizational security culture (OECD 
guidelines for the security of information systems and networks: Towards a culture of 
security, 2002). The guidelines provide nine principles for creating an ISS culture: 
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awareness, responsibility, response, ethics, democracy, risk assessment, security design 
and implementation, and reassessment (OECD guidelines for the security of information 
systems and networks: Towards a culture of security, 2002). Senior management is 
responsible for four fundamental duties to implement these principles: stating the policy, 
directing action plans, reviewing results, and taking corrective actions (Baggett, 2003). 
These responsibilities are reflected in the ISS governance framework proposed by 
McFadzean et al. (2006). Senior management shapes IS and ISS culture by assessing 
information systems and safeguarding the interests of stakeholders (McFadzean et al., 
2006). The principle of good management practice mandates that senior management will 
develop, monitor, and review IS control structures and will manage ISS risk (McFadzean 
et al., 2006).  
Knapp et al. (2006) reinforces the critical linkage between socio-organizational 
factors and ISS success. Senior management support for ISS positively influences ISS 
culture and employee compliance with ISS policy (Knapp et al., 2006). ISS researchers 
have called for a deeper examination of senior management support for ISS (Da Veiga & 
Eloff, 2010; Johnson, 2009; Knapp et al., 2006). 
 
2.7 Senior Management Commitment to ISS 
There is consensus among ISS researchers that senior management commitment is 
necessary for effective ISS (Boss et al., 2009; Herath & Rao, 2009a; Holgate & Hardy, 
2012; Knapp et al., 2006; Patnayakuni & Patnayakuni, 2014), but ISS research related to 
senior management commitment is limited (Johnson, 2009). Exploratory research has 
identified key drivers that motivate senior management commitment to ISS (Johnson, 
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2009). These drivers can be categorized as primarily internal or external. External drivers 
dominated the factors that motivate senior management to invest in ISS (Johnson, 2009). 
Empirical evidence demonstrates external mimetic, coercive, and normative influences 
can sway senior management to purchase ISS technology (Lee & Larsen, 2009). Key 
external drivers included compliance with and ability to demonstrate compliance with 
regulations; protecting customer data integrity and confidentiality; pressures from business 
partners; and ability to compete with other companies (Johnson, 2009). However, senior 
management commitment was not evaluated (Johnson, 2009). Although senior managers 
identified factors that would drive their investment in ISS, the study did not assess senior 
management commitment to ISS (Johnson, 2009). Lee and Larsen (2009) found external 
pressures impacted senior management commitment to security controls by altering their 
threat and coping appraisals.  
Holgate and Hardy (2012) consistently found executive or board-level 
commitment to ISS in critical infrastructure organizations. In most cases, CEOs or CIOs 
had primary responsibility for ISS governance (Holgate & Hardy, 2012). Key drivers to 
senior management commitment were from regulatory pressures, normative pressures 
through professional organizations, and imitation of perceived best practices (Holgate & 
Hardy, 2012). However, the full integration of ISS governance with corporate or IT 
governance remains limited in most organizations (Holgate & Hardy, 2012), even though 
researchers argue that ISS should be fully integrated into organizational planning and 
strategy (McFadzean et al., 2006, 2011; Patnayakuni & Patnayakuni, 2014) 
Research shows effective ISS reduces organizational risk, and senior management 
commitment is critical to effective ISS. Senior management commitment is demonstrated 
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by committing resources to ISS (Johnson, 2009; Lee & Larsen, 2009), assigning roles and 
responsibilities for ISS (Dhillon, Tejay, & Hong, 2007; McFadzean et al., 2006; 
Patnayakuni & Patnayakuni, 2014), communicating the ISS vision (Cho, Park, & Michel, 
2011; McFadzean et al., 2006; Patnayakuni & Patnayakuni, 2014; Seeholzer, 2012; von 
Solms & von Solms, 2006a) and monitoring compliance (Herath & Rao, 2009a; 
McFadzean et al., 2006). However, research also shows senior managers often lack 
commitment to ISS (Chang & Ho, 2006; Hsu, 2009; Hu et al., 2007; Smith et al., 2010). 
Understanding how to motivate senior management commitment is important to 
improving ISS in organizations.  
IS and ISS research show not only is senior management a dominant driver for 
organizational behavior (Enns et al., 2003; Hu et al., 2007), but senior managers are also 
the key human agents between organizations and the external environment (Liang et al., 
2007). Further, senior managers are motivated by different factors than employees 
regarding ISS (Johnson, 2009). Therefore, understanding how external influences 
motivate senior management commitment to ISS is important to improving ISS within 
organizations. 
 
2.8 Summary 
ISS training and awareness helps create an ISS culture within organizations, and a 
strong culture improves the effectiveness of ISS controls (Knapp et al., 2006; Pahnila et 
al., 2007; Puhakainen & Siponen, 2010). ISS controls reduce ISS risk (Harrison & White, 
2010). However, senior management commitment is needed to gain the greatest benefit 
from ISS training and awareness, to develop an ISS culture, and to effectively manage ISS 
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controls (Boss et al., 2009; Bulgurcu et al., 2010a; Chai et al., 2011; Da Veiga & Eloff, 
2007; Hu et al., 2007; Kankanhalli et al., 2003; McFadzean et al., 2006). Considering the 
fundamental value of senior management commitment to effective ISS, it is important to 
understand the factors that motivate senior management commitment to ISS (Johnson, 
2009). Pressures external to organizations have greater influence on senior management 
than internal personnel or pressures (Dutton et al., 2001; Dutton & Ashford, 1993; Holgate 
& Hardy, 2012; Liang et al., 2007; Smith et al., 2010). Therefore, understanding how 
external influences motivate senior management participation in ISS is key to improving 
ISS in organizations.  
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Chapter 3 
 
Research Methodology 
 
 
 
3.1 Introduction 
 
Chapter 3 is organized in five sections. Section 3.2 describes the researcher’s 
epistemology and research method selection. Section 3.3 describes the research model. 
Section 3.4 describes research design. Section 3.5 explains limitations and delimitations. 
Section 3.6 summarizes the chapter. 
 
3.2 Epistemology and Research Method 
 
The researcher holds an objectivist view. Specific to this research, the researcher 
believes senior management’s beliefs about ISS and their participation in ISS are 
outcomes, or effects, in response to a set of causes. Understanding the relationships 
between those causes and effects could enable researchers and practitioners to steer 
senior management to the desired behavior by controlling the causes that shape the 
behavior. A better understanding of the influences that motivate senior management 
participation in ISS could enable practitioners to create greater pressure through those 
influences, thereby shaping their belief and participation in ISS. This deterministic 
philosophy is held by postpositivists (Creswell, 2009). 
Researchers with a postpositivism epistemology attempt to extend knowledge 
through theory development and verification using observation and measurement 
(Creswell, 2009). Quantitative research remains the foundation of postpositivism 
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(Creswell, 2009). This research attempts to explain how external influences motivate 
senior management commitment to ISS by examining the mediating role of senior 
management between external influences and ISS assimilation. The goal of this research 
is to develop a better theoretical understanding of the relationship between external 
influences and senior management commitment to ISS, and is grounded in 
postpositivism. Therefore, quantitative research is appropriate. 
 
 
3.3 Research Model 
 
This study adopted neo-institutional theory to examine how external influences 
motivate senior managers to participate in ISS by examining coercive, mimetic and 
normative mechanisms (DiMaggio & Powell, 1983; Hu et al., 2007; Liang et al., 2007). 
Figure 3.1 illustrates neo-institutional theory as developed by DiMaggio and Powell 
(1983). Coercive, mimetic, and normative processes are hypothesized to positively 
influence organizational homogeneity through the process of isomorphism (DiMaggio & 
Powell, 1983). Neo-institutional theory proposed six hypotheses. H1 and H2 are coercive 
processes, H3 and H4 are mimetic processes, and H5 and H6 are normative processes 
(DiMaggio & Powell, 1983). Liang et al. (2007) modified DiMaggio and Powell’s 
theoretical model by holding coercive, mimetic, and normative processes as the exogenous 
constructs. Liang et al. used the factors posited as hypotheses by DiMaggio and Powell, 
and additional factors, to operationalize the constructs of coercive, mimetic, and 
normative processes. 
Figure 3.2 illustrates the theoretical framework for this research. Coercive, 
mimetic, and normative mechanisms are independent constructs (Hu et al., 2007; Liang et 
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al., 2007; Teo, Wei, & Benbasat, 2003). Senior management commitment, composed of 
senior management belief in ISS and senior management participation in ISS, was added 
as a mediating construct (Liang et al., 2007). Liang et al. provided a deeper examination of  
 
 
Figure 3.1. Neo-Institutional Theory by DiMaggio and Powell (1983) 
 
senior management commitment by dividing commitment into two parts: senior 
management belief and senior management participation, as illustrated in Figure 3.2. This 
study extended the two components of senior management commitment, belief and 
participation, from IS to ISS research.  
Senior management belief in ISS and senior management participation in ISS are 
mediating constructs between external influences and ISS assimilation (Liang et al., 2007; 
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McFadzean et al., 2006; Teo et al., 2003). Senior management belief in ISS also 
influences senior management participation in ISS (Liang et al., 2007). Mimetic 
mechanisms influence senior management belief, and directly influence senior 
management participation (Liang et al., 2007). Normative mechanisms directly influence 
senior management belief (DiMaggio & Powell, 1983; Liang et al., 2007). Senior 
management participation in ISS is evidenced by their actions to establish authority and 
responsibilities, communicate a vision, manage, lead, and align ISS with organizational 
strategy (McFadzean et al., 2006, 2011). The dependent construct is ISS assimilation 
(Liang et al., 2007; Teo et al., 2003).  
 
 
Figure 3.2. Research Model 
 
The theoretical model for this study was developed from DiMaggio and Powell 
(1983), Liang et al. (2007), and Hu et al. (2007). Liang et al. hypothesized normative 
mechanisms would directly influence senior management participation. However, this 
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study hypothesized normative mechanisms also influence senior management beliefs, 
which in turn influence senior management participation in ISS. Liang et al. theorized 
normative mechanisms directly influence senior management participation, but found 
normative mechanisms did not directly influence senior management participation. 
Instead, Liang et al. found normative mechanisms directly influence organizational change 
without influencing senior management participation. This finding could have been a 
deficiency with the scale. Liang et al. used the following items to measure normative 
mechanisms: 
 
1. “The extent of ERP adoption by your firm’s suppliers”  
2. “The extent of ERP adoption by your firm’s customers”  
3. “The extent to which the Government’s promotion of Information Technology 
influences your firm to use ERP”  
 
Normative mechanisms have two important sources: formal education and 
professional networks (DiMaggio & Powell, 1983). Teo et al. (2003) evaluated normative 
mechanisms by adoption of a technology by suppliers and customers, but the focus was on 
shared learning as a result of adopting the technology. The instrument used by Liang et al. 
(2007) could have measured supplier, customer, and government pressures to adopt ERP 
for normative mechanisms, rather than shared learning from adoption of ERP by partners. 
Normative mechanisms are manifested through common education and training with the 
intent to establish a “cognitive base” (DiMaggio & Powell, 1983, p. 152), and as a result 
should influence beliefs. Liang et al. theorized normative mechanisms would directly 
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influence participation, rather than beliefs. ISS research shows information security 
training influences beliefs (Hu et al., 2007; Johnston & Warkentin, 2010). Therefore, this 
study theorized ISS education and training influence senior management beliefs. 
 
Hypothesis 1: Normative mechanisms related to ISS positively influence senior 
management belief in the need for ISS. 
 
Mimetic mechanisms are important in uncertain environments or when 
technologies are not understood (DiMaggio & Powell, 1983). In such situations, 
organizations tend to mimic organizations they perceive as successful (DiMaggio & 
Powell, 1983). Mimetic mechanisms can either change beliefs or directly influence action 
without affecting beliefs (Liang et al., 2007). Liang et al. found mimetic mechanisms 
influenced senior management beliefs. This study extended the conceptual framework for 
mimetic mechanisms from IS research to ISS research, and theorized mimetic mechanisms 
(a) influence senior management beliefs in ISS, and (b) directly influence senior 
management participation in ISS. 
 
Hypothesis 2: Mimetic mechanisms related to ISS positively influence senior 
management belief in ISS. 
 
Hypothesis 3: Mimetic mechanisms related to ISS positively influence senior 
management participation in ISS. 
 
31 
 
Coercive mechanisms result from formal or informal pressures to adopt practices 
or structures that an organization considers necessary to be viewed as legitimate in the 
culture or environment where they operate (DiMaggio & Powell, 1983). Coercive forces 
influence senior management commitment (Teo et al., 2003) and directly influence senior 
management participation during IS assimilation (Liang et al., 2007). Hu et al. (2007) 
provided anecdotal evidence that coercive mechanisms influenced senior management 
commitment to ISS. This study theorized coercive mechanisms directly influence senior 
management participation in ISS. 
 
Hypothesis 4: Coercive mechanisms related to ISS positively influence senior 
management participation in ISS. 
 
Liang et al. (2007) found senior management belief was a mediating variable 
between isomorphic forces and senior management participation during IS assimilation, 
and showed senior management participation was positively influenced by senior 
management beliefs. User beliefs about ISS threats, their susceptibility to those threats, 
effectiveness of responses, and their ability to implement the responses positively 
influence intent to comply with ISS policy (Johnston & Warkentin, 2010; Puhakainen & 
Siponen, 2010). This study held that ISS is a response by senior management to ISS 
threats to the organization, and therefore theorized greater levels of belief in the need for 
ISS to protect against threats influence greater commitment to ISS by senior management. 
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Hypothesis 5: Senior management belief in the need for ISS positively 
influences senior management participation in ISS. 
 
Senior management determines which issues become an organization’s strategic 
issues, and as a result which issues get the resources and organizational commitment 
needed to implement initiatives and programs (Dutton et al., 2001; Dutton & Ashford, 
1993). ISS adoption and employee compliance with ISS are related to senior management 
commitment to ISS (Herath & Rao, 2009b; Hsu, 2009; Hu et al., 2007; Puhakainen & 
Siponen, 2010; Smith et al., 2010; von Solms & von Solms, 2006b). This study theorized 
senior management commitment to ISS directly influences ISS assimilation (Liang et al., 
2007; McFadzean et al., 2006). 
 
Hypothesis 6: Senior management participation in ISS positively influences ISS 
assimilation. 
 
3.4 Research Design 
The research method for this study was survey research. Survey research is 
appropriate for correlational studies in IS research (Bjorck, 2004; Mishra & Agarwal, 
2009; Sekaran & Bougie, 2010; Siponen & Willison, 2005; Straub, 1989; Teo et al., 2003; 
Xue, Liang, & Wu, 2010). Survey research is useful to determine relationships among 
constructs to understand the behavior surrounding and involving IS (Pinsonneault & 
Kraemer, 1993; Salkind, 2009; Sekaran & Bougie, 2010). Surveys can produce 
quantitative descriptions of trends, attitudes, or opinions within a specific population and 
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may include the study of relationships among variables (Creswell, 2009; Pinsonneault & 
Kraemer, 1993). Survey data is usually obtained from a sample of the population in an 
approach supporting generalization to the greater population (Pinsonneault & Kraemer, 
1993). 
This dissertation tested hypotheses to determine if relationships exist between 
constructs and the directionality between those constructs. The results contribute to the 
development of a theory explaining how senior management mediates the relationship 
between external influences on organizations and the assimilation of ISS within 
organizations. Explanatory survey research is recommended for theory building, 
particularly when attempting to explain directionality between variables or constructs 
(Pinsonneault & Kraemer, 1993). Correctly implemented surveys provide insight into 
participants’ perceptions and organizational practices (Karanja, 2013). This dissertation 
considered the relationship between senior management beliefs about ISS and senior 
management participation in ISS within the organization. The study also examined the 
extent to which ISS is assimilated in organizations by examining organizational practices. 
Survey research was an appropriate choice for meeting those objectives (Karanja, 2013). 
Similar IS and ISS studies have also used explanatory survey research (Enns et al., 2003; 
Liang et al., 2007; Teo et al., 2003).  
Certain data collection methods in survey research are also credited as efficient 
and cost effective (Pinsonneault & Kraemer, 1993). Internet-based questionnaires have 
been credited with the ability to collect data from a broad geographic region and from 
multiple cultures in a short period of time (Fox, Murray, & Warm, 2003). This study 
collected data from multiple industries and organizations throughout south-central United 
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States. Therefore, Internet-based questionnaire provides a good method for data collection 
(Fox et al., 2003). 
This survey research used matched pair questionnaire surveys to reduce the effects 
of common method bias. Enns et al. (2003) utilized matched pair surveys to reduce the 
risk of common method bias. Separate surveys were used to measure dependent and 
independent variables, thereby reducing the risk of variances caused by the measurement 
(Enns et al., 2003). This study employed a similar technique. 
3.4.1 Data Collection 
Convenience sampling is appropriate for exploratory research (Sekaran & Bougie, 
2010), and was selected as the sampling method for this study. The study population was 
small- and medium-sized enterprises (SMEs) throughout south-central United States. 
SMEs face unique challenges compared to large organizations which impact their ability 
to develop and implement ISS (Lee & Larsen, 2009; Sánchez, Parra, Rosado, & Piattini, 
2009; Thong, 1999). SMEs are often faced with greater resource constraints and lack ISS 
expertise, training, and education (Thong, 1999). Prior IS and ISS research has found 
regulatory requirements, customer expectations, supplier expectations, and ISS 
assimilation varies by industry (Chang & Ho, 2006; Kearns & Lederer, 2004). Therefore, 
examining multiple industries provided a better understanding of the relationships 
between external influences, senior management beliefs and participation in ISS, and ISS 
assimilation within organizations. Senior management commitment is critical to 
overcoming these obstacles. This study focused on external influences impacting SMEs in 
a cross-section of industries.  
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Data collection was through online survey. Online surveys are recommended when 
the sample size is large, the participants are widely dispersed, a fast turn-around is 
preferred, the participants have Internet access, and anonymity is needed (Sue & Ritter, 
2012). This dissertation met that criteria, and therefore online survey was appropriate.  
This research extended earlier IS and ISS research using surveys (Hu et al., 2007; 
Liang et al., 2007; Teo et al., 2003), but was adapted as an online survey. Prior IS research 
with a mail survey targeted to CEOs, CFOs, and CIOs demonstrated the utility of mail 
surveys with senior management (Teo et al., 2003). Mail surveys targeting senior 
management have been effectively employed in additional IS research (Enns et al., 2003; 
Johnson & Lederer, 2010). The delivery format was modified from mail survey to online 
survey. Researchers have cautioned against the use of mail surveys in survey and ISS 
research, noting the lack of trust between organizations and researchers as a key 
impediment (Kotulic & Clark, 2004). Specifically, organizations are concerned about 
revealing sensitive security information or vulnerabilities to researchers (Kotulic & Clark, 
2004). However, this study only collected data on senior management’s exposure to 
external influences and their response to participate in ISS. ISS assimilation was 
measured, not ISS effectiveness or gaps. Therefore, online survey was appropriate for this 
study.  
Determining the sample size for studies employing PLS-SEM is widely debated 
(Gefen & Rigdon, 2011; Goodhue, Lewis, & Thompson, 2006; Marcoulides & Saunders, 
2006; Ringle, Sarstedt, & Straub, 2012). Some researchers propose a rule of thumb 
standard that is 10 times the number of measurement items for the most complex construct 
(Chin, 1998b; Gefen, Straub, & Bourdreau, 2000; Hair, Ringle, & Sarstedt, 2011). Other 
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researchers argue power analysis should be used to determine the sample size (Chin, 2010; 
Cohen, 1988; Ringle et al., 2012). The most complex construct in the research model has 7 
items, suggesting a minimum of 70 responses are needed (Gefen et al., 2000; Hair et al., 
2011). However, Cohen (1992) noted the relationship between power and sample size. 
Sample size increases as desired power increases (Cohen, 1992). Power analysis considers 
the effect among sample size, significance criterion, population effect size, and statistical 
power (Cohen, 1988, 1992). Goodhue et al. (2006) examined the reliability of various 
sample sizes and effect sizes. The commonly accepted rule of 10 times the most complex 
relationship in the model was only reliable when there was a strong effect size (Goodhue 
et al., 2006). For the same model, a sample size of 90 was needed to accurately detect 
medium effect sizes (Goodhue et al., 2006). A much larger sample size is required to 
detect small effect sizes (Cohen, 1992; Goodhue et al., 2006; Westland, 2010). Large 
effect size is .35, medium effect size is .15, and small effect size is .02 for studies using 
multiple linear regression (Cohen, 1988, 1992; Goodhue et al., 2006). 
Sample size was estimated using several methods. Sample size was first estimated 
using G*Power 3.1.7’s linear multiple regression fixed model, single regression 
coefficient test (Erdfelder, Faul, & Buchner, 1996; Faul, Erdfelder, Lang, & Buchner, 
2007). Input parameters were effect size f 2 = .15, significance level α = .05, and power (1 
– β) = .80. Estimated sample size was 45. However, the estimated sample size should 
consider the control variables. This study has two control variables. Kraemer and 
Thiemann (1987) state each control variable must be considered a cell, and the calculated 
sample size is needed for each cell. Therefore, a sample size of 90 is required. These 
results were compared to Goodhue et al. (2006) for the sample size needed to measure 
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medium effect (1 – β) = .80 and α = .05. Goodhue et al. (2006) found a larger sample size 
was needed to reliably detect medium effect size. Sample size estimates by Kraemer and 
Thiemann (1987) were also considered. Kraemer and Thiemann (1987) recommend a 
sample size of 272 for the power, significance level, and effect size of this study.  
However, a sample size of 150 is sufficient to detect an effect size of f 2 = .20 given this 
study’s power and significance level (Kraemer & Thiemann, 1987). A sample size of 150 
was used for this study. A sample size of 150 reliably detects strong, medium, and no 
effect sizes, but does not have sufficient power to detect weak effect sizes (Faul et al., 
2007; Goodhue et al., 2006). This is appropriate for exploratory research (Hair et al., 
2011). Therefore, this study employed a sample size of 150, recognizing the limitation to 
detect weak effect sizes.  
3.4.2 Instrument Development 
Figure 3.3 illustrates the constructs for this research. The research model consists 
of three exogenous and three endogenous constructs. Absorptive capacity is introduced as 
a control variable (Liang et al., 2007). Absorptive capacity is the readiness of an 
organization to implement a technology (Clark, Jones, & Armstrong, 2007; Cohen & 
Levinthal, 1990; Kouki, Poulin, & Pellerin, 2010; Liang et al., 2007; Roberts, Galluch, 
Dinger, & Grover, 2012). Prior knowledge of a technology within an organization is one 
factor of absorptive capacity (Cohen & Levinthal, 1990; Liang et al., 2007). ISS research 
shows a second factor is financial resource constraints (Gupta & Hammond, 2005; 
Karyda, Mitrou, & Quirchmayr, 2006; Wang, Xu, Lu, & Shen, 2009). For this study, 
absorptive capacity is defined as the readiness of an organization to adopt ISS based on 
prior knowledge of ISS and sufficient resources. Organizations with greater absorptive 
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capacity can better assimilate ISS, and organizations with limited absorptive capacity will 
be less capable of assimilating ISS even if senior management is committed (Cohen & 
Levinthal, 1990; Liang et al., 2007). 
 
 
Figure 3.3. Constructs 
 
Table 3.1 supports the measurement items for the exogenous constructs from ISS 
literature and Table 3.2 supports the measurement items for the endogenous constructs 
from ISS literature. The exogenous constructs developed by Teo et al. (2003) were 
properly specified as formative constructs (Petter, Straub, & Rai, 2007). Petter et al. did 
not comment on the constructs from Chatterjee et al. (2002), and did not evaluate the 
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constructs from Liang et al. (2007). The constructs developed by Chatterjee et al. and 
Liang et al. were evaluated using criteria by Petter et al., and with one exception, found to 
be properly specified. Liang et al. specified the four-item construct to measure absorptive 
capacity as reflective. Causality in reflective constructs extends from the construct to the 
measure, where causality is from the measure to the construct in formative constructs 
(MacCallum & Browne, 1993; Petter et al., 2007). Causality in the absorptive capacity 
construct is from the measure to the construct (Liang et al., 2007). Organizations with 
limited financial resources or lacking ISS expertise are less capable of implementing ISS. 
Therefore, the construct should have been specified as formative rather than reflective. 
Liang et al.’s scale for absorptive capacity was modified for this study and specified as a 
formative construct.  
This study adapted the exogenous constructs of normative, mimetic, and coercive 
mechanisms from Liang et al. (2007). Senior management commitment was divided into 
two constructs, senior management belief and senior management participation 
(Chatterjee et al., 2002; Liang et al., 2007). Scales for senior management belief and 
senior management participation were adapted from IS research (Chatterjee et al., 2002; 
Liang et al., 2007). A three item reflective scale measured senior management beliefs 
(Liang et al., 2007). A seven-item reflective scale was adapted to measure senior 
management participation based on the principles of ISS governance (Liang et al., 2007; 
McFadzean et al., 2006). A five-item formative scale was adapted to measure ISS 
assimilation (Liang et al., 2007; Massetti & Zmud, 1996). The scale measured three 
facets of ISS assimilation: volume, diversity, and depth (Liang et al., 2007; Massetti & 
Zmud, 1996). Volume is the extent to which an organization adopts information system 
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security in their business processes (Liang et al., 2007; Massetti & Zmud, 1996). 
Diversity is the extent to which ISS is adopted by the different functions in an 
organization (Liang et al., 2007; Massetti & Zmud, 1996). Depth is the extent to 
Table 3.1 
Definitions, Measurement Items, and Supporting Literature for Exogenous Constructs 
Construct Definition Item Supporting Literature 
Normative 
mechanisms for 
ISS 
Professionalization of 
senior managers in ISS 
through common 
education and training 
that results in similar ISS 
skills and knowledge  
 
Formal education on 
ISS 
Hsu (2009) 
Hu et al. (2007) 
Conferences with 
ISS 
Hsu (2009) 
Hu et al. (2003) 
Trade journals with 
ISS 
Hsu (2009) 
Hu et al. (2003) 
Mimetic 
mechanisms for 
ISS 
Influences that cause 
organizations to copy ISS 
practices they attribute to 
the success of other 
organizations  
Perceived 
competitor benefits 
from ISS 
Hsu (2009) 
Johnson (2009) 
Perceived 
competitor 
reputation in 
industry 
Hsu (2009) 
 
Perceived 
competitor 
reputation by 
supplier 
Hsu (2009) 
 
Perceived 
competitor 
reputation by 
customer 
Hsu (2009) 
Johnson (2009) 
Coercive 
mechanisms for 
ISS 
External influences from 
regulatory sources, 
competition, and society 
that pressure 
organizations to 
implement ISS 
Perceived 
dominance by 
government for ISS 
Johnson (2009) 
Hsu (2009) 
Hu et al. (2007) 
Perceived 
dominance by 
industry to have ISS 
Johnson (2009) 
Hsu (2009) 
 
Perceived 
competitor pressure 
to have ISS 
Johnson (2009) 
Hsu (2009) 
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Table 3.2 
Definitions, Measurement Items, and Supporting Literature for Endogenous Constructs 
Construct Definition Item Supporting Literature 
Senior 
management belief 
in ISS 
The extent to which senior 
management believes ISS 
can benefit the 
organization 
Perceived benefits of 
ISS 
Lee and Larsen (2009) 
Perceived competitive 
advantage of ISS 
Johnson (2009) 
Perceived advantage to 
business processes from 
ISS 
Johnson (2009) 
Senior 
management 
participation in 
ISS 
The extent to which senior 
management actively 
participates in ISS 
management 
Assigning authority and 
responsibility for ISS 
Dhillon et al. (2007) 
McFadzean et al. (2011) 
Alignment of ISS with 
strategic objectives 
McFadzean et al. (2011) 
Good ISS management 
practices 
McFadzean et al. (2011) 
Pahnila (2007) 
Leadership in ISS McFadzean et al. (2011) 
Pahnila (2007) 
Communicating a 
vision for ISS 
Cho et al. (2011) 
McFadzean et al. (2011) 
Seeholzer (2012) 
von Solms and von Solms 
(2006a) 
ISS assimilation The extent to which ISS is 
diffused across an 
organization’s work 
processes, and becomes 
routine in those processes 
Volume of ISS 
coverage in 
organization 
Doherty and Fulford (2006) 
Diversity of ISS in 
organization 
Cavusoglu, Mishra, and 
Raghunathan (2004) 
Cavusoglu, Raghunathan, 
and Cavusoglu (2009) 
Depth of ISS in 
organization 
Doherty and Fulford (2006) 
Absorptive 
capacity for ISS 
 
Personnel competence 
needed to implement 
ISS 
Johnston and Warkentin 
(2010) 
Lee and Larsen (2009) 
 
 
Financial resources 
needed to implement 
ISS 
Gupta and Hammond (2005) 
Johnson (2009) 
Lee and Larsen (2009) 
 
which ISS security is intertwined with organizational strategy (Liang et al., 2007; 
Massetti & Zmud, 1996). Liang et al. developed a four-item reflective scale for 
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absorptive capacity. However, using criteria from Petter et al. (2007), the scale was 
determined to be improperly specified as reflective. The four-item scale for absorptive 
capacity should have been specified as formative. Only two items from the scale could be 
modified to measure absorptive capacity for ISS in an organization. A two-item 
formative scale measured absorptive capacity.  
 
3.5 Summary 
 
This study adopted neo-institutional theory to examine how external influences 
motivate senior managers to participate in ISS by examining coercive, mimetic and 
normative mechanisms (DiMaggio & Powell, 1983; Hu et al., 2007; Liang et al., 2007). 
The research method for this study was survey research. Survey research is appropriate 
for correlational studies in IS research (Bjorck, 2004; Mishra & Agarwal, 2009; Sekaran 
& Bougie, 2010; Siponen & Willison, 2005; Straub, 1989; Teo et al., 2003; Xue et al., 
2010). 
The required sample size was 150. A sample size of 150 reliably detects strong, 
moderate, and no effect sizes; but does not have sufficient power to detect weak effect 
sizes (Goodhue et al., 2006). This was appropriate for exploratory research (Hair et al., 
2011). Data collection was conducted through an online survey. This research extended 
earlier IS and ISS research using surveys (Hu et al., 2007; Liang et al., 2007; Teo et al., 
2003), but was adapted as an online survey. The tailored design method (Dillman, 1999) 
was used to attempt to achieve a 70% response rate (Sivo, Saunders, Chang, & Jiang, 
2006).  
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Chapter 4 
 
Results 
 
 
 
4.1 Introduction 
 
Chapter 4 is organized in four sections. Section 4.2 describes the data analysis 
method, while Section 4.3 explains the findings. Section 4.4 summarizes the chapter. 
 
 
4.2 Data Analysis 
Researchers should determine how to handle mixed formative and reflective 
constructs a priori to data collection (Petter et al., 2007). Component-based SEM, or  
Partial Least Squares (PLS), is recommended for formative and mixed models (Chin, 
1998a; Petter et al., 2007). PLS is also recommended for exploratory research (Gefen & 
Rigdon, 2011). This study is both exploratory research and uses a model with formative 
and reflective constructs, and therefore PLS is appropriate. The exogenous and dependent 
constructs are formative. The two mediating constructs are reflective. Six criteria are 
recommended for evaluating formative constructs (Cenfetelli & Bassellier, 2009):  
1) Examine for multicollinearity 
2) Evaluate the number of indicators for each construct 
3) Examine for co-occurrence of negative indicator weights 
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4) Evaluate absolute and relative contributions made by indicators 
5) Evaluate nomological network effects 
6) Determine if PLS or covariance-based SEM best meets the research needs. 
Evaluation includes testing the measurement and structural models (Diamantopoulos & 
Winklhofer, 2001; Hair et al., 2011). 
The measurement model was evaluated by examining multicollinearity, indicator 
weight, indicator significance, and convergent validity (Hair et al., 2011; Kock, 2012). 
Multicollinearity between indicators can cause unstable indicator weights and is not 
desired in formative constructs (Cenfetelli & Bassellier, 2009; Gefen & Rigdon, 2011; 
Hair et al., 2011). Indicators with a variance inflation factor (VIF) greater than 5.00 
should be evaluated to determine if there is a conceptual overlap (Bagozzi, 2011; 
Cenfetelli & Bassellier, 2009). Standards for acceptable VIF vary. Diamantopoulos and 
Siguaw (2006) recommend a VIF of 3.33, while Mathieson, Peacock, and Chin (2001) 
recommend 10.00. Even IS researchers lack agreement. Some IS researchers recommend 
3.33 as the standard for formative indicators (Petter et al., 2007), and others recommend 
10.00 (Mackenzie, Podsakoff, & Podsakoff, 2011; Mathieson et al., 2001). Kock and 
Lynn (2012) argue that regression algorithms used in PLS minimize collinearity inflation 
to typically provide VIF values less than 2.00, and therefore support the standard of 3.33. 
This research used a VIF threshold of 3.33 (Diamantopoulos & Siguaw, 2006; Kock & 
Lynn, 2012; Petter et al., 2007). One indicator should be removed where conceptual 
overlap is found and removing the indicator does not alter the conceptual meaning of the 
construct (Cenfetelli & Bassellier, 2009). An examination of how to improve the 
measurement is needed if removing the indicator would alter the conceptual meaning of 
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the construct (Cenfetelli & Bassellier, 2009). Evaluation of the structural model can 
continue if indicators with multicollinearity are retained (Cenfetelli & Bassellier, 2009). 
An indicator should be removed when there is overlap and correlation is high. Indicators 
with high VIFs should be retained when they are conceptually important, when their 
weight is significant, or when removing the indicators results in a major reduction in the 
number of indicators (Kock, 2012). 
Greater numbers of indicators for a formative construct increases the likeliness 
that some indicators will have low or nonsignificant weights (Cenfetelli & Bassellier, 
2009). Indicators were evaluated for weighting (Cenfetelli & Bassellier, 2009). 
Constructs with large numbers of indicators where some of those indicators have weights 
with a significance level (ρ-value) greater than .05 were examined (Hair et al., 2011; 
Kock, 2010; Petter et al., 2007). Indicators that have low relative significance (weight) 
but high absolute significance (loading) are considered absolutely important, but 
relatively unimportant (Cenfetelli & Bassellier, 2009). Indicators with low relative 
significance and high absolute significance were evaluated for theoretical relevance and 
overlap (Cenfetelli & Bassellier, 2009). Standardized loading for each indicator should be 
higher than .70 (Hair et al., 2011). Indicators with standardized loading less than .40 
should be removed if the weight is also nonsignificant (Cenfetelli & Bassellier, 2009; 
Hair et al., 2011). Convergent validity is good when the responses to the question are 
understood by the participants in the same way they were intended (Hair, Anderson, & 
Tatham, 1987; Hair, Black, Babin, & Anderson, 2010). Convergent validity was 
acceptable when ρ-values associated with indicator loadings were lower than .05 and 
loadings were equal to or greater than .5 (Hair et al., 1987, 2010). 
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The structural model was evaluated by examining R2 values, path coefficients, 
and heterogeneity (Hair et al., 2011). R2 values describe the amount of variance that can 
be explained by the exogenous constructs. Endogenous construct R2 values of .75, .50, 
and .25 were considered substantial, moderate, and weak, respectively (Hair et al., 2011). 
The effect independent constructs have on dependent constructs should be reported (Hair 
et al., 2011; Ringle et al., 2012). This study examined the effect size and the R2 values 
(Ringle et al., 2012). 
Bootstrapping and jackknifing resampling methods can be used in PLS (Fornell & 
Bookstein, 1982; Gefen et al., 2000; Petter et al., 2007; Ringle et al., 2012). Resampling 
methods and the PLS-SEM software application used should be reported (Ringle et al., 
2012; Sarstedt, Henseler, & Ringle, 2011). Bootstrapping and resampling of 5,000 is 
recommended for IS research using PLS (Chin, Marcolin, & Newsted, 2003; Hair et al., 
2011; Kock, 2012). This study used WarpPLS 4.0. However, WarpPLS limits 
bootstrapping resampling to 999 so analysis was done with bootstrapping with 
resampling of 999. Path weights with ρ-values less than .05 were considered valid (Hair 
et al., 2011; Kock, 2010; Petter et al., 2007).  
The structural model was examined for heterogeneity (Ringle et al., 2012) using 
multi-group analysis (Kock, 2014). Heterogeneity occurs when members or groups 
within the population are subject to different models or different parameters within the 
same model (Gefen & Rigdon, 2011). This study examined for and detected 
heterogeneity (Gefen & Rigdon, 2011; Hair et al., 2011; Ringle et al., 2012). The source 
of heterogeneity cannot be fully assessed a priori, therefore heterogeneity was tested 
using common demographic variables (Hair et al., 2011). This study assessed 
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heterogeneity on the basis of respondants’ industry, firm size, and industry regulatory 
requirements.  
Constructs should be assessed for nomological networks and portability 
(Cenfetelli & Bassellier, 2009). Although some variation in indicator weight is expected, 
consistency is necessary to support portability and generalizability (Cenfetelli & 
Bassellier, 2009). Indicator weights were compared to prior studies where a construct has 
been used (Cenfetelli & Bassellier, 2009). The exogenous constructs have been used in 
two prior studies (Liang et al., 2007; Teo et al., 2003), and the endogenous constructs 
have been used in one prior study (Liang et al., 2007). Results from this study were 
compared to prior studies.  
Cronbach’s alpha (Cronbach, 1951) and composite reliability (Fornell & Larcker, 
1981) are recommended for assessing reliability of reflective constructs (Nunnally & 
Bernstein, 1994; Ringle et al., 2012). Cronbach’s alpha or composite reliability scores 
should exceed 0.70 (Fornell & Larcker, 1981). Reliability of reflective constructs were 
evaluated using Cronbach’s alpha and composite reliability. Convergent validity of 
reflective constructs was assessed using average variance extracted (AVE) (Fornell & 
Larcker, 1981). Convergent validity is acceptable when AVE is greater than 0.5 (Fornell 
& Larcker, 1981). Table 4.1 summarizes data analysis criteria. 
The possibility of common method bias should be assessed prior to data collection 
(Williams, Edwards, & Vandenberg, 2003). Common method bias can be controlled by 
procedural and statistical remedies (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). 
Temporal and methodological separation techniques were used to minimize effects from 
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common method bias (Podsakoff et al., 2003). Enns et al. (2003) and Liang et al. (2007) 
employed methodological separation techniques to reduce potential common method 
Table 4.1 
Data Analysis Criteria 
Criteria Standard 
Multicollinearity VIF ≤3.33 
Indicator weight ρ-value < .05 
Indicator standardized loading Standardized loading ≥ .5 
Path weight ≤0.05 
R2 and effect size Substantial effect size if R2 ≥ .75 
Moderate effect size if   R2 ≥ .5 and < .75 
Weak effect size if         R2 ≥ .25 and < .5 
No effect if                     R2 < .25 
Reliability of reflective constructs Cronbach’s alpha ≥ .7, or 
Composite reliability ≥ .7 
Convergent validity AVE ≥ .5 
 
bias. A similar strategy was employed in this study. Liang et al. surveyed senior 
management about the exogenous constructs and senior management beliefs, but used 
secondary data to assess senior management participation and assimilation. Enns et al. 
utilized matched pair testing to separate evaluation of independent and dependent 
constructs. This study modified that approach by employing matched surveys (Enns et 
al., 2003; Johnson & Lederer, 2010). Senior management was surveyed on the exogenous 
constructs and senior management beliefs (Liang et al., 2007); employees were surveyed 
on senior management participation in ISS and ISS assimilation (Enns et al., 2003; Liang 
et al., 2007).   
Temporal separation was used to reduce the effects of common method bias 
(Podsakoff et al., 2003). Items for each construct were intermingled throughout the 
survey to reduce the likelihood respondents would recall their responses to a single 
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construct, and therefore be influenced to respond similarly to other measurement items 
(Podsakoff et al., 2003). A second temporal separation strategy was to sequence survey 
items that measured effects before survey items that measured causes (Podsakoff et al., 
2003). For example, survey items assessing senior management beliefs preceded items 
assessing exogenous constructs in the senior management survey. In the employee 
survey, items assessing ISS assimilation preceded items assessing senior management 
participation in ISS.  
Effects of common method bias were evaluated using statistical tests (Enns et al., 
2003; Liang et al., 2007; Podsakoff et al., 2003). Harman’s one-factor test, and more 
recently, confirmatory factor analysis are commonly used to evaluate the impact of 
common method bias (Podsakoff et al., 2003; Podsakoff & Organ, 1986). However, 
Podsakoff et al. (2003) noted limitations with Harman’s one-factor test and confirmatory 
factor analysis, noting Harman’s one-factor test only detects common method bias, but 
does not control for bias. Nonetheless, Harman’s one-factor test is suitable for common 
method bias detection (Podsakoff et al., 2003). Multiple methods factor analysis is 
recommended as an alternative to control for common method bias (Podsakoff et al., 
2003). Harman’s one-factor testing was applied to detect common method bias, and 
multiple methods factor analysis using PLS was used to statistically control for common 
method bias (Liang et al., 2007; Podsakoff et al., 2003; Podsakoff & Organ, 1986). Both 
statistical processes demonstrated low risk of common method bias. 
A high nonresponse rate could indicate nonresponse bias or self-selection bias 
(Gefen & Rigdon, 2011; Shmueli & Koppius, 2011). Although a response rate of 55% 
can achieve statistically reliable results with a significance level of .05, the required 
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sample size is 1,000 (Sivo et al., 2006). An alternative approach is to achieve a higher 
response rate with a smaller sample (Sivo et al., 2006). A response rate of 70% is 
recommended to achieve a significance level of .05 with a sample size of 70 (Sivo et al., 
2006). This research employed the tailored design method (Dillman, 1999) to attempt to 
achieve a response rate of 70%. A pilot study that did not employ the tailored design 
method achieved a 57% response rate (Tejay & Barton, 2013), so the higher response rate 
of 70% was considered attainable using the tailored design method. However, the 70% 
response rate was not achieved. 
 
4.3 Findings 
A response rate of 49.5% was achieved during the study. Invitations were sent to 
105 organizations, 58 organizations submitted responses to both surveys. An additional 
11 organizations responded to one of the two surveys, and therefore were not counted as 
complete responses. The senior management survey collected data for the exogenous 
constructs and senior management belief. Responses to the senior management survey 
provided useful data for understanding H1 and H2, and were therefore included in data 
analysis. The employee survey collected data on senior management participation and 
ISS assimilation. Responses to the employee survey without a matching response to the 
senior management survey were useful for measuring H6. One organization responded to 
the employee survey only. That response was used during data analysis. 
The surveys used a five-point Likert scale. Employees were given a sixth option 
of “Do Not Know” for survey questions on the indicators to the senior management 
participation construct. Eleven respondents to the employee survey answered “Do Not 
Know” to all questions for senior management participation. Those responses were 
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omitted from data analysis. Instances where employees responded “Do Not Know” to 
some, but not all questions, were used in data analysis by evaluating “Do Not Know” 
responses as null entries. A total of 167 matched tuples were received, while 148 matched 
tuples were used in data analysis. Of those, only 97 tuples had usable entries to every 
question to the senior management participation construct. Employees also reported 
higher than expected trends of senior management participation and ISS assimilation. 
Reported senior management participation and ISS assimilation did not vary significantly 
by industry, organization size, or absorptive capacity. Although employee responses may 
accurately indicate senior management participation and ISS assimilation, it may also  
Table 4.2 
Industry Distribution 
Industry Frequency Percentage 
Business Development 5 8% 
Construction 4 7% 
Energy 1 2% 
Entertainment and Hospitality 4 7% 
Financial and Banking 5 10% 
Government 1 2% 
Healthcare 2 3% 
Higher Education 2 3% 
Manufacturing 3 5% 
Non-Profit 6 10% 
Professional Service 12 20% 
Real Estate and Development 2 3% 
Religious 1 2% 
Retail 4 7% 
Technology 6 10% 
Transportation 2 3% 
52 
 
indicate employee respondents were unwilling or unable to evaluate senior management 
participation in ISS.  
Three strategies were employed to test for nonresponse bias since the 70% 
response rate was not attained: (a) comparison of demographic and economic differences, 
(b) comparison of early and late response differences, and (c) weighting adjustments 
(Sivo et al., 2006, p. 362). Invitations to participate were staggered over the data 
collection period. Non-response rates and time to complete the surveys were consistent 
across the study period. Size and industry of participating organizations were similar to 
organizations that did not respond. Late responding organizations were demographically 
similar to early responding organizations. Notably, organizations that participated 
consistently responded within 60 days of request, and with no more than 3 follow-ups. 
Organizational demographics were collected from participants and used to evaluate 
heterogeneity based on organization size, industry, and whether or not the industry has 
significant information security regulatory requirements. Tables 4.2, 4.3, 4.4, and 4.5 
summarize the demographics of the participating organizations. 
Table 4.3 
Number of Employees Distribution 
Industry Frequency Percentage 
≤ 10 18 30% 
11 - 100 24 40% 
101 – 1,000 8 13.3% 
1,001 – 2,000 5 8.3% 
> 2,000 5 8.3% 
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Table 4.4 
Industries Subject to Information Security Regulation 
Distribution – Estimated by Researcher 
Industry Frequency Percentage 
Subject to Significant 
Regulation 
12 20% 
Not Subject to Significant 
Regulation 
48 80% 
 
Table 4.5 
Industries Subject to Information Security Regulation 
Distribution – Reported by Participants 
Industry Frequency Percentage 
Subject to Significant 
Regulation 
28 47% 
Not Subject to Significant 
Regulation 
32 53% 
 
Heterogeneity was examined by separating responses by demographic categories 
and performing PLS analysis on the subsets. Specifically, comparisons between the sets 
in Table 4.6 were completed. The results indicate heterogeneity based on organizational 
demographics. The results are discussed in multi-group analysis and shown in Table 4.10. 
Table 4.6 
Demographic Factors for Heterogeneity Tests 
Factor Set 1 Set 2 
Industry Banking and Financial 
Technology 
Professional Services 
All others 
Number of Employees ≤ 100 > 100 
Industry Regulation 
(Researcher assessment) 
Significantly regulated Not significantly regulated 
Industry Regulation 
(Participant assessment) 
Significantly regulated Not significantly regulated 
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Indicators were first evaluated for multicollinearity. Table 4.7 summarizes VIF, 
loading, and weighting significance for each indicator. NORM2, NORM3, MIM2, 
MIM4, and ASSIM2 had VIFs greater than 3.33. MIM2 was the only indicator with a 
VIF greater than 5. Those indicators were examined for conceptual overlap (Cenfetelli & 
Bassellier, 2009). NORM2, NORM3, MIM2, and MIM4 are all conceptually different. 
ASSIM2 is also conceptually unique, but may appear similar to ASSIM1. ASSIM1 
measures ISS across business processes while ASSIM2 measures ISS in functional areas. 
These concepts may not appear different if the reader does not evaluate the survey 
questions carefully. ASSIM2 was therefore removed from the construct and PLS analysis  
run again. Removing ASSIM2 did not effect path weights or R2, so ASSIM2 was reported 
in the findings.  
Standardized loadings for all indicators were greater than .5 and ρ-values were 
significant, as shown in Table 4.7. NORM4 and SMB3 had ρ-values < 0.01. All other 
indicators had ρ-values < 0.001. Indicator loadings were consistent with similar 
constructs in prior studies, demonstrating satisfactory nomological network effects 
(Cenfetelli & Bassellier, 2009). Cross-loading was checked by verifying loading for each 
indicator was greatest on its specified construct. Cross-loading was satisfactory, with one 
exception. NORM4 loading was greater with COER than NORM. NORM4 measured 
senior management’s exposure to media reports about ISS. Cross-loading might be 
explained by the perception of media reports as public or customer pressures, rather than 
normative pressures. NORM4 requires more examination to determine if either the 
instrument can be improved or if the indicator should be part of the coercive construct. 
The model demonstrated sufficient discriminant validity. 
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Table 4.7 
Normalized Cross-Loadings 
Indicator NORM MIM COER SMB SMP ASSIM AbsCap ρ-value VIF 
NORM1 0.760 0.207 -0.364 -0.065 0.106 0.018 0.008 < 0.001 2.241 
NORM2 0.692 -0.039 -0.010 0.089 0.026 0.010 0.022 < 0.001 4.952 
NORM3 0.704 -0.174 0.0186 0.026 0.078 -0.124 -0.038 < 0.001 3.706 
NORM4 0.524 -0.073 0.966 -0.045 -0.130 -0.017 0.147 < 0.01 1.069 
MIM1 0.189 0.675 -0.031 -0.203 -0.101 0.060 -0.155 < 0.001 1.949 
MIM2 0.074 0.745 -0.007 -0.068 -0.014 -0.024 0.006 < 0.001 5.561 
MIM3 -0.022 0.752 -0.138 0.118 -0.099 0.114 -0.020 < 0.001 2.227 
MIM4 0.189 0.770 -0.031 -0.203 -0.101 0.060 -0.151 < 0.001 4.941 
COER1 0.533 -0.179 0.616 0.189 0.188 -0.334 0.071 < 0.001 1.492 
COER2 0.172 -0.057 0.615 0.092 -0.159 0.219 0.421 < 0.001 1.714 
COER3 0.092 0.040 0.667 0.047 0.337 -0.231 -0.172 < 0.001 1.440 
COER4 -0.144 0.048 0.691 -0.044 -0.175 0.106 -0.033 < 0.001 2.340 
COER5 0.357 0.410 0.727 0.362 0.023 0.171 0.104 < 0.001 2.223 
SMB1 0.159 0.201 0.460 0.807 0.067 0.225 0.127 < 0.001 n/a 
SMB2 0.312 0.388 0.444 0.708 0.136 0.141 -0.019 < 0.001 n/a 
SMB3 0.090 0.169 0.208 0.947 0.025 -0.091 0.067 < 0.01 n/a 
SMP1 -0.013 -0.031 -0.042 0.030 0.879 0.469 0.057 < 0.001 n/a 
SMP2 0.037 0.015 0.001 0.060 0.876 0.462 0.123 < 0.001 n/a 
SMP3 0.054 0.049 0.064 0.128 0.850 0.493 0.082 < 0.001 n/a 
SMP4 0.118 0.111 0.154 0.108 0.752 0.603 0.091 < 0.001 n/a 
SMP5 0.049 0.047 0.077 0.127 0.875 0.424 0.012 < 0.001 n/a 
SMP6 -0.035 0.004 -0.006 0.115 0.892 0.402 -0.012 < 0.001 n/a 
SMP7 0.065 -0.024 0.028 0.159 0.841 0.500 0.112 < 0.001 n/a 
ASSIM1 0.122 0.065 0.262 0.213 0.413 0.822 0.089 < 0.001 1.479 
ASSIM2 0.128 0.053 0.218 0.166 0.442 0.808 0.131 < 0.001 4.645 
ASSIM3 0.204 0.151 0.086 0.177 0.453 0.799 0.146 < 0.001 2.479 
ASSIM4 0.166 0.042 0.168 0.104 0.514 0.806 0.120 < 0.001 2.360 
ASSIM5 0.235 0.109 0.137 0.085 0.436 0.832 0.098 < 0.001 2.135 
AbsCap1 0.217 0.143 0.212 0.015 0.082 0.062 0.935 < 0.001 1.438 
AbsCap2 0.411 0.204 0.325 0.096 0.053 0.174 0.796 < 0.001 1.438 
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Table 4.8 
Correlations among Major Constructs 
Construct NORM MIM COER SMB SMP ASSIM AbsCap 
NORM 0.801       
MIM 0.531***  0.858      
COER 0.664*** 0.575*** 0.770     
SMB 0.278*** 0.358*** 0.534*** 0.731    
SMP 0.042 0.027 0.042 0.117 0.832   
ASSIM 0.205* 0.097 0.222** 0.182* 0.557*** 0.790  
AbsCap 0.374*** 0.205* 0.318*** 0.068 0.077 0.143 0.881 
*** p < .001; ** p < .01; * p < .05; AVEs are in bold 
 
Correlation among constructs was examined. Table 4.8 reports correlation among 
constructs. Although the model demonstrated sufficient discriminant validity, co-linearity 
was detected between constructs NORM and MIM, NORM and COER, NORM and 
SMB, NORM and AbsCap, MIM and COER, COER and SMB, COER and AbsCap, and 
SMP and ASSIM, suggesting the results may not be reliable for constructs NORM, MIM, 
COER, SMP and ASSIM. 
 Path weights were examined between constructs. Figure 4.1 shows H2, H5, and 
H6 were supported. H1, H3, H4 and the moderating construct absorptive capacity were 
not supported. R2 was low for SMB, SMP, and ISS ASSIM. Weak effect from the 
exogenous constructs was found for SMB and ISS ASSIM, while no effect was found for 
SMP. This suggests the exogenous constructs only explained 22% of the variance for 
SMB and 29% of the variance for ISS ASSIM. The exogenous constructs did not explain 
variance in SMP. Therefore, the results may not be reliable.  
Figure 4.1. PLS Analysis of Results
 
Reliability of reflective constructs was assessed with Cronbach’s alpha and 
composite reliability. The model included two reflective constructs, SMB and SMP. 
Composite reliability was 
0.549 for SMB and 0.925 for SMP. Reliability is determined satisfactory based 
composite reliability scores exceeding 0.70. AVE was 0.534 for SMB and 0.692 for 
SMP, demonstrating satisfactory validity.
Global validation of a model can be assessed using 
covariance-based SEM, but not in PLS
2011; Tenenhaus, Vinzi, Chatelin, & Lauro, 2005)
measurement is recommended as an operational solution to validating a PLS model 
globally (Guenzi et al., 2009)
average communality and the average 
the AVE for each construct can be used to calcul
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0.768 for SMB and 0.925 for SMP. Cronbach’s alpha was 
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 and related 
 (Guenzi, Georges, & Pardo, 2009; Lane & Lum, 
. A Goodness-of-Fit (GoF) 
. GoF can be calculated as the geometric mea
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communality, because AVE is the same as communality in PLS path modeling (Wetzels, 
Odekerken-Schroder, & van Oppen, 2009). Therefore, WarpPLS calculates Tenenhaus’s 
GoF as the square root of the product of average AVE and average R2 (Kock, 2013). GoF 
thresholds are small = 0.1, medium = 0.25, and large = 0.36 (Kock, 2013; Lane & Lum, 
2011; Wetzels et al., 2009). The Tenenhaus GoF = 0.364, demonstrating large effect size. 
Harman’s one-factor test was conducted to test for common method bias using 
SPSS version 22. All variables were entered into a factor analysis and examined to 
determine the number of factors needed to explain more than 50% of the variance 
(Podsakoff & Organ, 1986). Results showed only 28% of variance could be attributed to 
a single factor and that three factors were required to explain more than 50% of variance, 
demonstrating a reduced risk of common method bias. Multiple methods factor analysis 
was also conducted in SPSS 22. Table 4.9 shows results from multiple methods factor  
Table 4.9 
Percent of Variance from Multiple Methods Factor Analysis 
Component Varimax Equamax Promax Direct Oblimin 
1 28.051 28.051 28.051 28.051 
2 20.653 20.653 20.653 20.653 
3 6.706 6.706 6.706 6.706 
4 5.632 5.632 5.632 5.632 
5 5.160 5.160 5.160 5.160 
6 4.178 4.178 4.178 4.178 
7 3.833 3.833 3.833 3.833 
8 3.713 3.713 3.713 3.713 
9 3.116 3.116 3.116 3.116 
10 2.514 2.514 2.514 2.514 
11 2.232 2.232 2.232 2.232 
12 1.750 1.750 1.750 1.750 
13 1.622 1.622 1.622 1.622 
14 1.420 1.420 1.420 1.420 
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analysis. Results were consistent for every method and supported conclusions from the 
Harman’s one-factor test. Analysis demonstrates low risk of common method bias. 
 Multi-group analysis tests differences between two data sets when they are 
applied to the same model. This study examined differences between data sets based on 
four demographic characteristics: firm size, industry, industry regulatory requirements as 
reported by the participants, and industry regulatory requirements as predicted by the 
researcher. Two testing methods were used, the pooled standard error and Satterthwaite  
Table 4.10 
Multi-Group Analysis Results 
Demographic Hypothesis β1 SE1 β2 SE2 
Pooled 
Standard Satterthwaite 
Firm Size - Number 
of Employees 
H1 0.291 0.293 0.133 0.221 0.358 0.334 
H2 0.365 0.127 0.732 0.372 0.135 0.137 
H3 -0.103 0.213 -0.113 0.257 0.488 0.488 
H4 -0.152 0.131 0.199 0.214 0.091 0.089 
H5 0.161 0.165 0.091 0.221 0.397 0.400 
H6 0.651 0.129 0.522 0.118 0.227 0.220 
 
Industry 
H1 0.063 0.121 0.656 0.316 0.017 0.038 
H2 0.792 0.210 0.204 0.240 0.040 0.037 
H3 -0.109 0.147 -0.163 0.212 0.416 0.417 
H4 -0.049 0.131 0.023 0.181 0.373 0.374 
H5 0.127 0.166 0.281 0.198 0.284 0.276 
H6 0.710 0.073 0.692 0.111 0.444 0.446 
 
Regulatory 
Requirements – 
Predicted by 
Researcher 
H1 -0.267 0.298 0.226 0.339 0.145 0.138 
H2 0.356 0.101 0.517 0.164 0.217 0.202 
H3 -0.247 0.278 -0.052 0.137 0.150 0.168 
H4 0.060 0.155 -0.127 0.172 0.216 0.210 
H5 0.202 0.149 0.125 0.175 0.373 0.369 
H6 0.747 0.070 0.672 0.106 0.289 0.278 
 
Regulatory 
Requirements – 
Reported by 
Participants 
H1 -0.267 0.298 0.228 0.312 0.125 0.127 
H2 0.356 0.101 0.293 0.433 0.443 0.444 
H3 -0.247 0.278 -0.171 0.259 0.420 0.421 
H4 0.060 0.155 -0.250 0.282 0.167 0.169 
H5 0.202 0.149 0.096 0.268 0.364 0.365 
H6 0.747 0.070 0.424 0.109 0.007 0.007 
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methods (Kock, 2014). Heterogeneity was detected in H1 and H2 in multiple 
demographic categories, including industry, firm size and regulatory requirements as 
reported by both the researcher and participants. Heterogeneity was also detected with H4 
based on firm size and H6 based on participant reporting of regulatory requirements. 
Table 4.10 summarizes results from multi-group testing. A ρ-value threshold of less than 
0.15 was used to determine heterogeneity (Kock, 2014). 
Effect size was evaluated. Table 4.11 summarizes effect size for each path. 
Moderate effect size was demonstrated between SMP and ASSIM. MIM and COER 
showed no effect on SMP. All other relationships showed weak effect size. Based on the 
sample size, desired power level (1 – β = .80), significance level of α = .05, and the high 
occurrence of weak effect size, it must be concluded that the results do not have sufficient 
effect size to be reliable. 
 
Table 4.11 
Effect Size of Independent Constructs on Dependent Constructs 
Construct NORM MIM COER SMB SMP ASSIM AbsCap 
NORM        
MIM        
COER        
SMB 0.083** 0.132**      
SMP  0.001* 0.004* 0.035**    
ASSIM     0.344***  0.038** 
AbsCap        
**** strong; *** moderate; ** weak; *no effect 
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Table 4.12 summarizes the key statistical results and conclusions for the six 
hypotheses. Heterogeneity was detected with hypotheses H1, H2, H4, and H6 based on 
firm size, industry, or perceived existence of regulatory requirements. Three hypotheses 
were supported. H2, H5, and H6 had ρ-values ≤ .05 and weak or moderate effect size. 
The ρ-value for H1 was greater than .05, and therefore was not supported. However, 
weak effect size was also detected with H1. Given the sample size, the study did not have 
the power to reliably detect results for weak effect size. Therefore, confirmatory research 
should be conducted before making conclusions on H1, H2, or H5. 
Table 4.12 
Summary of Key Statistical Results and Conclusions of Hypothesis Testing 
Test  H1 H2 H3 H4 H5 H6 
Heterogeneity 
  
Industry 
Regulatory  
Firm size 
Industry 
 
 
 
None 
Firm size  
 
 
None 
 
 
Regulatory 
Path weight  0.23 0.32 0.04 0.06 0.19 0.50 
ρ-value  0.08 <0.01 0.39 0.33 0.05 <0.01 
Effect size  0.083** 0.132** 0.001* 0.004* 0.035** 0.344*** 
Supported  no yes no no yes yes 
Effect size: *** moderate: ** weak; * no effect 
 
4.4 Summary 
Data analysis used SEM-PLS to evaluate the measurement model and test the 
hypotheses proposed in the research model. Data examination used six steps: 1) 
examined for multicollinearity, 2) evaluated the number of indicators for each construct, 
3) examined for co-occurrence of negative indicator weights, 4) evaluated absolute and 
relative contributions made by indicators, 5) evaluated nomological network effects, and 
6) determined if PLS or covariance-based SEM best meets the research needs. Data 
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analysis also evaluated and controlled for common method bias. Analysis demonstrated 
low risk for common method bias. 
This study proposed six hypotheses. The results supported H2, H5, and H6, while 
H1, H3, and H4 were not supported. However, effect size for the endogenous constructs 
SMB and ISS ASSIM were weak and no effect was detected with endogenous construct 
SMP, suggesting the results could be unreliable. Comparison of these results to prior 
studies show similar conclusions about reliability. For example, Liang et al. (2007) found 
support for four of six hypotheses. Similarly, Tejay and Barton (2013) found support for 
four of six hypotheses. Both Liang et al. and Tejay and Barton reported weak or no effect 
on endogenous constructs. The pilot study (Tejay & Barton, 2013) suggested the 
constructs SMP and ISS ASSIM were closer to the criteria for moderate effect, and that 
SMB had no effect. The deficiencies noted in the pilot study were addressed by 
modifying the exogenous constructs related to SMB. An additional indicator was added 
to NORM. The larger sample size in this study was also expected to improve the variance 
detected in the endogenous constructs. However, the results of this study suggest the 
problem with effect size was not mitigated. Possible solutions will be addressed in 
Chapter 5.  
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Chapter 5 
 
Conclusions 
 
 
 
5.1 Introduction 
 
Chapter 5 is organized in five sections. Section 5.2 describes conclusions based 
on results of the study, and explains strengths, weaknesses, and limitations of the study. 
Section 5.3 discusses impacts this work has on ISS researchers and practitioners. Section 
5.4 describes limitations and delimitations while section 5.5 provides recommendations 
for future research and addresses ways weaknesses in this study could be addressed. 
Section 5.6 summarizes this work. 
 
5.2 Conclusions  
 
Hypotheses H2, H5, and H6 were supported, while H1, H3, and H4 were not 
supported. The results indicate senior management beliefs regarding ISS influence their 
participation in ISS. This study held that governance is senior management’s primary role 
in ISS. Therefore, it can be concluded senior management belief in ISS increases their 
participation in ISS governance. Senior management’s participation in ISS governance 
influences ISS assimilation in organizations, supporting the long-held argument that 
senior management sponsorship is critical to successful ISS in organizations. This study 
found that senior management belief in ISS leads to greater ISS assimilation in 
organizations by increasing senior management participation in ISS governance. 
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Therefore, ISS can be assimilated in organizations more effectively by understanding the 
factors that increase belief and participation in ISS by senior management.  
This study attempted to explain the external factors that motivated senior 
management belief and participation in ISS, however results from the study only partially 
supported the hypotheses that external normative, mimetic, and coercive influences 
increased senior management belief and participation in ISS. The study found correlation 
between mimetic influences and senior management beliefs. Results suggest that mimetic 
influences increase senior management participation by increasing their belief in ISS, 
while normative and coercive influences had insignificant impact on either senior 
management belief or participation in ISS.  
Several factors could explain these findings. First, the target population was 
small- and medium-sized organizations in multiple industries. One goal of the study was 
to examine ISS assimilation in organizations that do not have significant compliance 
requirements for ISS, and one way to achieve this objective was to include organizations 
from a broad range of industries. Sixteen industries were represented in the sample. 
Multi-group analysis demonstrated heterogeneity based on industry and industry related 
regulatory requirements. Interestingly, participants reported regulatory requirements for 
ISS in industries not expected to have significant regulatory requirements by the 
researcher. No difference was detected between participants based on industry or reported 
regulatory requirements for hypotheses directly related to coercive influences (H4), but 
heterogeneity was detected for hypotheses related to senior management belief (H1 and 
H2). Heterogeneity is not a result of different experiences of the participants, but of 
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different results on the research model as a result of demographic factors. This suggests 
either the model cannot be generalized or problems exist with the research method. 
It was also noted that employees participating in the study selected the option “Do 
Not Know” at a high rate. Eleven percent of participating employees selected “Do Not 
Know” for every indicator of the SMP construct. As previously noted, this could be a 
result of the employees being reluctant to accurately report their observance of senior 
management’s participation in ISS, insufficient knowledge or experience to evaluate 
senior management’s participation in ISS, or disinterest to participate in the study. 
Considering the high incidence of “Do Not Know” responses and the heterogeneity 
detected with H1 and H2, it is possible variations in normative influences were 
significant enough to compromise the ability of participants to effectively participate in 
this study. This possibility is further supported by weak effect in the endogenous 
constructs and cross-loadings with indicator NORM4. 
Mimetic influences were found to have significant correlation with senior 
management beliefs, but no direct correlation with senior management participation in 
ISS. This suggests senior management’s observations and perceptions of successful ISS 
implementations in other organizations affects their belief system, and as a result 
increases their participation in ISS. Mimetic influences do have an effect on senior 
management participation in ISS, but are mediated by beliefs. 
 
5.3 Contribution to Research and Practice 
 
This study supported the hypotheses that greater senior management belief and 
participation in ISS led to greater ISS assimilation in organizations, but failed to explain 
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the factors that influence senior management belief and participation in ISS. 
Heterogeneity, high rates of unusable responses, and weak effect sizes suggest 
deficiencies existed in the research method.  
For researchers, this study provides empirical evidence of the mediating role 
senior management has between external influences and ISS assimilation. Senior 
management’s role was further explained by examining the relationship between ISS 
beliefs and ISS participation. Senior management participation in ISS was defined as ISS 
governance. Therefore, results from the study provide empirical evidence that senior 
management belief in ISS influences senior management participation in ISS governance, 
which increases ISS assimilation. 
However, the study did not provide a robust explanation of how external 
influences motivate senior management to participate in ISS governance. Mimetic 
influences was the only external factor that correlated with senior management belief or 
participation. No further explanation was found between external influences and senior 
management belief or participation. Heterogeneity and weak effect sizes suggest 
deficiencies existed with the instrument or method, and that further research is required to 
understand the mediating role senior management has between external influences and 
ISS assimilation.  
The findings with normative influences were noteworthy. Senior managers 
reported a generally high belief in ISS. However, external influences varied significantly. 
This suggests a factor that was not accounted for in the normative influences construct 
may exist. Since the normative influences construct is formative, this weakness could 
have significant effect on the ability of the construct to accurately measure normative 
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influences. Future research should examine that construct to determine if it fully 
operationalizes the concept. 
Findings from this study contradicted recent research. For example, Holgate and 
Hardy (2012) found evidence that should have supported H1 and H3, but those 
hypotheses were not supported in this study. Holgate and Hardy employed a different 
research method, using interviews instead of survey. Considering the multicollinearity 
detected between both measurement items and constructs in this study, this study could 
suggest that greater interaction is needed between subjects and researchers during data 
collection on this research. 
This study shows that senior management belief in the value of ISS and 
participation in ISS directly contributes to ISS assimilation in the organization, and that 
external influences shape senior management’s beliefs and practice. This finding 
highlights three contributions to practice. First, it reinforces the argument that IS and ISS 
managers need senior management support to ensure the effectiveness of ISS programs. 
Senior management participation in ISS is important, but their belief in ISS is equally 
important. IS and ISS managers should purposefully develop the understanding of ISS’ 
business value and contributions to operations. Second, this study informs IS and ISS 
managers that senior managers are influenced by external factors, to include mimetic 
forces. IS and ISS managers within industries should look for opportunities to 
communicate their experiences and knowledge through industry groups and include 
requirements for ISS in partnerships. Third, government regulators and industry groups 
can increase senior management commitment in SMEs to ISS through not only 
regulations and mandates, but also mimetic mechanisms. Sharing information from 
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benchmark industry and government organizations in ISS could foster the senior 
management participation needed to advance ISS within organizations and industries. 
 
5.4 Limitations and Delimitations 
This dissertation presented several inherent challenges. First, researchers consider 
ISS research to be inherently difficult because of the trust required between organizations 
and researchers (Kotulic & Clark, 2004). Organizations are often unwilling to participate 
in ISS research due to the perceived risk of disclosing sensitive information about the 
organization’s vulnerabilities and critical information (Kotulic & Clark, 2004). This study 
had the potential to amplify that problem. The study collected data directly from senior 
management about the external influences they are exposed to and their beliefs in ISS. 
The study also collected information from their employees on senior management’s 
participation in ISS and ISS assimilation throughout the organization. Although matched 
surveys are proposed as a method to reduce risk of common method bias (Enns et al., 
2003), they introduce the possibility senior management may feel threatened that their 
employees might report less effective leadership in ISS than they would want to project. 
As a result, senior management may have been reluctant to authorize their organizations 
to participate in the study. This limitation was addressed through a priori and post hoc 
strategies (Dillman, 1999; Sivo et al., 2006).  
Second, it was anticipated that many of the prospective participants would have 
very limited experience or knowledge is ISS, either individually or within their industries. 
This could have led to unreliable data collection, and ultimately, unreliable findings. 
Statistical analysis examined for sufficient fit of the structural and measurement models. 
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Third, PLS-SEM was used for data analysis. Although PLS is well suited for this 
study, it also presents challenges. Construct specification is widely considered a problem 
in IS and ISS research (Jarvis, Mackenzie, & Podsakoff, 2003, 2012; Petter, Rai, & 
Straub, 2012; Petter et al., 2007). The model required thorough analysis to ensure the 
constructs were complete and specified correctly. A pilot study tested the instrument and 
measurement items (Tejay & Barton, 2013). Results from Tejay and Barton were used to 
modify measurement items for the construct normative mechanisms for ISS. Data 
analysis also considered the possibility of bias and used statistical and procedural 
remedies to control for bias (Evermann & Tate, 2011; Mackenzie et al., 2011; Petter et 
al., 2007; Podsakoff et al., 2003). 
The sample size of 150 limits this study to detecting medium and large effects 
(Goodhue et al., 2006). This delimitation is appropriate for exploratory studies. A 
confirmatory study would be required to detect small effects prior to discarding the 
measurement items for the measurement items that do not demonstrate medium or large 
effect size. The potential for small effect size must be considered when evaluating this 
study’s generalizability. 
 
5.5 Recommendations 
 
Limitations of this study include the weak effect of independent constructs on 
dependent constructs, weak effect size, multicollinearity between constructs, and 
heterogeneity. This study also found indications that employees were unable or unwilling 
to assess senior management participation in ISS, and that questionnaire survey may not 
be a suitable method for this research. Future research should address these limitations. It 
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is possible the limitations with the structural model could be a reflection of limitations in 
the method.  
The first recommendation is to consider different research methods. For example, 
since the possibility that participant knowledge and experience may have had negative 
effects on this study, future research might include employee education as a treatment in 
the study. Either quasi-experimental or design science research that includes an employee 
educational component could validate if user experience was a factor while mitigating the 
negative effects to the research effort from weak employee knowledge in ISS. Future 
research might also consider alternate data collection methods. For example, future 
research may replace self-reported surveys with researcher assessment, or assessment by 
an experienced third-party. Interviews are another option, and could enable researchers to 
identify and possibly address participant knowledge gaps during data collection. 
The second recommendation is to address heterogeneity. Analysis showed 
heterogeneity based on multiple demographic criteria, including industry and regulatory 
requirements. Although it is possible heterogeneity could be explained by unreliability in 
the findings, future research should examine the effects industry and regulation have on 
the research model. This study was limited geographically to small- and medium-sized 
organizations in the central-southern United States. Future research may examine large 
organizations and expand the geographic population. Future research may also look at 
international organizations and at different cultures. 
The last recommendation for researchers is to identify the sources of 
multicollinearity and weak effect size. A review of the constructs confirmed the 
conceptual uniqueness of the constructs and the indicators for each construct, yet there 
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was strong evidence of multicollinearity. That problem could have manifested from 
several sources, such as the instrument or the participants’ experience. A better 
understanding of these issues could help not only future research on this topic, but future 
research that uses questionnaire surveys or research that collects data from laypeople on 
complex or technical topics. 
Results from this study can also be used to inform practitioners. Most importantly, 
it confirms findings from prior research that senior management participation is 
important to effective ISS, and that senior management belief in ISS is a precursor to 
participation. Although this study did not demonstrate that normative influences 
correlated to senior management belief in ISS, prior research supports the relationship 
between normative influences and belief. This study did find mimetic influences 
increased belief in ISS. The findings suggest that efforts to demonstrate how ISS benefits 
other organizations, or how other organizations use ISS to address risk could increase 
senior management belief in ISS, and ultimately improve their participation and 
assimilation of ISS across the organization. This study did not support the importance of 
senior management education, but prior research shows educating senior management on 
ISS increases their belief in ISS. 
As previously noted, the normative influences construct may not be fully 
specified. It is possible additional indicators are needed. However, it is also possible the 
study relied on an inaccurate assumption that commonly available ISS education and 
training is appropriate for senior management. Most ISS education and training is 
targeted to either ISS experts, IS personnel, or users. The content appropriate for these 
groups may not be the correct content for senior management. Senior managers may 
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respond differently if exposed to education and training more specific to their role. 
Therefore, practitioners might consider developing executive-level ISS education and 
training as part of a strategy to build senior management support. 
 
5.6 Summary 
 
This study investigated how external influences motivate senior management 
commitment to ISS by examining the mediating role of senior management between 
external influences and ISS assimilation. The justification for this research was that 
senior management commitment is a key factor determining ISS success within 
organizations, yet there is insufficient understanding of the factors that motivate senior 
management to commit to ISS. Although ISS research has established senior 
management commitment leads to effective development, implementation, and 
compliance with ISS controls (Boss et al., 2009; Bulgurcu et al., 2010a; Da Veiga & 
Eloff, 2007; Hu et al., 2007; McFadzean et al., 2006), there is insufficient understanding 
about the factors that motivate senior management to commit to ISS (Johnson, 2009). 
Questionnaire survey was selected as the research method. The study population 
was a convenience sample of SMEs throughout south-central United States. Convenience 
sampling is appropriate for exploratory research. Data collection was through online 
survey, using matched pair questionnaire surveys to reduce the effects of common 
method bias. Enns et al. (2003) utilized matched pair surveys to reduce the risk of 
common method bias. This study employed a similar technique. The sample size was 
167. A sample size of 167 reliably detects strong, moderate, and no effect sizes; but does 
not have sufficient power to detect weak effect sizes (Goodhue et al., 2006).  
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The results indicate senior management beliefs regarding ISS influence their 
participation in ISS. This study held that governance is senior management’s primary role 
in ISS. Therefore, it can be concluded senior management belief in ISS increases their 
participation in ISS governance. Senior management’s participation in ISS governance 
influences ISS assimilation in organizations, supporting the long-held argument senior 
management sponsorship is critical to successful ISS in organizations. This study found 
senior management belief in ISS leads to greater ISS assimilation in organizations by 
increasing senior management participation in ISS governance. Therefore, ISS can be 
assimilated in organizations more effectively by understanding the factors that increase 
belief and participation in ISS by senior management. 
However, the results had minimal impact advancing the understanding of how 
external influences impacted senior management belief and participation in ISS. Mimetic 
influences were found to positively influence senior management beliefs, but results did 
not support hypotheses related to normative or coercive influences. Weak effect of the 
exogenous constructs on the endogenous constructs suggests the results may be 
unreliable. The sources of these issues were not identified, but indications suggest they 
might be attributed to a knowledge gap of the study participants or an unwillingness of 
employees to rate senior management participation in ISS.  
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Appendix A 
 
Data Collection Instrument 
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Scale and Items 
ISS Assimilation 
1. From your experience, what percentage of business processes in your organization 
have adopted information system security? 
2. From your experience, what percentage of functional areas in your organization that 
have adopted information system security. 
 
(1 = strongly disagree; 5 = strongly agree) 
3. Information system security is an important element of every business process in my 
organization. 
4. The appropriate levels of information system security exist in every functional area in 
my organization. 
5. Information system security aligns with the strategic goals of my organization. 
 
Senior management belief (SMB) (1 = strongly disagree; 5 = strongly agree)  
I believe:  
1. Information system security has the potential to provide significant business benefits to 
our firm. 
2. Improving information system security will create a significant competitive advantage 
for firms in our industry. 
3. Information system security does NOT improve execution of business activities. 
 
Senior management participation (SMP) (1 = strongly disagree; 5 = strongly agree)  
The senior management of my organization:  
1. Articulates a vision for information system security. 
2. Formulates a strategy to implement information system security. 
3. Monitors feedback mechanisms to ensure information system security goals are 
achieved. 
4. Defines rules for information system security. 
5. Provides the resources to develop information system security skills in my 
organization. 
6. Shapes the culture in my firm to protect information. 
7. Assigns individuals responsible for managing information system security in my 
organization. 
 
Mimetic pressure (MIM) (1 = strongly disagree; 5 = strongly agree)  
Our main competitors who have adopted information system security practices: 
1. Have greatly benefitted. 
2. Are favorably perceived by others in the same industry. 
3. Are favorably perceived by their suppliers. 
4. Are favorably perceived by the customers. 
 
Coercive pressure (COE) (1 = strongly disagree; 5 = strongly agree)  
Select the best response for each statement. 
1. Government requires our organization to secure our information systems. 
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2. An industry association encourages our organization to secure our information 
systems. 
3. Competitive conditions require our organization to secure our information systems. 
4. Contracts with other businesses require our organization to secure our information 
systems. 
5. Customers expect our organization to secure our information systems. 
 
Normative pressure (NOR) (1 = strongly disagree; 5 = strongly agree)  
Select the best response for each statement. 
1. I have formal education on information system security. 
2. I attend conferences that provide information system security training and education. 
3. I receive trade journals that discuss information system security. 
4. I see or hear reports about information losses in the media 
 
Absorptive capacity (ABS) (1 = strongly disagree; 5 = strongly agree)  
1. Our organization has the people with the experience and technical capabilities to 
implement information system security. 
2. Our organization has sufficient resources to implement information system security. 
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