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Abstract
Higher integrability of the derivatives of solutions to double obstacle problems asso-
ciated with the second-order quasilinear elliptic differential equation ∇ ·A(x,∇u) = 0 is
obtained under natural assumptions on obstacles. This result is used to prove a stability
result for solutions to double obstacle problems for varying equations.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let Ω be a domain in Rn and let W 1,p(Ω), 1 < p <∞, be the first-order
Sobolev space of functions u ∈Lp(Ω) whose distributional gradient ∇u belongs
to Lp(Ω). If θ ∈W 1,p(Ω) and ϕ,ψ :Ω→[−∞,∞], then we write
Kθ,pϕ,ψ =
{
u ∈W 1,p(Ω): u− θ ∈W 1,p0 (Ω), ϕ  uψ a.e. in Ω
}
.
Given a quasilinear second-order elliptic equation
∇ ·Ap(x,∇u)= 0 (1.1)
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withAp(x,h) ·h≈ |h|p, a function u ∈Kθ,pϕ,ψ is called a solution to theKθ,pϕ,ψ (Ap)-
obstacle problem if∫
Ω
Ap(x,∇u) · ∇(v − u) dx  0
for all v ∈ Kθ,pϕ,ψ . Obstacle problems naturally appear in the nonlinear potential
theory; see [3].
In this paper we address two questions associated with the Kθ,pϕ,ψ (Ap)-obstacle
problem. The first is a higher integrability problem for solutions. We show that
under some natural assumptions a solution u to the Kθ,pϕ,ψ (Ap)-obstacle problem
belongs to W 1,s(Ω), where s > p. This result can then be used to study the
following stability problem. If we have a sequence of mappings Api such that
Api → A0 (this convergence will be specified later), then for the solutions ui
of the Kθ,piϕ,ψ (Api )-obstacle problem it holds that ui → u0 in W 1,s (Ω) for some
s > p0 and u0 is a solution to the Kθ,p0ϕ,ψ (Ap0)-obstacle problem. This kind of
stability has been previously studied in [6] for single obstacle problems. Solutions
to single obstacle problems are either super- or subsolutions to (1.1), but this is
not true for double obstacle and hence a different approach must be employed.
The higher integrability of solutions to single obstacle problems was considered
in [5]. Holder continuity of solutions to double obstacle problems has been studied
in [4].
Our assumptions and main results are presented in Section 2. Sections 3
and 4 are devoted to the proofs of the main results. Our notation is standard and
generally as in [3].
2. Main results
Let Ω be a bounded domain. We assume that our mappingsAp :Ω×Rn→Rn,
1 <p <∞, satisfy the following assumptions for fixed 0 < α  β <∞:
(a) Ap satisfies the Caratheodory measurability condition [3, p. 56],
(b) for a.e. x ∈Ω
Ap(x, ξ) · ξ  α|ξ |p,
∣∣Ap(x, ξ)∣∣ β|ξ |p−1
for all ξ ∈Rn, and
(c) for a.e. x ∈Ω(
Ap(x, ξ1)−Ap(x, ξ2)
) · (ξ1 − ξ2) > 0
whenever ξ1 = ξ2.
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Given mappings Ap0,Ap1,Ap2, . . . as in (a)–(c), we say that Api →Ap0 if for
a.e. x ∈Ω
Api (x, ξ)→Ap0(x, ξ) (2.1)
locally uniformly in Rn. Note that we assume that all the mappings Api , i =
0,1, . . . , satisfy (b) with the same fixed constants α and β and that (2.1) implies
pi → p0.
We also need a regularity condition for ∂Ω . We assume that Rn \Ω is thick in
the following sense: For each cube Q(r) with side length r and Q(3r/2)∩ (Rn \
Ω) = ∅∣∣(Rn \Ω)∩Q(2r)∣∣ µ∣∣Q(2r)∣∣, (2.2)
where µ > 0 is independent of the cube Q(r). Here |A| denotes the Lebesgue
measure of a set A ⊂ Rn. Here and in the sequel we denote by Q(λr) the cube
parallel to the cube Q(r) with the same center and side length λr . This condition
is slightly weaker than the corkscrew condition for Rn \Ω (see [3, p.123]) which
generalizes the well known uniform outside cone condition for Ω .
To formulate our main results let 1 < p0 < ∞ and s > p0. Suppose that
θ,ϕ,ψ ∈ W 1,s(Ω) with ϕ  θ  ψ a.e. in Ω . Given a sequence of mappings
Api such that Api → Ap0 , there exists a unique solution ui to the Kθ,piϕ,ψ (Api )-
obstacle problem for i = 0 and for large i , in fact for pi < s; see [3, Appendix I,
p. 332]. We also assume that Ω satisfies the thickness condition (2.2).
Theorem 2.1. There is t > p0 such that ui → u0 in W 1,t (Ω) and t depends only
on n,p0, s, α,β and µ.
For the proof of Theorem 2.1 we need the following uniform higher integra-
bility result. We assume that u is a solution to the Kθ,pϕ,ψ (Ap)-obstacle problem in
a bounded domain satisfying (2.2).
Theorem 2.2. There exists a constant ε0 = ε0(n,p,α,β,µ) > 0 uniformly for
p > 1 such that for each ε ∈ [0, ε0]∫
Ω
|∇u|p+ε dx C
[(∫
Ω
|∇u|p dx
)1+ε/p
+
∫
Ω
|∇ϕ|p+ε dx
+
∫
Ω
|∇ψ|p+ε dx +
∫
Ω
|∇θ |p+ε dx
]
, (2.3)
where C = C(n,p,α,β,µ,d(Ω)) <∞ uniformly for p > 1.
The condition ε0 > 0 uniformly for p > 1 means that for each compact set
F ⊂ (1,∞) and for each n,α,β,µ there is ε′ > 0 such that we can use ε′ instead
of ε0 for all p ∈ F . The condition for C <∞ uniformly for p > 1 is similar.
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Remark 2.3. The proof of Theorem 2.2 shows, in fact, that there are continuous
functions ε0 and C such that ε0 > 0 and C <∞ in the domain of their arguments
n,p,α,β,µ and d(Ω). Hence the uniformity can be extended to all argument
values.
3. Proof of Theorem 2.2
The proof of Theorem 2.2 is similar to the higher integrability result for a single
obstacle problem; see [5]. However, there is an important difference in choosing
a suitable test function. Unlike in the single obstacle problem the choice is less
apparent.
We prove Theorem 2.2 for d(Ω)= 1 with the constant C in (2.5) independent
of d(Ω). For d(Ω) > 1 a simple scaling argument completes the proof.
For the proof pick a cube Q0 =Q0(2r0) such that Ω ⊂Q(r0) and r0 = d(Ω)
 1. Next take an arbitrary cube Q(2r) in Q0 and consider two possibilities:
(i) Q(3r/2)⊂Ω ,
(ii) Q(3r/2)∩ (Rn \Ω) = ∅.
In the case (i) we let η ∈ C∞0 (Q(3r/2)) be a cut off function such that 0 
η  1, |∇η|  c/r and η = 1 on Q(r). We denote by c a constant whose value
may change even on the same line. Write
cu =
∫
−
Q(3r/2)
u dx
for the mean value of u in Q(3r/2).
Consider the function
v = (1− ηp)(u− cu)+ ηpw,
where
w = (ψ − cu)− +min
(
(ϕ − cu)+, (ψ − cu)+
)
.
For the proof of Theorem 2.2 we can assume that ∇ϕ,∇ψ ∈ Lp+ε(Ω), where
ε > 0 and hence w ∈W 1,p(Ω). Moreover, v ∈Kθ−cu,pϕ−cu,ψ−cu because
w =
{
(ϕ − cu)+, ψ  cu,
ψ − cu, ψ < cu,
and this yields ϕ − cu  v  ψ − cu a.e. in Ω . Since u− cu is a solution to the
Kθ−cuϕ−cu,ψ−cu(Ap)-obstacle problem we have∫
Ω
A(x,∇u) · (∇v −∇u) du 0
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and the structure assumption (b) in Section 2 yields
α
∫
Ω
ηp|∇u|p dx 
∫
Ω
ηpA(x,∇u) · ∇udx
 β
∫
Ω
ηp|∇u|p−1|∇w|dx
+ pβ
∫
Ω
|∇u|p−1ηp−1|∇η|(|w| + |u− cu|)dx.
Now Young’s inequality together with
|w|
{ |ϕ− cϕ |, if ψ  cu,
|ψ − cψ |, if ψ < cu,
implies
α
∫
Ω
ηp|∇n|p dx  c
∫
Ω
ηp
(|∇ϕ|p + |∇ψ|p)dx
+ cr−p
∫
Ω
ηp−1
(|ϕ − cϕ|p + |ψ − cψ |p + |u− cu|p)dx, (3.1)
where cϕ and cψ denote the mean values of ϕ and ψ in Q(3r/2), respectively.
Note also that cϕ  cu  cψ .
Next the Poincaré inequality (see, e.g., [1, Lemma 7.6] or [5]) and the Sobolev–
Poincaré inequality [1, p. 176] together with (3.1) yield
∫
−
Q(r)
|∇u|p dx  c
( ∫
−
Q(3n/2)
|∇u|np/(p+n) dx
)(p+n)/n
+ c
( ∫
−
Q(3r/2)
|∇ψ|p dx +
∫
−
Q(3r/2)
|∇ϕ|p dx
)
, (3.2)
where c= c(n,p,α,β) <∞ uniformly for p > 1.
In the case (ii) let v = u− ηp(u− θ), where η ∈ C∞0 (Q(2r)) is a similar cut
off function as in the first case. Since ϕ  θ  ψ it is easy to see that v ∈ Kθ,pϕ,ψ
and as in [5,6] we obtain∫
Ω
ηp|∇u|p dx  c
∫
Ω
(
ηp|∇θ |p + |∇η|p|θ − u|p)dx, (3.3)
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where c = c(n,p,α,β) <∞ uniformly for p > 1. Next we extend θ − u to be
zero in Rn \Ω and use the inequality( ∫
Q(2r)
|w|p dx
)1/p
 c
( ∫
Q(2r)
|∇w|q dx
)1/q
, (3.4)
where q = np/(n + p); (3.4) is valid for functions w ∈W 1,p(Q(2r)) provided
that w = 0 in Q(2r) ∩ (Rn \Ω) and that the condition (2.2) holds; see [5, Lem-
ma 3.11]. Then, as in [5,6], we obtain∫
Ω
ηp|∇u|p dx
 c
[
r−p
( ∫
Q(2r)∩Ω
|∇u|q dx
)(p+n)/n
+
∫
Q(2r)∩Ω
|∇θ |p dx
]
, (3.5)
where c= c(n,p,α,β,µ) <∞ uniformly for p > 1.
To complete the proof we write
g = |∇u|q, f = (|∇θ | + |∇ϕ| + |∇ψ|)q
in Ω and g = 0= f in Rn \Ω . From (3.2) and (3.5) we obtain
∫
−
Q(r)
gκ dx  c
[( ∫
−
Q(2r)
g dx
)κ
+
∫
−
Q(2r)
f κ dx
]
, (3.6)
where κ = (p+ n)/n and c = c(n,p,α,β,µ) <∞ uniformly for p > 1. This is
the basic reverse Hölder inequality needed for the higher integrability for |∇u|.
As in [5] we can now employ [2, Proposition 6.1] (see also [5, Lemma 3.15])
to conclude that the inequality (2.3) of Theorem 2.2 holds. This completes the
proof. ✷
4. Proof of Theorem 2.1
Since pi → p0 and s > p0 we may assume that pi < s for all i = 1,2, . . . .
Write Ai =Api . The proof is carried out in several steps.
Step I. We show that∫
Ω
|∇ui |pi dx  c, (4.1)
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where c <∞ is independent of i . Since ϕ  θ  ψ and θ ∈W 1,s (Ω), θ ∈Kθ,piϕ,ψ
and hence∫
Ω
Ai(x,∇ui) · (∇θ −∇ui) dx  0.
This together with the Holder inequality and the structure assumptions (b) of
Section 2 yields (4.1).
Step II. There exists t > p0 such that∫
Ω
|∇ui |t dx  c, (4.2)
where c <∞ is independent of i . This follows from (4.1) and from Theorem 2.2.
Step III. Since θ ∈W 1,s (Ω) and ui − θ ∈W 1,pi0 (Ω), the Sobolev imbedding
theorem and (4.2) give
‖ui‖1,t = ‖ui‖Lt (Ω) + ‖∇ui‖Lt (Ω)  c, (4.3)
where c <∞ is again independent of i .
Step IV. From (4.3) it follows that there is a subsequence, denoted again by ui ,
of ui and u¯ ∈ W 1,t (Ω) such that ui → u¯ weakly in W 1,t (Ω) and ui → u¯ in
Lt (Ω). Now the function u¯ belongs to Kθ,p0ϕ,ψ . Indeed, since ϕ  ui  ψ we have
ϕ  u¯ψ . To show that u¯− θ ∈W 1,p00 (Ω) Lemma 3.25 in [6] can be employed;
note that this result is not immediate if pi < p0.
Step V. We show that
∇ui →∇u¯ a.e. (4.4)
This immediately implies that
ui → u¯ in W 1,t ′(Ω) (4.5)
for some t ′ >p0; see step IV.
In order to prove (4.4) a different approach than in [6] is used. This is due to the
fact that a solution to the double obstacle problem is no longer a supersolution. To
this end, fix domains G⊂⊂G′ ⊂⊂Ω and η ∈ C∞0 such that 0 η  1, sptη⊂G′
and η= 1 on G. Let
vi = ui + η(u¯− ui).
Since u¯ ∈Kθ,piϕ,ψ we have
vi  (1− η)ϕ + ηϕ = ϕ, vi  (1− η)ψ + ηψ =ψ,
and since vi − θ ∈W 1,pi0 (Ω), vi ∈Kθ,piϕ,ψ and hence∫
Ω
Ai(x,∇ui) · (∇vi −∇ui) dx  0.
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This leads to∫
Ω
Ai(x,∇ui) · (∇ui −∇u¯)η dx 
∫
Ω
Ai(x,∇ui) · ∇η(u¯− ui) dx
 βc
∫
Ω
|∇ui |pi−1|u¯− ui |dx  c‖ui − u¯‖t → 0
as i→∞ because of (4.2) and step IV. Now∫
Ω
(
Ai(x,∇ui)−Ai(x,∇u¯)
) · (∇ui −∇u¯)η dx

∫
Ω
Ai(x,∇ui) · ∇η(u¯− ui) dx −
∫
Ω
ηAi(x,∇u¯) · (∇ui −∇u¯) dx
= I 1i + I 2i .
We already know that I 1i → 0 as i→∞ and the second integral is estimated as
∣∣I 2i ∣∣=
∣∣∣∣∣
∫
Ω
[
η
(
Ai(x,∇u¯)−A0(x,∇u¯)
) · (∇ui −∇u¯)
+ ηA0(x,∇u¯) · (∇ui −∇u¯)
]
dx
∣∣∣∣∣
 J 1i + J 2i .
As ∇ui →∇u¯ weakly in Lt (Ω) we have that
J 2i =
∣∣∣∣∣
∫
Ω
ηA0(x,∇u¯) · (∇ui −∇u¯) dx
∣∣∣∣∣→ 0,
and to show that
J 1i =
∣∣∣∣∣
∫
Ω
η
(
Ai(x,∇u¯)−A0(x,∇u¯)
) · (∇ui −∇u¯) dx
∣∣∣∣∣→ 0
as i→∞ we observe that (4.1) and ∇u¯ ∈ Lt(Ω), t > pi , yield
J 1i  c
∥∥Ai(x,∇u¯)−A0(x,∇u¯)∥∥p′i ,
where p′i is the conjugate exponent of pi . Hence it suffices to show that∫
Ω
∣∣Ai(x,∇u¯)−A0(x,∇u¯)∣∣p′i dx→ 0, i→∞. (4.6)
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Now the assumption Ai(x, ξ)→A0(x, ξ) (see (2.1)) implies that∣∣Ai(x,∇u¯(x))−A0(x,∇u¯(x))∣∣p′i → 0
a.e. in Ω and for any measurable set E ⊂Ω∫
E
∣∣Ai(x,∇u¯)−A0(x,∇u¯)∣∣p′i dx
 c
[∫
E
|∇u¯|pi dx +
∫
E
|∇u¯|(p0−1)p′i dx
]
 c
[
|E|1−pi/t
(∫
E
|∇u¯|t dx
)pi/t
+ |E|1−(p0−1)p′i/t
(∫
E
|∇u¯|t dx
)(p0−1)p2i /t ]
, (4.7)
where we have used the fact that u¯ ∈ W 1,t (Ω). The constant c is independent
of i . Since the right-hand side of (4.7) can be made arbitrary small by making |E|
small, the Vitali convergence theorem implies (4.6) and hence I 2i → 0 as i→∞.
Thus we have shown that∫
G
(
Ai(x,∇ui)−Ai(x,∇u¯)
) · (∇ui −∇u¯) dx

∫
Ω
η
(
Ai(x,∇ui)−Ai(x,∇u¯)
) · (∇ui −∇u¯) dx→ 0
as i→∞. The condition (c) of Section 2 now yields
lim
i→∞ Ii(x)= limi→∞
(
Ai(x,∇ui(x)
)−Ai(x,∇u¯(x)) · (∇ui −∇u¯)= 0
for a.e. x ∈G and thus for a.e. x ∈Ω .
In order to complete the proof for (4.4) fix x0 ∈Ω such that
(i) Ii(x0)→ 0, i→∞,
(ii) |∇u(x0)|<∞,
(iii) the assumptions (b) and (c) of Section 2 hold for Ap = Ai , i = 1,2, . . . , at x0
(iv) Ai(x0, ξ)→A0(x0, ξ) locally uniformly in Rn.
If |∇ui(x0)| →∞, then
α
∣∣∇ui(x0)∣∣pi Ai(x0,∇ui(x0)) · ∇ui(x0)
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 Ii(x0)+ β
∣∣∇u¯(xi)∣∣pi−1(∣∣∇ui(x0)∣∣+ ∣∣∇u¯(x0)∣∣)
+ β∣∣∇ui(x0)∣∣pi−1∣∣∇u¯(x0)∣∣
and this is a contradiction if |∇ui(x0)| → ∞. Passing to a subsequence, if
necessary, we may thus assume that ∇ui(x)→ ξ ∈Rn. If now ξ = ∇u¯(x0), then
0= lim
i→∞ Ii(x0)=
(
A0(x0, ξ)−A0(x0,∇u¯)
) · (ξ −∇u¯(x0))> 0
provides a contradiction. Thus (4.4) follows.
Step VI. We show that u0 = u¯. Since u¯ ∈Kθ,p0ϕ,ψ , we have∫
Ω
A0(x,∇u0) · (∇u¯−∇u0) dx  0. (4.8)
On the other hand, u0−θ ∈W 1,p00 (Ω) and hence there is a sequence ϕi ∈ C∞0 (Ω)
such that ϕi → u0 − θ in W 1,p00 (Ω). From the properties of the functions ϕ,ψ
and θ it follows that
wi =min
[
max(ϕi, ϕ − θ),ψ − θ
]+ θ ∈Kθ,tϕ,ψ ⊂Kθ,piϕ,ψ
for large i . Moreover, wi → u0 in W 1,p0(Ω). Let v ∈Kθ,t ′ϕ,ψ , t ′ >p0. Then∫
Ω
Ai(x,∇ui) · (∇v −∇ui) dx  0, (4.9)
and as ui → u¯ in W 1,t ′(Ω) (see (4.5)) the inequality (4.9) yields∫
Ω
A0(x,∇u¯) · (∇v −∇u¯) dx  0. (4.10)
Substituting v =wi in (4.10) we obtain∫
Ω
A0(x,∇u¯) · (∇wi −∇u¯) dx  0.
Now ∇wi →∇u0 in Lp0(Ω) and the above inequality implies∫
Ω
A0(x,∇u¯) · (∇u0 −∇u¯) dx  0,
and this together with (4.8) yields u0 − u¯ as required.
The proof for Theorem 2.1 is complete since we have shown that each sub-
sequence of ui has a subsequence which converges to u0 in W 1,t (Ω) for some
fixed t > p0 and hence the whole sequence ui converges to u0 in W 1,t (Ω). ✷
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