Abstract-Micro-facial expressions are regarded as an important human behavioural event that can highlight emotional deception. Spotting these movements is difficult for humans and machines, however research into using computer vision to detect subtle facial expressions is growing in popularity. This paper proposes an individualised baseline micro-movement detection method using 3D Histogram of Oriented Gradients (3D HOG) temporal difference method. We define a face template consisting of 26 regions based on the Facial Action Coding System (FACS). We extract the temporal features of each region using 3D HOG. Then, we use Chi-square distance to find subtle facial motion in the local regions. Finally, an automatic peak detector is used to detect micro-movements above the proposed adaptive baseline threshold. The performance is validated on two FACS coded datasets: SAMM and CASME II. This objective method focuses on the movement of the 26 face regions. When comparing with the ground truth, the best result was an AUC of 0.7512 and 0.7261 on SAMM and CASME II, respectively. The results show that 3D HOG outperformed for micro-movement detection, compared to state-of-the-art feature representations: Local Binary Patterns in Three Orthogonal Planes and Histograms of Oriented Optical Flow.
I. INTRODUCTION
Micro-facial expressions (MFEs) occur when a person attempts to hide their true emotion. Once a facial expression begins to occur, the person attempts to stop it happening and causes a transient facial change. Micro-expressions usually occur in a high-stakes environment where hiding their feelings is required [12] .
One of the main features that distinguishing MFEs from macro-facial expressions is the duration [29] . The standard duration used for human and computer detection is 500 ms [35] , and will be used as such in this paper. Other definitions studied include micro-expressions lasting less than 250 ms [9] , less than 330 ms [11] and less than half a second [13] . This attribute creates a micro-expression's subtle muscle movement characteristic.
Micro-facial expression analysis is less established and harder to implement due to being less distinct than normal facial expressions. Using facial point-based methods, where the movements of the face are tracked using points, are not able to track the subtle movements as accurately as with large movements. Feature representations such as Local Binary Patterns (LBP) [38] , Histogram of Oriented Gradients (HOG) [5] and Histograms of Oriented Optical Flow (HOOF) [2] , are adopted instead. Despite the difficulties, micro-facial expression analysis has become increasingly popular in recent years due to the potential practical applications in security and interrogations [24] and healthcare [15] . Automatic detection research is highly advantageous in realworld applications due to the detection accuracy of humans peaking around 40% [13] .
Generally, the process of recognising normal facial expressions involves preprocessing, feature extraction and classification. Micro-expression recognition is not an exception, but the features extracted should be more descriptive due to the small movement in micro-expressions compared with normal expressions. One problem is the lack of publicly available datasets, which the success in facial expression recognition [21] , [37] research largely relies on. Gradually, datasets of spontaneously induced micro-expression have been developed [18] , [36] , [34] , [6] , but earlier research was centred around posed datasets [28] , [31] .
The outline of this paper is as follows. Section II discusses the related work around face regions for micro-movement analysis. Section III proposes 26 new regions created from the FACS manual to help in facial feature localisation. Further, the process of fitting the mask to the face is discussed. Section IV discusses the process of extracting features from the proposed defined local regions. Section V summarises the micro-expression datasets used and the proposed histogram difference analysis method, which complements the use of a person's individualised baseline in determining when a micro-movement occurs using our proposed adaptive baseline threshold (ABT). Results and discussion follows in Section VI showing features validated on the SAMM dataset and CASME II. Section VII concludes this paper and discusses future work.
II. RELATED WORK
Local Binary Patterns on Three Orthogonal Planes (LBP-TOP) [38] was extended by Davison et al. [7] to include Gaussian derivatives that improved on detecting movement and non-movement of the CASME II dataset than on LBP-TOP features alone. Results showed a highest accuracy of 92.6%, but it did not report further statistical methods to take into account false negative or positive values.
Shreve et al. [31] proposed a novel solution of segmenting macro-and micro-expression frames in video sequences by calculating the strain magnitude in an optical flow field corresponding to the elastic deformation of facial skin tissue. The limitation of datasets means that this paper could not complete a comprehensive evaluation of available data, and used their own USF-HD dataset, Canal-9 dataset and found videos. The paper does not use any temporal methods due to the use of optical flow and spatial skin deformation, results in a 44% false positive rate for detecting MFEs.
Moilanen et al. [22] used an appearance-based feature difference analysis method that incorporates chi-squared (χ 2 ) distance to determine when a movement crosses a threshold and can be classed as a movement, following a more objective method that does not require machine learning. Peak detection was stated to have been used, however it is unknown whether this was automatic or manual. Only spatial appearance is used for descriptor calculation, therefore leaving out temporal planes associated with video volumes.
By exploiting the feature difference contrast, Li et al. [17] proposed an algorithm that spots micro-expressions in videos. Further, they combine this with an automatic microexpression analysis system to recognise expressions of the SMIC-E-VIS dataset in one of three categories: positive, negative or surprise.
A Main Direction Mean Optical Flow (MDMO) feature was proposed by Liu et al. [19] for micro-facial expression recognition using SVM as a classifier. The feature is based around histogram of oriented optical flow (HOOF) [2] . The method of detection also uses 36 regions, partitioned using 66 facial points on the face, to isolate local areas for analysis, but keeping the feature vector small for computational efficiency.
A further optical flow-based method was proposed by Xu et al. [33] by performing pixel-level alignment for each micro-expression sequence. This facial dynamics map represented micro-expression movement better with principal directions. Using the fine alignment, the results are improved compared to without this step, however the time taken to process features is still relatively large due to increased complexity and optical flow calculations on a micro-expression sequence.
Block-based approaches, proposed in [8] , [22] , [17] , split the face into m × n blocks. Doing this can include a lot of redundant information and not highlight where on the face the movement occurs. One solution is to focus on areas of the face that provide important information and to test micro-movement feature descriptors on different datasets. Previously determined thresholds on when a micromovement occur are set using the data provided from the movements themselves [22] . This would require the use of a person's baseline expression where they show no evidence of facial muscle movement. Setting a threshold based on this value would allow for an adaptive approach in selecting when a micro-movement has occurred.
III. PROPOSED FACS-BASED REGIONS
To ensure only relevant movements are detected, 26 FACS-based [10] regions are proposed. Each region has been selected by three FACS-certified coders to focus only on areas of the face that contain movements from particular AUs. The advantage of this is that features can be locally analysed, the intensity of individual regions can be independently studied and not processing insignificant parts of the face (e.g. the hair). In addition to the proposed regions for micro-movement analysis, we outline the process of aligning faces and using piecewise affine warping (PWA) [3] to warp the regions to fit the facial features of a person using automatically detected facial feature points.
A. Facial Point Detection and Alignment
Many facial analysis methods align all the faces within the dataset to a canonical pose for examination. One method is to use facial points detected on the face, and then warp the face while preserving the facial features for analysis. This method will be used to align temporal movements by automatically detecting the face points and warping the faces in each sequence to common points using PWA [3] .
1) Automatic Face Point Detection:
To detect the facial points automatically, the Face++ facial point detection algorithm [16] was used. For temporal sequences, 83 points were detected (see Fig. 1(b) ) in the first frame of the movement sequence and used as control points for that face. As the movements sequences are very short in length, there is little head movement to distort the warping in subsequent frames.
2) Face Alignment: To reduce the amount of rigid head movement, each video frame of the micro-movement videos are aligned with the first frame of the sequence. To complete the alignment on our images without the need for facial points we use the method proposed by Guizar-Sicairos et al. [14] . This method uses a 2D-Discrete Fourier Transform (2D-DFT) to calculate the cross-correlation and find its peak, which can then be used to find a translation between the reference image, f (x, y) and image to register, g(x, y).
The first step is to apply the 2D-DFT to both images. To obtain subpixel accuracy, the resolution of f (x, y) is upsampled from the image dimensions of M by N to k * M by k * N , where k is an upsampling factor that defines a subpixel error of 1/k. For the proposed method, k is set to 100. An initial estimate of the translation to be applied to g(x, y) is defined by T (x, y) and is calculated by finding the cross-correlation peak using the inverse 2D-DFT and setting k to be 2. The 2D-DFT of the images are embedded into an array that is twice the size of the original image. The images can then be aligned to the estimated T (x, y). This process continues until an upsampling factor of k is achieved.
B. Piecewise Affine Warping
If we require an image I to be warped to a new image I , n control points, x i , are mapped to new points x i . To understand the process of image warping, Cootes and Taylor [3] describe the continuous vector valued mapping function, f, to project each pixel of image I to the new image I . The mapping function f is defined as
To avoid holes and interpolation issues, it is better to calculate the reverse mapping, f taking the points of x i into x i . For each pixel in the newly warped image, I , it can be determined where in the original image, I, it came from and fill it in. The mapping function f can also be broken down into a sum,
where the n continuous scalar valued functions f i each satisfy
We use a piece-wise affine (PWA) [3] warp, where each f i is assumed to be linear in a local region and zero everywhere else. As an example, in the one dimensional case (where each x is a point on a line), suppose the control points are arranged in ascending order (x i < x i+1 ). To arrange f so that it will map a point x, that is halfway between x i and x i+1 , to a point halfway between x i and x i+1 , the following setting is applied
where the control points in the region is between x 1 and x n and the image can only be warped between these points. Delaunay triangulation is used to partition the convex hull of the control points into a set of triangles. For the points within each triangle, an affine transformation is applied which uniquely maps the corners of the triangle to their new positions in I (see Fig.1 for an example of a single frame being warped). To illustrate is transformation, suppose x 1 , x 2 and x 3 are the three vertices of a triangle within the convex hull. Any internal point of the triangle can be written as
where α = 1 − (β + γ) and so α + β + γ = 1. For x to be inside the triangle, 0 ≤ α, β, γ ≤ 1. Under the affine transformation, this point maps to
To create the warped image, each pixel x in I is set to the triangle it belongs to, the α, β and γ coefficients are computed to give the pixel's relative position in the triangle, which are then used to find the equivalent point in the original image, I. The point is sampled and the value copied into pixel x in I .
C. FACS-Based Region Fitting
As shown in Fig. 1 , each region is warped so that they fit to the correct area of the face. An option is to warp the face to a static mask shape, however this leads to faces becoming distorted and potentially affecting micro-movements. One example of a problem arising by warping the face to the mask is that regions may not fit to the best position. This includes when a person is wearing glasses or have facial features that are much different to the average, such as a very large nose.
Using the FACS-based regions defined, each participant has a mask individually warped to their faces based on the points obtained during PWA. Even though the mask changes shape based on the person's facial features this does not affect movement classification as each participant in a dataset is handled individually rather than a set of abstract classes. When warping the mask to the individual face points, the different face proportions are taken into account to avoid personal face differences. After aligning and warping the facial movements, feature extraction can be applied to whole image. Using specific parts of the face can provide a solution, as it focuses on the important local parts of the face responsible for expressions.
IV. MICRO-MOVEMENT REGION LOCALISATION A. Spatial and Temporal Plane Analysis
HOG originally derives from a spatial planes only [5] , and is easily expanded into a spatio-temporal feature for analysing video data. Each plane outlines the axis which is being analysed in the video -XY, XT and YT, with the T standing for the temporal aspect of the plane.
B. Feature Extraction
For the first time in micro-movement detection, 3D HOG is used as a feature descriptor for video sequences. Initial processing includes de-noising to reduce high-speed video noise. Three planes (XY, XT and YT) are extracted using Figure 1 . The process of piecewise affine warping. (a) the original image (b) the original face has points automatically detected (c) Delaunay triangulation creates the convex hull for to allow the mask to be warped (d) the cropped face used for feature extraction and mask fitting (e) the original mask is warped to the shape of the cropped face (f) the final warped mask that has been applied to the cropped face.
3D HOG to describe different directions of motion. Two additional plane representations are created by concatenating the XY, XT and YT planes and the temporal XT and YT planes.
From both datasets, feature extraction is used to represent the movements and baselines. Each movement has the 3D HOG feature applied to extract the temporal feature representation in each of the defined regions. The extracted movements also include neutral frames (200 in SAMM [6] and 50 in CASME II [34] ) at the start and end of the sequence so the movement has an onset and offset point. The baseline feature is extracted similarly to the movements, but uses a set amount of frames to define a subject's baseline. The features are once again split into regions to represent the baseline of that particular local area for that particular person.
C. Temporal De-Noising
All videos captured can contain some form of noise with high-speed video being particularly susceptible due to high frame-rates. To counter this, de-noising is applied using a sparse signal processing method [4] called collaborative filtering. This processes the video volume block-wise and attenuates noise to reveal fine details shared by the block groups while preserving the unique features of each block.
V. MICRO-FACIAL MOVEMENT DETECTION Current literature focuses on the recognition of microexpressions based under emotional contexts [36] , [34] , [27] , [7] . Unfortunately by doing this assumes the pattern of micro-facial movements are similar to their macroexpression counterparts, for example if the mouth moves in a micro-expression, this means happiness. These methods also rely on machines learning to model and then classify each type of micro-facial expression. In a real-world scenario, micro-movements could manifest in a variety of ways, and it is near impossible to split these movements into distinct classes.
In the proposed method, micro-movements are treated objectively as facial muscle activations, like in FACS, and the temporal differences are calculated using the χ 2 distance. Previous difference methods [22] , [31] , [30] all assume that the detected movements in the videos are actual microexpressions. The datasets they use can sometimes confirm this, but it creates a very constrained analysis. The proposed method uses a baseline expression vector calculated from the neutral face sequence of participants to create individual baseline thresholds to determine what is a micro-movement for that person.
The distance function described derives from Moilanen et al. [22] but extends to the temporal domain, uses FACSbased regions with 3D HOG, region normalisation and baseline thresholding. Finally, peak detection is used to automatically find movement peaks and output the onset, apex and offset frames of each movement.
A. Micro-Movement Datasets
We use the SAMM [6] dataset alongside the CASME II [34] dataset to validate our proposed method. The SMIC dataset [18] is one of the first datasets to induce spontaneous micro-movements, shortly followed by the original CASME dataset [36] . However, the SMIC and CASME datasets have a lower frame rate of 100 and 60 fps respectively. The SMIC also does not provide FACS coding.
1) SAMM: SAMM [6] is used in the experiments and contains 159 micro-movements captured at 200 frames per second (fps). To obtain a wide variety of emotional responses, the dataset was required to be as diverse as possible. A total of 32 participants were recruited for the experiment from within the university with a mean age of 33.24 years (standard deviation: 11.32, ages between 19 and 57). An even gender split was also achieved, with 16 male and 16 female participants and a wide range of ethnicities participated.
The dataset was FACS coded by three certified coders, achieving an inter-reliability score of 0.82. Every movement is coded, including the macro-movement, with an onset, apex and offset frame recorded to note the duration. We use SAMM's provided for each participant to allow for individualised analysis. The amount of neutral frames used for SAMM was 200 before and after each movement clip.
2) CASME II: CASME II [34] has a frame rate of 200 fps withd 247 FACS coded MFEs from 26 participants. The facial area used for analysis was 280×340 pixels. This dataset includes 35 Chinese participants with a mean age of 22.03 (SD = 1.60). Along with only using one ethnicity, the dataset has the disadvantage of using young participants only, restricting the dataset to analysing similar looking participants (based on age features).
Unlike SAMM, the CASME II dataset does not provide explicit baseline data, therefore excess frames before and after the annotated movements, provided by the CASME II dataset, are used for baseline calculations. The amount of neutral frames used for movement sequences was 50 for CASME II due to the lack of available neutral frames.
B. Histogram Distance Analysis
The concept of feature difference analysis is for each current frame being processed, it is compared with the average feature frame that is represented by the average features of the start frame, k-th frame before the current frame, and the end frame, k-th frame after the current frame. The k-th frame is described as k = 1 2 (N − 1), where N is the micro-interval value that is always set to an odd number. Moilanen et al. [22] sets the micro-interval to 21 for the CASME [36] dataset that was recorded at 60 fps. As the SAMM dataset was recorded at 200 fps [6] , it is calculated that the value of N should be around 71. The value of k in this instance would be 35, similar to the settings in [8] .
The difference between the current frame and average feature frame shows the facial changes in a particular region and the possible change in the features is rapid since it occurs between start frame and end frame, to distinguish the quick changes from temporally longer events. The difference analysis continues for each frame except the first and last k frames that would exceed the boundaries of the video. This also means rapid facial movements such as blinks would also be classified as a movement, and so our mask removes as much of the eye as possible without removing the important muscle areas around the eyes.
The χ 2 distance calculates the dissimilarity between histograms in each region and is defined as
where b is the b-th bin in the P and Q histograms that have an equal number of bins for a total amount of bins B. This equation can be used in all temporal planes (XY, XT, YT) to calculate dissimilarity. In other histogram distance measures, the differences between large bin values are less significant than between small bins [26] , however as this is calculating dissimilarity the difference should not be dependent on the scale of the bin values when each feature is deemed equally important. Ahonen et al. [1] found that the χ 2 distance performs better in face analysis task than histogram intersection or loglikelihood distance.
Unlike previous methods that split the images into evensized blocks, the regions used in this method are all different sizes. This leads to the issue of the larger regions having more pixels in the area of the mask and therefore differences that are not reflective of which regions is more meaningful. The normalisation is defined as
Ar where A r is the number of pixels in each individual binary bask region and i is the index of the value within the feature F. This step is completed for each region and was done to make sure that the area of regions that were not rectangular in a matrix were still accurately calculated to normalise the regions correctly.
There is an option to select the top regions, defined as R, that are used to rank the greatest difference values for each region. For example, if R was set to 8, then the 8 regions with the greatest difference values would used to form the first feature vector, F R,i , that represents the overall movement of the face. It is defined as
where D is the difference values of each individual region, j, sorted in descending order up to R for each frame, with i being the total number of frames or index value of that feature. For the proposed method, each region feature is calculated initially and ranked in descending order from highest difference value to lowest. By sampling R regions (2, 4, 6, ... , 26), we produce Receiver Operating Characteristic (ROC) curves and the Area Under Curve (AUC) is calculated.
To handle the noise from local magnitude variations and video artefacts, the average values of the frames i + k and i − k are subtracted from the value in the current frame. Each new value of the i-th feature of region R is therefore calculated as
with each frame having Eq. 9 applied, apart from the first and last k frames of the video sequence due to the temporal boundaries. Finally, any negative values in F R,i are set to zero. The reason for this is that any values lower than zero indicates that the value at the current frame was below the average difference values of the frame i + k and i − k. Therefore, there are no fast changes in current frame.
C. Individualised Baselines
In an environment where a person is observed for deception or concealment of true feelings, it is important to be able to differentiate their baseline from a facial twitch. As this is common practice when analysing humans from a Psychological perspective [32] , there is a strong reason to use baseline features in computer vision to produce accurate results.
The original threshold method by Moilanen et al. [22] relied on taking the mean and maximum values of the final feature vector to detect a valid peak. Unfortunately, this meant that a peak will always be 'detected' regardless of there being a real movement or not. Our threshold is based on the neutral expression sequence from each individual subject in the dataset. This sequence was processed the same as the movements, but by using an ABT we take into account the mean of both the movement and baseline feature vector. This adapts the threshold level based on a balance between what is happening on the participant's face and what their baseline expression level is. The ABT can be calculated by
where ABT is the calculated adaptive threshold, is the baseline feature vector and¯ is its mean. The movement feature vector and its mean is denoted by and¯ respectively.
D. Peak Detection and Temporal Phase Identification
Using publicly available MATLAB code [23] , Gaussian peaks are detected using signal processing methods. The first derivative of the signal is smoothed, and then peaks are found from the downward-going zero-crossings. Then only the zero-crossings whose slope exceeds a defined 'slope threshold' at a point where the original signal exceeds a certain height or 'amplitude threshold'.
1) Temporal Phases of Peaks:
Estimating the apex simply uses the highest point of the found Gaussian curves. Estimating the 'start' and 'end' of the peak (the onset and offset value respectively), is a bit more arbitrary, because typical peak shapes approach the baseline asymptotically far from the peak maximum. Peak start and end points can be set to around 1% of the peak height, but any random noise on the points during peak detection will often be a large fraction of the signal amplitude at that point. Smoothing is done within this process to reduce noise.
VI. RESULTS AND DISCUSSION
The proposed method of using FACS-based regions with individualised baselines performs well on both SAMM and CASME II compared with the previous state of the art. Two other feature descriptors that have been used in micromovement detection are implemented to compare with 3D HOG.
We performed a peak spotting check that determined whether the apex of a detected peak was above the ABT and within the duration of the micro-movement that had been labelled during FACS coding. The ground truth was set for each region, where the ground truth AUs corresponded to regions of movement. With each movement containing the ground truth for every region, it was possible to extract the common true positives (TP), false positives (FP), false negatives (FN) and the less common true negatives (TN).
Firstly we present the ROC curves for three types of feature descriptors on the SAMM (Fig. 2) and CASME II (Fig. 3 ) that plots the true positive rate (TPR) on the y-axis and the false positive rate (FPR) on the x-axis. The TPR or recall is calculated by T P (T P +F N) and FPR is calculated by F P (F P +T N) . The points of the ROC curves are calculated by iterating from the 2 regions with the highest difference values for the feature descriptor up until all regions are used. As the curves show, as the more regions are introduced, both TPR and FPR increases as predicted when more regions become available for detection. Further, the plots show that 3D HOG outperforms LBP-TOP and HOOF on both datasets. In addition to the ROC curves, we calculated the area under curve (AUC) for each feature in both datasets in Table I. 3D HOG performs best on the SAMM and CASME II dataset in the XT plane with 0.7513 and 0.7261 respectively. LBP-TOP achieves 0.6401 in the XY planes for the SAMM dataset, however it does not perform as well in the CASME II dataset with the highest result in the YT plane with 0.4866.
We present the performance analysis scores of recall (TPR), precision and F-measure in Table II for SAMM and  Table III for CASME II. Each score was selected from the number of 'top' regions that performed best in describing the micro-movements, which in these experiments was 12 regions. Overall the best feature descriptor for SAMM was 3D HOG in the XT plane achieving 0.6804, 0.5341 and 0.5754 for recall, precision and F-measure respectively.
In regards to spotting accuracy, our method performs well and is comparable with the results in [22] , [17] . However the precision is low on the majority of cases due to the larger amount of false positives detected. Unfortunately, as with any recordings of humans in video sequences, it is difficult to eliminate all head movements, even with face alignment. As micro-movements are subtle motions, any head movements are likely to contribute to the final difference values, therefore skewing the accuracy of spotting real micro-movements.
The higher precision seen in CASME II compared with SAMM can be explained by the lower number of frames that were available to analyse in the CASME II dataset, meaning false positives are less likely and spotting is easier. The original recordings of the CASME II participants are no longer available, and so creating a longer sequence was not possible at this time.
Despite using only spontaneous datasets, the data collection required the participants to stay still to minimise head movements under a controlled environment, meaning the method can be influenced by large head movements. In an unconstrained situation, normal human movement would be problematic, however inducing micro-expressions in the wild is almost impossible.
Higher spotting accuracy can be achieved through the increase of regions, however this tips the balance of TPs and FPs, lowering the overall F-measure. For example, using the 12 regions described in Table II , the 3D HOG -XT feature on SAMM the recall is 0.6804, however if this is increased to 26 regions the recall score jumps to 0.8643 but is accompanied by a lower F-measure of 0.3752. The use of ranking regions to balance the trade off between detecting more and less sensitivity was proposed in Moilanen et al. [22] and advanced upon by Davison et al. [8] to remove features that may introduce noise and redundant information.
VII. CONCLUSION
This paper has shown evidence for the use of neutral expression baseline sequences as a comparison to detect microfacial movements using FACS-based regions. Both 3D HOG and LBP-TOP perform well, however 3D HOG performed the best with a recall of 0.6804 and AUC of 0.7513. This method takes away any assumption based on emotions and reduces the movements to their basic definition of muscle movements. Doing this allows for further interpretation at a later stage rather than attempting to use techniques, such as machine learning, to define micro-movements into discrete categories.
The proposed FACS-based regions follows a recent approach that moves away from blocking methods [20] , [19] , [25] and improves the local feature representation by disregarding areas of the face that do not contribute to facial muscle movements.
Future work would look into improving the speed of feature extraction and preprocessing. Real-time analysis is required, however processing on high-speed video in realtime can be very computationally intensive and not easily accessible for anyone lacking enough funds. It would also be useful to quantify the sensitivity of the system using simulated head movements and find the error rate or methods to counter the effects.
