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This paper analyzes the rate of local convergence of the Log-Sigmoid nonlinear
Lagrange method for nonconvex nonlinear second-order cone programming. Under the
componentwise strict complementarity condition, the constraint nondegeneracy condition
and the second-order sufficient condition, we show that the sequence of iteration points
generated by the proposed method locally converges to a local solution when the penalty
parameter is less than a threshold and the error bound of solution is proportional to
the penalty parameter. Finally, we report numerical results to show the efficiency of the
method.
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1. Introduction
In this paper, we consider the nonconvex nonlinear second-order cone programming problem of the form
(NLSOP) minimize f (x)
subject to h(x) = 0,
g j(x)Qmj+1 0, j = 1, 2, . . . , J,
(1.1)
where f : Rn → R, h : Rn → Rl and g j : Rn → Rmj+1, j = 1, 2, . . . , J are twice continuously differentiable. The
second-order cone (or ice-cream cone, or Lorentz cone) of dimensionm+ 1 is defined by
Qm+1 := {x = (x0; x¯) ∈ Rm+1 : ‖x¯‖ ≤ x0},
and the order relationQm+1 induced by Qm+1 is given by
xQm+1 0 if and only if x ∈ Rm+1, ‖x¯‖ ≤ x0.
The interior of the cone Qm+1, denoted by intQm+1, is the set of x ∈ Rm+1 such that x0 > ‖x¯‖. In that case, we say that
xQm+1 0 for x ∈ intQm+1. The boundary of Qm+1, denoted by ∂Qm+1, is the set of x ∈ Rm+1 such that x0 = ‖x¯‖.
Let Q := Qm1+1 × Qm2+1 × · · · × QmJ+1. Denote
g(x) := (g1(x); g2(x); . . . ; g J(x)) ∈ Rq, g j(x) ∈ Rmj+1,
u := (u1; u2; . . . ; uJ) ∈ Rq, uj ∈ Rmj+1,
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where q :=∑Jj=1(mj + 1). Then the problem (NLSOP) can be expressed as
minimize f (x) subject to h(x) = 0, g(x) ∈ Q .
The standard (linear) Lagrangian of (NLSOP) is defined by
L(x, ζ , u) = f (x)− 〈ζ , h(x)〉 −
J∑
j=1
〈uj, g j(x)〉, (1.2)
which plays an important role in describing the optimality conditions for second-order cone optimization problem (1.1) and
designing algorithms for solving (1.1). For convex programming, the saddle point theory can be established in terms of the
standard Lagrangian and dual algorithms based on solving minimizing L(x, ζk, uk) can be developed as well, where (ζk, uk)
is the estimate multiplier at the kth iteration. For nonconvex nonlinear programming, L(x, ζ , u) is usually not convex even
for (ζk, uk) being near to (ζ ∗, u∗) and x in a neighborhood of x∗, where (x∗, ζ ∗, u∗) is a Karush–Kuhn–Tucker point to the
optimization problem, and this leads to difficulties in numerical implementations. To solve this problem, many scholars pay
much attention to studying the variants of the standard Lagrangian. The augmented Lagrangianmethodwas initiated in [10,
19] for solving nonlinear programming with only equality constraints and was generalized in [20–22] to include inequality
constrained problems. For more details on proximal augmented Lagrangian method we refer to [1] or [2]. Besides these,
Polyak and his collaborators have developed many nonlinear Lagrangians for solving nonlinear programming problems,
for instance, see [8,14–18]. Among them, Polyak (2001) [16] constructed a nonlinear Lagrangian based on the Log-Sigmoid
function for solving nonconvex NLP problems.
In this paper, we focus on the study of the following nonlinear Lagrangian for (NLSOP):
G(x, ζ , u, t) = f (x)− 〈ζ , h(x)〉 + (2t)−1‖h(x)‖2 + t
J∑
j=1
〈ψLS(−t−1g j(x)), uj〉, (1.3)
where
ψLS(w) = 2(ln(1+ eλw1 )− ln 2)cw1 + 2(ln(1+ eλ
w
2 )− ln 2)cw2 (1.4)
is the Löwner operator associated Log-Sigmoid functionψLS(s) = 2(ln(1+ es)− ln 2) for s ∈ R. We will extend the results
in [16] to the case of nonlinear optimization problems with second-order cone constraints and equality constraints.
We should point out that, for the proximal augmented Lagrange method, Liu and Zhang [12] discussed the rate of
convergence for nonconvex semidefinite programming when the strict complementarity is satisfied and Liu and Zhang [13]
studied its rate of convergence without strict complementarity condition.
This paper is organized as follows. In Section 2,wediscuss properties of the Log-Sigmoid Löwner operator. In Section 3,we
introduce a set of basic assumptions needed for the convergence analysis and discuss properties of the nonlinear Lagrangian
G(x, ζ , u, t). In Section 4, we focus on analyzing the rate of convergence of the Log-Sigmoid nonlinear Lagrange method
under the given conditions. Finally, in Section 5, we report numerical results implemented by the Log-Sigmoid nonlinear
Lagrange method.
The following notations and terminologies are used throughout the paper. If F is differentiable at (x, y) ∈ Rn×Rm, then
we use JF(x, y) (respectively, JxF(x, y)) to denote the derivative of F at (x, y) (respectively, the partial derivative of F at
(x, y)with respect to x) and ∇F(x, y) := JF(x, y)∗ the adjoint of JF(x, y) (respectively, ∇xF(x, y) := JxF(x, y)∗ the adjoint
of JxF(x, y)). Moreover, if F is twice differentiable at (x, y) ∈ Rn ×Rm, we define
∇2F(x, y) := J(∇F)(x, y), ∇2xxF(x, y) := Jx(∇xF)(x, y).
For any index set I ∈ {1, 2, . . . , J}, we denote by diag(Aj)j∈I the block diagonal matrix where its diagonal entries Aj are
arranged in the increasing order of j ∈ I . For any x, y ∈ Rn, the Euclidean inner product and norm are denoted by
〈x, y〉 = xTy, ‖x‖ = √xTx, respectively. For any two matrices C and D inRm×n, we write
〈C,D〉 := Tr(CTD), ‖C‖ =
√
Tr(CTC)
for the Frobenius inner product between C and D and the Frobenius norm, respectively, where ‘‘Tr’’ denotes the trace of a
square matrix.
2. The Log-Sigmoid Löwner operator
For any u = (u0; u¯), v = (v0; v¯) inRm+1, we define their Jordan product as
u ◦ v = (uTv; v0u¯+ u0v¯).
It is easy to check that e := (1; 0) ∈ Rm+1 is a unit element satisfying u ◦ e = e ◦ u = u for any u ∈ Rm+1. Then (Rm+1, ◦)
becomes a Jordan algebra, see [6]. For u ∈ Rm+1, its spectral decomposition is
u = λu1cu1 + λu2cu2 , (2.1)
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where λui , c
u
i , (i = 1, 2), are the spectral values and the associated spectral vectors of u, given by
λui = u0 + (−1)i‖u¯‖,
cui =
1
2

(
1; (−1)i u¯‖u¯‖
)
, if u¯ 6= 0,
(1; (−1)iω), ‖ω‖ = 1, if u¯ = 0,
(2.2)
for i = 1, 2. Therefore, Qm+1 can be expressed as
Qm+1 = {u ∈ Rm+1 : λu1 ≥ 0}.
It is well known that Qm+1 can be rewritten as
Qm+1 = {u ∈ Rm+1 : L(u) ∈ Sm+1+ }, (2.3)
whereL : Rm+1 → Sm+1 is defined by
L(u) =
[
u0 u¯T
u¯ u0Im
]
, (2.4)
and Sm+1+ is the cone of all (m+ 1)× (m+ 1) positively semidefinite symmetric matrices.
Now we are in a position to state the formula for the gradient of ψLS(w).
Lemma 2.1. Let ψLS be the Log-Sigmoid Löwner operator defined as (1.4). Then ψLS is differentiable at any w ∈ Rm+1 and its
gradient at w is
∇ψLS(w) = 4e
λw1
1+ eλw1 c
w
1 (c
w
1 )
T + 4e
λw2
1+ eλw2 c
w
2 (c
w
2 )
T + 8[λw2 , λw1 ]ψLSL(cw1 )L(cw2 ), (2.5)
where
[λ2, λ1]ψLS :=

eλ1
1+ eλ1 , if λ1 = λ2,
ln(1+ eλ2)− ln(1+ eλ1)
λ2 − λ1 , if λ1 6= λ2.
(2.6)
Proof. For w¯ 6= 0, since λw1 and λw2 are differentiable atw, we obtain
∇ψLS(w) = 2e
λw1
1+ eλw1
(
1;− w¯‖w¯‖
)
(cw1 )
T + ln(1+ e
λw1 )− ln 2
‖w¯‖
0 0T
0 −Im + w¯w¯
T
‖w¯‖2

+ 2e
λw2
1+ eλw2
(
1; w¯‖w¯‖
)
(cw2 )
T + ln(1+ e
λw2 )− ln 2
‖w¯‖
0 0T
0 Im − w¯w¯
T
‖w¯‖2

= 4e
λw1
1+ eλw1 c
w
1 (c
w
1 )
T + 4e
λw2
1+ eλw2 c
w
2 (c
w
2 )
T + 8[λw2 , λw1 ]ψLSL(cw1 )L(cw2 ).
Therefore formula (2.5) holds in the case where w¯ 6= 0.
For w¯ = 0, ψLS(w) = 2(ln(1+ ew0)− ln 2)e. Let4w = ((4w0);4w). If4w = 0,
ψLS(w +4w) = 2(ln(1+ ew0+(4w)0)− ln 2)e
= 2
(
ln(1+ ew0)− ln 2+ e
w0
1+ ew0 (4w)0 + o((4w)0)
)
e
= 2(ln(1+ ew0)− ln 2)e+ 2e
w0
1+ ew0 (4w)0e+ o(4w)
= ψLS(w)+ 2e
w0
1+ ew04w + o(4w). (2.7)
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If4w 6= 0, then
ψLS(w +4w) = (ln(1+ ew0+(4w)0−‖4w‖)− ln 2)
(
1;− 4w‖4w‖
)
+ (ln(1+ ew0+(4w)0+‖4w‖)− ln 2)
(
1; 4w‖4w‖
)
=
(
ln(1+ ew0)+ e
w0
1+ ew0 ((4w)0 − ‖4w‖)− ln 2+ o((4w)0 − ‖4w‖)
)(
1;− 4w‖4w‖
)
+
(
ln(1+ ew0)+ e
w0
1+ ew0 ((4w)0 + ‖4w‖)− ln 2+ o((4w)0 + ‖4w‖)
)(
1; 4w‖4w‖
)
= 2(ln(1+ ew0)− ln 2)e+ 2e
w0
1+ ew04w + o(4w)
= ψLS(w)+ 2e
w0
1+ ew04w + o(4w). (2.8)
Combining (2.7) and (2.8), we obtain that ψLS is differentiable at w and ∇ψLS(w) = 2ew01+ew0 Im+1 for the case where w¯ = 0.
From the definition of [λ2, λ1]ψLS , we have the result that formula (2.5) also holds in this case. 
Remark 2.1. In fact [7, Proposition 5.2] gives an alternative formula as (2.5), but in different notation. We will see that
formula (2.5) is more convenient than that in [7] in the following proofs.
Lemma 2.2. Let φ : Rm+1 ×Rm+1 7→ Rm+1 be defined by
φ(w, u) = 4e
λw1
1+ eλw1 c
w
1 (c
w
1 )
Tu+ 4e
λw2
1+ eλw2 c
w
2 (c
w
2 )
Tu+ 8[λw2 , λw1 ]ψLSL(cw1 )L(cw2 )u,
where [λw2 , λw1 ]ψLS is defined as (2.6). Then for any (w, u) ∈ Rm+1 ×Rm+1 withw = 0, we have
Jwφ(w, u) = 2e
w0
(1+ ew0)2 L(u). (2.9)
Proof. First, we calculate its directional derivative. Let h = (h0; h¯) ∈ Rm+1 be an arbitrary direction.
(i) If h¯ 6= 0. Then we have
φ(w + τh, u)− φ(w, u) =
(
D11 D12
DT12 D22
)
u := Du,
where
D11 = e
w0+τh0+τ‖h¯‖
1+ ew0+τh0+τ‖h¯‖ +
ew0+τh0−τ‖h¯‖
1+ ew0+τh0−τ‖h¯‖ −
2ew0
1+ ew0 ,
D12 =
(
ew0+τh0+τ‖h¯‖
1+ ew0+τh0+τ‖h¯‖ −
ew0+τh0−τ‖h¯‖
1+ ew0+τh0−τ‖h¯‖
)
h¯T
‖h¯‖ ,
D122 =
1
τ‖h¯‖
(
ln(1+ ew0+τh0+τ‖h¯‖)− ln(1+ ew0+τh0−τ‖h¯‖)
)
,
D222 =
ew0+τh0+τ‖h¯‖
1+ ew0+τh0+τ‖h¯‖ +
ew0+τh0−τ‖h¯‖
1+ ew0+τh0−τ‖h¯‖ ,
D22 =
(
D122 −
2ew0
1+ ew0
)
Im + (D222 −D122) ·
h¯h¯T
‖h¯‖2 .
Thus,
D11 = e
w0
1+ ew0 +
ew0
(1+ ew0)2 · τ(h0 + ‖h¯‖)+ o(τ )−
ew0
1+ ew0
+ e
w0
1+ ew0 +
ew0
(1+ ew0)2 · τ(h0 − ‖h¯‖)+ o(τ )−
ew0
1+ ew0
= 2e
w0
(1+ ew0)2 · τh0 + o(τ ),
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D12 =
(
ew0
1+ ew0 +
ew0
(1+ ew0)2 · τ(h0 + ‖h¯‖)+ o(τ )
)
h¯T
‖h¯‖
−
(
ew0
1+ ew0 +
ew0
(1+ ew0)2 · τ(h0 − ‖h¯‖)+ o(τ )
)
h¯T
‖h¯‖
= 2e
w0
(1+ ew0)2 · τ h¯
T + o(τ ),
D122 =
1
τ‖h¯‖
(
ln(1+ ew0)+ e
w0
1+ ew0 · τ(h0 + ‖h¯‖)+
ew0
2(1+ ew0)2 · τ
2(h0 + ‖h¯‖)2
− ln(1+ ew0)− e
w0
1+ ew0 · τ(h0 − ‖h¯‖)−
ew0
2(1+ ew0)2 · τ
2(h0 − ‖h¯‖)2 + o(τ 2)
)
= 1
τ‖h¯‖
(
2ew0
1+ ew0 · τ‖h¯‖ +
2ew0
(1+ ew0)2 · τ
2h0‖h¯‖ + o(τ 2)
)
= 2e
w0
1+ ew0 +
2ew0
(1+ ew0)2 · τh0 + o(τ ),
D222 =
ew0
1+ ew0 +
ew0
(1+ ew0)2 · τ(h0 + ‖h¯‖)+ o(τ )+
ew0
1+ ew0 +
ew0
(1+ ew0)2 · τ(h0 − ‖h¯‖)+ o(τ )
= 2e
w0
1+ ew0 +
2ew0
(1+ ew0)2 · τh0 + o(τ ),
D22 =
(
2ew0
1+ ew0 +
2ew0
(1+ ew0)2 · τh0 −
2ew0
1+ ew0
)
Im + o(τ )
+
(
2ew0
1+ ew0 +
2ew0
(1+ ew0)2 · τh0 −
2ew0
1+ ew0 −
2ew0
(1+ ew0)2 · τh0
)
h¯h¯T
‖h¯‖2
= 2e
w0
(1+ ew0)2 · τh0Im + o(τ ).
Then
lim
τ↓0
φ(w + τh, u)− φ(w, u)
τ
= lim
τ↓0
2ew0
(1+ew0 )2 · τ
(
h0 h¯T
h¯ h0Im
)
u+ o(τ )
τ
= 2e
w0
(1+ ew0)2L(u)h. (2.10)
(ii) If h¯ = 0. Then we have
lim
τ↓0
φ(w + τh, u)− φ(w, u)
τ
= lim
τ↓0
2ew0+τh0
1+ew0+τh0 − 2e
w0
1+ew0
τ
· u
= lim
τ↓0
2ew0
(1+ew0 )2 · τh0 + o(τ )
τ
· u
= 2e
w0
(1+ ew0)2L(u)h. (2.11)
It follows from (2.10) and (2.11) that φ′((w, u); h) = 2ew0
(1+ew0 )2 L(u)h. Obviously, φ
′((w, u); h) is linear and continuous in
h. This completes the proof. 
3. Properties of the nonlinear Lagrangian
3.1. Problem assumptions
Let (x∗, ζ ∗, u∗) be a Karush–Kuhn–Tucker pair of (NLSOP). We define three index subsets of B := {1, 2, . . . , J},
respectively, as
α := {j | g j(x∗) = 0, j ∈ B},
β := {j | g j(x∗) ∈ ∂Qmj+1 \ {0}, u∗j ∈ ∂Qmj+1 \ {0}, j ∈ B},
γ := {j | g j(x∗)Qmj+1 0, j ∈ B}.
(3.1)
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Without loss of generality, we assume in this paper that α = {1, . . . , r}, β = {r + 1, . . . , s}. For problem (1.1), we make
the following assumptions.
Assumption (nlsop-A1). The point x∗ is a stationary point of (NLSOP), namely, there exists (ζ ∗, u∗) ∈ Rl×Rq such that the
Karush–Kuhn–Tucker conditions hold:
∇xL(x∗, ζ ∗, u∗) = 0, h(x∗) = 0, 〈g(x∗), u∗〉 = 0, g(x∗)Q 0, u∗Q 0. (3.2)
LetΛ(x∗) be the set of all Lagrange multipliers at x∗.
Assumption (nlsop-A2). The second-order sufficient condition holds:
sup
(ζ ,u)∈Λ(x∗)
{dT∇2xxL(x∗, ζ , u)d+ dTH(x∗, u)d} ≥ η0‖d‖2, ∀d ∈ C(x∗), (3.3)
where η0 > 0. The critical cone of (NLSOP) at x∗ is defined by
C(x∗) := {d | ∇h(x∗)d = 0,∇g(x∗)d ∈ TQ (g(x∗)),∇f (x∗)d = 0}, (3.4)
in which TQ (g(x∗)) is the tangent cone of Q at g(x∗) and the n×nmatrixH(x∗, u) is defined byH(x∗, u) =∑Jj=1H j(x∗, u),
for j = 1, 2, . . . , J, H j(x∗, u) is given by
H j(x∗, u) := − (uj)0
g j0(x∗)
∇g j(x∗)
(
1 0T
0 −Imj
)
Jg j(x∗), (3.5)
if g j(x∗) ∈ ∂Qmj+1 \ 0, andH j(x∗, u) := 0, otherwise.
Assumption (nlsop-A3). The point x∗ is nondegenerate. That is(
Jh(x∗)
Jg(x∗)
)
Rn +
( {0}
linTQ (g(x∗))
)
=
(
Rl
Rq
)
,
where ‘‘lin’’ stands for the linearity space. It follows from [3] that the nondegeneracy condition at x∗ is equivalent to the
linear independence of the columns of the matrix
A∗ :=
(
∇h(x∗)∇g1(x∗) . . .∇g r(x∗)2∇g r+1(x∗)cgr+1(x∗)1 . . . 2∇g s(x∗)cg
s(x∗)
1
)
. (3.6)
Assumption (nlsop-A4). The componentwise strict complementarity condition holds, i.e.,
g j(x∗)+ u∗j ∈ intQmj+1, j = 1, 2, . . . , J. (3.7)
It is well known that Λ(x∗) is a singleton if Assumption (nlsop-A1) and Assumption (nlsop-A3) hold at x∗ (see [4,
Proposition 17]). As a direct result, we have the following lemma.
Lemma 3.1. If Assumption (nlsop-A1), Assumption (nlsop-A2) and Assumption (nlsop-A3) hold, then (3.3) is reduced to
dT∇2xxL(x∗, ζ ∗, u∗)d+ dTH(x∗, u∗)d ≥ η0‖d‖2, ∀d ∈ C(x∗). (3.8)
We next provide the following lemma used in this section, which is the consequence of [4, Corollary 26].
Lemma 3.2. If Assumption (nlsop-A4) holds, then the critical direction cone C(x∗) in Assumption (nlsop-A2) is given by
C(x∗) = {d | Jh(x∗)d = 0;Jg j(x∗)d = 0, j ∈ α; 〈u˜∗j ,Jg j(x∗)d = 0〉, j ∈ β}, (3.9)
where u∗ ∈ Λ(x∗), u˜∗j = 1√2(u∗j )0 ((u
∗
j )0; u¯∗j ).
In this case, the critical cone C(x∗) is a linear subspace of Rn.
3.2. Differentials of the nonlinear Lagrangian
Now we discuss some properties of the nonlinear Lagrangian based on the Log-Sigmoid function, which will play an
important role in our analysis of the Log-Sigmoid function method.
Lemma 3.3. If Assumption (nlsop-A1), Assumption (nlsop-A2), Assumption (nlsop-A3) and Assumption (nlsop-A4) hold and
(ζ ∗, u∗) ∈ Λ(x∗), then we have:
(i) u∗j Qmj+1 0, j ∈ α;
(ii) u∗j = 0, j ∈ γ ;
(iii) For j ∈ β, u∗j = σj(g j0(x∗);−g¯ j(x∗)), where σj =
(u∗j )0
g j0(x
∗)
.
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Proposition 3.1. Let (x∗, ζ ∗, u∗) be a Karush–Kuhn–Tucker point to (NLSOP) and satisfy Assumption (nlsop-A1), Assump-
tion (nlsop-A2), Assumption (nlsop-A3) and Assumption (nlsop-A4). Then:
(i) For any t > 0,∇xG(x∗, ζ ∗, u∗, t) = 0.
(ii) For any t > 0, G(x, ζ , u, t) is twice continuously differentiable with respect to x at (x∗, ζ ∗, u∗, t) and
∇2xxG(x∗, ζ ∗, u∗, t) = ∇2xxL(x∗, ζ ∗, u∗)+ t−1∇h(x∗)Jh(x∗)+ (2t)−1
∑
j∈α
∇g j(x∗)L(u∗j )Jg j(x∗)
+ 2t−1
∑
j∈β
(u∗j )0∇g j(x∗)cg
j(x∗)
1 (c
g j(x∗)
1 )
TJg j(x∗)
+
∑
j∈β
4σjθj(t)∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗),
where
θj(t) = 1− 2[−t−1λg j(x∗)1 ,−t−1λg
j(x∗)
2 ]ψLS . (3.10)
Proof. From the definition of index set β and Lemma 3.3, we have that, for any j ∈ β ,
λ
g j(x∗)
1 = 0, cg
j(x∗)
1 (c
g j(x∗)
1 )
Tu∗j =
1
2
u∗j ,
(cg
j(x∗)
2 )
Tu∗j = 0, L(cg
j(x∗)
1 )L(c
g j(x∗)
2 )u
∗
j = 0.
Therefore, combining Lemma 2.1 and (3.2), we obtain
∇xG(x∗, ζ ∗, u∗, t) = ∇f (x∗)−∇h(x∗)ζ ∗ − 2
∑
j∈α
∇g j(x∗) e
−t−1g j0(x∗)
1+ e−t−1g j0(x∗)
u∗j
− 4
∑
j∈β
∇g j(x∗) e
−t−1λgj(x∗)1
1+ e−t−1λg
j(x∗)
1
cg
j(x∗)
1 (c
g j(x∗)
1 )
Tu∗j
− 4
∑
j∈β
∇g j(x∗) e
−t−1λgj(x∗)2
1+ e−t−1λg
j(x∗)
2
cg
j(x∗)
2 (c
g j(x∗)
2 )
Tu∗j
− 8
∑
j∈β
∇g j(x∗)[−t−1λg j(x∗)1 ,−t−1λg
j(x∗)
2 ]ψLSL(cg
j(x∗)
1 )L(c
g j(x∗)
2 )u
∗
j
= ∇f (x∗)−∇h(x∗)ζ ∗ −
J∑
j=1
∇g j(x∗)Ξj(x∗, u∗j , t)
= ∇f (x∗)−∇h(x∗)ζ ∗ −
J∑
j=1
∇g j(x∗)u∗j
= ∇xL(x∗, ζ ∗, u∗) = 0,
where
Ξj(x, uj, t) = 4e
−t−1λgj(x)1
1+ e−t−1λg
j(x)
1
cg
j(x)
1 (c
g j(x)
1 )
Tuj + 4e
−t−1λgj(x)2
1+ e−t−1λg
j(x)
2
cg
j(x)
2 (c
g j(x)
2 )
Tuj
+ 8[−t−1λg j(x)1 ,−t−1λg
j(x)
2 ]ψLSL(cg
j(x)
1 )L(c
g j(x)
2 )uj. (3.11)
This completes (i). Then assertion (ii) comes from Lemma 2.2. 
In order to demonstrate the positive definiteness of ∇2xxG(x∗, ζ ∗, u∗, t)when t > 0 is less than a threshold, we need the
following lemma, which is essentially due to Debreu [5].
Lemma 3.4. Suppose that ϑ : Rn → R is a continuous function such that
ϑ(γ d) = γ 2ϑ(d), ∀ γ ≥ 0, d ∈ Rn,
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andϑ(d) ≥ 0‖d‖2 for all d 6= 0 satisfying Ad = 0, where 0 is a constant and A ∈ Rq×n is a matrix. Then there exist 1 ∈ (0, 0)
and t0 > 0 such that for any t ∈ [0, t0], it holds
ϑ(d)+ t−1‖Ad‖2 ≥ 1‖d‖2, ∀d ∈ Rn. (3.12)
Proposition 3.2. If Assumption (nlsop-A1), Assumption (nlsop-A2), Assumption (nlsop-A3), and Assumption (nlsop-A4) hold,
then for the unique Lagrangemultiplier (ζ ∗, u∗), there exist t0 > 0 andη1 > 0 such that for any t ∈ (0, t0],∇2xxG(x∗, ζ ∗, u∗, t) 
η1In.
Proof. It follows from Lemma 3.1 that, under Assumption (nlsop-A1), Assumption (nlsop-A2), Assumption (nlsop-A3) and
Assumption (nlsop-A4), there exists η0 > 0 such that
dT∇2xxL(x∗, ζ ∗, u∗)d+ dTH(x∗, u∗)d ≥ η0‖d‖2, ∀d ∈ C(x∗), (3.13)
where C(x∗) is given by (3.9) in Lemma 3.2. As θj(t) → 1 when t ↓ 0 for any j ∈ β , there exists t1 > 0 sufficiently small
such that for t ∈ (0, t1],∑
j∈β
4σj(1− θj(t))dT∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗)d ≤ 1
2
η0‖d‖2, ∀d ∈ Rn. (3.14)
Define
G∗ =

Il (
1
2
L(u∗1)
) 1
2
. . . (
1
2
L(u∗r )
) 1
2
diag
r+1≤j≤s
(
1
2
(u∗j )0
) 1
2

. (3.15)
Since the strict complementarity condition that Assumption (nlsop-A4) holds at (x∗, ζ ∗, u∗), L(u∗j ) is positively definite for
j = 1, . . . , r, and (u∗j )0 > 0 for j = r + 1, . . . , s, then in turn, the matrix G∗ is a strictly positive symmetric matrix. We can
rewrite ∇2xxG(x∗, ζ ∗, u∗, t) as
∇2xxG(x∗, ζ ∗, u∗, t) = ∇2xxL(x∗, ζ ∗, u∗)+
∑
j∈β
4σj∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗)
+ t−1A∗G2∗AT∗ −
∑
j∈β
4σj(1− θj(t))∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗).
As for any d ∈ C(x∗) or d ∈ NullAT∗, one has for t ∈ (0, t1],
dT∇2xxG(x∗, ζ ∗, u∗, t)d = dT∇2xxL(x∗, ζ ∗, u∗)d+ dTH(x∗, u∗)d
−
∑
j∈β
4σj(1− θj(t))dT∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗)d
≥ 1
2
η0‖d‖2.
It follows from Lemma 3.4 that there exist t0 ∈ (0, t1), η1 ∈ (0, 12η0), for any t ∈ (0, t0], we have
dT∇2xxG(x∗, ζ ∗, u∗, t)d ≥ η1‖d‖2, ∀d ∈ Rn,
which completes the proof. 
4. The rate of local convergence
This section presents the Log-Sigmoid nonlinear Lagrangemethod and focuses on analyzing the rate of local convergence
of the method.
Algorithm
Step 1 Given$ ∈ (0, 1), t0 > 0, ζ0 ∈ Rl, u0 ∈ intQ . Set k := 0;
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Step 2 Solve (approximately)
minimize G(x, ζk, uk, tk)
and obtain its (approximate) solution xk;
Step 3 If xk satisfies the stopping criterion of (NLSOP), stop; Otherwise go to Step 4;
Step 4 Update Lagrange multiplier (ζ , u) and parameter t by{
ζk+1 = ζk − t−1k h(xk)
uk+1 = unew(xk, uk, tk)
and
tk+1 = tk or tk+1 = $ tk,
where
unew(x, u, t) = (Ξ1(x, u1, t); . . . ;ΞJ(x, uJ , t));
Step 5 Set k = k+ 1 and return to Step 2.
In the above algorithm, the stopping criterion must be chosen when the algorithm is implemented.
We introduce the variables ν, µ1, . . . , µJ satisfying
ν = t(ζ − ζ ∗), µj = t(uj − u∗j ), j = 1, . . . , J.
Let
Rj(x, µj, t) := Ξj(x, t−1µj + u∗j , t)−
4e−t−1λ
gj(x)
1
1+ e−t−1λg
j(x)
1
cg
j(x)
1 (c
g j(x)
1 )
T (t−1µj + u∗j ),
H(x, µ, t) :=
s∑
j=r+1
∇g j(x)Rj(x, µj, t),
ϕj(x, µj, t) := 2e
−t−1λgj(x)1
1+ e−t−1λg
j(x)
1
(cg
j(x)
1 )
T(t−1µj + u∗j ).
(4.1)
Lemma 4.1. Suppose that Assumption (nlsop-A1)– Assumption (nlsop-A4) are satisfied. Then there exist δ1 > 0, ε1 > 0, κ1 >
0, κ2 > 0 and κ3 > 0 such that
max
{
‖JµH(x, µ, t)‖,max
i∈α
{‖tJµiΞi(x, µi, t)‖},maxj∈β {‖tJµjϕj(x, µj, t)‖}
}
≤ κ1, (4.2)
max
j∈β
{‖JµjRj(x, µ, t)‖} ≤ κ2, maxj∈β {‖JxRj(x, µ, t)‖} ≤ κ3 (4.3)
for any x ∈ Bε1(x∗), µ ∈ Bδ1(0), t ∈ (0, t0].
Proof. Let k1 :=∑rj=1(mj + 1), k2 :=∑Jj=s+1(mj + 1). The Jacobian of H(x, µ, t)with respect to µ is
JµH(x, µ, t) = (0n×k1∇g r+1(x)Jµr+1Rr+1(x, µr+1, t) . . .∇g s(x)JµsRs(x, µs, t)0n×k2),
where
JµjRj(x, µj, t) =
4e−t−1λ
gj(x)
2
t(1+ e−t−1λg
j(x)
2 )
cg
j(x)
2 (c
g j(x)
2 )
T + 8t−1[−t−1λg j(x)1 ,−t−1λg
j(x)
2 ]ψLSL(cg
j(x)
1 )L(c
g j(x)
2 ).
For any j ∈ β , we have
|[−t−1λg j(x∗)1 ,−t−1λg
j(x∗)
2 ]ψLS | =
∣∣∣∣∣ ln 2− ln(1+ e−2t
−1g j0(x∗))
2t−1g j0(x∗)
∣∣∣∣∣ ≤ t ln 2g j0(x∗) , (4.4)∥∥∥∥∥∥ 4e
−t−1λgj(x∗)2
t(1+ e−t−1λg
j(x∗)
2 )
cg
j(x∗)
2 (c
g j(x∗)
2 )
T
∥∥∥∥∥∥ =
∥∥∥∥∥ 2t(1+ e2t−1g j0(x∗))
∥∥∥∥∥ ≤ 1/g j0(x∗).
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Therefore, there exists a positive scalar κ11 such that
‖∇g j(x∗)JµjRj(x∗, 0, t)‖ ≤ κ11, ∀ t ∈ (0, t0].
Then there exist ε11 > 0, δ11 > 0, κ2 > 0 such that
‖JµH(x, µ, t)‖ ≤ 2(s− r)κ11, max
j∈β
{‖JµjRj(x, µ, t)‖} ≤ κ2, (4.5)
for any (x, µ, t) ∈ Bε11(x∗)× Bδ11(0)× (0, t0].
Combining (2.9) and (3.11), for any i ∈ α, we obtain
‖tJµiΞi(x∗, 0, t)‖ =
∥∥∥∥∥ 2e−t
−1g i0(x∗)
1+ e−t−1g i0(x∗)
Imi+1
∥∥∥∥∥ = ‖Imi+1‖, ∀t ∈ (0, t0 ].
Therefore there exist ε12 > 0, δ12 > 0, κ12 > 0 such that
max
i∈α
{‖tJµiΞi(x, µi, t)‖} ≤ κ12, ∀ (x, µ, t) ∈ Bε12(x∗)× Bδ12(0)× (0, t0]. (4.6)
As for j ∈ β ,
‖tJµjϕj(x∗, 0, t)‖ =
∥∥∥∥∥∥ 2e
−t−1λgj(x∗)1
1+ e−t−1λg
j(x∗)
1
(cg
j(x∗)
1 )
T
∥∥∥∥∥∥ =
√
2
2
,
then there exist ε13 > 0, δ13 > 0, κ13 > 0 such that
max
j∈β
{‖tJµjϕj(x, µ, t)‖} ≤ κ13, ∀(x, µ, t) ∈ Bε13(x∗)× Bδ13(0)× (0, t0]. (4.7)
For any j ∈ β , the Jacobian of Rj(x, µj, t) at (x∗, 0, t)with respect to x is
JxRj(x∗, 0, t) = 8σj[−t−1λg j(x∗)1 ,−t−1λg
j(x∗)
2 ]ψLSL(cg
j(x∗)
1 )L(c
g j(x∗)
2 )Jg
j(x∗).
In view of (4.4), we obtain
‖JxRj(x∗, 0, t)‖ ≤ 8tσj ln 2
g j0(x∗)
‖L(cg j(x∗)1 )‖‖L(cg
j(x∗)
2 )‖‖Jg j(x∗)‖
≤ 8t0σj ln 2
g j0(x∗)
‖L(cg j(x∗)1 )‖‖L(cg
j(x∗)
2 )‖‖Jg j(x∗)‖, ∀ t ∈ (0, t0].
Therefore there exist ε14 > 0, δ14 > 0, κ3 > 0 such that
max
j∈β
{‖JxRj(x, µ, t)‖} ≤ κ3, ∀(x, µ, t) ∈ Bε14(x∗)× Bδ14(0)× (0, t0]. (4.8)
Choosing ε1 := min{ε11, ε12, ε13, ε14}, δ1 := min{δ11, δ12, δ13, δ14}, κ1 := max{κ11, κ12, κ13}, we obtain the conclusion.

Nowwe are ready to state our main result on the rate of convergence of the Log-Sigmoid nonlinear Lagrange method for
nonlinear second-order cone programming problems.
Theorem 4.1. Suppose that Assumptions (nlsop-A1), (nlsop-A2), (nlsop-A3) and (nlsop-A4) are satisfied. Then there exist
scalars δ, ε, %, %¯ and t¯ ∈ (0, t0] such that for any (ζ , u, t) ∈ O := {(ζ , u, t) | t‖(ζ , u) − (ζ ∗, u∗)‖ < δ, t ∈ (0, t¯ ]},
the problem
min{G(x, ζ , u, t) | x ∈ Bε(x∗)}
has a unique solution denoted by xt(ζ , u). The function xt(·, ·) is continuously differentiable in the interior of O, and for any
(ζ , u, t) ∈ O, we have
‖xt(ζ , u)− x∗‖ ≤ % t‖(ζ , u)− (ζ ∗, u∗)‖, ‖ζt(ζ , u)‖ ≤ % t‖(ζ , u)− (ζ ∗, u∗)‖ (4.9)
and
‖ut(ζ , u)− u∗‖ ≤ %¯ t‖(ζ , u)− (ζ ∗, u∗)‖, (4.10)
where ζt(ζ , u) and ut(ζ , u) are defined as
ζt(ζ , u) = ζ − t−1h(xt(ζ , u)), ut(ζ , u) := Ξ(xt(ζ , u), u, t).
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Proof. Let v := (v1, . . . , vr , (vr+1)0, . . . , (vs)0), where vj ∈ Rmj+1 for j = 1, . . . , r and (vj)0 ∈ R for j = r + 1, . . . , s. Let
q1 :=∑rj=1(mj + 1)+ s− r .
Define a mapping Ψ : Rn ×Rl ×Rq1 ×Rl ×Rq ×R 7→ Rn+l+q1 by
Ψ (x, ξ , v, ν, µ, t) =

∇f (x)−∇h(x)ξ −
r∑
j=1
∇g j(x)vj −
s∑
j=r+1
∇g j(x)2(vj)0cg j(x)1 − H(x, µ, t)
tξ + h(x)− ν − tζ ∗
tv1 − t Ξ1(x, µ1, t)
...
tvr − t Ξr(x, µr , t)
t(vr+1)0 − tϕr+1(x, µr+1, t)
...
t(vs)0 − tϕs(x, µs, t)

. (4.11)
Let
Ψ1(x, ξ , v, ν, µ, t) := ∇f (x)−∇h(x)ξ −
r∑
j=1
∇g j(x)vj −
s∑
j=r+1
∇g j(x)2(vj)0cg j(x)1 − H(x, µ, t),
Ψ2(x, ξ , v, ν, µ, t) := tξ + h(x)− ν − tζ ∗,
Ψ3(x, ξ , v, ν, µ, t) :=
tv1 − t Ξ1(x, µ1, t)...
tvr − t Ξr(x, µr , t)
 ,
and
Ψ4(x, ξ , v, ν, µ, t) :=
t(vr+1)0 − tϕr+1(x, µr+1, t)...
t(vs)0 − tϕs(x, µs, t)
 .
Let z∗ = (x∗; ζ ∗; u∗1; . . . ; u∗r ; (u∗r+1)0; . . . ; (u∗s )0; 0l+q), v∗ = (u∗1; . . . ; u∗r ; (u∗r+1)0; . . . ; (u∗s )0). The Jacobian of Ψ1 with
respect to x at (z∗, t) for t > 0 is
JxΨ1(z∗, t) = ∇2xxL(x∗, ζ ∗, u∗)+
∑
j∈β
4σj∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗)
−
∑
j∈β
8σj[−t−1λg j(x∗)1 ,−t−1λg
j(x∗)
2 ]ψLS∇g j(x∗)L(cg
j(x∗)
1 )L(c
g j(x∗)
2 )Jg
j(x∗).
Let v = (vα; vβ) with vα = (v1; . . . ; vr) and vβ = ((vr+1)0; . . . ; (vs)0). Then JvΨ1(z∗, t) = (JvαΨ1(z∗, t)JvβΨ1(z∗, t)),
where
JvαΨ1(z
∗, t) = (−∇g1(x∗) . . .−∇g r(x∗)) =: A∗13
and
JvβΨ1(z
∗, t) = (−2∇g r+1(x∗)cgr+1(x∗)1 . . .−2∇g s(x∗)cg
s(x∗)
1 ) =: A∗14.
In view of (2.9), the Jacobian of Ψ3 with respect to x at (z∗, t) is
JxΨ3(z∗, t) =

1
2
L(u∗1)Jg
1(x∗)
...
1
2
L(u∗r )Jg
r(x∗)
 =: A∗31.
Noting that
Jx((c
g j(x)
1 )
Tu∗j )|x=x∗ = 0, j = r + 1, . . . , s,
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we have that the Jacobian of Ψ4 with respect to x at (z∗, t) is
JxΨ4(z∗, t) =
(u
∗
r+1)0(c
gr+1(x∗)
1 )
TJg r+1(x∗)
...
(u∗s )0(c
gs(x∗)
1 )
TJg s(x∗)
 =: A∗41.
Therefore the Jacobian of Ψ with respect to (x, ξ , v) at (z∗, t), where t > 0, can be expressed as
Jx,ξ ,vΨ (z∗, t) =
JxΨ1(z
∗, t) −∇h(x∗) A∗13 A∗14
Jh(x∗) tIl 0l×k1 0l×k3
A∗31 0k1×l tIk1 0k1×k3
A∗41 0k3×l 0k3×k1 tIk3
 , (4.12)
where k3 = s− r . As limt↓0[−t−1λg j(x∗)1 ,−t−1λg
j(x∗)
2 ]ψLS = 0, we have
lim
t↓0 JxΨ1(z
∗, t) = ∇2xxL(x∗, ζ ∗, u∗)+
∑
j∈β
4σj∇g j(x∗)L(cg j(x∗)1 )L(cg
j(x∗)
2 )Jg
j(x∗) =: A∗11.
Then A∗ = limt↓0 Jx,vΨ (z∗, t) can be written as
A∗ =
 A
∗
11 −∇h(x∗) A∗13 A∗14
Jh(x∗) 0l 0l×k1 0l×k3
A∗31 0k1×l 0k1 0k1×k3
A∗41 0k3×l 0k3×k1 0k3
 . (4.13)
We prove that A∗ is nonsingular as follows. Let A∗(d1; d2; d3; d4) = 0. Then Jh(x∗)d1 = 0, A∗31d1 = 0, A∗41d1 = 0, which
implies d1 ∈ C(x∗). Premultiplying dT1 to the first equation of A∗(d1; d2; d3; d4) = 0 and combining with the proof of
Proposition 3.2 we can obtain that
0 = dT1∇2xxL(x∗, ζ ∗, u∗)d1 +
∑
j∈β
4σjdT1∇g j(x∗)L(cg
j(x∗)
1 )L(c
g j(x∗)
2 )Jg
j(x∗)d1
= dT1(∇2xxL(x∗, ζ ∗, u∗)+H(x∗, u∗))d1. (4.14)
Therefore, we have that d1 ∈ C(x∗) and dT1(∇2xxL(x∗, ζ ∗, u∗) + H(x∗, u∗))d1 = 0, which implies d1 = 0. It follows from
A∗(d1; d2; d3; d4) = 0 that −∇h(x∗)d2 + A∗13d3 + A∗14d4 = 0, which implies d2 = 0, d3 = 0 and d4 = 0 from Assumption
(nlsop-A3). We can easily check that for any t ∈ (0, t0], the Schur complement matrix
Jx,ξ ,vΨ (z∗, t)/tIl+k1+k3 = ∇2xxG(x∗, ζ ∗, u∗, t)  η1In.
Therefore Jx,ξ ,vΨ (z∗, t) is nonsingular when t ∈ [0, t0]. It follows from the Banach perturbation theorem that there exist
ε2 > 0, δ2 > 0, t2 ∈ (0, t0) and %1 > 0 such that
‖Jx,ξ ,vΨ (x, ξ , v, ν, µ, t)−1‖ ≤ %1, (4.15)
for any (x, ξ , v, ν, µ, t) ∈ Bε2(x∗)× Bε2(ζ ∗)× Bε2(v∗)× Bδ2(0l)× Bδ2(0q)× (0, t2].
Moreover, we have from Proposition 3.2 that there are t3 ∈ (0, t0), ε3 > 0 such that
∇2xxG(x, ζ , u, t)  η1/2In, ∀ (x, ζ , u, t) ∈ Bε3(x∗)× Bε3(ζ ∗)× Bε3(u∗)× (0, t3]. (4.16)
Let t¯ = min{t2, t3} and X = {(0, 0, t) ∈ Rl × Rq × R : t ∈ [0, t¯] }. It is a compact set of Rl × Rq × R. From the above
analysis, we know thatΨ (x∗, ζ ∗, v∗, ν, µ, t) is nonsingular for any (ν, µ, t) ∈ X . Thus the second implicit function theorem
of [1] can be applied to mapping Ψ . Then there exist δ ∈ (0,min{δ1, δ2}) and ε ∈ (0,min{ε1, ε2, ε3}) and a unique twice
continuously differentiable mapping (xˆ, ξˆ , vˆ) : Bδ((0, 0))× [0, t¯] 7→ Bε((x∗, ζ ∗, v∗)) such that
xˆ(ν, µ, t) = x∗, ξˆ (ν, µ, t) = ζ ∗, vˆ(ν, µ, t) = v∗, ∀ (ν, µ, t) ∈ X (4.17)
and
Ψ (xˆ(ν, µ, t), ξˆ (ν, µ, t), vˆ(ν, µ, t), ν, µ, t) = 0, ∀ (ν, µ, t) ∈ Bδ((0, 0))× (0, t¯ ]. (4.18)
Differentiating (4.18) with respect to (ν, µ), we obtain
Jx,ξ ,vΨ (xˆ(ν, µ, t), ξˆ (ν, µ, t), vˆ(ν, µ, t), ν, µ, t)
Jν,µxˆ(ν, µ, t)Jν,µξˆ (ν, µ, t)
Jν,µvˆ(ν, µ, t)
 = (0 JµH(x, µ, t)|x=xˆ(ν,µ,t)Il 0
0 B(xˆ(ν, µ, t), µ, t)
)
, (4.19)
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where
B(x, µ, t) := (tJµΞ1(x, µ1, t); . . . ; tJµΞr(x, µ1, t); tJµϕr+1(x, µr+1, t); . . . ; tJµϕs(x, µs, t)).
It follows from Lemma 4.1 and (4.15) that∥∥∥∥∥∥
Jν,µxˆ(ν, µ, t)Jν,µξˆ (ν, µ, t)
Jν,µvˆ(ν, µ, t)
∥∥∥∥∥∥ ≤ %1
√
(s+ 1)κ21 + l, ∀ (ν, µ, t) ∈ Bε((0, 0))× (0, t¯]. (4.20)
Let % := %1
√
(s+ 1)κ21 + l. From the mean-value theorem, we have xˆ(ν, µ, t)− x∗ξˆ (ν, µ, t)− ζ ∗
vˆ(ν, µ, t)− v∗
 = ∫ 1
0
Jν,µxˆ(θν, θµ, t)Jν,µξˆ (θν, θµ, t)
Jν,µvˆ(θν, θµ, t)
(ν
µ
)
dθ. (4.21)
It follows from (4.20) that
max{‖xˆ(ν, µ, t)− x∗‖, ‖ξˆ (ν, µ, t)− ζ ∗‖, ‖vˆ(ν, µ, t)− v∗‖} ≤ %‖(ν;µ)‖. (4.22)
Next we estimate ‖Ξ(xˆ(ν, µ, t), µ, t) − u∗‖. Let 1/ς = 12 mini∈γ {λg
i(x∗)
1 }. Without loss of generality, assume δ small
enough. Taking into account the definition of the set index γ , for any (ν, µ, t) ∈ O, we have
λ
g i(xˆ(ν,µ,t))
1 ≥ 1/ς, λg
i(xˆ(ν,µ,t))
2 ≥ 1/ς, ∀ i ∈ γ . (4.23)
Then for any i ∈ γ , combining the definitions of [λ2, λ1]ψLS , we have the following results:
(a) For λg
i(xˆ(ν,µ,t))
1 = λg
i(xˆ(ν,µ,t))
2 , it follows from (4.23) that
[−t−1λg i(xˆ(ν,µ,t))1 ,−t−1λg
i(xˆ(ν,µ,t))
2 ]ψLS =
e−t−1λ
gi(xˆ(ν,µ,t))
1
1+ e−t−1λg
i(xˆ(ν,µ,t))
1
= 1
1+ et−1λg
i(xˆ(ν,µ,t))
1
≤ tς. (4.24)
(b) For λg
i(xˆ(ν,µ,t))
1 6= λg
i(xˆ(ν,µ,t))
2 , using the mean-value theorem, we have from (4.23) that
[−t−1λg i(xˆ(ν,µ,t))1 ,−t−1λg
i(xˆ(ν,µ,t))
2 ]ψLS =
e−t−1pi(xˆ(ν,µ,t))
1+ e−t−1pi(xˆ(ν,µ,t))
= 1
1+ et−1pi(xˆ(ν,µ,t)) ≤ tς (4.25)
for some pi(xˆ(ν, µ, t)) ∈ (λg i(xˆ(ν,µ,t))1 , λg
i(xˆ(ν,µ,t))
2 ).
Recalling that u∗i = 0, i ∈ γ , combining (4.23)–(4.25), we obtain that
‖Ξi(xˆ(ν, µ, t), t−1µ, t)‖ ≤
∥∥∥∥∥∥4t
−1e−t−1λ
gj(xˆ(ν,µ,t))
1
1+ e−t−1λg
j(xˆ(ν,µ,t))
1
cg
j(xˆ(ν,µ,t))
1 (c
g j(xˆ(ν,µ,t))
1 )
Tµj
∥∥∥∥∥∥
+
∥∥∥∥∥∥4t
−1e−t−1λ
gj(xˆ(ν,µ,t))
2
1+ e−t−1λg
j(xˆ(ν,µ,t))
2
cg
j(xˆ(ν,µ,t))
2 (c
g j(xˆ(ν,µ,t))
2 )
Tµj
∥∥∥∥∥∥
+
∥∥∥8t−1[−t−1λg j(xˆ(ν,µ,t))2 ,−t−1λg j(xˆ(ν,µ,t))1 ]ψLSL(cg i(xˆ(ν,µ,t))2 )L(cg i(xˆ(ν,µ,t))1 )µj∥∥∥
≤ 2ς‖(ν;µ)‖ + 2ς‖(ν;µ)‖ + 8ς‖L(cg i(xˆ(ν,µ,t))2 )L(cg
i(xˆ(ν,µ,t))
2 )‖‖(ν;µ)‖.
Therefore, there exists a positive scalar %2 such that
‖Ξi(xˆ(ν, µ, t), t−1µ, t)‖ ≤ %2‖(ν;µ)‖, ∀ (ν, µ, t) ∈ O, i ∈ γ . (4.26)
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Since cg
j(xˆ(ν,µ,t))
1 is Lipschitz continuous around x
∗, then there exists a scalar %3 > 0 such that
‖cg j(xˆ(ν,µ,t))1 − cg
j(x∗)
1 ‖ ≤ %3‖(ν;µ)‖. (4.27)
Noting that u∗j = 2(v∗j )0cg
j(x∗)
1 , ∀j ∈ β , combining (4.3), (4.20), (4.22) and (4.27), we have for any j ∈ β ,
‖Ξj(xˆ(ν, µ, t), µj, t)− u∗j ‖ =
∥∥∥2(vˆj(ν, µ, t))0cg j(xˆ(ν,µ,t))1 + Rj(xˆ(ν, µ, t), µj, t)− 2(v∗j )0cg j(x∗)1 ∥∥∥
≤ 2
∥∥∥(vˆj(ν, µ, t))0cg j(xˆ(ν,µ,t))1 − (v∗j )0cg j(xˆ(ν,µ,t))1 + (v∗j )0cg j(xˆ(ν,µ,t))1 − (v∗j )0cg j(x∗)1 ∥∥∥
+ ∥∥Rj(xˆ(ν, µ, t), µj, t)∥∥
≤ 2
∥∥∥(vˆj(ν, µ, t))0cg j(xˆ(ν,µ,t))1 − (v∗j )0cg j(xˆ(ν,µ,t))1 ∥∥∥+ 2 ∥∥∥(v∗j )0cg j(xˆ(ν,µ,t))1 − (v∗j )0cg j(x∗)1 ∥∥∥
+
∥∥∥∥∫ 1
0
Jν,µRj(xˆ(θν, θµ, t), θµj, t)
(
ν
µ
)
dθ
∥∥∥∥
≤ %‖(ν;µ)‖ + 2(u∗j )0%3‖(ν;µ)‖ +
∥∥∥∥∫ 1
0
Jν,µRj(x, θµj, t)|x=xˆ(θν,θµ,t)
(
ν
µ
)
dθ
∥∥∥∥
+
∥∥∥∥∫ 1
0
JxRj(xˆ(θν, θµ, t), θµj, t)Jν,µxˆ(θν, θµ, t)
(
ν
µ
)
dθ
∥∥∥∥
≤ (% + 2(u∗j )0%3 + κ2 + κ3%)‖(ν;µ)‖. (4.28)
Let %¯ := max{%2, 2(u∗j )0%3 + % + κ2 + κ3%}. It follows from (4.22), (4.26) and (4.28) that
‖Ξ(xˆ(ν, µ, t), µ, t)− u∗‖ ≤ %¯‖(ν;µ)‖. (4.29)
Define
xt(ζ , u) := xˆ(t(ζ − ζ ∗), t(u− u∗), t),
ζt(ζ , u) := ζˆ (t(ζ − ζ ∗), t(u− u∗), t),
ut(ζ , u) := Ξ(xˆ(t(ζ − ζ ∗), t(u− u∗), t), t(u− u∗), t).
It follows from (4.16) and (4.18) that
∇xG(xt(ζ , u), ζ , u, t) = 0, ∇2xxG(xt(ζ , u), ζ , u, t)  η1/2In, ∀ (ζ , u, t) ∈ O.
Therefore, we have that the problem
minG(x, ζ , u, t) s.t. x ∈ Bε(x∗)
has a unique solution xt(ζ , u)which is continuously differentiable on intO.
It follows from estimates (4.22) and (4.29) that for any (ζ , u, t) ∈ O,
‖xt(ζ , u)− x∗‖ ≤ %t‖(ζ , u)− (ζ ∗, u∗)‖, ‖ζt(ζ , u)‖ ≤ %t‖(ζ , u)− (ζ ∗, u∗)‖
and
‖ut(ζ , u)− u∗‖ ≤ %¯t‖(ζ , u)− (ζ ∗, u∗)‖.
The proof is completed. 
5. Numerical experiments
We have written a code of Algorithm in Matlab (Version 7.5.0), in which the unconstrained minimization problems in
Step 2 are solved by adopting the BFGS quasi-Newton method combined with the Wolfe line search rule. In Step 3, the stop
criterion is chosen as |∑Ji=1(µi)Tg i(x)| < 10−6. We use the code to solve the following examples.
Problem 5.1 ([9]). Consider the following nonlinear SOCP
min ex1−x3 + 3(2x1 − x2)4 +
√
1+ (3x2 + 5x3)2
s.t.
(
4 6 3
−1 7 −5
)
x+
(−1
2
)
∈ Q2, x ∈ Q3,
where Qm denotes the second-order cone inRm.
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Table 1
Numerical results of Problem 5.1.
k x1 x2 x3 ε
1 0.2824 −0.0322 0.2009 1.5× 101
2 0.2613 −0.0503 0.2084 6.2× 10−1
4 0.2437 −0.0641 0.0160 9.5× 10−2
9 0.2336 −0.0722 0.2202 7.3× 10−3
14 0.2325 −0.0730 0.2206 4.2× 10−4
17 0.2324 −0.0731 0.2206 1.13× 10−4
Table 2
Numerical results of Problem 5.2.
n Q 1t ε iter NF cputime (s)
6 Q3 × Q3 5 8.6× 10−7 3 136 0.30
10 Q5 × Q5 5 5.0× 10−9 3 231 0.45
20 Q5 × Q5 × Q10 5 8.3× 10−9 3 377 0.77
30 Q5 × Q5 × Q20 5 2.2× 10−7 3 893 1.94
60 Q10 × Q10 × Q20 × Q20 5 3.3× 10−7 2 1313 2.27
100 Q10 × Q20 × Q20 × Q50 5 2.3× 10−8 2 1889 4.81
Table 1 shows a sequence generated by Algorithm. The optimal point x∗ = (0.2324,−0.0731, 0.2206) is obtained at
the 17th iteration.
Problem 5.2 ([11]). We consider the following problem
min xTCx+
n∑
i=1
(dix4i + eix3i + fixi)
s.t.

a1(ex1 − 1)
a2(ex2 − 1)
...
an(exn − 1)
+

aˆ1x1x2
aˆ2x2x3
...
aˆnxnx1
+

bl1
bl2
...
blJ
 ∈ Q := Ql1 × · · · × QlJ ,
where di, ei, fi (i = 1, . . . , n) are scalars, blj (j = 1, . . . , J) are lj-dimensional vectors with l1 + · · · + lJ = n, C is an n × n
symmetric infinite matrix. We determine the constants as follows: ai, aˆi, ei, fi (i = 1, . . . , n) and the elements of C are
randomly chosen from the interval [−1, 1], and di (i = 1, . . . , n) are randomly chosen from the interval [0, 1]. Vectors
bj ∈ Qlj (j = 1, . . . , J) are determined as bj0 = 1, b¯j = 0. Note that the objective function and the constraint functions are
in general nonconvex. Each problem instance is solved by Algorithm using an initial point whose elements are randomly
generated from the interval [−1, 1].
The numerical results are reported in Table 2 in which n,Q , ε, φ(t), 1/t, iter, NF, and cputime represent the number
of variables, the number of constraints, precision, the name of function, the value of penalty parameter, the number of
iterations, the number of function values transferred and cpu running time, respectively.
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