We develop a mathematical model for the disease which can be transmitted via vector and through blood transfusion in host population. The host population is structured by the chronological age. We assume that the instantaneous death and infection rates depend on the age. Applying semigroup theory and so forth, we investigate the existence of equilibria. We also discuss local stability of steady states.
spectrum theory, and so forth, we first prove that the model (2.6)-(2.8) is a well-posed system of differential equations. Second, we get threshold conditions: if the spectral radius of the T, r(T), is less than 1, the zero solution is the only nonnegative equilibrium point, which corresponds to the disease-free equilibrium point; if r(T) > 1, there exists a unique positive steady state solution, which corresponds to the endemic equilibrium point. Finally, under the condition given in (4.17), Assumptions 5.1 and 5.6, we get that if r(T) < 1, the zero solution is locally asymptotically stable; if r(T) > 1, the zero solution is unstable, and the positive steady state solution is locally asymptotically stable.
The model
In this section, the host population is divided into three classes: susceptible, infective and removed. Let s(a,t), i(a,t) and r(a,t) be the age-densities of respectively the susceptible, infective, and removed host population at time t. We divide the vector population into two groups: susceptible and infective. The vectors is constant, normalized to one, and v 0 (t) and v(t) are the fractions of susceptible and infective vectors. Let N(a) be the density with respect to age of the total number of the host population. N(a) satisfies
N(a) = s(a,t) + i(a,t) + r(a,t), (2.1)
where µ(a) denotes the instantaneous death rate at age a of the host population, the constant N is the total size of the host population, µ * is the crude death rate of the host population. We assume that µ(a) is nonnegative, locally integrable on [0,+∞), and satisfies where γ 1 (a) is age-specific infectiousness, γ 2 (a) is age-specific contagion rate, γ 1 (a),γ 2 
(a,t)da/N)v 0 . We let constantμ be the per capita death rate of vectors, α −1 denote the average infectious period in the host population, and p be the vaccination rate. Moreover we assume that the death rate of the host population is not affected by the presence of the disease.
With these assumptions, we obtain the following system of equations which describe the dynamics of the vector-host model: 6) with boundary and initial conditions:
where
(2.9)
Existence and uniqueness of solution
From (2.9), we obtain that r(a,t),v(t) in the system (2.6) can be eliminated. Lets(a,t) = s(a,t) − µ * N f (a), from (2.6)-(2.8) we get the following system:
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where λ(a,t) = γ 1 (a) +∞ 0 γ 2 (a)i(a,t)da. We consider the initial-boundary value problem of the system (3.1)-(3.3) as an abstract Cauchy problem:
where 5) endowed with the norm
with domain 8) where P, H is a bounded linear operator on L 1 [0,+∞):
Helong Liu et al. 305 We easily obtain that the operator A is the infinitesimal generator of C 0 -semigroup T(t), t ≥ 0, and F is continuously Frechet differentiable on X. Then for each u 0 ∈ D(A), there exists a maximal interval of existence [0, m), and a unique continuous differential solution t → u(t,u 0 ) (see [16] ), which satisfies (3.4), where either m = +∞ or m < +∞ and lim t→m u(t,u 0 ) = +∞.
Since s(a,t) = µ * N f (a) +s(a,t), we obtain that the solution (s(a,t),i(a,t),r(a,t),v 0 (t), v(t)) T , t ∈ [0,m) is continuously differentiable and satisfies the system (2.6)-(2.8), where either m = +∞ or m < ∞ and lim t→m ( s(a,t) + i(a,t) + r(a,t)
Thus we have the following result. 
Existence of steady states
T be the steady state solution of the system (2.6)-(2.8). We can obtain:
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The above representations can be written into
It is clear that one solution of (4.4) is (x, y) = (0,0), which corresponds to the equilibrium point with no disease. In order to get a nontrivial solution of (4.4), we define F(x, y) in R 2 with the positive cone R 2 + :
Since the range of F(x, y) is included in R 2 + , and the solutions of (4.4) correspond to fixed points of F(x, y), we can get that the operator F(x, y) has a positive linear majorant T(x, y) defined by:
Let X * be the dual space of X. The dual cone X * + is the subset of X * consisting of all positive linear functions on X. Let B(X) be the set of bounded linear operators of X into X. T ∈ B(X) is called positive with respect to the cone
We denote the spectral radius of T ∈ B(X) by r(T).
Next we introduce the following definition. We need the following lemma (see [13] ).
Lemma 4.2. If the cone X + is total, T ∈ B(X) is semi-nonsupporting with respect to X + and r(T) is a pole of the resolvent R(λ,T). Then the following hold:
(1) r(T) ∈ P σ (T) − {0}, r(T) is a simple pole of the resolvent.
(2) The eigenspace corresponding to r(T) is one-dimensional and the corresponding eigenvector ϕ ∈ X + is a nonsupporting point. The relation Tφ = λφ with φ ∈ X + implies φ = cϕ for some constant c.
(3) The eigenspace of T * corresponding to r(T) is also a one-dimensional subspace of X * spanned by a strictly positive functional
Lemma 4.3. The operator T : X → X is nonsupporting and compact.
Proof. Let
It is clear that m > 0 holds. Let
We can get
From Lemma 4.2 we obtain that the spectral radius r(T) of operator T is the only positive eigenvalue with a positive eigenvector and also an eigenvalue of the dual operator T * with a strictly positive eigenfunctional. 
Proof. Suppose r(T)
be the adjoint eigenvector of T with respect to r(T). Taking duality pairing, we get
and F * is strictly positive, thus we have r(T) > 1. That is a contradiction. This shows that (1) holds.
It is easily to see F(x, y) is a compact (completely continuous) operator in R 2 + . Moreover, if we define the number M by
We define F r by
where (x 0 , y 0 ) T is the positive eigenvector of T corresponding to r(T) > 1. It is easy to get that F r (x, y) is also compact (completely continuous) and transforms the set
Because Ω r is bounded, convex and closed in R 2 , from Schauder's fixed point theorem we have that F r (x, y) has a fixed point (x 1 , y 1 ) T ∈ Ω r . Note that the Frechet derivation of F(x, y) at (0,0) T is T and T does not have in R 2 + eigenvector corresponding to eigenvalue one. We use the method of Theorem 4.11 (see [8] ) and it can be shown that the norms of these fixed points are greater than r if r is sufficiently small. That is, F(x, y) has a positive fixed point. Now we introduce conception of concave operator. (2) A(tx) ≥ tAx for 0 ≤ t ≤ 1 and for every x ∈ X + such that 
and r(T) > 1, then F(x, y) has one unique positive fixed point.
Proof. We first prove that F(x, y) is a monotone operator in R 2 + . From (4.5), we have
, If the inequality (4.17) holds, it is clear that F 1 (x, y), F 2 (x, y) are increasing for (x, y) T ∈ R 2 + . We conclude that F(x, y) is increasing for (x, y) T ∈ R 2 + .
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We obtain that F(x, y) satisfies the condition (4.16). From Lemma 4.6, we get F(x, y) has only a positive fixed point. This theorem is proved.
In the following, we will show that there exists p > 0 such that the inequality (4.17) and r(T) > 1 hold. In the case γ 1 
(4.25) So, the inequality (4.17) holds for p ≥ 0. From (4.6), we get
We get the eigenvalues of T :
Local stability of equilibria

Since r(a,t) = N(a) − s(a,t) − i(a,t), v 0 (t) = 1 − v(t), it is sufficient to consider the system (2.6)-(2.8) in terms of only s(a,t), i(a,t), v(t). Writing the solution of the system (2.6)-(2.8) in the form s(a,t)
, we get a linearized system around the equilibrium (s
with boundary and initial conditions: 
with domain
In the following, we make an assumption. We introduce the following lemma (see [10] ).
Lemma 5.2. Suppose that X is a Banach lattice. Let S, T be positive operator in B(X). The following results hold: (1) If S ≤ T, then r(S) ≤ r(T). (2) If S, T are semi-nonsupporting operators, then S ≤ T, S = T implies that r(S) < r(T) holds.
Now let us consider the characteristic equation of B + C:
We obtain
with initial conditions
Helong Liu et al. 313
From (5.8) and (5.9), we have
Then Y is complete Banach space. Substituting u 2 (a) intoP(u 2 ), u 3 , we get
where T λ (θ) denote the right-hand side of (5.12).
So we investigate λ such that the eigenvalue of T λ is 1. Let
(5.14)
Using (4.17), it is clear to see that T λ (θ) is decreasing as a function of λ ∈ (−δ * ,+∞), θ ∈ Y + . From Assumption 5.1, we get that T λ (θ), λ ∈ (−δ * ,+∞), is compact and nonsupporting.
From (5.14), we have
Taking duality pairing with the eigenfunctional F λ of T λ that corresponds to r(T λ ), we obtain 
We have 
Using the similar argument as [4, Theorem 6.13], we can prove that λ 0 is a dominant singular point. We have the following lemma. We defineT 
Next, we prove that the operator B + C generates a quasi-compact C 0 -semigroup. We first make the following assumption. 
(5.28) where λ * = inf 0≤a<∞ P(i * )(a), P * = sup 0≤a<∞ P(i * )(a). From Assumption 5.6, as ε (which depends on η, α, δ, µ 0 ,μ, i * ) is sufficiently small we can obtain
Consequently, the claim follows. It is clear that B in X is a densely defined operator whose resolvent satisfies the HilleYosida estimate, and is the generator of a C 0 -semigroup on X, S(t) (see [12] ). The HilleYosida estimate in addition implies that
On the other hand, C is a bounded perturbation and B + C also generates a C 0 -semigroup on X, J(t). Furthermore, since C is a compact operator CS(t) : X → X is also compact for every t > 0. So, all conditions of part (b), [14, Theorem 3] are satisfied and J(t) is quasicompact.
Quasi-compact is defined as following.
Definition 5.8. J(t) is called quasi-compact if J(t) = J 1 (t) + J 2 (t) with operator families J 1 (t), J 2 (t), where J 1 (t) → 0, as t → 0, J 2 (t) is eventually compact, that is, there exists t 0 > 0 such that J 2 (t) is a compact operator for all t > t 0 .
To establish the local stability we use the following lemma which is a special case of [1, Theorem 2.10, Chapter B-IV].
Lemma 5. 
