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Summary 
Graphene was first isolated in the lab in 2003 and this work was first published in 
2004 by a research team at The University of Manchester. Since that date, graphene 
research has exploded due to its special properties. Phonons and molecular dynamic 
simulation provide valuable tools to study the molecular systems under different 
structure forms. They are helpful to study graphene ribbons and defects.  On the 
other hand, many machine learning techniques were extensively used to analyse the 
enormous amounts of data resulted from the molecular simulations. 
As such, this thesis aimed to use one of the machine learning techniques to study 
phonons of graphene with single vacancy defect and graphene armchair 
nanoribbons. PCA can be used to transform the atomic velocities into orthogonal 
eigenvectors such that each eigenvector represents one of the phonon modes of 
graphene. This is helpful to visualize the atomic motion of a specific phonon mode. 
To provide orthogonal eigenvectors, PCA needs the data to be of gaussian 
distribution. The atomic velocities resulted from the molecular simulations follow 
gaussian distribution at the equilibrium state. Hence, the assumption of gaussian 
distribution needed by PCA is achieved. However, only some of the phonon modes 
can be calculated from the atomic velocities in their real space. Most of the phonon 
modes are calculated after transforming the atomic velocities to a reciprocal space 
(k space) using spatial Fourier transform. The k space atomic velocities are not 
following gaussian distribution. This thesis introduced a novel method to use PCA 
to isolate and visualize the phonon modes extracted from the k space velocities.    
To prove the feasibility of using PCA to isolate k space phonons, we conducted 
classical molecular simulations of graphene with different structures. The effect of 
single vacancy defect on graphene phonons was studied in comparison to the 
perfect graphene. In addition, the effect of the armchair ribbon width on graphene 
phonon modes was investigated.  
The results of the conducted molecular simulations were used with PCA to visualize 
some of the phonon modes of pristine graphene and armchair nanoribbons of 
graphene. We used PCA to present the evolution of the atomic motion of specific k 
space phonon modes of armchair ribbons: the first overtone of TA phonon mode and 
the highest overtone of TO phonon mode. The presented motions showed that the 
breathing like mode is a transition state between two opposite atomic motions of 
TA mode.  
In the method we introduced using PCA, we used the eigenvectors with the lowest 
eigenvalues to study the Fourier transformed atomic velocities. This method rotated 
the k space atomic velocities into the eigenvectors with the lowest eigenvalues 
which helped to isolate and visualize the k space phonon modes.  
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( )* Conjugate of complex number 
( )T Matrix transpose 
𝑈𝑖𝑗
𝐴 Attractive potential 
𝑈𝑖𝑗
𝐿𝐽 Lennard-Jones 12-6 potential 
𝑈𝑖𝑗
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∆t Timestep 
µ friction factor 
a Lattice constant 
A The number of atoms in the system 
a0 Distance between two neighbour carbon atoms 
a1, a2 Lattice vectors in real space 
aac Lattice constant of the unit cell of the armchair ribbon 
b1, b2 Lattice vectors in reciprocal space (Brillouin zone) 
c Speed of light 
C Covariance matrix of size (3A x 3A) 
d Cartesian components (d = x, y, and z) 
f(rij) Cut-off function 
Fi Forces on atom i 
k wavevector 
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mi Mass of atom i 
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Qj(t) Equilibrium position of atom j at time t 
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ri Position of atom i 
Ri Rotation of data into eigenvector i 
S Diagonal matrix of the eigenvalues of V 
S(t0) Initial state of a system 
si Acceleration of atom i 
T Simulation's duration 
U Potential function 
V Eigenvectors matrix of size (3A x 3A) 
veloc Velocity matrix in real space 
vi Velocity of atom i 
w Ribbon width in nanometre 
X Matrix of size (M x 3A) 
x, y, z Dimensions in real space 
π Pi covalent bond 
σ Sigma covalent bond 
Г, K, M High symmetry points in the Brillouin zone 
𝜋 Pi (mathematical constant ≈ 3.14159) 
𝜏 Lag time 
𝜔 Frequency  
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Unit  Meaning of unit Used to measure 
Å Angstrom Length 
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K Kelvin Temperature 
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s second Time 
TPa Tera Pascal Young’s modulus 
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1. Introduction 
Graphene has attracted much attention in recent years due to its exceptional 
properties and the wide range of its applications. It is a two-dimensional honeycomb 
lattice composed of carbon atoms. The word graphene was introduced in 1986 by 
Boehm et al [1] and it was first isolated in the lab in 2003. This work was first 
published in 2004 [2]. Andre Geim and Konstantin Novoselov are the two 
researchers who isolated this material, at The University of Manchester, and they 
won the Noble Prize in physics for this work in 2010 [3], in addition to their 
subsequent studies of this fascinating material [4, 5, 6]. Since its first isolation, 
research exploded on graphene to study its properties and potential applications. 
1.1 Graphene properties and applications 
Graphene shows exceptional chemical and physical properties. It is stronger than 
steel, stretchable, light, and transparent [7, 8]. Graphene also is a conductor of 
electricity and heat [9, 10]. Research on transport measurements of graphene 
reported its extremely high charge carrier mobility of 2 x 104 cm2/V.s at low 
temperatures [11]. The phonon scattering increases with higher temperatures 
which lowers the carriers’ mobility. Hence, room temperature mobility of 2 x 105 
cm2/V.s is expected for graphene if the extrinsic disorder is eliminated. Usually the 
extrinsic disorders cause localization of the carriers which decreases their mobility 
[12]. This value of mobility is higher than any other semiconductor [11]. For 
example, the room temperature electron mobility of silicon is 1.35 x 103 cm2/V.s 
[13]. This property makes the graphene an excellent material for the electronic and 
optical applications [9, 14]. The thermal conductivity of graphene at room 
temperature is reported to be in the range (4.84 ± 0.44) × 103 to (5.30 ± 0.48) × 103 
W/m.K [15], while the thermal conductivity of silicon is 150 W/m.K [13]. This high 
thermal conductivity makes graphene attractive for the thermal management of 
optoelectronics and photonics. 
Graphene has unique mechanical properties. It has a Young’s modulus of 1 TPa [8]. 
The Young’s modulus measures the stiffness of a material and it relates the applied 
stress on a specific material with its deformation [13]. The breaking strength of 
graphene is measured to be 100 times higher than steel film of the same thickness 
[3]. It is a very light material; its density is approximately 0.77 mg/m3. The 
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mechanical properties of graphene make it excellent material for the development 
of lighter cars, planes, satellites, and aircraft [3]. Combining graphene with materials 
that have different properties, produces composites with unique characteristics and 
structures. The graphene is added as a reinforcing agent in the polymer matrix 
which leads to exceptional performance of the produced composites [16].  
The electronic band structure of a solid material describes the energy bands that are 
allowed to be occupied by valence electrons and the forbidden bands or band gaps 
that are not allowed to be occupied by valence electrons. The energy bands (allowed 
to be occupied by electrons) are classified into valence bands and conduction bands. 
The valence band is the range of energies where valence electrons reside when the 
temperature is 0 K (Kelvin). The conduction band is the range of energies where the 
delocalized electrons can move freely. The band gap is the range of energies where 
no electron can exist and it represents the difference between the valence and 
conduction bands. The conduction bands are above the valence bands separated by 
the band gap. When the temperature is more than 0 K, some of the electrons may 
promote from the valence band to the conduction band based on the material 
properties. When the electrons promote, they leave holes in the valence band. These 
free electrons and holes are called mobile charge carriers, and their concentration 
and velocity have a strong effect on the conductivity of the material. The band gap 
determines the energy required to free an electron from the valence band to the 
conduction band [17, 18, 19]. The materials can be categorized in their conductivity 
based on their band gap. The honeycomb structure of graphene has important effect 
of its charge carriers and band gap. Graphene is called a zero-band gap 
semiconductor because its conduction band and valence band are connected in six 
points of the Brillouin zone, called Dirac points. The bands at these points can be 
approximated by a conical dispersion, hence they are called Dirac cones [20]. This 
conical shape allows considering the charge carriers of graphene as massless 
fermions which are modelled using the relativistic Dirac equation [21]. The massless 
fermions lead to ultra-high mobility of the charge carriers [4]. Graphene with its high 
mobility and current density outperforms other semiconductors such as silicon [14]. 
All these promising properties of graphene increase the interest for use in different 
applications. Graphene is suitable to be used in the transparent electrodes as an 
alternative of the indium tin oxide (ITO).  This is because it is transparent material 
and can conduct electrical charge [22]. Many optical and electrical devices need 
transparency to allow the passage of the light. Therefore, one of the areas where 
graphene can be used is optical and electrical applications such as touch screens, 
liquid crystal displays, and solar cells [3]. The structure of graphene allows the 
conjugation because of the overlap of one p orbital with another p orbital. The 
connected p orbitals allow the delocalization of the π electrons across all the 
adjacent p orbitals of the other atoms [23]. Hence, the π electron which occupies the 
2pz orbital of the carbon atoms in graphene is free and delocalized [24]. The 
connected p orbitals and the delocalized electrons provide the conjugated system 
lower energy and increase its stability [23]. Based on this conjugation, graphene 
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polymers have exciting optical and electronic properties. The fabulous mechanical 
properties of graphene prompt the researchers to use it to create composite 
materials that can replace steel in the manufacturing of cars, satellites, and aircraft 
[3]. Graphene can also be used in biological applications such as DNA sequencing 
[25], mammalian, and microbial detection [26]. It can be used also for gas sensors 
[3] and water filtration systems [27]. 
1.2 Graphene ribbons 
Graphene nanoribbons (GNRs) are narrow strips of graphene. Based on the 
structure of the edge, GNRs are classified into zigzag GNRs (ZGNRs) and armchair 
GNRs (AGNRs) as shown in Figure 1.1 (a) and (b), respectively. The width of the two 
ribbons is 1 nm along the x dimension. N represents the width of the graphene 
ribbon which is the number of the carbon atoms along the width for the armchair 
ribbons and the number of zigzag lines for the zigzag ribbons [28]. The method is 
shown in Figure 1.1. 
Zigzag nanoribbons exhibit very small band gap (zero band gap) with metallic 
properties [29, 28]. On the other hand, the band gap of the armchair nanoribbons is 
open depending on the ribbon width. This feature classifies the armchair ribbons 
into three categories based on their width: N = 3p, N = 3p + 1, and N = 3p + 2, where 
p is an integer number and N is the number of carbon atoms along the ribbon width. 
N = 3p and N = 3p + 1 are semiconductors with open band gaps that is inversely 
proportional to the ribbon width. N = 3p + 2 is predicted to be metallic with very 
small band gaps [30]. In Figure 1.1 (b), we have N = 10 carbon atoms along the x 
dimension, so, it belongs to N = 3p + 1 type with p = 3. This possibility of controlling 
the band gap of armchair nanoribbons through their widths make them one of the 
promising candidates to design graphene circuits [31]. 
 
Figure 1.1: Structure of GNRs: (a) zigzag GNRs; (b) armchair GNRs. 
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1.3 Lattice defects 
The violation of the regular arrangement in the unit cells of lattice converts it from 
ideal lattice to defected lattice which modifies some of the lattice properties. There 
are many types of lattice defects based on the dimensionality of the defect. The zero-
dimensional defects are called point defects, while the one and two-dimensional 
defects are called linear and surface defects, respectively. Missing an atom in a 
specific site of the lattice causes a vacancy defect which is a kind of the point defects. 
The defect in some point of a lattice causes the lattice's atoms near the defect to 
displace from their equilibrium positions in the ideal lattice [32]. The vacancy defect, 
in addition to adatoms defect (an atom placed on lattice), is one of the most probable 
defects that exist experimentally in graphene [33]. In addition, it is observed 
experimentally that the vacancy defect is distributed randomly in the graphene 
sheet [34]. Figure 1.2 shows a graphene sheet that has one vacancy. 
 
Figure 1.2: Graphene sheet with one vacancy defect. 
The exceptional electronic and mechanical properties of a perfect graphene sheet 
decreased or modified in the defected sheets. However, this effect is desirable for 
some applications such that the properties are tailored as needed. This is because 
some of the applications need to change some of the properties of graphene to 
obtain the optimum performance. For example, the transistors built using graphene 
need opening the band gap which can be achieved by the edge defects [35]. 
The effect of the lattice defects on graphene properties has been studied by many 
researchers. Banhart et al [36] reviews the effect of defects on the chemical, 
electronic, magnetic, and mechanical properties of graphene. It is found that the 
vibrational modes of graphene are affected by the vacancy defects [37, 38]. Jack et 
al found that the presence of vacancies in specific patterns throughout graphene 
sheet can be used to control the direction and dynamical behaviour of its fracture 
[39]. This is useful to create graphene nanostructures with specific and precise 
dimensions at the nano scale. Another example of the benefits of graphene defect is 
that it creates suitable bonding for adsorption of specific atoms and molecules. This 
feature is useful for sensing devices of some gases and liquids [40].   
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Graphene cannot replace silicon in electronics due to its zero band gap. 
Nevertheless, lattice defects can be used to open the band gap and make it tuneable 
[40]. Other ways to open the band gap of graphene are silicon doping [41], edge 
defects [35], and interaction with substrates [42]. Most of the researches relate the 
band gap opening to the break of the lattice symmetry. However, zigzag ribbons and 
armchair ribbons with some widths can have zero band gap although of the 
symmetry breaking. An accurate reasoning of the non-zero band gap can be 
explained by the Peierls distortion or transition as indicated by Lee S. et al [42]. The 
distortion in graphene causes some of the bonds to be shorter and some of them to 
be longer as the Peierls distortion does in the one-dimensional atomic chain. Hence, 
opening the gap in graphene is a two-dimensional extension of the one-dimensional 
Peierls distortion [42].   
1.4 Phonons  
At zero temperature, the lattice of graphene has specific structure such that the 
atoms exist at specific sites of the lattice. These sites are the equilibrium positions. 
However, in reality and at finite temperatures, the atoms are vibrating around the 
equilibrium positions of the lattice because of their thermal energy. The energy of 
these lattice vibrations is quantized such that their quantum unit is called a phonon 
[43].    
As the phonons depend on the atomic structure, they provide a tool to study how 
systems are affected under different structure forms and defects [44]. The relation 
between the wavevectors of a lattice in the reciprocal space and the frequency of the 
atomic motions is represented using the phonon dispersion relation. In the phonon 
dispersion relations, phonons are classified into two main branches: acoustic 
branches (A) and optical branches (O). The name of the acoustic branches comes 
from their relation to the transport of acoustic waves at long wavelengths, while the 
name of the optical branches referring to the ability to study them using optics [44]. 
In the acoustic phonons, the atoms of the unit cell are moving in-phase, while in the 
optical phonons, the atoms of the unit cell are moving out-of-phase. In Figure 1.3, 
the yellow and red circles represent the atoms of the primitive unit cell. The two 
brown arrows describe the two atoms of one primitive unit cell moving in the same 
direction, which represents in-phase mode. The magenta arrows show that the two 
atoms are moving in opposite directions, which represents the out-of-phase mode 
[45, 46]. 
In addition, phonons can be classified into out-of-plane modes and in-plane modes. 
In the 2D materials like graphene, the distinction between these two modes is clear. 
With the out-of-plane modes, atoms are moving in direction that is perpendicular to 
the sheet. While with the in-plane modes, atoms are moving in the same plane of the 
sheet. These two modes are shown in Figure 1.3. 
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Figure 1.3: Illustration of the in-phase, out-of-phase, in-plane, and out-of-plane modes. The 
primitive unit cell is composed of two atoms, as shown by yellow and red circles [24, 28]. 
1.5 Phonons analysis using PCA 
In a molecular system composed of A atoms, there are 3A – 6 modes of vibrations 
[44]. Due to the complexity of representing these atomic vibrations there is a need 
to use techniques that extract the most important modes of the vibrations. This can 
simplify analyzing and visualizing these vibrations. The dimension reduction 
techniques including principal component analysis (PCA) are frequently used to 
study the atomic motion, especially the biomolecules [47, 48, 49, 50, 51, 52, 53, 54, 
55]. PCA is a powerful technique to reduce the dimensionality of the data and retain 
its quality in the same time. Moreover, PCA is an effective technique to identify the 
collective motions of atoms. It produces uncorrelated variables called principal 
components from a matrix of correlated variables. The components are ordered in 
descending manner based on their variances such that the first principal component 
corresponds to the motion with the highest magnitude [47].  
In case of applying PCA on data that follow normal distribution, we ensure that an 
important property is achieved. The first principal component has the highest 
variance. The second component is orthogonal to the first component and has the 
second maximum variance. The same is achieved for the other principal components 
[56]. This property is important to extract the motions of highest magnitude. A 
molecular dynamic simulation is considered equilibrated if the atomic velocities 
converged to the normal distribution [57]. This means that applying PCA on the 
atomic velocities can extract the motions of the highest magnitude. However, not all 
the phonons are calculated from real space atomic velocities. Sometimes we need to 
apply a spatial Fourier transform on the real space velocities to convert them into 
the reciprocal space representation to find phonons of specific wavevectors. The 
representation of velocities into the reciprocal space is not following the normal 
distribution. In this case PCA is not ensured to find the motions of the highest 
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magnitude. The main aim of this research is to handle this kind of phonons using 
PCA in addition to the phonons that are calculated from real space velocities. 
1.6 Objectives and structure of the thesis 
As mentioned above, PCA is a powerful dimension reduction technique to study the 
atomic motions. In addition, the phonons provide a tool that can be used to study 
the lattice structure of graphene. The main objectives of this research are as 
following: 
• Improve the methods of using PCA to study and visualize graphene phonons. 
This includes motions that are extracted from velocities in the real space and 
the reciprocal space. 
• Apply molecular dynamic simulations that study the effect of vacancy defects 
with different concentrations in comparison with the perfect graphene. 
• Apply molecular dynamic simulations that study the effect of the armchair 
ribbon width on its phonons. 
The reminder of this thesis is organised as following: 
• Chapter 2 illustrates the structure of graphene in real and reciprocal space 
and the method to calculate the wavevectors of the reciprocal space. In 
addition, it highlights the main phonon modes of graphene. 
• Chapter 3 provides introduction about the molecular dynamic simulation. It 
presents Lammps which is the molecular simulator that is used in this 
research and VMD which is the software that is used to visualize the motion 
of graphene. 
• Chapter 4 presents general explanation about the methods that are applied 
on the atomic velocities produced from the molecular simulations. These 
methods include calculating the reciprocal representation of the velocities, 
the autocorrelation function, the temporal Fourier transform, and PCA.  
• Chapter 5 is the methodology we used in this research to calculate the 
phonons of graphene. It presents the used samples and the settings of the 
molecular simulations in addition to the steps to produce the phonons.  
• Chapter 6 represents the main contribution of this research. It presents the 
method we design to extract the phonons that are calculated from the 
reciprocal space. This method is designed using PCA. 
• Chapter 7 shows the results we produce from the study of the vacancy defect 
effect on the phonons of graphene. In addition, it presents the visualizations 
of many phonon modes that we produced using PCA.  
• Chapter 8 presents the results we produced from the study of the armchair 
ribbon width on its phonons. In addition, it presents the visualizations of 
many ribbon phonon modes that we produced using PCA. 
• Chapter 9 concludes this research.  
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2. Graphene 
In this chapter we present the structure of graphene by explaining the distribution 
of the electrons in its valence orbitals, its primitive cell in the real and the reciprocal 
space, and the high symmetry points of the Brillouin zone in section 2.1. In section 
2.2, we present the six phonon branches of graphene and their meaning, in addition 
to the Raman interpretation of some of these modes. Section 2.3 summarises this 
chapter.  
2.1 Graphene structure 
Graphene is formed of carbon atoms arranged in a regular hexagonal lattice. The 
length of carbon-carbon bond is about 1.42 Å [3]. Each carbon atom is connected to 
three other carbon atoms via sp2 bonds. In fact, carbon atom has six electrons. These 
electrons occupy two principal shells. The first shell is fully occupied with two 
electrons in the 1s orbital and these two electrons are called core electrons. The core 
electrons are not involved in bonding. The second principal shell is occupied by the 
other four electrons and they are called the valence electrons. The orbitals of the 
second shell are 2s, 2px, 2py, and 2pz.  In graphene systems, one 2s orbital and two 
2p orbitals (2px and 2py) are mixed to form three in-plane sp2 hybridized orbitals. 
The three sp2 hybridized orbitals (occupied by three valence electrons) form three 
sigma (σ) covalent bonds that are responsible for the strong bonding between 
carbon atoms leading to the strength and the exceptional mechanical properties of 
graphene. Hence, each carbon atom is connected to three in-plane neighbours which 
forms the hexagonal structure of graphene. The angle between the bonds is 120˚ 
[44]. The fourth electron of the second principal shell occupies 2pz orbital which is 
perpendicular to the graphene plane and makes π covalent bond. This π electron is 
free and delocalized. It is available for the electronic conduction and it determines 
the electronic properties of graphene [24]. This electron is a massless relativistic 
Dirac particle which leads to very high conductivity [4]. Figure 2.1 shows the carbon 
valence orbitals. 
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Figure 2.1: Valence orbitals of carbon in graphene. 
The primitive unit cell of graphene is composed of two atoms. It is defined by the 
lattice vectors a1 and a2: 
𝒂𝟏 =  𝑎0 (
√3
0
)                              𝒂𝟐 =  
𝑎0
2
 (√3
3
)     (2.1) 
where a0 is the interatomic distance which equals 1.42 Å at temperature of 0 K. This 
parameter has different values at different temperatures. Figure 2.2 shows the 
lattice unit vectors a1 and a2 and the distance between two neighbour carbon atoms 
a0 [45, 58]. The first Brillouin zone of graphene in the reciprocal plane is represented 
in Figure 2.3. The Brillouin zone is defined as a primitive cell in the reciprocal lattice 
[43]. As the graphene has periodic structure, the first Brillouin zone is adequate to 
study its features. The importance of the Brillouin zone comes from its ability to 
provide complete representation of all the wavevectors that can be reflected by the 
crystal [44, 43]. The transformation from the real space to the reciprocal space is 
achieved by the spatial fourier transform because graphene has periodic structure 
in the real space. The measurement unit in real space (x, y plane) is converted to its 
inverse in the reciprocal space (kx, ky plane). For example, if the unit used to measure 
the distance in the real space is cm, it will be converted to cm-1. The first Brillouin 
zone of graphene is defined by the vectors b1 and b2 [58]: 
𝒃𝟏 =  
2𝜋
√3𝑎0
 ( 1−1
√3
⁄
)                         𝒃𝟐 =  
4𝜋
3𝑎0
 (0
1
)     (2.2) 
There are three high symmetry points in the Brillouin zone: Г, K, and M [58]. The 
path that connects the high symmetry points (k-path) make a region called 
irreducible Brillouin zone. The high symmetry points are important because they 
provide complete information of the reciprocal space using small region of the 
Brillouin zone. The irreducible Brillouin zone of graphene is represented by the 
dotted triangle in Figure 2.3. The positions of the high symmetry wavevectors in the 
reciprocal space is as following: 
Г = (0
0
)              𝑲 =  
2𝜋
√3𝑎0
 (
2
3⁄
0
)              𝑴 =  
2𝜋
√3𝑎0
 (
1
2⁄
1
2√3
⁄
)    (2.3) 
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Assuming that a is the lattice constant, which varies with temperature and relates 
to the interatomic distance a0 by: 
𝑎 =  𝑎0√3          (2.4) 
This provides the following representation of the high symmetry points: 
Г = (0
0
)              𝑲 =  
2𝜋
𝑎
 (
2
3⁄
0
)              𝑴 =  
2𝜋
𝑎
 (
1
2⁄
1
2√3
⁄
)     (2.5) 
 
 
Figure 2.2: Lattice structure of graphene, a1 and a2 are the lattice vectors and a0 is the 
bond length. 
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Figure 2.3: Brillouin zone of graphene with the high symmetry points: Г, K, and M. The 
dotted triangle represents the k-path between the high symmetry points. 
 The k-path 
Studying most of the properties of graphene such as the electronic structure and 
phonons needs the calculation of the wavevectors along the path that connects the 
high symmetry points which is called k-path. Considering that we have rectangular 
sheet of graphene that is composed of n x n unit cells, the wavevectors that compose 
the k-path are segmented using the following formula [58]:  
𝒌𝑖𝑗 =  2𝜋 (
𝑖
𝐿𝑥
⁄
𝑗
𝐿𝑦
⁄
)         (2.6) 
where i and j are integer numbers. Lx and Ly represent the edge length along the 
zigzag and armchair directions, respectively. The method to count the unit cells 
along each direction is described in Figure 2.4 [59]. The length of the edges of a 
sample of n x n unit cells are: 
𝐿𝑥 =  𝑎𝑛                                    𝐿𝑦 =  
√3
2
 𝑎𝑛      (2.7) 
This leads to the following segmentation of the wavevectors of k-path: 
𝒌𝑖𝑗 =  
2𝜋
𝑎𝑛
 (
𝑖
2𝑗
√3
⁄
)         (2.8) 
As the k-path is represented by triangle we will split it into three paths: ГK, KM, and 
MГ. Along the ГK path, j = 0. The wavevectors along ГK path are calculated as 
following: 
𝒌𝑖𝑗(Г𝑲) =  
2𝜋
𝑎𝑛
 (𝑖
0
)                                               0 ≤ 𝑖 ≤  
2𝑛
3
    (2.9) 
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Along the KM path, j is related to i using the formula: 𝑗 = −
3
2
 𝑖 + 𝑛 . The wavevectors 
along KM path are calculated as following: 
𝒌𝑖𝑗(𝑲𝑴) =  
2𝜋
𝑎𝑛
 ( 𝑖
−√3𝑖+ 2𝑛
√3
⁄
)                            
𝑛
2
≤ 𝑖 ≤  
2𝑛
3
    (2.10) 
Along the MГ path, 2𝑗 = 𝑖 . The wavevectors along MГ path are calculated as 
following: 
𝒌𝑖𝑗(𝑴Г) =  
2𝜋
𝑎𝑛
 ( 𝑖𝑖
√3
⁄
)                                          0 ≤ 𝑖 ≤  
𝑛
2
                (2.11) 
This method is adopted from Ref. [58].  
 
 
Figure 2.4: The method of counting the unit cells along each direction. This sample is 
composed of 6 x 6 unit cells. 
2.2 Graphene phonons 
The k points that we explained in section 2.1 define the periodicity of the 
propagating waves of the atomic displacements. The momentum of these waves is 
in-plane in the case of 2D materials like graphene [46]. According to the relation 
between atomic motion and the momentum direction we can define three types of 
the phonon modes.  
• Longitudinal modes where the atoms move in a direction that is parallel to 
the wave momentum. In this case atoms are moving in the plane of the sheet 
and usually these modes are referred to by the symbol (L). 
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• Transverse modes where the atoms move in a direction that is perpendicular 
to the wave momentum and in the plane of the sheet. Usually these modes 
are referred to by the symbol (T). 
• Transverse modes where the atoms move in direction that is perpendicular 
to the wave momentum and out-of-plane of the sheet. Usually these modes 
are referred to by the symbol (Z). 
Graphene has six phonon branches in its phonon dispersion relations because its 
elementary unit cell consists of two atoms [44, 46]. Considering the symbols that we 
define for the phonons in this section, the branches are: 
• TA branch: acoustic transverse phonons. 
• LA branch: acoustic longitudinal phonons. 
• ZA branch: acoustic out-of-plane phonons. 
• TO branch: optical transverse phonons. 
• LO branch: optical longitudinal phonons. 
• ZO branch: optical out-of-plane phonons 
A complete picture of the vibrations of graphene is provided by the phonon 
dispersion relation. This relation shows the frequency of the six phonon branches 
along the k-path. It is possible to calculate the phonon dispersion relation using the 
atomic velocities that are resulted from the molecular simulations.  
In addition, it is possible to extract some of these vibrations experimentally using 
tools such as Raman spectroscopy. It depends on the interaction of laser light and 
the sample under investigation and detecting the scattered light [60]. If the energy 
of the scattered light equals to the energy of incident light, it is called Rayleigh or 
elastic scattering. When the scattered light has lower energy than the incident light, 
it is called Stokes Raman scattering. On the contrary, when the scattered light has 
higher energy than the incident light, it is called anti-Stokes Raman scattering. Only 
small amount of the scattered light differs in its energy from the incident light due 
to the interaction with the molecular vibrations of the system. The vibrational mode 
is Raman active if it changes the polarizability of the molecule. The intensity of the 
Raman depends on the amount of change in the polarizability. When the initial state 
of the molecule is the ground state, the scattered light has lower energy and this 
Raman scattering leaves the molecule in a final state of higher energy than the initial 
state. This is the Stokes Raman scattering. At room temperature, some of the 
molecules are at vibrationally excited state. When the initial state of the molecule is 
a vibrationally excited state, the scattered light has higher energy and this Raman 
scattering leaves the molecule in a final state of lower energy (ground state) than 
the initial state. This is the anti-Stokes Raman scattering. Usually, most of the 
molecules are at ground state and only low percentage of them are at vibrationally 
excited states. Therefore, the Stokes Raman spectrum has higher intensity than the 
anti-stokes Raman spectrum [44]. 
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In the process of Raman spectroscopy, the laser interacts with the material, and the 
energy of this interaction is transferred to or from the atomic vibrations. The 
mediator of this interaction is the electrons because they should be excited to virtual 
states to allow the interaction. The energy of the laser light is not enough to achieve 
this electronic transition except when its energy is close to the gap between the 
valence and the conduction bands. In this case the process is called resonance 
Raman scattering [44]. This process is going through three main steps. First, 
electrons from the valence band of the investigated sample are excited by the 
incident light to a state of higher energy. Second, the excited electrons interact with 
the phonons of the sample. This interaction absorbs or emits phonons. Third, the 
excited electrons relax back to the valence band after emitting a photon that has 
higher or lower energy than the incident light. The difference between the incident 
and the scattered light depends on the energy of the phonon that interacts with the 
excited electrons during the second step [61]. This gives Raman spectroscopy the 
ability to study some of the vibrations of the samples experimentally. Typically, the 
Raman spectrum of single layer of graphene show many phonon modes such as G-
band and D-band. The G-band corresponds to the doubly degenerate LO and TO 
modes at Г point. This band is a signature of the value of the TO and LO phonons 
frequency at Г point and it originates from stretching of the σ bonds between the 
carbon atoms. Shorter bonds in the sample cause this band to have higher frequency 
[62]. D-bands determines the frequency of the TO phonons at K point. In this band 
the excited electron first scattered by the TO phonon at K point, then scattered by a 
defect. Hence, it is a signature of having a defect in graphene such as vacancy defects 
or edge defects [61]. This band arises also from curvatures in the sheet [63].  
2.3 Summary  
In this chapter we illustrated the valence orbitals of graphene and its primitive unit 
cell. In addition, we defined its lattice vectors in the real and reciprocal space. The 
importance of the high symmetry points of the irreducible Brillouin zone and the k-
path that connect them are shown in addition to the equations we used to calculate 
them. Finally, we presented the six phonon modes of graphene and the Raman bands 
that correspond to some of them.  
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3. Simulation 
To study how the phonons are affected by the structure of graphene we need to 
apply numerical analysis on the atomic positions and velocities. The atomic 
positions and velocities can be produced using quantum (Ab-initio) or classical 
molecular dynamics simulations. The main difference between the two methods is 
the level of theory used to calculate interatomic forces. The classical molecular 
dynamics uses a predefined empirical potential to calculate the interatomic forces. 
In the Ab-initio molecular dynamics, the density-functional theory is used to solve 
Schrödinger equations for wave functions of the electrons. The quantum simulations 
are more accurate but limited in the number of atoms and time scale because of the 
computation expense [64]. On the other hand, classical molecular dynamics allow 
simulation of larger systems for longer simulation time. This higher scale of the 
classical MD comes at the expense of the accuracy of the calculations and the level 
of the simulated behaviour. This type of simulation suffers from noise in the results 
as we will see in this chapter. To reduce the noise, considerable number of atoms 
needs to be used in the simulations. This research uses the classical molecular 
dynamics.  
General illustration of the classical molecular dynamics is presented in this chapter. 
Section 3.1 gives brief introduction of classical molecular dynamics. Section 3.2 
presents the meaning and some types of ensembles. The potential function is 
explained in section 3.3. The meaning of periodic boundary conditions is clarified in 
section 3.4. The reasoning behind the timestep used in the simulation is highlighted 
in section 3.5. General information about the software used to apply simulations of 
this research is presented in section 3.6.  
3.1 Introduction of classical molecular dynamics 
Classical molecular dynamics studies the atomic motions using Newton's equations 
of motion. It results in a trajectory which consists of positions and velocities of 
particles in successive time steps. Given an initial state of a system S(t0), position ri 
and velocity vi of atom i at time t0, the new state S(t0+∆t) is calculated by integrating 
the Newton's second law of motion: 
𝑑2𝒓𝑖
𝑑𝑡2
=  
𝑭𝑖
𝑚𝑖
            (3.1) 
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where ri, mi, and Fi are the position vector, mass, and force on the particle i. The 
second derivative of ri with respect to t, 
𝑑2𝒓𝑖
𝑑𝑡2
, is the acceleration. The integration is 
broken into steps separated by small and fixed period ∆t. The first step of calculating 
S(t0 + (n+1)∆t) from S(t0 +  n∆t) is to calculate the force Fi(t0+n∆t) acting on every 
particle i. This is achieved using the potential function U which calculates the atomic 
interactions between particle i and its neighbours. Then, the force is calculated from 
the gradient of the potential function. 
𝑭𝑖 =  − 
𝜕𝑈𝑖
𝜕𝒓𝒊
          (3.2) 
where ri is the position of particle i and Ui is the potential energy function.  The 
potential energy is a function of the particles' positions [65]. Generally, the 
interactions that contribute in the potential function are non-bonded interactions 
and bonded interactions. The non-bonded interaction consists of electrostatic and 
Van der waal interactions. The bonded interactions consider the bonds between 
atoms including bond stretching, angle bending, and torsion around a dihedral angle 
(bond rotation) [57]. Figure 3.1 shows the bonded interactions between atoms. 
Section 3.3 provides an overview of the potential function. 
 
 
 
 
 
 
The integration over successive intervals of time is called finite difference method. 
There are many algorithms that depend on this method such as velocity Verlet and 
leap algorithm [57]. All the finite difference method's algorithms approximate the 
positions as Taylor series expansion which is computationally efficient to 
approximate the integration of the Newton's second law of motion. 
A simplified schematic of the molecular dynamic simulation process is shown in 
Figure 3.2. Because the integrating algorithm is approximating the positions as 
Taylor series expansions, the order of the integrator depends on the degree to which 
the expansion is truncated. This is represented by the lowest term that is removed 
from the expansion [57]. In the velocity Verlet integrator, the trajectories are subject 
to cumulative, global, error of second order, i.e. O(∆t2) [66, 67].   
 
Figure 3.1: Bonded interactions between atoms. 
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Figure 3.2: Flow diagram of the molecular dynamic simulation. 
3.2 Ensembles 
In the molecular dynamics simulation, there is a need to control some of the 
properties. Depending on which property needs to be constant, different statistical 
ensembles are defined. The ensemble is a group of particles that have the same 
macroscopic states and different microscopic states (such as positions and velocities 
of particles). The macroscopic properties are calculated by averaging over the 
particles of the ensemble. Solving Newton’s equations of motions for N particles in 
a fixed volume V without external forces leads to conservation of energy E, which 
produces the microcanonical ensemble NVE. NVE is the simplest and most 
fundamental statistical ensemble. It represents an isolated system with constant 
number of particles N, volume V, and energy E. The disadvantage of NVE ensemble 
is that the real-life experiments are not performed under the condition of constant 
energy [68]. Other control variables can be used to reflect the real-life experiments 
such as the temperature.  
NVT is canonical ensemble which places the system in a heat bath to allow exchange 
of energy. It has constant number of particles N, volume V, and temperature T. This 
ensemble controls the temperature during the simulation by scaling the velocities 
of atoms. NPT is an ensemble which has constant number of particles N, pressure P, 
and temperature T. It controls the pressure during the simulation by modifying the 
simulation box volume [69]. Lammps implementation of NVT and NPT applies time 
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integration on Nose-Hoover equations of motions and it updates atoms' velocities 
and positions every timestep [70]. The Nose-Hoover thermostat adjusts the 
equation of motion such that the acceleration of the atoms is corrected by a friction 
factor µ. This factor slows down the particles when µ ˃ 0 and accelerates the 
particles when µ ˂ 0, until reaching to the desired temperature.  
NPT ensemble redefines the equations of motion using a heat bath and it controls 
the volume of the system. To change the volume of the system, the lengths of all the 
bonds of the system are scaled [71].  
3.3 Potential function 
The specific functionality of the atomic interactions depends on the identity and the 
physical properties of the simulated system. One of the simplest potentials is 
Lennard-Jones potential which is a long-range, non-bonded interatomic potential 
[72]. It was first proposed in 1924 and is used to model systems of non-bonded 
atoms. Lennard-Jones potential is not accurate to model the covalently modelled 
carbon atoms, hence, does not model the accurate behaviour of graphene. However, 
it can model the inter-layer interaction in case of multiple layers of graphene, hence 
it is used in AIREBO (Adaptive Intermolecular Reactive Empirical Bond-Order) to 
model the non-bonded interactions. Reactive Empirical Bond-Order (REBO) 
potential was one of the potentials that are developed to model carbon systems. It 
has the ability to describe the single, double, and triple bond energies in carbon 
systems. It allows covalent bond breaking and formation which makes it ideal for 
some types of lattice defects. Due to some drawbacks in REBO potential, an 
extension of this potential was developed by Stuart et al [73] and it is called Adaptive 
Intermolecular Reactive Empirical Bond-Order (AIREBO). AIREBO extends REBO by 
adding the non-bonded interactions which are not addressed in REBO and adding 
torsional interactions which are important to model curved structures such as 
carbon nanotubes. Hence, AIREBO is the summation of the following three potential 
energies: EREBO to model the bonded interactions, ELJ to model the non-bonded 
interactions, and ETorsional to model the torsional interactions. 
𝐸𝐴𝐼𝑅𝐸𝐵𝑂 =  𝐸𝑅𝐸𝐵𝑂 +  𝐸𝐿𝐽 +  𝐸𝑇𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙      (3.3) 
To model the bonded interactions between atoms i and j, 𝐸𝑖𝑗
𝑅𝐸𝐵𝑂 considers a cut-off 
function f(rij) such that atoms i and j interact only when the distance between them 
rij is less than a specific cut-off value. This will limit the interactions to the nearest 
neighbour. The C-C cut-off recommended by Stuart et al [73] is 2 Å and this is the 
value we used in our simulations.  𝐸𝑖𝑗
𝑅𝐸𝐵𝑂is composed of repulsive 𝑈𝑖𝑗
𝑅  and attractive 
𝑈𝑖𝑗
𝐴 potentials: 
𝐸𝑖𝑗
𝑅𝐸𝐵𝑂 = 𝑓(𝑟𝑖𝑗)(𝑈𝑖𝑗
𝑅 +  𝑏𝑖𝑗 𝑈𝑖𝑗
𝐴)       (3.4) 
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where, bij is to model the bond order term and it takes into account lattice defects 
[74].  
𝐸𝑖𝑗
𝐿𝐽 is the non-bonded potentials which is calculated also based on a cut-off value: 
𝐸𝑖𝑗
𝐿𝐽 = 𝑓(𝑟𝑖𝑗) 𝑈𝑖𝑗
𝐿𝐽                     (3.5) 
where, 𝑈𝑖𝑗
𝐿𝐽is the Lennard-Jones 12-6 potential between atoms i and j, and f(rij) is the 
cut-off function that limits the distance at which the interactions are calculated. This 
cut-off is important to consider in the simulations of multi-layer graphene systems. 
Even in the simulations of one-layer graphene sheet this cut-off is important to 
handle the non-bonded C-C interactions in case of defects.  
The last term of AIREBO is 𝐸𝑇𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙 that calculates the four body tensional 
interactions which consider the dihedral angles. 
AIREBO successfully captured the behaviour of graphene at a range of the ambient 
temperatures and pressures [75]. However, in circumstances that are far from 
equilibrium pressure and temperature, AIREBO behaves unphysically because of 
the Lennard-Jones potential that is used to model the non-bonded interactions [75]. 
Recently, a refinement is implemented on AIREBO by O’Connor et al [75] such that 
the Lennard-Jones potential is replaced with Morse potential which does not diverge 
when the particle density increases at high pressures. With this improvement the 
equation of AIREBO is changed to: 
𝐸𝐴𝐼𝑅𝐸𝐵𝑂 =  𝐸𝑅𝐸𝐵𝑂 +  𝐸𝑀𝑜𝑟𝑠𝑒 +  𝐸𝑇𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙      (3.6) 
𝐸𝑖𝑗
𝑀𝑜𝑟𝑠𝑒 = 𝑓(𝑟𝑖𝑗) 𝑈𝑖𝑗
𝑀𝑜𝑟𝑠𝑒        (3.7) 
where f(rij) is the cut-off value that determines the distance at which the non-bonded 
interactions are calculated. 𝑈𝑖𝑗
𝑀𝑜𝑟𝑠𝑒 is the new potential that replaces Lennard-Jones 
potential. 
Among the potentials that are widely used in the literature to study graphene 
properties such as vibrations are AIREBO [73], LCBOP [76], Tersoff [77], and 
Tersoff_2010 [74]. Koukaras et al [78] conducted a study of the phonon dispersion 
of graphene sheet composed of 800 atoms using Lammps. They compare the four 
classical potential functions: Tersoff [77], Tersoff-2010 [74], LCBOP [76], and 
AIREBO [73]. Different behaviour of the phonon modes is captured by the four 
empirical potentials. For example, Tersoff provides the best description of ZO 
branch but fail to describe the other optical branches. Tersoff-2010 is actually an 
improved parametrization of the original Tersoff implemented by Lindsay and 
Broido [74]. It provides better description of TO and LO branches but in the cost of 
worse description of the ZO branch. AIREBO and Tersoff-2010 overestimate TO and 
LO branches but AIREBO provides more overestimation. The authors Koukaras et al 
used NPT dynamics to equilibrate the graphene sheets. We noticed in our 
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simulations that the AIREBO overestimation of the TO and LO branches at the Г 
point using NPT dynamics is higher than using NVT dynamics.  
In regard to the acoustic branches, AIREBO and Tersoff-2010 provide close 
performance with AIREBO producing better TA branch and Tersoff-2010 producing 
better ZA branch. According to the authors, all the potentials fail to describe the 
highest optical mode near K point. The authors found that Tersoff-2010 succeeded 
to capture the linear temperature dependence of G peak while AIREBO and LCBOP 
did not, although that they successfully describe the other properties of graphene. 
AIREBO is used by many published researches in the literature to study graphene 
systems. For example, Zhang et al [79] studied the thermal conductivity of graphene 
nanoribbon using AIREBO potential on Lammps. They studied how the phonon 
density of states of ribbons are affected by the strain. Wang et al [80] used AIREBO 
to study the effect of defects on the graphene's strength of fracture. He studied two 
types of defects: vacancy defect and Stone–Wales defect, AIREBO is used only to 
study the vacancy defect. Lehtinen et al [81] used REBO which is part of AIREBO to 
study the vacancy defects of graphene. Also Refs. [82, 83] used REBO to study 
vibrations of graphene.  
In a comparative study conducted by X. W. Zhou et al [84] to evaluate many of the 
potentials that are usually used to study graphene, the authors examined the 
performance of REBO, Reactive Force Field (ReaxFF) [85], and Bond Order Potential 
(BOP) [84]. They study the ability of the potentials to capture the properties of 
various structures of carbon during its crystalline growth including graphene, 
graphite, and carbon nanotubes. They found that REBO is a very good potential that 
can capture the properties of various carbon phases during the growth even the 
unstable structures. REBO can capture accurately the properties of the unstable 
phases better than BOP, while BOP do a better or comparative level to REBO in 
capturing the properties of the stable phases such as graphite, graphene, and 
diamond.  
Although of the success of REBO to capture many of the properties of graphene, it 
has no terms to model the non-bonded interactions and the torsional potentials for 
rotations around single bonds [86]. However, REBO has a term to model the rotation 
around double bonds. AIREBO addresses the two limitations of REBO. 
In section 7.1 we will conduct further evaluation and comparisons of AIREBO with 
other classical potentials (Tersoff-2010 and LCBOPII) and ab-initio simulations in 
the accuracy of the calculated phonon modes. 
3.4 Periodic Boundary Conditions 
The simulation of small number of particles suffers from the boundary effects 
caused by finite system size [65]. Periodic Boundary Conditions (PBC) are used to 
simulate the finite system as an infinite one. This approach means that the molecular 
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system with finite number of particles is considered as a unit cell that is surrounded 
periodically by an infinite number of replicas in the three dimensions. All the 
replicated unit cells have the same content. The atoms that leave one side of the unit 
cell are compensated by identical copies that enter from the opposite side. The idea 
of PBC is shown in Figure 3.3. Only the behaviour of one unit cell has to be simulated 
and all the other replicas have the same behaviour [65]. 
 
Figure 3.3: Periodic Boundary Conditions in x and y dimensions. 
3.5 Timestep  
The timestep ∆t, introduced in section 3.1, is the time between two successive 
simulation steps. In this work, we are interested in atomic vibrations. Therefore, ∆t 
should be selected based on the highest frequency mode need to be captured from 
the simulated system. This corresponds to the shortest vibration period [87]. 
Timestep should be less than 10% of the required atomic vibration period [88]. 
Koukaras et al [78] studied the phonon properties of graphene using timestep of 
0.05 fs. Zhao et al [89] used timestep of 0.1 fs to study temperature and strain-rate 
dependent fracture strength of graphene. Higher time steps increase the 
computational efficiency but reduce the stability of the system, while small time 
steps increase the accuracy of the simulation. As mentioned in section 3.1, the 
trajectories calculated by the integration algorithm are subject to errors that are 
highly related to the timestep. This means that larger ∆t causes the integrator to be 
unstable [90].  
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3.6 Lammps  
Lammps is free and open source software that is widely used for classical molecular 
dynamics simulations [70]. It has routines for a range of potential energy functions 
used in soft materials and solid state materials. It is originally developed by Steve 
Plimpton and currently maintained by developers and researchers at Sandia 
National Laboratories.  The word Lammps stands for Large-scale Atomic/Molecular 
Massively Parallel Simulator. 
Lammps input script consists of four parts: 
• Initialization: this part includes the definition of units, boundary conditions, 
and simulation dimensions.  
• Atom definition: this part defines the structure of atoms which can be created 
by Lammps commands or can be read from a data file which determines the 
geometry and types of atoms.  
• Settings: this part defines the potential type, output options, and simulation 
parameters. The output options set the output file type, variables to be 
printed, and how many steps between every two successive prints. The 
simulation parameters include neighbour lists, timestep, minimization style, 
temperature, and ensemble. 
• Run a simulation: this part issues the command to perform the molecular 
dynamics simulation. 
Regarding to the output, Lammps prints the thermodynamic information (step, 
temperature, pressure, kinetic energy, potential energy, and total energy) of every 
step in a log file. It prints also dump files of atoms position, velocity, forces, and other 
per atom quantities. The format of these dump files is XYZ, CFG, or other formats. 
Figure 1.1 shows simple scheme of the input script of Lammps.  
Visual Molecular Dynamics (VMD) software has been used in the simulation of this 
research to construct the atoms geometry of the input file and to visualize the 
simulation output. VMD is molecular modelling and visualization software that is 
developed by a group at the University of Illinois and the Beckman Institute [91]. 
VMD supports more than 60 molecular file formats [92] including Lammps files. 
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Figure 3.4: Simplification of the main four parts of Lammps script: the main parts are 
represented by blue squares. The squares under each part represents the parameters that 
are defined to implement the simulation. 
3.7 Summary 
In this chapter we provided brief introduction about the classical molecular 
dynamics. We illustrated how to use Newton's second law of motion to calculate 
atomic velocities and positions from the atomic forces. We presented an overview 
of the potential we used in the simulations of this research: AIREBO. In addition, we 
shew some of the conducted comparisons of AIREBO with other potentials. We 
presented the meaning of periodic boundary conditions and the criterion that 
should be considered to choose the timestep. We concluded the chapter by general 
overview of the simulator that is used in this research: Lammps.  
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4. Numerical analysis 
Molecular simulations produce large amounts of atomic velocities and positions 
which need numerical methods to analyse their phonons. These methods start by 
projecting the velocities onto a plane wave with a specific wave vector to derive the 
frequencies of specific modes. The projection is followed by the velocity 
autocorrelation function which detects the periodic patterns of atomic motions in 
time domain. Then, temporal fourier transform is used to convert these periodic 
patterns from time domain to frequency domain. The previous steps determine the 
frequency of the dominant atomic motions as peaks of high intensities. The position 
of these peaks is helpful to study how the atomic motions are affected by many 
factors such as molecular structure, temperature, and strain. It is possible to 
separate the atomic motions that cause specific frequencies to visualize its nature 
alone using PCA. 
This chapter discusses these numerical methods starting by calculating the velocity 
distribution in k space domain in section 4.1. The velocity autocorrelation function 
is explained in section 4.2. Section 4.3 presents the algorithm of temporal fourier 
transform. In section 4.4, the concept of PCA is presented. Section 4.5 summarises 
the chapter. 
4.1 K space velocity distribution 
The frequencies that are corresponding to a specific wave vector k can be calculated 
from the k space velocity distribution [78]. The velocity distribution in k space is 
computed by spatial fourier transform using the following formula: 
𝒗𝑘
𝑑(𝑡) =   ∑ 𝒗𝑗
𝑑 (𝑡) 𝑒−𝑖𝒌.𝑸𝑗(𝑡)𝐴𝑗=1        (4.1) 
where A is the number of atoms, 𝒗𝑗
𝑑  denotes the equilibrium velocity and Qj(t) 
denotes the equilibrium position of atom j at time t; and d represents the dimension 
(x, y, z) in the Cartesian coordinate system. The projection of velocities obtained 
from crystal with translational symmetry onto a plane wave that has wave vector k 
should produce peaks at the positions of phonons of the same wave vector k if they 
are exist [78] [93]. This process is a transformation from real space to reciprocal or 
k space and it should be applied on every wave vector k in the Brillouin zone. This 
equation assumes that the trajectories are extracted from a periodic system [94], 
hence, all the simulations of this research are conducted using periodic boundary 
conditions. 
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4.2 k space velocity autocorrelation function 
k space velocity autocorrelation function (kVACF) is one of the time correlation 
functions that measures the correlation between the velocity of an atom at time t + 
t0 and time t0. It can be used to calculate the phonon density of states of the system. 
The phonon density of states presents how many number of phonon states can be 
located at an interval of wavenumbers [95]. kVACF can be calculated as following: 
𝑘𝑉𝐴𝐶𝐹(𝜏) =  
1
𝑇
 ∫ 𝒗𝑘(𝑡 + 𝜏)𝒗𝑘(𝑡)𝑑𝑡
𝑇−𝜏
0
      (4.2) 
where T is the simulation's duration and 𝜏 is called the lag time. This formula helps 
to find periodic behaviour of atomic motions and in the same time remove the noise 
from the motions because it is not correlated to the atomic motions. However, in the 
molecular dynamics simulations vk(t) is not a continuous function, and its values are 
discrete values obtained from a simulation of many steps [96]. Given a simulation of 
M steps, discrete kVACF can be calculated using the following equation: 
𝑘𝑉𝐴𝐶𝐹(𝑚) =   
1
𝑀
∑ 𝒗𝑘
𝑑(𝑡𝑛+𝑚) .  𝒗𝑘
𝑑∗(𝑡𝑛)
𝑀−𝑚−1
𝑛=0
∑ 𝒗𝑘
𝑑′(𝑡0) .  𝒗𝑘
𝑑′∗(𝑡0)𝑑′
      (4.3) 
The matrix of atoms velocities is centred such that velocities are averaged over all 
the timesteps. The index m represents the lag and it is sequencing over all the 
simulation steps to represents all the possible differences from a reference point t0. 
The variable n represents the time origins. The denominator is used to normalize 
the autocorrelation [96, 78]. The normalization is achieved by division on the sum 
of the Cartesian components (d = x, y, and z) at time index zero i.e. m = 0. The asterisk 
* denotes the conjugate which make sense when we deal with complex numbers. 
This implementation produces biased estimates of the true continuous function of 
kVACF [78]. Another estimator of the autocorrelation is called unbiased and is given 
by the equation [78, 97]: 
𝑘𝑉𝐴𝐶𝐹(𝑚) =   
1
𝑀−𝑚
∑ 𝒗𝑘
𝑑(𝑡𝑛+𝑚) .  𝒗𝑘
𝑑∗(𝑡𝑛)
𝑀−𝑚−1
𝑛=0
∑ 𝒗𝑘
𝑑′(𝑡0) .  𝒗𝑘
𝑑′∗(𝑡0)𝑑′
      (4.4) 
The biased estimation is more accurate for medium and large values of lag m 
compared to M than the unbiased estimator [97]. However, the two estimators are 
statistically consistent for large values of M [78]. We explored the two estimators on 
a graphene sample of 30 x 30 unit cells and found approximately no difference 
between their resulting phonons. We used the biased autocorrelation in this 
research.  
The autocorrelation can be used with any dynamical variable such as atoms' 
positions [98]. Following is a simplification of the method of calculating the 
autocorrelation function as in Figure 4.1. Consider that the time between two 
successive steps is ∆t. If we are writing the velocities every s steps, then the real 
timestep is ∆̃𝑡 = 𝑠∆𝑡. When the lag m = 0, the velocity at every step tn is multiplied 
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by itself. In this case, the possible values of the time origin n are sequencing from 
step 0 to step M-1. When the lag m = 1, the velocity of step tn is multiplied by step 
tn+m = tn+1. In this case, the possible values of the time origin n are sequencing from 
step 0 to step M-2. When the lag m = 2, the velocity of step tn is multiplied by step 
tn+m = tn+2. In this case, the possible values of the time origin n are sequencing from 
step 0 to step M-3. In the last lag m = M-1, the velocity of step tn is multiplied by step 
tn+m = tn+M-1. In this case, the only possible value of the time origin n is t0.  
 
Figure 4.1: Scheme of the method of calculating the autocorrelation. M represents the total 
number of steps and m represents the lag. The difference between the successive 
timesteps t0, t1, t2, … tM-1 is ∆̃𝑡. 
Numerical experiments done by Evans D. et al  [99] demonstrate that the error of 
the autocorrelation functions calculated based on Nose-Hoover thermostat is 
inversely proportional to the system size i.e. number of particles of the simulated 
system [100].  
4.3 Discrete fourier analysis 
It is stated by Wiener-Khintchine theorem that the spectral decomposition of the 
autocorrelation of a wide-sense stationary random process produces the power 
spectral density (PSD) [101]. Considering the atomic velocity as a wide-sense 
stationary random process leads to calculate PSD that highlights the frequencies 
with the largest powers as peaks. The peaks’ positions correspond to phonon 
frequencies of a specific wave vector k [78]. The spectral decomposition can be 
calculated using temporal fourier transform.  
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Fourier transform F(𝜔) of an integrable function f(t) is: 
𝐹(𝜔) =  ∫ 𝑓(𝑡)𝑒−2𝜋𝑖𝑡𝜔𝑑𝑡
∞
−∞
        (4.5) 
where, t represents time and 𝜔 represents the temporal frequency. In case of fourier 
transforming kVACF, we have discrete function of M steps such that the time 
between every two steps is ∆t. As we are writing the velocities every s steps, then 
the real timestep is ∆̃𝑡 = 𝑠∆𝑡. In this case the continuous function f(t) can be 
represented by the discrete form f(n∆̃𝑡) where n is sequencing from 0 to M-1. 
Transforming the discrete function f(n∆̃𝑡) produces discrete frequency function 
F(k∆̃𝜔) where ∆̃𝜔 is the space between every two frequency points. The discrete 
fourier transform (DFT) based on the following equation [102]: 
𝐹(𝑘∆̃𝜔) = ∑ 𝑓(𝑛∆̃𝑡)𝑒−𝑖𝑘∆̃𝜔𝑀−1𝑛=0 =  ∑ 𝑓(𝑛∆̃𝑡)𝑒
−2𝜋𝑖𝑘𝑛/𝑀𝑀−1
𝑛=0     (4.6) 
where, k = 0, 1, 2, …., M-1. ∆̃𝜔 is affected by the simulation length. It is important that 
∆̃𝜔 has small value to have good resolution of PSD curve and better accuracy when 
we determine the peaks positions. However, ∆̃𝜔 cannot be infinitely small because 
the smaller ∆̃𝜔 need longer simulation time, so more execution time. It is calculated 
as following: 
∆̃𝜔 =  
2𝜋
𝑀∆̃𝑡
          (4.7) 
When ∆̃𝑡 is measured in seconds, ∆̃𝜔 will be measured in radians/s. The phonon 
frequencies are measured in a range of units such as cycles/s, radians/s, 
wavenumbers, or millielectron volts [103]. The Raman spectroscopy is usually 
displayed in wavenumbers and especially in cm-1 [103, 44]. We will use the unit cm-
1 to simplify the comparison with Raman studies of graphene with respect to the 
effect of defect and edges on optical phonons. The wavenumber represents the 
number of cycles of a specific wave per unit distance, i.e. it is the spatial frequency. 
It is used in spectroscopy because the atomic spectra are more convenient to be 
measured by the wavenumber. It can be calculated from the wavelength λ as 
following: 
 𝑘 =  
2𝜋
𝜆
          (4.8) 
Also, in spectroscopy it can be induced from the temporal frequency using the 
formula: 
𝑘 =  
𝜔
2𝜋𝑐
          4.9) 
where c is the speed of light measured in cm/s, c = 2.998 x 1010 cm/s. To convert ∆̃𝜔 
to the unit cm-1, it needs to be divided on the speed of light.  
∆̃𝜔(𝑐𝑚−1) =  
∆̃𝜔(𝑟𝑎𝑑𝑖𝑎𝑛/𝑠)
2𝜋𝑐
        (4.10) 
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Increasing the denominator of equation 4.7 helps to get smaller ∆̃𝜔. This can be 
achieved only by increasing M because ∆̃𝑡 needs to have a small value that is related 
to the physical properties of the simulated material.  
4.4 Principal component analysis (PCA) 
PCA is a dimensionality reduction technique that calculates linearly uncorrelated 
variables called principal components from correlated variables [104]. PCA can be 
calculated based on the covariance matrix of the trajectory data. 
Assuming that we have A atoms and a simulation of M steps, X is an (M x P) matrix 
that presents the atoms velocities in three dimensions: x, y, and z such that P equals 
3A. Each row of X has the velocities of all the atoms during one step, and each column 
of X has the evolution of the atom velocity throughout the simulation steps at one of 
the three dimensions.  
The structure of X presents samples in the rows of the matrix and features in the 
columns of the matrix. X is centred by subtracting the column means. The covariance 
is (P x P) matrix given by the following equation: 
𝐶 =  
𝑋𝑇𝑋
𝑀−1
          (4.11) 
Where the superscript T denotes the matrix transpose (or conjugate transpose in 
case of complex numbers). Diagonalization of the symmetric matrix C by orthogonal 
transformation produces its eigenvectors and eigenvalues: 
𝐶 =  𝑉 𝑆 𝑉𝑇           (4.12) 
Where V includes the eigenvectors of C as columns, and S is a diagonal matrix that 
includes the eigenvalues correspond to each eigenvector in V. The eigenvalues are 
sorted in decreasing order. The eigenvectors eigVectori (where i ranges from 1 to 
3A) are called principal axes of the matrix [56]. It is reported by M. Gura et al [47] 
that the eigenvalue eigValuei represents the contribution of the ith eigenvector and 
it scales with the motion's magnitude along eigVectori. M. Gura et al [47] are studying 
motions of proteins which are large biomolecules. In protein molecules, most of the 
large-scale motions are corresponding to small set of vibrations that have the lowest 
frequency modes [105]. Moreover, with proteins, the atomic positions are used to 
build the covariance matrix. In our simulations, we use the atomic velocities. This is 
because the high frequency motions are weighted in the correlations of the atomic 
velocities more than the positions. While the low frequency motions are weighted 
in the correlations of the atomic positions more than the velocities [98]. Although 
that the correspondence between the eigenvalues and the motion magnitude is 
achieved but not always. The highest peak corresponds to the first eigenvector but 
it is possible to find the other peaks with order differ from the order of the 
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eigenvalues. Hence, we need to search in the eigenvectors with high eigenvalues to 
find the required motion mode.   
Rotation of the data into a specific principal axis eigVectori gives the ith principal 
component. This helps to investigate the motion's nature of the given eigenvector 
eigVectori. The rotation is achieved using the following equation:  
𝑝𝑟𝑖 =  𝑋  .  𝑒𝑖𝑔𝑉𝑒𝑐𝑡𝑜𝑟𝑖         (4.13) 
where, pri is M dimensional vector. This projection can be used to recover the atomic 
velocities that present only the motion of the eigenvector vi as following: 
𝑅𝑖 =  𝑝𝑟𝑖  .  𝑒𝑖𝑔𝑉𝑒𝑐𝑡𝑜𝑟𝑖
𝑇         (4.14) 
Where, Ri is (M x P) matrix. Each Ri represents only vibrations of one eigenvector. 
Rotating the data into all the principal axes results in all the principal components 
ordered based on their variance [49]. Each Ri can be visualized on VMD to see the 
atoms' animation. 
4.5 Summary 
In this chapter we presented the numerical analysis that is used to calculate phonon 
modes from the atomic velocities. We presented how to transform the velocities 
from real space to reciprocal space by projecting them onto plane waves with 
specific wave vectors using spatial fourier transform. We discussed the biased 
method of calculating the velocity autocorrelation function. After that we explained 
the method to calculate the atomic vibrations in frequency domain to produce the 
phonon modes using temporal fourier transform. Finally, we presented the method 
to use PCA to view the atomic motions of specific phonon modes.  
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5. Methodology  
In this chapter, we present the methodology to calculate the phonon modes and the 
phonon dispersion relation. The structures of graphene samples that we used as 
input for the simulations, in addition to the k-paths are described in section 5.1. The 
conducted simulations and their parameters are explained in section 5.2. Section 5.3 
presents how to determine the phonons at a specific k point. Section 5.4 summarises 
the chapter. 
5.1 Structures of graphene samples 
There are many criteria required to be considered when we decide the input 
structure. The size of the sample affects the noise or error of the resulted phonons. 
It is proved by Evans D. et al that the error of the autocorrelation functions 
calculated based on Nose-Hoover thermostat is inversely proportional to the system 
size [99]. On the other hand, the larger the size of the sample, the longer execution 
time and the more storage needed to calculate the phonons. Moreover, when we 
build n x n sample, larger n provides better resolution of the wavevectors in the k-
path, although that this comes in cost of the execution time and storage. We used 
rectangular graphene sheet to be considered as pristine graphene. In addition, we 
used three samples of armchair nanoribbons as we will describe in the current 
section. 
 Rectangular sample 
The rectangular sample is composed of 1800 atoms that are arranged in a sheet of 
30 x 30 unit cells. Figure 5.1 shows the shape of this sample. The method to calculate 
the k-path of this rectangular sample is explained in section 2.2. The values of the k 
points depend not only on n (the number of unit cells along each dimension), but 
also on the lattice constant a which varies with the temperature. All the simulations 
of this research are conducted at temperature of 300 K. Another two versions of this 
sample are built after removing 58 atoms and 146 atoms at random positions of the 
sample to study the effect of vacancy defect on the phonon frequencies. The 
removed atoms represent 3.22% and 8.11%, respectively, of the total number of the 
atoms of the perfect sample. The 3.22% defected sample is shown in Figure 5.2. 
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Figure 5.1: The perfect graphene sheet of 30 x 30 unit cells. 
 
Figure 5.2: The defected graphene sheet of 30 x 30 unit cells. 
32 
 
 Nanoribbon samples 
As explained in section 2.1, the band gap of the armchair nanoribbons varies based 
on the width of the ribbon while it is always approximately zero in case of zigzag 
nanoribbons. Due to this feature, we are interested in studying armchair ribbon 
phonons more than the zigzag ribbons. The armchair ribbons are classified into 
three families based on their width: N = 3p, N = 3p + 1, and N = 3p + 2, where p is an 
integer number and N is the number of carbon atoms along the ribbon width. The 
band gap is open in case of N = 3p and N = 3p + 1; and relates inversely with N until 
reaching to zero gap with very large widths which is one of the features of graphene 
sheets. The family N = 3p + 2 exhibits very small band gap which gives them metallic 
behaviour.  
5.1.2.1 N = 3p family 
To represent this family, we have chosen N = 15 along the width of the ribbon. This 
means that p = 5. The initial length of this sample is approximately 21.1 nm. This 
length is chosen intentionally because it is demonstrated by Mazzamuto et al [106] 
that the armchair edge peaks can be noticed when the ribbon is longer that about 10 
nm and reduce gradually with shorter ribbons. After equilibration, this length will 
change slightly with the change that occurred in the lattice constant. We will name 
this sample Arm15.  
5.1.2.2 N = 3p + 1 family 
We have chosen this family such that p = 5, same as family 3p. This leads to armchair 
ribbon with width equals 16 carbon atoms. This sample is chosen to explore the 
family 3p+1 and explore if different families with equal p has different phonons as 
they have different electronic band structures. The initial length of the ribbon is 21.1 
nm. We will name it Arm16. 
5.1.2.3 N = 3p + 2 family  
This family is represented by N = 17 (i.e. p = 5). The initial length of the ribbon is 
21.1 nm. This sample is named Arm17 throughout this research.  
Figure 5.3 shows the structure of the three nanoribbons used in the simulations of 
this research. As depicted in the figure, the unit cell of Arm17 ribbon is laying along 
the x dimension and the ribbon axis is laying along the y dimension which represents 
the periodic dimension. The z dimension is perpendicular to the ribbon plane. The 
width of the armchair ribbon is the number of carbon atoms along the x dimension. 
aac is the lattice constant of the unit cell of the armchair ribbon and it represents the 
length of the unit cell. This length is laying along the y dimension. The value of aac is: 
𝑎𝑎𝑐 = √3𝑎 =  3𝑎0                   (5.1) 
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where a is the graphene lattice constant and a0 is the interatomic distance [59, 107, 
108].   
 
 
Figure 5.3: The samples of the ribbons: (a) Arm15, (b) Arm16, and (c) Arm17. The red 
rectangle in (c) represents the unit cell of Arm17 and aac represents the length of the unit 
cell or the lattice constant of the armchair ribbon. 
The Brillouin zone of a ribbon with width N is composed of N equally spaced discrete 
lines along the ribbon width [109, 110]. The distance between every two lines is: 
∆𝒌 =
𝜋
𝑤
                     (5.2) 
where w is the ribbon width. The armchair ribbon width is: 
𝑤 =
𝑎
2
 (𝑁 − 1)                    (5.3) 
where a is the lattice constant of graphene. This means that the spacing of the 
Brillouin zone lines is: 
∆𝒌 =
2𝜋
𝑎(𝑁−1)
                    (5.4) 
It is shown by Gillen et al [109] that the vibrations of the ribbon consist of six 
fundamental modes that are equivalent to the phonon modes of graphene. The other 
vibrations are overtones of these fundamental modes. Each discrete line in the 
Brillouin zone corresponds to one of the overtones [109, 110].  
In the rest of this research we will name the samples mentioned in this section as in 
Table 5.1. 
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Table 5.1: Names of the input samples. 
Sample Name 
Number of 
atoms 
30 x 30 unit cells Graphene30 1800 
Armchair ribbon of N = 15 (3p family) Arm15 1500 
Armchair ribbon of N = 16 (3p + 1 family) Arm16 1600 
Armchair ribbon of N = 17 (3p + 2 family) Arm17 1700 
 
5.2 Simulations 
After building the structure of the graphene samples, we need to determine the 
suitable specifications of the simulations to produce the required atomic positions 
and velocities. To achieve this purpose, we used Lammps simulator to apply the 
classical molecular dynamics simulations. Throughout this section we will discuss 
in detail the specifications we used to apply the simulations.  
 Potential function 
The heart of the simulation is the potential function that describe the atomic 
interactions. The quantum aspects of the atomic interactions are embedded into the 
parameters of the potential instead of explicitly simulated.  
In section 3.3, we presented a study conducted by Koukaras et al [78] that compares 
between four potentials that are usually used to study graphene systems using 
Lammps. The authors studied how these potentials work with phonons. The 
potentials are Tersoff, Tersoff-2010, LCBOP, and AIREBO. The four potentials work 
differently with the phonons as we presented in section 3.3. Tersoff-2010 was the 
only potential that detect the linear temperature dependence of G peak while LCBOP 
and AIREBO did not capture this relation although that they successfully describe 
the other properties of graphene. Tersoff-2010 is not implemented in the published 
potentials of Lammps simulator at the time we are conducting this research [111]. 
We have explored some of the phonons of AIREBO and LCBOP. 
We have implemented simulations using LCBOP and AIREBO potentials and 
compare their Г point phonons. The simulation is implemented on a sample of 20 x 
20 unit cells. We used a timestep = 0.05 fs. The sample is equilibrated using NVT 
dynamics at 300 K for 500 ps. Then we have collected the output from NVE dynamics 
that run for 2.5 ps such that a snapshot of the atoms positions and velocities is 
written every step. The resulted vibrations are shown in Figure 5.4.  
The G peak position is 1628 cm-1 and 1614 cm-1 using AIREBO and LCBOP, 
respectively. We noticed that AIREBO shows strong ZO phonons in comparison to 
LCBOP. If we consider the peak around 500 cm-1 with the highest intensity as the 
position of ZO phonons, we will have 560.4 cm-1 and 600.4 cm-1 peaks using AIREBO 
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and LCBOP, respectively. At ground state and based on ab-initio calculations, G peak 
phonons should appear around 1554 cm-1 and ZO phonons should appear around 
881 cm-1 [112]. These values are measured using the First-principles calculations. 
At room temperature G peak phonons should appear around 1581 cm-1 [113, 114] 
and ZO phonons should appear around 822 cm-1 (102 meV in [115]). Both [113, 114]  
measured the G peak experimentally using the Raman spectroscopy. As the ZO 
phonons are not Raman active, it is measured experimentally in [115] using the 
high-resolution electron energy loss spectroscopy (HREELS). It is noticed in our 
simulations that AIREBO and LCBOP potentials overestimate LO and TO phonons by 
47 cm-1 and 33 cm-1, respectively. Also, they underestimate ZO phonons by 261.6 
cm-1 and 221.6 cm-1, respectively. It is obvious that at the Г point, the two potentials 
have limitation to a certain extent to produce the true ZO phonons but LCBOP 
provides closer estimation. This limitation comes from the weak parametrization of 
the torsion potentials in AIREBO and LCBOP because this phonon mode represents 
out-of-plane atomic displacements. LCBOP improved this limitation in LCBOPII by 
the inclusion of a torsion term which changed ZO to be at 797 cm-1 [116]. We noticed 
that the strength of the phonon peaks of AIREBO is higher which is useful when we 
determine the exact peak position and when we use post processing methods to 
separate and visualize the in-plane and out-of-plane phonons. In the LCBOP 
vibrations there are many peaks around 500 cm-1 which introduces difficulty to 
decide which of them is the ZO phonons. It should be stated here that the purpose of 
this research is to make a comparative study of the structure effect on the phonons 
rather than reproducing the exact and accurate positions of the phonons of 
graphene. Therefore, we will focus more in studying the phonons positions of 
graphene ribbons in comparison to a graphene sample without edge effects.  
 
Figure 5.4: Vibrations of AIREBO and LCBOP simulations at Г point. 
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We used AIREBO to model interactions of graphene systems. The equations of 
AIREBO are presented in section 3.3.  
The non-bonded interactions 𝐸𝑖𝑗
𝑀𝑜𝑟𝑠𝑒 in AIREBO are controlled by a cut-off value that 
restricts the distance at which the interactions are calculated. Lammps allows the 
user to decide the value of a variable called scale factor. This scale factor is used by 
Lammps to calculate the cut-off of the non-bonded interactions by multiplying the 
scale factor by sigma constant included in the AIREBO text file. AIREBO text file 
includes parameters that are optimized by the authors of the potential [75, 73]. The 
sigma constant of C-C interactions is 3.4. We have chosen the scale factor to be 3. 
Hence, in our simulations the cut-off is 10.2 Å. This means that the highest distance 
to calculate the non-bonded interactions is 10.2 Å. This value is important to 
consider when we determine the length of each dimension of the simulation box as 
we will see in section 0.  
The bonded interactions 𝐸𝑖𝑗
𝑅𝐸𝐵𝑂 are also depend on a cut-off value that limits the 
interatomic interactions to the nearest neighbour. Stuart et al [73] suggested the 
value of this cut-off to be 2.0 Å for C-C bonds.  
 Timestep 
As we explained in chapter 3, the atomic trajectories are calculated by integrating 
the Newton's second law of motion. The integration is performed using small time 
increment called timestep ∆t. This amount is strongly related to the physical 
properties of the system. It is also controlled by other requirements such as the 
resolution needed for the output curves and the simulation length. In case of 
graphene, we need to capture vibrations of very short periods such as the phonons 
of TO and LO branches. The timestep should be less than 10% of the shortest 
vibration period [88]. A timestep of 1.6 fs is enough to capture vibrations of 2000 
cm-1. 
Timesteps used with graphene simulations ranges from 0.05 fs to 1 fs [69]. Of these 
options, we explored two timesteps: 0.05 fs and 0.1 fs. We conducted two 
simulations on a sample of 20 x 20 unit cells and composed of 800 atoms.  
In the first simulation, we used a timestep of 0.1 fs. The sample is equilibrated using 
NVT for 10 million steps (i.e. 1 ns) at temperature of 300 K, then the output is 
collected using NVE ensemble such that the atomic positions and velocities are 
printed every step. 50000 steps are used to collect the output which represents 5 
ps. The output of this simulation is shown in Figure 5.5. 
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Figure 5.5: Vibrations of simulation of 0.1 fs timestep at Г point. 
In the second simulation, we used a timestep of 0.05 fs. The sample is equilibrated 
using NVT for 10 million steps (i.e. 500 ps) at temperature of 300 K, then the output 
is collected using NVE ensemble such that the atomic positions and velocities are 
printed every step. 50000 steps are used to collect the output which represents 2.5 
ps. Figure 5.6 shows the vibration of this simulation. 
 
Figure 5.6: Vibrations of simulation of 0.05 fs timestep at Г point. 
The two simulations provide the TO, LO, and ZO phonons exactly at the same 
positions. However, we can note more spurious peaks in case of 0.1 fs timestep. In 
other words, the smoothness of the 0.05 fs curve is better than 0.1 fs.  However, 
there is another criterion we should consider. We explained in section 4.3 and 
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especially based on equation 4.7 (∆𝜔 = 2π/M∆t) that using higher timesteps ∆t 
provides smaller ∆𝜔 which means better resolution of the curve. M represents the 
number of production steps. The simulation that used ∆t of 0.1 fs, produced ∆𝜔 of 
6.67 cm-1, while the simulation that used ∆t of 0.05 fs, produced ∆𝜔 of 13.34 cm-1. As 
the equation shows, we can get better resolution also by using higher M, however 
with high cost in the execution time. The timestep of 0.05 fs is used in the 
simulations of the samples in section 5.1 to get better smoothness while the 
resolution will be discussed more in the following section.  
 Sampling rate and simulation length 
Regarding to the simulation length, longer simulation allows higher accuracy in the 
determination of the peaks positions. The length of the equilibration phase used in 
our simulations is 500 ps. The production phase represents a bottleneck in the 
execution time. Computing the autocorrelation function takes O(M2) for a series of 
M elements [117]. So, the execution time is growing quadratically with the increase 
of M. Considering the mentioned limitation and the size of the largest sample, 
graphene30, we have chosen M to be 50000 for the samples in section 5.1.   
Regarding to the sampling rate, we have explored printing the output every 10 
timesteps and every 1 timestep using the sample of 20 x 20 unit cells and a timestep 
of 0.05 fs. Figure 5.6 shows the vibrations at Г point for the simulation that print the 
output every timestep. Conducting a simulation with the same sample and timestep 
such that the output is printed every 10 timesteps produced the vibrations in Figure 
5.7. The main phonons positions at the Г point were approximately the same with 
the two sampling rates. It is worth noting that, in case of printing the output every 
10 steps, the resolution was excellent with ∆𝜔 of 1.334 cm-1. However, this was at 
the expense of more spurious peaks which complicates the task of determining the 
position of phonons especially at the Г point. Although that fewer sampling rate 
outbalances the higher sampling rate based on this comparison, we will choose to 
print the output every 10 steps. This means that we will run the NVE ensemble for 
500000 steps to get M of 50000. We need the long NVE ensemble because some of 
the PCA results cannot be recognized with short production phase. We will illustrate 
more about the importance of the length of production phase in section 5.4. Actually, 
simulating larger number of atoms reduces the noise of the output. Simulating the 
sample of graphene30 such that the output is printed every 10 steps produced the 
vibrations in Figure 5.9. 
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Figure 5.7: Vibrations at Г point using sample of 20 x 20 unit cells in case of printing 
output every 10 timesteps. 
 
 Ensemble and Boundary conditions 
The ensemble that we used to equilibrate the samples at temperature of 300 K is 
NVT. This is because we need to have constant volume to produce the edge effect 
without losing the periodicity of the simulation boundaries. The calculation of the k 
space velocity distribution that was described in section 4.1 assumed that the 
simulated systems are periodic [94] to be applicable with the spatial fourier 
transform. Because we are interested with the edge effects of the ribbons, we built 
their simulation box such that the interaction of the sample with its periodic images 
is avoided. I.e. the system is simulated by infinite number of replicated images of our 
sample at each dimension and the distance between these images should not allow 
their interaction to capture the edge effect. To prevent the interaction between the 
replicas, we added a vacuum region of 30 Å to each side of the simulation 
dimensions. We used the vacuum addition only with the ribbon samples while 
graphene30 will be considered as pristine graphene without edge effect. Table 5.2 
summarizes the settings that are explained in this section.  
Table 5.2: Summarization of the settings used for the simulations of this research. 
Parameter Value 
Potential function AIREBO 
Timestep: ∆t  0.05 fs 
Equilibration ensemble  NVT 
Equilibration steps 10 million  
Equilibration length 500 ps 
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Sampling rate Every 10 steps 
Production ensemble NVE 
Production steps(M) 50000 
Production length 25 ps 
∆𝝎 1.334 cm-1 
Boundary conditions periodic 
 
5.3 Phonon frequencies 
The steps we used to calculate the phonons of graphene from the atomic positions 
and velocities are shown in Figure 5.8. Step 1: the simulations produce atomic 
positions and velocities. The k points are calculated using the equations in section 0 
and based on the bond length that is extracted from the atomic positions. Step 2: 
equation 4.1 is used to calculate the k space velocities. Step 3: equation 4.3 is used 
to calculate the k space velocity correlation. Step 4: PSD is calculated by equation 
4.6.  
 
Figure 5.8: Summary of the processing steps of the simulation outputs to produce PSD. 
In this section, we will illustrate the method of extracting phonon frequencies from 
the PSD values. We will go through the process of determining the phonons at Г 
point and K point in the simulation we implemented on graphene30. The timestep 
is 0.05 fs. The sample is equilibrated using NVT at 300 K for 500 ps. The atomic 
positions and velocities are collected from NVE ensemble over 500000 steps and the 
output is printed every 10 steps, so M is 50000.  
 Г point 
The components of Г point are (0,0) in x and y dimensions. The Application of 
equation 4.1 on the atomic velocities at Г point produces real numbers unlike the 
other k points which produce complex numbers. Moreover, if we apply the equation 
without summation, it will produce the same velocities. I.e. the velocities that are 
used as input in step 2 of Figure 5.8 will be produced as output without modification 
if we remove summation. The phonons that are expected at Г point are TO and LO 
phonons (G phonons) at a position around 1581 cm-1. Also, ZO phonons are expected 
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to appear at a position around 895 cm-1. We have implemented two methods to 
calculate the phonons at Г point.  
First, we have followed all the steps in Figure 5.8. We have implemented step 2 using 
equation 4.1 which produces one vector of three components (x, y, and z): vkx, vky, 
and vkz. The length of this vector is M. Then, we have implemented equation 4.3 on 
that vector. The output of the autocorrelation is also a vector of three components. 
Hence, the produced PSD is in three dimensions: x, y, and z. In graphene systems, the 
z dimension of the PSD includes only the out-of-plane phonon modes which are ZA 
and ZO while the in-plane phonons are mixed in x and y dimensions  [58]. Using this 
method on Г point cause a problem in the smoothness of the PSD curve i.e. 
complexity to determine the required phonons. Moreover, we will face complexity 
to apply the PCA analysis. 
The second method is implemented with some modifications. We go from step 1 to 
step 3 directly (i.e. we removed the summation of step 2). In addition, instead of 
equation 4.3, we have implemented the following equation [96]: 
𝑘𝑉𝐴𝐶𝐹(𝑚) =  
1
𝑀−𝑚
 ∑   
𝒗(𝑡𝑛+𝑚) .  𝒗(𝑡𝑛)
𝒗(𝑡0) .  𝒗(𝑡0)
𝑀−𝑚−1
𝑛=0          (5.5) 
Applying this equation will produce a vector of one component and its length is M. 
Therefore, the produced PSD in this case is composed of one component that 
includes all the in-plane and out-of-plane phonons. Figure 5.9 shows the PSD using 
this method.  
 
Figure 5.9: PSD of graphene30 at Г point using equation 5.5. 
The task of determining the expected phonons in Figure 5.9 is easier than the first 
method. TO and LO phonons are in 1626 cm-1 and ZO phonons are in 563.1 cm-1. PCA 
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analysis is capable of separating the out-of-plane and the in-plane phonons which 
demonstrates that the peak at 563.1 cm-1 is related to ZO phonon. 
 K point 
After equilibrating graphene30, the average of the produced lattice constant a = 
2.462 Å and the average of the bond length a0 = 1.421 Å. The components of K point 
are (1.701,0) in x and y dimensions. To produce the PSD of K point we have applied 
all the steps of Figure 5.8. The produced PSD is a vector of three components: x, y, 
and z and they are shown in Figure 5.10, Figure 5.11, and Figure 5.12.  
 
Figure 5.10: PSD of graphene30 at K point (x dimension). 
 
Figure 5.11: PSD of graphene30 at K point (y dimension). 
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Figure 5.12: PSD of graphene30 at K point (z dimension). 
At K point we expect to find the in-plane phonons: TA, TO, LA, and LO. Also, we 
expect to find the out-of-plane phonons: ZA and ZO. As we mentioned previously, 
the in-plane phonons are in x and y dimensions and the out-of-plane phonons are in 
z dimension. Based on a calculation of phonon dispersion relation conducted by 
Emmanuel et al [78] at temperature of 300 K and using AIREBO potential, the 
highest frequency is related to TO phonons. Then, LO phonons which is close to LA 
phonons. Then, TA phonons followed by ZO and ZA phonons. Actually, they plot 
identical position for ZA and ZO phonons and identical position for LA and LO 
phonons. Based on ab initio calculations at ground state [112], TO is the highest, 
then LA and LO who come in the same position. After that, TA phonons followed by 
ZA and ZO phonons at the same position. Although that the frequencies of the 
phonons at ground state are different from their values at 300 K, they exhibit similar 
relations.  
Considering the results we produced, the TO phonons are in x dimension and their 
position is 1633 cm-1.  LO phonons are in x dimension at the position 1187 cm-1. LA 
phonons are in y dimension at the position 1185 cm-1. TA phonons are in y 
dimension at the position 1046 cm-1. Although that the peak of TA phonons can be 
recognized, its intensity is weak in comparison to the other phonons. ZO and ZA 
phonons are in z dimension at the position 431 cm-1. For clarity, we presented all 
the dimensions in one plot that determine the phonons positions in Figure 5.13. 
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Figure 5.13: The phonons positions at K point. 
The phonons of all the k points are calculated in the same method of K point except 
Г point.  
5.4 Summary 
In this chapter we presented the input and methods we used to implement the 
molecular dynamics simulations. To study the phonons of pristine graphene we use 
a sample of 30 x 30 unit cells, graphene30. To study the effect of single vacancy 
defects we built from graphene30 two samples of two vacancy concentrations: 
3.22% and 8.11%. to study the effect. Three armchair ribbons are built to study the 
armchair edge effect. We built the three ribbons such that they represent the three 
armchair ribbon families: N = 3p, N = 3p + 1, and N = 3p + 2. Table 5.2 summarises 
the settings we used to implement the simulations of all the samples. We explained 
all the specifications we used in the simulations. In addition, we illustrate the 
method to extract the phonon modes at all the k points. 
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6. PCA analysis 
This chapter presents the further processing we implemented on vibrations using 
PCA. It illustrates the use of PCA to explore eigenvectors of atomic velocities and 
their relation to the phonons at different k points in the k-path. 
PCA has the ability to distinguish the in-plane and the out-of-plane phonons and 
represents them separately as atomic motion. However, this is achieved with some 
limitations. We noticed that the principal components that represent Г point 
phonons (not spatial fourier transformed) are different from all the other k points 
(spatial fourier transformed). Following we present the difference between the Г 
point and the other k points regarding to the application of PCA.  
Section 6.1 presents the distribution of the data we produce in our simulations. 
Section 6.2 shows the consequences of applying PCA on data with different 
distributions. Section 6.3 explains how to use PCA to extract the key features of the 
data when they are transformed to the reciprocal space. Section 6.4 highlights the 
relation between the pattern of the last eigenvectors and the length of simulation 
and the size of the sample. Section 6.5 summarizes the chapter. 
6.1 Distribution of atomic velocities  
One of the equilibration measurements is the rate of velocity distribution 
convergence to its theoretical expected form. Equilibrated velocities are expected to 
follow Maxwell-Boltzmann distribution [118, 57] which is a gaussian distribution 
[57].  
The histogram of the atomic velocities that are resulted from the simulation of 
graphene30 is shown in Figure 6.1. It is obvious that the velocities after 
equilibration are following gaussian distribution. On the other hand, k space 
velocities are not gaussian. Figure 6.2 shows the histogram of k space velocity at K 
point after applying equation 4.1 without summation. k space velocity distribution 
is composed of complex numbers and we show only the histogram of the real part. 
It is mentioned by Eltoft et al [119] that some of the data that we encounter in real 
world applications is following a distribution that is highly peaked at zero or some 
mean value and drop more slowly than the gaussian distribution as moving away 
from the mean of the distribution. The researchers name these kinds of distributions 
as sparse or heavy-tailed distributions. The sparse distribution is usually observed 
in a fourier transformed data [119] as we note in k space velocity without 
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summation. In [119] , the authors fit a fourier transformed speech signal into 
Laplace model.  
 
Figure 6.1: Histogram of atomic velocities of graphene30. 
 
Figure 6.2: Histogram of k space velocity at K point (real part). 
Some of the authors such as Qian et al [120] stated that PCA needs the data to be of 
normal distribution while Jolliffe, in his book [56], stated that some of the properties 
of PCA are applicable without distributional assumption. Sections 2.2 and 14.4 of 
Ref. [56] discussed the effect of normality on the interpretation of the output of PCA. 
Briefly, the first principal component (PC) has the maximum variance. The second 
PC has the second maximum variance and is orthogonal to the first component and 
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so on for the other principal components. This geometric property is only achieved 
if the distribution of the data is normal.  
The geometric property is important in our implementation of PCA. This is because 
the principal component with the highest variance represents the highest peak in 
PSD and the second component is the second highest peak and so on. This is 
applicable only in case of normality. In other words, applying PCA on the velocity 
matrix (represented in Error! Reference source not found.) works as expected a
nd separate the in-plane and out-of-plane phonons. Hence, we can use the first 
component to build velocity matrix that show only the motions that caused the 
highest peak (G peak). This velocity matrix can be used later to visualize atomic 
motion in VMD.  
6.2 Apply PCA on reciprocal velocities  
Applying PCA after the spatial fourier transformation does not provide the peaks 
with the expected frequencies and in the expected order. We should refer to the 
reason behind removing summation from equation 4.1 before applying PCA. To 
visualize the atomic motion of one peak, we need a velocity matrix that represents 
all the steps and all atoms velocities in three dimensions. To clarify the idea, we will 
explain the steps to apply PCA on velocity in real and reciprocal space. Assume that 
the matrix of real space velocity matrix is named veloc with size (M x P) such that M 
is the number of steps and P is the number of atoms multiplied by three because we 
have three dimensions: x, y, and z. Assume also that projecting veloc matrix onto any 
k point is named kveloc with the same size of veloc.  
Applying PCA on veloc is achieved using the steps in Table 6.1. 
Table 6.1: Applying PCA on veloc. 
Step   
1 Calculate the covariance of veloc using equation 4.11. 
2 
Diagonalize the covariance matrix to get eigenvectors and eigenvalues as 
in equation 4.12. 
3 
Rotate veloc into the first eigenvector (first eigenvector has the largest 
variance) using equation 4.13. 
4 
Recovering new matrix of velocities with the same size of veloc but 
contains only the motions of first eigenvector using equation 4.14. We will 
name this matrix as R. This will produce only the motions of the peak with 
the highest intensity. 
5 
Calculate the atomic positions based on the recovered velocities in R. For 
visualization in VMD, we should build xyz file of the atomic positions. 
 
Applying PCA on kveloc is achieved using the steps in Table 6.2. In kveloc, the 
velocities are transformed into reciprocal space and they are complex numbers. 
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Table 6.2: Applying PCA on kveloc. 
Step   
1 
Apply the spatial fourier transform without summation which produces 
kveloc with size of (M x P). 
2 Calculate the covariance of kveloc using equation 4.11. 
3 
Diagonalize the covariance matrix to get eigenvectors and eigenvalues as 
in equation 4.12. 
4 
Rotate kveloc into the first eigenvector using equation 4.13. Now we 
cannot be sure that first eigenvector has the largest variance because 
kveloc is not of normal distribution. 
5 
Recovering new matrix of velocities with the same size of kveloc but 
contains only the motions of first eigenvector using equation 4.14. We will 
name this matrix as R. 
6 Apply the inverse of spatial fourier transform on R. 
7 
Calculate the atomic positions based on the transformed velocities. For 
visualization in VMD, we should build xyz file of the atomic positions. 
 
Applying the steps in Table 6.1 works as expected and separate the in-plane and out-
of-plane phonons. For example, in Г point the first eigenvector extracts the motion 
of G peak which is composed of TO and LO phonons. Whereas, the second 
eigenvector extracts the ZO phonons which can be viewed in VMD as out-of-plane 
motion. On the other hand, applying the steps in Table 6.2 does not provide the 
peaks in the expected positions. This is due to the fact that the velocities after fourier 
transformation is not of normal distribution.    
6.3 Extracting major features of reciprocal space 
It is possible to separate the in-plane and out-of-plane phonons of kveloc using the 
eigenvectors of veloc instead of kveloc with some limitations. We will show the 
method using the simulation of graphene30. NVT is used for 500 ps and followed by 
NVE for 25 ps such that the output is printed every 10 steps.  
Figure 6.3 shows the scree plot which plots the eigenvectors against eigenvalues. 
The eigenvectors are ordered in decreasing order based on their contribution to the 
total variance such that the eigenvector with the highest eigenvalue has the highest 
contribution to the total variance. We note in the scree plot that there are two 
eigenvectors with eigenvalues more than 400 (exactly 437.5 and 410.7). The last 
eigenvectors have the lowest contribution to the variance of veloc. For example, the 
last eigenvector has eigenvalue of 2.52 x 10-11. The first eigenvector is responsible 
of the motions in G peak (TO and LO phonons) at Г point, while the second 
eigenvector is responsible of the ZO phonons at Г point.  
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Before going further in the example, we present some highlight on the relation 
between the real and the reciprocal spaces. There is inverse scaling between the real 
and the reciprocal space which is based on the fourier transform. For example, 
temporal fourier transform of an event that is repeated periodically during a time T 
measured in seconds, will produce the representation of the event using another 
measurement unit that is reciprocal to the unit of seconds, second-1 (Hertz). The 
event that is repeated after long period (high T in real space), will have small 
frequency in reciprocal space. The same logic is applied for the spatial fourier 
transform. As it is spatial, it will convert the length unit to its reciprocal (for example 
cm to cm-1 or Å to Å-1). This means that there is inverse proportionality between the 
lengths or distances in the real and the reciprocal space. We are presenting this 
relation between the real space and the reciprocal space to justify the importance of 
the eigenvectors that have the lowest eigenvalues. In our data, we find all the peaks 
of the reciprocal space in the last three eigenvectors which are usually ignored when 
the PCA is applied because they represent the lowest contribution to the data. In 
other words, to extract the motion of, for example, out-of-plane phonons at K point 
we should look at the last three eigenvectors.    
 
Figure 6.3: Scree plot of veloc: eigenvectors against eigenvalues. 
In our example, veloc is composed of 50000 rows (number of steps) and 5400 
columns (number of atoms 1800 multiplied by 3). Diagonalizing the covariance 
matrix of veloc produces eigenvectors matrix V of size (5400x5400). Each column of 
V represents an eigenvector. Their eigenvalues are plotted in Figure 6.3. Assume 
that we name the eigenvectors in the last columns of V as reciprocal eigenvectors 
and we count them starting from the last column of V. So, the first reciprocal 
eigenvector is column 5400 of V, the second reciprocal eigenvector is column 5399 
of V, and the third reciprocal eigenvector is column 5398 of V. We noticed that these 
three eigenvectors exhibit specific patterns that differ from the other eigenvectors. 
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We plotted the first 400 elements of first, second, and third reciprocal eigenvectors 
in Figure 6.4. On the other hand, plotting any other random eigenvector of V does 
not show any special pattern. For example, Figure 6.5 shows the eigenvectors in 
columns: 1, 4229, and 5397 of V. 
 
Figure 6.4: The last three eigenvectors of V (first three reciprocal eigenvectors) at 
columns: 5400, 5399, and 5398. 
 
Figure 6.5: Three eigenvectors that are chosen randomly from V. The first plot is the 
eigenvector number 1, the second plot is the eigenvector number 4229, and the third plot 
is the eigenvector number 5397. These plots show that there is no specific pattern appear 
in their values in opposite to the last three eigenvectors. 
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Rotating kveloc matrix into the first reciprocal eigenvector isolates the peaks that 
are in z dimension of the k point. Also, rotating kveloc matrix into the second and 
third reciprocal eigenvectors isolate y dimension and x dimension, respectively. We 
will show the rotation result for the K point at (1.701,0). The phonons of this point 
are presented in section 5.3.2. We show here how PCA will approximately isolate 
the phonons of each dimension to visualize their motion alone. Table 6.3 
summarizes the steps to rotate kveloc into the reciprocal eigenvectors to isolate z 
dimension phonons using the first reciprocal eigenvector, y dimension phonons 
using the second reciprocal eigenvector, and x dimension phonons using the third 
reciprocal eigenvector. 
Table 6.3: Steps to rotate kveloc into the reciprocal eigenvectors. 
Step   
1 
Apply the spatial fourier transform (projecting into wavevector (1.701,0)) 
without summation which produces kveloc with size of (M x P). 
2 Calculate the covariance of veloc (not kveloc) using equation 4.11. 
3 
Diagonalize the covariance matrix which produces eigenvectors matrix V 
and eigenvalues matrix S as in equation 4.12. 
4 
Rotate kveloc into the first reciprocal eigenvector (last column of V) using 
equation 4.13.  
5 
Recovering new matrix of velocities with the same size of veloc but 
contains only the motions of one of the three dimensions of kveloc 
phonons using equation 4.14. We will name this matrix as R.  
6 Apply the inverse of spatial fourier transform on R. 
7 
Calculate the atomic positions based on the transformed velocities. For 
visualization in VMD, we should build xyz file of the atomic positions. 
 
After applying PCA based on the steps of Table 6.3, we will have one matrix R of size 
(M x P) corresponds to each reciprocal eigenvector. We will name the R matrix that 
corresponds to the first reciprocal eigenvector as R1, the R matrix that corresponds 
to the second reciprocal eigenvector as R2, and the R matrix that corresponds to the 
third reciprocal eigenvector as R3. To get the PSD of R1, R2, and R3 we calculate the 
summation of each dimension: x, y, and z of the R matrixes. This will produce a 
matrix of three columns and M rows for each R. After that, applying step 3 
(correlation) and step 4 (temporal fourier transform) of Figure 5.8 produces three 
PSDs corresponding to the three R matrixes. The first PSD that is calculated from R1 
is shown in Figure 6.6. Although that it has phonons in the three dimensions but the 
z dimension phonons dominate all the phonons to the extent that x and y curves 
cannot be seen in the figure. The position of the peak is 431 cm-1, exactly as the 
position of ZO and ZA phonons of K point that are calculated in section 5.3.2. There 
is a limitation here regarding to the peak at 1185 cm-1. If we consider the PCA as a 
filter of the peaks of each dimension, we note a leakage here even that the peak is of 
weak intensity in comparison to the z dimension peaks. The second PSD that is 
calculated from R2 is shown in Figure 6.7. The y dimension phonons dominate all the 
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phonons. We have peaks at 1185 cm-1 and 1046 cm-1. These are exactly the peaks at 
y dimension phonons in section 5.3.2 such that we have LA mode at 1185 cm-1 and 
TA mode at 1046 cm-1. The filter here has also leakage at the position 431 cm-1. The 
leaked peak is of intensity that is close to the TA phonons at 1046 cm-1. The third 
PSD that is calculated from R3 is shown in Figure 6.8. The x dimension phonons 
dominate all the phonons. We have peaks at 1633 cm-1 and 1185 cm-1. The first peak 
is exactly as the TO peak at x dimension of section 5.3.2. The second peak, which is 
at 1185 cm-1, is left shifted by 2 cm-1 from the LO peak in section 5.3.2. There is no 
leakage in the phonons of the x dimension.  
 
Figure 6.6: x, y, and z of the PSD of R1. 
 
Figure 6.7: x, y, and z of the PSD of R2. 
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Figure 6.8: x, y, and z of the PSD of R3. 
6.4 Pattern of eigenvectors of the lowest eigenvalues  
Regarding to the pattern that is noticed in the last eigenvectors of V, we have 
implemented many simulations with different settings to test that pattern. We 
noticed that it is affected only by the length of NVE ensemble i.e. production phase. 
Moreover, we noticed that the larger samples need longer production phase to allow 
PCA to filter the phonons of each dimension. The simulations are presented in Table 
6.4. As we note in the table, longer output phase allows the last eigenvectors of veloc 
to have special pattern that can filter the main motions of the fourier transformation 
of veloc without leakage. 
Table 6.4: Summary of the simulations implemented to explore the patterns of the 
eigenvectors. (a) The patterns are presented in Figure 6.4 and the leakage is presented in 
Figure 6.6 and Figure 6.7. 
Unit cells 
of the 
sample  
Timestep  Equilibration 
phase 
Production 
phase 
Sampling rate Pattern 
exists? 
Filter 
quality 
20 x 20  
0.05 fs NVT 500 ps NVE 25 ps Every 10 
steps 
Yes   Filter 
without 
leakage 
20 x 20  
0.05 fs NPT 500 ps NVE 25 ps Every 10 
steps 
Yes  Filter 
without 
leakage 
20 x 20  0.05 fs NVT 500 ps NVE 2.5 ps Every 1 step No    - 
20 x 20  0.05 fs NPT 500 ps NVE 2.5 ps Every 1 step No  - 
20 x 20  
0.1 fs NVT 1 ns NVE 5 ps Every 1 step Yes  Filter with 
small 
leakage 
30 x 30  0.1 fs NVT 1 ns NVE 4 ps Every 1 step No   - 
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30 x 30  0.05 fs NVT 250 ps NVE 2 ps Every 1 step No  - 
30 x 30  
0.05 fs NVT 500 ps NVE 25 ps Every 10 
steps 
Yes(a)  Filter with 
small 
leakage 
 
We can infer from Table 6.4 that the larger sample need longer production phase to 
have the required pattern that can detect the fourier transformed data. The sample 
graphene20 (20 x 20 unit cells) can have very clear pattern in the last eigenvectors 
with small leakage in production phase of 5 ps. However, the sample graphene30 
(30 x 30 unit cells) did not formulate the special pattern in production phase of 4 ps.  
In addition, longer production phase of a sample allow filtration without leakage 
because graphene20 did not formulate the special pattern of the last eigenvectors in 
2.5 ps. However, it formulated clear pattern in 5 ps with small leakage and clear 
pattern without leakage in 25 ps. The sample graphene30 could not reach to 
filtration without leakage in 25 ps which means that the larger sample need longer 
production phase to have clean filtration.  
 The relation between production length and eigenvalues 
Diagonalizing the covariance matrix of the atomic velocities produces eigenvectors 
matrix V with the corresponding eigenvalues matrix S. We have noticed a relation 
between the eigenvalues and the length of the production phase which leads at the 
end to formulate special pattern for the reciprocal eigenvectors and allow filtration 
of the major features of the reciprocal space.  
We will use the histogram to show this relation. First, consider the sample 
graphene20 at three simulations.  
• Case 1: production length of 2.5 ps and no filtration.  
• Case 2: production length of 5 ps and filtration with small leakage. 
• Case 3: production length of 25 ps and filtration without leakage. 
The histograms of the three cases are shown in Figure 6.9. The longest bar (leftmost) 
represents the eigenvalues of the lowest variances while the shortest bar 
(rightmost) represents the eigenvalues of the highest variances. It is obvious that 
most of the eigenvalues has very small variances. The important point we need to 
highlight in the figure is that case 3 distributes the variances among all the 
eigenvectors such that the final shape of its histogram of the eigenvalues has 
approximately exponential distribution or half of the Laplace distribution. It is 
similar to the shape of the data distribution after fourier transform as in the 
histogram of kveloc matrix (see Figure 6.2). In case 1, most of the eigenvectors has 
very small eigenvalues, while few eigenvectors have very large eigenvalues.   
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Figure 6.9: Histograms of the eigenvalues of graphene20 (Case 1): length 2.5 ps, (Case 2): 
length 5 ps, and (Case 3): length 25 ps. 
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Figure 6.10: Histograms of the eigenvalues of graphene30 (Case 4): length 2 ps, (Case 5): 
length 4 ps, and (Case 6): length 25 ps. 
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Considering the sample graphene30 at three simulations.  
• Case 4: production length of 2 ps and no filtration.  
• Case 5: production length of 4 ps and no filtration. 
• Case 6: production length of 25 ps and filtration with small leakage. 
Figure 6.10 shows also that when the histogram of the eigenvalues approximates 
exponential distribution, we obtain the best quality of the reciprocal eigenvectors. 
Moreover, the larger sample provides larger number of eigenvectors in the leftmost 
bar in comparison to the other bars. This means that majority of the eigenvectors in 
case 4 and case 5 has very small eigenvalues.  
Table 6.5: The exact value of the first 10 and last 10 eigenvalues of all the cases of 
graphene20 and graphene30. 
Eigen 
value # 
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
1 1221.34 836.91 257.24 2494.06 1390.04 437.50 
2 1209.08 715.99 238.82 2339.80 1227.90 410.72 
3 1027.77 708.45 209.47 2076.73 1199.25 382.99 
4 972.80 664.18 190.49 2017.61 1135.64 365.76 
5 891.75 641.52 190.15 1955.95 1100.18 362.57 
6 863.06 586.13 187.71 1869.93 1059.52 353.17 
7 838.92 556.91 182.69 1739.29 1027.76 343.94 
8 782.50 532.35 178.16 1733.45 953.07 337.59 
9 767.03 486.07 176.87 1656.05 943.32 336.58 
10 689.22 473.35 173.32 1627.40 910.34 328.48 
. 
. 
. 
      
Last10 2.79 x10-11 1.50x10-09 0.01241 1.15 x10-11 2.038 x10-11 1.01 x10-05 
Last9 2.77 x10-11 1.49 x10-09 0.01238 1.14 x10-11 2.036 x10-11 9.75 x10-06 
Last8 2.76 x10-11 1.30 x10-09 0.01219 1.13 x10-11 2.011 x10-11 9.56 x10-06 
Last7 2.71 x10-11 1.20 x10-09 0.01197 1.12 x10-11 1.99 x10-11 9.48 x10-06 
Last6 2.65 x10-11 1.16 x10-09 0.01132 1.11 x10-11 1.98 x10-11 9.30 x10-06 
Last5 2.57 x10-11 1.04 x10-09 0.01118 1.09 x10-11 1.95 x10-11 8.98 x10-06 
Last4 2.56 x10-11 7.74 x10-10 0.01103 1.06 x10-11 1.93 x10-11 8.75 x10-06 
Last3 2.51 x10-11 2.96 x10-11 3.05 x10-11 1.02 x10-11 1.89 x10-11 2.64 x10-11 
Last2 2.38 x10-11 2.80 x10-11 2.79 x10-11 1.01 x10-11 1.86 x10-11 2.58 x10-11 
Last1 2.35 x10-11 2.70 x10-11 2.76 x10-11 9.95 x10-12 1.65 x10-11 2.52 x10-11 
 
Table 6.5 shows the exact value of the first 10 and last 10 eigenvalues of all the cases 
of graphene20 and graphene30. We note in case 1, case 4, and case 5 (no filtration) 
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that all the last 10 elements are very small numbers and are approximately of the 
same order of magnitude. Case 3 is the only case that achieves filtration without 
leakage and the values of its last three eigenvalues are very far from the other 
elements. The ratio of Last3 to Last4 in case 3 is 2.77x10-9. Case 2 and case 6 achieve 
filtration with small leakage and their last three elements started to gain values 
smaller than the other elements but still not to a large degree.  
6.5 General notes on PCA and the reciprocal space  
By the end of this chapter, it is worth mentioning that calculating the eigenvectors 
from atomic positions instead of the atomic velocities produces the reciprocal 
eigenvectors and the same filtration of each dimension of all the k points except the 
Г point. This is because the Г point does not pass by fourier transformation and it 
depends on the eigenvectors of the highest variance, so it should be extracted from 
the velocities, while the other k points are fourier transformed. Looking at the 
equation 4.1 (presented below), we note that the atomic positions (Qj) are in the 
exponent of the spatial fourier transform and the atomic velocities are highly related 
to the atomic positions. This can explain the results we gained from the reciprocal 
eigenvectors of velocities and positions. This equation builds inverse scaling 
between its left and right sides, so the lowest variances in Qj contribute more in the 
left side of the equation. 
𝒗𝑘
𝑑(𝑡) =   ∑ 𝒗𝑗
𝑑 (𝑡) 𝑒−𝑖𝒌.𝑸𝑗(𝑡)𝑁𝑗=1     
In addition, we did not notice fixed correspondence between the order of the 
reciprocal eigenvectors and the dimension of the phonons. In the example we 
presented, the first reciprocal eigenvector was corresponding to the z dimension 
phonons, however, in another simulation it was corresponding to y dimension. Also, 
the reciprocal eigenvectors of atomic positions and atomic velocities do not 
correspond to the same dimension although that they are extracted from one 
simulation. 
6.6 summary 
In this chapter we explained how PCA can be used to extract the major features in 
the real and reciprocal space using one diagonalization process of the atomic 
velocities. The major features of the real space can be extracted from the 
eigenvectors with the highest eigenvalues. Whereas, the major features of the 
reciprocal space can be extracted from the eigenvectors with the lowest eigenvalues. 
The condition to allow the extraction of the reciprocal space features is to have long 
simulation that distributes the variances among the eigenvectors such that their 
eigenvalues exhibit exponential distribution. We presented the special pattern that 
we noticed for the reciprocal eigenvectors and their eigenvalues.  
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7. Single vacancy defect 
This chapter presents the phonon frequencies of the sample that is composed of 30 
x 30 unit cells (graphene30). We show how the phonons are affected by the vacancy 
defect by comparing a perfect sample of graphene30 and defected sample of 
graphene30. Section 7.1 presents the phonons of the perfect graphene30 and 
compare it with previous studies of graphene phonons. In section 7.2, we compare 
the phonons of the defected graphene30 with the perfect sample. Section 7.3 
presents some of the phonon modes extracted from the perfect graphen30 using 
PCA. 
7.1 Perfect graphene30  
The simulation is conducted using the settings in Table 5.2. The points of k-path are 
calculated based on the equations of section 0. As the lattice constant a is calculated 
from the interatomic distance a0, we have extracted the interatomic distances 
throughout all the production steps and calculated the lattice constant from their 
average. The resulted k-path of graphene30 is shown in Figure 7.1. The high 
symmetry points and the lattice constant calculated from the simulation using 
periodic boundary conditions are presented in Table 7.1.   
 
Table 7.1: High symmetry points, bond length, and lattice constant extracted from perfect 
graphene30. 
Parameter Value 
Lattice constant a 
2.462 ≈ 
(2.46196028106960) 
Bond length a0 1.421 
Г point (0 , 0) 
K point (1.701 , 0) 
M point (1.276 , 0.736) 
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Figure 7.1: k-path between the high symmetry points of the Brillouin zone of graphene. It 
is calculated from the sample of 30 x 30 unit cells using lattice constant that is extracted 
from simulation at 300 K. 
Based on L. Wirtz et al [121], the lattice constant a at room temperature is 2.462 Å 
which is identical to the value calculated in Table 7.1. The bond length a0 and the 
high symmetry points are related to the lattice constant a using the equations 2.4 
and 2.5, respectively. Our lattice constant a is approximated by rounding to three 
decimal places and the exact value is a = 2.46196028 Å.  
The phonon dispersion relation that is calculated for the perfect graphene30 is 
shown in Figure 7.2 in addition to the phonon dispersion that is measured 
experimentally by H. Yanagisawa et al [122] for comparison. The experimental 
values are calculated using high-resolution electron energy-loss spectroscopy 
(HREELS). HREELS is a technique that studies the vibrational modes of a surface 
using the inelastic scattering of electrons on that surface. A beam of electrons is 
scattered on the phonons of the investigated sample and losses or gains a specific 
amount of its energy. This energy is used to study the properties of the sample [123]. 
The selection rules of HREELS measurements in Ref. [122] prevent the observation 
of TA mode. In Table 7.2 we present the phonon modes at the high symmetry points 
that are calculated experimentally from [122], using ab-initio from [121], using 
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LCBOPII from [116], using Tersoff-2010 from [78], and our calculation of 
graphene30 phonons using AIREBO. The ab-initio calculations are performed with 
the code ABINIT [124] by L. Wirtz et al [121]. LCBOPII [125] is empirical potential 
that is improvement of LCBOP [76]. The exact values of phonon modes of 
experimental, ab-initio, and LCBOPII are taken directly from the references or by 
contacting the authors if the exact values are not presented in the reference. 
However, the phonons of Tersoff-2010 are extracted by digitizing the data 
presented graphically in Ref. [78] using WebPlotDigitizer version 4.1 [126]. The 
reliability and validity of WebPlotDigitizer is studied and proved to be high by D. 
Drevon et al [127]. Due to the better accuracy of ab-initio simulations in comparison 
to the empirical potential simulations, phonon modes of ab-initio simulations agree 
well with the experimental measurements. In contrast, the empirical potentials 
provide less accurate phonon modes, although that they provide different behaviour 
with different modes. In Figure 7.3, we present the difference between the phonon 
modes of ab-initio simulations and three empirical potentials simulations. The blue 
bars represent the difference between the modes of ab-initio and AIREBO. The green 
bars represent the difference between the modes of ab-initio and LCBOPII. The 
yellow bars represent the difference between the modes of ab-initio and Tersoff-
2010.  
 
 
Figure 7.2: Phonon dispersion relation of the perfect graphene30. The red ‘+’ symbols 
represent the experimental values calculated by H. Yanagisawa et al [122]. The TA mode is 
not presented in the experimental modes because the selection rules of HREELS prevents 
its measurement. There is a good agreement in the ZA, LA, and LO modes, while the ZO 
mode is only approximated close to the K point. 
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Table 7.2: Phonon frequencies at the high symmetry points in cm-1. Ab-initio values are 
from Ref. [121]. Experimental values are from Ref. [122] except: (a) Ref. [113] and (b) Ref. 
[115]. LCBOPII values are from Ref. [116] and Tersoff-2010 values are from Ref. [78] 
  Experiment  
 
Ab-initio LCBOPII Tersoff-
2010 
Perfect 
graphene30 
(AIREBO) 
Г TO/LO  1581(a) 1569 1563 1580 1626 
ZO 822(b) 884 797 1217 563 
K TO 1287 1289 1513 1562 1637 
LO 1287 1221 1153 1141 1187 
ZO 587 539 405 642 430 
TA  1004 1033 1051 1038 
LA 1212 1221 1153 1121 1184 
ZA 482 539 405 564 430 
M TO 1390   1396 1441 1478 1581 
LO 1322    1346 1290 1289 1340 
ZO 634    640 540 813 515 
TA  634 713 738 696 
LA 1327    1338 1282 1252 1284 
ZA 450    476 265 398 310 
 
 
Figure 7.3: Difference between the frequency of phonon modes calculated using empirical 
potentials (AIREBO, LCBOPII, and Tersoff-2010) and ab-initio simulation. 
As shown in Figure 7.3, LCBOPII outperforms the others in the 4 modes (Г ZO, K TO, 
M TO, M ZO). AIREBO outperforms the others in the 4 modes (K LO, K LA, M LO, M TA). 
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Tersoff-2010 outperforms the others in the 2 modes (K ZA, M ZA). LCBOPII and 
Tersoff-2010 outperforms AIREBO in the mode (Г TO/LO). LCBOPII and AIREBO 
outperforms Tersoff-2010 in the 2 modes (K TA, M LA). AIREBO and Tersoff-2010 
outperforms LCBOPII in the mode (K ZO).  
We can note that AIREBO provides high error (higher than 100 cm-1) in the out-of-
plane modes (ZO, ZA) at all the high symmetry points. The same is noted with 
LCBOPII except the ZO mode at the Г point. Tersoff-2010 provides the best 
description of the ZA mode at K and M points which allow it to calculate thermal 
conductivity closer to the experimental values [128, 129, 74, 130, 131, 132]. Also, 
AIREBO provides high error (higher than 100 cm-1) with the TO mode at K and M 
points. On the other hand, AIREBO provides error of approximately 60 cm-1 or fewer 
for the LO, LA, and TA modes at all the high symmetry points. Hence, we can say that 
AIREBO has limitations in the calculation of TO, ZO, and ZA modes which affects its 
ability to measure some of the properties of graphene such as the thermal 
conductivity. In general, the acoustic modes are responsible of the high thermal 
conductivity of graphene [133, 134]. Based on H. Zhang et al [134], the ZA mode is 
estimated to contribute 43% of the total thermal conductivity of graphene although 
that many studies conclude different contribution of the three acoustic modes [133, 
135]. Some of the studies indicate that LA and TA modes have major contribution to 
the graphene thermal conductivity in comparison to the ZA mode [136]. Regarding 
to TO mode at K point, we note that all the three empirical potentials produce high 
error (higher than 200 cm-1). The TO mode of graphene near the K point should has 
a drop in frequency because of the strong electron-phonon coupling [109]. However, 
this effect needs electronic level of calculations which is not available in the 
empirical potentials. This leads to the high error in the calculation of TO mode in all 
the three empirical potentials we presented. 
To improve the accuracy of the ZO and ZA phonons, the torsional potential needs to 
be improved. An optimization of some of the parameters of REBO, which is 
conducted by Lindsay et al [74], improved the parameter T0 which is responsible of 
the rotation around the double bonds. This improvement changes the out-of-plane 
modes (ZA and ZO) of graphite to closer value to the experimental phonons. Based 
on the optimization of REBO, we can say that improving the torsional term of 
AIREBO that handles the rotation around the single bonds can cause improvement 
in the ZA and ZO modes. To justify this claim, we have used the improper angle. The 
improper angle can be used to measure the planarity of the atomic structure. The 
improper angle depends on four atoms, one central atom i that is covalently bonded 
to three atoms j, k, and l [137] as shown in Figure 7.4. The improper angle is the 
angle between the plane formed by atoms j, k, and l and the plane formed by the 
atoms i, j, and k. We have extracted all the improper angles of graphene30 
throughout all the production steps and calculated its autocorrelation. The temporal 
fourier transformation of the autocorrelation is shown in Figure 7.5. The fourier 
transformation shows only one peak at the position of the ZO phonons at the Г point.  
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Figure 7.4: Atom indices to define the improper angle. 
 
Figure 7.5: Relation between the improper angle and the out-of-plane phonons. Blue curve 
represents the fourier transform of autocorrelation of improper angles. Red curve 
represents the phonons at Г point that are calculated from atomic velocities. 
 
In general, we can note that AIREBO does not reproduce the accurate values of the 
experimental phonons, however, it captures some of the phonon trends as we can 
see in Figure 7.2. For example, TA and LA branches exhibit linear dispersion around 
the Г point while the ZA branch has a quadratic dispersion around the Г point. In 
addition, there are crossings in the ZA/ZO branches and LA/LO branches at the K 
point which is also produced in the ab-initio calculations [121].  
7.2 Defected graphene30 
The simulation of the defected graphene30 is conducted using the settings in Table 
5.2. Having vacancy defect in graphene change the coordination number of the 
atoms near the vacancy point. In a perfect sheet each atom is connected to three 
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other carbon atoms. We will name these type of atoms as C3 based on their 
coordination number. In a sample that has single vacancy defects, the coordination 
number of the atoms that are near to the vacancy point changes to two instead of 
three. We will name these under-coordinated atoms as C2. The structure of the 
atoms around vacancy point is presented in Figure 7.6. The under-coordinated 
atoms in the two-dimensional materials has strong effect on the phonon scattering 
more than the vacancy itself [138]. As we are using periodic boundary conditions 
without edge effect as depicted in section 05.2.4, the edge atoms are interacting with 
the periodic images of the sheet, so they are considered as C3. The high symmetry 
points, bond length, and the lattice constant calculated from the simulation of the 
defected graphene30 are presented in Table 7.3. The lattice constant is calculated 
from the bond length a0 which is the average of all the bonds of the sheet regardless 
if the bond is connected to C2 or C3 atom. The bond length of C3 atoms is calculated 
from the bonds that are only connected to C3 atoms and the same is done for the 
bonds of C2 atoms.  
 
Table 7.3: High symmetry points, bond length, and lattice constant extracted from the 
perfect graphene30, 3.22%, and 8.11% vacancy defect. The results of the perfect sample 
are repeated from Table 7.1 to simplify the comparison. 
Parameter Perfect graphene 
3.22% vacancy 
concentration 
8.11% vacancy 
concentration 
Lattice constant a 
2.462 ≈ 
(2.46196028) 
2.452 ≈ 
(2.45197001) 
2.445 ≈ 
(2.44557589) 
Bond length a0 1.421 1.416 1.412 
Bond length of C3 
atoms 
- 1.416 1.413 
Bond length of C2 
atoms 
- 1.410 1.407 
Г point (0, 0) (0, 0) (0, 0) 
K point (1.701, 0) (1.708, 0) (1.713, 0) 
M point (1.276, 0.736) (1.281, 0.740) (1.285, 0.742) 
 
In the following sections we will present the analysis of the results that are extracted 
from the simulations of the defected graphene. 
 Bond length 
Some of the behaviour of atoms around the vacancy points cannot be captured by 
classical potentials because they need electronic interactions to be captured. For 
example, the vacancy defects play a strong role in the scattering of the charge 
carriers: electrons and holes. This scattering effect reduces the localization length 
and the electronic transport of graphene [40]. However, this effect needs 
calculations at the electronic level which cannot be handled by the classical 
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potentials.  In addition, the behaviour of the defected graphene differs based on 
concentration of the vacancy defect. Actually, each one of the three C2 atoms that 
are adjacent to the vacancy point have one sp2 dangling bond [139, 40, 140]. In an 
ab-initio calculation conducted by M. Yuchen et al [139] on graphene sheet 
composed of 128 atoms and has one vacancy defect, it is reported that two of the C2 
atoms ( atom 1 and atom 2 in Figure 7.6) move closer and form weak covalent bond 
which make a five-member ring (pentagon) and a nine-member ring structure, 
while the third C2 atom is displaced by 0.18 Å out of the plane. The length of the 
weak covalent bond between atom 1 and atom 2 is 2.02 Å. Similar behaviour is 
reported by A. Raji et al [141], Q. Jiang et al [142] and L. Rodrigo [143]. A. Raji et al 
measured the distance between atom 1 and 2 to be 1.98 Å [141], while the distance 
between atom 1 and 3 and the distance between atom 2 and 3 is 2.55 Å. It is also 
reported by L. Vicarelli et al [40] that it is possible to observe the migration of single 
vacancies to form double vacancies in temperature of 200 K or higher.  
 
 
Figure 7.6: The structure of vacancy in the graphene sheet. The red atoms are two-
coordinated (C2) and the blue atoms are three-coordinated (C3). 
The bond between two C2 atoms and the vacancy migration are not noted in our 
classical simulation. This limitation of classical potentials is indicated also by Ref. 
[144, 143]. We picked one of the vacancy points of the sample of 3.22% vacancy 
concentration randomly and measured the distances between the three atoms near 
the vacancy during all the simulation steps. We found that the average of the 
distance between atom 1 and 2 equals 2.74 Å. The minimum and maximum 
distances are 2.51 Å and 3.08 Å, respectively. The average, minimum, and maximum 
distances between atom 1 and 3 are 2.74 Å, 2.48 Å, and 3.16 Å, respectively. The 
average, minimum, and maximum distances between atom 2 and 3 are 2.74 Å, 2.50 
Å, and 3.01 Å, respectively. As we explained in section 3.3, AIREBO allows two atoms 
to be connected by covalent bond only if their distance is less than a covalent bond 
cut-off which is 2 Å. Changing any parameter in the potential need toning that 
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parameter with the other parameters to prevent spurious behaviour during 
simulation.  Furthermore, in the ab-initio simulations, the length of weak covalent 
bond between atom 1 and 2 is close to 2 Å (2.02 Å in Ref. [139], 1.98 Å in Ref. [141], 
and 2.09 in Ref. [143]). Hence, a covalent bond cut-off of 2 Å in AIREBO should not 
prevent the bond if the three C2 atoms near the vacancy are arranged such that two 
of them move closer to allow the covalent bond. This bond will be weaker than the 
bonds between C3 atoms if its length is longer as in the ab-initio simulations.  
It is noted from Table 7.3 that C2 bonds are shorter than C3 bonds which is indicated 
from another simulation of vacancy defect of graphene using AIREBO [145]. The 
shorter bonds have stronger interatomic bonding [145]. Also, in an ab-initio study 
of the properties of graphene with single vacancy, it is reported that the bonds 
between C2 atoms are shorter than the bonds between the C3 atoms by 
approximately 0.02 Å [146]. In a research that used bond-order-length-strength 
(BOLS) theory to study the effect of vacancy on the phonon scattering of graphene 
[138], it is reported that the bonds between C2 atoms are shorter and stronger than 
the bonds between C3 atoms. We noticed in our simulation that the C2 atoms have 
higher potential energy than C3 atoms as shown in Figure 7.7 for the sample of 
3.22% vacancy concentration. 
 
 
Figure 7.7: Potential energy of the atoms in the sample graphene30 with 3.22% vacancy 
points. Blue colour represents the highest energy in the scale, while red colour represents 
the lowest energy. 
The last point we need to indicate is about the bond length a0. It is an average value 
calculated from all the bonds of the defected sample regardless if the bond is 
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connected to C2 or C3 atoms. We noticed in our simulations that a0 of the defected 
graphene is shorter than the perfect graphene and it decreases more with the 
vacancy concentration of 8.11%.  This result is noticed by ab-initio simulation by E. 
Zaminpayma et al [146]. The authors found that the bond length for the relaxed 
pristine graphene is 1.43 Å, while the bond length for the graphene with single 
vacancy is 1.41 Å. 
 G peak  
The frequency of the phonon modes can be shifted to higher values by shortening 
the bonds’ length which increases their strength [145, 147, 62]. As we mentioned in 
the previous section, the average of the bond length a0 in the defected graphene is 
shorter than the perfect graphene. It is expected that this will cause an increase in 
the phonon frequencies. Throughout this section we will explain how the G peak 
react with the vacancy defect. 
The phonons at Г point that are calculated from the perfect and the defected 
graphene are shown in Figure 7.8. Many issues can be noted from the figure. In 
atypical phonons of a perfect graphene at Г point, a strong peak should be existing 
around 1600 cm-1. This peak is called G band and it corresponds to the degenerate 
LO and TO phonon modes at the Г point [148]. As we note in Figure 7.8, the 
degeneracy of the G band is broken in the vacancy defected graphene. The insets (a), 
(b), and (c) show the Cauchy fitting of the G peak of the three samples. The fitting of 
the perfect sample is implemented using one Cauchy peak, while the fitting of the 
defected samples is implemented using summation of two Cauchy peaks to simulate 
the splitting of the G peak. We used the differential evolution algorithm to optimize 
the fitting. Based on the fitting the position of the G peak of the perfect graphene is 
1629 cm-1. In the 3.22% defected graphene the LO phonon mode position is 1671 
cm-1 and the TO phonon mode position is 1799 cm-1. In the 8.11% defected graphene 
the LO phonon mode position is 1688 cm-1 and the TO phonon mode position is 1807 
cm-1. In addition, the defect causes broadening and lower intensity of the G peak. 
This behaviour is frequently reported in the researches which study defect effect of 
G band of graphene as Refs. [149, 150]. 
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Figure 7.8: Phonons of the perfect and the defected graphene (3.22% and 8.11% vacancy 
concentration) at Г point. The inset (a) shows the Cauchy fitting of G peak of the perfect 
graphene, the inset (b) shows the Cauchy fitting of G peak of the 3.22% defected graphene, 
and the inset (c) shows the Cauchy fitting of G peak of the 8.11% defected graphene. 
 
Regarding to the frequency of the G band, we observe that it is upshifted. This shift 
is expected if we relate it with the shorter and stronger bonds we calculated from 
our simulations of the defected graphene. Despite that, in comparison with the 
reported behaviour of G peak in the literature, we noticed various results. We will 
classify the G peak behaviour with defect into groups based on the results we found 
in the literature. It is worth mentioning here that our purpose is not to provide 
detailed review of the defect effect on G peak, however, we will give examples of 
every group. 
Group1: researches that study the effect of defect experimentally. In this group the 
defect is introduced in the pristine graphene using means such as electron-beam 
irradiation, ion bombardment, and soft x-ray irradiation [149]. Raman spectroscopy 
can be used to investigate the properties of graphene because the defected samples 
have phonon modes called D-band. The intensity the D-band is highly related to the 
concentration of the defect such that it increases as the amount of the defect 
increases [44]. In this group, the samples contain variety types of defects which are 
the defects that were exist before applying the defection tool such as irradiation and 
the defects that are introduced by the irradiation [150]. Hence, it could be more than 
the simple single vacancy we study in our research. However, some of these tools is 
known to produce vacancy defects such as single, double, and triple vacancies. This 
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type includes ion bombardment [149]. This group indicates that the G band 
frequency increases with the disorder such as Refs. [149, 150, 151, 152, 153, 154, 
155, 156].  
Group 2: researches that study the effect of defect using simulations and indicate 
that the G peak is upshifted by the vacancy defect. H. Zhang et al [134] studied the 
vacancy defect using the optimized REBO potential [74] and he reported a blueshift 
in the high frequency optical phonon modes of the phonon density of states. J. Park 
et al [157] used AIREBO in Lammps to study the effect of vacancy defects on the 
phonons of single-walled carbon nanotubes (SWCNT). He introduced 1%, 2%, and 
3% single vacancy concentration in (6, 6) SWCNT. The G peak of carbon nanotubes 
is splitting such that TO and LO modes do not degenerate. We used WebPlotDigitizer 
to extract the position of the highest pin of G peak from the plotted phonons and 
found that the position of G peak of perfect SWCNT is 1698 cm-1. The position of the 
G peak of the defected samples are 1701 cm-1, 1717 cm-1, and 1727 cm-1 for the 1%, 
2%, and 3% vacancy concentration, respectively. We note that 1% concentration has 
approximately no effect on the phonon position while 3% concentration caused 
upshift of 29 cm-1. In addition, V. Popov et al [158] conducted tight binding 
calculations of the effect of defects on a supercell of graphene that is composed of 
47 atoms. He removed one carbon atom to study single vacancy with concentration 
of 2.1%. The frequency of the G band in the perfect sample was 1780 cm-1 while the 
frequency of the G band of the defected sample was 1787 cm-1 which means that it 
is upshifted by 7 cm-1. 
Group 3: researches that study the effect of defect using simulations and reported 
no effect of the defect on the G peak. There are some studies that consider small 
vacancy concentration and inferred no effect on the high frequency optical phonons. 
L. Sha et al [159] studied lattice vibration of graphene with single vacancy. He 
removed one atom from a sheet that is composed of 112 atoms, which represents 
concentration of 0.9%. He concluded that the phonon density of states of the pristine 
graphene is approximately the same as the phonon density of states of the 0.9% 
vacancy graphene. J. Jiang et al [62] implemented ab-initio calculations to explore 
the effect of removing one atom from armchair ribbon that is composed of 100 
atoms. The concentration of this vacancy is 1%. They found no difference between 
the high optical phonons of the pristine and the defected graphene although that the 
vacancy caused high reduction in the thermal conductivity when the vacancy 
situated at the centre of the nanoribbon. As we note, these researches explored small 
concentration of the vacancy which has insignificant shift on the high optical 
phonons. The same is noted in Ref. [157] which explored 1%, 2%, and 3% 
concentrations and found negligible effect in case of 1% concentration.   
Group 4: researches that used the forced vibrations method (forced oscillator 
method) conducted by Md. Sherajul et al [160, 161] and found that G peak frequency 
decrease with the disorder. The researcher implemented the forced oscillator 
method on graphene sheet that is composed of 10,500 atoms [161] and armchair 
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nanoribbon that is composed of 18,035 atoms [160]. The forced oscillator method 
is a large-scale model that is developed by M. Williams et al [162]. This method can 
be used to describe phonon interactions of large scale physical systems [160, 161, 
163]. It has limitations because of the insufficient description of the atomic motion 
[163, 164, 165].  
Another point that we can note in Figure 7.8 is that the defected graphene has new 
phonons at the position around 60 cm-1. The vibrational modes that appear outside 
the allowed range of phonon modes of the perfect crystal are called local modes. The 
energy of these modes is concentrated at the defect position [161]. To highlight 
these modes better we plot the phonons of the 3.22% concentration alone. We 
calculated the phonons of the C2 atoms, C3 atoms, and the total atoms as shown in 
Figure 7.9. We note that phonons C3 atoms and the total atoms are approximately 
identical except a small low-frequency peak in the curve of the phonons of total 
atoms (blue curve). This is because C3 atoms are dominated and they represent the 
majority of the total atoms while C2 atoms are only 174 atoms among the total of 
1742 atoms. In the inset (a), we presented the Cauchy fitting of the low frequency 
peak of the C2 atoms. Based on the fitting its position is 59.3 cm-1. The fitting is 
implemented using one Cauchy peak. These low frequency phonons, which are 
strong in the phonons of C2 atoms, are noted by many researchers such as Refs. 
[145, 134]. It is predicted that the mismatch between the potential energy of C2 and 
C3 atoms which leads to mismatch between their phonons causes phonon scattering 
near the vacancy sites [145, 138]. 
 
 
Figure 7.9: Phonons of 3.22% vacancy concentration at Г point. The inset (a) shows the 
Cauchy fitting of the low peak of C2 atoms. 
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 Phonon dispersion relation 
We conclude this chapter by a complete picture of the phonons produced from our 
simulations of the perfect and defected graphene. We present the phonon dispersion 
relation of the 3.22% defect concentration in comparison to the perfect graphene. 
Table 7.4 lists the calculated phonon modes at the high symmetry points.  
Table 7.4: Phonon frequencies of perfect graphene and 3.22% vacancy defected graphene 
at the high symmetry points in cm-1. 
 
 Perfect 
graphene30 
(AIREBO) 
Defected 
graphene30 
(AIREBO) 
Г 
TO/LO  1626 1671 
ZO 563 569 
K 
TO 1637 1658 
LO 1187 1238 
ZO 430 408 
TA 1038 1036 
LA 1184 1232 
ZA 430 408 
M 
TO 1581 1619 
LO 1340 1375 
ZO 515 513 
TA 696 727 
LA 1284 1342 
ZA 310 284 
 
 
Figure 7.10: Phonon dispersion relation of the perfect and the defected (3.22% vacancy) 
graphene.  
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It is known that the single vacancy defect reduces the thermal conductivity of 
graphene dramatically even with concentration less than 3% [134]. The acoustic 
phonons represent the main heat carriers in graphene at room temperature [133] 
while the optical modes have less effect on the thermal conductivity at room 
temperature [134]. These phonons which carry the heat are scattered by other 
phonons and vacancy defect [133]. We note from Figure 7.8 and Figure 7.9 that new 
phonons appear around 60 cm-1 caused by C2 atoms which scatter the heat carrier.  
The exact values of the phonon modes at the high symmetry points are listed in 
Table 7.4. The broadening of the phonon peaks caused by defect is an important 
effect that cannot be captured only by the phonon frequencies. To clarify this effect, 
we plotted the phonons at the K point at x, y, and z dimensions in Figure 7.11, Figure 
7.12, and Figure 7.13, respectively. The broadening is clear at all the phonon modes. 
The broadening of the phonon modes means that the lifetime of these modes is 
reduced. This causes reduction of their mean free path and consequently their 
contribution to the thermal conductivity [134]. Moreover, we can induce from 
Figure 7.8 that the broadening become worse with higher defect concentration. We 
reproduced the three figures in one figure to highlight the proportionality between 
the phonon modes, especially the acoustic modes as shown in Figure 7.14. The ratio 
of the intensity of ZO & ZA modes to LA mode in the perfect graphene is 0.63, while 
ratio in the defected graphene is 3.28. This means that the out-of-plane modes 
jumped from being approximately half of the LA mode in the perfect graphene to be 
three times higher than LA mode. The ratio of the intensity of TA to LA modes in the 
perfect graphene is 0.01 and it is converted to 1.36 in the defected graphene. This 
indicates a reduction of the LA phonons in comparison to the ZA and TA phonons in 
the defected graphene. In a recent study conducted by J. Zou et al [136], the 
contribution of LA, TA, and ZO & ZA modes to the thermal conductivity is explored 
using many potentials including AIREBO. The authors conclude that AIREBO 
provides 66.5%, 28.6%, and <5% contribution of LA, TA, and ZO & ZA modes, 
respectively. This has strong relation with the phonon modes we produced using 
AIREBO because the LA phonons intensity is highly reduced by defect which leads 
to reduction in the thermal conductivity. It is worth mentioning that different 
methods can provide different contribution to the thermal conductivity as in Refs. 
[134, 136]. They produce different contributions of the modes using REBO and the 
optimized REBO potential and they used different methods.   
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Figure 7.11: Phonons of graphene at K point (x dimension). Top is the perfect graphene 
and bottom is the defected. 
 
 
Figure 7.12: Phonons of graphene at K point (y dimension). Top is the perfect graphene 
and bottom is the defected. 
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Figure 7.13: Phonons of graphene at K point (z dimension). Top is the perfect graphene 
and bottom is the defected. 
 
 
Figure 7.14: All the phonon modes of graphene at K point to compare their intensities. Top 
is the perfect graphene and bottom is the defected. 
7.3 Visualization of motions of different phonon modes using PCA  
In this section we will select some of the phonon modes to extract their motions 
from the perfect graphene sample. The extracted motions can be shown as video 
files or using images of ribbons with arrows that determine the motion direction of 
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atoms. Here we will show the motion using arrows on ribbon images. We will 
compare the extracted motions with the description we found in the literature about 
graphene phonon modes. However, we should take into account two points. 1) In 
the literature, the authors draw each phonon mode separately, while, in our method, 
it is very likely that we got multiple phonon modes in one extracted motion. 
Moreover, the reciprocal eigenvectors extract the motion of each dimension of the 
reciprocal space separately. Mixing many phonon modes affect the direction of the 
atomic motions. Despite that, we will relate the motion with the intended phonon 
modes. 2) We will compare our motions with phonon modes extracted from ab-
initio calculations, hence, there is a difference in the accuracy level. 
The modes that are related to the Г point are extracted using the eigenvectors with 
the highest variance. On the other hand, the modes that are related to the other k 
points are extracted using the eigenvectors with the lowest variance (reciprocal 
eigenvectors). Following are some of the extracted motions. 
 Г point: TO and LO modes (G peak) 
At Г point we should find G peak which is composed of TO and LO modes at the same 
frequency. The motion of this peak is extracted using the first eigenvector of 
graphene30. Figure 7.15 shows the motion extracted at step 18500 and Figure 7.16 
shows the motion extracted at step 18550. Ref. [166] shows the TO and LO modes 
at Г point separately. We note approximation of the TO and LO modes in Figure 7.15 
and Figure 7.16, respectively, as highlighted by the red arrows. The two modes are 
extracted from one video, so the atomic motion is affected by the two modes in the 
same time.  
 
 
Figure 7.15: G peak motion extracted at step 18500. The red arrows show the TO mode at 
Г point. 
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Figure 7.16: G peak motion extracted at step 18550. The red arrows show approximation 
of the LO mode at Г point. 
 
 Г point: ZO mode 
At Г point we should find also ZO mode. It appears in our simulation at frequency 
563 cm-1. The motion of this peak is extracted using the eigenvector number six of 
graphene30. Ref. [167] shows the ZO mode at Г point. It is also shown in Ref. [168] 
under the name Г4+. Figure 7.17 shows the motion extracted at step 18550. 
 
 
Figure 7.17: Motion extracted at step 18550. The red arrows show the ZO mode at Г point. 
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 M point: LO mode 
The modes of M point are extracted using the reciprocal eigenvectors. In our 
simulation we found LO and LA modes at the third reciprocal eigenvector. M. Mohr 
et al [168] show the motion of LO mode at M point. The authors referred to this mode 
as M1+ mode. We have chosen three hexagons that are in diagonal axis (Figure 7.18) 
because in the video we noticed the atoms motions showing diagonal direction. Our 
method extracts the motion of each dimension alone such that the motion in x 
dimension is extracted by the third reciprocal eigenvector which carries the LO 
phonons. Hence, all the arrows we extracted from this video are in x dimension. We 
can note in the figure that the arrows are arranged such that they take shape of two 
diagonal lines, one of them is moving to left and the other is moving to right. This is 
what we show in Figure 7.18. In Ref. [168], they show the LO phonons at M point in 
in the same diagonal direction except that their arrows are heading in an angle 
between the x and y dimension. The main reason for this difference is that our 
method can capture only one dimension in every reciprocal eigenvector: x, y, or z.     
 
 
Figure 7.18: Motion extracted at step 18550. The red arrows show approximation of the 
LO mode at M point. The two dotted rectangles are drawn to show the diagonal lines that 
head to left and right.  
 
7.4 Summary  
In this chapter we have presented the results of the conducted simulations on the 
30 x 30 unit cells sample of graphene. This sample is used to compare phonons 
calculated by AIREBO with other classical potentials (LCBOPII and Tersoff-2010) 
and ab-initio calculations. First, we have presented the k-path that is calculated from 
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the perfect sample. Then, we have presented the calculated phonon dispersion 
relation in comparison with experimental phonons of graphene [122]. The error of 
AIREBO phonon modes at the high symmetry points is presented in comparison to 
the error of LCBOPII and Tersoff-2010. The error is the distance between the 
frequency of the phonon mode of the classical potential and the frequency of the 
phonon mode of the ab-initio calculation [121]. We have shown the relation 
between the ZO mode at Г point and the autocorrelation of the improper angles 
throughout all the production steps. 
In addition, we have presented the phonon modes of single vacancy defect. We have 
studied two vacancy concentrations: 3.22% and 8.11%. In the two samples we have 
added the vacancies such that there is a distance between every two vacancies to 
prevent the double vacancies. We have compared the bond lengths of the perfect 
and the defected graphene. A comparison between our results and the literature 
results is presented to highlight the strengths and drawbacks of AIREBO. We have 
provided an explanation of the reaction of the phonons at Г point (especially G peak) 
to the vacancy defect in comparison to the literature results. This peak is given 
special attention because it reflects many of the effects of defect on the phonon 
peaks such as broadening and nondegenerate of phonon modes. In addition, we 
have presented the phonon dispersion relation of the defected graphene (3.22% 
concentration) in comparison to the perfect phonon modes. We have presented the 
peaks at the K point and how it reacts to defect. We have calculated the ratio of LA 
mode to other acoustic modes in the perfect and the defected graphene because we 
noticed high reduction of the LA phonons after defect. Finally, we presented some 
of the phonon modes that we extracted using the PCA method (chapter 7). 
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8. Armchair ribbons  
This chapter shows the phonon frequencies of the armchair ribbon samples: Arm15, 
Arm16, and Arm17. The simulations of these ribbons are conducted using the 
settings in Table 5.2. In section 8.1, we present the inner and edge bond lengths of 
the ribbons and the ribbon lattice constants. Sections 8.2 and 8.3 explains the effect 
of edge defect on the phonons at the Г point and the last line in the ribbon Brillouin 
zone, respectively. In section 8.4, we show some of the phonon modes extracted 
from the armchair ribbons using PCA.  
8.1 Bond length 
In the ribbon samples, the coordination number of the edge atoms is two while it is 
three for the inner atoms. We will name the inner atoms as C3.  The bond length and 
the lattice constant calculated from the simulations of the ribbons are presented in 
Table 8.1. The lattice constant is calculated from the bond length a0 which is the 
average of all the bonds of the ribbon regardless if the bond is connected to edge or 
C3 atom. The bond length of C3 atoms is calculated from the bonds that are only 
connected to C3 atoms and the same is done for the bonds of edge atoms.  
Table 8.1: Bond length (Å) and lattice constant extracted from the ribbons: Arm15, Arm16, 
and Arm17. 
Parameter Arm15 Arm16 Arm17 
Lattice constant of 
ribbon aac 
4.2088 4.2084 4.2080 
Bond length a0 1.4029 1.4028 1.4026 
Bond length of C3 atoms 1.4039 1.4037 1.4035 
Bond length of edge 
atoms 
1.3939580 1.3935931 1.39399538 
 
It is noted from Table 8.1 that the bond length of the edge atoms is shorter than C3 
atoms. This effect is like the relation between C2 and C3 atoms in case of single 
vacancy defects as in section 7.2.1. In addition, the average bond length of all the 
atoms a0 in case of the ribbons is shorter than the a0 of the pristine graphene 1.421 
Å. The shorter bonds have stronger interatomic bonding [145]. This is obvious from 
the potential energy of the atoms of Arm15 that the edge atoms have higher 
potential energy than the inner atoms, as in Figure 8.1. The same is noticed in Arm16 
and Arm17. This relation between the edge and inner atoms is noticed in an ab-initio 
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calculation conducted by J. Jiang et al  [62]. They found that the bonds of the edge 
atoms are shorter than the bonds of the inner atoms by approximately 20%. Their 
study is conducted on armchair ribbon with width of N = 9. Another point we can 
indicate from Table 8.1 is that the ribbon lattice constant aac is decreasing with the 
width increasing. This behaviour of the armchair ribbons is noticed also by an ab-
initio calculation conducted by A. Tabarraei et al [107] and R. Gillen et al [109].  
 
 
Figure 8.1: Potential energy of the atoms in the sample Arm15. Blue colour represents the 
highest energy in the scale, while red colour represents the lowest energy. 
 
8.2 Phonons at Г point 
As we mentioned in section 5.1.2, the vibrations of the Armchair ribbon consist of 
six fundamental modes that are equivalent to the phonon modes of graphene [109]. 
This is noticeable in the phonons of the ribbons at Г point, as shown in Figure 8.2. 
The high frequency optical phonons, TO and LO, are degenerate at the Г point to 
form the G peak at the pristine graphene. The degeneracy is broken in case of the 
vacancy defect as we indicated in section 7.2.2. The same is noticed with the ribbons 
because the system becomes anisotropic. The G peak is splitting as we note in Figure 
8.2. This behaviour is known about the ribbons [109, 110]. The LO phonons has in-
plane atomic displacements that are parallel to the ribbon axis, while the TO 
phonons has in-plane atomic displacements that are perpendicular to the ribbon 
axis [110]. Based on this definition, the transverse ribbon mode is corresponding to 
longitudinal mode in pristine graphene and vice versa. An alternative notation of 
these two modes in the literature is G- and G+ for the LO and TO modes, respectively. 
The TO mode is at higher frequency than the LO mode for all the armchair ribbons 
[110]. It is indicated by R. Gillen et al [109] that the splitting is larger for the N = 3p 
+ 2 family. Their calculations are of quantum level, so this trend is not captured in 
our classical simulations such that we got the same splitting for all the families. In 
our simulations, the LO phonons are found at approximately 1760 cm-1 while the TO 
phonons are found at 1860 cm-1. Hence, the splitting is around 100 cm-1.  
As mentioned in the previous section, a0 of the ribbons is shorter than the pristine 
graphene by approximately 1.3%. This leads to stronger bonds, higher potential 
energy, and higher frequencies. Figure 8.2 shows the phonons of the three ribbon 
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samples at Г point. The insets (a), (b), and (c) show the Cauchy fitting of the G peak 
of the three ribbons. The fitting is performed using summation of two Cauchy peaks. 
Based on the fitting, the position of the LO mode of the G peak of all the ribbons is 
approximately 1760 cm-1, while it is 1626 cm-1 in the pristine graphene as we 
indicated in section 7.2.2. G peak represents the frequency of the bond stretching 
mode. In our simulations, 1.3% shorter bonds of the ribbons cause G peak to be right 
shifted by around 134 cm-1. 
 
 
Figure 8.2: Phonons of the ribbons Arm17, Arm16, and Arm15 at Г point. The inset (a) 
shows the Cauchy fitting of G peak of Arm17, the inset (b) shows the Cauchy fitting of G 
peak of Arm16, and the inset (c) shows the Cauchy fitting of G peak of Arm15. 
 
8.3 Phonons at the last line in the Brillouin zone 
We determined in section 5.1.2 that the Brillouin zone of the ribbon is composed of 
N equally spaced discrete lines along the ribbon width. The Brillouin zone of the 
ribbon is composed of one dimension, while the Brillouin zone of graphene is 
composed of two dimensions. In the previous section we have shown the phonons 
at the first line (Г point) of the one-dimensional Brillouin zone of the three armchair 
ribbons. Although that we noticed a signature of the edge defect which is the 
splitting of G mode, we did not note from our simulations a clear difference between 
the three ribbons. In this section we will show the phonons of the last line in the 
Brillouin zone of every ribbon and we will highlight the dissimilarity between 
metallic ribbon (Arm17) and the semiconductor ribbons (Arm15 and Arm16).  
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Figure 8.3: Phonons of armchair ribbons at the last line of the Brillouin zone (x 
dimension).  
 
 
Figure 8.4: Phonons of armchair ribbons at the last line of the Brillouin zone (y 
dimension). 
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Figure 8.5: Phonons of armchair ribbons at the last line of the Brillouin zone (z 
dimension). 
The phonon spectrum of Arm17 has different trend from the spectrums of Arm15 
and Arm16, although that they show some similarities. We notice in the 
semiconductors ribbons (Arm15 and Arm16) that the phonon modes are focused 
more in specific frequency bands while the metallic ribbon (Arm17) distributes its 
phonon modes in broader bands of frequency. The gaps between the high intensity 
peaks of the semiconductor ribbons are in fact not empty of phonons. This can be 
noticed from the phonon dispersion relation of many semiconductor ribbons in the 
literature such as Refs. [169, 170, 171, 172]. There are phonon modes but with 
magnitude much lower that the high intensity peaks. For example, we have selected 
the phonon mode that has frequency of 1900 cm-1 at the x dimension of Arm15. As 
shown in Figure 8.6, although that it looks as if there is no mode, we have phonon 
mode with magnitude of 111. We will show visualization of this mode in section 
8.4.2.  
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Figure 8.6: Highlighting the low magnitude of the phonon mode at frequency 1900 cm-1 of 
Arm15. The square that show X and Y values presents the frequency and the magnitude of 
the phonon mode, respectively.  
 
The phonon spectrums in x and y dimensions are shifting toward higher frequency 
with decreasing the width of the ribbon, although of the small difference between 
their widths. For example, in x dimension Arm17, Arm16, and Arm15 have peaks at 
frequency 1759 cm-1, 1765 cm-1, and 1791 cm-1, respectively. Also, in x dimension 
Arm17, Arm16, and Arm15 have peaks at frequency 531 cm-1, 556 cm-1, and 573 cm-
1, respectively. This trend is known about the breathing like mode of the ribbons 
such that this mode has higher frequency as we decrease the width of the ribbon 
[173]. We will show in section 8.4 visualizations of some of the modes and a 
justification of the width effect of having modes of higher frequencies.  
8.4 Visualization of motions of different phonon modes using PCA 
In this section we will present the motion extracted from some of the phonon modes 
of the ribbons. It is reported by Gillen et al [109] that the phonon modes of the 
ribbons can be classified into six fundamental modes that are equivalent to the six 
branches of graphene. In addition to these six fundamental modes, there are 6(N - 
1) overtones such that (N - 1) overtones are correspond to each fundamental mode. 
We will show some of these modes as examples of the visualization that can be 
achieved using PCA and especially the reciprocal eigenvectors. Each sample of the 
armchair ribbons we used in this research is composed of 50 unit cells. We found 
that after applying the PCA, each unit cell carries all the phonon modes that are exist 
in the complete sample atoms. We verified this by calculating their correlation and 
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Fourier transform. However, we can distinguish specific modes by extracting the 
motions at different steps throughout the simulation as we will see in the following.  
 Arm15, first overtone: x dimension phonons 
The x dimension is perpendicular to the ribbon axis. We indicated in section 8.2 that 
the transverse phonons cause atomic displacements that are perpendicular to the 
ribbon axis [110]. It is mentioned by Gillen et al [173] that one of the important 
modes of the nanoribbons is the breathing like mode (BLM). In this mode, the atoms 
of the left half of the ribbon move in opposite direction of the atoms of the right half 
of the ribbon. He indicated that this mode should be found in the first overtone of 
the TA fundamental mode.   
In this section we will present the development of the atomic motion during the 
breathing like mode and its relation to TA mode. The motions of this section are 
extracted using the second line in the Brillouin zone and the first reciprocal 
eigenvector. First, the k space velocities are calculated using the special Fourier 
transform. Then, the k space data are rotated into the first reciprocal eigenvector of 
the real space velocities. We used unit cell 5 of the ribbon Arm15 to present the 
motion as shown in Figure 8.7. The length of the arrows is indication of the strength 
of the motion. The motion is shown in the consecutive steps: 1290, 1340, 1440, 
1460, 1500, and 1570. We note that the direction of all the atoms in step 1290 is 
pointing to right while it is pointing to left in step 1570. These two motions are of 
TA mode. However, checking the steps between these two steps shows the evolution 
of the atomic motion between these two opposite directions. All the arrows in (a) 
are pointing toward the right direction. In (b) the rightmost hexagon starts pointing 
to the left direction. Gradually the other hexagons convert their direction to the left 
in the following steps in (c, d, and e) until we reached to step (f) where all the atoms 
are pointing toward the left direction. 
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Figure 8.7: x dimension phonons of Arm15 at second point in the Brillouin zone (i.e. first 
overtone). All the phonon modes are extracted from unit cell 5 with frequency 100 cm-1 at 
steps: (a) 1290, (b) 1340, (c) 1440, (d) 1460, (e) 1500, (f) 1570.  
 
There are some issues here we want to highlight. In the step (d), approximately half 
of the ribbon is pointing toward left and the other half is pointing toward right. The 
rightmost hexagon, which is the first hexagon start converting direction from right 
to left in (b), has the highest strength of motion in (f) where all the hexagons convert 
their direction. And it has the weakest strength in (a) which means that it was the 
last hexagon converted to right direction in (a). In addition, the motion we show in 
Figure 8.7 indicates that the breathing like motion is a transition state between two 
TA motions that have opposite direction. It is reported about the breathing like 
mode that it has lower frequency as we increase the width of the ribbon [173]. This 
can be justified by the transition state we noticed in Figure 8.7 because the ribbons 
of higher widths have more hexagons. This means that they need longer time to 
convert their direction gradually between two TA opposite directions which leads 
to breathing modes of lower frequencies. 
88 
 
 Arm15, last overtone: x dimension phonons 
The x dimension phonons of the last point in the Brillouin zone are extracted using 
the first reciprocal eigenvector. As shown in Figure 8.3, the x dimension consists of 
phonon modes at many frequency positions. Hence, we expect to find many 
transverse phonon modes. We will show a motion at frequency 1900 cm-1 and show 
the evolution of the atomic motion during many steps. Although that the magnitude 
of this motion is not strong in comparison to the other motions, however, it is useful 
to show the mixing of TO and TA modes at the end of the Brillouin zone. We used 
unit cell 5 of the ribbon Arm15 to present the motion as shown in Figure 8.8.  
 
 
Figure 8.8: x dimension phonons of Arm15 at last point in the Brillouin zone (i.e. highest 
overtone). All the phonon modes are extracted from unit cell 5 with frequency 1900 cm-1 
at steps: (a) 5900, (b) 5910, (c) 5920, (d) 5930, (e) 5940, (f) 5970. 
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The motion is shown in the consecutive steps: 5900, 5910, 5920, 5930, 5940, and 
5970. Our purpose is to show how the atoms convert their modes gradually. We note 
that the directions of atomic motion in (a) are opposite of the directions in (f) and 
the repulsive forces are converting to attractive forces.   
A notable issue we need to highlight here is that the motions in Figure 8.8 are mixing 
of TO and TA ribbon modes. To justify this motion, we need to explain more about 
the Brillouin zone of the armchair ribbons. It is indicated by Gillen et al [109] that 
the armchair ribbon overtone vibrations correspond to the vibrations of graphene 
in ГKM direction. As mentioned in section 5.1.2, the Brillouin zone of a ribbon with 
width N is composed of N equally spaced discrete lines along the ribbon width. The 
spacing between the Г point and the overtone n is as following: 
𝒌𝑛 =
2𝑛𝜋
𝑎(𝑁−1)
                    (8.1) 
where a is the graphene lattice constant and n = 0 . . . (N – 1). Hence, the spacing 
between the Г point and the overtone of the highest order (i.e. overtone number N - 
1) is: 
𝑘𝑁−1 =
2(𝑁−1)𝜋
𝑎(𝑁−1)
=  
2𝜋
𝑎
                  (8.2) 
In addition, the length of the ГKM direction of the Brillouin zone is: 
|𝚪𝑲𝑴̅̅ ̅̅ ̅̅ ̅| =  
2𝜋
𝑎
           (8.3)  
This means that the overtone N – 1 is in the end of the ГKM direction. Gillen et al 
[109] indicated that the TO modes switch in characteristics into TA modes as we 
cross the K point to the M direction. And this is clear in the motion we shown in 
Figure 8.8. 
8.5 Summary  
In this chapter we presented how the phonons are affected by the armchair edge of 
the ribbons using three ribbons: Arm15, Arm16, and Arm17. First, we have 
presented the bond lengths and lattice constants of the inner and the edge atoms. 
Then, we have shown the phonons at Г point and the last line of the ribbon Brillouin 
zone and explained the effect of the edge on the phonons. Finally, we have presented 
visualizations of a motion mode at the second and the last lines of the Brillouin zone. 
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9. Conclusion 
The main contributions of this research can be summarized as following: 
Exploiting the eigenvectors of the lowest eigenvalues in PCA. In this research 
we found that the eigenvectors of the lowest eigenvalues can extract the most 
prominent features of the data in the reciprocal space i.e. after fourier 
transformation. The equation of fourier transform converts the data from the real 
space to the reciprocal space. This transformation is required in some research 
fields such as atomic motions with specific wavevectors. This transformation builds 
inverse scaling between the real and the reciprocal representations of the data. This 
means that the patterns that has the lowest contribution in the real space will have 
the highest contribution in the reciprocal space. Hence, we have designed a method 
that extracts the important patterns of atomic motions using the eigenvectors of the 
lowest eigenvalues. Figure 9.1 shows the scheme of the designed method. In this 
scheme, the triangle represents the eigenvectors of the atomic velocities in the real 
space. The eigenvectors are calculated by the eigen decomposition of the covariance 
matrix of the velocities. These eigenvectors are ordered in descending order 
according to their eigenvalues. The eigenvectors of the highest eigenvalues 
represent the left part of the triangle while the eigenvectors of the lowest 
eigenvalues represent the right part of the triangle. Below is explanation of the role 
these eigenvectors in the analysis of the atomic vibrations. 
The data in real and reciprocal space are veloc and kveloc, respectively. Rotating 
veloc into the eigenvectors of the highest variances (green oval), helps to isolate the 
phonons at Г point. Actually, the elements of Г point has value of zero. Fourier 
transformation using this point does not change the scale of the data; and removing 
the summation from the equation of fourier transform will produce veloc again. On 
the other hand, rotating kveloc into the eigenvectors of the lowest variances i.e. 
reciprocal eigenvectors (red oval), helps to isolate the phonons at the k points other 
than Г point. Specifically, it isolates the x, y, and z dimension phonons such that the 
phonons of each dimension are extracted alone. Here, the fourier transformation 
using k points other than Г point will make inverse scaling between veloc and kveloc. 
Plotting the last three eigenvectors shows that they exhibit specific pattern that is 
different from all the other eigenvectors. The word dimension here means the three 
dimensions of the real space that is used to represents the atomic positions and 
velocities. It differs from the convention that is used usually in the machine learning 
terminologies where dimension means the number of features of one sample. In our 
case the features are presented in the columns of veloc and kveloc. The number of 
features equals the number of atoms multiplied by three. We think that having three 
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reciprocal eigenvectors is related to the nature of our data because they are 
represented by three dimensions in the real space regardless of the number of 
columns of veloc and kveloc. 
 
Figure 9.1: Scheme of the designed method. The triangle represents the eigenvectors, the 
green oval is the eigenvectors of the highest variances, and the red oval is the eigenvectors 
of the lowest variances (reciprocal eigenvectors).  The height of the oval indicates the 
value of the eigenvalues 
 
An important notice is that the eigenvectors with the lowest eigenvalues exhibit 
special patterns based on the length of the production phase of the simulation. The 
number of rows of veloc and kveloc is M which is the number of steps of the 
production phase of our simulation. Shorter or longer simulations does not mean 
changing the value of M. In all the tested cases of Table 6.4, we have constant M i.e. 
constant number of rows. By the length of the simulation we mean simulating the 
atomic motion for longer time and using higher sampling rate. In case of shorter 
simulation time we used lower sampling rate. For example, with simulation that 
spent 25 ps we printed the atomic velocities very 10 steps, while with simulation 
that spent 2.5 ps we printed the atomic velocities every step. This produces constant 
M regardless of the length of the simulation. We noticed that larger samples of 
graphene need longer time of simulation to get the specific patterns of the reciprocal 
eigenvectors. Moreover, we noticed that the specific patterns of the reciprocal 
eigenvectors formulated when the histogram of the eigenvalues converges 
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approximately to the exponential distribution. It is worth mentioning here that our 
form of the spatial fourier transform uses the complex exponentials. More 
explanation about the relation between the pattern of the reciprocal eigenvectors 
and the length of the simulation is presented in section 6.4. 
Study the effect of the vacancy defect on the phonons of graphene. In this 
research we have presented the phonons of the perfect and the vacancy defected 
graphene in chapter 7. First, we evaluated the performance of AIREBO in calculating 
graphene phonon modes in comparison to ab-initio and empirical potentials 
(LCBOPII and Tersoff-2010). We found that the empirical potentials provide 
different behaviours with different modes. We found that AIREBO has high error in 
calculating ZO, ZA, and TO modes, while it has better performance in calculating LO, 
LA, and TA modes. We discussed the reasoning behind the limitation of AIREBO in 
calculating ZO, ZA, and TO modes in section 7.1. In addition, we found that the 
vibrations that are calculated using the improper angles of the graphene sheet is 
exactly equals to the ZO mode at Г point. Which means that improving the torsional 
term of AIREBO can improve its performance in calculating the out-of-plane modes. 
Furthermore, we have studied the effect of the single vacancy defect with two 
concentrations (3.22% and 8.11%) on the phonons of graphene and its bond length. 
AIREBO has the ability to produce shorter bonds in case of the defect which leads to 
the expected behaviour of blue shifting the G peak. Also, AIREBO captured the 
splitting of G peak which dues to the fact that TO and LO phonons at Г point are not 
degenerated because of the defect. We have provided general overview of the 
behaviour of G peak under defect as presented in the literature. In addition, we have 
presented the phonon dispersion relation we calculated from the perfect and the 
defected graphene. We found that the phonon modes of the defected graphene 
become broaden which leads to the reduction in its thermal conductivity. We found 
also that the defect caused reduction in the intensity of LA mode in comparison to 
ZA and TA modes. Moreover, we have provided visualization of some phonon modes 
that are extracted by the method we designed using PCA. The modes that we have 
extracted are: G mode at Г point, ZO mode at Г point, and LO mode at M point. 
Study the effect of width of the armchair ribbon on its phonons. In this research 
we have studied the effect of the width of the armchair ribbon on its phonon modes 
using three samples: Arm15, Arm16, and Arm17. These three samples are chosen to 
reflect the effect of three families: N = 3p + 2, N = 3p + 1, and N = 3p. We have 
presented a comparison between the three ribbons in regard of inner bond length, 
edge bond length, lattice constant, phonons at Г point, and phonons of the highest 
overtone. We found that the edge bond length is shorter than the inner bond length. 
Also, we found that the lattice constant of the ribbon decreases with increasing the 
ribbon width. The phonons at Г point shows splitting of G peak. All these findings 
are in agreement with the findings in the literature. However, the splitting of G peak 
should have higher value in case of the metallic ribbon, while we did not capture this 
effect in our empirical simulation. The phonons of the highest overtone showed that 
there is upshifting in the frequency of some phonon modes as the ribbon width 
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decreases. Finally, we have presented visualization of two extracted phonon modes. 
We have presented the visualization of the first overtone of TA mode, which is called 
the breathing like mode (BLM). We have noted that the breathing like mode is a 
transition state between two opposite TA motions. We have clarified this transition 
by presenting the atomic motion of many consecutive steps drawn from the video 
of the phonons extracted using PCA. Moreover, we have presented visualization of a 
phonon mode at the highest overtone which shows mixing of TO and TA ribbon 
modes at the end of the ribbon Brillouin zone. We have presented the evolution of 
this mode during many consecutive steps.   
9.1 Future work 
The work that is performed in this research can be extended as following: 
Applying the designed method in Figure 9.1 on data other than the atomic 
velocities. It is important to explore the feasibility of applying this method with 
other types of data. First, it is possible to apply our method with fields that use the 
fourier transform extensively such as speech signals processing. The study may 
explore the correspondence between many aspects in our method and the new field. 
For example, the effect of the sample size on the required length of simulation and 
the relation between the dimensions of the space before Fourier transformation and 
the number of the reciprocal eigenvectors. As we mentioned previously, we think 
that having three reciprocal eigenvectors is resulted from the nature of the atomic 
velocities which are measured in space of three dimensions: x, y, and z. Second, it is 
possible to explore the feasibility of using our method in the detection of specific 
patterns. For example, to find shapes or patterns that have very small variances in 
images and cannot be detected by the conventional method of PCA, it is possible to 
use fourier transforming as a first step, followed by testing the reciprocal 
eigenvectors to detect some patterns in the images. 
Studying the effect of many sample sizes on the relation between the variance 
of the eigenvectors and the magnitude of the phonon peaks. This is related only 
to the phonons at the Г point. In all the sizes presented in this thesis we did not find 
the exact expected order of phonons although that it was close to the expectation. 
By the expected order we mean that when the phonons of the curve of Г point are 
sorted, the phonon with highest intensity should correspond to the first eigenvector 
and the phonon of the second highest intensity should correspond to the second 
eigenvector, and so on. In other larger samples (for example composed of 10,000 
atoms) not presented in this thesis we noticed that the eigenvectors correspond to 
the phonon peaks at Г point according to their intensities. However, the 
generalization of this notice need simulating many samples of varied sizes which 
needs expensive computations. It is known that simulating samples of larger 
number of atoms reduces the simulation error. Hence, this error may affect the 
performance of PCA to capture the expected order of phonon peaks. This feature is 
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useful to avoid searching for the required peak in many eigenvectors with the high 
variances. If the larger sample size provides the expected correspondence between 
phonon peaks and eigenvectors, we only need to sort the points of the phonon curve 
and go directly to the required eigenvector based on the order of the phonon 
intensity. 
Applying the designed method in Figure 9.1 on materials other than the 
graphene. It is important to explore the method on other materials that have 
different atoms or even different structures. For example, the hexagonal Boron 
Nitride has the same structure of graphene, but its unit cell is composed of Boron 
and Nitrogen. This material can provide different shape in the reciprocal 
eigenvectors. Molybdenum disulphide (MoS2) is another example of a material that 
has different atoms in the unit cell and it has three atoms in the unit cell. It is possible 
to study a system of graphene on a specific substrate such as the Copper oxide 
(Cu2O).  
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