Let denote a distance-regular graph with diameter d ¿ 3. Let E, F denote nontrivial primitive idempotents of such that F corresponds to the second largest or the least eigenvalue. We investigate the situation that there exists a primitive idempotent H of such that E • F is a linear combination of F and H . Our main purpose is to obtain the inequalities involving the cosines of E, and to show that equality is closely related to being Q-polynomial with respect to E. This generalizes a result of Lang on bipartite graphs and a result of Pascasio on tight graphs.
Introduction
One of the important classes of distance-regular graphs is Q-polynomial distanceregular graphs. All known primitive distance-regular graphs with large diameter are Q-polynomial. Let denote a Q-polynomial distance-regular graph with respect to the ordering E 0 ; E 1 ; : : : ; E d−1 ; E d of primitive idempotents. Then E 1 • E d is a linear combination of two idempotents E d and E d−1 .
Let denote a distance-regular graph with diameter d ¿ 3. Let E and F denote nontrivial primitive idempotents of . It is interesting to consider the situation E • F is a linear combination of at most two idempotents, because this always occurs if is Q-polynomial. It is also important to know when is Q-polynomial.
In [6] , Pascasio investigated the situation that E •F is a scalar multiple of a primitive idempotent H of . She showed this occurs exactly when is either bipartite or tight (in the sense of JuriÄ siÃ c, Koolen and Terwilliger [4] ). Moreover, she showed that at least one of E and F corresponds to the least eigenvalue if is bipartite, and that a pair of E and F corresponds to the pair of the second largest and the least eigenvalues if is tight, see [6, Theorems 3:5, 3:6 and 3:7] . If is bipartite, Lang obtained an inequality involving the cosines of E, and showed that equality is closely related to being Q-polynomial with respect to E, see [5] . If is tight, Pascasio obtained similar inequalities involving the cosines of E, and showed that again equality is closely related to being Q-polynomial with respect to E, see [7] .
In this paper, we investigate a slightly more general situation. Let E and F denote nontrivial primitive idempotents of and assume F corresponds to the second largest or the least eigenvalue. Our situation is that there exists a primitive idempotent H of such that E • F is a linear combination of F and H . In Section 2, we obtain the above inequalities under this general assumption. In Section 3, we show that again equality is closely related to being Q-polynomial with respect to E.
It is natural that we assume F corresponds to the second largest or the least eigenvalue. As we mentioned above, Pascasio proved that F always corresponds to the second largest or the least eigenvalue if is either bipartite or tight. Suppose is Q-polynomial with respect to the ordering E 0 ; E 1 ; : : : ; E d−1 ; E d of primitive idempotents. Then, in many cases, E d corresponds to the second largest or the least eigenvalue. For example, E d corresponds to the least eigenvalue when has classical parameters with positive basis.
For the rest of this section, we review some deÿnitions and basic concepts. For more background information, the reader may refer to Bannai and Ito [1] , Brouwer, Cohen and Neumaier [2] or Godsil [3] .
Let denote a ÿnite, undirected, connected graph without loops or multiple edges, with vertex set X , distance function 9 and diameter d:=max{9(x; y) | x; y ∈ X }. We say is distance-regular whenever, for all integers h; i; j (0 6 h; i; j 6 d) and for all vertices x; y ∈ X with 9(x; y) = h, the number p h ij : = |{z ∈ X |9(x; z) = i; 9(y; z) = j}| is independent of x and y. We refer to p From now on, assume is a distance-regular graph with diameter d ¿ 3 and vertex set X .
Let Mat X (R) denote the R-algebra consisting of all matrices over R with rows and columns indexed by X . For each integer i (0 6 i 6 d), let A i denote the matrix in Mat X (R) with x; y entry
We refer to A i as the ith distance matrix of . We abbreviate A = A 1 . It is known that the matrices A 0 ; A 1 ; : : : ; A d form a basis for a commutative subalgebra M of Mat X (R). We refer to M as the Bose-Mesner algebra of . By [1, pp. 59, 64] , M has a second basis E 0 ; E 1 ; : : : ; E d such that
where t denotes transposition, I and J denote the identity matrix and the all ones matrix, respectively. We refer to E 0 ; E 
We refer to q h ij (0 6 h; i; j 6 d) as the Krein parameters of . Since Bose-Mesner algebra M has two bases, there exist Â 0 ; Â 1 ; : : : ; Â d ∈ R such that
Observe from (3) and (5),
It is known Â 0 ; Â 1 ; : : : ; Â d are distinct and
We refer to Â i as the eigenvalue of associated with E i , and Â 0 is called the trivial eigenvalue of . For each integer i (0 6 i 6 d), let m i denote the rank of E i . We refer to m i as the multiplicity of E i .
Let E denote a primitive idempotent of with corresponding eigenvalue Â, and let m denote the multiplicity of E. There exist 0 ; 1 ; : : : ; d ∈ R such that
We refer to 0 ; 1 ; : : : ; d as the cosine sequence of associated with E. We abbreviate = 1 . By [2, Proposition 4:1:1], it is known that 0 = 1.
The inequality
In this section, we prove the following result. 
where is 1 when F corresponds to the second largest eigenvalue and −1 otherwise.
At the end of this section, we discuss the situation that (8) hold with equality, see Lemma 2.8.
In the following, let denote a distance-regular graph with diameter d ¿ 3 and vertex set X . To show Theorem 2:1, we review some deÿnitions and notations.
Let V :=R X denote the R-vector space consisting of all column vectors over R with coordinates indexed by X . We observe Mat X (R) acts on V by left multiplication. We endow V with the inner product
We write ||u|| 2 := u; u (u ∈ V ). For each x ∈ X , letx denote the vector in V with a one in the x coordinate and zeros in all other coordinates. We note {x|x ∈ X } is an orthonormal basis for V . Observe, for all primitive idempotents E,
Observe from (7) and (10) that, for all vertices x; y ∈ X ,
where i = 9(x; y). For all vertices y; z ∈ X , deÿne 
where i = 9(y; z). These notations have appeared in [10, Deÿnition 2:1]. (See also [7] .) Observe
First we review relationships among Ey . Let E denote a primitive idempotent of with associated cosine sequence 0 ; 1 ; : : : ; d . Let m denote the multiplicity of E. Then; for all integers i (0 6 i 6 d); and for all vertices y; z ∈ X with i = 9(y; z);
where −1 ; d+1 are indeterminates.
For any nontrivial primitive idempotent E of , and for any vertices y; z ∈ X , let G = G(y; z; E) denote the matrix of inner products
Recall det G ¿ 0.
If is bipartite, Lang expressed the inequality det G ¿ 0 in terms of the cosines of E, where E is any nontrivial primitive idempotent of , see [5] . If is tight, Pascasio did this, where E corresponds to the second largest or the least eigenvalue, see [7] . In each case, as we reviewed in Section 1, there exists a nontrivial primitive idempotent F such that E • F is a scalar multiple of a primitive idempotent H . In this paper, we shall do this when there exist primitive idempotents F and H such that F corresponds to the second largest or the least eigenvalue and E • F is a linear combination of F and H .
In the rest of this section, we assume the following: Let denote a distance-regular graph with diameter ¿ 3 and vertex set X . Let E i denote the primitive idempotents associated with Â i (0 6 i 6 d). Assume there exist integers r; s; t (0 6 r; s; t 6 d; r = 0 and s = t) such that E r • E s ∈ Span(E s ; E t ) and E s corresponds to the second largest or the least eigenvalue. Let 0 ; 1 ; : : : ; d and 0 ; 1 ; : : : ; d denote the cosine sequences associated with E r and E s , respectively. To determine det G, we prove some lemmas. Fix a vertex x ∈ X . For each integer i (0
By [8, Lemma 3:2] , it is known that 
Proof. By E r • E s ∈ Span(E s ; E t ) and (4), 
By (5), (18) and (19),
Similarly, by (1), (18) and (19),
Comparing (20) and (21), we obtain the result.
Next two lemmas will be useful to determine det G and to consider when (8) hold with equality. Lemma 2.4. Write E = E r . Then; for all integers i (0 6 i 6 d); and for all vertices y; z ∈ X with 9(y; z) = i; the following holds.
(ii)
(iii) Assume 9(y; z) = 2. Then
Proof. (i) Take any vertex x ∈ X , and write A * r = A * r (x). Consider the y; z entry of (17). As A is the ÿrst adjacency matrix of , and since A * r is diagonal,
(A * r ) ww is equal to |X |(E) xw by (15) and to |X | Ex; Eŵ by (10) 
To get (22), evaluate (26) using (10), (11) The following results in this section are essentially due to Pascasio [7] . We use the same argument under our more general assumption.
Lemma 2.5. For all integers
Proof. Write E = E r . Take any vertices y; z ∈ X with 9(y; z) = i. Take the inner product of (23) with Eŷ and evaluate the result using (11) and Lemma 2.
2(i) -(iv).
Now we determine det G. Lemma 2.6. Take any integer i (1 6 i 6 d); and assume i − i−1 = 0. Take any vertices y; z ∈ X with 9(y; z) = i; and let the matrix G = G(y; z; E r ) be as in (14) . Then
where
Proof. Write E = E r and m = m r . We may assume i ¿ 3; otherwise both sides of (31) are 0 by (14) and the construction. By (11), the 11 entry of G is
By Lemma 2.2(i)(ii), the 12 and the 21 entries of G are
Next consider the 22 entry of G. Dividing (23) by nonzero scalar i − i−1 , we obtain
and where ÿ i is as above. By Lemma 2.2(v)(vi),
Hence the 22 entry of G is
To get (31), use (32-34), and evaluate the result using (30).
To show that main result, we need the following lemma. (i) Assume F corresponds to the second largest eigenvalue.
(ii) Assume F corresponds to is the least eigenvalue. Then (−1)
Proof of Theorem 2:1. We may assume i ¿ 3. Otherwise (8) hold with equality. We set E r = E; E s = F and E t = H . Observe i − i−1 = 0 (1 6 i 6 d) by Lemma 2.7(iii). So by Lemma 2.6, we get from det G ¿ 0 the following inequality
First, assume E s corresponds to the second largest eigenvalue. Then i − i+1 ¿ 0 and We now consider when (8) hold with equality. To avoid trivialities, we assume i ¿ 3.
Lemma 2.8. Let denote a distance-regular graph with diameter d ¿ 3. Let E be a nontrivial primitive idempotent of and 0 ; 1 ; : : : ; d its cosine sequence. Suppose F and H are primitive idempotents of ; such that F corresponds to the second largest or the least eigenvalue of and E • F is a linear combination of F and H . Further assume i = 1 (1 6 i 6 d). Then; for all integers i (3 6 i 6 d − 1); the following are equivalent.
(ii) For all vertices y; z ∈ X with 9(y; z) = i,
(iii) There exists vertices y; z ∈ X with 9(y; z) = i such that (iv) For all vertices y; z ∈ X with 9(y; z) = i;
(v) There exists vertices y; z ∈ X with 9(y; z) = i such that Proof. We set E = E r , F = E s and H = E t .
(i) ⇒ (ii) Take any vertices y; z ∈ X with 9(y; z) = i: Let the matrix G = G(y; z; E) be as in (14), and observe det G = 0 by (31). It follows Ey 
By taking the inner product of both sides of (36) with Eŷ, and by applying Lemma 2.2(i)(ii), we get
and (35) follows.
(ii) ⇒ (iii) Clear. (iii) ⇒ (i) Let the matrix G = G(y; z; E) be as in (14). Then det G = 0. Since ÿ i = 0 by Lemma 2.7(iii), the result now follows from (31).
(ii) ⇔ (iv) Combine (30), (23), and observe both i − i−1 and i − i+1 are nonzero by Lemma 2.7(iii).
(iii) ⇔ (v) Follows from (23), and the fact that both i − i−1 and i − i+1 are nonzero by Lemma 2.7(iii).
The Q-polynomial property
In this section, we consider the Q-polynomial structures. We show that the Qpolynomial property is related to equality being attained in Theorem 2:1.
An ordering E 0 ; E 1 ; : : : ; E d of the primitive idempotents of is said to be Qpolynomial whenever, for all integers h; j (0 6 h; j 6 d), the Krein parameters of satisfy Observe from (4),
) in this case. Let E denote a nontrivial idempotent of . We say is Q-polynomial with respect to E if there exists a Q-polynomial ordering E 0 ; E 1 ; E 2 ; : : : ; E d of the primitive idempotents such that E 1 = E. Now we state our main results.
Theorem 3.1. Let denote a distance-regular graph with diameter d ¿ 3. Let E be a nontrivial primitive idempotent of and 0 ; 1 ; : : : ; d its cosine sequence. Suppose F and H are primitive idempotents of ; such that F corresponds to the second largest or the least eigenvalue of and E • F is a linear combination of F and H . Then the following are equivalent.
(i) is Q-polynomial with respect to E. (ii) i = 1 (1 6 i 6 d); and
(iii) i = 1 (1 6 i 6 d); and ( − 4 )( − 2 ) = ( 2 − 3 )(1 − 3 ).
Then is Q-polynomial with respect to the ordering E 0 ; E; : : : ; H; F of primitive idempotents.
We recall the bipartite graphs, antipodal graphs and primitive graphs. Let denote a distance-regular graph with diameter d ¿ 3 and vertex set X . We say is bipartite whenever a i = 0 for all integers i (0 6 i 6 d). Deÿne a binary relation ∼ on X as follows:
x ∼ y if and only if 9(x; y) ∈ {0; d} (x; y ∈ X ):
Then we say is antipodal whenever ∼ is an equivalence relation. We say is primitive whenever is neither bipartite nor antipodal.
Referring to Theorem 3.1, assume is primitive. Then we always have i = 1 (1 6 i 6 d), see [3, p. 265] or [2, Proposition 4:4:7] . This gives the following result. 
(i)
is Q-polynomial with respect to E.
is Q-polynomial with respect to the ordering E 0 ; E; : : : ; H; F of primitive idempotents.
Next result is useful to show Theorem 3.1. 
is Q-polynomial with respect to E. (ii) i = 1 (1 6 i 6 d); and for all integers h; j (0 6 j; h 6 d); and all vertices y; z ∈ X; w∈X 9(y;w)=j 9(z;w)=h Eŵ − w ∈X 9(y;w )=h 9(z;w )=j
(iii) i = 1 (1 6 i 6 d); and for all distinct vertices y; z ∈ X with 9(y; z) 6 3;
Suppose ( [7, Corollary 4:3] . We generalized her result below. The proof is essentially due to Pascasio [7] . We use the same argument under our more general assumption.
Theorem 3.4.
Let denote a distance-regular graph with diameter d ¿ 3. Assume there exist integers r; s; t (0 6 r; s; t 6 d and s = t) such that E r • E s ∈ Span(E s ; E t ); and further assume E r is nontrivial. Let 0 ; 1 ; : : : ; d denote the cosine sequence associated with E r ; and assume d = 1. Then the following are equivalent.
(ii) q s rs = 0. Suppose the conditions (i) and (ii) hold. Then E r • E s is a scalar multiple of E t . In particular; is either bipartite or tight.
The following fact will be useful later. 
Then the assertion follows clearly. 
Expand the primitive idempotents in (41) using (7), and compute the coe cients of A i in the result. Then 
By Lemma 3.5(ii), 
By multipling k to (51), and by using the fact Â t = k and Â s = k from Lemma 3.5(i),
The Eq. (40) follows from Lemma 3.5(i)(ii), (43) and (52).
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