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Tensor networks are often used to accurately represent ground states of quantum spin chains. Two
popular choices of such tensor network representations can be seen to implement linear maps that
correspond, respectively, to euclidean time evolution and to global scale transformations. In this
paper, by exploiting the local structure of the tensor networks, we explain how to also implement
local or non-uniform versions of both euclidean time evolution and scale transformations. We
demonstrate our proposal with a critical quantum spin chain on a finite circle, where the low energy
physics is described by a conformal field theory (CFT), and where non-uniform euclidean time
evolution and local scale transformations are conformal transformations acting on the Hilbert space
of the CFT. We numerically show, for the critical quantum Ising chain, that the proposed tensor
networks indeed transform the low energy states of the periodic spin chain in the same way as the
corresponding conformal transformations do in the CFT.
Tensor networks offer a natural framework to describe
complex objects in a growing number of fields, most no-
tably in condensed matter [1–3], but also in statistical
mechanics [4, 5], quantum chemistry [6], holography [7–
11], quantum and classical information theory [11, 12],
and machine learning [13]. The main application of ten-
sor networks to date is as an ansatz to efficiently repre-
sent low energy states of a local quantum Hamiltonian
H on the lattice. For instance, the multi-scale entan-
glement renormalization ansatz (MERA) can be used to
accurately represent the ground state of a critical quan-
tum spin chain [2]. However, tensor networks can also
encode linear maps between quantum many-body states.
Two prominent examples, depicted in Fig. 1, are a tensor
network T implementing euclidean time evolution and a
double layer W of MERA tensors enacting a scale trans-
formation. In this paper we will exploit the inherent local
structure of T andW to design new tensor networks that
implement local versions of both euclidean time evolution
and scale transformations. Our construction is of inter-
est for several reasons. On the one hand it illustrates
how conformal symmetry, which is manifestly broken by
the lattice, re-emerges in the low energy physics of the
critical spin chain. In addition, understanding the lin-
ear map that a tensor network implements can be used
to endow that tensor network with a precise geometric
meaning [14, 15], thus contributing to current attempts
to use tensor networks to describe quantum gravity [7–
11]. Finally, our work forms the theoretical basis for a
novel non-perturbative approach to interacting quantum
field theories in curved spacetimes [16].
As in several previous contributions [7–9, 17–21], we
consider a specific class of tensor networks, made mostly
of euclideons e – the tensors in the euclidean time evo-
lution map T – and of disentanglers u and isometries w
– the tensors in the MERA rescaling map W. The main
intuition is that if we apply a truncated version of T or
W locally on a region of the spin chain while leaving the
rest of the chain untouched, see Fig. 2, then we should
be able to evolve in euclidean time, or rescale, just the
spins in that region. This simple intuition turns out to be
T	 =
W  	 =
FIG. 1. Tensor networks T and W for an euclidean time
evolution e−H by unit time, made of euclideons e, and a scale
transformation by a scale factor 2, made of disentanglers u
and isometries w.
correct provided that we place additional tensors called
smoothers at both ends of the truncated network. In or-
der to show that the proposed tensor networks implement
the intended linear maps, we consider their action on the
Hilbert space of a periodic critical quantum spin chain
whose low energy physics is described by a conformal
field theory (CFT) [22, 23]. With the critical quantum
Ising model as a concrete example, we first numerically
diagonalize the lattice Hamiltonian H at low energies and
then use the techniques of Refs. [24–26] to match indi-
vidual low energy states of the critical spin chain with
their CFT counterparts. In this way we e.g. identify the
conformal towers– that is, the irreducible representations
of the conformal group. Finally, we apply the proposed
tensor network linear maps, which should implement spe-
cific conformal transformations, and numerically confirm
that they indeed act diagonally in the conformal towers
and transform individual low energy states within each
tower as the expected non-uniform euclidean time evolu-
tion and rescaling.
Tensor networks for euclidean time evolution and
rescaling.— Consider a critical quantum spin chain on
the circle made of N spins and with Hamiltonian H.
As linear maps, the two tensor networks T and M of
Fig. 1 act on the Hilbert space of the spin chain in a
well-understood way [2, 5]. The transfer matrix T , made
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2of N euclideons, implements a uniform euclidean time
evolution e−H of the N spins, whereas the network W,
made of N disentanglers u and N isometries w, imple-
ments a scale transformation by a scale factor 2 that
embeds the Hilbert space of the chain of N spins into
that of a new chain made instead of 2N spins. In these
constructions, the euclideon e can be obtained from the
Hamiltonian H, whereas tensors u and w are extracted
from a MERA that approximates the ground state of
H [27]. We can then accurately represent this ground
state either by concatenating many copies of the transfer
matrix T (which implement a time evolution by a large
euclidean time) or many copies of the double layered W
(resulting in the MERA). As a matter of fact, these two
tensor network representations are not independent, but
related by a coarse-graining algorithm, known as tensor
network renormalization [5], that transforms euclideons
e into optimized disentanglers u and isometries w [17].
The local structure of the tensor network T strongly
suggests that we may be able to use a truncated row of
euclideons e acting only on a region of the spin chain as a
means to apply a time evolution only on that region, see
Fig. 2(a). Notice that our proposal includes two new ten-
sors, smoothers eL and eR (obtained by properly splitting
an euclideon e [27]), which are placed at the left and right
ends of the truncated row of euclideons in order to elim-
inate dangling bond indexes. Similarly, we also propose
the use of a truncatedW of disentanglers u and isometries
w, Fig. 2(b), as a means to apply a local rescaling by a
factor 2 only on a certain region of the spin chain. Again,
smoothers uL and uR (obtained from u and w [27]) are
used at both ends of the truncated W. A more general
transformation mixing non-uniform euclidean time evo-
lution and local rescaling, see Fig. 2(c) for an example,
can then be obtained by combining truncated rows of
euclideons e and/or of disentanglers u and isometries w
together with appropriate smoothers eL, eR, uL, uR.
Low energy states and conformal symmetry.— To char-
acterize the action of the proposed tensor networks as
linear maps, we will apply them to the low energy states
of a critical quantum spin chain on a finite circle. Let
|φα〉 denote the simultaneous eigenvectors of the lattice
Hamiltonian H and one-site translation operator T ,
H|φα〉 = Eα|φα〉, T |φα〉 = e−iPα |φα〉, (1)
where Eα and Pα denote the energy and momentum of
|φα〉. Using (i) Cardy’s expression relating the energy
and momentum (Eα, Pα) of low energy lattice states |φα〉
to the scaling dimension and conformal spin (∆α, Sα) of
scaling operators φα of the continuum CFT [24], and (ii)
the Koo-Saleur formula relating the local terms in the
lattice Hamiltonian H to the Virasoro generators Ln, L¯n
of the conformal group [25], Ref. [26] recently explained
how to match individual low energy states |φα〉 with CFT
scaling operators φα and e.g. organize them into confor-
mal towers (irreducible representations of the conformal
group [23]). More generally, (i) and (ii) tell us how con-
formal transformations (including non-uniform euclidean
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FIG. 2. Examples of proposed tensor networks for (a)
non-uniform euclidean time evolution, made of euclideons e
and smoothers eL and eR, and (b) local scale transforma-
tion, made of disentanglers u and isometries w, as well as
smoothers uL and uR. (c) A more general conformal trans-
formation mixing non-uniform euclidean time evolution and
rescaling is possible by combining the above building blocks.
time evolution and rescaling) should act on the low en-
ergy states |φα〉. This allows for direct comparison be-
tween numerical results on a periodic chain made of N
spins and theoretical predictions from a CFT on a cir-
cle of circumference L = N . For instance, the transfer
matrix T and the lattice translation operator T can be
seen to act on low energy states as T ∼ e−HCFT and
T ∼ e−iPCFT , where
HCFT ≡
∫ L
0
dx h(x), PCFT ≡
∫ L
0
dx p(x), (2)
are the CFT hamiltonian and momentum operators, ex-
pressed in terms of the CFT hamiltonian and momentum
densities h(x) and p(x). In turn, the tensor networkW is
seen to act on low energy states as the identity, as further
analysed in Ref. [15].
Deformations of the circle.— In a CFT, infinitesimal
conformal transformations are naturally organized into
non-uniform time evolution and rescaling on the circle,
see Fig. 3. A conformal transformation V CFT0 = e−Q0
corresponding to non-uniform time evolution is generated
by [26]
Q0 ≡
∫ L
0
dx a(x) h(x) = 2pi
L
∑
n∈Z
anHn, (3)
where the operators Hn ≡ Ln + L¯−n − (c/12)δn,0 are
the Fourier modes of the CFT hamiltonian density h(x)
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FIG. 3. (a) When regarding the circle as embedded in a
spacetime cylinder at euclidean time τ = 0, we can consider
two types of deformations of the circle by conformal transfor-
mations: time evolution (left), which displaces the points in
the circle in the time direction, and deformations of the circle
at constant time (right), which map points of the circle into
other points of the same circle. (b) Uniform conformal de-
formations include time evolution and a periodic translation,
as generated by the hamiltonian HCFT and the momentum
operator PCFT in Eq. (2). (c) Non-uniform deformations are
generated by Q0 and Q1 in Eqs. (3)-(4), which can be ex-
panded in Fourier modes Hn and Pn, shown here for n = 1, 2.
[27]. Similarly, a conformal transformation V CFT1 = e−iQ1
corresponding to a non-uniform rescaling of the circle into
itself is generated by
Q1 ≡
∫
dx b(x) p(x) = 2pi
L
∑
n∈Z
bnPn, (4)
where the operators Pn ≡ Ln−L¯−n are the Fourier modes
of the CFT momentum density p(x). The profile func-
tions a(x), b(x) are two real functions on the circle [0, L)
which indicate displacements in time τ(x) and position
∆x(x), whereas an, bn are their Fourier components [27].
Numerical validation.— For the critical Ising model,
with Hamiltonian H = −∑l σxl σxl+1 − σzl , we used the
techniques of Ref. [24–26] to match each low-energy
eigenstate |φα〉 of H and T with its corresponding CFT
scaling operator φα. In this way, the states |φα〉 were
organized into three conformal towers corresponding to
the three Virasoro primaries identity I, spin σ, and en-
ergy density ε of the Ising CFT [23]. Importantly, thanks
to the Koo-Saleur formula, which effectively amounts to
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FIG. 4. (a) Tensor network for a non-uniform euclidean time
evolution V on N = 24 spins together with the euclidean
time evolution profile which it is expected to approximate
[27]. (b) Result of applying V to the ground state |I〉 (i.e.
the identity primary state), the stress-tensor states |T 〉, |T 〉,
and the primary states |σ〉 and |ε〉. Shown are the largest
matrix elements Vαβ , see Eq. (5), with other states in the
same conformal tower as the initial state. Also shown are
the corresponding matrix elements, computed perturbatively,
of a conformal transformation V CFT0 in the Ising CFT [27].
Spurious tower-mixing matrix elements of V (not shown) were
found to have a maximum magnitude of 10−2 and to decrease
with system size [14].
having an approximate, lattice version of the Virasoro
generators Ln and L¯n, we were able to fix the otherwise
random, relative complex phases between states |φα〉 in
the same conformal tower that appear in diagonalizing
H and T [27]. After constructing euclideons e, opti-
mized disentanglers u and isometries w, and correspond-
ing smoothers eL, eR, uL and uR for this critical spin
chain, we built several tensor networks, such as those in
Figs. 4 and 5, which implement a linear map
V |φα〉 =
∑
β
Vαβ |φβ〉, Vαβ ≡ 〈φβ |V |φα〉. (5)
In all cases we observed that, as expected of a conformal
transformation, V acted on low energy states approxi-
mately diagonally in the conformal towers, i.e. Vαβ ≈ 0
whenever |φα〉 and |φβ〉 belong to different towers (with
small numerical violations that are seen to decrease as
we increase the size N of the chain [14]). Importantly,
this first non-trivial confirmation that the proposed gates
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FIG. 5. (a) Tensor network for a non-uniform scale trans-
formation V on a chain of N = 8 effective sites (resulting
from a scale-invariant MERA [28] with each effective site rep-
resented by a vector space of dimension χ = 8) together with
the non-uniform translation profile it is expected to approx-
imate [27]. (b) Result of applying V to the ground state |I〉,
the stress-tensor states |T 〉, |T 〉, and the primary operator
states |σ〉 and |ε〉. Shown are the largest matrix elements Vαβ ,
see Eq. 5, with other states in the same conformal tower as
the initial state, as well as the corresponding matrix elements,
computed perturbatively, of a conformal transformation V CFT1
in the Ising CFT [27]. Tower-mixing matrix elements of V in-
volving these starting states were found to have a maximum
magnitude of ∼ 5 × 10−3 (6.5 × 10−4 for elements with |T 〉
and |T 〉).
implement conformal transformations required a proper
choice of smoothers eL, eR, uL, uR [27]. Moreover, the
amplitudes Vαβ within each conformal tower were seen
to also accurately match the CFT prediction for the in-
tended conformal transformations, as shown in the two
examples of Figs. 4 and 5.
Discussion.— In this paper we have proposed tensor
networks that implement discrete conformal transforma-
tions on the Hilbert space of a critical quantum spin
chain. Specifically, tensor networks for non-uniform eu-
clidean time evolution and rescaling were numerically
tested and seen to reproduce the CFT predictions ac-
curately. Remarkably, all the proposed gates are made
of a small set of fixed tensors e, u, w, eL, eR, uL, uR that
depend on the critical spin chain but are independent of
the size N of the spin chain and of the specific confor-
mal transformation being implemented. All these tensors
can in turn be obtained from a single euclideon e (pro-
duced either from the critical Hamiltonian H or from
the local Boltzmann weights of a critical classical statis-
tical partition function for a dual 2d classical spin model
[27]). The construction of (a discrete set of) finite con-
formal transformations is a vivid manifestation of the
emergence of conformal symmetry in a lattice model and
complements Ref. [26], which focused instead on build-
ing generators of infinitesimal conformal transformations
from H. The present approach can also be generalized
to non-critical spin chains, corresponding to massive field
theories, where different tensors e(s), u(s), w(s), etc. are
required at each relevant length scale s.
The proposed tensor network constructions have a
number of applications. They allow for a (numerically
verified) interpretation of these tensor networks, which
include those previously used in Refs. [7–9, 17–21], as
representing an euclidean CFT path integral on a curved
spacetime [14]. On the one, this is of immediate interest
as a new computational framework to study interacting
quantum field theory in curved spacetimes [16]. On the
other hand, the ability to attach a concrete geometry
to the tensor network, namely that of the corresponding
curved spacetime, is also of considerable interest in the
context of holography, where e.g. MERA had been pre-
viously conjectured to realize either the hyperbolic plane
[7] or de Sitter spacetime [8]. In Ref. [15] we will pro-
pose, based on the analysis presented here, that a third,
intermediate geometry with null metric might actually
be more appropriate, while also introducing euclidean
and lorentzian extensions of MERA that are naturally
attached to the two curved geometries previously pro-
posed in Refs. [7] and [8].
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I. CONFORMAL GENERATORS ON THE
CIRCLE
A. Virasoro generators
A basis of generators of conformal symmetry on the
circle x ∈ [0, L) is given by the Virasoro generators Ln
and L¯n [23],
Ln ≡ L(2pi)2
∫ L
0
dx ei
2pi
L nxT (x) + c24δn,0, (6)
L¯n ≡ L(2pi)2
∫ L
0
dx e−i
2pi
L nxT¯ (x) + c24δn,0, (7)
which are the Fourier modes of the holomorphic and an-
tiholomorphic components of the stress tensor
T (x) ≡ 2pih(x) + p(x)2 , (8)
T¯ (x) ≡ 2pih(x)− p(x)2 . (9)
Here h(x) and p(x) are the CFT hamiltonian and momen-
tum densities, which we can also use to write the CFT
hamiltonian and momentum operators on the circle,
HCFT ≡
∫ L
0
dx h(x) = 2pi
L
(
L0 + L¯0 − c12
)
, (10)
PCFT ≡
∫ L
0
dx p(x) = 2pi
L
(
L0 − L¯0
)
. (11)
The Virasoro generators Ln, L¯n can be seen to close
two copies of the Virasoro algebra,[
Ln, Lm
]
= (n−m)Ln+m + c12n(n
2 − 1)δn+m,0, (12)[
Ln, L¯m
]
= 0, (13)[
L¯n, L¯m
]
= (n−m)L¯n+m + c12n(n
2 − 1)δn+m,0, (14)
where c is the central charge of the CFT.
B. Generators of non-uniform euclidean time
evolution
Let us now consider the Fourier mode expansion of the
Hamiltonian density h(x),
h(x) ≡
(
2pi
L
)
1
L
∑
n
Hn e
−i 2piL nx, (15)
Hn ≡
(
L
2pi
)∫ L
0
dx ei
2pi
L nx h(x), (16)
where we use the unusual factor L/2pi so that
Hn ≡ Ln + L¯−n − c12δn,0. (17)
In particular the Hamiltonian reads HCFT = (2pi/L)H0.
Similarly, let a(x) be a real function on the circle x ∈
[0, L), with Fourier expansion
a(x) ≡
∑
n
an e
i 2piL nx, (18)
an ≡ 1
L
∫ L
0
dx e−i
2pi
L nx a(x). (19)
Then we have that the generator Q0 of a non-uniform
euclidean time evolution with profile function a(x) reads
Q0 ≡
∫ L
0
dx a(x)h(x) (20)
= 2pi
L
1
L
∫ L
0
dx
∑
n
an e
i 2piL nx
∑
m
Hm e
−i 2piL mx (21)
= 2pi
L
∑
n
an
∑
m
Hm
(
1
L
∫ L
0
dx ei
2pi
L (n−m)x
)
(22)
= 2pi
L
∑
n
anHn, (23)
where we used that (1/L)
∫ L
0 dx e
i 2piL (n−m)x = δm,n.
7C. Generators of non-uniform rescaling
Let us now consider the Fourier mode expansion of the
momentum density p(x),
p(x) ≡
(
2pi
L
)
1
L
∑
n
Pn e
−i 2piL nx, (24)
Pn ≡
(
L
2pi
)∫ L
0
dx ei
2pi
L nx p(x), (25)
where we again use the unusual factor L/2pi so that
Pn ≡ Ln − L¯−n, (26)
with the momentum operator reading PCFT = (2pi/L)P0.
Let b(x) be a real function on the circle x ∈ [0, L), with
Fourier expansion
b(x) ≡
∑
n
bn e
i 2piL nx, (27)
bn ≡ 1
L
∫ L
0
dx e−i
2pi
L nx b(x). (28)
Then the generator Q1 of a non-uniform rescaling with
profile function b(x) reads
Q1 ≡
∫ L
0
dx b(x)p(x) = 2pi
L
∑
n
bnPn. (29)
II. LOW ENERGY MATRIX ELEMENTS
Consider a CFT on a circle of perimeter L and a con-
formal transformation V CFT ≡ e−Q, with generator Q,
acting on its Hilbert space. Our goal is to compute the
matrix elements
V CFTαβ ≡ 〈φCFTβ |V CFT|φCFTα 〉 (30)
=
∞∑
n=0
(−1)n
n! 〈φ
CFT
β |Qn|φCFTα 〉, (31)
between simultaneous eigenstates of the hamiltonian and
momentum operators HCFT and PCFT,
HCFT|φCFTα 〉 = ECFTα |φCFTα 〉, (32)
PCFT|φCFTα 〉 = PCFTα |φCFTα 〉, (33)
where, by the CFT operator-state correspondence [23],
ECFTα =
2pi
L
(
∆α − c12
)
, (34)
PCFTα =
2pi
L
Sα. (35)
Here ∆α ≡ hα + h¯α and Sα ≡ hα − h¯α are the scaling
dimension and conformal spin of the scaling operator φα
corresponding to state |φα〉, with hα and h¯α its holomor-
phic and antiholomorphic conformal dimensions [23].
The resulting 〈φCFTβ |V CFT|φCFTα 〉 for specific choices of
profile functions a(x) and b(x) (described below), were
compared in Figs. 4-5 of the main text with matrix ele-
ments 〈φβ |V |φα〉 numerically obtained on the spin chain,
where |φα〉 and V denote an energy/momentum eigen-
state of the spin chain and a linear map implemented by
a tensor network, respectively.
The generator Q = Q0 +iQ1 can be expanded in terms
of the Fourier modes Hn = Ln+L¯−n and Pn = Ln−L¯−n
of the hamiltonian and momentum densities h(x) and
p(x), namely
Q = 2pi
L
∑
n∈Z
(anHn + ibnPn) (36)
Thus, we would like to compute the matrix elements
〈φβ |Qn|φα〉, were Qn is a sum of products of powers
of Hn and Pn. To do this computation, we express
Qn as a sum of products of Virasoro generators such as
X ≡ (Ln1 . . . Lnr )
(
L¯n¯1 . . . L¯n¯s
)
for some integers r and
s and apply the Virasoro algebra. As a first step, we
express the states |φCFTα 〉 in terms of Virasoro generators
acting on primary states.
A. Descendant states in terms of primary states
To keep the notation relatively simple, given a primary
state |h, h¯〉 we consider a descendant state |φCFTα 〉 that is
obtained by applying a sequence Ln1Ln2 · · ·Lnq of holo-
morphic Virasoro generators Ln,
|φCFTα 〉 =
1
Nα
Ln1Ln2 · · ·Lnq |h, h¯〉, (37)
where ni ≤ −1 and Nα is a normalization factor such
that 〈φCFTα |φCFTα 〉 = 1. Nα can be expanded as
N2α = 〈h, h¯|
(
Ln1Ln2 · · ·Lnq
)†
Ln1Ln2 · · ·Lnq |h, h¯〉 (38)
= 〈h, h¯|
(
L†nq · · ·L†n2L†n1
)
Ln1Ln2 · · ·Lnq |h, h¯〉 (39)
= 〈h, h¯| (L−nq · · ·L−n2L−n1)Ln1Ln2 · · ·Lnq |h, h¯〉,(40)
where we used that L†n = L−n. A more general descen-
dant state is descended from a primary state via both Ln
and Ln¯ generators:
|φCFTα 〉 =
1
Nα
(
Ln1Ln2 · · ·Lnq
) (
L¯n¯1L¯n¯2 · · · L¯n¯q
) |h, h¯〉,
(41)
with ni, n¯i ≤ −1, and its norm Nα can be expanded
similarly.
B. Matrix elements of virasoro generators
Given a product of Virasoro generators X, we wish to
compute
Xαβ ≡ 〈φCFTβ |X|φCFTα 〉. (42)
8We first expand the states |φCFTα 〉 and |φCFTβ 〉 in terms of
their primary states and products of Virasoro generators
as in the previous section. If the two primary states are
different, thus belonging to different representations of
the Virasoro algebra, Xαβ = 0. If the primary states are
the same, we have
Xαβ ≡ 1
NαNβ
〈h, h¯| (Ln1 . . . Lnr )
(
L¯n¯1 . . . L¯n¯s
) |h, h¯〉,
(43)
where we have also expanded X, resulting in an expecta-
tion value on the state |h, h¯〉 of a long sequence of gener-
ators. We have also used the commutativity of Ln with
L¯m. To evaluate the expectation value, we apply the Vi-
rasoro commutators of Eq. (12) to produce “normal or-
dered” terms, moving all generators with n > 0 (n¯ > 0)
to the right and all generators with n < 0 (n¯ < 0) to
the left. Since LnL¯m|h, h¯〉 = 0 for n > 0 or m > 0, and
L†n = L−n, L¯†n = L¯−n, these terms are zero and we are
left with terms proportional to
〈h, h¯|(L0)a(L¯0)b|h, h¯〉 = (h)a(h¯)b, (44)
for integers a, b ≥ 0, where we have used L0|h, h¯〉 =
h|h, h¯〉 and L¯0|h, h¯〉 = h¯|h, h¯〉. We sum these terms to
compute the final result.
The normalization factors Nα can be computed in the
same way. For example, the norm-squared of the state
|φCFT〉 = L−2|h, h¯〉 is
N2φ = 〈h, h¯|L2L−2|h, h¯〉 (45)
= 〈h, h¯|4L0 + c2 |h, h¯〉 (46)
= 4h+ c2 , (47)
where we applied the Virasoro commutator once. In
particular, the norm of the state |TCFT〉 = L−2|ICFT〉 is
NT =
√
c/2, since for the identity primary h = h¯ = 0.
An exemplary off-diagonal matrix element involving this
state is
〈TCFT|L¯3L−2L¯−3|ICFT〉 (48)
= 1
NT
〈ICFT|L¯3L¯−3L2L−2|ICFT〉 (49)
= NT 〈ICFT|L¯3L¯−3|ICFT〉 (50)
= NT 〈ICFT|6L0 + 2c|ICFT〉 (51)
=
√
2c3/2. (52)
C. Finite non-uniform euclidean evolution
We wish to compute matrix elements of a conformal
transformation equivalent to evolving non-uniformly in
euclidean time. In other words, the generator should
have the form from Eq. (3)
Q0 ≡
∫ L
0
dx a(x) h(x), (53)
with a(x) a real-valued periodic function of x so that
a(0) = a(L). Since we want to compare the action of
the finite transformation V CFT0 ≡ e−Q0 on eigenstates of
the CFT Hamiltonian to the action of the tensor network
of Fig. 4(b) on corresponding low-energy eigenstates of
a critical spin chain, we guess a form for a(x) based on
the structure of the tensor network. We first take each
lattice site to represent an interval of the continuum one
lattice-spacing in length and centered on that site. Then
we interpret each euclideon as evolving its interval by
one unit of euclidean time, which is consistent with the
action of the full transfer matrix T . We then guess that
a smoother evolves its interval by, on average, half a unit
of time, with the amount of evolution changing linearly
from zero at one end of the interval associated with the
smoother, to one unit at the other end. This leads to
the profile function shown in Fig. 4(a), where the way
the smoother is “cut” from the euclideon determines the
direction of its sloping profile: See section III B.
The profile function, defined as a continuous function
of x ∈ [0, L), is
a(x) =

x 0 < x ≤ 1
1 1 < x ≤ L/4
−x+ L/4 L/4 < x ≤ L/4 + 1
0 L/4 + 1 < x ≤ L/2
x− L/2 L/2 < x ≤ L/2 + 1
1 L/2 + 1 < x ≤ 3L/4
−x+ 3L/4 3L/4 < x ≤ 3L/4 + 1
0 3L/4 + 1 < x ≤ L
, (54)
and has the Fourier coefficients
an = einS
2pi
N
1
4 sinc
(n
4
)
sinc
( n
N
) (
1 + einpi
)
, (55)
where the shift S reflects the freedom of choosing the
origin along the x-axis. The corresponding conformal
generator is
Q0 =
2pi
N
N/2∑
n=−N/2
anHn, (56)
where we have summed over only those modes that can
be distinguished on a lattice of N sites (N is assumed
to be even). For the plot in Fig. 4(b), where N = 24,
we expand the exponential V CFT0 ≡ e−Q0 to 4th order in
Q0 so that all the matrix elements shown are reasonably
well converged.
Note that there are some reasons to expect mis-
matches between V CFT0 and the euclideon tensor network
of Fig. 4(a), even with an appropriate choice of a(x).
Perhaps most significantly, due to the smoothers, the ten-
sor network is not Hermitian, unlike V CFT0 . This is the
cause of the slight differences in magnitude between ma-
trix elements of the tensor network and their Hermitian
conjugate counterparts in the plot of Fig. 4(b). Further-
more, we neglect the effect of finite-size corrections to
9the eigenstates of the critical spin chain due to irrelevant
terms present in the lattice model, as well as the effects
of any relevant or irrelevant operator contributions to the
smoothers, which are indeed present, as demonstrated by
the observed matrix elements connecting different confor-
mal towers.
D. Finite non-uniform scale transformation
An appropriate conformal transformation for compar-
ison with the local scaling tensor network of Fig. 5(b) is
generated by a position-dependent translation
Q1 ≡
∫ L
0
dx b(x) p(x), (57)
as in Eq. (4), where b(x) is a real-valued, periodic func-
tion of x ∈ [0, L). Unlike in the euclidean time case,
however, the function b(x) cannot simply be scaled to
produce the position-dependent translation function as-
sociated with a finite transformation. Indeed, b(x) repre-
sents a position-dependent velocity and a point x(s0) on
the x-axis is translated by an infinitesimal transformation
eiQ1 as
x(s0 + ) = x(s0) + b(x(s0)). (58)
To find the final location of a point x(s0) under a finite
transformation eisQ1 , this equation must be integrated,
for example numerically. By doing this for every starting
point of interest xj , the translation
B(xj) ≡ xj(s− s0)− xj(s0) (59)
these points experience under the finite transformation
can be computed.
By inspecting the tensor network of Fig. 5(b) we can
guess at the appropriate form for B(x). We consider the
action of the network on a state at the top, with each
lattice site representing an unit interval, centered on the
site, of continuous x-axis. The network first performs
fine-graining on sites 1 and 8. We thus assign a constant
scale-factor of 2 to the interval (8, 1], between sites 1 and
8. Since we do not know exactly how the smoothers
contribute, we leave the behavior in the intervals (7.5, 8]
and (1, 1.5] undetermined. The network then performs a
coarse-graining of sites 4 and 5, hence we assign the scale
factor 1/2 to the interval (3.5, 5.5]. We further assume
there is no scaling in the neighborhood of points 2 and 7,
since these each mark the midpoint of a pair of smoothers
and, by symmetry, the scale factor should pass through
zero here.
To derive shifts, we must further pay attention to
how the outgoing legs at the bottom of the network
are arranged relative to the ingoing legs at the bot-
tom. Although the unscaled sites 2 and 7 pass through
the smoothers without being translated, translations are
needed at the bottom to match up the outgoing legs with
lattice sites. Hence site 2 is translated by 1 unit (to the
right) and site 7 is translated by −1 (to the left). By
assuming, based on the symmetry of the network, that
the points 4.5 and 8.5 are not translated, we can then
derive the translation of points in the intervals (8, 1] and
(3.5, 5.5] from the above scale factors (a constant scale
factor corresponds to a constant derivative of the trans-
lation function). We use only the values in the stated
regions and at the stated points in arriving at a possible
generator, reflecting our lack of knowledge concerning the
precise action of the smoothers. The resulting profile
B(x) =

1 x = 2
−x/2 + 7/4 3.5 < x ≤ 5.5
−1 x = 7
2x− 16 8 < x ≤ 9 (≡ 1)
(60)
is shown in Fig. 5(a).
To constrain the set of generating functions b(x), we re-
strict to those described by just the first two odd Fourier
modes, which is enough to reproduce the regions of con-
stant scaling quite accurately. We may restrict to odd
functions since we know there must be nodes at x = 4.5
and x = 8.5. While it is possible to fit these parame-
ters to B(x), we choose Fourier coefficients that are very
close to the optimal ones, but which better match the
numerical matrix elements of Fig. 5(b):
b1 = eiS
2pi
N 0.5, b3 = ei2S
2pi
N 0.0275, (61)
where S is a shift determined by the location of the origin
along the x-axis. The generator of the corresponding
scale transformation is
Q1 =
2pi
N
(b1P1 + b∗1P−1 + b3P3 + b∗3P−3) . (62)
For the plot in Fig. 5(b), where N = 8, we expand the ex-
ponential V CFT1 ≡ e−iQ1 to 7th order so that the plotted
matrix elements are reasonably well converged.
E. Final remark on V CFT0 and V CFT1
Above we have carefully specified two profiles a(x) and
b(x) that led to generators Q0 and Q1 for the specific con-
formal transformations V CFT0 and V CFT1 acting on the the
CFT that we used in Figs. 4 and 5 for comparison with
the linear maps implemented with tensor networks. The
match, both qualitative and quantitative, between ma-
trix elements of the linear maps V and V CFT obtained
on the lattice with tensor networks and on the CFT
with conformal transformations is remarkable, confirm-
ing that the proposed tensor networks indeed implement
lattice versions of non-uniform euclidean time evolution
and rescaling.
We remark that although the profiles a(x) and b(x)
were obtained above through a somewhat convoluted
derivation that required making ad hoc decisions, slightly
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different choices of profile a(x) and b(x) were also tested
and seen to lead to very similar V CFT whose matrix ele-
ments continued to accurately match the matrix elements
of the proposed lattice linear map V .
III. EUCLIDEONS, DISENTANGLERS,
ISOMETRIES, AND SMOOTHERS
In this section we briefly review the well-established
construction of the tensors called eucliodeons e, disen-
tanglers u, and isometries w, and sketch how to build
smoothers eL, eR, uL, uR.
A. Euclideons
An euclideon, denoted e, is a tensor that implements
euclidean time evolution. In Refs. [5, 17, 18] the tensor e
was instead denoted as A. Two possible ways of building
an euclideon are (i) from a quantum spin chain Hamil-
tonian H (see e.g. Supplemental Material in [17]) and
(ii) from the Boltzmann weights of the statistical parti-
tion function of a classical two-dimensional lattice system
(see e.g. Ref. [5]). We briefly review those constructions
for completeness.
Given a local quantum spin chain Hamiltonian H,
the defining property of an euclideon e for H is that a
periodic row T of N euclideons should implement the
euclidean time evolution exp(−τH) for one unit of eu-
clidean time τ = 1. If the spin chain is described at low
energies by a relativistic quantum field theory (QFT),
then we normalize H such that the ground state energy is
zero in the thermodynamic limit (N →∞) and the speed
of light is 1 [26]. When the relativistic QFT is in addition
a conformal field theory (CFT), the above normalization
of H implies that the euclideons are (up to lattice effects)
isotropic in the two-dimensional euclidean space-time.
After normalizing the Hamiltonian H one first builds a
matrix product operator (MPO) for exp(−δτH) for small
δτ  1, e.g. using a Suzuki-Trotter decomposition, and
then multiplies together 1/δτ copies of the resulting MPO
while appropriately truncating the bond indices of the
resulting product (exp(−δτH))1/δτ = exp(−τH). This
results in a new MPO made of (roughly) isotropic eu-
clideons e, see e.g. part A of the Supplemental Material
of Ref. [17] for further details.
The construction of euclideons is even simpler if the
quantum spin chain relates to a two-dimensional sta-
tistical model, since in this case we can express an
euclideon e directly in terms of Boltzmann weights.
For instance, for the critical quantum Ising spin chain
H = −∑l σxl σxl+1 − σzl , we can build euclideons using
the Boltzmann weights eσiσj/T of the statistical parti-
tion function of the (isotropic) critical 2d classical Ising
model, namely
eijkl ≡ e(σiσj+σjσk+σkσl+σlσi)/T , (63)
?
푒퐿
푒 푒 푒
(a)
(b)
푒 푒 푒
푒 푒 푒 푒 푒푅
?
FIG. 6. (a) A truncated row of euclideons e has a dangling
bond index at each end. As a result, it does not define a
linear map in the Hilbert space of the spin chain. (b) Left
and right smoother eL and eR are special tensors placed at
the two ends of the truncated row of euclideons in order to
eliminate the dangling bond indexes, producing a linear map
in the spin chain.
where σi = ±1 labels the two possible values of a classical
Ising spin on site i of a two-dimensional lattice, see e.g.
Ref. [5] for further details.
B. Euclidean time smoothers
We can use a truncated row of euclideons e on a region
of a quantum spin chain in order to apply an euclidean
time evolution that only evolves the spins on that region.
However, at both ends of the truncated row of euclideons
we must place special tensors that we call smoothers eL
and eR, see Fig. 6. The purpose of each smoother is to
smooth out lattice effects that occur at the ends of the
truncated row of euclideons. Without smoothers there
would be an open bond index at each end. Thus a first
role of the smoothers, which only have one bond index (as
opposed to the two bond indices of regular euclideons) is
to eliminate open bond indices. However, not any ten-
sor with a single bond index will do. Indeed, a generic
choice of coefficients inside the smoother will result in a
transformation that is not the intended conformal trans-
formation (non-uniform euclidean time evolution). As a
matter of fact, the resulting transformation is generically
not even approximately diagonal in the conformal tow-
ers and therefore does not correspond to any conformal
transformation.
In practice we build the smoothers through a two-step
procedure, see Fig. 7. First we split an euclideon di-
agonally using a singular value decomposition (SVD).
Then we multiply it by an isometry, that we determine
by demanding that it optimally connects to the physi-
cal indices of the original euclideon e, in the following
sense. We build a diagonal transfer matrix M ′ made
of euclideons and smoothers and demand that its domi-
nant eigenvector has maximal overlap with the dominant
eigenvector of the horizontal transfer matrix M made of
euclideons. The resulting smoothers, when placed at the
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FIG. 7. Computation of smoothers eL and eR starting from
an euclideon e. (a) In order to create a smoother eL, first we
temporarily regard an euclideon e as a matrix M (by join-
ing its indexes into two pairs) and then compute its singular
value decomposition M = USV †, where U and V are unitary
matrices and S is a diagonal matrix with the singular values
of M in its diagonal. Then we create tensors aL =
√
SV †
and a˜L ≡ U
√
S, where
√
S is a diagonal matrix with the
square root of the singular values in the diagonal. Tensor aL,
which is a precursor of the smoother eL, has two indices (the
ones which originally belonged to the euclideon e, depicted in
black) of dimension d and one index (the one coming from the
singular value decomposition, depicted in red) of dimension
d2. (b) The smoother eL is then obtained by multiplying aL
by an isometry v of size d× d2 that maps the d2-dimensional
(red) index into a d-dimensional (black) index, thus imple-
menting a truncation of the former. The variational param-
eters in v correspond to a choice of truncation basis and are
determined as indicated in Fig. 8. (c) Notice that the prod-
uct of e˜L (obtained analogously to eL) and eL amounts to
the original euclideon e, up to effects due to the truncation
implemented through the isometry v. (d)-(f) The smoother
eR is created analogously.
ends of a truncated row of euclideons, are then seen to
indeed produce linear maps that not only act (approxi-
mately) diagonally in the conformal towers (as any con-
formal transformation does) but whose matrix elements
between low energy states accurately correspond to the
intended non-uniform euclidean time evolution, as seen
in the example of Fig. 4 in the main text.
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FIG. 8. In order to determine the variational parameters
in the smoother eL, which are contained in the isometry v
of Fig. 7(b), we require that the dominant eigenvector of the
transfer matrix T (a), corresponding to the ground state on
the circle, has maximal overlap with the dominant eigenvec-
tor of other transfer matrices, such as those in (b) and (c),
which can be seen to become close to the ground state on
the circle. The variational parameters in the smoother eR are
determined analogously using the dominant eigenvectors of
transfer matrices (d) and (e).
C. Optimized disentanglers and isometries
Disentanglers u and isometries w, the tensors in
the multi-scale entanglement renormalization ansatz
(MERA), are in general full of variational parameters
constrained in such a way that the tensors are uni-
tary/isometric. In the context of this work, however, by
a disentangler u and an isometry w we refer exclusively to
such tensors after the variational parameters have been
chosen so that the MERA represents the ground state of
the quantum spin Hamiltonian H.
This optimization can be carried out variationally us-
ing iterative energy minimization algorithms [28], as we
did here. Alternatively, one can extract optimized dis-
entanglers and isometries from the tensor network renor-
malization (TNR) algorithm [17], which manipulates a
network of euclideons.
D. Scale smoothers
We can use a truncated double layer of optimized
disentanglers and isometries on a region of a quantum
spin chain in order to apply a non-uniform scale trans-
formation that only rescales the spins in that region.
Again, at both ends of the truncated layer of disentan-
glers and isometries we must place special tensors called
smoothers uL and uR. One first reason for including
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FIG. 9. (a) Isometry w, disentangler u, and smoothers uL
and uR, with two types of indices: in red, the top index of
an isometry w, which connects with the bottom indices of
a disentangler u; in black, the bottom indices of an isome-
try w, which connect with the top indices of a disentangler
u. Smoothers map a pair of red and black top indices into
a pair of bottom red indices. (b) At each end of a trun-
cated double layer of MERA tensors W there is a dangling
black index that cannot be directly connected to a red index.
Scale smoothers uL and uR can map these dangling black
indexes, together with an adjacent red index, into a pair of
red indexes. (c) The left scale smoother uL is determined
variationally by demanding that this tensor network equality
be fulfilled (approximately, but as accurately as possible). (d)
Similarly, the right scale smoother uR is determined variation-
ally by demanding that this other tensor network equality be
approximately fulfilled.
these smoothers is that otherwise there is a mismatch in
index connectivity, since the lower indices of an isometry
w must connect with the upper indices of a disentangler
u (by design of the MERA). However, a generic choice of
coefficients inside the scale smoothers uL and uR (even
when compatible with the unitary/isometric character of
these tensors) will produce a linear map that does not
correspond to a conformal transformation.
In practice, we build the smoothers uL and uR by de-
manding that the equality in Fig. 9 be (approximately)
fulfilled. These equalities ensure that the scale smoothers
properly connect upper and lower indices. The result-
ing smoothers uL and uR, when placed at the ends of
a truncated double layer of optimized disentanglers and
isometries, indeed produce a linear map that not only
acts (approximately) diagonally in the conformal towers
but whose matrix elements between low energy states
accurately correspond to the intended non-uniform scale
transformation.
