Generalized multiprotocol label switching, also referred to as multiprotocol lambda switching, is a multipurpose control plane paradigm that supports not only devices that perform packet switching, but also devices that perform switching in the time, wavelength, and space domains. The development of GMPLS necessitates enhancements to existing IP signaling and routing protocols. An overview of the MPlS concept was presented in [1] , and a summary of the extensions to IP routing protocols (OSPF [2] and IS-IS [3] ) and the new Link Management Protocol to support GMPLS were presented in a companion paper in the January issue of this magazine [4] . In this article we present enhancements to two commonly used IP signaling protocols, RSVP and LDP, to support GMPLS. We illustrate the concept of hierarchical label switched path setup with an example, discuss mechanisms for bidirectional LSP setup, and describe the applications of suggested labels. We also discuss the important problem of protection and restoration in the GMPLS context. Finally, we describe how various recovery mechanisms can be implemented within the GMPLS framework.
INTRODUCTION
In a typical connectionless network (i.e., the Internet) packet forwarding is performed independently at each router in the network and is based on the destination address carried in the packet. This packet forwarding supports only one connectivity abstraction: multipoint-to-point path. 1 Recently, substantial effort has been expended to evolve conventional IP routing architecture and protocols by augmenting them with additional functionality under the umbrella of multiprotocol label switching (MPLS). One of the key aspects of MPLS is the addition of a new connectivity abstraction: explicitly routed point-topoint path. This is accomplished by the concept of explicitly routed label switched paths (LSPs). As we discuss below, this connectivity abstraction enables support for constraint-based routing, which in turn is the foundation for GMPLS.
MPLS is based on the following key concepts: • Separation of forwarding information (label) from the content of the IP header • Use of a single forwarding paradigm (label swapping) at the data plane to support multiple routing paradigms at the control plane • Use of different technologies and link layer mechanisms to realize the label swapping forwarding paradigm; examples are the "shim header" in Ethernet and packet over synchronous optical network (SONET) networks, the data link connection identifier in frame relay networks, and virtual circuit/path identifier (VCI/VPI) in asynchronous transfer mode (ATM) networks • Flexibility in the formation of forwarding equivalence classes (FECs) • The concept of a forwarding hierarchy via label stacking One application of MPLS is constraint-based routing, which is used to compute paths that satisfy various requirements subject to a set of constraints. Constraint-based routing is employed for two main purposes in contemporary networks: traffic engineering and fast reroute; future applications include diversity routing, which is the process by which disjoint paths are computed for protection purposes. One of the merits of MPLS is that it allows the elimination of redundant network layers by migrating some of the functions provided by ATM and SONET/SDH layers to the IP/MPLS control plane.
With MPLS constraint-based routing the extensions to Open Shortest Path First (OSPF) and Intermediate System to Intermediate System (IS-IS) allow nodes to exchange information not just about network topology, but also about resource availability and administrative constraints. This information is used as input to a constraint-based path computation algorithm that computes paths subject to topology, resource, and administrative constraints. After computation of an appropriate path, a signaling protocol such as Resource Reservation Protocol with Traffic Engineering (RSVP-TE) or Constraint-Based Routing Label Distribution Protocol (CR-LDP) is then used to instantiate a label forwarding state along the path.
Recent work has been done to extend and adapt the MPLS control plane, and specifically MPLS constraint-based routing, so that it can be used not just with routers and ATM switches, but also with optical crossconnects (OXCs) [4] . This is a fundamental step in the evolution and integration of data and optical network architectures. Using MPLS as the foundation for connection establishment and a common control plane addresses several issues related to this network evolution. First, a common control plane simplifies network operations and management, which ultimately results in reduced operational costs. Second, a common control plane provides a wide range of deployment scenarios, ranging from overlay to peer, where the overlay model is realized using only a subset of the functionality needed to implement the peer model. This allows the choice of peer or overlay (or a combination of both) deployment models to be driven by business and engineering considerations, rather than constrained by the current approach of stratification of subnetworks into technology domains. At the same time, developing a common control plane by reusing and extending existing routing and signaling protocols avoids the need to "reinvent the wheel," thus minimizing risks associated with protocol development and reducing the time to market for advanced optical switching equipment. Some enhancements are clearly required to the existing MPLS routing and signaling protocols to address the peculiar characteristics of optical transport networks. These protocol extensions are being standardized by the Internet Engineering Task Force (IETF) under the framework of generalized MPLS (GMPLS). These extensions can be summarized as follows:
• Enhancements to the RSVP-TE and CR-LDP signaling protocols to allow the signaling and instantiation of optical channel trails in optical transport networks and other connection-oriented networking environments [5] [6] [7] • Enhancements to OSPF and IS-IS interior gateway routing protocols (IGPs) to advertise availability of optical resources in the network (e.g., bandwidth on wavelengths, interface types) and other network attributes and constraints [8, 9] • A new link management protocol, LMP, designed to address the issues related to link management in optical networks [7] Additional functionality has been added to GMPLS to address some limitations of the MPLS control plane, such as the inability to establish bidirectional connections in a single request, and the absence of mechanisms to account for protection bandwidth so that it can be used for lower-priority traffic. Using the MPLS framework and its signaling protocols, a link or node failure (e.g., power outage) along the routes of established service connections could only be handled locally, or along the nodes of the path. 2 However, in the GMPLS framework, additional capability has been added such that failures which impact service connections can also be reported to a predefined alarm center (e.g., a centralized management system). Thus, the devices in the network can detect a failure, report the failure, quickly determine whether spare capacity is available on other routes, and then use signaling to restore the service connection onto a fault-free route, circumventing the point of failure. In this article we provide an overview of the protection and restoration techniques used by GMPLS devices, highlighting the following aspects:
• Fault isolation • Fault localization • Fault notification • Fault mitigation (via protection and restoration schemes)
The reader is referred to [4] for the enhancements to the routing and link management protocols and a brief overview of MPLS. This article discusses the enhancements made to the signaling protocols in support of GMPLS. It also illustrates the GMPLS mechanisms that can be used for protection and restoration.
ENHANCEMENTS TO SIGNALING
GMPLS requires that an LSP start and end on similar types of devices. In certain technologies, the data plane that carries the traffic may be transparent (i.e., the device is unable to terminate the traffic). However, in order to set up LSPs between transparent devices, signaling requests need to be terminated; this necessitates a separate control plane transport network to convey signaling messages. MPLS is designed so that the control plane is logically separate from the data plane. GMPLS extends this concept, allowing the control plane to be physically diverse from the associated data plane. In this section we discuss the enhancements that have been made to the label distribution protocols (RSVP-TE and CR-LDP) to support GMPLS. We further discuss the methodology by which the concepts of hierarchical connection setup, suggested label, and upstream label interact to support a scalable, generalized, and manageable architecture.
HIERARCHICAL LSP SETUP
GMPLS supports the concept of hierarchical LSPs [11] , which occurs when a new LSP is tunneled inside an existing higher-order LSP so that the preexisting LSP serves as a link along the path of the new LSP. In this section we illustrate how lower-order LSPs trigger the formation of higher-order LSPs. based on the link multiplexing capabilities [4] of the nodes. Nodes at the border of two regions, with respect to multiplexing capabilities, are responsible for forming higher-order LSPs and aggregating lower-order LSPs.
As an example, the bandwidth signaled for LSP1 in Fig. 1 is 500 Mb/s; all links traversed by the LSP must be large enough to support the requested bandwidth. R 0 classifies and maps packets into LSP 1 and shapes the data to 500 Mb/s if necessary. The 500 Mb/s for LSP 1 will be allocated from LSP 2 , which is running at the next larger SONET increment, an OC-12c. The S 2 switch grooms the OC-12c into LSP 3 , which is an OC-192 between S 2 and O 3 . The optical switch, O 3 , takes this OC-192 and switches it through LSP 4 , a WDM channel toward P 4 . The OC-192 corresponding to LSP 3 is switched through P 4 , P 5 , and P 6 to O 7 . Continuing in this fashion, O 7 selects the correct lambda and passes the signal to the port adjacent to S 8 . S 8 will select the appropriate OC-12c from the OC-192 and pass this to R 9 . Finally, R 9 will take the packets from the OC-12c and forward them on R 10 .
We now illustrate the process of creating an LSP (Fig. 2) using the RSVP-TE signaling extensions 3 defined in GMPLS, assuming that the requested bandwidth is available on each of the links. In addition to the formation of LSP 1 , this process also triggers the establishment of the following additional LSPs: LSP 2 , an STS-12c connection between R 1 and R 9 ; LSP 3 , an OC-192 connection between S 2 and S 8 ; and LSP 4 , WDM channels between O 3 and O 7 . Note that the residual bandwidth available in the LSP hierarchy is advertised by the IGP as follows:
• Node R 1 announces a packet-switch-capable (PSC) "link" from R 1 to R 9 with bandwidth equal to the difference between the STS-12c (622 Mb/s) capacity of the link and the 500 Mb/s that has been allocated to LSP 1 .
• Node S 2 announces the equivalent 180 STS1s worth of bandwidth for a time-division multiplex (TDM) link. • Node O 3 announces 15 lambdas, each of which has OC-192 bandwidth for a lambdaswitch-capable (LSC) link.
THE SUGGESTED LABEL
GMPLS signaling allows a label to be suggested by an upstream node. This suggestion is an optimization that may be overridden by a downstream node, but in most cases at the cost of higher LSP setup time and perhaps suboptimal allocation of network resources. The suggested label is particularly valuable when it is desired to set up a bidirectional LSP using paired transmit (Tx) and receive (Rx) interfaces to the same physical port (e.g., WDM transponders Tx/Rx pair) or to set up an LSP transiting certain kinds of optical switching equipment where there is some latency associated with configuring the switching fabric. The suggested label is also useful in optical subnetworks with limited wavelength conversion capability where wavelength assignment can be performed by the originating node of an optical LSP to minimize blocking probability. The suggested label concept permits an upstream node along a service path to start configuring its hardware with the suggested label before the downstream node communicates a label to it. For example, micro mirrors in a MEMS switch have to be positioned, and this physical motion and subsequent damping may consume some time. Early configuration offered by a suggested label can reduce setup latency, and may be important for restoration purposes as well, where alternate LSPs may need to be rapidly established. However, if a downstream node rejects the suggested label and passes a different label upstream, the upstream node must accept the label specified by the downstream node, thereby maintaining the downstream control of label allocation. In that situation, the switching fabric is configured in the reverse direction (the norm), and the label binding operation and propagation of the Resv/Mapping message upstream may need to be delayed at each hop in order to establish a usable forwarding path.
BIDIRECTIONAL LSP SETUP
Bidirectional optical LSPs (or lightpaths) are a requirement for many optical networking service providers. This section discusses how GMPLS supports bidirectional LSPs. It is assumed that both directions of such LSPs have the same traffic engineering requirements, including fate sharing, protection and restoration, and resource requirements (e.g., latency and jitter). The term initiator is used to refer to a node that starts the establishment of an LSP, and terminator is used to refer to the LSP destination node. Note that for a bidirectional LSP, there is only one initiator and one terminator. In the basic MPLS architecture, LSPs are unidirectional, so in order to establish a bidirectional LSP using either [6] or [7] , two unidirectional LSPs in opposite directions must be established independently. This approach has the following disadvantages:
• The latency to establish the bidirectional LSP is equal to one round-trip signaling time plus one initiator-terminator signaling transit delay. This increases the setup latency for LSP establishment, and extends the worst-case latency for discovering an unsuccessful LSP. These delays are particularly significant during network faults when LSPs need to be restored quickly.
• The control overhead is twice that of a unidirectional LSP. This is because separate control messages (e.g., Path/Request and Resv/Mapping) must be generated for both segments of the bidirectional LSP.
• Since the resources are established in separate segments, route selection can be quite complicated (e.g., Tx and Rx might be assigned to separate transponders on a WDM). There may be race conditions for resource allocation, which decreases the overall probability of successful establishment of the bidirectional connection.
• It is more difficult to provide a clean interface for SONET equipment which may rely on bidirectional hop-by-hop paths for protection switching. Existing SONET equipment transmits control information in-band using overhead bytes. This implies that connections should remain paired; hence, bidirectional establishment is highly desirable in this case. 
Additional methods have been defined to allow bidirectional LSPs' downstream and upstream data paths to be established using a single set of Path/Request and Resv/Mapping messages. This reduces the setup latency to essentially one initiator-terminator round-trip time plus processing time, and limits the control overhead to the same number of messages as a unidirectional LSP.
NOTIFY MESSAGES
One key requirement for providing network reliability is that reaction to network failures must be quick and decisions must be made intelligently. As part of failure notification, a node passing transit connections (i.e., connections that neither originate nor terminate at that node) should be able to notify the node(s) responsible for restoring the connections when failures occur, without intermediate nodes processing the messages or modifying the state of the affected connections. This is important because unnecessary message processing at the intermediate nodes may delay notification and even alter the state of the connection at the intermediate nodes. The Notify message has been added to RSVP-TE for GMPLS to provide a mechanism for informing nonadjacent nodes of LSP-related failures; a similar mechanism has not been defined for CR-LDP. The Notify message does not replace existing RSVP [12] error messages; however, it differs from them in that it can be "targeted" to any node other than the immediate upstream or downstream neighbor.
An important application for the nonadjacent Notify message is to notify when the control plane of a link has failed but the data plane (LSP) is still functional; a link in this condition is referred to as a degraded link. This is important because with GMPLS the control and data planes can be physically diverse and fail independently. In many cases, it is unacceptable to tear down an LSP just because the control plane has failed. Control plane failures, however, may limit the management features (e.g., failure localization, local restoration) provided for an LSP. As part of the notification process, the affected LSP and failed resource are identified in the Notify message, and new error codes have been added to identify degraded links.
GMPLS PROTECTION AND RESTORATION TECHNIQUES
A key requirement for the development of a common control plane for both optical and electronic networks is the need for features in the signaling, routing, and link management protocols to enable intelligent fault management. At the connection level, fault management consists of four primary steps:
Fault detection should be handled at the layer closest to the failure; for optical networks this is the physical (optical) layer. One measure of fault detection at the physical layer is detecting loss of light (LOL); other techniques based on optical signal-to-noise ratio (OSNR), optically measured bit error rate (BER), dispersion, crosstalk, and attenuation are still being developed.
Fault localization requires communication between nodes to determine where the failure has occurred (e.g., the SONET alarm indication signal, AIS, is used to localize failures between spans). One interesting consequence of using LOL to detect failures is that LOL propagates downstream along the connection's path, and therefore all downstream nodes may detect the failure. The Link Management Protocol (LMP) includes a fault localization procedure designed to localize failures in both transparent (all-optical) and opaque (optoelectrical) networks. This is done by sending LMP ChannelFail messages between adjacent nodes over a control channel maintained separately from the data-bearing channels. This separation of the control and data plane allows a single message set to be used for fault localization, irrespective of the encoding scheme of the data plane. Once a failure has been detected and localized, protection and restoration are used to mitigate the failure. The distinction between protection and restoration is centered on the different time scales in which they operate. Protection requires preallocated resources (typically requiring 100 percent resource redundancy) and is designed to react to failures rapidly (less than a couple of hundred milliseconds). For example, SONET automatic protection switching (APS) is designed to switch traffic from a primary path to a secondary path in less than 50 ms. This requires simultaneous transmission along both a primary and a secondary path (called 1+1 protection, see below) with a selector at the receiving node deciding which path to use. This approach requires twice as many network resources as a non-APS protected path. Restoration, on the other hand, relies on dynamic resource establishment, and it may take up to an order of magnitude longer to restore the connection than protection switching. Restoration may also involve dynamic route calculation, which can be computationally expensive if the backup paths are not precalculated or the precalculated resources are no longer available.
Protection and restoration have traditionally been addressed using two techniques: path switching and line switching. In path switching, the failure is addressed at the path endpoints (i.e., the path initiating and terminating nodes), whereas in line switching the failure is addressed at the transit node where the failure is detected. Path switching can be further subdivided into path protection, where secondary protection paths are preallocated, and path restoration, where connections are rerouted, either dynamically or using precalculated (but not preallocated) paths. Line switching can be subdivided into span protection, where traffic is switched to an alternate parallel channel or link connecting the same two nodes, and line restoration, where traffic is switched to an alternate route between the two nodes (this involves passing through additional intermediate nodes).
To effectively use protection, there must be mechanisms to:
• Distribute relevant link properties, such as protection bandwidth and protection capabilities • Establish secondary paths through the network • Signal a switch from the primary path to secondary paths and back In the remainder of this section we focus on the second and third mechanisms as they relate to protection switching in GMPLS signaling. Specifically, we highlight the features of RSVP-TE signaling that will be used to provide protection and restoration. We discuss span and path protection, and focus on the signaling mechanisms used for fault notification and fast path switchover. We examine span and path restoration, where new resources are dynamically established when failures occur.
PROTECTION MECHANISMS
The nomenclature for protection mechanisms is as follows:
• 1+1 protection: Payload data is transmitted simultaneously over two disjoint paths (one working, one protection), and a selector is used at the receiving node to choose the best signal.
• M:N protection: M preallocated backup paths are shared between N primary paths; however, data is not replicated onto a backup path, but is assigned and transmitted over the backup path only on the failure of the primary path. Span Protection -Span protection is carried out between two adjacent nodes and involves switching to a backup channel or link when a failure occurs. As part of the GMPLS routing extensions ( [8, 9] ) the link protection type (LPT) is advertised so that span protection can be used in route calculation. Once a route is selected, the connection is signaled using RSVP-TE or CR-LDP, which includes a protection bit vector indicating which LPTs are acceptable for the connection.
Each node providing dedicated 1+1 span protection must replicate the data onto two separate channels (Fig. 3a) . This requires using twice the connection bandwidth between the node pair and the ability to replicate the data onto both channels. When a failure is detected on the receiving node, it must switch from the working channel to the protect channel. Although the switchover itself does not require internode signaling, it is often done to inform the transmitting node that a switchover has occurred. This mechanism is used for connections requiring the highest availability over a span, and the working/protect channels must not be fate sharing so that a single failure across the link will not remove both working and protect channels.
For shared M:N span protection, M backup channels are shared between N primary channels (Fig. 3b shows the special case of 1:1 span protection). Since data is not replicated on both the primary and backup channels, failures must first be localized before the switchover can occur. Once a failure has been localized, the upstream node can initiate local span protection by sending an RSVP Path refresh message. Path refresh messages are a distinct feature of RSVP that allows intermediate nodes to refresh the state of an LSP. This feature allows for a switchover from the primary to the backup channel. Note that the benefit of exchanging the shared protection configuration in advance using LMP is that it minimizes the potential backup channel (label) conflict when protection switching. When the downstream node receives the Path message with the new objects, it verifies the parameters, updates the signaling state, and either responds with a Resv message with a new label or generates an error message.
Path Protection -Path protection is addressed at the end nodes (i.e., initiator and terminator nodes) and requires switching to an alternate path when a failure occurs. 
CR-LDP.
After the two paths are computed, the source originates two explicitly routed connections with the dedicated 1+1 and unprotected bits, respectively, set in the protection bit vector of the corresponding signaling setup message. The setup indicates that these two paths desire shared reservations. For 1+1 path protection, the connection is transmitted simultaneously over two disjoint paths, and a selector is used at the terminator node to choose the best signal (Fig. 4) . At each node where the two paths branch out, the node must replicate the data into both branches. At each node where the two paths merge, the node must select the data from one path based on the integrity of the signal.
For M:N path protection, N different connections are transmitted along N disjoint paths, and M disjoint paths are preestablished for shared protection switching for the N primary paths. An interesting feature of GMPLS is that it allows preconfiguring backup paths to protect primary paths. These backup paths, called secondary paths, are used for fast switchover when the primary path fails. Although the resources for these backup paths are preallocated, lower-priority traffic may use the resources with the caveat that the lower-priority traffic will be preempted if there is a failure on the primary path. Note that the precomputed backup path cuts down on the restoration time in the event of a failure.
RESTORATION MECHANISMS
Restoration is designed to react to failures quickly and use bandwidth efficiently, but typically involves dynamic resource establishment and route calculation, and therefore takes more time to switch to an alternate path than protection techniques. Similar to protection techniques described previously, restoration can be implemented at the source or an intermediate node once the responsible node has been notified. Failure notification is done using the notify procedures discussed earlier, or using standard error messages.
To support line restoration, where traffic is switched via an alternate route around a failure, a new path is selected at an intermediate node. This involves passing traffic through additional transit nodes. Line restoration may be beneficial for connections that span multiple hops and/or large distances because the latency incurred for failure notification may be significantly reduced. In this case only segments of the connection are rerouted instead of the entire path. Line restoration, however, may break TE requirements if a strict-hop explicit route is defined for the connection. Furthermore, the constraints used for routing the connection must be forwarded so that an intermediate node doing line restoration is able to calculate an appropriate alternate route. This is similar to the problem of establishing/maintaining TE requirements that span multiple areas.
Path restoration, on the other hand, switches traffic to an alternate route around a failure, where the new path is selected at the source node. Optimizations may be invoked to speed the restoration process; for example, alternate routes may be precomputed by the head-end of the connection and cached for future use. A restored path may reuse nodes in the original path and/or include additional intermediate nodes (Fig. 5) . It should be noted that resources at the downstream nodes are reused (shared) whenever possible, and resources at intermediate nodes that are no longer needed are freed. This sharing of resources increases the chances of the connection to get the requisite resources when rerouting is in progress. Note that if the paths are precomputed and resources preallocated, this enables faster reroute since those resources are guaranteed unless they fail or are claimed by higher-priority connections.
CONCLUSIONS
GMPLS will constitute an integral part of nextgeneration data and optical networks. It provides the necessary linkage between the IP and photonic layers, allowing interoperable, scalable, parallel, and cohesive evolution of networks in the IP and photonic dimensions. The functionality delivered by GMPLS allows network operators to scale their networks well beyond current limitations implicitly created by the segregation of the transport network from the data above. The signaling capabilities of GMPLS will allow service providers to quickly build out high-capacity agile 
