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1. INTRODUCTION 
The method of frozen coefficients (KaEanov method) has been discussed 
and analyzed in KaEanov [2], Mikhlin [7], and FuEik, Kratochvil, and 
NeEas [ 11, mainly with a view towards applications in quasilinear elliptic 
partial differential equations. This method, while still far less popular than 
Newton’s method (see Kantorovich and Akilov [3], Mikhlin [7], 
Krasnosel’skii et al. [4], and Marsal [6]) and its many variants, is gaining 
in stature due to its more robust performance while the iterates are far 
from the solution. In computational practice, the method of frozen coef- 
ficients has been applied to solving quasilinear two-point boundary-value 
problems often in the context of the method of lines for elliptic partial dif- 
ferential equations. An analysis of this method for two-point boundary- 
value problems is overdue. 
In the present paper, we analyze the method of frozen coefficients for 
solving the vector equation 
(-I)“$[~‘(~,u,x)]+~*(~,u,x)=f.(r) (1.1) 
with fixed and free boundary conditions. A suflicient condition for global 
linear convergence of the method of frozen coefficients is compared with a 
sufficient condition for global linear convergence of Newton’s method. 
Comments on the use of the two methods in a computational environment 
are given at the end of the paper. 
The methods of pseudolinear equations and successive approximations 
for solving problem (1.1) with fixed boundary conditions have been 
discussed in [S]. 
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2. NOTATION AND ASSUMPTIONS 
The Euclidean vector norm on Rk is denoted by I/. IIRk and the spectral 
matrix norm by I/. /I. 
The Sobolev space ( W:(a, b))” of m-dimensional vector-valued functions 
on (a, 6) (a and b finite, a < b), the kth derivatives of which are square 
integrable, is equipped with the norm 
(2.1 
(T denotes transpose). For any x E [a, b] and any u E ( W!j(u, b))“, define 
tr 4.4 = 
! 
d~)~, 2 (x)T, $j (xJT,... > g (xqT (2.2 
For any g := (g:, g;T)’ E Rk” x Rkm, define 
W$(U, b) := {UE ( W’$(U, b))“: tr u(a)= g,, tr u(b) =ghj. (2.3) 
The coefficient functions p, : (X, Y, x) E R”’ x R” x [a, b] + p, E R”, 
I= 1, 2, that occur in Eq. (1.1) are assumed to satisfy the following 
conditions: 
(A) for all (X, Y) in R” x R”, the elements of the Jacobian with 
respect o X and Y 
are measurable as functions of x on (a, b); 
(B) for almost all x in (a, b), 
Pd.> ‘9 x) E (C’( R” x R”))“, 1= 1,2; (2.4b) 
(C) for all (X, Y) in R” x R” and almost all x in (a, b), the Jacobian 
J,(X, Y, x) is symmetric and 
%(X, Y,x)=fg(X, Y,x); (2.4~) 
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(D) there exists a constant ,u>O such that, for all cp in R2m, all 
(X, Y) in R” x R” and almost all x in (a, 6) 
P II Cp II2,2m 6 VTJp(-K Y, Xl Cp. (2.4d) 
Conditions (A) and (B) imply that pl, p2, and J,, have the so-called 
Caratheodory property and, therefore, that Pi, Y(x), xl, 
PZGVX), Y(x), x)3 and J,(X(x), Y(x), x) are measurable on (a, 6) for any 
functions X and Y that are measurable on (a, b). Conditions (A)-(D) 
guarantee that the weak formulation of problem (1.1) makes sense and that 
a convex energy functional and a unique solution exist. 
Convergence of the method of frozen coefficients and of Newton’s 
method will depend on how closely these methods reproduce the “average” 
behavior of the two-point boundary-value problem between the 
approximate solution and the exact solution. To quantify this average 
behavior, it is convenient to introduce the concept of an “average 
Jacobian.” Let J;““‘(X, Y; $ t; x) denote any fixed 2m x 2m matrix 
function that satisfies conditions (A))(D) (with “J,,” replaced by “Jzyer”) 
and is such that 
K x)-Pl(X E xl 
l-9 x) -P*(R R x) 
= J;““‘(X, Y; 2, F; x) 
The matrix J;“,, (X, Y; 2, F; x) is an average Jacobian of (p, , p2) between 
(X, Y) and (3, F). 
We assume that 
p,(O, 0, x) =p*a 0, x) = 0. (2.5) 
In the method of frozen coefficients, a matrix R representing the “coef- 
ficients” in p1 and p2 is used. By R(X, Y, x), we denote any fixed 2m x 2m 
matrix function that satisfies conditions (E)-(F) stated below and is such 
that 
P,(X K -x) 
PAX, Y, x) 
. (2.6) 
Rewriting equality (2.6) in the form 
P*(X K xl--PIeA 0, xl 
P2(X K x) - P2(0, 0, xl (2.7) 
we see that R(X, Y, x) is J;““‘(X, Y; 0,O; x), an average Jacobian between 
(XT, YT)’ and (OT, OT)T. We partition R(X, Y, x) into four m by m blocks 
as follows: 
R(X, Y, x)= R,,(X Y, x) R,,(X Y, x) 
Rx@‘, K x) R,,W, Y, x) > ’
(2.8) 
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On R, we put the following assumptions imilar to assumptions C and D 
on the Jacobian J,,: 
(E) for all (A’, Y) in R”‘x R”’ and almost all s in (a, h), R(X, Y, X) is 
symmetric and 
R,,(X Y, x) = R,,(X Y, .u); (2.9a) 
(F) there exists a constant p,>O such that, for all cp in R”“, all 
(X, Y) in R” x R” and almost all x in (a, h), 
(2.9b) 
Conditions (E) and (F) guarantee that the weak formulations of the 
problems solved on each iteration of the method of frozen coefficients are 
well posed, have convex energy functionals and have unique solutions. 
3. THE METHOD OF FROZEN COEFFICIENTS (1) 
In this section, we consider convergence of the method of frozen coef- 
ficients for problem (1.1) with fixed boundary conditions. Free boundary 
conditions will be considered in the next section. 
Let f be an element of ( W, “(a, 6))“’ and g = (gf;, g;f)’ be an element of 
Rk” x Rk”. The basic task in the present section is to find the unique 
solution UE W$;,“(a, b) of the quasilinear vector two-point boundary-value 
problem represented by the variational equality 
for all h in W$$‘(a, h), where (., . ) denotes the duality between 
( WF~(U, b))” and W$(a, b). Problem (3.1) is the weak formulation of 
equation (1.1) with the fixed boundary conditions 
tr U(u) = g,, tr U(b) =g,. (3.2) 
The method of frozen coefficients for problem (3.1) consists in 
calculating the sequence 
$p) + u(‘) + u(2). . . (3.3) 
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of elements of W’:;(a, b) starting from some given ~6’) by iteratively solv- 
ing the linear problem of finding u(j+ ‘) E W$(a, 6) such that 
for all h in W-$(a, h). The following theorem gives sufficient conditions for 
global linear convergence of the method of frozen coefficients for problem 
(3.1). 
THEOREM 3.1. Let C, and Cz denote the m x m diagonal matrices 
diag(c,, c?,..., c,) and diag(c,+ , , c,,,+~ ,..., c~,,,), respectively, and let 
c:= O c, c j cz 0. (3.5) 
Define 
1 
rR=- mm 
PR 
~ E’RI [ Sup ess sup II(R(X, Y, x) - C) - J;“er(X, Y; 2, F; x)/l 
Iij<h 
X,YtR” o<.r<h 
Y,PERrn 
+ t IIC, + (- 1)” Czll I. (3.6) 
(Recall from Sect. 2 the notation 11. I/for the spectral matrix norm, Jy’ for 
the average Jacobian and p R for the untform lower bound on the eigenvalues 
qf R.1 If 
f-6 1 (3.7) 
then, starting from any u(O) E W$,” (a, b), the sequence (3.3) of iterates of the 
method of frozen coefficients (fc) converges linearly in W$F(a, 6) to the 
unique solution U of problem (3.1) and 
llu (j+ ‘)- UII w6 rlc lIu(‘)- L.11 w. (3.8) 
Proof: Put the term (f, h) in equality (3.4) on the right side of the 
equality and then subtract the quantity 
.F,” (f)‘R(&$, uiii,x> ( y ) dx (3.9) 
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from both sides to obtain 
In (3.10), replace (f, h) by the integral in equality (3.4) with i replaced by 
i- 1 and subtract and add the quantity 
dx (3.11) 
on the right side to obtain 
‘&[u(~)-u(i--I)] 
dx” 
(recall equality (2.6)). For the C of (3.5), it is seen by integration by parts 
that 
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X 
C,+(-l)%Z 0 
0 C,+(-l)VZ 
(3.13) 
Adding equality (3.13) to equality (3.12), choosing h = uCi+ ” - ~6” and 
taking a lower bound on the left side and an upper bound on the right side 
yield the inequality 
The existence and uniqueness of the limit-call it U-of the u(‘), the fact 
that this U is the unique solution of problem (3.1) and inequality (3.8) 
follow by standard arguments for contraction mappings. 1 
Remark 3.1. The conditions of Section 2 and Theorem 3.1 are in one 
respect more stringent than those of FuCik, Kratochvil, and NeEas [ 11, 
namely, that the constant pR be sufficiently large for inequality (3.7) to 
hold. The corresponding constant c2 in condition (ii) of [ 11 can be any 
positive number. FuEik et al. established convergence (at an undetermined 
rate) while Theorem 3.1 shows that the method of frozen coefficients 
actually has linear convergence for problems that satisfy slightly tighter 
requirements. 
4. THE METHOD OF FROZEN COEFFICIENTS (II) 
Let f be an element of the dual of ( Wi(a, 6))” and g = (g:, g:)’ be an 
element of Rk” x Rk”. In the present section, we consider finding the unique 
solution U E ( lV$(a, b))” of the quasilinear vector two-point boundary- 
value problem represented by the variational equality 
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+ gy tr h(a) -gT tr h(h) = 0 (4.1) 
for all h in ( I+“;( a, 6))“. Problem (4.1) is the weak formulation of Eq. ( 1.1) 
with the nonlinear free boundary conditions 
(4.2) 
where (g,),. and (g,!, denote the jth m-vector components of g, and g,, 
respectively. 
The method of frozen coefficients for problem (4.1) consists in 
calculating the sequence (3.3) of elements of ( W$(a, h))” starting from 
some given u (‘) by iteratively finding the u (i+ ‘) E ( W~(a, b))” such that the 
equality (3.4) with the quantity 
+ gF tr h(u) - g;f tr h(b) (4.3) 
added to the left side holds for all h E (@(a, h))“. The following theorem 
on convergence of the method of frozen coefficients for problem (4.1) holds. 
THEOREM 4.1. Same as Theorem 3.1 with three changes: 
(1) inside the square brackets in (3.6), add the term 
+$llC,+(-l)*-‘c,ll 
where dk is the smallest (embedding) constant such that 
(4.4) 
(4.5) 
for all cp, $ E (@(a, 6))“. 
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(2) Replace “W$(a, b),, by “( W$(a, b)),.” 
(3) Replace “problem (3.1)” by “problem (4.1).” 
5. NEWTON'S METHOD (I) 
Newton’s method for problem (3.1) consists in calculating the sequence 
(3.3) of elements of W:;,“(a, 6) by iteratively solving the linear problem of 
finding u(‘+ “E W$(a, 6) such that 
s 
h 
= 
0 
dku’4 
t-i 
dxk 
d.x 
for all h in W$(a, b). The following theorem gives sufficient conditions for 
global linear convergence of Newton’s method for problem (3.1). 
THEOREM 5.1. Let C be as in Theorem 3.1. Define 
1 
rNew = - min 
C,E R’ 
[ sup 
P 
ess sup 11 (J,(X, Y, x) - C) - J;““(X, Y; 2, F; x)/l 
X,YeRm a<\-<b 
1</<2rn 9,PERm 
+ tIlG+(-l)“c2111. (5.2) 
If 
rNew < 1 (5.3) 
then, starting from any u(‘)E W::T (a, b), the sequence (3.3) of iterates of 
Newton’s method converges linearly in W$(a, b) to the unique solution U of 
problem (3.1) and 
lIdi+ ‘) - UII w < rNew IlzJi) - UI/ w. (5.4) 
409!123/2-9 
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ProoL The proof is similar to that of Theorem 3.1. 
Remark. The conditions of Section 2 and Theorem 5.1 guarantee only 
linear convergence of Newton’s method (cf. Theorem 11.1 of [4]), not 
quadratic convergence (see Theorem 6 ( l.XVIII) of [3] and the text after 
Theorem 11.3 of [4]). The explicit forms of the rlc of (3.6) and the rNew of 
(5.2) will permit us, in Section 7, to make a qualitative comparison of the 
behavior of the method of frozen coefficients with that of Newton’s 
method, something that cannot conveniently be done on the basis of the 
theorems in [ 1, 3,4]. 
6. NEWTON'S METHOD (II) 
Newton’s method for problem (4.1) consists in calculating the sequence 
(3.3) of elements of ( Wi(a, h))” by iteratively finding the u(~+‘) such that 
the equality (5.1) with the quantity 
-gT tr h(a) + g;P tr h(b) (6.1) 
added to the right side holds for all h E ( Wl;(a, h))“. The following theorem 
on convergence of Newton’s method for problem (4.1) holds. 
THEOREM 6.1. Same as Theorem 5.1 with three changes: 
(1) Inside the square brackets in (5.2), add expression (4.4). 
(2) Replace “Wi;,“(a, b)” by “( Wg(a, b)),.” 
(3) Replace ‘problem (3.1)” by “problem (4.1)” 
7. COMPARISON 
In this section, we will show that the method of frozen coefficients is a 
Newton-like procedure and compare the convergence properties of the 
method of frozen coefficients with those of Newton’s method. An 
understanding of the case of solving an equation in R’ is of assistance in 
explaining the relative performance of the two methods for problem (3.1). 
Consider, then, the problem of finding the .?.E R’ such that 
P(T) =f, (7.1) 
where f E R’ and p is a continuously differentiable function such that 
p’(x) 2 p > 0 (7.2) 
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for all x in R’ (cf. conditions (A)-(D) of Sect. 2). Assume that p is of the 
form 
P(X) = 4x1 x (7.3) 
and note that 
jqx) ~po=~(x) -pwp’(o > I-1 , x x-o (7.4) 
(cf. condition (F) of Sect. 2). The method of frozen coefficients for Eq. (7.1) 
consists in calculating the sequence 
xm --$ x(I) + p) + . . . (7.5) 
by solving 
r(xlI’) x(i+ 1) =f (7.6) 
for P+ I). At first glance, the method of frozen coefficients eems totally 
unrelated to Newton’s method. However, rewriting (7.6) in the forms 
X(i+ I) = x(I’ - p(x”‘) -f 
Y(X(“) ’ 
(7.7) 
x(i+ I) =x”‘- (p(x”‘) +I( Jy:i_$“‘), 
one sees that the method of frozen coefficients is actually a Newton-like 
procedure in which p’(x”)) has been replaced by r(x(“), the average slope 
between x(‘) and 0. The method of frozen coefficients is a secant method in 
which one of the reference points remains fixed at x = 0. 
Is the method of frozen coefficients faster than Newton’s method for 
problem (7.1)? Since p is assumed to be strictly monotone (inequalities 
(7.2)), there exists a unique solution 2 of Eq. (7.1). It is easily shown from 
the second of equations (7.7) that, for the method of frozen coefficients, 
lx(i+l)--l <' P(x"')-P(o)_P(x(")-P(~) ,x(;)-2,, 
'P xw -0 x(i) -1 
(7.8) 
If one calculates sequence (7.5) by Newton’s method rather than by the 
method of frozen coefficients, then 
Ix(~+*)--~ <i p’(x(i))- Pb”‘) --P(Z) ,x(‘) 
xw -2 
-I/. (7.9) 
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For functions p with well behaved second derivative, Newton’s method is 
superior to the method of frozen coefficients for x”) in a (sufficiently small) 
neighborhood around the solution -C-, since there p’(.~(“) is closer to 
(7.10) 
than is 
PW’) -P(O) 
x(‘) -0 
(7.11) 
(assuming 2 # 0), that is, the right side of (7.9) is smaller than the right side 
of (7.8). However, far from the solution ,i?‘, quantity (7.11) often 
approximates (7.10) better than p’(x(‘)) does, that is, the method of frozen 
coefficients is superior to Newton’s method. 
We now proceed to comparing the method of frozen coefficients and 
Newton’s method for solving problem (3.1). Equality (3.10) of the proof of 
Theorem 3.1 is nothing other than a statement hat the method of frozen 
coefficients is a Newton-like procedure in which the local Jacobian 
(7.12) 
used by Newton’s method is replaced by the average Jacobian between 
(dkU(OT/dXk, U(i)‘)T and (O’, OT)T, namely, 
(7.13) 
(cf. (2.7) and (7.4)). The method of frozen coefftcients i a secant procedure 
in which one of the reference points is kept fixed at (OT, OT)T. It can be 
shown that, for the method of frozen coefficients applied to problem (3.1) 
where 
- JF 
&Cl) 
- dxk ” 1 (7.15) 
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(cf. (3.6)). For Newton’s method applied to solving problem (3.1), 
/IU(lfl’- UII wdrf.!J;!,, lIdi’- UII pf/, (7.16) 
where 
- JF 
&,(i) 
- dxk ’ u 
(i) dkU ;-p u;x +;llcwYc*ll 1 (7.17) 
(cf. (5.2)). For the method of frozen coefficients and Newton’s method 
applied to solving problem (4.1), inequalities (7.14) and (7.16) hold with 
rji) and r$$., in which expression (4.4) has been added inside the square 
brackets (cf. Theorems 4.1 and 6.1). For functions (p,, p2) with well 
behaved second derivatives and for u(“, UE Ck[a, 61, Newton’s method 
will, in analogy to the R’ case, be superior for u(j) in a sufficiently small 
Ck[a, h] neighborhood around U, since there (7.12) is closer to 
(7.18) 
than (7.13) is (so r$kw is less than r):‘). For u(j) far from U, the average 
Jacobian (7.13) will typically be closer to the average Jacobian (7.18) than 
the local Jacobian (7.12) is and the method of frozen coefficients will be 
superior to Newton’s method. 
8. CONCLUDING REMARKS 
The discussion of Section 7 makes it clear why the method of frozen coef- 
ficients has gained a reputation of being “erratic.” In the (unpublished) 
experience of many workers in the field, the method of frozen coefficients at 
times seems to converge well on the first one or several iterations but 
quickly loses its convergence power and diverges, pendulates or converges 
nonmonotonically. Previous publications yield only formal insight into 
why this phenomenon occurs. It is due to the fact that the initial guess is 
(typically, in the metric of the energy space) far from the solution, that is, 
in a region where the method of frozen coefficients converges well. 
However, as the iterates come closer to the solution, (7.13) becomes 
a poorer and poorer approximation of (7.18) and the method of frozen 
coefficients lows down, pendulates or diverges. 
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The Newton-like nature of the method of frozen coefficients pointed out 
in Section 7 and the fact that the convergence of the method of frozen coef- 
ficients is “complementary” to that of Newton’s method seems to have gone 
unnoticed in the previous literature. This complementary nature suggests 
one promising strategy for solving quasilinear two-point boundary-value 
problems: one should first do one or more steps of the method of frozen 
coefficients, then switch over to Newton’s method. 
The present paper has had as its main goal to remedy the lack of 
understanding of the method of frozen coefficients. There is a need for a 
lengthier study that treats not only the basic methods as we have done here 
but also the many quasi-Newton methods, “quasi-frozen coefficient” 
methods (i.e., quasi-Newton methods reformulated to use frozen coef- 
ficients as their basic strategy rather than Newton) and damping. The 
result of such a study will quite likely be improved stature for the frozen 
coefficient strategy. 
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