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By applying a main comparison theorem of Pucci and Serrin (2007)
[2] we cover, for general equations of p-Laplace type, the open
cases of Theorems B, D, E of Farina and Serrin (submitted for
publication) [1] as described in Problems 2 and 3 of Section 12
of Farina and Serrin (submitted for publication) [1]. Moreover, we
provide signiﬁcant improvements of Theorem C and Theorem 5 of
Farina and Serrin (submitted for publication) [1], the latter in the
context of mean curvature type operators, see Theorem 1.3 and
Theorems 5.2–5.4 below.
Finally, Theorem 1.1 provides a new Liouville theorem outside the
context of work in Farina and Serrin (submitted for publication) [1].
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1. Introduction
As in [1], we shall consider entire solutions of quasilinear elliptic equations
divA (x,u, Du) =B(x,u, Du), (1.1)
in the special strongly coercive case in which
A (x, z,ρ) = A(x, z,ρ)ρ, B(x, z,ρ)z  0, (1.2)
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676 P. Pucci, J. Serrin / J. Differential Equations 250 (2011) 675–689where A(x, z,ρ) is a positive, continuously differentiable scalar function, deﬁned for x ∈ Rn , z ∈
R \ {0}, ρ ∈ Rn \ {0}, and where also A (x, z,0) = 0, B(x,0,0) = 0. We assume moreover that the
following “large radii conditions” of p-Laplace type are valid, that is for |x| R0 , and all z = 0, ρ = 0,
A(x, z,ρ) = C(x, z)|ρ|p−2, C(x, z) CA |x|s|z|r, p  1, r  0, s ∈ R, (1.3)
and
B(x, z,ρ) sign z CB|x|−t |z|q, q 0, t ∈ R, (1.4)
where CA and CB are positive constants. With these assumptions, it is not hard to check that the
principal conditions (3), (4), (8), (9) of [1] are valid for Eq. (1.1), and correspondingly that the results
of [1] hold for (1.1). The remarkable nature of the main operational conditions (1.3)–(1.4) can hardly
be overemphasized, especially that they are required to hold only for |x|  R0, where R0 can be
arbitrarily large.
For model examples and general comments, as well as for comparison with important and closely
related work, we refer to the introduction and bibliography of [1]. For simplicity here we shall con-
sider only entire C1 distribution solutions u of (1.1), that is, functions u of class C1(Rn) such that
A (·,u, Du),B(·,u, Du) ∈ L1loc
(
R
n),∫
Rn
{
A (x,u, Du) · Dϕ +B(x,u, Du)ϕ}dx = 0
for all functions ϕ ∈ C10(Rn).
In this note, using the main comparison Theorem 3.6.4 of [2], we cover the open cases of Theo-
rems B, D, E of [1] as described in Problems 2 and 3 of Section 12 of [1]. Moreover, we provide a
signiﬁcant improvement of Theorem C of [1], see Theorem 1.3.
In order to apply the comparison method, we also assume the following further conditions
x · ∂x A(x, z,ρ) sA(x, z,ρ), 0 z∂z A(x, z,ρ) r A(x, z,ρ), (1.5)
for |x| R0 and z = 0, ρ = 0. Clearly these are compatible with the main condition (1.3).
In the sequel, the following parameter combinations will be of principal importance to our con-
clusions,
θ = p + r − 1, s + n − p, κ = p − n − s
θ
, (1.6)
when θ > 0. Under conditions (1.2), (1.3) and (1.5) we then prove
Theorem 1.1. Let θ > 0 and s + n < p. If u is an entire C1 distribution solution of (1.1), with asymptotic
behavior
u(x) = o(|x|κ ) as |x| → ∞, (1.7)
then u must be identically constant in Rn. (If the constant is different than 0, thenB(x, z,0) must vanish for
at least one value z = γ = 0.)
The exponent κ is best possible, in the sense that the conclusion is false for any exponent k greater than κ .
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p-Laplace equation
pu = 0, p > n.
Here s = r = 0 so the appropriate growth exponent in this case is κ = (p − n)/(p − 1), a number
directly associated to the corresponding fundamental solution.
For the next result, and for the remainder of this section, we assume that (1.2)–(1.5) are valid, that
is, we add (1.4) to the conditions for Theorem 1.1.
Theorem 1.2. Let θ > 0 and s + n < p. If u is an entire C1 distribution solution of (1.1), with asymptotic
behavior (1.7), then u must vanish identically in Rn.
Suppose also that
qκ + n − t < 0 ( 0 if q θ). (1.8)
Then the exponent κ is again best possible, in the sense that the conclusion is false for any exponent k greater
than κ .
It was shown in Theorem B of [1] that when
q < θ, s + t < p,
then any entire C1 distribution solution u of (1.1) such that
u(x) = o(|x|ν) as |x| → ∞, ν = p − s − t
θ − q ,
must vanish identically in Rn . It was shown moreover that the exponent ν is best possible provided
that (s, t) is not in the region
SB : qν + n − t  0, s + t < p.
Note that
ν − κ = qκ + n − t
θ − q =
qν + n − t
θ
, (1.9)
when q = θ . Hence κ > ν > 0 in the interior of SB . Also s + n < p in SB since κ > 0.
Since conditions (1.2)–(1.5) are now assumed to hold, Theorem 1.2 is therefore applicable. It follows
that, for (s, t) ∈ SB , the result of Theorem B of [1] is not best possible, with Theorem 1.2 supplying
a signiﬁcant improvement of the result; that is, if q < θ then any entire C1 distribution solution u must
vanish identically when (s, t) ∈ SB and
u(x) = o(|x|κ) as |x| → ∞,
where, moreover, the exponent κ cannot be improved.
Similarly, it was shown in Theorem D of [1] that when
q < θ, s + t = p,
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u(x) is bounded in Rn
must vanish identically in Rn . It was shown moreover that the result is best possible provided that
(s, t) is not on the half-line SD given by s + t = p, t > n.
It follows again from Theorem 1.2 that on the half-line SD the result of Theorem D of [1] is not
best possible, with Theorem 1.2 supplying a signiﬁcant improvement of the result, that is, for the entire
C1 distribution solution u to vanish identically when (s, t) ∈ SD and q < θ , it is enough that
u(x) = o(|x|κ ) as |x| → ∞.
Also, it was shown in Theorem E of [1] that when s+t > p, then any entire C1 distribution solution
u of (1.1) such that
u(x) = o(1) as |x| → ∞,
must vanish identically in Rn . It was shown moreover that the result is best possible provided (s, t) is
not in the region SE given by s + t > p, s + n < p.
It follows again from Theorem 1.2 that in SE the result of Theorem E of [1] is not best possible,
with Theorem 1.2 supplying a signiﬁcant improvement of the result, that is, for the entire C1 distribution
solution u to vanish identically when (s, t) ∈ SE and q < θ , it is enough that
u(x) = o(|x|κ ) as |x| → ∞.
To conclude the direct consequences of Theorem 1.2, we recall that Theorem C of [1] deals with
the case
q > θ, s + t > p, qν + n − t  0, (1.10)
and shows that, for a universal constant C depending only on n, p, q, r, s, t , any entire C1 distribution
solution u of (1.1) such that
lim inf|x|→∞
u(x)
|x|ν  C
must vanish identically in Rn .
Here Theorem 1.2 provides a signiﬁcant improvement of Theorem C for the model case (1.2)–(1.5),
that is, we have
Theorem 1.3. Let (1.10) be satisﬁed, and also
θ > 0, s + n < p.
If u is an entire C1 distribution solution of (1.1), satisfying (1.7), again with κ given in (1.6), then u must vanish
identically in Rn.
This result follows immediately from the ﬁrst part of Theorem 1.2.
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the parameter values for which the theorem is of interest. That is, if q > θ , but qν + n − t < 0, then
there are no solutions of (1.1) beyond u ≡ 0.
In the context of Theorem 1.3, it is interesting to observe also, from the arguments in Section 2
below, that if qν + n − t < 0 then for all k > κ suﬃciently near κ there exist solutions of equations of
the form (1.1) satisfying (1.2)–(1.5), which are exactly O (|x|k) as |x| → ∞.1
The rest of the paper is organized as follows. In Section 2 we begin the proof of Theorems 1.1
and 1.2 and also show that the exponent κ is best possible for both theorems. The full result of
Theorem 1.2 is proved in Section 3, while in Section 4 we allow a generalization of (1.3) in which the
function C(x, z) is replaced by C(x, z,ρ). Finally, in Section 5 we consider the case of mean curvature
type operators, see the deﬁnitive Theorems 5.2–5.4.
2. Construction of the comparison function
The main case is when p > 1. The case p = 1 is treated at the end of the section. Consider the
function
v = v(x) = (1+ |x|
)k/
 +m, with k > 0, 
 > 0, m 0.
Lemma 2.1. Let (1.2) hold. Then for x = 0 we have
divA (x, v, Dv) = |Dv||x|(1+ |x|
) ·
{(
1+ |x|
)x · ∂x A(x, v, Dv)
+ k|x|

(
1− m
v
)
ζ(x, v, Dv)
(

 − 1+ (k − 1)|x|
)σ(x, v, Dv)
+ (
 + n − 2+ (k + n − 2)|x|
)A(x, v, Dv)
}
, (2.1)
where
σ(x, z,ρ) = ρ · ∂ρ A(x, z,ρ), ζ(x, z,ρ) = z∂z A(x, z,ρ).
Proof. By (1.2) we have A (x, v, Dv) = A(x, v, Dv)Dv , so clearly
divA (x, v, Dv) = A(x, v, Dv)v + DA(x, v, Dv) · Dv. (2.2)
Here the gradient of v has the form
Dv(x) = k(1+ |x|
)k/
−1|x|
−2x = |Dv| x|x| , (2.3)
while
v = |Dv||x|(1+ |x|
)
{
(k + n − 2)|x|
 + (
 + n − 2)},
D
(|Dv|)= x|Dv||x|2(1+ |x|
)
{
(
 − 1) + (k − 1)|x|
}= c x|Dv||x|2(1+ |x|
) ,
where c = (
 − 1) + (k − 1)|x|
 .
1 On the other hand, by Theorem C of [1] there can be no solutions whatsoever when k > ν .
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z = z(x) = v(x), ρ = ρ(x) = Dv(x).
Then, Dρ is the Hessian matrix of v ,
DA(x, v, Dv) = ∂x A(x, v, Dv)Dx+ ∂z A(x, v, Dv)Dv + ∂ρ A(x, v, Dv)Dρ (2.4)
and by (2.3)
Dρ = D
(
|Dv| x|x|
)
= D(|Dv|) x|x| + |Dv|D
(
x
|x|
)
= c|Dv||x|3(1+ |x|
) x⊗ x+
|Dv|
|x|
(
I − x⊗ x|x|2
)
.
It is apparent that x is a null vector for the matrix (I − x ⊗ x/|x|2), so also Dv is a null vector
for this matrix. Consequently in evaluating the expression DA · Dv in (2.2), (2.4) we can delete this
matrix from Dρ , that is,
∂ρ A(x, v, Dv)Dρ · Dv = c|Dv||x|3(1+ |x|
) ∂ρ A(x, v, Dv)(x⊗ x) · Dv
= c|Dv||x|(1+ |x|
)σ (x, v, Dv), (2.5)
where at the second step one uses x · Dv = |x||Dv| and x|Dv| = |x|ρ , see (2.3), together with the
deﬁnition of the function σ . Also
∂z A(x, v, Dv)Dv · Dv = k
(
1+ |x|
)k/
−1|x|
−2(x · Dv)∂z A(x, v, Dv)
= k|x|

|Dv|
|x|(1+ |x|
) (v −m)
ζ(x, v, Dv)
v
(2.6)
and
∂x A(x, v, Dv)Dx · Dv = |Dv||x| x · ∂x A(x, v, Dv). (2.7)
Combining (2.2)–(2.7) now gives (2.1), as required. 
Assume |x| R0. Applying the main condition (1.3) yields
σ(x, z,ρ) = C(x, z)ρ · ∂ρ |ρ|p−2 = (p − 2)A(x, z,ρ). (2.8)
Then with the help of (1.5) we can eliminate σ(x, v, Dv), ζ(x, v, Dv), x · ∂x A(x, v, Dv) from (2.1) to
obtain
divA (x, v, Dv) A(x, v, Dv)|Dv||x|(1+ |x|
)
(
μ|x|
 + μ¯), x ∈ Ω0, (2.9)
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μ = k(p + r − 1) + s + n − p, μ¯ = (p − 1)
 + s + n − p. (2.10)
Suppose for the moment that p > 1. If now k = κ and 
 = 
¯ = (p−n− s)/(p−1), where κ is given
in (1.6), then μ = μ¯ = 0. Hence divA (x, v, Dv)  0 in ΩR0 , that is, for these values of k and 
 the
function v is a supersolution of the equation
divA (x,u, Du) = 0 (2.11)
in Ω0.
This is enough to carry out the comparison method in the next section.
To show that the exponent κ in Theorem 1.1 is best possible, we consider the special case of (1.2)
for which
A(x, z,ρ) = (1+ |x|
)s/
|z|r |ρ|p−2, 
 > 0, p > 1, r  0, s ∈ R. (2.12)
As in the calculations above, the function
v = v(x) = (1+ |x|
)k/
, k > 0,
continues to satisfy Lemma 2.1 for all x = 0. At the same time, however, now we have
(
1+ |x|
)x · ∂x A(x, z,ρ) = s(1+ |x|
)s/
|x|
|z|r |ρ|p−2 = s|x|
A(x, z,ρ),
and also ζ(x, v, Dv) = r A(x, v, Dv). Thus in place of (2.9) there results the equality
divA (x, v, Dv) = A(x, v, Dv)|Dv||x|(1+ |x|
)
(
μ|x|
 + μ¯ − s), x = 0. (2.13)
Take k = κ and 
 = p′ = p/(p − 1) in (2.10), so that μ = 0 and μ¯ − s = n > 0. Hence the func-
tion v(x) = (1 + |x|p′)κ/p′ is a C1 entire solution of (1.1) with appropriate functions A , B obeying
condition (1.2). This shows that the exponent κ in Theorem 1.1 is best possible when p > 1.
Turning to Theorem 1.2 again in case p > 1, to show that the exponent κ is best possible when
(1.8) holds we write (2.13) in explicit terms as
divA (x, v, Dv) = kp−1(1+ |x|
)τ−1|x|(p−1)(
−1)−1(1+ |x|
)(s+kr)/
(μ|x|
 + μ¯ − s), (2.14)
where τ = (p − 1)(k − 
)/
, and μ, μ¯ are given in (2.10).
For all x = 0, deﬁne
b(x) = kp−1(1+ |x|
)τ−1|x|(p−1)
−p(1+ |x|
)(s+kr)/
(μ|x|
 + μ¯ − s)|x|t(1+ |x|
)−kq/
.
Take k > κ and 
 = p′ = p/(p − 1) in (2.10), so that μ = μ0 > 0 and μ¯− s = n > 0. Then b(x) has the
growth exponent λ given by (note the term |x|(p−1)
−p drops out!)
λ ≡ (τ − 1)
 + (s + kr) + 
 + (t − kq) = k(θ − q) + s + t − (p − 1)

= (θ − q)(k − κ) + t − n − κq. (2.15)
682 P. Pucci, J. Serrin / J. Differential Equations 250 (2011) 675–689When q  θ , then for all k > κ we have λ > 0 by (1.8); when q > θ , by taking k > κ suitably near κ
we again ﬁnd λ > 0 by (1.8). In turn
b(x) κ p−1μ0Rλ0 = CB > 0 (2.16)
when |x| R0. Hence the function v(x) = (1+ |x|
)k/
 , with k > κ suitably near κ and 
 = p′ > 1, is a
C1 entire solution of (1.1) in the special case
divA (x,u, Du) =B(x,u),
with A (x, z,ρ) = (1 + |x|p′)s/p′ |z|r |ρ|p−2ρ and B(x, z) = b(x)|x|−t |z|q−1z. The large radii conditions
(1.3), (1.4) are obviously satisﬁed, with R0 = 1, CA = max{1,2s/p′ } and CB given in (2.16).
This shows that the exponent κ in Theorem 1.2 is best possible when p > 1 and (1.8) is satisﬁed.
When p = 1, then θ = r > 0 by the main assumption θ > 0 of both Theorems 1.1 and 1.2. Therefore
by (2.10), by choosing k = κ = (1− n − s)/r, we ﬁnd again that μ = 0. (Note that if r = 0 then μ < 0
for all k > 0 since s + n < 1 = p.) Moreover, μ¯ = s + n − 1 < 0 (independent of 
). Hence when p = 1
the function v(x) = (1+ |x|2)κ/2 +m, with 
 = 2 and any m 0, is a supersolution of (2.11).
To show that the exponent κ = (1−n− s)/r is best possible when p = 1 and θ = r > 0, we consider
the special case of (1.2) in which
A(x, z,ρ) = (1+ |x|2)s/2|z|r |ρ|−1 (
 = 2). (2.17)
By (2.14) the function
v = v(x) = (1+ |x|2)k/2, k > κ,
then satisﬁes, for all x ∈ Rn ,
divA (x, v, Dv) = |x|−1(1+ |x|2)(s+kr)/2−1(μ|x|2 + n − 1). (2.18)
In analogy to the previous calculation, put
b(x) = (1+ |x|2)(s+kr)/2−1(μ|x|2 + n − 1)|x|t−1(1+ |x|2)−kq/2.
The corresponding growth exponent is then, see (2.15),
λ = (r − q)(k − κ) + t − n − κq,
which is positive when k > κ is chosen as before. The function v(x) = (1+ |x|2)k/2 is then a solution
of (1.1) with A (x, z,ρ) given in (2.17) and with B(x, z) = b(x)|x|−t |z|q−1z. The large radii conditions
are satisﬁed, since (2.16) holds with p = 1, and accordingly the exponent κ is best possible.
Remark. Condition (1.8) itself is best possible in Theorem 1.2. Indeed, suppose qκ + n − t > 0 and
consider the two cases: q > θ , q < θ .
If q > θ , then by (1.9)
qν + n − t < 0.
But then by Theorem 1 of [1] any entire C1 distribution solution u must vanish in Rn , so that κ surely
cannot be the best exponent in (1.7).
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any entire C1 distribution solution u which is o(|x|ν) as |x| → ∞ must vanish in Rn , so that again κ
cannot be the best exponent in (1.7).
3. Proof of Theorems 1.1 and 1.2
We consider ﬁrst the case p > 1. Assume for contradiction that u is an entire C1 solution of
(1.1), verifying (1.7). Deﬁne m = max{u(x)+: |x| = R0}. Clearly, m  0 and for all ε > 0 the function
vε(x) = ε(1+ |x|
¯)κ/
¯ +m is a supersolution of (2.11) in Ω0, as shown in Section 2.
Obviously vε > u when |x| = R0 and, equally,
lim|x|→∞
{
vε(x) − u(x)
}
> 0
by (1.7). Finally, u is a subsolution of (2.11) in the set where u is positive, by (1.2). Thus, since Dvε
is continuous and = 0 when |x| R0, by the weak comparison Theorem 3.6.4 of [2] we deduce that
vε  u when |x| R0, provided that the operatorA (x, z,ρ) is elliptic when |x| R0, z = 0, ρ = 0.
Assuming this for the moment, we can easily complete the proof of Theorem 1.2. Indeed, letting
ε → 0, one gets u m when |x|  R0, while also obviously u  M for some M  0 when |x|  R0.
Repeating the argument for the function −u then shows that u is bounded in Rn .
We now apply Theorem F of [1, Section 4], which states that if conditions (1.2), (1.3) hold and
s + n < p, then any entire C1 distribution solution u of (1.1) such that
u(x) is bounded in Rn
must be identically constant in Rn . It follows therefore that the solution u in Theorem 1.1 must be
identically constant in Rn , as required. For Theorem 1.2 the extra condition (1.4) shows that the only
constant solutions of (1.1) are those which vanish identically.2
It remains to establish the ellipticity of the operator A (x, z,ρ). By [2, p. 63], this is equivalent to
the positive deﬁniteness of the matrix [∂ρA (x, z,ρ)] in |x| R0, z = 0, ρ = 0. In fact, see [2, p. 33],
the eigenvalues of this matrix are A(x, z,ρ), repeated n − 1 times, and
A(x, z,ρ) + ρ · ∂ρ A(x, z,ρ) = (p − 2)A(x, z,ρ) > 0
by (2.8). This completes the proof of Theorems 1.1 and 1.2 when p > 1.
When p = 1, the eigenvalues of [∂ρA (x, z,ρ)] are A(x, z,ρ), repeated n − 1 times, and 0. Thus
the operator A (x, z,ρ) is now only weakly elliptic. On the other hand, by (1.1) and (1.4) the function
u satisﬁes, at all points |x| R0 where u is positive,
divA (x,u, Du) CB|x|−t |u|q > 0.
This compensates for the weak ellipticity of the operator, and thus again, by the compensated version
of Theorem 3.6.4 of [2], we obtain vε  u when |x| R0, where in this case vε(x) = ε(1+|x|2)κ/2+m.
The rest of the proof is completed as before.
2 Indeed, if u ≡ γ , where γ is any non-zero constant, then by (1.4), for |x| R0 there holds B(x,u, Du) =B(x,u, Du) ·
signu  CB|x|−t |u|q > 0, while of course also A (x,u, Du) =A (x, γ ,0) ≡ 0 by (1.2). Thus (1.1) cannot be true for |x| R0,
a contradiction. Therefore γ = 0, as required.
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Here we replace (1.3) by
A(x, z,ρ) = C(x, z,ρ)|ρ|p−2, C(x, z,ρ) CA |x|s|z|r (1.3′)
and correspondingly add the further condition
ρ · ∂ρC(x, z,ρ) 0 if s + n 1− r,
ρ · ∂ρC(x, z,ρ) 0 if s + n 1− r. (1.5′)
The following generalization of Theorem 1.2 then holds.
Theorem 4.1. Let (1.2), (1.4), (1.5) be valid, together with (1.3′), (1.5′), and suppose that A is a weakly
elliptic operator. Assume that θ > 0 and s + n < p. If u is an entire C1 distribution solution of (1.1), with
asymptotic behavior (1.7) and κ given in (1.6), then u must vanish identically in Rn.
If also (1.8) holds true, then the exponent κ is then best possible, in the sense that the conclusion is false for
any exponent k greater than κ .
Proof. Lemma 2.1 continues to hold in the present circumstances, but now with
σ(x, z,ρ) = ρ · ∂ρC(x, z,ρ)|ρ|p−2 + (p − 2)A(x, z,ρ).
With the help of (1.5) we now obtain in place of (2.9)
divA (x, v, Dv) A(x, v, Dv)|Dv||x|(1+ |x|
)
(
μ1|x|
 + μ¯1
)
, x ∈ Ω0,
where
μ1 = μ + (k − 1)ρ · ∂ρC(x, z,ρ)|ρ|p−2,
μ¯1 = μ¯ + (
 − 1)ρ · ∂ρC(x, z,ρ)|ρ|p−2, (4.1)
and μ, μ¯ are given in (2.10). Now choose k = 
 = κ , and recall that κ > 0 by assumption. Hence,
μ = 0 and μ¯ = −rκ < 0. Moreover, κ  1 when s + n  1 − r, while κ  1 when s + n  1 − r.
Therefore by (1.5′) both μ1 and μ¯1 in (4.1) are  0. Consequently, we obtain from (2.4) as before
divA (x,u, Du) 0
in Ω0, so again as before v is a supersolution for (2.11) in ΩR0 .
Theorem 4.1 then follows exactly as in the proof of Theorem 1.2, with the ellipticity of A now
obtained by assumption rather than calculation. 
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In this section we consider the case in which condition (2.8) is extended to other operators. In
fact, for simplicity and because this case is already quite delicate, we shall treat only the important
situation where
A(x, z,ρ) = C(x, z)√
1+ |ρ|2 , C(x, z) Const.|x|
s|z|r, r  0, s ∈ R, (5.1)
for all |x| R0, z = 0. Clearly this includes the mean curvature operator
A (x, z,ρ) = ρ√
1+ |ρ|2 .
We observe in particular that condition (8) of [1] holds for the operator (5.1) for all p ∈ [1,2].
In this section we deﬁne
κ = (2− n − s)/(1+ r), κ¯ = (1− n − s)/r when r > 0. (5.2)
Under conditions (1.2), (1.4), (1.5) and the new condition (5.1), we then have
Theorem 5.1. Assume s + n < 2. Suppose that u is an entire C1 distribution solution of (1.1), with asymptotic
behavior
u(x) = O (|x|k) as |x| → ∞, (5.3)
where k is any exponent such that
k ∈ (0, κ) if s + n > 1+ r,
k ∈ (1, κ¯) if s + n < 1− r, r > 0,
where κ and κ¯ are deﬁned in (5.2), or u(x) = o(|x|) as |x| → ∞ if s+n = 1−r. Then u must vanish identically
in Rn.
Proof. Take v(x) = (1 + |x|
)k/
 + m, k > 0, 
 > 0, m  0. We rely again on Lemma 2.1. A simple
calculation shows that in the present case (2.8) is replaced by
σ(x, z,ρ) = ρ · ∂ρ A(x, z,ρ) = − |ρ|
2
1+ |ρ|2 A(x, z,ρ). (5.4)
Inserting (1.5) and (5.4) into (2.1) yields
divA (x, v, Dv) |Dv|A(x, v, Dv)|x|(1+ |x|
) ·
(
μ|x|
 + μ¯), (5.5)
where now
μ = k(1+ r) + n + s − 2− (k − 1) |Dv|
2
2
, μ¯ = n + s − 2− (
 − 1) |Dv|
2
2
. (5.6)1+ |Dv| 1+ |Dv|
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 = 1. Then μ < 0 provided
that |x| is suﬃciently large, say |x| R2  R0. Indeed, this is an immediate consequence of the fact that
|Dv(x)| = k(1+ |x|)k−1 → 0 as |x| → ∞.
Moreover, with 
 = 1, also μ¯ = n+ s−2 < 0. The conclusion is now proved in the same way as for
the ﬁrst part of Theorem 1.2, that is, u vanishes when u(x) = o(|x|k); but then u also vanishes when
u(x) = O (|x|k′ ) when k′ ∈ (0,k), so for any k′ ∈ (0, κ).
Note that A (x, z,ρ) is also elliptic in the present case, that is, in the set |x| R0, z = 0, ρ = 0 the
matrix [∂ρA (x, z,ρ)] now has eigenvalues A(x, z,ρ), repeated n − 1 times, and A(x, z,ρ)/(1+ |ρ|2).
Suppose next that s < 1− n − r and r > 0. We rewrite (5.6) as
μ = kr + n + s − 1+ k − 1
1+ |Dv|2 , μ¯ = n + s − 1+

 − 1
1+ |Dv|2 . (5.7)
Noting that κ¯ > 1, we take k ∈ (1, κ¯) and 
 = 1. Then again μ < 0, μ¯ < 0 provided that |x| is suﬃ-
ciently large, say |x| R3  R0. This is a consequence of the fact that |Dv(x)| = k(1 + |x|)k−1 → ∞ as
|x| → ∞. The rest of the proof is the same as before.
Finally, when s = 1 − n − r and k = 
 = 1 we get μ = 0, μ¯ < 0 and the conclusion follows as in
Theorem 1.2. 
Remark. The exponent condition (5.3) is best possible when 1 − r < s + n < 2 and qκ + n − t < 0;
when s+n < 1− r and κ¯q+n− t < 0; and when s+n = 1− r and t > n+q. Moreover, when q < θ , as
in the following Theorem 5.2, the respective parameter conditions can be replaced by qκ + n − t  0;
qκ¯ +n− t  0; and t  n+ q. The argument can be omitted, since it is essentially the same as for the
second part of Theorem 1.2, presented in Section 2.
As before, Theorem 5.1 allows extensions of Theorems B, C, D, E of [1] for the operator (5.1). The
precise result is the following
Theorem 5.2. Let u be an entire C1 distribution solution of (1.1), where A satisﬁes (5.1) and q < r. There are
six cases to consider:
(i) s + t < 1+ q − r, qκ¯ + n − t > 0 and
u(x) = o(|x|ν¯) as |x| → ∞,
where ν¯ = (1− s − t)/(r − q).
(ii) 1+ q − r  s + t < 2, qκ + n − t > 0 and
u(x) = o(|x|ν) as |x| → ∞,
where ν = (2− s − t)/(1+ r − q).
(iii) 1− r < s + n < 2, qκ + n − t  0 and
u(x) = O (|x|k) as |x| → ∞,
where k ∈ (0, κ), or u(x) = o(|x|) if s + n = 1− r.
(iv) s + n < 1− r, qκ¯ + n − t  0 and
u(x) = O (|x|k) as |x| → ∞,
where k ∈ (1, κ¯). (Note that in region (iv) one has κ¯ > 1.)
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from P has slope −r/q. The shaded regions (v) and (vi) were already treated in [1, Theorems D and E]; the remaining cases
(i)–(iv) are new. The ﬁgure is drawn for the values n = 3, q = 1, r = 3/2.
(v) s + t = 2, t < n, and
u(x) is bounded in Rn.
(vi) s + t > 2, s + n 2 and
u(x) = o(1) as |x| → ∞.
If any of conditions (i)–(vi) are satisﬁed, then u vanishes identically in Rn.
Before proving the theorem, we observe that, with the parameters n, q, r ﬁxed, the values of s, t
which are allowed in cases (i)–(vi) cover the entire (s, t)-plane. Indeed, let
K = s + t − (1+ q − r), L = qκ + n − t, N = qκ¯ + n − t.
The six lines K = 0, L = 0, N = 0, s + t = 2, s + n = 2, s + n = 1 − r deﬁne the boundaries of the
regions (i)–(vi). The line K = 0 passes through the point P = (1−n− r,n+q) in the (s, t)-plane, with
slope −1; the line L = 0 passes through the points P and (2−n,n), with slope −(1+ r)/q; while the
line N = 0 passes through P with slope −r/q ∈ (−(1+ r)/q,−1). See Fig. 1.
Proof of Theorem 5.2. Condition (8) of [1] holds for the operator A with both p = 1 and p = 2, see
[1, Section 6]. Hence by Theorem B of [1], respectively with the choices p = 1 and p = 2, the solution
must vanish in the following two cases:
(1) s + t < 1, u(x) = o(|x|ν¯ ),
(2) s + t < 2, u(x) = o(|x|ν).
Also by Theorem 5.1 the solution must vanish when
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(4) s + n < 1− r, u(x) = o(|x|k), where k ∈ (1, κ¯).
Therefore, for each of the regions (i)–(iv) the solution vanishes when the corresponding asymptotic
exponent is max{ν¯, ν, κ, κ¯}. Consequently, it is enough to determine, for each of these regions, the
maximum of these four exponents. Here one has the simple relations
ν − ν¯ = K
(r − q)(1+ r − q) , ν − κ =
L
1+ r − q , κ¯ − ν¯ = −
N
r − q .
In region (i), when s + n  1 − r we have K < 0, L > 0, so ν¯ > ν > κ  κ¯ ; also in (i), when
s + n < 1− r, we have K < 0, N > 0, so ν¯ > ν , ν¯ > κ¯ > κ . Thus the maximum exponent is ν¯ .
In region (ii) we have K  0, L > 0 and s + n  1 − r. Thus ν  ν¯ , ν > κ  κ¯ , and the maximum
exponent is therefore ν .
In region (iii) we have K  0, L  0, s + n > 1 − r. Therefore κ  κ¯ , κ  ν  ν¯ , and the maximum
exponent is κ .
In region (iv) we have L < 0, N  0, s + n < 1 − r, so κ¯  ν¯ , κ¯ > κ > ν . Thus the maximum
exponent is κ¯ .3
For the half-line (v) the result is just Theorem D of [1]. Finally, for the region (vi) the conclusion
follows from Theorem E of [1]. This completes the proof. 
Remarks. 1. Let n, q, r be ﬁxed, and consider the global exponent function φ(s, t), deﬁned to be ν¯ in
region (i); ν in region (ii); κ in region (iii); κ¯ in region (iv); and 0 in regions (v) and (vi). Then φ
is continuous and piecewise linear over the entire (s, t)-plane, with φ = 1 on the boundary half-lines
where s + t = 1+ q − r and s + n = 1− r.
2. The growth exponents in cases (i)–(iv) are best possible, as in the previous remark.
Theorem 5.3. Let u be an entire C1 distribution solution of (1.1), where A satisﬁes (5.1) and r < q  1 + r.
There are again the six cases (i)–(vi); with the only change in the hypotheses being that in case (i) no behavior
whatsoever need be imposed on the solution u. The conclusion is that in any of these cases the solution vanishes
identically in Rn.
Proof. The proof is almost identical to the one just given, the only change being that in case (i)
the solution vanishes in view of Theorem 5(b) of [1] for the case p1 = 1, p2 = 2; in order to apply
Theorem 5(b), part (ii), observe that by (1.9) we have
qν¯ + n − t = r
r − q (qκ¯ + n − t) < 0,
as required. See Fig. 2. 
Theorem 5.4. Let u be an entire C1 distribution solution of (1.1), where A satisﬁes (5.1) and q > 1+ r. There
are now four cases to consider:
(a) s + t  2, qκ + n − t > 0, qκ¯ + n − t > 0;
(b) Previous condition (iii);
(c) Previous condition (iv);
(d) Previous condition (vi).
The conclusion is that in any of these cases the solution vanishes identically in Rn.
3 Equality of the exponents in the above cases can occur only on the boundary of the regions.
P. Pucci, J. Serrin / J. Differential Equations 250 (2011) 675–689 689Fig. 2. The regions (i)–(vi) for Theorem 5.3. The shaded regions (i), (v), (vi) were already treated in [1, Theorems B, D, E]. The
remaining cases are new. The ﬁgure is drawn for the values n = 3, q = 1, r = 1/2.
Proof. The proof is almost identical to the one just given, the only change being that in case (a) the
solution vanishes in view of Theorem 5(a) of [1]. Note that the previous region (ii) is empty in the
present case, and that case (v) is subsumed under case (a). 
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