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Abstract
The training process of Deep Neural Network (DNN) is
compute-intensive, often taking days to weeks to train a DNN
model. Therefore, parallel execution of DNN training on
GPUs is a widely adopted approach to speed up process nowa-
days. Due to the implementation simplicity, data parallelism
is currently the most commonly used parallelization method.
Nonetheless, data parallelism suffers from excessive inter-
GPU communication overhead due to frequent weight syn-
chronization among GPUs. Another approach is model paral-
lelism, which partitions model among GPUs. This approach
can significantly reduce inter-GPU communication cost com-
pared to data parallelism. However, model parallelism faces
the staleness issue; that is, gradients are computed with stale
weights, leading to training instability and accuracy loss. In
this paper, we propose a novel staleness mitigating method,
which resolves the staleness issue with weight prediction. The
experimental results show that the proposed weight predic-
tion method is effective in resolving the staleness problem for
model parallelism, achieving almost the same accuracy as
data parallelism.
1. Introduction
Deep Neural Networks (DNN) have gained a lot interests in
recent years as it has demonstrated success for many clas-
sification and regression tasks, including image recognition
[1, 2, 3, 4], language translation [5, 6, 7] and speech recog-
nition [8, 9]. Training a DNN model is computing-intensive,
which often takes days to weeks, due to large amount of train-
ing data and an ever-increasing model size. A multi-GPU
platform is widely adopted to speed up DNN training through
parallelization. [10, 11, 12, 13, 14, 15, 16].
Data parallelism [17] is a commonly used approach, where
each GPU holds a complete copy of DNN model and process
a subset of the training data. Data parallelism suffers from
excessive inter-GPU communication overhead since weights
updated at individual GPU need to be synchronized. These
communication overheads are proportional to the model size.
The communication overhead severely hinders the scalability
of data parallelism [18, 19, 20, 21, 22, 14].
Another approach is model parallelism, which partitions a
model among GPUs. Each GPU is responsible for the weight
updates of assigned model layers. The data communicated
among GPUs is significantly less than data parallelism. How-
ever, to make model parallelism fully utilize multi-GPU com-
puting capability, a few challenges need to be addressed. First,
since these partitions have dependencies, in a naive imple-
mentation of model parallelism, only one GPU is active at
a time. To enable parallelism, PipeDream [10] proposes to
adopt pipelining by injecting multiple batches to the model
concurrently. Each GPU could then process different batches
simultaneously. The second challenge is load balancing. Since
the complexity of different DNN layers varies, how to partition
layers to GPUs requires significant efforts from developers. A
few prior works propose automatic methods for model parti-
tioning [10] [23]. The third challenge is the staleness issue
due to pipelining. Since multiple batches are simultaneously
processed in the pipeline, a later batch could start the training
process before its prior batch updates weights. The staleness
problem leads to unstable training and lose prediction accu-
racy.
To mitigate the staleness issue, we propose a weight pre-
diction technique, SpecTrain. SpecTrain predicts the future
weights in early pipeline stages, so that a batch can adopt the
predicted future weights rather than stale weights to perform
its computation. The design is based on the observation that
smoothed gradients used in momentum-based optimizers [24]
reflect the trend of weight updates, and can be leveraged for
accurate weight prediction. Our experiments show that Spec-
Train demonstrates no accuracy drop in most of the workloads
and achieves faster convergence, while the staleness mitigation
technique proposed by PipeDream [10] incurs 1.1% accuracy
drop.
2. Background and Motivation
2.1. DNN Training
DNN models are typically trained using Stochastic Gradient
Descent (SGD), as shown in Figure 2. Training data are ran-
domly sampled into batches. Batches are fed into the model
to traverse the model in two phases: forward and backward
passes. The forward pass generates predictions, and calcu-
lating the loss between the prediction and the ground truth.
Then the backward pass backpropagates errors to obtain gra-
dients to update model weights. A batch passing though the
forward and backward phases is referred to as an iteration. An
epoch is defined as a single pass through the entire training set.
The training process iterates multiple epochs until the model
converges.
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Figure 1: Training process on different parallelization meth-
ods.
Training Batch
Forward
"Cat"
"Deer"
Backward
Loss
Figure 2: The overview of Stochastic Gradient Descent.
2.2. Parallel Training
The training process of DNN is time-consuming, taking days
or weeks to finish a large-scale training project. Parallelizing
DNN training is needed to speedup the process. There are
two parallelization approaches: data parallelism and model
parallelism.
In data parallelism [17], each GPU holds a full copy of the
model, and each GPU processes different set of training data
as shown in Figure 1a. Each GPU computes its own gradi-
ents. These gradients are aggregated at the parameter server
by summation. The aggregated gradients are then broadcasted
to all GPUs to update weights. Since every GPU receives
the same gradients, weight data stay consistent among GPUs.
The gathering and scattering process of gradients is called
weight synchronization, which requires large amount of inter-
GPU communication. A variant of data parallelism is called
asynchronous data parallelism [11, 12, 13, 15, 16]. In asyn-
chronous data parallelism, the parameter server is in charge of
weight updates. Each GPU sends its gradients to the parameter
server, which then updates weights and send back to that GPU.
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Figure 3: Inter-GPU transfer amount per batch on each work-
load, two parallelization scheme, 4-GPU environment.
In this way, there is no synchronization among GPUs. This
approach solves the unstable networking issue on distributed
computing environment but it introduces the inconsistency
issue. Also, this method does not reduce the amount of data
transferred among GPUs. Since we target at multi-GPU sys-
tem where GPUs are connected with PCIe link, synchronous
data parallelism is preferred.
Model parallelism [10] partitions a model among multiple
GPUs, where each GPU is responsible for the weight updates
of assigned model layers, as shown in Figure 1b. Interme-
diate data like layer outputs for forward pass and gradients
for backward pass are transferred among GPUs. Since these
partitions have dependencies, in a naive implementation of
model parallelism, only one GPU is active at a time, leading to
low GPU utilization. To enable parallelism, PipeDream [10]
proposes to adopt pipelining by injecting multiple batches to
the pipeline concurrently. Therefore. each GPU could process
different batches simultaneously.
2.3. Data Parallelism vs. Model Parallelism
We compare data parallelism and model parallelism in three as-
pects: load balance across GPUs, inter-GPU communications,
and training efficiency.
Load Balance across GPUs Data parallelism partitions
training data across multiple GPUs, therefore, load balance
could be easily maintained. As for model parallelism, achiev-
ing load balance is more challenging. Since the complexity of
different DNN layers varies, how to partition layers to GPUs
requires significant efforts from developers. A few prior works
have addressed this issue[10, 23]. PipeDream [10] proposes to
profile the process time of each layer offline and use dynamic
programming to partition the model. Mirhoseini et al. [23]
adopts reinforcement learning to dynamically partition the
model in runtime.
Inter-GPU communication Both parallelization ap-
proaches need inter-GPU communication. Data parallelism
communicate gradients for weight synchronization, while
model parallelism transfers intermediate data between
sub-models. Figure 3 compares the amount of data tranfers
among GPUs for these two methods.1 We can see that data
1The experiemental setup is shown in Section 4.1
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Figure 5: Accuracy curve on training Transformer [5]. The
light-color lines denotes the measured values. To make the
trends clear, we add moving average lines over 20 latest val-
ues, as the thick lines shown.
parallelism requires 13.4x more inter-GPU communication
on average (up to 528x) than model parallelism. The only
exception is Inception v4 [4], in which the weight size
is relatively small, and thus reduces the cost of weight
synchronization. SNN [25], Transformer [5] and Residual
LSTM [8] require almost no communication between GPUs
using model parallel method, since the intermediate data
between layers are fewer in these models. The excessive
inter-GPU communication of data parallelism leads to
considerable slowdown. In Figure 4, averagely 26.7% of time
spends on inter-GPU transfer (up to 76.6%).
Training Efficiency Both parallelization methods affect
DNN training efficiency, i.e., the model convergence rate and
model accuracy. For data parallelism, data partition size af-
fects a key DNN training parameters: the batch size. A large
batch size increases the GPU utilization but could degrade the
model accuracy if it is excessively large [26] [27]. In contrast,
a small batch size may under-utilize GPU resource. For data
parallelism, if each GPU perform training for a batch, then
the effective batch size is the number of GPU times the batch
size. To avoid the adverse effect of a large batch size, we
could choose to partition a batch among GPUs. However, it
could causes GPU underutilization. As the number of GPU
increases, the decision of data partition size will be challening.
For model parallelism, if training is proceeded in the
pipeline manner, it leads to the staleness issue. Since mul-
tiple batches are in progress in the pipeline, before earlier
batches update weights, latter batches adopt stale weights to
derive gradients. The issue leads to unstable learning and
worse model accuracy. Figure 5 compare the model accuracy,
i.e., the percentage of correct classifications, for the model and
data parallelism. We can see that the accuracy of data paral-
lelism steadily increases as training goes on, but the accuracy
of model parallelism fluctuates.
As the DNN model continues to grow, and the need of
deploying more GPUs to speedup training, data parallelism
is expected to face the scalability issue. Model parallelism
appears to be appealing for parallelizing DNN training. There-
fore, in this paper, we tackle the main challenge, the staleness
issue, for realizing a robust and efficient model parallelism.
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Figure 6: Timelines depict running DNN training on pipeline
model parallelism. The boxes with a number i inside denotes
the time span processing on the i-th batch. Cyan and yellow
boxes indicate forward and backward tasks respectively. A
round trip of processing a batch is presented by the arrows.
3. Robust Pipeline Model Parallelsim Design
3.1. Staleness Issue
Pipelined DNN training is bi-directional [10]; that is, a batch
flows through the pipeline (forward pass) and then traverse
back for weight updates (backward pass). It issues a forward
task and a backward task in a round-robin manner as demon-
strated in Figure 6. Once completing a task, it asynchronously
executes the next one to maximize the GPU utilization. More-
over, the output data is sent to the next GPU as soon as it
is ready in a background thread to hide the communication
latency.
At time t, forward and backward pass of a batch both per-
form computation based on the latest weights Wt , which was
generated by the backward pass of the previous batch at time
t−1. For example, in Figure 7a, the 4-th batch produce W5,
and the processing of the 5-th batch at the 5-th time unit is
based on W5.
Different from single-GPU implementation, batches in
pipelined training updates weights based on inconsistent and
stale weights. In pipelined training, a batch is processed by
different GPUs to finish the forward and backward pass. Since
multiple batches are in progress in the pipeline, weights are
continuously updated at every time unit. Thus, a batch adopts
inconsistent versions of weights during its round trip (i.e., the
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(c) Pipelining with PipeDream Weight Stashing.
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(d) Pipelining with SpecTrain
Figure 7: The round trip of the 5-th batch and its adopted
weight versions. Note that we intentionally synchronize task
execution among GPUs. In actual execution, GPUs run the
next task back to back without waiting other GPUs.
entire flow of the forward and backward pass) in the pipeline.
In addition, before earlier batches update the weights, a latter
batch performs computation based on stale weights. For ex-
ample, in Figure 7b, the 5-th batch adopts various versions of
weights, ranging from W5 to W9, during its round trip. From
the 5-th batch’s perspective, W5 to W8 are stale and the only
staleness-free version of weights is W9, as W9 is derived after
the 4-th batch updates the weights. Such a staleness issue
leads to unstable and inferior convergence.
Staleness is a critical issue that should be resolved in
pipelined model parallelism. Figure 7 shows illustrate the
staleness issue in pipelining. For illustartion clarity, we inten-
tionally synchronize execution among GPUs. In this example,
Wt represents the version of weights at time unit t. In the
staleness-free single-GPU implementation of training, both
the forward and backward passes of a batch are performed
based on the latest weights.
3.2. SpecTrain: Staleness Mitigation via Weight Predic-
tion
To resolve the staleness issue, we propose a weight prediction
method, SpecTrain, and apply this method in the pipeline.
SpecTrain predicts future weights in early pipeline stages, so
that a batch can perform computation based on the predicted
future weights rather than stale weights. Our goal is to build a
consistent and staleness-free training procedure.
In a consistent training procedure, the entire round trip of a
batch should adopt the same weight version. PipeDream [10]
proposes Vertical Sync and Weight Stashing to solve the incon-
sistency problem. Vertical Sync is to use the earliest version of
weights throughout the entire round trip. Weight Stashing, in-
stead, still adopts different versions of weights in forward pass
but old weight version in backward pass to stay consistent with
forward. For example, in Figure 7c, the 5-th batch uses W5
during both forward and backward pass, even though newer
versions of weights are produced. The latter one, Weight Stash-
ing, is eventually used by PipeDream. To implement Weight
Stashing, every GPU should maintain a queue for storing sev-
eral old versions of weights. This additional queue wastes
GPU memory space. Moreover, the training process of Weight
Stashing still uses stale weights, even though the consistency
issue is solved.
To maintain weight consistency and avoid staleness, Spec-
Train predicts future weights and adopts the predicted weights,
rather than the earliest version of weights, throughout the en-
tire round trip of a batch. Figure 7d illustrates the idea of
SpecTrain. Suppose that a batch completes its round trip at
time t, at early pipeline stages, the batch predicts the future
version of weights (Ŵt), which is expected to become the
most updated weights at time t, and uses this future version of
weights to perform computation. For example, in Figure 7d,
the processing of the 5-th batch in its entire round trip is based
on Ŵ9 rather than W5.
Weight Prediction. SpecTrain predicts future weights based
on the observation that smoothed gradients used in Momentum
SGD [24] reflect the trend of weight updates. Momentum
SGD is a common technique that can help to speed up and
improve the stability of SGD by smoothing the weight updates.
A smoothed gradient (vt) is the weighted average of recent
gradients and is calculated by the following equation:
vt = γ ·vt−1 +(1− γ) ·gt (1)
where γ is the decay factor with 0< γ ≤ 1 and gt is the newly
generated gradient. Through averaging with recent gradients
by the decay factor, smoothed gradient vt reflects the trend
of weight updates. Thus, we can use smoothed gradients to
predict future weights.
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Figure 8: Comparison between the RMSE of predicted weights and stale weights when training SNN on a 4-GPU system.
In original SGD, weight update from time t to time t +1 is
conducted by the following equation:
Wt+1 =Wt −η ·gt (2)
where η is the learning rate. Since our goal is to predict future
weights, the true gradient gt is not derived yet when we make
the prediction at early pipeline stage. Nevertheless, we can
use smoothed gradient vt−1 to replace the true gradient gt , as
smoothed gradient reflects the trend of weight updates. Thus,
we can use the following equation to make weight prediction:
Ŵt+1 =Wt −η ·vt−1 (3)
Given a version of weights and the version difference s,
we can make prediction on the future version of weights by
recursively applying Equation 3, as shown below:
Ŵt+s =Wt − s ·η ·vt−1 (4)
The version difference s is defined as the number of time
units between current pipeline stage and the time a batch
completes its round trip. As shown in the following equations,
the calculation of version difference s depends on GPU index,
k, and whether the batch is at forward or backward pass. For
batches at forward pass, assuming that there are N GPUs in
the multi-GPU system, the version difference is calculated by
s = bk/2c+N− k−1 (5)
For batches at backward pass, the version difference can be
simply calculated by
s = bk/2c (6)
For example, in Figure 7d, at the 5-th time unit, the 5-th batch
is at its first pipeline stage of forward pass and its version
difference is s = b0/2c+ 3− 0− 1 = 2, as this batch won’t
complete until the 7-th time unit. Thus, the future weights of
the 5-th batch can be predicted by Ŵ7 = W5− (7−5) ·η ·v4.
By using the predicted weights Ŵ7 rather than the stale weights
W5 to perform computation, SpecTrain can mitigate the stale-
ness issue in pipelined model parallelism.
Prediction Accuracy. We conduct an experiment to eval-
uate the accuracy of our weight prediction. To quantify the
accuracy, we calculate the root-mean-square error (RMSE)
between the predicted weights, Ŵt , and the actual weights, Wt .
As a comparison, the RMSE between the stale weights, Wt−s,
and actual weights, Wt , is also analyzed. The experiment is
conducted by training the SNN [25] model 2. To demonstrate
how the version difference s affects the prediction accuracy,
we perform RMSE evaluations on s = 1, s = 2 and s = 3. Fig-
ure 8 shows the error curves w/ and w/o weight prediction. As
shown in the figure, the RMSE of predicted weights is appar-
ently lower than the RMSE of stale ones, indicating that the
smoothed gradient based weight prediction is accurate and can
help to mitigate the staleness issue. As the version difference
increases, the RMSE of the stale weights also increases, while
the RMSE of the predicted weights is always much lower than
the RMSE of the stale ones.
4. Experiments
4.1. Experiment Setup
We use Falconwitch PS1816 [28], a single-node multi-GPU
system designed by H3 Platform, to conduct our performance
and robustness studies. The multi-GPU platform is equipped
with four PCIe 3.0 x16 connected NVIDIA Tesla P40 GPUs,
and supports simultaneous execution of multiple peer-to-peer
(P2P) transfers as long as the source and destination devices of
these transfer requests are different. The CPU on the platform
is Intel Xeon E5-2650 with 160GB DDR4-2400 off-chip main
memory.
To evaluate the performance of the proposed method, six
representative deep learning models are chosen as the bench-
mark. These models cover different types of neural net-
works, including convolutional neural network (CNN), fully-
connected network (FCN), and recurrent neural network
(RNN). For all these models, batch size is set to 128 and
the momentum factor γ is set to 0.9. Since we focus on com-
paring the performance of different parallelization approaches
2Experimental setup is described in Section 4.1. Due to space limitation,
we only show the RMSE results of SNN. Other models also show similar
results.
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rather than pursuing optimal accuracy, we adopt a fixed learn-
ing rate instead of variable rates to maintain the stability of
the experiments.
CNN Models We use three state-of-the-art image classifica-
tion CNNs, including VGG16 [2], ResNet-152 [3] and Incep-
tion v4 [4], to evaluate the impact of different parallelization
methods on CNN models. To train these models, we use
CIFAR-10, which contains 50,000 training images and 10,000
testing images, as the dataset. These three CNN models cover
a wide range of layer shapes and sizes, and capture the evo-
lution of CNNs in recent years. We train these three models,
VGG16, ResNet-152, and Inception v4, using Momentum
SGD with learning rates 2e-3, 2e-2, and 1e-3, respectively.
Unlike the other two models, the first stage in VGG16 take
much execution time than other stages in the pipeline which
will become the bottleneck among all stages. As a limitation
of pipelining, this layer cannot be further divided for better
load balance. Therefore, we combine our pipeline with data
parallelism which adopt data parallelism in the first stage to
mitigate the imbalance between pipeline stages.
FCN Models For FCN models, we use SNN [25] (trained
by CIFAR-10) and Transformer (trained by IMDb Movie
Review Sentiment Dataset [29]) to study the impact of differ-
ent parallelization approaches. SNN is stacked by 32 fully-
connected layers with 2048 hidden units, while Transformer
has 6 blocks in both encoder and decoder with 8 heads and 512
hidden units in fully-connected layers. IMDb Movie Review
Sentiment Dataset consists of 25,000 training movie reviews
and 25,000 testing reviews, and each of the review is tagged
with a sentiment, either positive or negative. Transformer is
trained to determine the sentiment given input sentences. As
for Transformer, most of parameters remain the same as the
original model, except that the input sentences are truncated
to 20 words. These two models, SNN and Transformer, are
trained using Momentum SGD with learning rates 1e-3 and
5e-5 respectively.
RNN Models We study the impact of different paralleliza-
tion methods on Residual LSTM [8] using IMDb Dataset. The
Residual LSTM comprises 8 layers of long short-term mem-
ory (LSTM) with 512 embedding units, 512 output units, and
1024 memory units. During the training process, the learning
rate is set to 5e-3.
We use TensorFlow r1.5 [30] framework with a deep learn-
ing library, cuDNN 5.0 [31], to implement these targeted neu-
ral network models. TensorFlow provides high-level APIs
for building data parallelism training process, and it also pro-
vides flexibility to implement model parallelism paradigms,
including PipeDream and our proposed method. In this paper,
we implement the following parallelization schemes on these
targeted neural network models using TensorFlow and study
their performance and model accuracy.
• Single GPU: Training on single GPU. No parallelization
method is applied.
• Data P.: Data parallelism approach.
• Vanilla Model P.: Model parallelism with pipeline.
• PipeDream: Model parallelism with pipeline and the stal-
eness issue is mitigated by staying consistency of forward
and backward tasks (Weight Stashing).
• SpecTrain: Pipelined model parallelism with our proposed
weight prediction mechanism (SpecTrain) to solve staleness
issue. We partition the model based on the PipeDream
approach.
4.2. Throughput
To analyze the impact of different parallelization schemes,
we first evaluate the throughput of each workload, which is
defined as the number of training samples per second. The
throughput measurements are conducted over the interval be-
tween the 50th and 250th training iterations to get stable re-
sults. Figure 9 shows the throughput of each workload when
different parallelization schemes are applied, normalized to
Single GPU. Each workload runs on both 2-GPU and 4-GPU
platforms to demonstrate the scalability of various paralleliza-
tion approaches. Since staleness mitigation for pipeline model
parallelism affects the performance slightly, we only show the
result of Vanilla Model P.
For CNN models, including VGG16, ResNet-152, and In-
ception v4, the throughput of both parallel schemes increases
as the number of GPUs increases. The throughput of pipelin-
ing is in par with data parallelism, except for Inception v4,
which contains less weights and thus imposes less communi-
cation overhead on data parallelism.
For FCN/RNN models, including SNN, Transformer, and
Residual LSTM, not both schemes are scalable to the increas-
ing number of GPUs. The 4-GPU result of Data P. shows a
significant throughput degradation compared to the 2-GPU
result for all these three models. On average, at the 4-GPU
system, Data P. can only provide 38.5% throughput compared
to Single GPU. The reason is that FCN and RNN models typ-
ically contain a rich amount of weights, and for each batch,
these weights should be synchronized among all GPUs when
Data P. is applied. Detailed analysis about the synchronization
overhead incurred by Data P. will be presented in Section 4.3.
Different from Data P., the model parallelism scheme gets
significant throughput improvement on the 4-GPU system, as
they do not suffer from the huge synchronization overhead.
On average, when running FCN/RNN models on the 4-GPU
system, model parallelism provides 310.3% throughput im-
provement over Data P..
Model parallelism provides load balanced pipeline design
without incurring throughput-harmful synchronization over-
head. On average, at the 4-GPU system, the throughput im-
provement of model parallelism is 98.5% (up to 891%) com-
pared to Data P.
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4.3. Performance Breakdown
To analyze the performance difference among the three par-
allelization schemes in detail, we breakdown the overall ex-
ecution time into computing time, P2P transfer time, P2P-
induces idle time, and imbalance-induced idle time. The com-
puting time includes the time spent on computing and the
hidden P2P transfer time (i.e., the P2P transfer time that can
be overlapped with computing). P2P-induced idle time and
imbalance-induced idle time are GPU idle time. P2P-induced
idle happens when the amount of requested P2P transfers ex-
ceeds the limited PCIe bandwidth, while imbalance-induced
idle appears when a GPU finishes its assigned task early and
waits for others.
We use NVIDIA CUDA 8.0 profiler (nvprof) to get the
runtime data related to performance breakdown during the
training process. First, we dump the GPU trace by executing
the training program with nvprof on the 4-GPU system. The
trace contains the starting timestamps, ending timestamps,
and transfer size, of every computing kernel and data transfer
transaction. We then write a script to analyze the GPU trace
and get the performance breakdown.
Figure 10 illustrates the performance breakdown of dif-
ferent parallelization methods on the 4-GPU system when
processing a batch, normalized to the overall execution time
of a batch when Data P. is applied. Data P. spends more time
on P2P transfer and P2P-induced idle than the model paral-
lelism scheme, as Data P. transfers huge amount of data during
weight synchronization, especially when training FCN/RNN
models. On average, the P2P-related time (i.e., P2P transfer
and P2P-induced idle) accounts for 26.7% overall execution
time when Data P. is applied, while the P2P-related time in
pipelined model parallelism is only 4.52%. For FCN/RNN
models, the P2P-related time in Data P. contributes to 49.8%
of total execution time on average, indicating that the commu-
nication among GPUs would greatly impact performance.
The computing time of Data P. is 63.1% longer than model
parallelism on average. One reason is that the partition in batch
leads to GPU under-utilization. Another reason is due to kernel
preprocessing recomputation. The state-of-the-art algorithms
for computation in neural networks are, for example, FFT
[32] and Winograd [33]. These algorithms requires kernel
to preprocess weights before compute with input data. This
means that, for data parallelism, every GPU needs to perform
recomputing the preprocessing on the replicated weights, thus
increasing computational overhead.
4.4. Staleness and Convergence
In this section, we analyze the impact of the staleness on the
convergence for different model parallelism implementations,
including Vanilla Model P., PipeDream, and the proposed
SpecTrain. We also show the results for the Data P., which
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Figure 11: Learning curves when using different parallelization schemes to train Transformer. The light-color lines denotes the
measured values. To make the trends clear, we add moving average lines over 20 latest values, as denoted by the thick lines.
Table 1: Model accuracy of different neural network models
when various parallelization schemes are applied. The bold
values indicates the best one among the three pipelining im-
plementations.
Parallelization
Scheme
Min.
Train Loss
Min.
Val. Loss
Max. Val.
Accuracy
VGG16
Data P. 0.213271 0.794613 73.4776%
Vanilla Model P. 0.204126 0.811148 73.0569%
PipeDream 0.200585 0.811144 72.8365%
SpecTrain 0.185566 0.796017 73.8081%
ResNet-152
Data P. 0.338845 0.892366 71.2139%
Vanilla Model P. 0.254327 0.945588 70.3225%
PipeDream 0.467527 0.979401 67.9287%
SpecTrain 0.231724 0.924241 70.9936%
Inception v4
Data P. 0.804475 0.913155 69.1607%
Vanilla Model P. 0.858834 0.919470 68.6599%
PipeDream 0.864199 0.930320 68.5297%
SpecTrain 0.756939 0.874898 70.7732%
SNN
Data P. 0.431832 1.45124 50.9115%
Vanilla Model P. 0.766552 1.440200 50.6911%
PipeDream 0.810452 1.450239 50.4107%
SpecTrain 0.724402 1.406447 52.0733%
Transformer
Data P. 0.649287 0.660871 60.3265%
Vanilla Model P. 0.655801 0.662379 60.0963%
PipeDream 0.655877 0.662544 59.9760%
SpecTrain 0.652193 0.662502 60.1362%
Residual LSTM
Data P. 0.347742 0.658583 66.0557%
Vanilla Model P. 0.459975 0.652651 65.0240%
PipeDream 0.467595 0.652948 64.8137%
SpecTrain 0.454813 0.652251 64.8137%
does not have the staleness issues. Vanilla Model P. represents
the worst staleness effects for model parallelism since it does
not adopt any staleness mitigation technique. PipeDream miti-
gates the inconsistency of forward and backward by sticking
to stale weights while SpecTrain utilizes weight prediction
to alleviate the staleness issue. The experiment is done by
training each model for 5000 iterations. The learning rates of
these models are tuned, as described in Section 4.1, to ensure
the training converges eventually. Three metrics, training loss,
validation loss, and validation accuracy, are recorded every
20 steps (iterations) to show the goodness of convergence.
Validation accuracy represents the percentage of correct clas-
sification, and training/validation losses measure the distances
between the model predictions and the ground truth, during
the training/validation phases, respectively. In the following
paragraphs, we analyze the impact of staleness problem on
learning curve and model accuracy.
Figure 11 shows the learning curve of Transformer when
different staleness mitigation techniques are applied. Due to
the space limitation, only the learning curve of Transformer
is illustrated, but the trend is similar for all neural network
models. As shown in Figure 11, Vanilla Model P. is the least
stable parallelization scheme, especially near the convergence
point. The staleness mitigation method of PipeDream does
not seem to be effective. We can see that the learning curve
of PipeDream is very close to Vanilla Model P. The results
show that the learning curve of SpecTrain is similar to Data P.,
indicating that using SpecTrain is quite effective in alleviating
the staleness problem.
Table 1 shows the result of model accuracy. Vanilla Model
P. shows clear impact from the staleness problem, resulting
in 0.55% accuracy drop on average compared to Data P.. The
staleness mitigation method adopted by PipeDream cannot
alleviate the staleness issue effectively in our experiments, los-
ing 1.1% validation accuracy over Data P. on average, which
is worse than Vanilla Model P. We think this may be due
to the reason that PipeDream sticks to the earliest weight
version in order to maintain weight consistency. By using
weight prediction to resolve the staleness issue, our SpecTrain
shows no accuracy drop in almost all of the workloads and
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achieves the same validation accuracy as the staleness-free
Data P. 3 The only exception is the RNN model, Residual
LSTM. SpecTrain actually degrades the validation accuracy
compared with Vanilla Model P. RNN has the exploding gradi-
ent problem [34]. Therefore, the proposed weigth prediction
mechanism looses its prediction accuracy when it occurs. We
will further investigate how to resolve this issue.
5. Related Work
Most of related works regarding DNN training paralleliza-
tion are for distributed system. Data parallalism is the most
common used parallelization scheme. Many deep learning
frameworks such as Tensorflow [30], PyTorch [35] and Caffe
[36] provide high-level APIs for applying data parallel train-
ing. It is well known that the huge communication overhead
of data parallelism limits its scalability. Some works focus on
reducing the communication for data parallelism. Seide et al.
[18] proposed 1-bit SGD, which quantizes the gradients by
one bit per value to cut back communication cost. Strom [19]
proposed to send gradients only when it is larger than a thresh-
old. Alistarh et al. [20] proposed another gradient quantization
approach to do compression, and provides users to trade off
accuracy and performance. Zhou et al. [21] speeds up data
parallelism on convolutional neural networks by low-bit-width
weights, activations and gradients. Aji et al. [22] proposed
Gradient Dropping to prevent frequent gradient transfers. Lin
et al. [14] implements Gradient Dropping [22], and proposed
many techniques to increase the robustness. Sun et al. [37]
improves the performance of parameter server by distributed
shared memory to reduce networking time. Mamidala et al.
[38] applied MPI parallelism to replace parameter server gra-
dient aggregating, providing more scalability. Project Adam
[39] and FireCaffe [40] designed whole system that optimizes
and balances workload computation and communication to
scale DNN.
In a distributed system, another issue, straggler problem,
further downgrades the performance of data parallelism. Due
to unstable networking, some workers may encounter heavy
traffic and consume much time on weight synchronization,
making other workers stall. Straggler problem reduce the uti-
lization. Chen et al. [16] proposed to give up slow workers in
runtime, solving the straggler problem without affecting algo-
rithmic correctness. Dean et al. [11] proposed a novel variant
of SGD called asynchronous data parallelism, which skips
the synchronization between workers. Some deep learning
frameworks like Tensorflow [30] and Theano-MPI [41] have
supported this parallelization approach. However, without
synchronization, workers may use stale weights to calculate.
Asynchronous data parallelism also faces staleness issue like
model parallelism as mentioned above. Cipar et al. [12] pro-
posed bounded staleness to restrict calculating gradients based
3Due to the high-randomness nature of DNN training, data parallelism
does not always achieve the best results among all 4 settings.
on excessively stale weights. Zhang et al. [13] proposed
staleness-dependant learning rate to apply stale gradients on
weight update with a decay proportional to the inverse of the
weight version difference.
On the other hand, model parallelism is another approach
of DNN training parallelization. Krizhevsky [17] proposed to
apply model parallelism on fully-connected layers of AlexNet
[1]. Li et al.[42] proposed a two-stage pipeline on training
recurrent neural network. Mirhoseini et al. [23] use rein-
forcement learning to come up with a device placement policy
for model parallelism. The above methods cannot parallelize
portions of a model with dependencies, i.e. inter-layer paral-
lelization. Halep et al. proposed PipeDream [10] as the first
work using pipeline in model parallelism to train DNN models,
which enables inter-layer parallelization. Huo et al. [43, 44]
also proposed algorithms to break backward locking so that
the backward pass can be performed parallel, which enables
parallelism in model parallelism.
6. Conclusion
As training DNN models is time-consuming, multi-GPU ac-
celeration is widely adopted to speed up the training process.
Data parallelism is the most common parallelization scheme,
while suffering from huge inter-GPU communication over-
head. Model parallelism provides another parallelization solu-
tion with much less communication, however, due toWSthe
staleness issue for weight updates. The proposed weight pre-
diction method, SpecTrain, leverages smoothed gradients to
mitigate the problem. SpecTrain shows robustness on training
with no accuracy loss in most of the workloads compared to
data parallelsim methods.
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