We assess the market microstructure properties of U.S. banking firms' equity, to determine whether they exhibit more or less evidence of asset opaqueness than similar-sized nonbanking firms. The evidence strongly indicates that large banks (traded on the NYSE) have very similar trading properties to their matched nonfinancial firms, but smaller banks (traded on NASDAQ) trade much less frequently despite having very similar spreads. We also estimate the impact of portfolio composition on a bank's market microstructure characteristics. Problem (noncurrent) loans tend to raise the frequency with which the bank's equity trades, as well as the equity's return volatility. The implications for regulatory policy and future market microstructure research are discussed.
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Since no one actually knows the "true" value of such nonmarketable loans, the fact that the value of a subset of such loans has been found to be impaired at a bank or banks is bound to throw doubt on the position and solvency of other banks believed to have made similar kinds of loans. (Goodhart [1988] , page 100).
If the distinction between the market's valuation of banking and non-banking assets is small, the argument for intrusive banking supervision cannot be based on this type of market failure. Policy makers can perhaps reduce banks' regulatory burden by relying more heavily on market forces to monitor and discipline banks.
Conversely, evidence that banking firms are harder than non-banking firms to value would support the role of government supervision. Finally, understanding the opacity of bank assets can help managers and policy makers innovate mechanisms to reduce this opacity, perhaps expanding the role of market prices in resource allocation. In short, the perception that banking assets are unusually opaque has implications both for regulators and for theorists studying models of banks and the capital markets.
Despite the central role of private information and asset illiquidity in theories of the banking firm, the distinction between bank and nonfinancial firms may be less extreme than some models imply. Just as many bank loans do not trade in active secondary markets, neither do many assets of nonfinancial firms: e.g., plant and equipment, patents, managers' human capital, or accounts receivable. How can outside investors accurately value the public securities issued by these firms? Furthermore, if banks are extremely opaque, how can investors routinely trade the junior (equity) claims on the assets' cash flows for more than 500 U.S. bank holding companies? This paper investigates whether banking firms' market microstructure features are consistent with their assets being relatively opaque. Banks and nonfinancial firms should exhibit different trading characteristics if the banks are more (or less!) difficult for outsiders to understand. The market microstructure literature suggests several dimensions in which this trading behavior might differ, including trading volume, return volatility, bid-ask spreads, and the "adverse selection" component of market makers' spreads. We investigate the market microstructure properties of bank equity using two data sets, each loans rather difficult to quantify and to manage. (Greenspan [1996] , pages 1-2, emphasis added) derived from a set of approximately 300 U.S. bank holding companies with traded equity. For each holding company, we compute monthly statistics about the stock's bid-ask spread and its other microstructure features, during the period from January 1993 through December 1995. We also identified a set of nonfinancial firms whose market capitalization closely matches that of the banks at each of two dates (January 31, 1993 and June 30, 1995) . Our research methodology then has two parts.
First, we compare market microstructure variables for the bank vs. the nonbank samples. We find that large banks (i.e., those traded on the NYSE or AMEX) exhibit microstructure properties closely resembling those of similar-size nonbanks which also trade on the NYSE. In contrast, we find that the smaller (NASDAQ) banks' shares trade much less frequently, despite the fact that their spreads and adverse selection costs closely resemble those of the size-matched nonfinancial firms. The NASDAQ banks also have a substantially lower return volatility. Analyst following provides another potential indicator of information availability.
2 For our size-matched sample of banks and nonfinancial firms, we find that both sets of firms receive the same analyst coverage. Nevertheless, the banks' earnings forecasts are relatively more accurate and less dispersed, implying greater unanimity about bank valuation. Analysts' earnings forecasts are also revised less frequently, suggesting that new information emerges less often for banks than for similar-sized nonfinancial firms.
Second, we use our pooled sample of banking firms to test whether bank asset types differ in their information opacity. For example, if bank loans are more difficult than treasury bills for outsiders to value, we should find larger bid-asked spreads associated with higher loan concentrations. We estimate regressions which explain stock trading volume, return volatility, and bid-ask spreads as a function of bank asset portfolio concentrations. The estimation results indicate that balance sheet composition significantly affects the cost of trading a bank's stock, consistent with the hypothesis that different types of bank assets have differential opacity.
The paper is organized as follows. Section II reviews the literature which has juxtaposed 2 For example, Brennan and Subramanyam [1995] show that the number of IBES analysts following a company is inversely related 4 information and a stock's trading features. Section III describes our data sources, while the following Section compares our banks' market microstructure features to those of a matched sample of similar-sized nonfinancial firms. Section V compares the number of IBES analysts following banks vs. nonbanks, because some researchers (e.g. Brennan and Subramanyam [1995] ) contend that analyst following proxies for the extent of private information about a stock. In Section VI we evaluate whether a bank's asset composition affects its equity trading characteristics. If asymmetric information is important in bank operations, institutions which specialize in more opaque loans should exhibit higher spreads, etc. The final Section summarizes our results and discusses their implications for policy reform and subsequent research.
II. Information and Equity Trading Characteristics
The only prior study to evaluate whether banks are relatively opaque is Morgan [1997] , who contends that harder-to-value firms are more likely to have split bond ratings. Consistent with this hypothesis, he finds that banking firms are more likely than nonfinancial firms to carry split ratings, and that the probability of a split rating varies with the bank's asset composition. Our paper addresses the same question by evaluating the market microstructure properties of banking firms' common stock: trading volume, return volatility, and bid-ask spread and its components. Demsetz [1968] first demonstrated that a stock's spread was systematically related to several of its trading properties, and Bagehot [1971] argued that one of these properties should be the potential for differentially (privately) informed traders. A bid-ask spread has been conceptually divided into three components. The first two --the order processing component and the inventory holding cost 3 --reflect a market-maker's standard operating costs. The third component of a bid-ask spread --the adverse selection (AS) component --reflects the fact that market makers effectively write options to traders when they post bid and ask prices. The market maker expects his offers to be "hit" by informed traders only if the bid is to the stock's adverse selection cost of trading. 3 Market makers hold an inventory of the stock in order to provide traders with immediacy. The inventory cost includes both the time value of invested capital and a risk premium for bearing non-diversifiable risk.
too high (or the ask is too low). The AS spread component compensates the market maker for writing that option. The greater is the potential supply of private information about a stock, the larger should be the adverse selection cost of trading it. In the context of bank opacity, we hypothesize that private information will be more important for firms which are more concentrated in informationally-intensive assets (such as loans).
Numerous researchers have suggested empirical methods for de-composing a stock's bid-ask spread into logically distinct components (e.g., Stoll [1989] , Glosten and Harris [1988] , George, Kaul, and Nimalendran [1991] , Huang and Stoll [1994] , Lin, Sanger, and Booth [1995] ). The economic validity of these decompositions has received at least partial validation in the finance and accounting literature. Brennan and Subrahmanyam [1995] report that a stock's adverse selection trading cost is negatively related to the number of analysts following the firm, suggesting that greater analyst following reduces the proportion of privately informed traders. Krinsky and Lee [1996] find that the adverse selection component significantly widens in the two days prior to a company's earnings announcement, consistent with the hypothesis that market makers are more susceptible to informed trading when earnings are known to insiders, but not yet announced. Alford and Jones [1996] investigate whether the difference between U.S.
and foreign accounting disclosure requirements influences the size of a firm's adverse selection trading cost.
Upon finding no significant difference between the stocks of foreign and domestic firms traded on the NYSE, they conclude that the alleged openness of SEC reporting requirements does not make equity securities more transparent to investors.
Most market microstructure research has concerned some aspect of bid-ask spreads; relatively less is known about the other dimensions of a stock's microstructure properties. However, few studies have sought to connect trading characteristics with any dimension of the firm's business activities. This paper relates a bank's spread, trading volume, and the return volatility to its asset composition. While these variables have previously been linked to one another (e.g. Karpoff [1987] , Jones, Kaul and Lipson [1994] ), their correlation with firms' business properties has not been evaluated. We also compare alternative 6 methodologies for computing the adverse selection component of a stock's bid-ask spread. Surprisingly, alternative decompositions of the same stocks' bid-ask spreads have not previously been compared in the literature. We find distinctly mixed evidence about the comparability of various methods for computing spread decompositions.
III. Data
We identified a set of U.S. bank holding companies whose stock traded on the NYSE, AMEX, or 1) TRANS, the number of distinct trades, 2) TURNOVER, the total number of shares traded, divided by the firm's number of shares outstanding, and 3) SDRET, the standard deviation of quote returns, computed as the continuously compounded return based on the quote midpoints
We combined the first and third of these variables to compute a monthly return standard deviation: SDMNTH = SDRET *√(TRANS). We eliminated observations which seemed, ex ante, likely to produce unrepresentative values. We therefore eliminated any firm-month whose month-end share price was less 7 than $2, during which a stock had fewer than 30 trades, or during which the average quoted spread exceeded 30% of the share's price. Finally, we eliminated any stock which had a split greater than 10 percent during the month. Our spread-decomposition methodologies assume that a stock's spread remains constant throughout the estimation period, and previous research has shown that the percentage spread rises after a stock split. Our final bank sample included 270 banks with data for at least one quarter during the period 1993-I and 1995-III. Despite similar bid-ask spreads, the bank shares trade substantially less than the shares of their sizematched mates. According to Row (6), bank turnover is less than one-third of the nonbanks', and this 9 difference is highly significant (t-statistics above 6) in both sample years.
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The average bank also has significantly fewer monthly transactions (Row (7)). 10 In general, trading volume and return volatility are positively correlated (Karpoff [1987] ), and this feature appears clearly in our sample. Panel A's Row (8) indicates that the average bank stock has a significantly lower standard deviation, and this difference is economically large: bank stock returns are only 50-60% as volatile as their matched nonfinancial firms'.
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Because the NYSE vs. the NASDAQ operate with different trading mechanisms, the typical stock's microstructure characteristics might vary between the exchanges. Moreover, Table 1 shows that the NASDAQ banks are much smaller than the NYSE institutions, and small banks have been excluded from some of the riskier financial market activities in which larger banks play a central role. We therefore repeat the Panel A comparisons for each of these subgroups in Panels B and C. It turns out that the differences between banks and nonfinancial firms in Panel A reflect predominantly the NASDAQ firm pairs.
Panel B of Rows (6) -(8). These differences are economically substantial. The NASDAQ nonfinancial firms trade four to six times as much as the banks, and exhibit two to three times as much return volatility. The existing literature provides little guidance for interpreting these dramatic differences.
The bank-nonbank differences documented in Panel C may reflect some tendency for firms in the same industry to manifest similar trading characteristics. In other words, Table 2 may not be demonstrating that the NASDAQ banks are somehow special, but only that each industry has its own typical microstructure properties.
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We investigate this possibility by approximately bifurcating the group of matched firms into the set of manufacturing firms (SIC codes 2 and 3) and the set of all other firm types.
This division yields 110 manufacturing firms vs. 95 non-manufacturing firms in 1993 and 121 vs. 104 in 1995. The resulting comparisons (not reported here) reveal virtually no differences in mean spreads between these two broad types of nonfinancial firms. 14 More importantly for our purposes, we also found (again, not reported here) that the bank-nonbank differences in Table 2 We conclude from Table 2 that the only substantial difference between bank and nonbank microstructure properties lies in the smaller (NASDAQ) banks' propensity to trade less often, despite their very similar bid-ask spreads.
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This difference appears to reflect some unusual feature of the NASDAQ banks, and does not manifest a broader industry effect. From a public policy perspective, this conclusion implies that the largest, most important, U.S. banking firms --which trade on the NYSE --do not appear to be more difficult to value than our size-matched sample of nonbanking firms. On its face, this seems to 13 Note, however, that the NYSE banks do not reflect the same "industry effect." 11 imply that government needs to provide no special oversight services to large banking firms.
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The importance of private information for the NASDAQ banks is more difficult to assess. The banks' equal (or lower) spreads suggest that private information is not particularly important for the banks, but their low trading is quite puzzling --especially given the equivalent spreads. Normally, lower trading volume is associated with a higher operating cost component of bid-ask spreads, because dealers must hold larger inventories when customer orders arrive more sporadically. For our banks, however, the total spreads and their AS components are similar to the nonbanks', implying that the operating cost component is likewise similar for the two groups. Although it seems clear that less new information about NASDAQ banks reaches the market, we cannot determine from 
V. Bank vs. Nonbank Analyst Following
The number of analysts following a particular stock may reflect their ability to discover valuable information. If banks are unusually difficult to evaluate, we might find significant differences in the number of analysts following them. In cross-sectional equilibrium, the amount of residual private information may be either positively or negatively related to the number of analysts, though Brennan and Subramanyam [1995] present evidence that analysts reduce the incidence of private information.
We collected fiscal-year earnings estimates for each sample bank and its mate, during both 1993 and 1995. In comparing these estimates, we wanted to keep the forecasting horizon consistent across firms, which requires some care. 17 Banks all have December 31 fiscal years, but the nonbanks are less uniform.
We therefore selected the nonbank's fiscal yearend closest to December, and "backed up" the appropriate number of months to find the analyst forecasts. For example, in collecting the matched firms' earnings 12 expectations for January 1993, we were interested in the fiscal year ending closest to December 1993. For the banks, all these forecasts occurred 11 months before the fiscal yearend. To maintain the same forecast horizon for the nonbanks, we find the fiscal yearend closest to December 1993 and collected the IBES forecasts from 11 months before that fiscal yearend. The same procedure was followed for the other months. For 1993, we collected earnings estimates from 9 through 11 months preceding the fiscal yearend;
for 1995, we collected earnings forecasts from 3 through 8 months before the end of the fiscal year. Table 3 presents the results of our IBES analysis, which was undertaken separately for the NYSE and the NASDAQ sub-samples. 18 We first discuss the NASDAQ results, which are more dramatic. The top portion of Panel B indicates two important facts: fewer banks are followed in IBES, but the average followed bank has effectively the same number of analysts as its nonbank mates. For those firms followed by more than one analyst, we also compared the forecasts' mean standard deviations. We deflated these standard deviations by the firm's mean January share price in order to render different firms' EPS forecasts comparable. Because we have also multiplied the standardized forecast error by 10,000, the reported numbers are expressed in basis points. The bank forecasts are significantly less dispersed than the nonbanks': the mean standard deviation across forecasters' expectations is less than half as large for the banks, a difference which is highly statistically significant in both years and at all "meaningful" forecast horizons.
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A very similar result occurs (not reported) when we measure analyst dispersion as the difference between the highest and lowest forecast. Still another measure of information arrival is the frequency with which analysts change their earnings forecasts. For both the banks and their mates, we therefore computed the number of earnings forecast changes (per reporting analyst) in each month. For the full sample, the nonbanks' forecasts were 50% to 100% more likely to be revised, and these differences were all statistically significant.
We now require some indication whether the NASDAQ banks' lower return volatility derives from wanted the forecasting horizons to be similar for bank and nonbank analysts. 18 The results for the full sample more closely resembles the NASDAQ results, in Panel B, than the NYSE results. 19 The longest forecast horizon (11 months) has too few forecasts to provide meaningful comparisons. the average nonbank forecast error is five times that of the banks, and the differences are highly statistically significant. Since banks and nonbanks attract a similar number of analysts, the bank analysts' superior accuracy suggests that banks are not associated with large amounts of value-relevant, private information.
We therefore conclude that the NASDAQ banks' lower trading volumes and return volatilities (reported in Table 2 ) reflect fewer true changes in value. These banks are not exceptionally opaque. They are boring.
Panel A of Table 3 reports analogous IBES results for the NYSE subsample. The average NYSE bank is followed by more analysts than its size-matched mate, and this difference is statistically significant (at the 5% -10% level) during 1995. Large banks' earnings are predicted more accurately and with less dispersion, but (unlike the NASDAQ case) these differences are not statistically significant. Although this lack of significance could partly reflect the smaller number of observations, note that the mean forecast errors for banks and nonbanks are much more similar for the NYSE sample than for the NASDAQ firms.
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As in Table 2 , therefore, it appears that NYSE banks are not terribly different from a size-matched sample of nonfinancial NYSE firms.
VI. The Effects of Balance Sheet Composition on Bank Microstructure Variables
Information-based theories of the banking firm suggest that loans are particularly opaque assets.
But real-world banks also hold marketable securities and a variety of other asset types. And not all loans have perfect repayment records. We therefore hypothesize that market measures of information asymmetry are still concentrating on the most recent year's EPS (which is generally not announced for a few months), and have not yet switched their attention to the coming year's earnings. 20 Consistent with these observations, the analysts' earnings forecast revisions were always less numerous for the banks, though about a stock's value reflect the firm's balance sheet composition. In order to test this hypothesis, we estimate fixed effects, pooled regressions of the form:
where Y it is a market measure of the stock's information opacity.
A kit is the book value of assets of type k at bank i at the end of period t.
MVEQ it is the market value of bank i's equity capital at time t (computed as the monthly mean share price times the number of common shares outstanding).
X jit is the value of control variable j at bank i at the end of period t.
The asset categories (A kit ) in (4) are deflated by the market value of equity capital (MVEQ it ) for theoretical reasons. Equity holders -and therefore market makers for the firm's shares -bear the value uncertainty associated with each type of asset in proportion to the amount of that asset per dollar of bank equity.
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The entire balance sheet is divided into mutually exclusive asset categories: NETLNS = total loans, net of the allowance for loan and lease losses. TRADE = assets held in trading accounts, including treasuries, agencies, state and local bonds, CDs, commercial paper and bankers acceptances. OREO = other real estate owned. This account primarily includes real estate taken in settlement of problem loans, though some real estate investments (other than bank premises) are also included. OPAQUE = other opaque assets: premises and fixed assets, investments in unconsolidated subsidiaries, customers' liabilities on outstanding acceptances, intangible assets, and the balance sheet category "other assets".
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In order to avoid perfect collinearity among the independent variables, we have omitted one asset from (4) -these differences were not so statistically significant as for the full sample or for the NASDAQ sub-sample. 21 Replacing MVEQ with the book value of common shares has little effect on the coefficient estimates reported below. 22 "Other assets" is a portmanteau account which includes, among many other items, accounts receivable, repossessed autos, boats, etc., margin account balances associated with forward and future contracts, and income earned but not collected. the bank's holdings of informationally "transparent" assets 23 . The $ k coefficients in (4) therefore measure the impact on Y it of a shift out of the asset k into a transparent asset, or the information opacity of each asset relative to that of transparent assets. We test whether different assets have significantly greater information opacity than the transparent securities by comparing the estimated coefficients to zero.
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The control variables (X jit ) in (4) include: PINV = the inverse of the bank's average share price during the quarter. TOBQ = Tobin's q: the ratio of (market value of equity plus book value of liabilities) to book total assets. 25 In the empirical corporate finance literature, a higher value of TOBQ is often taken to indicate a firm with greater growth options, which are more difficult for outsiders to value. LNMVEQ = the log market value of common equity on the quarter's last trading day. ROE = the ratio of net current operating earnings to equity capital. Banks with higher earnings may be either easier or more difficult to value.
We evaluate four alternative market measures of asset opaqueness (Y it in (4) above). The first dependent variable is the stock's effective spread (ESPREAD), which should be higher for more informationally opaque assets, ceteris paribus. Second, trading frequency may reflect the importance of private information to a stock's valuation. The analysis in Table 3 suggests that NASDAQ banks trade less often because they have less news (which is also manifested in lower return volatilities). In principle, however, low-uncertainty securities could trade more, because investors employ such securities for liquidity purposes. (Consider the trading volume of Treasury bills). We use two alternative measures of trade frequency: TURNOVER = the proportion of outstanding shares traded during the month. LNTRD = the log of the number of trades during the month. 23 Transparent assets include cash and due from balances, federal funds sold and securities purchased under agreements to resell, and investment securities. 24 It might seem that other bank assets must have positive coefficients in (4), because they are all less transparent than the omitted asset category. However, Myers and Rajan (1998) point out that liquid assets can be quickly re-directed to investments with different values or risks. To the extent that this "re-deployment option" imposes additional information costs on outside investors, other asset classes might carry negative coefficients in (4). 25 Keeley [1990] used this variable to measure a bank's off-book "charter value." 16 A stock's return volatility has been used to proxy for the arrival of new information. A stock for which private information is unimportant may have a less variable stock price. We therefore estimate (4) with the dependent variable LSDMNTH = ln(SDMNTH), where SDMNTH is the estimated standard deviation of monthly equity return. Finally, the adverse selection (AS) component of a stock's spread is an obvious dependent variable, provided it can be measured accurately. Theory suggests that the appropriate dependent variable is the AS component as a proportion of the stock's market value: uncertainty about the firm's share value should be related to its asset holdings as a proportion of equity capital. Table 6 We present estimation results for two regression specifications for each dependent variable. The first specification disaggregates Net Loans into two categories: 26 CURLNS = current loans, which are being repaid on a timely basis, and NCURLNS = non-current loans, which are past due 90 days or more, or have been placed on nonaccrual status.
It will be interesting to test whether current loans are more or less opaque than the loans which a bank has publicly identified as troubled. The second regression specification measures all loans as a single, aggregated variable (NETLNS). For both specifications, we test the hypothesis:
H1: All balance sheet ratios' coefficients are jointly zero.
For the first specification, which disaggregates NETLNS into its current and non-current components, we also test H2: The coefficients on CURLNS and NCURLNS are jointly zero.
H3: CURLNS and NCURLNS carry equal coefficients.
We first estimated (4) for the full sample of traded banks. When a series of Chow tests strongly rejected the hypothesis that NYSE and NASDAQ banks had the same underlying coefficients, we estimated the models separately for each of these groups, and only these sub-sample results are reported here.
Panel A of The hypothesis that asset composition has no explanatory power (H1) is strongly rejected (pr = 0.08%).
The control variables' coefficients are consistent with much prior research: stock price (PINV) and firm size (LNMVEQ) both significantly affect ESPREAD. The significant positive coefficient on TOBQ indicates that the extent of a bank's off-balance sheet opportunities importantly affects the cost of trading its stock. The second column of Panel A repeats the same specification, except that the two loan categories have been collapsed into one, NETLNS. This loan coefficient is significantly positive. TRADE now carries a larger coefficient estimate than it does in the first column, and this coefficient is marginally significant. Again, overall portfolio composition significantly influences ESPREAD (H1).
The next four columns evaluate two dimensions of trading frequency, TURNOVER and LNTRD.
We have removed PINV from these regressions and added two spread variables. Since spread may be simultaneously determined with the number of transactions, we use a fitted value of the effective spread as our regressor, along with the GKN measure of the AS cost of trade. 28 We now see a clear implication about asset quality: current loans reduce both TURNOVER and LNTRD, while noncurrent loans increase 27 Recall that the asset-share coefficients should be interpreted as the impact of a shift out of that asset share into perfectly elastic securities. The presence of both positive and negative coefficients on asset categories might seem inappropriate, until one recognizes that liquid securities can be converted into a variety of investments. As pointed out above, liquid assets may make a firm more difficult for outsiders to evaluate, because a liquid firm has fewer constraints on its future actions. By contrast, OPAQUE assets (e.g.) are relatively difficult for a bank to re-deploy quickly into other, perhaps riskier, assets. 28 In order to reduce simultaneity, we instrumentally adjust the effective spread from the quarter's first month. Instruments were the same month's AS Fraction (computed by GKN), inverse share price, LSDMNTH, and LNMVEQ. Similar results occur if the spread variables are omitted from the regression or if the actual value of the first month's ESPREAD replaced the fitted value.
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transactions. The two loan types carry significantly different (pr < 0.1%) coefficients in both the TURNOVER and LNTRD regressions. OPAQUE assets also tend to increase trading significantly, consistent with the hypothesis that high trading volume reflects heterogeneous asset valuation. (In all four trade volume regressions, the hypothesis that asset shares all carry zero coefficients is strongly rejected.)
TOBQ reduces the number of trades (but not TURNOVER), and ROE is negatively related to trading.
Presumably, more profitable banks are less frequently traded because they are easier to understand.
Somewhat surprisingly, the coefficient on (the fitted) ESPREAD is significantly positive, perhaps because banks with greater private information have both higher spreads and greater demand for trading. The AS cost of trading has no impact on transactions after controlling for other bank characteristics.
The last two columns of Table 4 report the results of estimating (4) with the log of monthly return volatility as the dependent variable. Noncurrent loans significantly raise return volatility, again consistent with the idea that unusual situations generate new information about value. Moreover, the coefficients on CURLNS and NCURLNS differ significantly from one another at better than the 1% confidence level.
None of the other portfolio shares carries a significant coefficient, though we strongly reject the hypothesis that all portfolio shares carry zero coefficients. Among the control variables, only PINV has a significant effect.
When we constrain the coefficients on CURLNS and NCURLNS to be equal (in the rightmost column of Panel A), the loan coefficient becomes indistinguishable from zero and we can no longer reject the hypothesis that portfolio shares have no effect on LSDMNTH. Hence, it seems important to maintain the distinction between current and noncurrent loans.
Overall, Panel A of Table 4 reports the results of estimating the same regressions for the NASDAQ firms.
Although the results are broadly similar to those for the NYSE banks, coefficient estimates are less precise.
In the first two columns, we cannot reject the hypothesis that asset shares have no effect on ESPREAD, though the positive TOBQ effect carries over from the larger institutions. CURLNS reduces both TURNOVER and LNTRD, while NCURLNS has the opposite effect. Although these individual coefficients do not always differ significantly from zero, the hypothesis that current and noncurrent loans have similar effects (H3) is rejected for both TURNOVER (pr = 4.30%) and LNTRD (pr = 9.66%).
OREO significantly raises equity trades, presumably because repossessed assets are harder to value. More profitable banks are (again) less likely to trade. In the final two columns of Panel B we find that CURLNS and NCURLNS have significantly different --and oppositely signed --effects on SDMNTH, while OREO and TOBQ are correlated with higher return volatility.
In theory, the Adverse Selection cost of trading a firm's stock should be the best measure of information opacity. Since these costs must be estimated with error, however, it may be difficult to reject any null hypothesis. Moreover, little has been established about the properties of alternative spread decomposition methods. We have computed the AS component of our bank spreads using three alternative methods. Before discussing the results of estimating (4) for these dependent variables, we discuss the extent to which the alternative decomposition methods give similar AS cost estimates for the same bank. The top half of Table 5 reports the correlation matrix for the AS costs themselves. We present both the overall correlations -computed from all available firm-date observations -and the range of correlation coefficients for each date computed separately. Although the GKN and NW estimates are quite highly correlated (reflecting their shared basic technique), neither of these variables is very highly correlated with the LSB measure. Still, however, the correlation between ASGKN (ASNW) and ASLSB is positive and significantly different from zero in all quarters except 1995-I.
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Alternate decomposition methods might provide consistent rankings of the sample banks' AS costs 29 Even for that quarter, the correlation between ASLSB and ASGKN (ASNW) is significant at the 12% (9%) level.
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without displaying large correlations between the measures. We therefore computed rank correlations in Panel B of Table 5 . Again, we present both the overall correlation, and the range of correlations for each of eleven quarter-end dates. While the rank correlations between ASLSB and the other two methods are slightly higher than in Panel A, they remain much smaller than the correlations between ASGKN and ASNW. In short, these alternative decomposition methods do not seem to be measuring the same characteristics of our sample banks. Table 6 reports regression results for the NYSE subsample. All three AS measures are significantly affected by the portfolio composition of these banks (H1), but the particular coefficient signs vary across the dependent variables. For ASGKN and ASNW, CURLNS significantly reduce AS costs. TRADE does the same, but is significant only for the GKN decomposition.
By contrast, CURLNS significantly raise ASLSB! TRADE has a positive effect on ASLSB (which becomes marginally significant for the second specification), and OREO's coefficient is also significantly positive.
ROE, which consistently reduces trading volume in Table 4 , has no significant effect on AS costs. Reading across the NYSE columns in Table 6 , the coefficient signs and significance levels vary dramatically with the dependent variable.
The NASD regressions in Table 6 's right half are even more contradictory. Portfolio composition has no significant effect (H1) on either ASNW or ASLSB. For ASGKN, the joint significance of portfolio shares derives from TRADE and (marginally) OREO, though these variables' negative signs are quite surprising.
In sum, Tables 5 and 6 indicate that alternative decomposition methods may differ substantially in their economic content. The reasons for these differences, and their implications for market microstructure 21 empirical work, are important questions for future research.
VII. Summary and Conclusions
This paper combines the literature on bank uniqueness and regulation with that on market microstructure, to assess the extent to which bank stocks' trading behavior suggests that these firms are unusually difficult to value. We have conducted two types of empirical tests.
Section IV compares market microstructure variables for a matched set of banks and (similar-sized) nonbank firms. We find that bank microstructure characteristics vary significantly with their size and the exchange on which they are traded. Large banks (traded on the NYSE) exhibit market microstructure properties which closely resemble the matched nonbanks' characteristics, and IBES analysts cannot predict earnings more reliably for the banks than for the nonbanks. Our results are consistent with the hypothesis that large banking firms are not unusually difficult for investors to value. At least among the largest banks, which account for the economy's most important financial risks, justifying special treatment of banking firms requires some market failure other than extreme information opacity. Moreover, information generated in the (apparently) well-functioning market for NYSE bank stocks may usefully supplement traditional supervisory activities.
By contrast, smaller (NASDAQ) banks trade less than 25% as frequently as nonbanks, despite comparable bid-ask spreads. The smaller banks also exhibit substantially lower return volatilities than their size-matched mates, and IBES analysts can predict their earnings much more accurately. We conclude (somewhat tentatively) that these banks are relatively simple firms, about which market investors have rather good information.
We have also tested whether bank asset classes differ in the extent of their information opacity.
Using a pooled sample of 270 banking firms over 11 quarters in 1993-1995, we compare each asset category's impact on market microstructure variables to the impact of liquid ("transparent") securities.
fraction of the quoted or effective bid-ask spread.
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Generally, we reject the hypothesis that asset composition has no effect on a bank's spread, trade frequency, and return volatility. Non-delinquent ("current") loans raise a stock's effective spread and reduce its trading volume. " Noncurrent" loans have no significant effect on effective spread, but significantly raise trading volume. OREO appears to be a high-information-cost asset, since it raises equity trading and return volatility. We also find some evidence that Tobin's Q measures a bank's information asymmetry, and that more profitable banks are more uniformly valued by market investors -presumably because private information is less valuable about obviously profitable institutions. 
Appendix: Computing the Adverse Selection Component of Spread
The bid-ask spread must cover order processing, inventory holding and adverse selection costs.
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Three classes of statistical models have been proposed to estimate these spread components. In the first class of models, inferences are made on the basis of the serial covariance properties of quotes and transaction prices (Roll [1984] , Choi, Salandro and Shastri [1988] , Stoll [1989] , George, Kaul and Nimalendran [1991] , and Lin, Sanger and Booth [1995] ). The second class of models uses a trade direction indicator regression to decompose the spread (Glosten and Harris [1988] and Madhavan, Richardson and Roomas [1996] ). The third class of models does not decompose quoted bid-ask spreads, but uses data about order flow and trade direction to estimate a measure of market depth, which is related to the market maker's adverse selection problem (Hasbrouck [1991a (Hasbrouck [ , 1991b , Hausman, Lo and MacKinlay [1992] , and Foster and Viswanathran [1993] ).
We employ two methods to estimate the adverse selection component of a bid-ask spread: that of George, Kaul, and Nimalendran [1991] (implemented two different ways), and that of Lin, Sanger and Booth [1995] .
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For all estimations, we include only BBO (best bid and offer) eligible quotes in our analysis. We also follow Lee and Ready's [1991] recommendation that the quote associated with each transaction is the one in effect five seconds earlier which are. Utilizing three alternative estimates of the spreads' AS component should make our findings more robust. Moreover, we are unaware of any empirical attempts to compare empirical estimates of a spread's components.
Method I -George, Kaul, and Nimalendran [1991]
Three important assumptions underlay the spread decomposition method of George, Kaul, and Nimalendran (GKN). First, they decompose the spread into only two components (adverse selection and 31 Models that emphasize inventory holding costs include Demsetz (1968) , Stoll (1978) , Amihud and Mendelson (1980) , and Ho and Stoll (1981 Stoll ( , 1983 . Models that discuss the importance of adverse selection include Bagehot (1971) , Copeland and Galai (1983) , Glosten and Milgrom (1985) , Kyle (1985) , Easley and O'Hara (1987) , Admati and Pfleiderer (1988), and Subrahmanyam (1991) . O'Hara (1995) provides an excellent review of both adverse selection and inventory cost models. order processing), because they assume that the inventory component is small enough to ignore. 33 Second they assume that the sequence of buy and sell orders is serially uncorrelated: regardless of the most recent order's type, the probability of "buy" and a "sell" on the next order both equal 0.5. Finally, they assume that the quoted spread is constant across transactions.
GKN compute two different return series for each stock -one based on transaction prices and the other based on quote midpoints. By differencing these two return measures, they remove the effect of unanticipated returns (which cause a large fraction of the quote volatility), which substantially increases efficiency. Let R it T be the return to stock i at time t, based on transaction prices. Correspondingly, define R it* Q as the return to security i at time t*, based on the midpoint of the bid and ask quotes. 
GKN use daily data and end-of-day prices to estimate spread components, while here we use intra-day transaction prices and quotes.
Method II -Neal and Wheatley [1998]
33 Stoll (1989) documents that the inventory cost component is a small fraction of the total spread (less than 10%), and Madhavan and Smidt (1991) find that inventory effects are economically and statistically insignificant Neal and Wheatley [1998 ] implement GKN's methodology in a slightly different manner. In particular, they allow the proportional spread to vary through time, and they do not impose the restriction that the probability of a buy or sell is 0.5. Under these conditions, the following regression model can be used to estimate the adverse selection component of the spread. , ) ( 2
where s qt is the quoted proportional spread at time t, Q t is a +1/-1 buy/sell indicator variable, RD t is the difference between the transaction price based return and the quote based return, and ε t is an error term.
The above model is estimated using OLS and the estimate of (1-π 1 ) gives the fraction of the spread due to adverse selection.
Method III -Lin, Sanger and Booth [1995]
Lin, Sanger and Booth (LSB) employ a regression method to estimate the proportion of the effective spread that can be attributed to adverse selection. Their approach is based on Stoll [1989] and Huang and Stoll [1994] . The main idea is that quote revisions will reflect the adverse selection component of the spread, while changes in transaction prices will reflect order processing costs and bid-ask bounce. As in the GKN model, LSB assume that the market maker's inventory cost is zero. Unlike GKN, however, LSB estimate an order persistence parameter which measures the probability that a buy (sell) order will be followed by another buy (sell). Let P t = transaction price at time t, Q t = quote midpoint, Z t = P t -Q t. , one half the effective spread, λ = proportion of the effective spread due to adverse selection, and δ=(θ +1)/2 = order persistence parameter.
The adverse selection and order persistence parameters are estimated from the following pair of equations:
In this model, ε t+1 and η t+1 are noise terms, while λ measures the fraction of the effective spread which is due to the market-maker's adverse selection costs. By contrast, GKN's (1-π i ) measures adverse selection costs as a fraction of the quoted spread. This table reports the average and median values for bank microstructure variables, grouped by the exchange. The averages are based on the pooled time series (quarter) and firm observations. The GKN measure is estimated using the George, Kaul and Nimalendran [1991] methodology applied to transactions data. The LSB measures are obtained using the Lin, Sanger and Booth [1995] methodology. We omitted banks whose stock price was less than $2, whose effective spread was greater than 30%, which had fewer than 31 trades during the month, or which undertook a stock split or stock dividend equal to more than 10% of the stock's initial value.
Mean (4) AS Fraction of Spread, GKN: Proportion of the quoted bid-ask spread which is attributable to the adverse selection component, using the GKN decomposition method.
(5) AS Fraction of Spread, LSB: Proportion of the effective bid-ask spread which is attributable to the adverse selection component, using the LSB decomposition method.
(6) Monthly Turnover: Proportion of outstanding common shares traded during the quarter's third month.
(7) Number of Transactions: Number of transactions in which the firm's shares were traded during the quarter's third month.
(8) Monthly SD or Return: Monthly standard deviation of the equity return, computed using the center of bid and ask prices (to avoid bid-ask bounce).
(9) MV of Equity: Market value of outstanding common shares. natural log of the number of trades during the quarter's three months. TURNOVER = average proportion of outstanding shares traded during the quarter's three months. LSDMNTH = natural log of (Standard deviation of monthly equity return). We first computed the standard deviation of quote returns from the midpoint of each quote's bid and ask, then computed LSDMNTH as ln(SDRET*(NTRANS 0.5 )). Independent variables (A kit ) are: NETLNS = total loans, net of the allowance for loan and lease losses (=CURLNS+NCUNLNS). CURLNS = current loans NCURLNS = loans on non-accrual status or past due more than 89 days TRADE = assets held in trading accounts OREO = other real estate owned OPAQUE = other opaque assets MVEQ it is the market value of bank i's equity capital at time t. Control variables (X jit )include: PINV = the inverse of the stock's quarterly average price LNMVEQ = the log market value of common equity TOBQ = the ratio of (market value of equity plus book value of liabilities) to book total assets. ROE = return on equity ESPREAD1 = the fitted value of the bank's effective spread during the quarter's first month, from an instrumental variables regression.
The omitted balance sheet category is "transparent" assets. Market measures are averages of separately-estimated monthly measures from the quarter's three months. Accounting information is for quarter-end. Coefficient estimates have been multiplied by 1000, except for the TURNOVER regressions. Heteroskedasticity-consistent (White) t-statistics are reported in brackets.
H1: All balance sheet ratios' coefficients are jointly zero. H2: The coefficients on CURLNS and NCURLNS are jointly zero. H3: CURLNS and NCURLNS carry equal coefficients. Comparison of three AS estimates for a sample of 270 bank holding companies: ASGKN = adverse selection cost of trading a stock, using George, Kaul, and Nimalendran's [1991] method of decomposing the quoted spread, as a percentage of the stock's price. ASNW = adverse selection cost of trading a stock, using Neal and Wheatley's [1998] implementation of the George, Kaul, and Nimalendran, as a percentage of the stock's price. ASLSB = adverse selection cost of trading a stock, using Lee, Sanger, and Booth's [1995] method of decomposing the effective spread, as a percentage of the stock's price.
All three spreads are expressed as a proportion of the stock's price (center of bid and ask quotes), and are the average of three month's estimates within the quarters 1993-I through 1995-III. The Appendix describes the specific computational methods employed. Within each cell, the first number is the correlation for the full sample. We also computed the correlations separately for each quarter, and the bracketed pair of numbers indicates the minimum and maximum values obtained. for a sample of 270 bank holding companies over the quarters 1993-I through 1995-III, where the dependent variable is either: ASGKN = George, Kaul, and Nimalendran's [1991] adverse selection cost of trading a stock, divided by the stock's price per share. ASNW = GKN measure, as computed by Neal and Wheatley [1998] . ASLSB = Lin, Sanger, and Booth's [1995] adverse selection cost of trading a stock, divided by the stock's price per share.
Independent variables and other notes are defined in Table 4. H1: All balance sheet ratios' coefficients are jointly zero. H2: The coefficients on CURLNS and NCURLNS are jointly zero. H3: CURLNS and NCURLNS carry equal coefficients. 
