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Compositional data occur naturally in biomedical studies which investigate changes in the
proportions of various components of a combined medical measurement. The statistical
method to analyze this type of data is underdeveloped. Currently the multivariate logit-
normal model seems to be the only model routinely used in analyzing compositional data,
and its application is mainly in geology and has yet to be known to the biomedical fields.
In this dissertation, we propose the multivariate simplex model as an alternative method of
modeling compositional data, either cross-sectional or longitudinal and develop statistical
methods to analyze such data. We suggest three approaches to making a fair comparison
between the multivariate simplex models and the multivariate logit-normal models. The
simulations indicate that our proposed multivariate simplex models often outperform the
multivariate logit-normal models.
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Proportional data are continuous data taking values between 0 and 1. Such type of data
arises naturally as estimated proportion of a binomial distribution. The statistical analysis
of proportional data thus obtained is usually through logistic regression models. However,
not all proportional data are associated with binomial distribution. For example, body
fat percentage, an important outcome variable in obesity study, is the percentage of fat
weight with respect to the total body weight in a person. A multivariate counterpart of the
proportional data is the so called compositional data, consisting of vectors of proportions that
sum to 1. In spite of the frequent occurrence of these types of data, the statistical methods
to analyze them are ramified and there is no systematic method for routine use. The choice
between competing methods are largely determined by convention and convenience. In this
dissertation, we propose new statistical methods for modeling compositional data and discuss
their uses in the biomedical field.
To motivate our research, we consider four examples as illustrations.
Example 1. Body fat percentage. Obesity has reached epidemic proportions globally,
with more than 1 billion adults overweight - at least 300 million of them clinically obese -
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and is a major contributor to the global burden of chronic disease, including type 2 diabetes,
cardiovascular disease, hypertension and stroke, and certain forms of cancer. The most
widely used diagnostic tool to identify weight problems within a population is the body
mass index (BMI), or Quetelet index. It is a statistical measure of body weight based on a
person’s weight and height: BMI = mass(kg)/height(m2). Despite of its ease of measurement
and calculation, the usage of BMI is controversial. It was originally designed to classify
physically inactive individuals with an average body composition. Muscular people are
often misclassified as overweight due to the BMI’s incapability of differentiating lean mass
and fat mass. From the physiological point of view, it is not the degree of excess weight (as
is measured by the BMI), but the degree of body fatness that is important as a risk factor of
a spectrum of diseases (Deurenberg et al, 1998). So the studies used the BMI as outcomes
were actually using a proxy of the measure of excess body fat.
A direct way to measure the body fat is often expressed as “Body Fat Percentage” or
“Body Fat Percent.” It is the total weight of the person’s fat divided by the person’s weight
and consists of essential body fat and storage body fat. The body fat percentage can be
measured by techniques like near-infrared interactance, dual energy X-ray absorptiometry
(DXA), and in vivo neutron activation. One of the common classification by body fat
percentage is shown in Table 1.1:
Table 1.1: Classification by body fat percentage
Classification Women (%fat) Men (%fat)
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The relationship between body fat percentage and BMI has been studied. The prediction
equation for the total Caucasian population was given by Deurenberg et al (1998) as
Percent body fat (%BF) = 1.284 BMI + 0.20 Age− 8.0,
which was obtained using linear regression and the fitted regression line is shown in Figure
1.1.
Figure 1.1: Linear regression fit to body fat percentage data.
Example 2. Reading accuracy. In the previous example, data are scattered quite
randomly along the predicted line, so the linear regression method is appropriate for the
fat percentage data. However, this is not a universal truth for proportional data. Un-
correctable skewness, heteroscedasticity, and multimodality of the dependent variable are
common for data in biomedical research. An example was provided in the paper of Smithson
and Verkuilen (2006). The data were supplied by K. Pammer in the School of Psychology
at The Australian National University (Pammer & Kevan, 2004). The scores of the reading
accuracy, dyslexic status and non-verbal IQ were collected on 44 children. The accuracy
scores have been transformed to the interval [0, 1] by taking y′ = y−a
b−a , where b is the upper
bound of the score and a is the lower bound. And then y′ is compressed to the open interval
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(0, 1) by y′′ = [y′(n − 1) + 1/2]/n, where n is the sample size. Applying the simple linear
regression of the transformed accuracy scores on IQ and dyslexic status can lead to mislead-
ing results. Histogram for the scores of the dyslexics and controls are in Figure 1.2. The
Figure 1.2: Histograms of reading accuracy by groups.
accuracy scores are highly skewed among the controls. And the residuals from the linear re-
gression (Figure 1.3) indicate violation of the normality assumption. There is heterogeneity
of variance between the two groups as well.
Example 3. Energy expenditure. The primary focus of researches and recommen-
dations regarding physical activity used to be on sustained vigorous exercise. Such activity
is usually obtained through purposeful, programmed behaviors, such as jogging, swimming,
or sports participation. With these characteristics, vigorous exercise is relatively easy for
respondents to report. Recent physical activity guidelines have emphasized the accumulation
of shorter episodes of moderate intensity physical activity. Moderate-intensity activity can
occur in many routine daily activities. Interventions to increase physical activity obtained
through moderate-intensity daily activities have achieved comparable physiologic outcomes
to those that used more vigorous programmed activities. However, monitoring behavior to
assess moderate-intensity activities is a challenge because of the need to assess many activi-
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Figure 1.3: Residual plot of linear regression for reading accuracy data.
ties of short duration that may occur as part of routine daily functions in varying contexts,
e.g., transportation, occupation, household chores, as well as recreation and sport. Refer-
ence periods for physical activity behaviors can vary from a week to a lifetime, and may
focus on recent behavior, a specific previous period, or may be recorded contemporaneously.
Ideally, physical activity assessment includes type of activity and context (specified by ques-
tion content or respondent), frequency of behavior, duration of behavior, and performance
intensity. Research pertinent to the assessment of physical activity has lagged behind. In
particular, methods to evaluate measurement errors and algorithms to compensate for such
errors through the use of statistical models and analytic procedures remain underdeveloped.
Physical activities are linked to risk of chronic disease, such as coronary heart disease,
non-insulin-dependent diabetes mellitus, and several types of cancer through mounting evi-
dence (Pate et al. 1995). And it is found that the total energy expenditure (EE) is associated
with gender, age, and ethnicity/race (Britton et al. 2002). For example, men expended sig-
nificantly more energy per day than women and the 50 to 64 year olds had lower median EE
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than those in the youngest group. However, not only the total EE is of interests, but also the
composition of EE is worth investigation. For example the joint consideration of different
aspects (e.g., bone-loading versus aerobic exercise) and sources of EE could be examined in
relation to cancer outcomes. The contribution of a particular activity’s EE to the popula-
tion’s EE can be expressed as the percent of overall population daily EE it accounted for.
Here is an example of percent expenditure as part of table of physical activities accounting
for 95% of the population daily energy expenditure among 373 participants, New York City,
1999-2000 (from Britton et al., 2002).
Table 1.2: Ranks of physical activities EE by subgroup
rank
Physical activity % of population EE population male Female Puerto Rican Black
Sleeping 18.9 1 1 1 1 1
Sitting quietly 7.46 2 2 2 2 3
Cooking 5.09 3 6 3 4 2
Eating 4.61 4 4 6 5 5
We can see that the rank of percent energy expenditure varies across subgroups by sex
and race/ethnicity, which indicates that the demographic characteristics are non-uniformly
associated with the various activity domains. Modeling the composition of EE based on the
demographic variables and thus link these potential predictors to the related chronic disease
outcomes could enable us to better identify the population of high risk and clarify the causal
pathway.
Example 4. Nasal aerosol particle size distribution profile. The product quality
bioavailability (BA) and bioequivalence (BE) of new drug applications (NDAs) or abbrevi-
ated new drug applications (ANDAs) for locally acting drugs in nasal aerosols (metered-dose
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inhalers(MDIs)) and nasal sprays (metered-dose spray pumps) are reflective of potency, in
that release of the drug substance from drug product and the delivery to the mucosa should
be assessed and controlled. BA and BE assessments for locally acting nasal aerosols and
sprays are complicated because delivery to the sites of action does not occur primarily after
systemic absorption. The topical deposition of droplets and/or drug particles which are
absorbed through the nasal mucosa are the main source of local action. So from a product
quality perspective, the critical issues are release of drug substance from drug product and
delivery to the mucosa. Other factors are of less importance. In the guidance for BA and BE
studies for nasal aerosols and nasal sprays for local action released by the United States Food
and Drug Administration (FDA, 1999), the recommended approach for solution formulations
is to rely on in vitro methods to assess BA and BE.
One of the tests which can characterize in vitro BA and BE for locally acting drugs
delivered by nasal aerosol or nasal spray is Droplet and Drug Particle Size Distribution
(PSD). To increase nasal deposition and minimize deposition in the lungs and gastrointestinal
tract, aerosol droplets should generally have a mass median aerodynamic diameter (MMAD)
greater than 10 to 20 microns. As MMAD decreases over the 5-20 micron range, the Task
Group Report indicates that reduced nasopharyngeal deposition and increased pulmonary
deposition occur. So droplet size distribution measurements are critical to the delivery of
drug to nose, and it can be done by multi-stage cascade impactor (CI) based on inertial
impaction, an important factor in the deposition of drug in the nasal passage.
Particles entering a CI pass through a plate containing one or more jets of well-defined
size. A collection surface located immediately beyond the plate at a well defined separation
distance deflects the flow; the inertia of the particles causes them to cross the flow stream,
with the result that those with a size greater than a critical value impact on the surface,
whereas smaller particles remain airborne. Several stages are arranged in sequence in a CI,
such that particles having progressively finer sizes are collected as the aerosol passes through
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the instrument (Mitchell et al, 2007). See Figure 1.4 for an illustration of a CI. Suppose there
Figure 1.4: Structure of CI by stages.
are S stages in the CI. Let Xs be the deposition in mass unit at stage s, where s = 1, · · · , S.
Then data can be expressed as S-dimensional vector X = (X1, . . . , Xs). A characterization
of particle/droplet size distribution is required for nasal aerosols. And one possible measure
recommended by FDA is P = (p1, . . . , pS), where ps = Xs/
∑S
i=1Xi. Let
P T = (pT1 , . . . , pTS) and PR = (pR1 , . . . , pRS)
be the profiles of a test product and a reference product, respectively. The profile difference







and d(R,R′) can be defined in the same fashion for any two reference profiles. The profile
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The profile BE is established if the following hypothesis is rejected at the 5% significance
level
H0 : RD > θBE.
Note that profiles P ’s are compositional data whose components might be correlated in a
complicated way.
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Chapter 2
Proportional Data Modeling
2.1 Ad hoc methods for modeling proportional data
This section provides a collection of the ad hoc statistical methods typically used in analyzing
proportional data in medical fields.
One convenient method to analyze proportional data is by the arc-sine transformation λ =
arcsin
√
p. It is noted that this transformation is appropriate for the proportions obtained
from binomial distribution since the transformation produces normal distribution if the count
follows a binomial distribution. Suppose X follows a binomial distribution Bin(n, p), then
pˆ = X/n is the estimated proportion. By the central limit theorem,
√
n(pˆ− p) converges to
N(0, p(1− p)) in distribution. The asymptotic variance p(1− p) is a function of the mean p.
The arc-sine transformation is a variance stabilizing transformation. The sequence
√
n(λˆ−λ)
converges to a standard normal distribution for every p. However, for the percentage data
such as % protein or % carbohydrates, which is not derived from the counts, the role of the
arc-sine transformation is unjustified.
Another popular method is to model the proportional data using a two-parameter beta
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distribution. Ferrari et al. (2004) proposed a regression model where the response is assumed
to be beta distributed. It is useful for situations where the variable of interest is continuous
and restricted to the interval (0, 1) and is related to other variables through a regression
structure. The variable Y follows a beta distribution if it has the probability density function
f(y|µ, φ) = Γ(φ)
Γ(µφ)Γ((1− µ)φ)y
µφ−1(1− y)(1−µ)φ−1, 0 < y < 1,
where 0 < µ < 1 and φ > 0. Since E(Y ) = µ and Var(Y ) = µ(1− µ)/(1 + φ), the variance





where g(.) is a link function that maps (0, 1) into R1 and xi’s are the covariates. Some
possible choices of the link function are the logit link g(µ) = log{µ/(1− µ)}, the probit link
g(µ) = Φ−1(µ), where Φ is the cumulative distribution function (cdf) of the standard normal
random variable, and the complementary log-log link g(µ) = log{− log{1− µ}}. Parameter
estimations are performed by maximum likelihood estimation (MLE) method. Under the
usual regularity conditions, the MLE estimates (βˆ, φˆ) are consistent and asymptotically
normally distributed. And the asymptotic inference can be performed using likelihood ratio,
score, or Wald test.
The above described beta regression is very similar to the generalized linear models
(McCullagh & Nelder, 1989), except that the parameters β and φ are not orthogonal. The
beta distribution is quite flexible as shown in Figure 2.1.
Instead of performing transformation on the data to stabilize the variance before linear
regression, the beta regression model accommodates the heterogeneity of variance naturally
because the variance of response is a function of the mean: Var(Y ) = µ(1− µ)/(1 + φ), and
it also allows for a precision parameter φ. Another advantage of this model is that when the
logit link is used, the regression parameters can be interpreted in terms of odds ratio.
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Figure 2.1: Probability density function of beta distributions.
The beta regression method is further generalized by Smithson and Verkuilen (2006)
in the perspective that not only the mean, but also the precision parameter φ is modeled
through h(φi) = w
T
i δ, where h is another link function. Since the precision parameter φ
must be positive, the log link is an appropriate choice. MLE method is adopted to estimate
δ. The reading accuracy scores can be re-analyzed by the beta regression model with logit
link for the location submodel and log link for the dispersion submodel
logit(µ) = β0 + β1 D + β2 IQ + β3 D× IQ, log(φ) = α0 + α1D + α2 IQ,
where D = 1 for dyslexics, D = 0 for controls, and IQ is the z-score converted from nonverbal
IQ. The coefficients, standard errors and significance tests are summarized in Table 2.1.
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Table 2.1: OLS and Beta regression for reading accuracy scores
Parameter Estimate SE p
OLS regression (logit transform)
β0 3.19519 0.25351 < .0001
β1(dyslexia) -2.75832 0.38578 < .0001
Beta regression
Location submodel
β0 1.8649 0.2991 < .0001
β1(dyslexia) -1.4833 0.3029 < .0001
β2(IQ) 1.0676 0.3359 0.0027
β3(dyslexia*IQ) -1.1625 0.3452 0.0016
Dispersion submodel
α0 -1.5579 0.3336 < .0001
α1(dyslexia) -3.4931 0.5880 0.0105
α2(IQ) -1.2291 0.4596 < .0001
Unlike the OLS model, in the beta regression model IQ score has an independent contri-
bution to the reading accuracy. And the significant interaction effect indicates that the posi-
tive relationship between IQ and accuracy holds for the nondyslexic group (βˆ2 = 1.0676, p =
0.0027) but not for the dyslexic group (βˆ2 + βˆ3 = −0.0949, p = 0.0669), which makes clinical
sense. Dyslexic readers have difficulty reading regardless of their general cognitive ability,
whereas cognitive ability predicts reading accuracy for nondyslexics. Moreover, the standard
errors in the OLS model are inflated because of its inability to account for the heteroscedas-
ticity.
Assumptions on the distribution where the percentages are sampled can be relaxed by
using non-parametric methods. One possible non-parametric test that we could adopt for
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the proportions is the Wilcoxon rank-sum test. Suppose that we have two sets of proportions
sampled from two groups, (p1, . . . , pn1) and (q1, . . . , qn2). And the null hypothesis is that the
distributions of both groups are the same. To get the test statistic, we first arrange all the
observations into a single ranked series, and then add up the ranks for the observations which
come from the same sample. Denote by R1 and R2 the rank sums of sample 1 and sample 2
respectively. The test statistic is given by either
U1 = R1 − n1(n1 + 1)
2
or U2 = R2 − n2(n2 + 1)
2
.
For large samples, U1 (or U2) is asymptotically normally distributed with zero mean. Non-
parametric inferential method makes no assumption about the probability distribution, thus
it is more robust to the parametric or semi-parametric methods. However, in cases where a
parametric test would be appropriate, non-parametric tests have less power.
The Wilcoxon rank-sum test has another drawback that it can only deals with binary
covariates or dichotomized covariates. When it comes to cases of continuous covariates, like
the reading accuracy example, we must employ other non-parametric methods like quantile
regression. Unlike OLS or GLM, which models the means of the variables of interests, quan-
tile regression models the quantiles of the underlying distributions. Quantile regression is
especially useful with data that are heterogeneous in the sense that the tails and the central
location of the conditional distributions vary differently with the covariates. It provides a
complete picture of the covariate effect when a set of percentiles is modeled, and so it offers
the ability to capture important features of the data that might be missed by models that
average over the conditional distribution. Because it makes fewer distributional assumption
about the error term in the model beyond the mean 0 constraint, quantile regression offers
considerable model robustness. It also offers a degree of data robustness. Unlike OLS regres-
sion, it is robust to extreme points in the response direction (outliers). Median regression is
an special case for the quantile regression which models the median of the dependent variable
Y . For a random sample y1, . . . , yn, it is well known that the sample median minimizes the
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sum of absolute deviations median = argminξ∈R
∑n
i=1 |yi − ξ|. Median regression estimates




|yi − xTi β|.
Under mild conditions (Koenker and Bassett, 1982),
√
n(βˆ − β)→ Np(0, ω2(F )Ω−1),




i . Below we fit a median regres-
sion using the previous reading scores as responses, dyslexia status, IQ z-scores and their
interaction terms as predictors.
y = β0 + β1 D + β2 IQ + β3 D× IQ + ε,
where  is a median 0 random variable. The coefficients, standard errors and significance
tests are summarized in Table 2.2. The significance of IQ and dyslexia-IQ interaction were
lost in this median regression analysis, implying that the method might not be statistically
efficient.
Table 2.2: Median regression for reading accuracy scores
Parameter Estimate SE p
median regression
β0 0.9136 0.0271 < .0001
β1(dyslexia) -0.3195 0.0434 < .0001
β2(IQ) 0.0440 0.0287 0.1340
β3 (dyslexia*IQ) -0.0623 0.0433 0.1585
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2.2 Modeling proportional data using simplex distri-
bution
2.2.1 Simplex distribution
The univariate simplex distribution, introduced by Barndorff-Nielsen and Jørgensen (1991),
is a distribution suitable for modeling proportions. It is a special case of the proper dispersion
model defined by Jørgensen (1987) as a family of distribution whose probability density
functions is







where µ is the position parameter and σ2 the dispersion parameter, a is a suitable positive
function, d is a regular unit deviance satisfying
d(y; y) = 0 ∀y ∈ Ω, (2.2.2)
d(y; y′) > 0 ∀y 6= y′ and (2.2.3)
∂2d
∂µ2
(µ, µ) > 0 ∀µ ∈ Ω, (2.2.4)






As a special case of the proper dispersion model, the simplex distribution S(µ, σ2) with mean
µ ∈ (0, 1) and dispersion parameter σ2 > 0 has pdf







for 0 < y < 1, where
d(y;µ) =
(y − µ)2
y(1− y)µ2(1− µ)2 (2.2.7)
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is the unit deviance and v(µ) = µ3(1− µ)3 is the corresponding unit variance function. And





















2.2 shows the changing patterns of distribution density functions as µ and σ vary. The
parameters µ and σ have clear interpretations as position and dispersion parameter respec-
tively. And also the family of simplex distribution covers a rich class of shapes from highly
skewed to those very flat which implies that simplex distribution might be a suitable choice
to model the proportional data which are usually skewed and multimodal.
2.2.2 Simplex GLM
Song (2007) utilized the simplex distribution to develop a generalized linear model for the
proportional data by MLE. Let yi be the percentage response for the ith subject and xi be
the corresponding p-dimensional vector of covariates, i = 1, · · · , n. Assume that yi follows
a simplex distribution with mean µi and dispersion parameter σ
2, i.e., yi ∼ S(µi, σ2) and
µi depends on the covariates through the logit link, i.e., logit(µi) = x
T
i β, where β is a
p-dimensional vector of unknown parameters.
The score equation for β is
n∑
i=1















Since the score function is not linear in yi by involving the nonlinear function d(yi, µi), it is
not straightforward that E(ui) = 0. Furthermore, the calculation of the Fisher’s information
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Figure 2.2: Probability density plot of simplex distribution
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µ4(1− µ)4 (y − µ)
− 1




µ4(1− µ)4 (y − µ).
To compute the expectation of the score function and Fisher information, we have to know
E(d(y, µ)), E(y − µ)d(y;µ)) and E[(y − µ)∂d(y, µ)/∂µ]. The following propositions can be
verified (see Song 2007).
Proposition 1. Let y ∼ S(µ, σ2). Then,
1. E(d(y, µ)) = σ2;
2. E(y − µ)d(y, µ)) = 0;
3. E((y − µ)∂(d(y, µ))/∂µ) = −2σ2.


























which is much simpler than its observed counterpart. Therefore, it is appealing to implement
the Fisher scoring algorithm to get the MLE.
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2.2.3 Comparison between the univariate simplex model and the
logit-normal model
Simplex GLM is computationally intensive. Alternatively, a linear model based on the
logit-transformed data logit(yi) (the so called logit-normal model) seems theoretically and
computationally easier. It is of interest to compare the two models to see whether additional
computational effort in fitting a univariate simple model is worthwhile. The parameters
in a logit-normal model are usually more difficult to interpret. In addition, Song (2007)
conducted a simulation study to compare the two models.
Specifically, Song (2007) considered the following univariate simplex model. Let yi, i =
1, . . . , 150, be independently generated from the simplex distributionS(µi, σ
2), i = 1, . . . , 150,
where µi is linked to the covariates Ti and Si through
logit(µi) = β0 + β1Ti + β2Si.
Covariate Ti was randomly generated from a uniform distribution over {−1, 0, 1} and Si ran-
domly generated from a binomial distribution Bin(7, 0.5). The true values of the parameters
are set as β0 = 0.5, β1 = −0.5, β2 = 0.5 and σ2 = 400, 200, 50, 0.5. For each combination,
200 data sets were generated and a simplex model and a logit-normal linear model were fit
for each data set.
Song (2007) compared the two models in terms of estimation of β′s and their standard
errors. Table 2.3 is a summary of the simulations results, including the averaged estimates,
sample standard deviation of 200 replicated estimates and averaged estimated standard error
based on Fisher’s information.
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Table 2.3: Comparison between univariate simplex GLM and logit-normal model
Parameter Simplex model Logit-normal model
True mean sd se mean sd se
σ2 = 0.5
β0(0.5) .4996 .0280 .0254 .5089 .0288 .0263
β1(−0.5) -.5023 .0330 .0308 -.5110 .0345 .0322
β2(0.5) .5015 .0195 .0205 .5101 .0199 .0222
σ2 = 50
β0(0.5) .5062 .0983 .0960 .8057 .1769 .1752
β1(−0.5) -.5068 .1141 .1185 -.7998 .2065 .2148
β2(0.5) .5170 .0860 .0835 .8153 .1366 .1483
σ2 = 200
β0(0.5) .5060 .1145 .1021 1.0162 .2741 .2541
β1(−0.5) -.5262 .1346 .1263 -1.0479 .3218 .3114
β2(0.5) .5238 .0971 .0899 1.0430 .1919 .2150
σ2 = 400
β0(0.5) .5253 .0963 .1032 1.2306 .2767 .2980
β1(−0.5) -.5001 .1486 .1275 -1.1336 .3888 .3652
β2(0.5) .5165 .1000 .0909 .1.1686 .2286 .2521
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Based on the above table, Song (2007) concluded that when the data are from a simplex
distribution and the dispersion parameter σ2 is large, the performance of the logit-normal
model may be questionable in the sense that its estimation is biased and not as efficient
as the simplex model. Song (2007) also indicated that when data are simulated from a
logit-normal model, the univariate simplex analysis performs nearly as well as the logit-
normal linear model, and when data are beta-distributed, the simplex model outperforms
the logit-normal linear model.
2.2.4 GEE simplex GLM
Song and Tan (2000) utilized the simplex distribution to model longitudinal proportional
responses. Let yij be the proportion response for the ith subject at time j and xij be the
corresponding p-dimensional vector of covariates, j = 1, . . . , ni, i = 1, . . . , K. Assume that
yij follows simplex distribution S(µij, σ
2) and µij depends on the covariates through the
logit link logit(µij) = x
T
ijβ, where β is the p-dimensional vector of parameters. Define ui =
(ui1, · · · , uini)T , where uij = −12∂d(yij, µij)/∂µij. The Cowder optimality theory (Theorem
3.10 of Song, 2007) implies that the optimal equation in the sense of minimizing estimates’








µ3i1(1− µi1)3ui1, . . . , µ3ini(1− µini)3uini
)
is the modified score residual vector,
Ai = σ
−2diag{v(µij)var(uij)} and DTi = ∂µTi /∂β. Since the variance-covariance matrix
Var(wi) is unknown and longitudinal or clustered observations are likely to be correlated,
Liang and Zeger (1986) suggested replacing the Var(wi) with a working covariance matrix
defined by
V i = (diag{Var(wij)})1/2R(α) (diag{Var(wij)})1/2 ,
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where Var(wij) = σ
2µ3ij(1 − µij)3{1 + 3σ2µ2ij(1 − µij)2} and R(α) is an ni × ni working







i wi = 0, (2.2.8)
The dispersion parameter σ2 is consistently estimated by
σˆ2 =
1∑K






The estimating equation for the correlation parameters α is formulated based on the
standardized score residuals rij =
uij√
Var(uij)
. We can see that E(rij) = 0, var(rij) = 1, and
E(rijrij′) = corr(uij, uij′) = corr(wij, wij′). Let ri = (ri1ri2, ri1ri3, · · · , ri1rini , ri2ri3, · · · , rini−1rini)T ,






W−1i (ri − ηi) = 0.





Following the standard theory of estimating equations, the estimator θˆ = (βˆ, αˆ) is consistent
and K1/2(θˆ − θ) converges in distribution to a multivariate normal distribution with zero
mean and covariance matrix of the form limK→∞KJ−1(θ), where J(θ) is the Godambe
information matrix J(θ) = STV −1S. The sensitivity matrix S is



























and the variability matrix is
V = EΨ(θ)ΨT (θ).
2.2.5 An illustration study
Song and Tan (2000) gave an example of the application of above simplex GEE model and
compared the result with the one based on logit-normal linear model. The longitudinal data
used in the example arise from a prospective ophthalmology study, where gas was injected
into the eye of 31 patients before surgery and the volume of the gas was recorded as a
percentage of the initial gas volume in the eye at follow-up times after the surgery. It is
important to estimate the decay rate of the gas over time and see how it is effected by the
gas concentration.
First, a linear model was used to fit the logit-transformed responses logit(yij) on time tij




1− yij + a
)
= β0 + β1tij + β2xij + eij,
where a is a small number added to avoid zero denominators. The AR(1) working correlation
was used in the estimation. A normal-quantile plot of the residuals was used to check the
normality assumption. It turned out that the shape of the plot varies significantly over
varying values of a and all these plots showed a S-shaped curve, which indicated the normality
assumption is violated.
Song and Tan (2000) then directly model the response using the proposed simplex GEE
model
logit(µij) = β0 + β1 log(tij) + β2 log
2(tij) + β3xij.
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The model was fitted assuming independent, exchangeable, and AR(1) working correlation
structures, respectively. The estimates of the coefficients β’s did not differ much with differ-
ent choices of working correlation. The quadratic time covariate log2(t) ws significant and
dominated the linear term log(t), which matched the trend of the percentages over time.
The estimated dispersion parameter was 14.2. The simplex distribution with such large dis-
persion parameters has a dominant mass between 0.8 and 1, which is consistent with the
fact that over 40% of the responses are in that range.




Compositional data is a collection of vectors u in the (m− 1)-dimensional positive simplex
∇m−1 = {u ∈ Rm−1 : u1 + · · ·+ um−1 < 1, ui > 0, i = 1, . . . ,m− 1}.
The analysis of compositional data is originally motivated by data from geological studies.
For example, the compositions in terms of sand, silt, and clay percentages of 39 sediment
samples at different water depths in an Arctic lake were given by Coakley and Rust (1968).
Typical entries of the sedimentation data are
Sediment composition in percentage Water depth (meter)
sand silt Clay
77.5 19.5 3.0 10.4
53.4 36.8 9.8 18.7
18.4 50.7 30.9 37.8
10.5 55.4 34.1 49.4
2.0 47.8 50.2 103.7
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The question of interest here is how the compositional pattern depends on the water
depth.
3.1.1 Dirichlet distribution
The Dirichlet distribution, a multivariate generalization of the beta distribution, is defined on
the positive simplex and could be used to model compositional data. An (m−1)-dimensional
random vector u = (u1, · · · , um−1) ∈ ∇m−1 follows a Dirichlet distribution of order m− 1 if





where um = 1 −
∑m−1
i=1 ui, α = (α1, · · · , αm), and B(α) is the multinomial beta function







There are drawbacks using Dirichlet distribution to model compositional data. First, the
class of Dirichlet distributions is not rich enough to describe all patterns of correlations be-
tween the composition components. For example, the pairwise covariance of the components
is of the form cov(ui, uj) = −αiαj/(α2s(αs + 1)) for i 6= j, where αs =
∑m
i=1 αi. This implies
that all the components of a Dirichlet distribution are pairwisely negatively correlated which
may not hold for any compositional data. This suggests that the Dirichlet distribution may
be too simplistic and restrictive to model general compositional data.
3.1.2 Multivariate logit-normal model
Aitchison and Shen (1980) proposed to model compositional data u by the following logit
transformations from ∇m−1 to Rm−1
v = log(u/um) = {log(u1/um), · · · , log(um−1/um)}.
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The composition u follows a logit-normal distribution, denoted as Lm−1(µ,Σ), if v follows













, u ∈ ∇m−1.
The logit-normal distribution enjoys some good properties similar to the multivariate
normal distribution. If v is Nm−1(µ,Σ) and B is a c × (m − 1) matrix with entries {bij},
then Bv is Nc(Bµ,BΣB
















, i = 1, . . . , c.
That is, t = (t1, · · · , tc) is distributed as Lc(Bµ,BΣBT ). Using this property and selecting
B =

1 0 . . . 0
0
. . . 0 0
−1 . . . bhh = −1 −1
. . .




we conclude that t = (u1, · · · , th = um, · · · , tm = uh) follows an (m − 1)-dimensional logit-
normal distribution with tm now the original uh. This means that the logit-normal form
is preserved no matter which (m − 1) of the m positive quantities u1, . . . , um are chosen to
define the simplex of interests.
The logit-normal class Lm−1(µ,Σ) has 12(m − 1)(m + 2) parameters while the Dirichlet
class Dm−1 has only m parameters. Aitchison (1982) claims that Lm−1(µ,Σ) is much richer
than Dm−1 and any Dirichlet distribution can be closely approximated by a suitable logit-
normal distribution, where the closeness of two distributions p and q is measured by the
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In the rest of this section, we briefly present the maximum likelihood estimates un-
der the multivariate logit-normal distribution. Let yi = (yi1, yi2, . . . , yim) with
∑m
k=1 yik =
1, i = 1, . . . , n, be the compositional outcome and the logit-transformed outcome vi =
(log(yi1/yim), · · · , log(yi,m−1/yim)) is linked to the covariates X i via
vi = X
T
i β + εi
and εi follows multivariate normal distribution Nm−1(0,Σ).







(vi −XTi βˆ)(vi −XTi βˆ)T .
3.2 Multivariate Simplex Model
Song’s work suggests that the univariate simplex distribution is flexible and efficient in mod-
eling proportional data. It outperforms the logit-normal model when data are truly simplex
distributed. For compositional data, as is seen in previous section, the model based on
the multivariate logit-normal distribution has an edge over the model based on the Dirichlet
distribution. These facts lead us to hypothesize that a multivariate version of the simplex dis-
tribution might be a better model for compositional data than the multivariate logit-normal
model.
3.2.1 Multivariate simplex distribution
Barndorff-Neilson and Jørgensen(1991) introduced the multivariate simplex distribution on
the unit simplex ∇m−1 as the conditional distribution of m independent inverse Gaussian
random variables conditional on their sum being 1. Specifically, let N−(χ, ψ) denote the
CHAPTER 3. COMPOSITIONAL DATA MODELING 30















Let y1, · · · , ym be independent random variables such that yi is distributed as N−(χi, ψ).
Let y+ = y1 + · · · + ym. Then, y+ is again distributed as inverse Gaussian N−((√χ1 +
· · · √χm)2, ψ). The multivariate simplex distribution, denoted as Sm−1(µ, λ), is the condi-





























χi, i = 1, · · · ,m,













being the precision parameter. The parameter ψ disappears by conditioning due to the




i=1(yi − µi)2/yi, which is the
deviance function measuring the distance between the observation and its expectation. In
the case of m = 2, the pdf (3.2.2) coincides the pdf of the univariate simplex distribution
(2.2.6) with λ = 1/σ2 and D(y,µ) = d(y, µ).
3.2.2 Properties of the multivariate simplex distribution
In this section we present some properties of the multivariate simplex distribution to be
useful in developing the proposed model and generating data in the simulation study.
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Multivariate simplex distribution Sm−1(µ, λ) consists of an exponential family with canon-









































(µ21, · · · , µ2m),
and
κ(Θ) = −log(a(θ)) = −Σmi=1log
√







is the cumulant function of the exponential model. The parameter µ and λ could be expressed
in terms of coordinates of Θ by
µi = s(Θ)






























































√−2θj − 1√−2θi√−2θj , i 6= j.
The moment generating function of D(y,µ) is determined as M(t) = (1− 2t/λ)(m−1)/2,
implying that λD(y;µ) follows a χ2 distribution with m− 1 degrees of freedom.
Consider the derivation of the multivariate simplex distribution in the Section 3.2.1. For
any δ > 0, by conditioning on y+ = δ instead of y+ = 1, we obtain a re-scaled simplex
CHAPTER 3. COMPOSITIONAL DATA MODELING 32
distribution defined on δ∇m−1 with pdf



















We denote this distribution as Sm−1(µ, λ, δ). It can be easily shown that if y follows
Sm−1(µ, λ, δ), then
δ−1y ∼ Sm−1(δ−1µ, δ−(m+1)/(m−1)λ). (3.2.3)
Assume y = (y1, . . . , ym) ∼ Sm−1(µ, λ). Let y˜ = (y1, . . . , yk) and y´ = (yk+1, · · · , ym) for
some k with 1 6 k < m, and let µ˜ and µ´ be defined similarly. The conditional distribution
of y´ given y˜ is equivalent to the distribution of y´ given y´+ = 1− y˜+, where y˜+ = y1+ · · ·+yk.




























where µ˜+ = µ1 + · · · + µk, µ˜+ = (µ˜, 1 − µ˜+). Repeating (3.2.5), we have the following
amalgamation property. Let z1 = y1+· · ·+yi1 , z2 = yi1+1+· · ·+yi2 , . . ., zk = yik−1+1+· · ·+ym,
where 1 6 i1 < i2 < · · · < ik−1 6 m − 1. Then, z = (z1, · · · , zk) also follows a multivariate
simplex distribution.
3.2.3 Score function
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with ym = 1−
∑m−1
i=1 yi and µm = 1−
∑m−1




i /yi− 1. The score









































Lemma 1. Let y ∼ Sm−1(µ, λ). Then, E(u(µ, λ;y)) = 0.























































= (m− 1)/(2λ)− 1/2E(D(y;µ)) = 0.
because D(y;µ) ∼ λ−1χ2m−1.
3.2.4 Fisher’s information matrix
We write ∂l/∂µi as a function of canonical statistic y









+ ai0, i = 1, · · · ,m− 1,




















































Let A be the (m− 1)×m matrix with entries {aik}, and a0 = (a10, . . . , am−1,0)T . Then,
∂l
∂µ
= Ay−1 + a0.











where Cov (y−1) is given in previous section.
3.2.5 Probability density function plots of 2-dimensional simplex
distribution
Figure 3.1 provides plots of the probability density functions for simplex distribution S2(µ, λ)
with µ = (0.333, 0.333, 0.334) and various λ’s.
3.2.6 Multivariate simplex GLM
Suppose the response of the i-th subject yi = (yi,1, · · · , yi,m−1) follows multivariate sim-
plex distribution Sm−1(µi, λ), where µi = (µi,1, · · · , µi,m−1) and i = 1, · · · , n. We use the
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Figure 3.1: Pdf plots of simplex distribution S2(µ, λ)
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where µi,m = 1−
∑m−1
j=1 µi,j, ηi = (ηi,1, · · · , ηi,m−1)T , xi = (1, xi,1, · · · , xi,p−1)T , i = 1, · · · , n,
βj = (βj,0, βj,1, · · · , βj,p−1)T , j = 1, · · · ,m− 1 and 0 = (0, · · · , 0)1×p.





















· · · ∂µi,m−1
∂ηi,1
... · · · ...
∂µi,1
∂ηi,m−1












 µi,j(1− µi,j) if j = j′,−µi,jµi,j′ if j 6= j′.
and ∂li/∂µi,j is given as (3.2.8), i = 1, · · · , n and j = 1, · · · ,m−1. The Fisher’s information

















We implement the Fisher-scoring algorithm in the search of the MLE βˆ
βˆk+1 = βˆk + I
−1(βˆk)U(βˆk).











i=1D(yi,µi)/n(m − 1) is a consistent estimator of 1/λ, and then by the Continuous
Mapping Theorem n(m− 1)/∑ni=1D(yi, µˆi) is a consistent estimator of λ.
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Chapter 4
Simulation Studies for Multivariate
Simplex Models
As illustrated previously, we are interested in comparing the multivariate simplex model
and the logit-normal model. So in this chapter, we assess these two models’ performance
when the real data are either multivariate simplex distributed or logit-normal distributed by
simulation studies.
4.1 Generating random vectors from multivariate sim-
plex distribution
In order to conduct simulation studies, we need to generate data distributed from multivari-
ate simplex distribution and logit-normal distribution. Generating logit-normal distributed
random vectors is straightforward but generating data from multivariate simplex distribu-
tion is more difficult. In this section, we propose a method to generate compositional data
from multivariate simplex distribution by conditioning.
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Suppose we would like to generate a random vector y = (y1, y2, . . . , ym−1) from a multi-
variate simplex distribution Sm−1(µ, λ). Denote the conditional distribution function of yi
given (y1, y2, . . . , yi−1) as Fi(yi|y1, y2, . . . , yi−1), and denote the marginal distribution function
of yi as Fyi(yi). The algorithm for generating a random vector y with multivariate simplex
distribution Sm−1(µ, λ) is
1. Generate y1 with distribution function Fy1 .
2. Generate y2 with distribution function F2(·|y1).
3. Generate y3 with distribution function F3(·|y1, y2).
...
m− 1. Generate ym−1 with distribution function Fm−1(·|y1, y2, . . . , ym−2).
m. Return y = (y1, y2, . . . , ym−1).








For any k = 1, . . . ,m− 2, by (3.2.4) and (3.2.3),
y´
1− y˜+














i · (1− µ˜+)−2/(m−k−1).
Therefore, the conditional distribution of yk+1 given y˜ is
yk+1
1− y˜+
∣∣∣∣y˜ ∼ S1( µk+11− µ˜+ , λ♦), (4.1.1)









i · µ2k+1(1− µk+1 − µ˜+)2(1− µ˜+)−2.
Using the above results on the marginal and conditional distributions of components
of Sm−1(µ, λ), we could generate the multivariate simplex distributed random vector by
component as long as we could generate univariate simplex distributed random variable.
The R function rsimplex developed by Yee (2012) in the package VGAM will be used to
generate univariate simplex data.
4.2 Compare multivariate simplex models with multi-
variate logit-normal models
4.2.1 Case I: multivariate simplex models are the true models
In this section, we examine how the multivariate simplex model and the multivariate logit-
normal model perform when the data are generated from the former. For simplicity, we focus
on the case when m = 3. Specifically, we generate independent compositional outcomes




 β10 + β11xi
β20 + β21xi

for i = 1, . . . , n. The covariate xi is a binary variable generated from a Bernoulli distribution
B(0.4), that is, Pr(xi = 1) = 0.4. The true values of the regression parameters are set as
β10 = 0, β11 = −0.5, β20 = 0, β21 = 0.5 and the dispersion parameter λ = 0.01, 0.05, 0.1, 0.5,
and 1. Sample size n takes value 100 or 1000. For each setting, 1000 data sets were generated
and a multivariate simplex model and a logit-normal model were fit for each data set.
CHAPTER 4. SIMULATION STUDIES FOR MULTIVARIATE SIMPLEX MODELS 40
An intuitive thought is to compare which model yields parameter estimates that are
closer to the true values. This is the method adopted by Song (2007). Table 4.1 tabulates
the estimates of β and its standard deviation, and the estimated standard errors from the
asymptotic distribution of βˆ.
As we can see, in all cases, the estimates based on the multivariate simplex model are
closer to the true parameter values than the estimates based on the multivariate logit-normal
model, and the standard deviations are smaller than those based on multivariate logit-normal
model. The smaller the λ, indicating larger variation in the data, the better the performance
of the simplex model. For the slope parameters β11 and β21, the estimates based on logit-
normal model are much further away from the true values than the estimates based on
simplex model. As λ gets larger, for example when λ = 1, the difference between the two
models gets smaller. As shown in the pdf plots, when λ gets smaller, the data becomes highly
skewed toward the edges of the simplex support, causing difficulty in parameter estimation
under both models although the simplex model is still better. The above observations are
in agreement with the ones made by Song (2007) for the univariate case.
Unfortunately, the above comparison is not fair because the β’s in the two models are












= β20 + β21xi,


















= β∗20 + β
∗
21xi.
Since the left-hand sides of the two sets equations are not equal, we know that generally
βij 6= β∗ij for i = 1, 2 and j = 0, 1. So although the simulation results we discussed earlier
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in this section suggests that the multivariate simplex model does a decent job, it does not
necessarily prove that the multivariate logit-normal model is inferior.
We propose three methods to achieve a fairer comparison. The first method is based on
mean square error (MSE). We note that although the β’s are different for the two models,
they share one common set of parameter µ for any fixed covariate. Therefore, it is fair to
compare the MSE of the estimators in estimating the parameter µ.
From the simulation setting, we know the true µ’s in group x = 0 and x = 1,
µ0 = (µ01, µ02, µ03) = (0.3333, 0.3333, 0.3333),
µ1 = (µ11, µ12, µ13) = (0.1863, 0.5065, 0.3072).
Under the simplex model, µ0 and µ1 are estimated as
µ̂0 = (e
β̂10 , eβ̂20 , 1)/(eβ̂10 + eβ̂20 + 1),
µ̂1 = (e
β̂10+β̂11 , eβ̂20+β̂21 , 1)/(eβ̂10+β̂11 + eβ̂20+β̂21 + 1).
Under the logit-normal model, estimators µ˜0 and µ˜1 have no closed forms but can be es-
timated based on βˆ
∗
and σˆ2 in the logit-normal model. The MSE of µ̂0 is defined as
E
[
(µ̂0 − µ0)T (µ̂0 − µ0)
]
and is estimated based on 1000 simulation runs. The MSE of µ˜0,
µ̂1, and µ˜1 can be similarly defined and estimated. The estimated MSE’s based on the two
models are summarized in Table 4.2.
CHAPTER 4. SIMULATION STUDIES FOR MULTIVARIATE SIMPLEX MODELS 43
Table 4.2: Comparing the estimated MSE when data are multivari-
ate simplex distributed
λ n = 100 n = 1000
0.01 0.0421 0.0505 0.0125 0.0153a
0.1002 0.1870 0.0319 0.1717
0.05 0.0367 0.0434 0.0113 0.0132
0.0621 0.0990 0.0188 0.0854
0.10 0.0341 0.0382 0.0104 0.0120
0.0488 0.0709 0.0148 0.0568
0.50 0.0217 0.0227 0.0070 0.0072
0.0244 0.0289 0.0078 0.0181
1.00 0.0165 0.0178 0.0054 0.0053
0.0175 0.0207 0.0057 0.0103
aShaded rows are results based on multivariate simplex model; unshaded
rows based on logit-normal model
As shown in Table 4.2, the simplex model produces better estimators of mean composition
µ than the logit-normal model disregard the sample size or the value of λ. And the advantage
of simplex model increases as λ decreases. For examples, in the case of λ = 0.01 and n = 1000,
the estimated MSE of µ1 under the logit-normal model is 9 times larger than the one under
the simplex model.
The second method we propose is to assess the power of the two models in testing
certain common hypothesis. In our simulation setting, the null hypothesis of no group effect
H0 : µ0 = µ1 can be tested in both models. Under the simplex model, it is equivalent to
H0 : β11 = β21 = 0,
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Denote the estimated covariance matrix of β̂1 = (β̂11, β̂21) as Σ̂1 based on the simplex




β̂1 follows asymptotically χ
2 distribution with 2 degrees
of freedom. So the asymptotic test of size 0.05 rejects the H0 when T > 5.9915. The power of
this test is estimated using 1000 simulations. The power of the test under the logit-normal
model is estimated similarly. In addition, we also conducted the matching simulation to
estimate the type I error rate under each model (Table 4.3).
Table 4.3: Comparisons on powers and type I errors when data are
multivariate simplex distributed (alternative: β = (0,−0.3, 0, 0.3))
n = 100











aShaded rows are results based on multivariate simplex model, and unshaded
rows are results based on logit-normal model
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The estimated type one error rate under the two models are similar disregard the value
of λ and both are slightly inflated, probably due to inadequate sample size. The χ2-test
based on the simplex model is more powerful than the test based on the logit-normal model,
particularly when λ is small.
Finally, as the third method, we propose to compare the two models by a criterion pro-
posed by Takeuchi (1976) in estimating the Kullback-Leibler distance between the working
model and the true model. This criterion is known as Takeuchi Information Criterion (TIC)





























TIC is a generalization of AIC which does not require that the assumed models contain the
true model.
To obtain TIC, we need to calculate Hl(θ|yi,xi), i = 1, · · · , n. For simplicity, we denote
l(θ|y,x) as l(θ) in the derivation. When the multivariate simplex model is the assumed
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where i = 1, · · · ,m− 1. And ∂2l/∂λ2 = −(m− 1)/2λ2.
The sub-matrix Hl(β) is the (m − 1) × (m − 1) Hessian matrix of l as a function of β.












































All the first derivatives are given in the previous section, so we only need to compute the
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= µiµj(2µi − 1),
∂2µi
∂η2j
= µiµj(2µj − 1), ∂
2µi
∂η2i
= (1− 2µi)(1− µi)µi,
for i 6= j, i 6= k, j 6= k. Finally, the (m− 1)p× (m− 1) Hessian matrix Hη(β) is 0.
For the multivariate logit-normal model, the log-likelihood based on the logit transformed
outcome vector v is







v −XTβ)T Σ−1 (v −XTβ) ,









= Σ−1xjεTΣ−1 + Σ−1εxTj Σ
−1 − diag (Σ−1xjεTΣ−1) ,














v −XTβ) (v −XTβ)T Σ−1) .
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and we denote vec(Σ) = (σ1, σ12, σ2)





= − σ2|2Σ| +
1








|Σ|2 (σ2ε1 − σ12ε2)(σ1ε2 − σ12ε1),
∂l
∂σ2
= − σ1|2Σ| +
1
2|Σ|2 (σ1ε2 − σ12ε1)
2.






















































Table 4.4 gives the estimated TIC based on 1000 simulations for each setting. The TICs
based on the multivariate simplex model are much smaller than those based on the logit-
normal model, indicating that simplex model is much closer to the true model where the
data come from than logit-normal model.
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Table 4.4: Comparing TIC when data are multivariate simplex dis-
tributed












aShaded rows are results based on multivariate simplex model; unshaded
are based on logit-normal model
4.2.2 Case II: multivariate logit-normal models are the true mod-
els
In this section, we assess the two models when the data are logit-normal distributed. In
the simulations, we assume that the compositional outcomes yi = (yi1, yi2) follow the logit-
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where
µ˜i =
 β10 + β11xi
β20 + β21xi
 .
Same as in the previous section, the binary covariate xi are independently generated
from a Bernoulli distribution B(0.4) with Pr(xi = 1) = 0.4. The true values of the regression
coefficients are set as β10 = 0, β11 = −0.5, β20 = 0, β21 = 0.5. The covariance matrix Σ is of
the form  1 ρ
ρ 1
 ,
where ρ takes value 0.3, 0.5 or 0.7.
As what is done before, we first compare the parameter estimates and the corresponding
standard errors of the two models. Table 4.5 shows the estimated coefficients, their sample
standard deviations, and the estimated standard errors from the asymptotic distribution
based on 1000 simulations. Unsurprisingly, the logit-normal model provides good estimates
for all the parameters with little bias. The estimates for the intercepts based on the simplex
model remain very close to 0, while the estimates for the parameters β11 and β21 are quite
different from the true values. As discussed previously, this does not necessarily implies that
the simplex model is poorer because the β′s in the two models are not the same thing.
We now assess the two models in terms of MSE. Note that for logit-normal distributed


























(v − µ˜)TΣ−1(v − µ˜)
}
dv1dv2,
and µ3 = 1 − µ1 − µ2. We could use either numerical integration or the empirical mean
obtained from simulation to approximate the true expectations. The numerical integration
obtained by replacing ±∞ by ±10 in the above formula is very close to the empirical mean
obtained from our simulation data as shown in Table 4.6.
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Table 4.6: Approximated expectation of logit-normal distribution by numerical integration
and simulation
x = 1 x = 0
ρ method µ1 µ2 µ3 µ1 µ2 µ3
0.3 numerical integration 0.2103 0.4831 0.3066 0.3383 0.3383 0.3235
simulation 0.2104 0.4834 0.3062 0.3381 0.3380 0.3239
0.5 numerical integration 0.2022 0.4827 0.3152 0.3333 0.3333 0.3333
simulation 0.2023 0.4830 0.3147 0.3331 0.3331 0.3338
0.7 numerical integration 0.1934 0.4827 0.3239 0.3282 0.3282 0.3436
simulation 0.1935 0.4831 0.3234 0.3280 0.3279 0.3441
We used the numerical approximation of true expectation to calculate MSE and the
average MSE over 1000 simulations for each scenario is summarized in Table 4.7.
Table 4.7: Comparing the estimated MSE when data are multivari-
ate logit-normal distributed
ρ n = 100 n = 1000
0.3 0.0437 0.0469 0.0290 0.0238a
0.0425 0.0574 0.0168 0.0355
0.5 0.0338 0.0435 0.0100 0.0202
0.0388 0.0528 0.0111 0.0317
0.7 0.0386 0.0516 0.0267 0.0382
0.0373 0.0495 0.0148 0.0315
aShaded rows are results based on multivariate simplex model; unshaded
rows are based on multivariate logit-normal model
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We see that although the data are generated from logit-normal distributions, the logit-
normal model does not always make better prediction than the simplex model. In the
case that ρ = 0.3, the simplex model performs even better than the logit-normal model in
estimating µ1. And in the case of ρ = 0.5, the simplex model performs better than the
logit-normal model in estimating both µ0 and µ1.
Next, we are again interested in comparing the powers and type I errors of the χ2 test
based on the simplex model and the logit-normal model for testing H0 : µ0 = µ1. Table 4.8
summarizes the estimated powers and type I errors for each model based on 1000 simulations.
Table 4.8: Comparing powers and type I error rates when data are
multivariate logit-normal distributed
n = 100 n = 1000
ρ Power Type I error Power Type I error
0.3 0.963 0.096 1 0.117 a
0.967 0.043 1 0.057
0.5 0.987 0.071 1 0.1
0.993 0.043 1 0.057
0.7 0.997 0.068 1 0.1
0.996 0.06 1 0.062
aShaded rows are results based on multivariate simplex model; unshaded
rows are based on multivariate logit-normal model
The power based on the simplex model is comparable to the ones based on the logit-
normal model but the type I errors based on the simplex model are inflated up to 0.117.
Finally, Table 4.9 gives the estimated TIC based on 1000 simulations in each setting.
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The TICs based on the multivariate simplex model are much smaller than those based on
the logit-normal model, implying that simplex model is closer to the true model.
Table 4.9: Comparing the estimated TIC when data are multivari-
ate logit-normal distributed
n = 100 n = 1000
ρ TIC TIC






aShaded rows are results based on multivariate simplex model; unshaded
rows are based on multivariate logit-normal model
To conclude the comparison between the multivariate simplex model and the multivariate
logit-normal model, we apply both models to the sediment data collected by Coakley and
Rust (1968). It contains the compositions in terms of sand, silt, and clay percentages of 39
sediment samples at different water depth. Figure 4.1 is a plot of the percentages of each
component by water depth (in log scale).
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Figure 4.1: Sediment components by water depth (in log scale)
The results from multivariate simplex model and from the multivariate logit-normal
model are summarized in Tables 4.10 and 4.11, respectively. The estimated coefficients
for the water depth (in log scale) are similar for the two models but the simplex model yields
smaller standard errors. The TIC is smaller for the multivariate simplex model, indicating
that it is closer to the true model than the multivariate logit-normal model.
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Table 4.10: Multivariate simplex model with clay as reference component
Component Parameters TIC/n
Intercept log(Depth)
Sand βˆ 9.6237 -2.0725
sˆe(βˆ) 0.6093 0.1632
P-value < .0001 < .0001
-2.9171
Silt βˆ 4.6525 -1.0400
sˆe(βˆ) 0.5461 0.1351
P-value < .0001 < .0001
Table 4.11: Multivariate logit-normal model with clay as reference component
Component Parameters TIC/n
Intercept log(Depth)
Sand βˆ 9.6974 -2.7429
sˆe(βˆ) 0.9774 0.2619
P-value < .0001 < .0001
4.0328
Silt βˆ 4.8052 -1.0963
sˆe(βˆ) 0.6063 0.1624
P-value < .0001 < .0001
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4.3 Multivariate simplex models with continuous, non-
linear, and interaction predictors
In the previous simulations we investigated the performance of the multivariate simplex
models with one single binary covariate. In this section, we expand the simulation study to
the more complicated case when different types of covariates are incorporated. Specifically,
we assume that the compositional outcomes y′is are independently generated from the mul-
tivariate simplex distribution S2(µi, λ), i = 1, . . . , n, where yi = (yi1, yi2), µi = (µi1, µi2),
and µi depends on the covariates through log(µi1/µi3) = β10 + β11xi1 + β12xi2 + β13x2i2 + β14xi1 · xi2
log(µi2/µi3) = β20 + β21xi1 + β22xi2 + β23x
2
i2 + β24xi1 · xi2
 ,
where the covariate xi1 is independently generated according to a Bernoulli distribution
B(0.4) and the covariate x2 is independently generated by either a uniform distribution on
interval (0,1) or an exponential distribution with rate parameter 4 in order to study the
impact of skewness in the covariate distribution. The true values of the parameters are set
as β10 = 0.1, β11 = 0.2, β12 = 0.3, β13 = 0.1, β14 = −0.15, β20 = 0, β21 = −0.2, β22 =
0.2, β23 = 0.1, β24 = 0, and λ = 0.5. The sample size n takes value 100 or 1000. For each
setting, 1000 data sets are generated and a multivariate simplex model is fit for each data
set. Table 4.12 gives the averages, standard deviations of 1000 replicated estimates of the
parameters and the averages of estimated standard errors.
For the case that x2 follows a uniform distribution, multivariate simplex model generally
makes a good estimation except for β14, the coefficient for the interaction term x1 · x2 when
sample size is 100. The performance of βˆ14 improves significantly when the sample size is
increased to 1000. For all the other coefficients, the estimates based on data with sample
size 100 are comparable to those with sample size 1000 and they are all very close to the
true values.
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For the case that x2 follows an exponential distribution, all the estimates are as good
as those when x2 is uniform distributed when the sample size is 1000. However, when the
sample size is 100, not only the estimate of β14 deviates from the true value as in the previous
case, but also the estimates of β12, β13 are not as good.
4.4 Multivariate simplex models with more than 3 com-
ponents
In all previous simulation studies we have focused on compositional outcomes with 3 com-
ponents and demonstrated good performances of the multivariate simplex model in differ-
ent scenarios. In this section, we consider the case when the outcome has more than 3
components. In the following simulation, we consider compositional data with 5 compo-
nents. Specifically, we assume that the outcomes yi = (yi1, yi2, yi3, yi4) are independently
distributed as S4(µi, λ), i = 1, . . . , n, where µi = (µi1, µi2, µi3, µi4) depends on the covari-
ate xi through log(µik/µi5) = βk0 + βk1xi for k = 1, . . . , 4. The covariate xi is indepen-
dently generated from a Bernoulli distribution B(0.4). The true values of the parameters
are β10 = 0, β11 = 0.2, β20 = 0, β21 = 0.5, β30 = 0.3, β31 = −0.1, β40 = 0.1, β41 = 0
and λ = 0.5. Sample size is chosen as n = 100, 1000. Table 4.13 summarizes the simulation
results giving the averages and standard deviations estimates and the average of estimated
standard errors based on 1000 simulation runs.
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Table 4.13: Parameter estimates by multivariate simplex model for compositional data with
5 components
1st component 2nd component 3rd component 4th component
True value β10(0) β11(0.2) β20(0) β21(0.5) β30(0.3) β31(−0.1) β40(0.1) β41(0)
mean 0.0000 0.2050 -0.0034 0.5089 0.3008 -0.0942 0.0969 0.0086
n = 100 sd 0.0707 0.1058 0.0701 0.1072 0.0664 0.1067 0.0693 0.1112
se 0.0684 0.1089 0.0685 0.1059 0.0650 0.1067 0.0673 0.1093
mean -0.0021 0.2055 -0.0026 0.5049 0.2976 -0.0954 0.0957 0.0098
n = 1000 sd 0.0217 0.0357 0.0226 0.0344 0.0210 0.0348 0.0211 0.0350
se 0.0218 0.0345 0.0218 0.0336 0.0207 0.0338 0.0214 0.0346
In practice, the available outcomes may have more than we are interested. In other
situations, like the case for the physical activity study mentioned in Chapter 1, many of the
components may be 0 hence need to be combined before modeling. Therefore, it is of interest
to study the performance of the multivariate simplex model when some of the components
are combined and a lower dimensional simplex model is adopted to fit the new data.
In the following simulation, we assume the original outcome has 5 components compo-
sitional data generated by the same procedure as described earlier in this section. We pool
components 1, 2, and 4 together as a new component. The new outcome now has 3 com-
ponents. We fit a two dimensional simplex model to the new data and are interested in the
impact of this amalgamation on the estimation of the parameters for the component 3 which
is not combined with any other components. Table 4.14 gives the averages and standard
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deviations of estimates and the estimated standard errors based on 1000 simulation runs.
Table 4.14: Parameter estimates by multivariate simplex model with reduced dimension
Component 1 + 2 + 4 Component 3
True value Intercept Slope β30(0.3) β31(−0.1)
mean 1.1295 0.2552 0.2975 -0.0952
n = 100 sd 0.0189 0.0313 0.0210 0.0349
se 0.0194 0.0295 0.0214 0.0334
mean 1.1316 0.2545 0.3009 -0.0942
n = 1000 sd 0.0616 0.0959 0.0667 0.1069
se 0.0609 0.0929 0.0674 0.1052
Compared to the previous results, we can see that combining some of the components
does not make the estimates of the parameters for the remaining component any worse. It is
due to the amalgamation property of the simplex distribution. The random vector obtained
by combining elements of a multivariate simplex distributed vector still has a multivariate
simplex distribution. After uniting some of the components, the parameter λ is usually
changed. However, since in our algorithm the estimation of the mean related parameters
does not depend on λ, the model still provides good estimates for β30 and β31, which are of
interests here.




In practice, compositional data are often collected either repeatedly over time (e.g., the en-
ergy expenditure in physical activity study may be collected over a week) or from a common
experiment unit we call “cluster” (e.g., the nasal deposition profile data are collected by sam-
pling 3 cascade impactors from each lot). The compositional data thus arisen are typically
correlated and must be analyzed using appropriate statistical methods. There are two com-
mon approaches to modeling clustered data. One is the marginal model using generalized
estimating equation (GEE) method. The other is the conditional model using generalized
mixed effects model (GLMM) method. In this chapter, we develop both GEE method and
GLMM method to model the clustered compositional data.
The GEE method only requires the correct specification of the marginal distribution,
or even less, the relationship between the mean and variance of the outcome y, while the
GLMM method fully characterizes the mechanism on how the correlation within clusters
arises by introducing the random effects b. From the distribution of b and the conditional
distribution y|b, the marginal distribution of y can always be recovered but not vice versa.
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Moreover, the interpretation of parameters are different for these two models. To illustrate
the difference, we consider a binary outcome variable yij and assume a random-intercept
logistic model with linear predictor xij
logit[Pr(yij = 1|bi)] = β0 + β1xij + bi,
where i = 1, . . . , n indicates subject and j = 1, . . . , K indicates time point, and xij could be
time dependent. The GLMM model is equivalent to
E(yij|bi) = exp(β0 + β1xij + bi)
1 + exp(β0 + β1xij + bi)
.
This model assumes the same slope β1 across all subjects but different intercepts β0 + bi for









The marginal expectation can be obtained from the conditional model by integrating out
the random effects,
E(yij) = E(E(yij|bi)) == E
[
exp(β0 + β1xij + bi)











which implies that β0 6= β∗0 , β1 6= β∗1 . A graphic representation of these two models where
xij is time from baseline is given in Figure 5.1.
In the graph are random-intercepts model curves and superimposed is the corresponding
marginal model curve. In this case, the individual slope is much steeper than that of marginal
model, but remains in the same direction. However, under certain circumstances, it is
possible that the population average effect and the subject-specific effects are in opposite
directions. So it is important to be clear about the questions of interests in order to choose
the right model. The mixed effect models care about how x affects the outcome on the same
subject. In contrast, the GEE approach describes the average effect of x on the population.
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Figure 5.1: Mean curves for GEE and GLMM.
5.1 Multivariate simplex GEE models
In this section we generalize Song and Tan (2000)’s method to analyze the compositional
data utilizing the multivariate simplex distribution. Generalized linear models are proposed
for clustered compositional data where composition responses are either measured repeatedly
over time for each subjects or within clusters. Model parameters are estimated using the GEE
method of Liang and Zeger (1986). For simplicity, we describe the model in the longitudinal
framework for the rest of this chapter.
5.1.1 Model specification
Let the compositional response for the i-th subject at j-th time point be yij. Assume that
yij ∼ Sm−1(µij, λ), where j = 1, . . . , T and i = 1, . . . , n. Let xij be the matrix of covariates
at time j for subject i. The expectation µij follows a generalized linear model given by
ηij = g(µij) = X
T
ijβ, (5.1.1)
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where function g : ∇m−1 → Rm−1 is the link function and β is the vector of regression
parameters of interest. The link function g should be chosen to satisfy the constraint that
0 <
∑m−1






















Our objective is to estimate β in the presence of the correlation among the repeated mea-
surements for each subjects. Let uij = ∂lij/∂β be the score vector for subject i at time
point j and ui = (u
T
i1, . . . ,u
T
it)
T be the score vector of subject i. It is proved previously that
E(µi) = 0 and V ij = Var(uij) = V (µij, λ). Decompose V ij as
V ij = (diag{Var(uijk)})1/2Rij (diag{Var(uijk)})1/2 ,
where diag{Var(uijk)} denotes a p× p diagonal matrix with the diagonal elements specified
by vector vij = (Var(uij1), . . . , var(uij,p))
T andRij is the correlation matrix of uij. LetRi(α)
be a Tp× Tp symmetric matrix fulfilling the requirement of being a correlation matrix with
diagonal blocks being {Rij}, j = 1, . . . , T and all the off diagonal blocks are the same for all
subjects characterized by a q × 1 vector α,
Ri(α) =

Ri1 R12(α) R13(α) · · · R1T (α)
R12(α)
T Ri2 R23(α) · · · R2T (α)
R13(α)
T R23(α)








T · · · RiT

.
Here Rjj′(α) describes the association between the compositional vectors at time point
j and j′. Under the assumption that repeated measurements are independent, we have
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Rjj′(α) = 0. And if we assume the exchangeable correlation structure, Rjj′(α)’s take the
same form as R(α) for all j 6= j′. We could also assume that Rjj′(α) only depends on the
time difference |j − j′|.
Let Ri(α) be the working correlation, then working covariance matrix for ui is
V i = (diag{Var(uij)})1/2Ri(α) (diag{Var(uij)})1/2 ,
where (diag{Var(uij)})1/2 is a Tp×Tp diagonal matrix with diagonal elements (vTi1, . . . ,vTiT )T .
Following the Multivariate Crowder Optimality Theory, the optimal generalized estimating






i ui = 0, (5.1.2)
where











and diag{Var(uij)} are block diagonal matrices with diagonal blocks {∂µij∂ηij }
and {var(uij)}, j = 1, . . . , T , correspondingly. The estimate βˆ of β is defined to be the






ui = 0 and βˆ is the maximum likelihood estimate of β.
Noticing that 1/λ = E{D(yij;µij)}/(m − 1) by result in Chapter 3, we propose to
estimate λ by the method of moment estimator






which is consistent since µˆij’s are consistent.
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Define rjk,j′k′ = E(rijkrij′k′) = Corr(uijk, uij′k′) noticing E(rijk) = 0. The general approach
is to estimating α by a function of estimators rˆjk,j′k′ =
∑n
i=1 rˆijkrˆij′k′/n of rjk,j′k′ .
To obtain βˆ, we iterate between Fisher scoring for β and moment estimation of α and
λ. Given current estimates αˆ and λˆ, the iterative procedure for β is

















































5.2 Multivariate simplex mixed effects models
Let yij be the (m − 1)-dimensional compositional outcome for the j-th subject in the i-th
cluster, and bi be the random effects of the i-th cluster, i = 1, . . . , k, j = 1, . . . , ni. We
assume that given bi, yij follows multivariate simplex distribution independently,
yij|bi ∼ Sm−1(µbij, λ),
and the generalized mixed effects model specification is completed by associating the condi-
tional expectation µij with the covariates X ij, Zij, and random effect bi through
vij = (log(µ1/µm), · · · , log(µm−1/µm))T
=

X ij 0 · · · 0
0 X ij · · · 0
0 · · · . . . 0









Zij 0 · · · 0
0 Zij · · · 0
0 · · · . . . 0








= X ijβ +Zijbi,
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where βl is a p−dimensional parameter for fixed effects and bi,l is a q−dimensional random
effect for cluster i, l = 1, . . . ,m−1. In addition, we assume that the random effect bi follows
a (m− 1)q-dimensional multivariate normal distribution N(0,Σ).
The main difficulty to obtain the MLE of β based on the GLMM model is that there is
no closed form for its likelihood. The likelihood function L(β, λ,Σ) is the production of an








For simplicity, we consider only random intercepts, i.e., Zij = 1 and bi is m− 1 dimensional.

























































exp(−b2l /2σ2l )db1 · · · dbm−1,
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where vg1 are the designed evaluation points and w
g
1 are the corresponding weights. By









m−1 · · ·
M∑
g1=1
h∗(vg11 , · · · , vgm−1m−1 )wg11 .
When bi,l, l = 1, . . . ,m − 1 are not independently distributed, we can treat bi as a trans-
formation from zi, a multivariate normal distributed vector with independent components
through bi = L · zi, where L is a lower triangular matrix satisfying L ·LT = Σ.
5.3 Simulation studies
In order to conduct simulation studies for assessing methods analyzing clustered composi-
tional data, we need to generate data sets with known marginal multivariate simplex dis-
tribution and correlation structure among outcomes within one cluster. In Section 4.1, a
method for generating uncorrelated multivariate simplex random vectors is provided. The
remaining question is how to generate clustered multivariate simplex random vectors with
a pre-specified correlation. The methods for generating random vectors with given univari-
ate marginal distribution and correlation is available in literature. However, in our study we
need to generate random vectors with sub-vectors distributed with specified distribution and
correlation among sub-vectors. The difficulty lies in the extension of the one-dimensional
method to the multi-dimensional one. In Section 5.3.1 we review the methods for generating
random vectors with specified univariate marginal distribution and correlation. And then in
Section 5.3.2, we propose a method for generating clustered multi-dimensional compositional
data by modifying and combining techniques described in Sections 4.1 and 5.3.1.
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5.3.1 Generating random vectors with arbitrarily specified marginal
distributions and correlations: NORTA method
Cario and Nelson (1997) develop a method called normal to anything (NORTA) to generate
random vectors with arbitrary marginal distributions and pre-specified correlation. Suppose
we intend to generate a random vector x = (x1, x2, · · · , xk) such that xi ∼ Fxi , i = 1, . . . , k,
and Corr(x) = Σx, where Fxi is an arbitrary cdf and Σx is given.
Let z = (z1, z2, · · · , zk) be a random normal vector with standard normal marginal








where Φ is the univariate standard normal cdf and F−1x (u) ≡ inf{x : Fx(x) ≥ u} is the
inverse cdf. Each component xi = F
−1
xi
[Φ(zi)] has the desired marginal distribution Fxi . So
the remaining and the most important task is to search for an appropriate Σz that induces
the desired correlation matrix Σx.
For i 6= j, let ρz(i, j) denote the (i, j)th element of Σz and ρx(i, j) denote the (i, j)th





and E(xi), E(xj),Var(xi), and Var(xj) are determined by Fxi and Fxj , ρx(i, j) is related to
Σz only through E(xixj). And










where ψρz(i,j)(zi, zj) is the standard bivariate normal pdf with correlation ρz(i, j). From
equation (5.3.1) we see that ρx(i, j) is a function of only ρz(i, j), denoted as cij[ρz(i, j)].
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Hence, finding a Σz which produces Σx reduces to the problem of solving the equation
cij[ρz(i, j)] = ρx(i, j) for ρz(i, j). To generate a k-dimensional random vector by NORTA
algorithm we need to solve k(k − 1)/2 such equations. Cario and Nelson (1997) provided
some properties of cij which are useful to select the correlation matrix for the base vector z.
Niaki and Abbasi (2008) summarized that there are three general approaches to generate
Σz:
1. Analytical approach that works for some special cases such as uniform random vectors
2. Numerical approach which employs numerical root finding methods to solve equation
(5.3.1) for each pair of i, j. In this approach, the double integral function values of the
form (5.3.1) are evaluated by numerical integration methods.
3. Simulation approach that for any set of the root candidates {Σz}, the NORTA algo-
rithm is applied to generate n random vector. Then, the correlations of the generated
observations are estimated and checked to reach the required correlation matrix.
Niaki and Abbasi (2008) then proposed a method using artificial neural networks, called
Perception Algorithm, to solve the problem. And their simulation experiments showed that
this method works well. In the following, we are going to give a brief introduction of neural
networks according to Dunne (2007) and its application to generation of the correlation
matrices of multivariate normal random vectors used in the NORTA algorithm.
Multi-layer perception (MLP) neural network is one of the most popular network archi-
tectures. Figure 5.2 shows the topology of MLP with one hidden layer. In the MLP model,
each operational unit, represented in the figure by a circle, is a perceptron. The outputs of
the perceptrons on one layer form the inputs to the perceptrons on the next layer. Each
perceptron of the hidden layer receives a number of inputs, forms their weighted sum, and
gives an output that is a function fH (termed the activation function of the network) of this
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Figure 5.2: MLP with one hidden layer.
sum to the output layer. While the figure has only one hidden layer, it’s possible to have
an arbitrary number of such layers. Using MLP to generate Σz, we need to design a MLP
for each pair of random variables xi and xj. This MLP should have one perceptron which
is ρx(i, j) in its input layer and one perceptron in the output layer to model the correlation
ρz(i, j).
To minimize the prediction error made by the network, training process is needed to
adjust the weights and biases. The error functions such as sum of squared error (SSE) of a
certain configuration of the network are calculated by running all the training cases through
the network, comparing the actual output generated with the desired output.
Niaki and Abbasi (2008) proposed the following steps to generate the training data:
1. Generate 100 uniform variables on [−1, 1] as ρz(i, j).
2. Following NORTA algorithm, generate 1000 pair of (xi, xj) for each ρz(i, j).
3. Use moment estimation method to obtain estimate ρˆx(i, j) of the correlation between
xi and xj.
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4. Set input and output of the training data as ρˆx(i, j) and ρz(i, j).
An R package neuralnet is available to train MLP using back-propagation algorithm and
three versions of resilient back-propagation. It also provides a custom-choice of activation
and error function, number of perceptrons in input, output layers and number of hidden
layers (Gu¨nther and Fritsch, 2010).
5.3.2 Generating random vectors with multivariate simplex marginals
and specified correlation matrix
In this section, we propose a method for generating random vectors with marginally multi-
variate simplex distributed sub-vectors and specified correlation matrix. For simplicity, we
show how to generate longitudinal data consists of 2-dimensional simplex random vectors as
repeated measurements at two time points. More specifically, we need to generate random
vectors yt = (yt1, y
t




2) ∼ S2(µt, λ), µt = (µt1, µt2), with
pre-specified correlation αy between y















2) which has a
multivariate normal distribution with mean 0 and covariance matrix
Σz =

1 0 α˜11 α˜12
0 1 α˜21 α˜22
α˜11 α˜21 1 0
α˜12 α˜22 0 1
 . (5.3.2)
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, t = 1, 2. As a result, the dependence between the first elements
of the simplex vectors at the two time points arises from the correlation between z11 and z
2
1 .
Next, we generate the second elements yt2 using the conditioning method. By (3.2.4),
given the first elements yt1, y
t
2 is distributed as


















2)], t = 1, 2.
So far, we have yt with marginal distribution S2(µ
t, λ). The remaining problem is to
incorporate the desired correlation between them. From the data generating process, we can




2 are related to both z
t
2 through the transformation and y
t
1,
hence zt1 through the conditioning method. So the target is to find a correlation matrix αz
which produces αy. We achieve this goal by constructing a multi-layer perceptron neural
network.
This MLP would have the four elements of the matrix αy in the input layer and the four
elements of the matrix αz in the output layer. We follow the similar process in the previous
section to generate the training data and utilize neuralnet to obtain the optimal network.
And in the following paragraph we describe the procedure of generating random correlation
matrix Σz in order to provide the training data for the MLP.
The procedure is based on the Onion Method proposed by Ghosh and Henderson (2003).
Let Ωd be the collection of d-dimensional correlation matrices. Ghosh and Henderson (2003)
constructed a procedure that samples uniformly from Ωd. For any random matrix Σ from
Ωd, let Σk represents the upper-left k × k submatrix of Σ, and q the completion vector of
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The Onion Method starts with the one-dimensional matrix 1 and then grows out the matrix
to the dimension desired by successively adding an extra row and the corresponding mirrored
column chosen from an appropriate distribution. The kth stage of the procedure is
1. Sample y from a beta distribution with α1 = (k − 1)/2 and α2 = (d− k + 2)/2,
2. Set r =
√
y,
3. Sample a unit vector θ uniformly from the surface of unit ball Bk−1,
4. Set ω = rθ, and finally





k−1 is the inverse of the upper triangular Cholesky factor of Σ
−1
k−1. In our case,
to sample a correlation matrix Σz in the form of (5.3.2) we start from the 2-dimensional
identity matrix. Generation of the completion vector (α˜11, α˜21)
T is done using the Onion
Method. After we have the 3 × 3 upper diagonal matrix Σ3z of Σz, the next is to generate
its completion vector q3 in the form of (α˜12, α˜22, 0)
T . Since the last element of q3 has to
be zero and Σ
1/2
k−1 is an upper triangular matrix, we sample q3 from the unit circle on the
2-dimensional Euclidean space instead of sampling from the 3-dimensional unit ball.
5.3.3 Simulation Study for multivariate simplex GEE models
In this simulation study, we assess the performance of the multivariate simplex GEE. We




i2), i = 1, . . . , n,
t = 0, 1, is from the multivariate simplex distribution S2(µ
t







mean vector µti depends on the covariate xi through log(µi1/µi3)
log(µi2/µi3)
 =
 β10 + β11xi + β1t
β20 + β21xi + β1t
 .
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All the subjects are independent of each other, the dependence between the measurements
of the same subject at the two time points is inherited from the correlation between the
bivariate standard normal random variables z0i and z
1












1 0 0.3275 0.3900
0 1 0.6307 0.4664
0.3275 0.6307 1 0
0.3900 0.4664 0 1
 ,
which is randomly selected from the collection of 4× 4 covariance matrix with 2× 2 identity
diagonal blocks. The covariate xi’s are independently generated from a Bernoulli distribution
B(0.5). The true values of the parameters are set as β10 = 0.1, β11 = 0.3, β20 = 0.2,
β21 = −0.3, β1 = 1 and λ = 0.1. Sample size is chosen as 100 or 1000. Three working
correlations, namely, independent, compound symmetric, and unstructured, are considered.
The parameter estimation are based on 1000 simulation runs and the results are summarized
in Table 5.1.
The estimates of the regression coefficients are all very close to their values, and they are
very similar regardless the choice of correlation structures. The estimate of the dispersion
parameter λ is 0.10, almost identical for all three models.
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Chapter 6
Applications to Real Data in
Biomedical Research
As introduced in Chapter 1, physical activity data and CI profile data are two examples
of compositional data encountered in the biomedical research. In this Chapter, we analyze
these two types of data using the multivariate simplex models we proposed in the earlier
chapters.
6.1 Physical activity data
6.1.1 Data description
Physical activity data were collected on 348 subjects by recording the starting and ending
time for every activity that a subject had conducted in a 24-hour time period. Energy
expenditure (EE) of each type of activity was calculated and normalized by dividing each
activity energy expenditure by the total energy consumed to form the EE profile. Table 6.1
gives a summary of the top 10 activities according to the EE percentage. The percentage
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of subjects involved in the corresponding activity is also include. For example, sleeping was
presented in 98.56% subjects, with a mean percentage energy expenditure of 60.07%.
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Table 6.1: Top ten physical activities by percentage of energy expenditure
Activity Percent(%) Frequency (%)
1. Sleeping 60.07 98.56
2. Sitting quietly and watching television 20.06 65.80
3. Sitting - light office work, general (chem-
istry lab work, light use of hand tools,
watch repair or micro-assembly, light assem-
bly/repair), sitting, reading, driving at work
18.35 27.01
4. Grooming (washing, shaving, brushing
teeth, urinating, washing hands, putting on
make-up), sitting or standing
14.14 97.99
5. Eating (sitting) 14.12 96.55
6. Sitting - talking or talking on the phone 12.47 54.60
7. Cooking or food preparation - stand-
ing or sitting or in general (not broken into
stand/walk components), manual appliances
11.37 79.89
8. Automobile or truck driving 10.30 36.87
9. Walking, 3.0 mph, level, moderate pace,
firm surface
9.91 60.34
10. Up stairs, using or climbing up ladder 8.50 10.92
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For illustration, we focus on the 4 most frequent activities as the outcome, namely,
sleeping (activity 1), grooming (activity 4), eating (activity 5), and cooking (activity 7). We
fit 4 models using each activity as the reference group alternatively. The covariates include
age, gender, ethnicity, education level, and employment status. Age is dichotomized at 50
and coded as 1 if greater or equal to 50 and 0 otherwise. Gender is coded as 1 for female and
0 for male. Ethnicity is coded as 1 for While and 0 for Caribbean black and African black.
We did not differentiate between Caribbean black and African black here because they are
not significantly different in the model. Education level is coded as 1 for people with some
college education or above and 0 otherwise. Employment status is coded as 1 for people who
are working and 0 otherwise. Table 6.2 is a summary of the covariates. Our analysis is based
on the 265 subjects in the sample who have all the outcomes and covariates.
Table 6.2: Demographic characteristics of sample
Variable Percent %
Age, ≥ 50 52.83
Gender, female 56.98
Ethnicity, White 31.7
Education, some college or above 62.64
Employment, working 69.09
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6.1.2 Data analysis
















i = 1, . . . , 265,
where µi = (µis, µig, µie, µic) is the mean percentage energy spent by subject i on sleeping,
grooming, eating, and cooking, respectively, with respect to the total energy spent on these
4 activities, and X i is the covariate vector for subject i. And models using other activities
as the reference can be constructed in the same fashion and will be discussed in the end of
this section. Tables 6.3− 6.6 summarize the parameter estimates, estimated standard error
of the parameter estimates, p-values for testing the null hypothesis H0 : β = 0 based on
t-test.
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Table 6.3: Multivariate simplex model with sleeping as the reference activity
Reference Outcome Parameters
Sleeping
Intercept Age Gender Ethnicity Education Employment
Grooming βˆ -1.4497 -0.0184 -0.3256 0.1727 0.2575 0.3572
sˆe(βˆ) 0.1337 0.0989 0.0992 0.1096 0.1057 0.1064
P-value < .0001 0.8521 0.0010 0.1151 0.0148 0.0008
Eating βˆ -1.0807 -0.3244 -0.5019 0.4997 0.1269 0.2724
sˆe(βˆ) 0.1306 0.0980 0.0982 0.1076 0.1048 0.1052
P-value < .0001 0.0009 < .0001 < .0001 0.2261 0.0096
Cooking βˆ -1.2749 -0.2755 -0.1899 0.0771 -0.0869 -0.0475
sˆe(βˆ) 0.1370 0.1041 0.1047 0.1167 0.1104 0.1104
P-value < .0001 0.0082 0.0698 0.5090 0.4310 0.6670
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Table 6.4: Multivariate simplex model using grooming as the reference activity
Reference Outcome Parameters
Grooming
Intercept Age Gender Ethnicity Education Employment
Sleeping βˆ 1.4497 0.0184 0.3256 -0.1727 -0.2575 -0.3572
sˆe(βˆ) 0.1337 0.0989 0.0992 0.1096 0.1057 0.1064
P-value 0 0.8522 0.0010 0.1151 0.0148 0.0008
Eating βˆ 0.3690 -0.3059 -0.1763 0.3270 -0.1306 -0.0848
sˆe(βˆ) 0.1405 0.1046 0.1048 0.1152 0.1121 0.1129
P-value 0.0086 0.0035 0.0923 0.0045 0.2439 0.4525
Cooking βˆ 0.1748 -0.2570 0.1357 -0.0957 -0.3444 -0.4047
sˆe(βˆ) 0.1439 0.1081 0.1085 0.1203 0.1152 0.1157
P-value 0.2244 0.0175 0.2110 0.4266 0.0028 0.0005
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Table 6.5: Multivariate simplex model using eating as the reference activity
Reference Outcome Parameters
Eating
Intercept Age Gender Ethnicity Education Employment
Sleeping βˆ 1.0807 0.3244 0.5019 -0.4997 -0.1269 -0.2724
sˆe(βˆ) 0.1306 0.0980 0.0982 0.1076 0.1048 0.1052
P-value < .0001 0.0009 < .0001 < .0001 0.2262 0.0096
Grooming βˆ -0.3690 0.3059 0.1763 -0.3270 0.1306 0.0848
sˆe(βˆ) 0.1405 0.1046 0.1048 0.1152 0.1121 0.1129
P-value 0.0086 0.0035 0.0923 0.0045 0.2439 0.4525
Cooking βˆ -0.1941 0.0489 0.3121 -0.4227 -0.2138 -0.3199
sˆe(βˆ) 0.1426 0.1077 0.1082 0.1196 0.1148 0.1152
P-value 0.1733 0.6500 0.0039 0.0004 0.0626 0.0055
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Table 6.6: Multivariate simplex model using cooking as the reference activity
Reference Outcome Parameters
Cooking
Intercept Age Gender Ethnicity Education Employment
Sleeping βˆ 1.2749 0.2755 0.1899 -0.0771 0.0869 0.0475
sˆe(βˆ) 0.1370 0.1041 0.1047 0.1167 0.1104 0.1104
P-value < .0001 0.0081 0.0698 0.5090 0.4310 0.6671
Grooming βˆ -0.1749 0.2570 -0.1357 0.0957 0.3444 0.4047
sˆe(βˆ) 0.1439 0.1081 0.1085 0.1203 0.1152 0.1157
P-value 0.2244 0.0175 0.2111 0.4267 0.0028 0.0005
Eating βˆ 0.1941 -0.0489 -0.3121 0.4227 0.2138 0.3199
sˆe(βˆ) 0.1426 0.1077 0.1082 0.1196 0.1148 0.1152
P-value 0.1733 0.6500 0.0039 0.0004 0.0626 0.0055
Notice that model (6.1.1) can be reexpressed as
log(µig)− log(µis) = αgs +X iβgs,
log(µie)− log(µis) = αes +X iβes, (6.1.2)
log(µic)− log(µis) = αcs +X iβcs,
the four models with different reference activity are actually equivalent to each other since
the parameters in one model can be written as linear functions of another model. For
example, the model with the reference activity as grooming can be linked to the model with
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g = log(µic/µis)− log(µig/µis) = αcs +X iβcs − (αgs +X iβgs).
hence,
αsg = −αgs, βsg = −βgs
αeg = α
e
s − αgs, and βeg = βes − βgs
αcg = α
c
s − αgs, βcg = βcs − βgs.
This implies that the AICs of a multivariate simplex model does not depend on the choice
of the reference component. So the choice of the reference component mainly depends on
the interests of the researchers. For example, one can select the model whose parameter has
interpretation most relevant to the question needs to be answered.
If we choose sleeping as the reference activity, then the intercept is the relative EE (in
log scale) of an activity w.r.t. sleeping for a subject who is young (age < 50), college





s, telling us that sleeping is the activity consuming the most energy and the
energy consumed by eating, cooking and grooming are in a descending order. The older
have less relative EE on eating w.r.t. sleeping (p < 0.0001) and less relative EE on cooking
w.r.t. sleeping (p = 0.0082) than the younger. The female have less relative EE on grooming
w.r.t. sleeping (p = 0.0010) and less relative EE on eating w.r.t. sleeping (p < .0001) the
male. People who have at least some college education have more relative EE on grooming
w.r.t. sleeping (p=0.0148) than those who are less educated. And people who are working
have more relative EE on grooming w.r.t. sleeping (p = 0.0008) and more relative EE on
eating w.r.t. sleeping (p = 0.0096) than those who are not working. When we interpret
the parameters of the model, we should take into consideration that all the results are ratio
CHAPTER 6. APPLICATIONS TO REAL DATA IN BIOMEDICAL RESEARCH 88
based, they do not directly reflect the effects of the covariates on the absolute changes of the
components. But given the estimates of the parameters, the expectation of all components
conditioning on the covariates can be computed as
µ̂is =
1




























































The above analysis is a conditional analysis in the sense that we only consider the energy
expenditure on the four most common activities. For example, the percentage of EE on
grooming is the percentage of the energy that the subject spent on these 4 activities, not his
or her total energy spent. If we are interested in the percentage w.r.t. to the total energy a
subject spent on all the activities that he or she was involved in, then we could conduct an
analysis by pooling all other activities into a class named “Other” and still use sleeping as
the reference component. This results in compositional data with 5 components. A model
similar to (6.1.1) can be considered and the results are summarized in Table 6.7 and can be
interpreted in a way similar to Table 6.3.
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Table 6.7: Multivariate simplex model with sleeping as the reference activity
Reference Component Parameters
Sleeping
Intercept Age Gender Ethnicity Education Employment
Grooming βˆ -1.3245 -0.0299 -0.4075 0.1717 0.1827 0.4364
sˆe(βˆ) 0.1293 0.0954 0.0953 0.1059 0.1018 0.1038
P-value < 0.0001 0.7544 < 0.0001 0.1048 0.0728 < 0.0001
Eating βˆ -0.9852 -0.3466 -0.5596 0.498 0.0817 0.3487
sˆe(βˆ) 0.1269 0.0945 0.0944 0.104 0.101 0.1026
P-value < 0.0001 0.0002 < 0.0001 < 0.0001 0.4184 0.0007
Cooking βˆ -1.2793 -0.2645 -0.2533 0.0569 -0.0624 0.058
sˆe(βˆ) 0.1332 0.1003 0.1005 0.1122 0.1066 0.1076
P-value < 0.0001 0.0084 0.0117 0.6122 0.5581 0.5902
Other activities βˆ 1.3867 -0.0117 -0.4745 0.0749 0.1097 0.4343
sˆe(βˆ) 0.0944 0.0702 0.0702 0.0791 0.074 0.0746
P-value < 0.0001 0.8672 < 0.0001 0.3438 0.1384 < 0.0001
6.2 Cascade impactor deposition profile data
As described in Example 4 in Chapter 1, one of the tests that characterize the bioequivalence
between a reference and a test locally acting drugs in nasal spray is the bioequivalence in
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particle size distribution. Multi-stage cascade impactor (CI) can be used to measure particle
size distribution which is called CI deposition profile, a type of compositional data usually
of 8 or 11 components. The bioequivalence study of such profiles requires that 3 profiles
be selected from each of the 30 reference lots and the test lots. As a result, the deposition
profiles are clustered within each lot. In this section, we compare the CI profiles between
the test and reference by the proposed multivariate simplex GEE method.
6.2.1 Data simulation
For confidential consideration, CI profile data are not public available but could be generated
by simulation to mimic real profile data. We follow Weber, Hochhaus, et al (2012) to generate
our profile data. Assume that the 8-stage CI is used to measure the CI profile for the reference
products and test products from 30 production lots respectively. From each lot, 3 products
are randomly selected and we assume the CI profiles of the 3 products from the same lot are
correlated by sharing a common lot effect. Specifically, denote the CI depositions (not yet
a profile) of the j-th product from the i reference lot as Rij, and the CI deposition of the j











where R′ij is an 8-dimension random vector generated independently from multivariate nor-
mal distribution N(µR,ΣR) and L
R
i is the lot effect of reference lot i, which is also an
8-dimension random vector generated independently from N(0,ΣL). Similarly, T
′
ij is gener-
ated independently from multivariate normal distribution N(µT ,ΣT ) and L
T
i is the lot effect
of test lot i, which is generated independently from N(0,ΣL). The CI depositions are then
converted to CI profiles.
The mean of reference CI depositions is µR and the mean of test CI depositions is µT .
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Figure 6.1 and Table 6.8 illustrate how µR and µT are constructed and different. As shown
in the table, a pair of the components of µR are set as the same and for their corresponding
components of µT , one is increased and another is decreased by 15%.
Table 6.8: Mean CI depositions for reference products and test products
Site/Stage
1 2 3 4 5 6 7 8
µR 25 25 15 15 7.5 7.5 2.5 2.5
µT 28.75 21.75 17.25 12.75 8.625 6.375 2.875 2.125
Figure 6.1: Mean CI depositions for reference products and test products
We decompose the covariance matrix ΣR as ΣR = DRRDR, where DR is a diagonal
matrix whose kth element being the standard deviation of the kth element ofR′ij, andR is the
correlation matrix of R′ij. And ΣT can be similarly decomposed as DTRDT . The standard
deviations for all 8 components of R′ij are determined by setting a common coefficients of
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variation (CVs) as 0.15. And the corresponding standard deviations of T ′ij are set as half
the standard deviations of the R′ij. We assume same correlation structure R for both the
reference and test. Table 6.9 and Table 6.10 give the details of standard deviations and
correlation structure. Finally, we set the covariance of the random effect as ΣL = 0.01 · I8,
where I8 is 8× 8 identity matrix.




1 2 3 4 5 6 7 8
sdR′ 3.750 3.750 2.250 2.250 1.125 1.125 0.375 0.375
sdT ′ 1.8750 1.8750 1.1250 1.1250 0.5625 0.5625 0.1875 0.1875
Table 6.10: Correlation R
1 -0.1526 -0.0793 0.1018 -0.6050 -0.3848 -0.2379 -0.2937
-0.1526 1 0.3275 0.3775 0.1725 0.0958 0.1145 0.2694
-0.0793 0.3275 1 0.8904 -0.1581 -0.1103 0.0934 0.0242
0.1018 0.3775 0.8904 1 -0.2097 -0.1535 0.0795 0.0054
-0.6050 0.1725 -0.1581 -0.2097 1 0.4600 0.4064 0.3795
-0.3848 0.0958 -0.1103 -0.1535 0.4600 1 0.5976 0.6325
-0.2379 0.1145 0.0934 0.0795 0.4064 0.5976 1 0.6299
-0.2937 0.2694 0.0242 0.0054 0.3795 0.6325 0.6299 1
In case that a negative value is simulated for CI deposition, it is replaced by 0.001 mcg.
Then, the new CI depositions are converted to CI profiles yRij and y
T
ij. For example, the k-th
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6.2.2 Data analysis
We utilize the proposed multivariate simplex GEE method to analyze the CI profile data
generated above to see whether there is any componentwise difference between the reference
and the test drugs. Denote the mean CI profile of the l-th sample from the j-th lot in the
i-th group as µijl = (µijl1, . . . , µijl8), i = R, T , j = 1, . . . , 30, and l = 1, 2, 3, and set the last






= βk0 + β
k
1xijl, k = 1, . . . , 7, (6.2.1)
where xijl is 0 for the reference drug and 1 for the test drug. We choose an unstructured work-
ing correlation in our analysis. Table 6.11 gives the estimates of the coefficients, standard
errors of the estimated coefficients, and the p-value for testing null hypotheses H0 : β
k
j = 0,
j = 0, 1, k = 1, . . . , 7, based on the t-test.
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Table 6.11: Parameter estimates and p-values for testing compo-
nentwise effect
site parameter estimate standard error p-value
1
β10 2.1918 0.2018 < 0.0001
a
β11 0.3710 0.2239 0.0976
2
β20 2.1972 0.1396 < 0.0001
a
β21 0.0767 0.1706 0.6529
3
β30 1.6897 0.1566 < 0.0001
a
β31 0.3702 0.1800 0.0397
a
4
β40 1.6900 0.1654 < 0.0001
a
β41 0.0642 0.0365 0.7367
5
β50 1.0164 0.0222 < 0.0001
a
β51 0.3548 0.0263 < 0.0001
a
6
β60 1.0265 0.0286 < 0.0001
a
β61 0.0401 0.0315 0.8212
7
β70 0.0061 0.0093 0.9499
β71 0.2928 0.0166 0.0232
a
aCoefficient is significantly different from 0 at significance level 0.05.
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From the simulation setting, we know that for reference CI profiles, the mean of all the
other sites are different from that of site 8, expect site 7. Denote the mean at the k-th site for
the reference products by µRk , and that for the test products by µ
T
k , k = 1, . . . , 8. From model




8 ), k = 1, . . . , 7. So we expect significant non-zero intercept for all first
6 sites, and a very close to zero intercept for site 7. Our estimates for the intercepts and the
corresponding p-values are consistent with our expectation. The coefficient βk1 measures the
difference (in log scale) between the test and the reference in term of the relative proportion
of the kth sites with respect to the reference site. Based on the simulation setting, the test CI
profiles on increase by 15% on sites 1, 3, 5, 7 and decrease by 15% on sites 2, 4, 6, 8 comparing
with the reference. So the true values for βk1 , k = 1, 3, 5, 7 is log(1.15/0.85) = 0.3022, and
the true values for βk1 , k = 2, 4, 6 are log(.85/0.85) = 0. Our estimates are close to the true
values, and it gets better as the site number increases, which is due to the fact that the
variance of the product deposition is almost proportional to its mean and hence it decreases
as the site number grows. The consequence of variance heterogeneity is also reflected in the
estimated standard errors of the estimates of parameters and p-values. Sites with smaller
variance have smaller estimated sd and more precise estimation. All the test results are
consistent with the truth except for H0 : β
1
1 = 0 which fails to reject the null hypothesis with
a p-value of 0.0976.
As discussed in the Introduction, the profile BE measure suggested by FDA is a global
measure of the difference between the test and reference CI profiles. By using our GEE
multivariate simplex model, we could also carry out an overall test. In our model, the
null hypothesis that there is no difference between the reference and the test products is
equivalent to
H0 : β1 = (β
1
1 , . . . , β
7
1) = 0,






7,0.05 = 14.07, where Σ̂1
−1
is the estimated covariance
matrix for β̂1, and χ
2
7,0.05 is the 95% percentile of the χ
2 distribution with 7 degrees of
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freedom. Based on our estimates from the model, we reject the null hypothesis with p-value<
0.0001 for the simulated data. It is seen that by using our proposed methods to model the CI
profiles, we are able to assess the difference between two profiles both componentwisely (or
regionally) and globally while the FDA method can only be used to assess global difference.
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Chapter 7
Future Works
First, the multivariate simplex distribution Sm−1(µ, λ) we used to develop our models has
only m parameters, i.e., the location parameter µ and the dispersion parameter λ. It is
a special case of a more general parametric model introduced by Barndorff-Nielsen and
Jørgensen (1991) with pdf

















µ2i /yi − 1
)
When αi = −1/2, i = 1, · · · ,m, the distribution defined above reduces to the multivariate
simplex distribution we adopted. It is of interest to consider models based on this richer
distribution family to see if the additional parameter improves the modeling ability.
The second issue is to deal with the data with zero component(s). As seen in the example
of physical activity data, certain activities only occurred in a fraction of the subjects. In fact,
there is a total of 227 types of activities recorded but most of them occurred in less than 10%
of the subjects. This may be because that certain activities are occupation or health related.
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If we are only interested in the four activities, sleeping, grooming, eating, and cooking, what
we have done in the previous analysis might be appropriate because they are quite frequent
in the study population. However, by simply eliminating the subjects with zero components
will not work if we are interested in some relatively sparse activities. There are two possible
ways to deal with this issue. One is to modify the current model so that the dimension of
the compositions is allowed to be different from subject to subject. Another way is to fix
the dimension of all compositions but allow zero components. An quick solution is to add
a small number to the zero components and recalculate the percentage for each component
with the updated sum. However, it is unknown how to choose such a small value and how
it will affect the estimates of the coefficients.
Third, we have considered compositional data as outcome. In practice, compositional
data may be used as covariates as well. As discussed in the physical activity example, the
composition of energy expenditure (EE) is linked to the risk of many chronic diseases. If
we can also establish a way to model the risk using the EE, then EE can serve as a causal
pathway between the risk of diseases and certain demographic characteristics. This will help
to clarify the mechanics of the formation of the diseases in consideration.
Finally, an R package could be built to deal with simplex distribution and simplex mod-
els. So far, simplex-related R functions are only found in package rmutil by J.K. Lindsey
(2010) and package VGAM by Yee (2012). Lindsey’s package provides density, cumulative
distribution, quantile, and data generation functions for the univariate simplex distribution.
Yee’s package also provided the density and data generation functions for the univariate
simplex. By checking the moments and the plot of the data generated, we found that Yee’s
function generates data closer to the desired distribution than Lindsey’s. It is because they
adopted different methods for data generation. Since there is no closed form of the cdf of
univariate simplex distribution, Yee adopted the rejection method while Lindsey utilized
the approximated quantile function. Yee’s function is sufficient for generating univariate
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simplex variable and for multivariate simplex vector using the methods discussed in Section
4.1. However, it is not sufficient for generating clustered multivariate simplex vector with-
out a good quantile function, on which the method described in Section 5.3.2 depends. In
addition, only function for fitting univariate simplex model by MLE is available. So due to
the missing elements mentioned above and the lack of functions dealing with multivariate
simplex model, we could develop an R package with the following features.
1. Improved quantile and data generation functions for univariate simplex distribution.
2. Density, cumulative distribution, quantile and data generation functions for multivari-
ate simplex distribution.
3. Data generation function for clustered multivariate simplex distribution with specified
correlation structure between compositions.
4. Function to fit GLM multivariate simplex models.
5. Functions to fit GEE and GLMM multivariate simplex models for clustered composi-
tional data.
6. Model evaluation functions AIC and TIC.
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