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Abstract
Air transportation uses planes to transport passengers efficiently between two
airports, and its development has been driven by the continuous improve-
ment of planes as a safe and efficient means of transportation. However, if
the COVID-19 pandemic has taught the air transportation system one lesson,
it’s that a problem affecting passengers can be far more detrimental to the
air transportation system than a problem affecting planes. Acknowledging
the fact that passengers are omnipresent and necessary to the air transporta-
tion system, this study proposes to consider passengers as sensors of the air
transportation system and harness data generated by passengers to evaluate
in near real time the flight-centric metrics traditionally used to evaluate the
air transportation system performance. Data generated by passengers have
the additional benefit of offering a means of evaluating the interactions be-
tween passengers and the other stakeholders of the air transportation system,
such as airlines and airports. The journey of a passenger starting and ending
beyond the boundaries of airport facilities, the data generated by passengers
throughout their journey can also be used to evaluate the full door-to-door
journey of a passenger of the air transportation system.
Résumé
Le transport aérien est fondé sur l’utilisation de l’avion pour transporter
des passagers entre deux aéroports, et son développement est allé de pair
avec l’amélioration continue de l’efficacité et de la sécurité des avions comme
moyens de transport. Cependant, si la pandémie liée au COVID-19 nous a
appris une leçon, c’est qu’un problème qui touche les passagers du transport
aérien peut avoir bien plus de conséquences sur le système dans son ensemble
qu’un problème qui concerne les avions. Partant du principe que les passagers
sont omniprésents et nécessaires au transport aérien, cette thèse propose de
considérer les passagers comme des capteurs du transport aérien, et d’uti-
liser les données générées par les passagers pour évaluer la performance du
transport aérien en quasi temps réel. Ces données générées par les passagers
ont également l’avantage d’offrir un moyen d’évaluer les interactions entre les
passagers et les autres acteurs du transport aérien, en particulier les aéroports
et les compagnies aériennes. Comme le parcours d’un passager commence et
se termine au delà des limites d’un aéroport, les données générées par les
passagers tout au long de ce parcours peuvent également être utilisées pour
évaluer le trajet porte-à-porte complet d’un passager du transport aérien.
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Chapter 1
The need for a complementary
passenger-centric approach to
the evaluation of the air
transportation performance
The air transportation system is an important means of transportation for
passengers worldwide, with a steady increase from 2013 to 2019 leading to
an all-time high number of passengers in 2019 for U.S. airlines according to
the numbers reported by the U.S. Department of Transportation’s Bureau
of Transportation Statistics (BTS) [2] and presented in Figure 1.1. In Eu-
rope, Eurostat [3] reported a record number of air passengers traveling in the
European Union with more than 1.1 billion air passengers in 2018 [4].
Flight delays remain a major issue both in the United States and in
Europe. In 2017, 38.5% of flights in Europe arrived with a delay greater
than 5 minutes [5] and 27.8% of U.S. domestic flights arrived with a delay
greater than 5 minutes [2].
Flight delays and how these delays propagate with the concerned aircraft
have been thoroughly studied in the literature. The majority of these studies
are based on the on-time performance reports published by the BTS, which
provide flight-level information for each flight, indicating for all scheduled
flights whether it was canceled or delayed, and whether the scheduled de-
parture and arrival times are the same as the actual departure and arrival
times. A study showed that a 2 hour root delay could result in a multiplied
delay of more than 4 hours [6], prompting the research community to better
understand how flight delays propagated. Delay is usually propagated either
by the aircraft, the crew or the passengers, but the study of the effect of
delay propagation on these three categories was often limited to the first two
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Figure 1.1: Evolution of the yearly number of passengers transported by U.S.
airlines on domestic segments and reported to the Bureau of Transportation
Statistics.
categories.
Passengers are thus affected by flight delays, but they are also actively
part of the air transportation system. This makes them at the core of this
system, which explains why both airports and airlines have to consider the
passenger experience and their evaluation of the system. Many surveys have
been conducted to try and assess passenger satisfaction of airline or air-
port quality of service, but they all share the same limitations, such as a
narrowed scope and a tedious planning difficult to repeat frequently. Fur-
thermore, these studies usually focus only on their experience within one
segment of the travel (from airport to airport), whereas passengers are more
interested in their full door-to-door travel experience. More recent studies
have highlighted the disproportionate impact of airside disruptions on pas-
senger door-to-door journeys, indicating that flight delays do not accurately
reflect the delays imposed upon passengers’ full multi-modal itinerary.
This led NextGen [7] in the United States and ACARE Flightpath 2050
[8] to advocate a shift from flight-centric metrics to passenger-centric metrics
to evaluate the performance of the Air Transportation System. The failures
and inefficiencies of the air transportation system not only have a significant
economic impact but they also stress the importance of putting the passenger
at the core of the system. This advocated shift still has yet to be implemented
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by the governing agencies. In a report published in 2016, EUROCONTROL
and the FAA presented metrics regarding punctuality that combines airline
and passenger views into a single view [9].
It is to be noted that, even though passengers are at the core of the
air transportation system, limited quantitative information about passenger
movements is publicly shared, especially in airports, which can be consid-
ered as the main bottleneck of passenger flow. The management of different
airport processes is shared between various stakeholders, from airlines to gov-
ernment, airport authorities and third parties, who do not necessarily rely on
each other to make decisions that may affect others. Passengers’ satisfaction
is largely driven by their experience at the airport, and this experience is the
result of the combined control exerted by many stakeholders.
Larger scale studies with a focus on air transportation was recently possi-
ble thanks to the increasing use of mobile phone devices as datasources since
most individuals now carry a cell phone, and heavily use it through out the
day. Though these studies give a full door-to-door view of trips making use
of air transportation, mobile phone data are proprietary data and are not
often publicly available. In order to operate in real-time, it is thus necessary
to also look into other sources of passenger data available on a national scale.
Data gathered from passengers mobile phone in the aforementioned stud-
ies can be considered as data gathered by reading signals passively emitted
by passengers during their travel, in the sense where the passenger is not
actively trying to communicate with the air transportation system via their
mobile phone. On the other hand, the ubiquity of mobile phones allows
passengers to actively share their experience via social media.
The aim of this thesis is to explore the possibilities offered by these
passenger-generated data sources in order to gain additional insight on the
state of the air transportation system. The chosen databases are not spe-
cific to any country and could be gathered in most regions of the world.
Furthermore, they can be easily updated in real time or close-to real time,
enabling a regularly updated evaluation of the air transportation system from
a passenger perspective. The exploration of these databases leads to the im-
plementation of methods that yield information relevant to passengers but
that should also be used by air transportation stakeholders in order to better
understand where they stand with respect to other stakeholders and how
they could improve.
The work presented in this thesis started in 2017 and focused on the first
severe perturbation of the air transportation system that happened shortly
thereafter, a major winter storm that shut down three US airports in January
2018. The initial study of this perturbation [10] that initiated this thesis is
presented in AppendixA: Passenger-centric metrics for Air Transportation
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leveraging mobile phone and Twitter data by Marzuoli, A., Monmousseau,
P., Feron, E. and presented at the Data-Driven Intelligent Transportation
Workshop - IEEE International Conference on Data Mining 2018.
This study validates the need for a passenger-centric approach in order
to monitor the state of the air transportation system in close-to real time
during severe perturbations. It prompted the implementation of an estima-
tor of the national number of delays in the United States based on Twitter
data generated by passengers [11] (Predicting and Analyzing US Air Traffic
Delays using Passenger-centric Data-sources by Monmousseau, P., Marzuoli,
A., Feron, E., Delahaye, D. and presented at the Thirteenth USA/Europe
Air Traffic Management Research and Development Seminar (ATM2019),
Vienna, Austria) later improved to estimate the hourly number of delays at
an airport level [12] (Passengers on social media: A real-time estimator of
the state of the US air transportation system by Monmousseau, P., Marzuoli,
A., Feron, E., Delahaye, D. and presented at the ENRI Int. Workshop on
ATM/CNS (EIWAC 2019), Tokyo, Japan). This second work is presented
in Appendix B, and the latest estimator model, which also enables the real-
time estimation of the hourly number of cancellation per airport, is detailed
in Chapter 3.
Figure 1.2: Evolution of the daily number of passengers arriving at all US
airports of entry from the US Customs and Border Protection data.
The COVID-19 pandemic, and the associated travel restrictions on pas-
sengers, have generated an unprecedented drop in international air trans-
portation (see Figure 1.2 and Section 4.1.1) and stressed the necessity of tak-
4
CHAPTER 1. THE NEED FOR A COMPLEMENTARY
PASSENGER-CENTRIC APPROACH TO THE EVALUATION OF THE
AIR TRANSPORTATION PERFORMANCE 5
ing a passenger-centric approach for an up-to-date assessment of the situa-
tion. The tools initially developed for analyzing severe but short-scaled per-
turbations, such as the winter storm of January 2018, have been adapted to
offer a real-time analysis of the effects of long-term perturbations such as the
COVID-19 pandemic. A first study of the interactions between passengers
and airlines and between passengers and airports during the pandemic has
been conducted and published online before the release of official flight data
[13] (Putting the Air Transportation System to sleep: a passenger perspective
measured by passenger-generated data by Monmousseau, P., Marzuoli, A.,
Feron, E., Delahaye, D.). This study is improved and described in greater
detail in Chapter 4.
Air transportation is a multi-modal transportation system meaning that
passengers have to consider their full door-to-door journey when planning to
take a plane. A first model to estimate the full door-to-door travel times
in Europe based on data available online was created and presented in [14]
(Door-to-door travel time analysis from Paris to London and Amsterdam
using Uber data by Monmousseau, P., Delahaye, D., Marzuoli, A., Feron, E.
and presented at the Ninth SESAR Innovation Days (2019), Athens, Greece).
This model was adapted to the US, taking into account additional available
databases in [15] (Door-to-door Air Travel Time Analysis in the United States
using Uber Data by Monmousseau, P., Delahaye, D., Marzuoli, A., Feron, E.
and presented at the 2020 International Conference on Artificial Intelligence
and Data Analytics for Air Transportation (AIDA-AT), IEEE, Singapore,
Singapore). The combined model of the full door-to-door travel time valid
for both the US and Europe is presented in Chapter 5.
This model of door-to-door travel time has highlighted the disproportion-
ate amount of time passengers can spend at airports, therefore several works
aimed at improving the passengers wait time and experience at airports were
also conducted during this thesis. The wait time at immigration is explored
in [16] (Doorway to the United States: An Exploration of Customs and Border
Protection Data by Monmousseau, P., Marzuoli, A., Bosson, C., Feron, E.,
Delahaye, D. and presented at the 38th Digital Avionics Systems Conference
(DASC2019), San Diego, California, USA). A tool to predict the passen-
ger flow at security checkpoints is presented in [17] (Predicting Passenger
Flow at Charles De Gaulle Airport Security Checkpoints by Monmousseau,
P., Jarry, G., Bertosio, F., Delahaye, D., Houalla, M. and presented at the
2020 International Conference on Artificial Intelligence and Data Analytics
for Air Transportation (AIDA-AT), IEEE, Singapore, Singapore). A novel
approach to sentiment analysis with a direct application to passengers and
airlines is implemented in [18] (Towards a more complete view of air trans-
portation performance combining on-time performance and passenger sen-
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timent. by Monmousseau, P., Puechmorel, S., Delahaye, D., Marzuoli, A.,
Feron, E. and presented at at the 9th International Conference on Research in
Air Transportation (ICRAT ’20), Tampa, Florida, USA). These exploratory
works were conducted in parallel to the main work of this thesis and are
presented in AppendixD.
Acknowledging the fact that passengers are omnipresent and necessary
to the air transportation system (Chapter 2), this thesis proposes to con-
sider passengers as sensors of the air transportation system and harness data
generated by passengers to evaluate in real time the flight-centric metrics tra-
ditionally used to evaluate the air transportation system performance (Chap-
ter 3). Data generated by passengers have the additional benefit of offering
a means of evaluating the interactions between passengers and the other
stakeholders of the air transportation system, such as airlines and airports,
most useful when no flight-centric data are readily available (Chapter 4). The
journey of a passenger starting and ending beyond the boundaries of airport
facilities, the data generated by passengers throughout their journey can also
be used to evaluate the full door-to-door journey of a passenger of the air
transportation system (Chapter 5).
Finally, Chapter 6 summarizes the main contributions of this thesis and




2.1 Delays within the Air Transportation sys-
tem
The U.S. Department of Transportation’s Bureau of Transportation Statis-
tics (BTS) reported that U.S. airlines carried an all-time high number of
passengers in 2019 - 928.9 million systemwide, 813.36 million domestic and
115.55 million international [2]. In Europe, a record number of air passengers
traveled in the European Union in 2018 with more than 1.1 billion air pas-
sengers reported in 2018 by Eurostat [4]. Flight delays are however a major
issue both in the United States and in Europe. In 2017, 44.4% of flights
in Europe departed with a delay greater than 5 minutes and 38.5% arrived
with a delay greater than 5 minutes [5]. In the US, it represents 27.0% of
departing flights and 27.8% of arriving flights [2].
Flight delays and how these delays propagate with the concerned air-
crafts have been thoroughly studied in the literature, see Sternberg et al. [19]
for a survey and taxonomy analysis of flight delay prediction. The major-
ity of these studies were based on the on-time performance measures of the
BTS, which provide flight-level information for each day, indicating for all
scheduled flights, whether a flight was canceled or delayed, and comparing
scheduled versus actual departure and arrival times. Since 2013, it also dis-
plays the reason given by the concerned airline for the delay if there is any
(e.g. weather or mechanical).
Beatty et al. [6] first proposed the concept of a Delay Multiplier as a mea-
sure of the propagation of delays based on the aircraft and crew schedules
of an airline. This study highlighted the need of considering delay propaga-
tion, since a 2 hour initial delay could result in a multiplied delay of more
than 4 hours. Schaeffer and Millner [20] analyzed propagation of weather
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based delays through their Detailed Policy Assessment Tool. The air traffic
system is modeled as a network of queues and they showed that significant
delay can propagate to the first leg of travel when the capacity-to-demand
ratio is too low. Mueller and Chatterji [21] created probabilistic models of
departure and arrival delays by fitting Poisson and Normal distributions to
the historic delay data from 10 airports. Wang et al. [22] created a recursive
flight delay propagation model tuned using historic flight data that separates
controllable factors and random factors in order to better understand how
an airport configuration can impact delay propagation.
Xu et al. [23] proposed a Bayesian network model of the airports system
based on human expertise and validated on historical data of the US national
airspace in order to estimate delay interaction between airports. Later Liu
and Yang [24] also implemented an improved Bayesian Network model for
the Chinese airspace in order to estimate flight delays. Liu and Ma [25] used
a similar Bayesian Network model to analyze delay propagation in China,
concluding that in some cases cancellations were beneficial to halt major
delay propagation.
AhmadBeygi et al. [26] studied the propagation of delays as propagation
trees using the schedule of two type of airlines - hub-and-spoke and low-cost.
They showed that though around 40% of flights do not propagate their initial
delay, for half of the remaining flights the propagated delay more than doubles
the initial delay. Tu et al. [27] decomposed push-back delays into seasonal
and daily variations in order to implement a flexible continuous probability
model able to estimate delays and tested it on the historic data from a
specific airport and a specific airline. Sridhar and Chen [28] proposed to
predict short-term delays based on the weather impacted traffic index (WITI)
[29] and a predicted weather index along with air traffic demand. Klein et
al. [30] also proposed a model for short-term delay prediction based on a
more granular version of WITI, separating it into twelve different components
per airport. Sridhar et al. [31] compared the performance of different neural
networks for predicting various aircraft delays using various metrics, showing
that models should be season-based and that weather related metrics are a
good proxy of flight delays.
Churchill et al. [32] proposed two models for analyzing delay propagation,
a microscopic model taking each aircraft as a different unit and a macroscopic
considering the arrival and departure flows at each airport, each model giving
insights at their own level. The microscopic model showed that propagated
delay account for 20 to 30% of the total reported flight delays and the macro-
scopic model highlights the dependencies between airports with respect of
delay propagation. Rebollo and Balakrishnan [33, 34] implemented a net-
work model to classify and predict future delays on specific links or specific
8
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airports using two years of flight-centric and weather-related data. Pyrgiotis
et al. [35] later created a stochastic and dynamic queuing model designed to
quickly compute approximate delays at 34 US airports, treating these air-
ports as a set of interconnected individual queuing systems. Fleurquin et
al. [36] introduce a notion of airport congestion used to measure the level of
system-wide delays by considering the size of clusters of congested airports.
They also created a historic data-driven model taking into account aircraft
and crew connections as well as passenger connections. They conclude that
crew and passenger connections are the most effective in introducing delays.
Aljubairy et al. [37] took a different approach from previous studies by
considering Internet of Things rather than historical data. They propose a
framework to scrape and clean data from both weather and flight-related sen-
sors available in real-time enabling them to classify the delay of an upcoming
flight. The derived model can then be used to visualize the performance of
seven Chinese airports and their associated airlines based on the estimated
flight delay.
Gopalakrishnan and Balakrishnan [38] compared several methods in pre-
dicting delays at US airports using a network approach to air traffic delays.
Using date related and flight delay related features, they evaluated the per-
formance of various machine learning models along with a delay network
dynamic model in predicting various delay measures from two hours up to
twenty-four hours in advance. Roy et al. [39] implemented three theoretical
vulnerability metrics of the air transportation system based on a Laplacian
graph-view approach to flight delays and evaluated them based on simulated
situations of severe weather conditions as well as cyber-attack impacting the
air traffic management system. Li et al. [40] proposed a graph signal process-
ing approach to delays in the US air transportation system. Based on ten
years of flight-centric data, they extracted the spatial delay trends of the net-
work and used it to analyze the effect of several severe weather perturbations
such as hurricanes and winter storms. Li et al. further improved this graph
signal processing approach in [41] proposing an outlier analysis framework
and applying it to compare the US and China airspaces with respect to their
spatial delay specificities.
To the best of the author’s knowledge, these previous works to predict or
classify flight delays were all centered on flight-centric information coming
from a variety of sources with different levels of public availability, yet using
only very little passenger-centric data.
9
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2.2 Passengers are the core of the system
Already in 1980, Conner [42] illustrated the need to consider the balance
between passenger comfort and its associated cost in decision making both
for public and profit-making services. Later in 1992, Lemer [43] advocated
for the need of unified airport performance measures that would balance the
expectations of passengers, airlines and airports along with the expectations
of other actors (such as shops or governments). Delay time and crowding
was already a measure of airport performance though no systematic way of
measuring it was available. Matthews [44] presented an airport performance
measure based on hourly passenger flows, which considers that an airport
should be able to cope for all hourly passenger flows with the possible ex-
ception of the top 5% peak flows. The importance of airport experience in
customer, i.e. passenger, satisfaction towards both airline and airport ser-
vices is highlighted in the study of Pruyn and Smidts [45], where they show
that customer satisfaction is largely affected by their experience at waiting
areas, both in terms of wait times and wait environment.
Understanding the passenger experience, or at least the passenger percep-
tion of airport and airline quality has since been the focus of many studies.
Robertson et al. [46] took a reversed engineering process approach and pro-
posed a model for estimating passenger arrival at airports with a 30 minute
window using publicly available airline data in order for airlines and airports
to better engineer the full passenger experience within the airport. Later
Brown and Madhavan [47, 48] created a simulated model of passenger flow
through airline check-in and airport security checkpoints from data gathered
at Norfolk airport confirming these two areas as main chokepoints for airport
passenger flow.
Tsaur et al. [49] first proposed to introduce surveys based on fuzzy set
theory in order to analyze airline service quality. They applied their sur-
vey to evaluate the performance of three Taiwanese airlines and concluded
that the most important attributes are courtesy, safety and comfort. Chang
and Yeh [50] proposed a method of evaluating airline service quality using
a multi-criteria analysis survey enabling airlines to better understand what
were their internal and external advantages with respect to their local com-
petition. Aksoy et al. [51] conducted a survey of customer satisfaction on
four different city pair trips comparing a domestic airline with the destina-
tion city associated foreign airline and concluded that there were significant
differences between the two passenger groups, indicated by different profile,
behavior and expectations with respect to the airline customer service. Ma-
gri Junior and Alves [52] conducted a performance analysis of six Brazilian
airports using passenger centered quality indicators developed by the Air-
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ports Council International (ACI) [53]. These thirty-six quality indicators
concern all areas and functions within the airport, from facility cleanliness
to availability of service and presence of flight information display systems.
They were assessed only over three days per airport due to the difficulty and
the wide spatial range of the measurement process. Gkritza et al. [54] ana-
lyzed a eight month long phone survey between 2002 and 2003 on passenger
satisfaction at security screening points and concluded that passenger sat-
isfaction was not solely determined by wait times, though wait times were
a significant factor, and that factors influencing this satisfaction could vary
over time.
Hunter [55] performed a thorough survey of airline perception related
studies from 1995 to 2006, pointing out the decrease in customer service
throughout the airline industries. She also analyzed the relation between
passenger expectation of service and passenger perception of service with the
air rage phenomenon, finding that when passenger perception or expectation
decreased, passengers were more understanding toward air rage outbreaks
even though they were not more inclined to behave in such an extreme fash-
ion. Pakdil and Aydin [56] proposed a new survey structure to encompass
more dimensions of airline service quality and tested it on three different
flight segments for one airline. They concluded that passenger’s past expe-
rience was the most important factor in selecting the airline even if there
was always a gap between passenger expectation of service and passenger
perception of service, indicating that airlines could use more incentives to
improve their customer service. Chou [57] proposed a survey model for the
evaluation of airport service quality and used it to compare the performances
of two major Taiwanese airports. Their model indicated that staff courtesy
(from airlines, customs and immigrations) were the most important service
criteria for the surveyed passengers. Chou et al. [58] later applied the same
method to evaluate airline service quality for a Taiwanese airline and con-
cluded that safety, customer complaint handling and courtesy were the top
three service dimensions for passengers.
Popovic et al. [59] conducted a video study at Brisbane Airport in order
to analyze the interactions of passengers with airport staff and infrastructure.
They observed that staff were more focused on helping the technology and
the information displays rather than the passengers and that the activities
(both necessary and discretionary) undertaken by passengers were impacted
by the hand luggage they had to carry. Chiou and Chen [60] decomposed
airline service quality into a chain of seven services (from seat reservation
to complaint response) and analyzed both the overall service framework and
the service quality chain based on surveys distributed to passengers from a
Chinese low cost carrier. They concluded that low satisfaction trickled down
11
CHAPTER 2. BACKGROUND 12
the service quality chain, meaning that airlines should improve the different
element of this chain from beginning to end. They also showed that service
quality had the second biggest effect on behavioral intentions, behind service
value. For more informations on the various survey-based methods used, de
Oña and de Oña [61] conducted a survey of survey based analysis of public
transportation system. They concluded that even though researchers keep
trying to improve the complexity of the models to better model passenger
satisfaction of a public transportation system, managers and practitioners use
simpler models in order to reach their goal of improving passenger perceived
service quality for an increase of income.
These passenger surveys conducted at airports for airports or airlines,
while very detailed, remain limited to small samples of passengers and short
time periods, and may not be representative. They are also expensive and
time consuming to implement, making their use for measuring the perfor-
mance of the full air transportation system cumbersome and difficult to up-
date.
A passenger approach to analyzing flight delays was first introduced by
Bratu and Barnhart [62] who developed a Passenger Delay Calculator to show
that flight-centric metrics do not accurately reflect passenger delays, espe-
cially due to flight cancellations. Later in [63] they calculated passenger delay
using monthly data from a major airline operating a hub-and-spoke network.
They show that disrupted passengers, whose journey was interrupted by a
capacity reduction, are only 3% of the total passengers, but suffer 39% of
the total passenger delay. Wang et al. in [64, 65] showed that high passenger
trip delays are disproportionately generated by canceled flights and missed
connections. Nine of the busiest 35 airports cause 50% of total passenger
trip delays. Congestion, flight delay, load factor, flight cancellation time and
airline cooperation policy are the most significant factors affecting total pas-
senger trip delay. These studies have highlighted the disproportionate impact
of airside disruptions on passenger door-to-door journeys. Flight delays do
not accurately reflect the delays imposed upon passengers’ full multi-modal
itinerary.
This led NextGen [7] in the United States and ACARE Flightpath 2050
[8] to advocate a shift from flight-centric metrics to passenger-centric metrics
to evaluate the performance of the Air Transportation System. The failures
and inefficiencies of the air transportation system not only have a significant
economic impact but they also stress the importance of putting the passen-
ger at the core of the system [66, 67]. Both the USA and Europe aim to
take a more passenger-centric approach, with ACARE Flightpath 2050 set-
ting some ambitious goals, including some that are not measurable yet due
to lack of available data. In the US, the Joint Planning and Development
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Office has proposed and tested metrics regarding NextGen’s goals, but there
are still metrics missing from the passenger’s viewpoint, especially regard-
ing door-to-door travel times [68]. Following this new international impulse,
the shift from flight-centric information to passenger-centric metrics was first
explored by Cook et al. [69] within the project POEM - Passenger Oriented
Enhanced Metrics, where they designed propagation-centric and passenger-
centric performance metrics, and compared them with existing flight-centric
metrics. Several years later, the advocated shift from flight-centric metrics to
passenger-centric metrics still has to be actually implemented by the govern-
ing agencies. In a report published in 2016, EUROCONTROL and the FAA
presented metrics regarding punctuality that combines airline and passenger
views into a single view [9].
Passengers are at the core of this system and, yet, limited quantitative
information about passenger movements is publicly shared. Each aviation
stakeholder only has access to a partial view of the passenger-side of air
transportation operations. Airline passenger information - such as: Tickets,
boarding passes, boarding time - is airline proprietary. Each airline therefore
has a partial view of passenger movements on board aircraft and on the
ground (from check-in kiosks and counters to boarding the aircraft). In
the USA, the BTS provides aggregated passenger data per market but no
granular information. Airports gather customs or security records, shuttle
traffic, parking occupancy, sometimes measure queue lengths, while third-
parties collect online traces through WiFi hotspots and Bluetooth beacons
[70]. These real-time information, combined with historical data, were used
to analyze and predict passenger flow to an Australian immigration booth
[71] or within several Dutch train stations [72] as well as for the analysis
and prediction of passenger occupancy in a Chinese airport [73]. The studies
are limited to a fraction of the full system (one or two airport terminals)
indicating the difficulty of gathering a system-wide data-driven picture of
passenger behavior.
Sun et al. [74] proposed a passenger-centric analysis of the robustness of
the worldwide airport network by introducing a measure based on passen-
gers not affected by rerouting when an airport or group of airport fails and
testing it against twelve different attacks on the airport network. Sun and
Wandelt [75] later considered the robustness of the airline network using this
same passenger-centric measure, noting that traditional airlines with a lim-
ited number of hubs could break down entirely with a smaller number of
affected airports while other airlines can withstand failures to more than five
targeted airports without being entirely disintegrated.
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2.3 A passenger-centric shift: towards a multi-
modal approach to air transportation
2.3.1 Data sharing for a multi-modal approach
In 2003, Pels et al. [76] conducted a study that showed the importance of the
access to airports in the choice of the airport for both business and leisure
travelers, already indicating the importance of considering the full door-to-
door trip and the multi-modal integration of airports with cities to increase
airport attractiveness. Grotenhuis et al. [77] studied the different need for
information for multi-modal trips, decomposing the trip into three stages: a
pre-trip planning stage, a wayside stage while waiting or transferring from
a mode to another, and an on-board stage. They concluded that various
information sources are needed and that the information needed was different
depending on the stage considered and the passenger profile (e.g. first-time
or frequent traveler).
Seamless door-to-door travel and data sharing was later deemed as needed
by the European Commission’s 2011 White Paper [8] and was reconfirmed
by the Federal Aviation Administration (FAA) in 2017 [78]. Data sharing
was already a main focus in the early 2000s and led at an air system level to
the creation of the architecture SWIM - System Wide Information Manage-
ment [79] - by Europe and later adopted by the FAA. Sipe and Moore [80]
suggests that digital data sharing can improve operational efficiency if air
traffic management functions are reallocated between the various elements
of the air transportation system.
Klock et al. [81] showed the importance of simplifying and broadening
the access to intermodal information in order to make public transportation
more competitive against private cars. Focusing on trips between New York
and Washington D.C. using a mix of car, rail, bus or plane, they showed that
intercity travels could have their time and environmental impact improved
by 10% and 25% if the proper information were gathered and used for trip
planning.
The concept of Multimodal, Efficient Transportation in Airports and Col-
laborative Decision Making (META-CDM) was later introduced by Laplace
et al. [82] and proposed to link both airside CDM and landside CDM, thus
taking into account the passenger perspective. In this perspective, Kim et
al. [83] proposed an airport gate scheduling model leading to improved effi-
ciency with a balance between aircraft, operator and passenger objectives.
Dray et al. [84] illustrated the importance of multimodality by considering
ground transportation as well during major disturbances of the air trans-
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portation system in order to offer better solutions to passengers.
Marzuoli et al. [85] later applied the concepts of multi-modal collabora-
tive decision making as a post-analysis of the Asiana crash at San Francisco
International airport in 2013 and concluded that not only considering ground
transportation for diverted passengers would have reduced the average pas-
senger delay by one hour, but with sufficient information sharing between
airlines and airports all the concerned flights could have been diverted to-
wards the three airports within the Bay Area rather than across the state or
to another state. Marzuoli et al. also conducted the first analysis of multi-
modal perturbation propagation [86], showing that the Asiana crash had
significant repercussions in flight traffic but also in the road and public tran-
sit systems surrounding the airport. Dray et al. [87] proposed a framework
for considering ground transportation to reduce airline costs and passenger
delays when airports suffer disturbances leading to cancelled flights over a
period of one to ten hours. Their study looked into the network of the top
fifty European airports and concluded that using ground transportation for
a small portion of stranded passengers could reduce the airline cost by 20%
and the mean passenger delay up to 70%.
Both NextGen and ACARE Flightpath 2050 intend to not only improve
the predictability and resilience of the Air Transportation System, but also
to reduce door-to-door travel time for passengers. Regarding door-to-door
travel times, ACARE FlightPath 2050 aims at having 90% of travelers within
Europe being able to complete their door-to-door journey within 4 hours [8].
Door-to-door travel time estimation with a multi-modal approach has
been previously studied but for travels contained within the same metropoli-
tan area. Peer et al. [88] studied door-to-door travel times and schedule
delays for daily commuters in a Dutch city, showing the importance of con-
sidering the correlation of travel times across different road links when esti-
mating the overall travel time. Salonen and Toivonen [89] investigated the
need of comparable models and measures for trips by car or public transport
within Helsinki, introducing a multi-modal approach when considering the
walking and waiting necessary to reach a station or a parking spot. Duran-
Hormazabal and Tirachini [90] focused on travel time variability for multi-
modal trips within Santiago, Chile, using both GPS data and surveyors to
estimate the time spent in the different considered modes (walking, car, bus
and metro). These studies emphasized the importance of considering all rel-
evant modes when estimating door-to-door travel times, but were limited in
scope by the area considered and the data available. Wandelt et al. [91] pro-
posed a method to extract the worldwide railroad network from open source
data, which can then be used to improve the estimation of door-to-door
multi-modal travel times for trips having a rail component.
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Grimme and Martens [92] proposed a model to analyze the feasibility of
the 4 hour goal within FlightPath 2050 based on airport to airport flight
times and a uniform model of access and egress to airports. Sun et al. [93]
implemented a door-to-door minimum travel time estimation based on open
source maps and datasets in order to study the possible competitiveness of
air taxis. Cook et al. [94] proposed an event-driven model of the door-to-door
travel based on sample data within the project Dataset20501.
2.3.2 Passengers as a signal
Larger scale studies with a focus on air transportation was later possible
thanks to the increasing use of mobile phone devices as datasources since
most individuals now carry a cell phone, and heavily use it through out
the day. Phone carriers collect Call Detail Records (CDR), indicating when
an individual makes a phone call, texts, or browses online, as well as their
approximate location when doing so. Please note that such records belong to
the carriers and are generally not publicly available. Only in a few instances
have partial data sets been anonymized and released for research applications.
As early as 2008, Work and Bayen demonstrated the use of smartphones
to monitoring highway traffic in the Bay Area [95]. Gonzalez et al. showed
how large scale studies of CDRs can help understand individual mobility
patterns [96]. Blondel et al. provided a thorough survey [97] of applications
of mobile phone data from mobility, to urban planning and help towards
development in Africa for instance [98, 99]. De Montjoye et al. [100] built
a Python toolbox to help researchers analyze, visualize and build robust
features from mobile phone data. Douglass et al. [101] provided high reso-
lution population estimates from mobile phone data. Alexander et al. [102]
showed that CDRs can be used to identify home and work locations reli-
ably and allow the extraction of additional frequent locations, activity travel
diary validated comparing them to household surveys. Picornell et al. [103]
leveraged CDRs to study the relationship between travel behavior and social
networks, highlighting the role of social networks in the presence of individ-
uals at locations other than home and work. Toole et al. [104] focused on
using CDRs for urban planning, and in particular travel-demand estimation
to provide validated origin-destination matrices on the ground and road us-
age patterns. More recently Bachir et al. [105] used CDRs along with four
other data-sources to study origin-destination flows for the Greater Paris
region.
In the field of analyzing air transportation, precursor work was made by
1www.dataset2050.eu
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Marzuoli et al. in [106] using mobile phone data in order to analyze the per-
formances of airports from the passengers’ perspective. This study validated
the use of this passenger-centric data to better assess the overall health of the
Air Transportation System. In Europe, within the BigData4ATM project2,
Garcia-Albertos et al. [107] presented a methodology for measuring the door-
to-door travel time using mobile phone data and applied it between two Span-
ish cities, Madrid and Barcelona. Burrieza et al. [108] later used this same
data to showcase a model enabling to better characterize passengers going
through Madrid Barajas airport than traditional surveys. Garcia-Albertos
et al. [109] also used this method and dataset to analyze some of ACARE
Flightpath 2050 goals and showed that full door-to-door trips going through
Madrid Barajas airport were far from the four hour ambition.
Though these studies give a full door-to-door view of trips making use of
air transportation, mobile phone data are proprietary data and are not often
publicly available. In order to operate in real-time, it is thus necessary to
also look into other sources of passenger data available on a national scale.
2.3.3 Non-traditional data sources for air transporta-
tion
Data gathered from passengers mobile phone in the aforementioned studies
can be considered as data gathered by reading signals passively emitted by
passengers during their travel, in the sense where the passenger is not actively
trying to communicate with the air transportation system via their mobile
phone. On the other hand, the ubiquity of mobile phones allows passengers
to actively share their experience via social media.
And indeed with more than 200 millions active mobile social media users
in Europe [110], social media is another popular source of data previously
used for studying large-scale behaviors, in particular Twitter. Twitter is a
popular social microblogging service, in which users post messages, called
tweets, containing no more than 280 characters (with an initial upper limit
of 140 characters until November 2017). With more than 64.2 millions active
users in the United States in April 2020 [111], Twitter is in effect an important
pool of user-created data.
Twitter has already been the main focus of many studies, including stud-
ies on its network topology by Java et al. [112], Krishnamurthy et al. [113]
and Huberman et al. [114], as well as studies on the different categories of
tweets using various text-mining and machine learning techniques. These
studies have to address the double difficulty of the important amount of
2www.bigdata4atm.eu
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posted tweets along with the small size of each tweet. Read [115] used the
explicit meaning of emoticons in order to efficiently extract tweets easy to
label for sentiment analysis, while Coletta et al. [116] combined classification
and clustering techniques to overcome the shortness of tweets for sentiment
analysis. Hashtags - user defined tags sometimes present in tweets - were
used to efficiently cluster tweets into six coarse-level topics (e.g. news, sports
and entertainment) by Rosa et al. [117] and into nine general domains (e.g.
music, sports and political) by Tsur et al. [118]. Lehmann et al. [119] studied
popularity peaks of hashtags, which indicates the occurrence of an event,
focusing on the social propagation differences between the four prototypical
class of temporal peaks - namely on the day of the event, on the days leading
to the event, before and after the event, and on the days after the event.
Regarding large-scale events, the use of Twitter during natural disasters
has been the focus of many post event studies. Kireyev et al. [120] analyzed
topics contained within tweets written following two earthquakes in 2008,
Vieweg et al. [121] and Palen et al. [122] studied how Twitter was being used
throughout foreseeable natural disasters (e.g. for pre-warning, warning and
evacuation), with the example of the Red River flood in 2009. Terpstra et
al. studied how a real time Twitter analysis could have provided valuable
information for the operational response of a natural disaster crisis manage-
ment with the case of the storm hitting a festival in Belgium [123].
Sakaki et al. [124] used the fact that some tweets are geolocalized to con-
sider Twitter users as sensors for a faster detection and information propa-
gation during earthquakes. The use of Twitter for real-time surveillance of
disease propagation has also been analyzed and implemented in some cases
with for example the case of the 2009 H1N1 pandemic by Chew and Eysen-
bach [125]) and the case of the 2012-2013 influenza epidemic by Bronitaski
et al. [126]. Houston et al. [127] conducted a thorough survey of the use of
social media during disasters and narrowed down fifteen categories of uses
for social media before, during and after a disaster. Takahashi et al. [128]
then analyzed these categories during a typhoon in the Philippines to better
understand which kind of users would participate to the different uses.
More recently, Priya et al. [129] proposed a framework to retrieve tweets
relevant to earthquakes in order to assess infrastructure damage following
the earthquake and applied it to earthquakes in Italy and Nepal. Srivastava
and Sankar [130] combined weather data and Twitter data to extract critical
data relevant to extreme weather perturbations in real-time with a focus on
hurricanes making landfall in the US.
Another popular use of Twitter as a user generated textual data is senti-
ment analysis and many studies have focused on improving sentiment anal-
ysis since Pang et al. [131] thanks to the increase of available online reviews.
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However, most works on Twitter sentiment analysis focus on analyzing and
improving the performance of classifiers such as Pak and Paroubek in [132]
or Da Silva et al. in [133] and lack an application of the classifiers output. A
thorough survey and classification of sentiment analysis methods was under-
taken by Pang and Lee in [134].
Passenger sentiment analysis on Twitter seems a promising approach to
the creation of a passenger-centric metric, and most works mining Twit-
ter data for the air transportation field actually focus on how airlines are
perceived by passengers by means of sentiment analysis [135] or sentiment
classification [136]. Misopoulos et al. [137] analyzed airline customer service
experiences both by manually labelling tweets related to airlines containing
one of three keywords ("good", "fail" and "lounge") into six categories (per-
sonal, positive, negative, promotion, question or news) and then by applying
sentiment analysis to the gathered tweets.
Very few works actually propose an application of the classifiers out-
put. Wang et al. [138] presented a framework to visualize real-time sentiment
during political events in the United States using a crowd-sourced labeling
method. Siau [139] used sentiment and topic analysis to extract from around
a thousand tweets the information needed to calculate a proxy of the Air-
line Quality Rating, a flight centric metric including a measure of customer
complaints introduced by Bowen et al. [140]. Samonte et al. [141] proposed a
sentiment analysis pipeline with some simple post analysis of the classifica-
tion results and applied it to local airlines in the Philippines.
A more recent work from Gitto and Mancuso [142] focused on a dif-
ferent category of actors of the air transportation system by analyzing the
brand perception of 118 airports worldwide. Khandpur et al. [143] took a
security approach and proposed a framework to determine real-time relative
airport threat levels by analyzing tweets containing expert-determined key-
words along with any news article referenced in these tweets. Gunarathne et
al. [144] looked into the interaction between passengers and airlines and shows
that airlines are more likely to respond to customers with greater popularity,
and have a tendency to respond more to complaints than to compliments.
Though these works give some insight on how passengers perceive the
state of specific actors within the air transportation system, they do so for
the benefit of the airlines and airports, not of the passengers.
2.4 Conclusion
The number of flights have been steadily increasing in the last ten years,
along with the number of carried passengers, and flight delays remain a major
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concern for the regulating agencies and for passengers. Flight delays and how
they propagate via aircraft, airports, passengers and crew have therefore been
thoroughly investigated in the literature, mostly thanks to the availability of
flight-centric data. Studies have however shown that flight delay is not a
good representation of passenger delay, and that the passenger experience
can be disproportionately impacted by flight delays and cancellations. The
need for passenger-centered metrics to complement the measures of the air
transportation system performance is being advocated by federal and supra-
national agencies, and the shift from a flight-centric view to a passenger-
centric view is still a work in progress.
Passenger experience at airports or with airlines has been traditionally
measured via thorough survey-based studies, yet with a usually small passen-
ger sample and over a limited time period. A broader approach is therefore
necessary, especially given the fact that the journey of a passenger is not
limited to the airport to airport segment. A recent promising approach is
to consider passengers as a signal throughout their journey, thanks to data
emitted by their smartphones. Though this approach does give a door-to-
door view of the passenger journey, restrictions on data property and data
privacy add limitations to the use of data for public research. The ubiq-
uity of smartphones has also enabled the increase use of social media in real
time, enabling researchers to study the effects of large-scale events on people,
especially via the social media Twitter. Twitter has started to be used to
study some aspects of the air transportation system, with the majority of
studies focusing on sentiment analysis applied to tweets related to airlines.
This thesis proposes to explore further how data generated by passengers can
be used to offer a new perspective of the air transportation system, with a
focus on data available in real-time. In Chapter 3, a method to transform the
Twitter stream into a reliable real-time estimator of the number of delayed
and cancelled flights in the United States is presented.
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This chapter presents a pipeline that transforms the activity of passengers
on the social media Twitter as a real-time estimator of the state of the US Air
Transportation system. A new feature extraction process is implemented on
this passenger-generated dataset that enables an accurate estimation of the
hourly number of abnormal flights in the United States. These estimation
models based on passenger-generated data have a higher performance than
time-series forecasting models trained on historic flight-centric data. Ana-
lyzing the importance of the features extracted from the Twitter stream in
the estimation process highlights the importance of taking a passenger per-
spective when analyzing the performance of the air transportation system.
Our first work [11] uses publicly available Twitter data created by pas-
sengers to accurately estimate and predict the hourly status of the US air
transportation system aggregated at a national level. This method was fur-
ther improved in [12] to reliably estimate the hourly delays at departure and
at arrival per airport. The derived model as well as the results and their
analysis are presented in Appendix B for an easier reference.
This chapter builds upon these previous works in order to present a novel
passenger-centric tool to estimate the state of the air transportation system
by estimating the hourly number of abnormal flights of eight major airlines at
each of the 34 major airports within the United States. The regressor models
used for this estimation are based on three different levels of content-related
features created from the flow of social media posts.
The rest of the chapter is structured as follows: Section 3.1 presents the es-
timation problem considered and the filtering process enabling the extraction
of features from the Twitter stream. Section 3.2 then compares the created
estimation models with prediction models based on the historic values of the
number of abnormal flights and analyzes their respective performances. Sec-
tion 3.3 discusses the data and method used and concludes with potential
future research directions.
3.1 Extracting features from the Twitter stream
for a real-time estimation of flight-centric
values
This section presents the filtering process implemented in order to create
features from the Twitter stream, which are then used to estimate in real-
time the hourly number of delays and cancellations across 34 US airports in
Section 3.2.
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3.1.1 The advantages of using social media
Estimation vs. prediction of BTS values
The Bureau of Transportation Statistics (BTS) [2] centralizes flight informa-
tion such as on-time departure for domestic flights, and publishes monthly
reports two to three months later. Therefore, any tool aimed at estimating
today’s National Air Space performance using BTS data only must do so
by using data that is at least two months old. A real-time estimator of the
number of abnormal flights per airport based on data available online and in
real-time, such as tweets, could be of use for all stakeholders of the air trans-
portation system, including passengers. Abnormal flights are here defined as
flights departing with a delay greater than 15 minutes, flights arriving with
a delay greater than 15 minutes and cancelled flights.
Figure 3.1 presents the different approaches considered in this study, i.e.
predicting BTS values based on historical BTS data (Figure 3.1(a)) versus
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(b) Estimation of BTS values using
passenger-generated Twitter data.
Figure 3.1: Prediction based on historical values vs. estimation based on
real-time data.
When predicting using historical BTS data, Facebook’s time-series fore-
casting tool Prophet [145] is used. The Prophet tool is based on an additive
model where non-linear trends are fit with yearly, weekly, and daily season-
ality [146]. It is described as robust to outliers and missing data with no
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parameter tuning necessary, therefore the default parameters of the Prophet
tool are used for this forecasting benchmark. As illustrated in Figure 3.1(a)
the Prophet tool uses all previous BTS data from January 2017 up to two
months before the data to be predicted.
The estimation process based on Twitter data is illustrated in Figure 3.1(b):
The models are trained once based on 2017 data and then used to estimate
the hourly BTS values from 2018 using only the tweets gathered from the
considered hour. For this study, a random forest regressor [147] implemented
in the scikit-learn python library [148] is used with the following hyper pa-
rameters: a maximum depth of 10, a maximum number of 30 estimators and
a minimum sample split of 2.
Overview of passenger Twitter activity
Following the initial work performed in [11] and [12], the goal of this study
is to use the social media activity of passengers, airlines and airports - in
particular their Twitter activity - in order to build an estimator of the flight-
centric health of the US air-transportation system at an airport level. In
this study, the flight-centric health of an airport is described by delay and
cancellation related information contained within the BTS data. This data
is publicly available usually with a two to three month delay and this study
limits itself with the BTS data from January 2017 to December 2019.
The period of Twitter activity considered in this study also spans from
January 2017 to December 2019. The Twitter stream is first filtered by
searching and extracting all the tweets related to one of the handles of 8 major
US airlines or to one of the handles of 34 major US airports. The full list of
handles can be found in Table 3.1. A tweet is related to a handle if it is written
by the owner of the handle, if it is a direct reply to the owner of the handle or
if it contains the handle within its text. All tweets written by these airlines
or airports Twitter accounts are categorized as "customer service tweets". All
the other tweets related to these airlines and airports Twitter handles that
were not written from the corresponding airline or airport Twitter account
are categorized as "passenger tweets".
Figure 3.2 shows the total number of tweets related to each airline and
airport over the year 2017 against the total number of flights flown by each
airline or from each airport. As can be seen in Figure 3.2(a), airlines tend
to be associated to more tweets than airports, with the three main airlines
gathering more than 800,000 tweets over the year 2017 each. The number
of tweets related to each airline is not necessarily correlated to the number
of flights flown per airline. Delta generated the most tweets over 2017 even
though Southwest Airlines carried out the most flights in 2017. Zooming
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Table 3.1: Twitter handles used for gathering tweets.
Category Twitter handles
Airlines @united, @Delta, @AmericanAir, @AlaskaAir,
@SouthwestAir, @SpiritAirlines, @JetBlue,
@FlyFrontier, @FrontierCare
Airports @JFKairport, @ATLairport, @flyLAXairport, @fly2ohare,
@DFWAirport, @DENAirport, @CLTAirport, @LASairport,
@PHXSkyHarbor, @iflyMIA, @iah, @EWRairport,
@MCOAirport, @MCO, @SeaTacAirport, @mspairport,




@flystl, @flySFO, @HobbyAirport, @flynashville,
@Fly_Nashville, @AUStinAirport, @KCIAirport
in from the airport perspective in Figure 3.2(b) indicates that most airports
generated less than 30,000 tweets in 2017, Orlando International Airport
(MCO), Los Angeles International airport (LAX) and Hartsfield-Jackson At-
lanta International airport (ATL) are outliers with around 40,000 tweets over
the year. ATL is also an exception from a flight volume perspective, since
it is the only airport with over 300,000 departing flights in 2017, the other
airports having all less than 200,000 departing flights over the year 2017.
Estimating the number of abnormal flights of each considered airport
requires to first extract this information from the BTS dataset for each air-
port. Three types of abnormal flights are considered here from a passenger’s
perspective: Flights departing with a delay greater than 15 minutes, flights
arriving with a delay greater than 15 minutes, and the cancelled flights. Once
all the flights departing or initially scheduled to depart from an airport and
all the flights arriving at the same airport are selected, the following values
are aggregated per hour:
• NumDepDelay15: Number of flights departing with a delay greater
than 15 minutes
• NumArrDelay15: Number of flights arriving with a delay greater than
15 minutes
• NumCancelled: Number of flights cancelled
These values are calculated at each airport considered in Table 3.1 and based
only on flights flown by the eight airlines of that same table.
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(a) Both airlines and airports
(b) Only airports
Figure 3.2: Number of tweets vs. the number of flights during the year 2017
for the airlines and airports under consideration.
3.1.2 Feature extraction from airline and airport re-
lated tweets
This section presents the feature extraction process that takes place on the
filtered Twitter dataset described in Section 3.1.1. For airlines and airports
with several Twitter handles, their Twitter handles are considered jointly. For
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example, tweets related to "@FlyFrontier" and "@FrontierCare" are merged
and considered as tweets related to Frontier Airlines. For simplicity they
were labelled as "@FlyFrontier" related tweets.
Volume features
Volume related features are extracted identically for all airlines and airports
whose Twitter handles are presented in Table 3.1. For all the volume related
features, a distinction between passenger tweets and customer service tweets
is made. The first volume related features considered are the hourly number
of passenger tweets and the hourly number of customer service tweets for
each airline and each airport.
In addition to the hourly volume of tweets, the hourly volume of tweets
containing a certain specific keyword is also extracted from the filtered Twit-
ter dataset. Six keywords are chosen for this study related to cancellations
and delays: ’delay’, ’wait’, ’hours’, ’cancel’, ’refund’ and ’voucher’. These
keywords were chosen since they relate closely to the aim of this study, i.e.
estimating the number of delayed and cancelled flights, even when taken out
of context. In order to consider all the relevant tweets without having to
exhaust all the possible forms of the chosen keywords (e.g. "delay" can be
written within the words "delayed", "delays", etc.), regular expression filters
are created for each keyword: Any tweet containing at least one word start-
ing with the considered keyword is kept and the number of resulting tweets
is then aggregated per hour. As for the hourly volume of tweets, the hourly
number of tweets containing a keyword is calculated separately for passenger
tweets and customer service tweets.
Sentiment features
The next group of features extracted from the gathered tweets are features
based on the sentiment analysis of these tweets. For these features, only
tweets written in English or in Spanish are considered. The language of each
tweet is initially taken as the one indicated by Twitter’s API. The tweets
labelled as "unknown" are then processed through a language recognition al-
gorithm and their language label are updated accordingly. Using the Natural
Language Toolkit NLTK [149] and based on the work of [150], the number of
common stop-words contained in a tweet is extracted for each available lan-
guage in NLTK and the language with the highest count is selected. Due to
the limited length of each tweet, a bias towards English has been introduced
as well in the count ordering, i.e. if English and another language have the
same count of common stop-words, English takes precedence.
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Twitter sentiment analysis usually consists in labelling whether a tweet
conveys a positive or a negative mood. For this labelling process to be the
more accurate possible, good training sets containing pre-labelled tweets have
to be created, with a similar quantity of tweets conveying a positive mood
and of tweets conveying a negative mood. For each language, the labelled
dataset created is based on the works of [115, 151]. 49,030 English tweets
and 1,998 Spanish tweets were extracted from the total dataset of tweets
written in 2017 by airline customer services and by passengers using emoji
filters. The emojis used are associated with a positive or negative sentiment,
indicated in Table 3.2, which enables to assign automatically a positive or
negative sentiment label to every tweet.
Table 3.2: Emoji sentiment association.
Category Emojis
Positive ":)", "=)", ":-)", ";)", ";-)", ":-D", ":D", "=D"
Negative ":(", ":-(", "=(", ":-@", ":’(", ":-|"
Each tweet goes through the following processing pipeline in order to
transform its text into a vector of tokens that will be fed to the sentiment
classifiers. A token can be either a single word, a generic keyword, a bigram
or a trigram. A bigram is a combination of two consecutive words commonly
used together within the full considered dataset, and a trigram is a combi-
nation of three consecutive words commonly used together. For example,
"record locator" is a bigram commonly used by American Airlines customer
service. Generic keywords are used to reduce the sparsity of the considered
vocabulary. For example, generic keywords replace mentions to the consid-
ered airlines and airports (e.g. "@united" becomes "AIRLINE") and men-
tions to other Twitter users ("@someone" becomes "MENTION"). Generic
keywords also substitute association of date related words, e.g. "January
12th 2018" is replaced by the keyword "DATE" and "2pm" by the keyword
"TIME". Additional generic keywords indicate if a picture is embedded in the
tweet or if the tweet contains a link to a website. Furthermore, since every
tweet in the training set contains an emoji, the generic keyword "EMOJI"
replaces each emoji found using a regular expression filter in order to remove
any potential bias on the sentiment learning process.
Words in a tweet can be loosely written, with for example repeated letters
indicating an emphasis on a specific word, such as "loooove" or "loooooooooove",
which has the potential of greatly increasing the sparsity of the considered
vocabulary. In order to limit this increase in sparsity, the number of duplicate
letters within a word is limited to two: both "loooove" and "loooooooooove"
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are simplified to "loove". Similarly to the work of Read [115], negative bi-
grams are created by merging some negation words - "no" for English and
Spanish, as well as "not" and "never" for English - with the word that fol-
lows it. A last step to reduce the size of the vocabulary without removing
any important token is to remove the tokens occurring in fewer than twenty
tweets or in more than 75% of the tweets within the training dataset.
Five classifiers for each language are trained on the datasets extracted
from the emojis of Table 3.2: a naive Bayesian classifier [152], an AdaBoost
classifier [153], a random forest classifier [147], a gradient boosting classifier
[154] and a logistic regressor [155] using the scikit-learn python library [148]
and tested on the labeled dataset provided for a Kaggle competition [156]
containing airline related tweets from February 1st 2015 for the classifiers
based on the English tweets.
Once the classifiers are trained, they yield a score of 1 if they consider
that a positive sentiment is conveyed within the tweet and a score of 0 if they
consider that a negative sentiment is conveyed within the tweet. This score
is based on a predicted probability for a tweet of conveying a positive sen-
timent that each classifier was trained to estimate and that is then rounded
to the closest integer (0 or 1). The five trained classifiers are transformed
into regressors by removing the rounding step and considering directly the
probability for a tweet of being classified as conveying a positive sentiment.
The output of the five obtained regressors is then averaged into one single
sentiment score. A sentiment score of 0 indicates that the tweet conveys a
negative sentiment and a sentiment score of 1 indicates that the tweet conveys
a positive sentiment. The sentiment scores for English and Spanish tweets
are finally aggregated per hour, per airport/airline and per user category,
similarly to the volume feature extraction presented in Section 3.1.2.
This tokenization process introduces two additional keywords that can be
added to the volume features presented in Section 3.1.2: counting the number
of tweets containing a picture and the number of tweets containing a website
link. Thus, eight keywords are actually considered for the extraction of
volume related features: ’delay’, ’wait’, ’cancel’, ’hours’, ’refund’, ’voucher’,
’PICTURE’, ’WEBSITE’.
Topic features
The last group of features extracted from the filtered Twitter database is
based on topic analysis using Latent Dirichlet Allocation [157] (LDA). In
LDA, each document of the considered corpus is modeled as a finite mixture
of topics. A topic is defined as a distribution over the words composing the
full corpus of documents. The topic distribution of each document and the
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word distribution of each topic can be determined using variational Bayes
approximations and was implemented in Python by Rehurek and Sojka [158]
within the Gensim library.
In order to consider only topics relevant to the goal at hand, i.e. esti-
mating the number of delays and the number of cancellations per airport, a
pipeline to calculate the topic distributions related to a specific keyword is
implemented. The keywords considered for these features are ’delay’, ’can-
cel’, ’refund’ and ’voucher’. The first step is to extract all tweets written
in 2017 containing the keyword. Then, the tweets written during the same
hour, e.g. from 1:00 pm to 2:00 pm, are merged into a single document,
since LDA does not work very well with short documents and tweets are lim-
ited to 280 characters. These documents are then transformed into vectors
of tokens, similarly as for the sentiment analysis presented in Section 3.1.2.
LDA is then used to extract the five main topics within this corpus of hourly
documents. The pipeline for creating the 20 topics related to the four chosen









































Figure 3.3: Creation process of the keyword-related topics.
A representation of the five topics related to the keyword "delay" extracted
from the 2017 database is presented in Table 3.3. The word distribution of
each topic is then applied on each individual tweet and then used to calcu-
late the topic distribution contained within each tweet. Figure 3.4 presents
an example of how a tweet goes through the pipeline that calculates its dis-
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tribution of delay related topics. The twenty topic distributions are then
individually averaged per hour and per airline/airport. The hourly standard
deviations of the twenty topic distributions are also extracted.
Table 3.3: Representation of the five topics related to the keyword "delay".
Topic Word distribution (top 10 words)
Topic 0.068 · "delay" + 0.038 · "sorry" + 0.033 · "get"
0 +0.031 · "SIGNATURE" + 0.029 · "way"
+0.028 · "flight" + 0.024 · "due" + 0.023 · "soon"
+0.023 · "delayed" + 0.023 · "delays"
Topic 0.072 · "AIRLINE" + 0.067 · "flight" + 0.055 · "delayed"
1 +0.035 · "delay" + 0.026 · "MENTION" + 0.018 · "hour"
+0.016 · "hours" + 0.014 · "plane"
+0.012 · "TIME" + 0.010 · "get"
Topic 0.083 · "AIRLINE" + 0.059 · "delayed" + 0.053 · "flight"
2 +0.024 · "delay" + 0.016 · "flights" + 0.015 · "time"
+0.013 · "hours" + 0.012 · "MENTION"
+0.009 · "hour" + 0.007 · "PICTURE"
Topic 0.140 · "delays" + 0.080 · "MENTION"
3 +0.027 · "WEBSITE" + 0.022 · "weather" + 0.020 · "flights"
+0.019 · "check" + 0.016 · "due" + 0.013 · "status"
+0.012 · "normal" + 0.010 · "PICTURE"
Topic 0.074 · "delay" + 0.056 · "sorry" + 0.052 · "SIGNATURE"
4 +0.031 · "flight" + 0.022 · "delayed" + 0.020 · "hear"
+0.019 · "know" + 0.018 · "us"
+0.017 · "apologize" + 0.016 · "delays"
Summary
Given the temporal nature of the data analyzed, the following features are
chosen to keep track of the date: month of the year, day of the month, day of
the week and hour in the day. A simplified diagram of the extraction process
is presented in Figure 3.5. The following 2,608 features are considered:
• Hourly volume of passenger tweets for each airport/airline (8 airlines
and 34 airports giving 42 features)
• Hourly volume of customer service tweets for each airport/airline (42
features)
• Hourly volume of passenger keyword-related tweets for each airport/air-
line (42x8 features)
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I have to thanks @AlaskaAir for giving us this box of food
for the 45 minutes mechanical delay.
Doesn’t matter what it is! #impressed pic.twitter.com/1NDgPhl4J9
’have’, ’to’, ’thanks’, ’AIRLINE’, ’for’, ’giving’, ’us’, ’this’, ’box’, ’of’, ’food’,
’for’, ’the’, ’minutes’, ’mechanical’, ’delay’,













Figure 3.4: Example tweet going through the pipeline that calculates its
distribution of delay related topics.
• Hourly volume of customer service keyword-related tweets for each air-
port/airline (42x8 features)
• Hourly average of passenger tweet sentiment for each airport/airline
(42 features)
• Hourly average of customer service tweet sentiment for each airport/air-
line (42 features)
• Hourly standard deviation of passenger tweet sentiment for each air-
port/airline (42 features)
• Hourly standard deviation of airline/airport tweet sentiment for each
airport/airline (42 features)
• Hourly average of topic distributions for each keyword for each air-
port/airline (42x20 features)
• Hourly standard deviation of topic distributions for each keyword for
each airport/airline (42x20 features)
• Month of the year, Day of the month, Day of the week and Hour in the
day (4 features)
3.2 Results
This section presents the output of both models (estimation based on pas-
senger data and prediction based on BTS historic data) for four airports
on several periods from 2018 to 2019. A performance comparison of these
32
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Figure 3.5: Diagram of the full feature extraction process.
two models for the 34 major US airports considered and based on the mean
absolute errors described in AppendixC.1. The four chosen airports are
Hartsfield–Jackson Atlanta International Airport (ATL), Boston Logan In-
ternational Airport (BOS), Newark Liberty International Airport (EWR)
and John F. Kennedy International Airport (JFK). ATL is the airport with
the highest variability in the hourly number of delayed flights and the hourly
number of cancelled flights and will illustrate the difficulty of the real-time
estimation of the number of delayed flights and of the number of cancelled
flights. BOS, EWR and JFK have also a high variability in the hourly num-
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ber of delayed flights and the hourly number of cancelled flights, and they
were the airports the most affected by the January 2018 bomb cyclone, which
is the focus of this section.
From January 2nd 2018 to January 6th 2018, a massive blizzard nicknamed
"historic bomb cyclone" disrupted the Eastern Coast of the United States
with a peak of violence on January 4th 2018 as it exploded in the area of
the Mid-Atlantic states. The airports JFK and LaGuardia (LGA) in New
York were closed for safety measures due to the weather conditions [159].
More than 70% of EWR flights and 20% of JFK flights were announced to
be cancelled on January 4th 2018 [160]. Since this blizzard is an exceptional
event, its effects on the air transportation system are not expected to be
captured by the prediction model based only on historical BTS values. The
prediction model serves as a baseline to highlight the difficulty of predicting
or estimating the number of abnormal flights per hour and per airport.
3.2.1 Estimation of the number of flights with a delay
greater than 15 minutes following the January
2018 bomb cyclone
At departure
Figure 3.6 shows the actual number of flights departing with a delay greater
than 15 minutes, the predicted number of flights departing with a delay
greater than 15 minutes based on historic BTS values and the estimation of
the number of flights departing with a delay greater than 15 minutes based
on the Twitter data at ATL, BOS, EWR and JFK for each hour over the ten
days following the January 2018 bomb cyclone: January 5th-14th 2018. In
these figures, the output of both models was rounded to the closest integer.
The high increase in the number of flights departing with a delay greater
than 15 minutes from BOS (Figure 3.6(b)) and JFK (Figure 3.6(d)) following
the bomb cyclone landfall between January 5th 2018 and January 9th 2018
followed by two "normal" days is best captured by the real-time estimation
based on passenger-generated data than by the prediction based on historic
BTS values. The difference between estimation and prediction is less visible
at EWR (Figure 3.6(c)), though still with an advantage for the estimation
based on passenger-generated data. The estimation of the number of flights
departing with a delay greater than 15 minutes from ATL (Figure 3.6(a))
follows better the actual variations of the number of flights departing with a
delay greater than 15 minutes than the prediction based on the historic BTS
values. The important increases in the number of delayed flights of January
8th and 12th 2018 are not fully captured by the estimation model, though it
34
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still outperforms the prediction model on these two days.
By construction, the Prophet tool captures the daily, weekly and seasonal
variations present in the training dataset (i.e. the year 2017), which explains
why it predicts for each day a similar daily variation with the same number
of peaks during the day yet with amplitudes varying depending on the month
and the day of the week. Since it also extrapolates the underlying trends,
it predicts negative values, usually at night when there are no flights, which
underlines some limitations of the Prophet tool in this case.
From the random forest regressor used in the estimation model, the im-
portance of each features in order to obtain a good prediction is calculated
using the Mean Decrease Impurity measure defined by Breiman in [161]. The
obtained feature importance scores are then normalized to make their sum
equal to one. The 2,608 features created can be categorized into twenty-five
types of features in order to obtain a better understanding of their associated
feature importance:
• Date related features
• Features related to the raw number of passenger tweets (num_pax)
• Features related to the raw number of customer service tweets (num_cie)
• Features related to the number of passenger tweets containing a key-
word (8 keyword_pax)
• Features related to the number of customer service tweets containing a
keyword (8 keyword_cie)
• Features related to the sentiment expressed in passenger tweets (sent_pax)
• Features related to the sentiment expressed in customer service tweets
(sent_cie)
• Features related to the topics of a keyword (4 keyword_topics)
Table 3.4 presents the top ten types of features and their aggregated im-
portance for the estimation of the number of flights departing with a delay
greater than 15 minutes at ATL, BOS, EWR and JFK.
The low importance of date related features for ATL (3.1% at the 7th
position) indicates that the number of flights departing ATL with a delay
greater than 15 minutes does not have important daily, weekly or monthly
trends, which is also indicated by the bad performance of the prediction
based on historic BTS values at ATL presented in AppendixC.1. On the
opposite, the high importance of date related features for EWR (54.49%
in 1st position) indicates that the number of flights departing EWR with
a delay greater than 15 minutes have important daily, weekly or monthly
trends, which explains why the estimation model and the prediction model
have a similar behavior in Figure 3.6(c) in their estimation and prediction in
the afternoon of the number of flights departing EWR with a delay greater
36
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than 15 minutes. For the four airports, the importance of delay related
features vindicates the choice of keywords within the feature creation process
presented in Section 3.1.
At arrival
Figure 3.7 shows the actual number of flights arriving with a delay greater
than 15 minutes, the predicted number of flights arriving with a delay greater
than 15 minutes based on historic BTS values and the estimation of the
number of flights arriving with a delay greater than 15 minutes based on the
Twitter data at ATL, BOS, EWR and JFK for each hour over the ten days
following the January 2018 bomb cyclone: January 5th-14th 2018. In these
figures, the output of both models was rounded to the closest integer.
Similar conclusions as in Section 3.2.1 can be drawn from these figures.
The high increase in the number of flights arriving with a delay greater
than 15 minutes at BOS (Figure 3.7(b)) and JFK (Figure 3.7(d)) following
the bomb cyclone landfall between January 5th 2018 and January 9th 2018
followed by three "normal" days is best captured by the real-time estimation
based on passenger-generated data than by the prediction based on historic
BTS values. The estimation of the number of flights arriving with a delay
greater than 15 minutes at ATL (Figure 3.6(a)) captures better the important
increases in the number of delayed flights of January 8th and 12th 2018 than
the prediction model based on the historic BTS values, though the increases
are not totally captured in volume.
As for the estimation of the number of flights departing with a delay
greater than 15 minutes, the importance of each feature for the estimation of
the number of flights arriving with a delay greater than 15 minutes is calcu-
lated and then aggregated using the same feature groups as in Section 3.2.1.
Table 3.5 (page 37) presents the top ten types of features and their aggre-
gated importance for the estimation of the number of flights arriving with a
delay greater than 15 minutes at ATL, BOS, EWR and JFK.
Similarly to the estimation of the number of flights departing with a
delay greater than 15 minutes, the importance of date related features for
estimating the number of flights arriving with a delay greater than 15 minutes
is low for flights arriving at ATL (5.92%) and high for flights arriving at
EWR (47.87%). This indicates that there are no important daily, weekly
or monthly trends for both the number of delayed departing flight and the
number of delayed arriving flights at ATL but that these trends are important
for both the number of delayed departing flight and the number of delayed
arriving flights at EWR. The features counting the number of passenger
tweets containing the keyword delays are predominant for ATL, JFK and
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BOS and comes second for EWR, emphasizing the importance of this single
keyword for the estimation of the number of delayed flights.
3.2.2 Estimation of the number of cancelled flights
January 2018
Figure 3.8 shows the actual number of cancelled flights, the predicted number
of cancelled flights based on historic BTS values and the estimation of the
number of cancelled flights based on the Twitter data at ATL, BOS, EWR
and JFK for each hour over the full month of January 2018. In these figures,
the output of both models was rounded to the closest integer.
A first clear takeaway from these four plots is that predicting the number
of cancelled flights based only on BTS historic values is totally ineffective for
the month of January 2018 for these four airports. Figure 3.8(a) shows that
this method predicts constantly a negative number of cancelled flights at ATL
except for a couple of hours every day in the early mornings when it predicts
that there are zero cancelled flights. This indicates that the prediction model
captured a slowly decreasing trend for cancelled flights at ATL in the historic
BTS data over first ten months of the year 2017, which leads the model to
predict a negative number of cancelled flights in 2018 even though there were
no negative values in the training set. At BOS (Figure 3.8(b)) and at EWR
(Figure 3.8(c)), the predicted number of cancelled flights oscillates between -1
flight cancelled and 0 flight cancelled per hour. And at JFK (Figure 3.8(d)),
the prediction model predicts that there are absolutely no cancelled flights
over the whole month of January 2018.
On the other hand, the estimation model based on passenger-generated
data captures better the periods where cancellations occurs, though not al-
ways the exact volume cancellations. For example, the increase in the number
of cancelled flights due to the bomb cyclone in early January 2018 is clearly
captured in the estimated number of cancelled flights at the four airports
under consideration. The other periods in January with an increase in the
number of cancelled flights is also well captured by the estimation model for
BOS (Figure 3.8(b)) and the estimation model for JFK (Figure 3.8(d)). At
ATL (Figure 3.8(a)), the period of high cancellations from January 16th 2018
to January 18th 2018 is present in the estimation of the number of cancelled
flights but with some important underestimations on January 16th 2018 and
January 18th 2018. On the opposite, the estimated number of cancellations
of January 22nd 2018 is highly overestimating the actual number of cancella-
tions.
As for the estimation of the number of flights departing or arriving with
40
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a delay greater than 15 minutes, the importance of each feature for the esti-
mation of the number of cancelled flights is calculated and then aggregated
using the same feature groups as in Section 3.2.1. Table 3.6 presents the top
ten types of features and their aggregated importance for the estimation of
the number of cancelled flights at ATL, BOS, EWR and JFK.
As a confirmation of the difficulty of estimating or predicting the number
of cancelled flights based on historical data alone, there are no date related
features in the top ten feature types. Date related features actually account
for between 0.10% and 0.21% of the feature importance for estimating the
number of cancelled flights at these four airports. The features accounting
for the hourly number of passenger tweets containing the keyword "cancel"
are the most important by far for estimating the number of cancelled flights
at these airports. The features accounting for the number of passenger tweets
containing the keyword "cancel" and the features related to the cancellation
topics are also the most important features for estimating the number of
cancelled flights at 24 airports out of 34. The features related to the topics
related to the chosen keywords have a greater importance for the estimation
of the number of cancelled flights than for the estimation of the number of
delayed flights (Section 3.2.1) for JFK, BOS and EWR.
July 2019
In order to see how the estimation model based on passenger-generated data
fares through time, another month where many flights were cancelled over
several short periods is considered here, the month of July 2019. The esti-
mation models are the same as in Section 3.2.2, i.e. they were only trained
once on data from 2017, while the prediction models have access to the BTS
history of cancellations from January 1st 2017 to April 30th 2019.
Figure 3.9 shows the actual number of cancelled flights, the predicted
number of cancelled flights based on historic BTS values and the estimation
of the number of cancelled flights based on the Twitter data at ATL, BOS,
EWR and JFK for each hour over the full month of July 2019. In these
figures, the output of both models was rounded to the closest integer.
Though the prediction models have access to more than two years of
cancellation data, they are still unable to capture the actual evolution of
the number of cancellations for the month of July 2019. The prediction
model for ATL (Figure 3.9(a)) still predicts a negative number of cancelled
flights except for one hour per day in the early morning where it predicts
zero cancelled flights. The prediction models for BOS (Figure 3.9(b)), EWR
(Figure 3.9(c)) and (Figure 3.9(d)) predicts either 0 or 1 cancelled flight.
The estimation model based on passenger-generated data for ATL (Fig-
42
CHAPTER 3. PASSENGERS ON SOCIAL MEDIA: A REAL-TIME













































































































































































































































































































































































































































































































CHAPTER 3. PASSENGERS ON SOCIAL MEDIA: A REAL-TIME












































































































































































CHAPTER 3. PASSENGERS ON SOCIAL MEDIA: A REAL-TIME
ESTIMATOR OF DELAYS AND CANCELLATIONS IN THE US AIR
TRANSPORTATION SYSTEM 45
ure 3.9(a)) captures correctly the different cancellation periods of July 2019
both in range and in volume. The estimation models for BOS (Figure 3.9(b))
and JFK (Figure 3.9(d)) capture correctly the range of the cancellation pe-
riods and the volume to a lesser extent. The estimation model for EWR
(Figure 3.9(c)) is not as effective as the models of the other three airports,
but still outperforms the associated prediction model.
3.3 Discussion & Conclusion
3.3.1 Conclusion
The proposed feature extraction process transforms the Twitter stream into
a real-time estimator of the hourly number of abnormal flights of the US
air transportation system. The abnormal flights considered here are flights
departing with a delay greater than 15 minutes, flights arriving with a delay
greater than 15 minutes and cancelled flights. The estimation models built
on the features extracted from the Twitter stream estimate better the actual
number of abnormal flights than the prediction models based on the historic
BTS data available.
This new estimation model based on passenger-generated data is the re-
sult of a continuous improvement of the previous estimation models proposed
in [12], since both approaches exploit raw volume information as well as dif-
ferent levels of content information within the Twitter stream. Separating
passenger tweets from company tweets and focusing on specific topics lead
however to more human-understandable features that help better understand
the major differences between predictions based on historic BTS values and
estimation based on passenger generated data. Though the feature extraction
process presented in Section 3.1 also considers tweets written by the customer
services of airlines and airports, Tables 3.4-3.6 indicate that features related
to passenger tweets are more important than features related to customer
service tweets for the estimation of the hourly number of abnormal flights,
emphasizing the importance of considering passenger-generated data.
Future studies should look into the impact of incorporating available
flight-centric information to the estimation model (e.g. the number of sched-
uled flights) on estimation performances as well as the importance given to
these flight-centric features compared to the presented passenger-centric fea-
tures. Retraining the estimation models on each new monthly BTS report
should be investigated. Analyzing the evolution of the feature importance
scores in such a scenario could lead to a monthly analysis of the passenger
perception of the system. These analysis could complement the flight-centric
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reports by adding some passenger-related context. Furthermore, estimating
3.3.2 Cancellations following the COVID-19 public health
crisis
In the specific case of the COVID-19 pandemic, further discussed in Chap-
ter 4, the model presented can be used to notice an important situation
change affecting passengers of the air transportation system. Though no
(a) At ATL (b) At BOS
(c) At EWR (d) At JFK
Figure 3.10: Estimation of the number of cancelled flights from ATL, BOS,
EWR and JFK using the features extracted from Twitter and aggregated
per day over the period February 1st, 2020 to March 31st, 2020. The ac-
tual number of cancelled flights is indicated in green when available on May
10th 2020.
BTS data was available for March 2020 until mid May 2020 for the period
of Spring 2020 (February and March 2020), the data generated by the pas-
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sengers on Twitter gives a vivid picture of the situation as they experience
it.
Figure 3.10 shows the estimation of the number of cancelled flights using
the models based on data generated by passengers aggregated by day and the
available corresponding BTS values on May 10th 2020 from February 1st 2020
to March 31st 2020 for ATL, BOS, EWR and JFK. For all four airports,
there is an important increase in the estimated number of cancelled flights
at the beginning of March 2020. The increase is most important for the
estimated daily number of cancelled flights at ATL (Figure 3.10(a)) with a
spike on March 12th-13th 2020. Using these estimations in March 2020 could
(a) At ATL (b) At BOS
(c) At EWR (d) At JFK
Figure 3.11: Estimation of the number of cancelled flights from ATL, BOS,
EWR and JFK using the features extracted from Twitter and aggregated
per day over the period February 1st, 2020 to March 31st, 2020. The ac-
tual number of cancelled flights is indicated in green when available on May
28th 2020.
have helped airports and passengers better understand which regions were
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the most affected by cancellations following the start of the COVID-19 public
health crisis.
Waiting for the release of the actual BTS values in order to assess this
situation does give an accurate picture of the scale of the cancellations re-
sulting from the COVID-19 public health crisis, but it was necessary to wait
until the second half of May 2020 in order to obtain the processed figures.
Figure 3.11 shows the estimation of the number of cancelled flights using the
models based on data generated by passengers aggregated by day and the
available corresponding BTS values on May 28th 2020 from February 1st 2020
to March 31st 2020 for ATL, BOS, EWR and JFK.
The BTS data tells us that the actual increase in cancellations started
later than the estimated increase in cancellations at these four airports. This
is probably due to the fact that both airlines and passengers realized in ad-
vance that flights were to be cancelled, prompting some reaction on Twitter.
This reaction, and the interaction between airlines and their passengers, is
the focus of Chapter 4, which proposes new metrics to measure in real-time
the impact of long-term perturbations on passengers and applies them to the





assess the impact of COVID-19
on the air transportation
system
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The COVID-19 pandemic has had a significant impact on the air trans-
portation system worldwide. This chapter aims at analyzing the effect of
the travel restriction measures implemented during the COVID-19 pandemic
from a passenger perspective on the US air transportation system. Four
metrics based on data generated by passengers and airlines on social media
are proposed to measure how the travel restriction measures impacted the
relation between passengers and airlines in close to real-time. Three metrics
based on data generated by passengers and visitors at airports are proposed
to measure how the public health crisis has impacted the wait times at air-
ports from a passenger perspective. The first reports presenting these metrics
came ahead of official data related to the same sequence of events, thereby
showing the value of passenger-borne data in an industry where corporate
priorities, institutional prudence, and passenger satisfaction come close to-
gether.
4.1 Motivation
4.1.1 The COVID-19 pandemic and the resulting travel
restrictions from a US perspective
In response to the pandemic situation resulting from the outbreak of the
corona disease 2019 (COVID-19) caused by the severe acute respiratory syn-
drome coronavirus 2 (SARS-CoV-2), travel restrictions measures were im-
plemented by various countries, impacting both domestic travel and interna-
tional travel [162].
Italy was the first country to enforce a national lockdown [163] on March
9th 2020, after introducing on February 21st 2020 an initial measure confining
only the northern region of Lodi. Two days after Italy’s lockdown announce-
ment, on March 11th 2020, the United States banned non-US travelers who
had been to China, Iran and 26 member states of the European Union (EU)
to enter the US, and later extended the ban to non-US travelers who had
visited the United Kingdom and Ireland on March 16th 2020 [162]. The EU
officially closed the external borders of 26 of its member states to nearly all
non-EU residents on March 17th 2020 [162]. On March 19th 2020, the US
Department of State issued a Level 4 Global Health Travel Advisory, which
cautions all US citizens against international travel, still in place as of May
6th 2020 [164].
This dramatic sequence of events forms the thread against which the air
transportation system has had to progressively put itself to a semi-comatose
state to address fast-growing public health and economic concerns. For these
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reasons, the following dates are indicated with dotted lines in every graph
throughout this chapter in order to better visualize the timeline of each figure.
1. The Lodi region lockdown in Italy: February 21st, 2020
2. Italy’s lockdown: March 9th, 2020
3. US ban of non-US travelers from the EU, China and Iran: March 11th,
2020
4. EU external border closure: March 17th, 2020
5. US Level 4 Global Health Travel Advisory: March 19th, 2020
Figure 4.1 presents the number of passengers arriving at US immigration
across all airports of entry using the "Airport Wait Times" data from the
Customs and Border Protection (CBP) website [165]. This plot illustrates
clearly the effect of these travel restriction measures on the international traf-
fic coming to the US. For a more detailed presentation of the available CBP
Figure 4.1: Evolution of the daily number of passengers arriving at all US
airports of entry from CBP data.
dataset, the authors recommend reading [16] (reproduced in AppendixD.2),
which also presents an analysis of the wait times at US airport immigration
services from January 2013 to January 2019.
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4.1.2 The limitations of traditional approaches to as-
sess the impact of COVID-19 on the air trans-
portation system
The travel restrictions, and the other measures taken by a majority of coun-
tries worldwide, are having an unprecedented impact on the air transporta-
tion system. Until official flight data are released in the United States re-
garding international and domestic air transportation, there are no means of
measuring this impact on the US air transportation system, except by relying
on non-traditional data sources.
Traditionally, the metrics used to measure the state of the US air trans-
portation system are focused on flight performances, such as the amount
of delay per flight, the number of delayed flights, the number of cancelled
flights and the number of carried passengers. The data considered for these
metrics are gathered by the US Department of Transportation Bureau of
Transportation Statistics (BTS) [2]. The data are first processed by airlines
and airports and then provided to the BTS, which then publishes the data
as a monthly report. The BTS reports pertaining to on-time flight data are
usually published with a latency of two months. This latency is not well
adapted for monitoring and analyzing the effects of situations such as the
COVID-19 pandemic on the US air transportation system.
This chapter proposes an alternative approach to analyzing the air trans-
portation system by focusing on airline performances with respect to their
passengers using data generated by airlines and by passengers. The impor-
tance for airlines of improving the waiting environment at airports in order
to improve passenger satisfaction is already highlighted in [45] and is gen-
eralized for riders at transit stations in [166]. In the specific case of US air
transportation, Twitter is an important medium for direct communication
between passengers and airlines. For example, over the month of January
2020, more than 300 tweets were written on average every day by the cus-
tomer services of four major US carriers (Southwest Airlines, Delta Airlines,
American Airlines and United Airlines) and more than 800 tweets were writ-
ten on average every day by their customers.
This chapter proposes several passenger-centric metrics constructed from
passenger-generated data in order to offer a passenger-centric perspective of
the air transportation system, with a focus on the relation between airlines
and passengers and on the waiting experience of passengers and visitors at
airports.
The rest of this chapter is structured as follows: Section 4.2 describes the
first two metrics based on a Twitter sentiment analysis and how they can
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be used in light of the COVID-19 situation. Section 4.3 then describes two
additional metrics based on selected keywords and how they can be used
to assess the performance of airline communication during the COVID-19
pandemic. Section 4.4 focuses on the evolution of wait times at US airports
for passengers and visitors and proposes three additional metrics. Section 4.5
concludes this chapter and discusses future research directions.
4.2 Impact of the COVID-19 on airline and
passenger mood
Eight airlines, and their associated Twitter handles, are considered in the
analysis below: American Airlines (@AmericanAir), Delta Air Lines (@Delta),
United Airlines (@united), Alaska Airlines (@AlaskaAir), Southwest Airlines
(@SouthwestAir), JetBlue Airways (@JetBlue), Spirit Airlines (@SpiritAir-
lines) and Frontier Airlines (@FlyFrontier and @FrontierCare). The first four
are legacy airlines, and the last four are low-cost carriers. All tweets written
from these airlines Twitter accounts were scraped from January 1st 2020 to
May 3rd 2020 and are categorized as "customer service tweets". All tweets
written over that same period and mentioning at least one of the airline
handles that was not written from the corresponding airline Twitter account
were also scraped and categorized as "passenger tweets".
4.2.1 Daily mood evolution
The sentiment extraction process presented in Section 3.1.2 is used to extract
the sentiment expressed within each tweet. This expressed sentiment is then
averaged on a daily level in order to compare the effect of the travel restriction
measures on the expressed passenger mood with their effects on the expressed
airline mood. Legacy airlines are usually considered as offering a higher
quality service to customers than low-cost carriers, with an average of close
to 296 tweets written a day by the customer service of the four considered US
legacy airlines versus an average of 112 tweets written a day by the customer
service a day for the four considered low-cost carriers. The evolution of the
mood expressed by passengers and airline customer services is presented in
the following subsections, first for the legacy airlines and then for the low-cost
carriers.
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Case of legacy airlines
Figure 4.2 shows the evolution of the mood expressed by the four legacy
airlines considered and by their passengers from January 1st 2020 to May 3rd
2020.
(a) From passengers of major airlines
(b) From customer service
Figure 4.2: Daily average mood expressed in tweets containing airline Twitter
handles for four legacy airlines between January 1st 2020 and May 3rd 2020.
The expressed mood score can vary between 0, indicating a negative mood,
and 1, indicating a positive mood.
From Figure 4.2(a), a drop in the mood expressed by passengers can be
observed starting right after the Lodi lockdown with a steep decrease right
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after the US travel ban for the three major airlines (Delta Air Lines, United
Airlines and American Airlines). The sentiment extracted from the tweets
from Delta’s passengers has the steepest descent but also the sharpest recov-
ery. The case of Alaska Airlines exhibits special characteristics: a #Alaska-
HappyHour campaign, giving Twitter users the opportunity of winning a free
flight to Alaska, was taking place early March 2020. This campaign could ex-
plain why the expressed mood in passenger tweets increased between March
1st 2020 and March 5th 2020 and could have compensated a potential decrease
in the passenger expressed mood linked to the travel ban announcement.
Regarding the mood expressed in tweets written by the airline customer
services, shown in Figure 4.2(b), it only decreases for Delta Air Lines and
United Airlines starting at the announcement of Italy’s lockdown. An oppo-
site reaction is seen with the mood expressed by American Airlines customer
service, which increases over that same period. Comparing Figure 4.2(a) and
Figure 4.2(b) shows that Delta Air Lines and Alaska Airlines have the highest
expressed mood on average within their passenger tweets over the considered
period, but the lowest expressed mood within their customer service tweets
of the four legacy airlines. An explanation of the better mood expressed by
their passengers could be that these airlines expressed a mood closer to their
passengers’ actual mood. A gap between the mood extracted from passenger
tweets and the mood extracted from airline customer service tweets is visible
from one figure to another, with airline customer service tweets expressing a
mood about 0.2 points higher than passenger tweets.
Case of low-cost carriers
Similar conclusions can be drawn when analyzing the mood associated to
tweets from passengers and customer services of low-cost carriers. Figure 4.3
shows the evolution of the expressed mood from January 1st 2020 and May
3rd 2020 in the passenger and customer service tweets of the four low-cost
carriers considered.
Figure 4.3(a) indicates that the mood expressed by passengers of Spirit
Airlines and Frontier Airlines is significantly lower on average than the mood
expressed by passengers of JetBlue Airways and Southwest Airlines over the
months of February and March 2020. There is a spike in the mood extracted
from tweets written by JetBlue passengers around March 26th 2020. This date
is the day when the governor of New York thanked JetBlue for offering free
flights to health care workers in order to help the state handle the spread of
COVID-191. It also corresponds to the period when an update of their mobile
1https://twitter.com/NYGovCuomo/status/1242941085535608835
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(a) From passengers
(b) From customer service
Figure 4.3: Daily average mood expressed in tweets containing airline Twitter
handles for four low-cost airlines between January 1st 2020 and May 3rd 2020.
The expressed mood score can vary between 0, indicating a negative mood,
and 1, indicating a positive mood.
application contained the message "Now, go wash your hands", prompting an
amused reaction of their passengers. The drop in the mood expressed in the
tweets written by legacy airline passengers after Italy’s lockdown is less visible
in the tweets written by passengers of low-cost carriers, with the exception
of the mood expressed by passengers of Southwest Airlines.
Looking at the mood expressed by low-cost carrier customer services pre-
sented in Figure 4.3(b), the mood expressed by the customer service of Fron-
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tier Airlines displays a highly varying behavior, oscillating between 0.23 and
0.83 with discontinuities since on certain days no tweets were written by their
customer service. For the other three low-cost carriers, the gap between the
mood extracted from the tweets written by Southwest Airlines customer ser-
vice and the mood extracted from the tweets written by the customer services
of the other two carriers reduces significantly the day after Italy’s lockdown.
Similarly as for legacy airlines, a gap of about 0.2 points is visible between the
mood expressed within passenger tweets and airline customer service tweets
by comparing Figure 4.3(a) and Figure 4.3(b).
4.2.2 Passenger-centric metrics
Based on the observations presented in Section 4.2.1, two passenger-centric
metrics are proposed to measure the relation between airline customer ser-
vices and their passengers. The first proposed metric aims at measuring the
evolution of the airline mood relative to the mood of their passengers. Di-
verging mood evolutions are given a low score: if the average mood expressed
by passengers is decreasing, the average mood expressed in the tweets written
by the airline customer service should not be increasing.
Proposed passenger-centric metric 1 The airline empathy score is de-
fined as the Pearson correlation between the evolution of the average mood
expressed by passengers in their tweets and the evolution of the average mood
expressed by the airline customer service in their tweets.
The empathy score Ξ is calculated using the following formula:
Ξ =
∑





where the set {pi}i (resp. {ci}i) is the ordered set of the daily expressed
mood in passenger tweets (resp. in airline customer service tweets), and p̄
(resp. c̄) is the average daily expressed mood over the considered period in
passenger tweets (resp. in airline customer service tweets).
The empathy score Ξ goes from -1 to 1, with a score of 1 meaning that
the airline customer service expressed mood is in agreement with the mood
expressed by their passengers. On the opposite, a score of -1 indicates that
the mood expressed by the airline customer service is in complete opposition
of phase with the mood expressed by their passengers. Such a score would
indicate that the mood expressed by the airline customer service increases
when the mood expressed in passenger tweets decreases, and vice-versa. A
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Table 4.1: Airline ranking based on the proposed empathy score Ξ and
the sentiment gap ∆ applied to the period of March 1st 2020 to March
31st 2020.
Rank Airline Ξ Rank Airline ∆
1 Alaska Airlines 0.476 1 Frontier Airlines 0.104
2 Southwest Airlines 0.456 2 Alaska Airlines 0.179
3 Frontier Airlines 0.374 3 Delta Air Lines 0.228
4 Spirit Airlines 0.146 4 JetBlue Airways 0.228
5 United Airlines 0.129 5 Spirit Airlines 0.237
6 JetBlue Airways 0.066 6 Southwest Airlines 0.244
7 Delta Air Lines 0.029 7 United Airlines 0.246
8 American Airlines -0.393 8 American Airlines 0.260
score of 0 indicates that the mood expressed by the airline customer service
and the mood expressed by their passengers are uncorrelated.
The second proposed metric aims at measuring the gap observed between
the mood expressed by passengers in their tweets and the mood expressed in
the tweets written by airline customer services.
Proposed passenger-centric metric 2 The airline sentiment gap is the
average difference between the mood expressed by passengers and the mood
expressed by airlines.





(pi − ci) (4.2)
where N is the number of days considered and the set {pi}i (resp. {ci}i) is
the ordered set of the daily expressed mood in passenger tweets (resp. in
airline customer service tweets), as for the airline empathy score Ξ presented
in equation (4.1).
The airline sentiment gap ∆ goes from -1 to 1 with a gap of 0 indicating
that airline customer services and passengers express the same average mood
in their tweets. A gap of 1 indicates a mood expressed by an airline customer
service equal to 1 (i.e. the highest possible mood) and a mood expressed by
the airline passengers equal to 0 (i.e. the lowest possible mood) on every day
of the considered period. A gap of -1 indicates the opposite scenario.
Table 4.1 shows the ranks and scores of the seven airlines associated with
each of the two passenger-centric metrics proposed in this section. Both the
empathy score Ξ and the sentiment gap ∆ were calculated over the period
from March 1st 2020 to March 31st 2020.
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When some exceptional situation occurs, an important increase in the use of
specific keywords within the stream of tweets written by the affected users
can take place. For example, if many cancellations occur, many passengers
will connect to Twitter and write tweets containing the keyword "cancel"
to express their concerns directly to the airline they have bought tickets
from. In this analysis, any word starting with the keyword "cancel", such as
"cancellation" or "cancelled", is considered as a keyword "cancel".
Figure 4.4 shows the evolution of the normalized number of tweets written
by passengers and containing the keyword "cancel" between January 1st 2020
and May 3rd 2020 for four US legacy airlines and four US low-cost carriers.
The normalization is based on the total number of passengers carried by each
airline in 2018 and available in the yearly BTS reports [1].
Figure 4.4(a) indicates that the passengers of the four legacy airlines react
as early as Italy’s lockdown announcement with an important increase in the
number of tweets containing the keyword "cancel". A second spike in the
number of passenger tweets containing the keyword "cancel" then occurs once
the US announces that it bans all travelers from the EU, China and Iran.
Figure 4.4(a) shows that Delta Air Line passengers were, in proportion, about
three times more vocal about cancellations on Twitter than the other legacy
airlines at this period. This could be an indication that Delta Air Line had
a greater proportion of passengers traveling within or through the EU at
that time. The number of tweets from Alaska Airlines passengers containing
the keyword "cancel" had an early spike compared to the tweets written by
passengers from the other legacy airlines. That early spike could be linked
to the fact that most of the early US cases of COVID-19 were discovered on
the US West Coast first, which is where the main hub of Alaska Airlines is
located.
Figure 4.4(b) shows the evolution of the number of tweets containing the
keyword "cancel" written by passengers of the four low-cost carriers. South-
west Airlines passengers were, in proportion, less vocal on Twitter on the
matter of cancellation than passengers of the other low-cost carriers, with a
slight increase in the number of tweets containing the keyword "cancel" that
is almost entirely contained within the period between the announcement
of Italy’s lockdown and the start of the US Level 4 Global Health Travel
Advisory. JetBlue Airways passengers display a behavior similar to passen-
gers of legacy airlines in this case. Passengers of Spirit Airlines and Frontier
Airlines waited until the US travel ban announcement to communicate mas-
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(a) From passengers of legacy airlines
(b) From passengers of low-cost airlines
Figure 4.4: Number of tweets containing the keyword "cancel" and written by
passengers normalized by the number of transported passengers per carrier
over the year 2018 using BTS data [1]
sively on Twitter their concerns using the word "cancel". The second spike
in the number of tweets containing the keyword "cancel" starting at the an-
nouncement of the EU border closure is more important and lasts longer for
tweets written by passengers of Frontier Airlines.
Figure 4.5 shows the evolution of the number of tweets containing the
keyword "cancel" and written by airline customer services between January
1st 2020 and May 3rd 2020 for the same four US legacy airlines and three US
low-cost carriers. Please note that the y-axis scale is different in Figure 4.5(a)
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and Figure 4.5(b).
(a) From customer service of legacy airlines
(b) From customer service of low-cost airlines
Figure 4.5: Number of tweets containing the keyword "cancel" in tweets
written by airline customer services
Regarding tweets written by legacy airline customer services, the evo-
lution of the number of tweets containing the keyword "cancel" shown in
Figure 4.5(a) presents similarities for three of the four airlines. There is a
significant increase in the number of customer service tweets containing the
keyword "cancel" starting the day Italy announced its lockdown and then a
slow decrease. For tweets written by American Airlines customer service, the
number of tweets containing the keyword "cancel" increases as for the other
three airlines, but it does not decrease afterwards but fluctuates at a level
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more important than during the period before the travel restriction measures
where announced.
Regarding low-cost carriers, Figure 4.5(b) shows that each carrier use the
keyword "cancel" on different occasions. The number of occurrences of the
keyword "cancel" within tweets written by Southwest Airlines passengers has
two important spikes around each of the US announcements referenced in the
plot. JetBlue has a single massive spike on March 13th 2020. Both carriers
then spent more than two weeks with a higher level of occurrences of the
keyword "cancel" than in February 2020. Spirit Airlines customer service
never wrote more than three tweets containing the keyword "cancel" in a
day except on March 23rd 2020. Frontier Airlines customer service used the
keyword "cancel" only in six tweets over the full month of March 2020.
Based on the observations from the plots in Figure 4.4, an important in-
crease in the normalized number of passenger tweets containing the keyword
"cancel" can be treated as an unwanted situation that airlines have to deal
with.
Definition 1 A keyword-related Twitter situation is defined as an in-
crease over a predefined threshold of the normalized number of passenger-
written tweets containing the keyword.
Two metrics to measure the airline reaction to such a situation are pro-
posed here. The aim of the first metric is to measure the effectiveness of the
airline response to these keyword-related situations.
Proposed passenger-centric metric 3 The keyword-related Twitter situ-
ation quality response score of an airline is the time needed for the airline
to bring the normalized number of passenger tweets containing the keyword
below a predefined threshold.
The Twitter situation quality response score associated to the keyword







where dq0,cancel is defined as the first day of the considered period where the
normalized number of passenger tweets containing the keyword "cancel" is
greater than q, and dqf,cancel is defined as the last day of the considered period
where the normalized number of passenger tweets containing the keyword
"cancel" is greater than q.
This proposed quality metric measures the time needed for the airline
to bring the number of passenger tweets containing the keyword back to a
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normal state. When measuring the response of long term perturbations, such
as the COVID pandemic, this time is measured in days.
The number of passenger tweets containing the keyword is normalized by
the total number of passengers carried by the airline over the year 2018 in
this case, similarly to the data presented in Figure 4.4, and this normalization
should be updated with the most recent numbers once they are available.
The aim of the second metric is to measure the communication effort
produced by the airline in order to handle the situation linked to the increase
of number of tweets containing the keyword under consideration.
Proposed passenger-centric metric 4 The keyword-related Twitter situ-
ation quantity response score of an airline is calculated by integrating the
number of tweets containing the keyword and written by the airline customer
service over the number of days associated to the keyword-related Twitter
situation.
The formula used to calculate the Twitter situation quantity response score
associated to the keyword "cancel" with a threshold of q normalized tweets






where dq0,cancel and d
q
0,cancel are the same as for the quality response score
κqcancel in equation (4.3), and ncancel(t) is the number of tweets written by the
airline customer service containing the keyword "cancel" on day t.
Table 4.2 presents these two proposed metrics in the case of the keyword
"cancel" considering that the predefined threshold indicating when a situation
starts and ends is 1. Table 4.2 illustrates the necessity of considering both the
quality response score and the quantity response score hand in hand. South-
west Airlines has the best scores from both perspective but Spirit Airlines
has the second best quality response score but the second worst quantity
response score. This would indicate that passengers from Spirit Airlines are
more resilient to cancellation situations than passengers of the other airlines;
they go back to a close-to normal Twitter chatter about cancellation with
almost no cancellation related communication efforts on Twitter of Spirit
Airlines.
4.3.2 Refund
Figure 4.6 shows the evolution of the normalized number of tweets containing
the keyword "refund" and written by passengers from January 1st 2020 to May
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Table 4.2: Airline ranking based on the "cancel"-related Twitter situation
quality and quantity response scores κ1cancel (in days) and γ1cancel ap-
plied to the period of March 1st 2020 to April 30th 2020.
Rank Airline κ1cancel Rank Airline γ1cancel
1 Southwest Airlines 11 1 Southwest Airlines 50.64
2 Spirit Airlines 26 2 American Airlines 15.34
3 United Airlines 34 3 Delta Air Lines 11.98
4 American Airlines 35 4 United Airlines 11.62
5 Delta Air Lines 41 5 JetBlue Airways 10.28
6 Alaska Airlines 44 6 Alaska Airlines 6.82
7 Frontier Airlines 53 7 Spirit Airlines 0.96
8 JetBlue Airways 54 8 Frontier Airlines 0.11
3rd 2020 for the same eight US airlines using the same normalization process
as for the keyword "cancel".
The evolution of the number of passenger tweets containing the keyword
"refund" is similar to the evolution of the number of occurrences of the key-
word "cancel" but at a lower proportion. Figure 4.6(a) shows that the number
of occurrences of the keyword "refund" in tweets written by passengers of all
four legacy airlines steeply increases at the announcement of Italy’s lockdown
and then very slowly decreases. Passengers of Alaska Airlines have an an-
ticipated spike in the number of tweets containing the keyword "refund" at
the beginning of March 2020. Figure 4.6(b) shows that the increase in the
number of tweets containing the keyword "refund" and written by Southwest
Airlines passengers is still lower than the number of tweets containing the
keyword "refund" and written by the passengers of the other low-cost carri-
ers. The number of tweets containing the keyword "refund" and written by
Southwest Airlines passengers gets back to a normal level faster than for the
passengers of the other low-cost carriers. The spike in the number of tweets
containing the keyword "refund" and written by Spirit Airlines and Frontier
Airlines passengers starts only at the announcement of the US travel ban.
Figure 4.7 shows the evolution of the number of tweets containing the
keyword "refund" and written by airline customer services from January 1st
2020 to May 3rd 2020 for the same eight US airlines.
Figure 4.7(a) shows the evolution of the number of tweets containing the
keyword "refund" and written by the customer services of the four considered
legacy airlines. The initial increase is similar than for the keyword "cancel"
(Figure 4.5(a)), however there is then a second increase towards the end of
March 2020, this increase being most visible within the tweets written by
American Airlines customer service. From a low-cost carrier perspective,
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(a) From passengers of legacy airlines
(b) From passengers of low-cost airlines
Figure 4.6: Number of tweets containing the keyword "refund" and written by
passengers normalized by the number of transported passengers per carrier
over the year 2018 using BTS data [1]
Figure 4.7(b) illustrates the same characteristics as in Figure 4.5(b): There
are two spikes around the US announcements for the number of tweets con-
taining the keyword "refund" in tweets written by Southwest Airlines cus-
tomer service, this time with higher fluctuations afterwards, and one major
spike on March 13th 2020 for the number of tweets containing the keyword
"refund" and written by JetBlue Airways customer service. Only one tweet
containing the keyword "refund" was written by Frontier Airlines customer
service over the month of March 2020 and none written by Spirit Airlines
65
CHAPTER 4. INTRODUCING PASSENGER-GENERATED METRICS
TO ASSESS THE IMPACT OF COVID-19 ON THE AIR
TRANSPORTATION SYSTEM 66
(a) From customer service of legacy airlines
(b) From customer service of low-cost airlines
Figure 4.7: Number of tweets containing the keyword "refund" and written
by airline customer services
customer service since January 1st 2020.
The same two metrics associated to the "cancel"-related Twitter situation
presented in Section 4.3.1, i.e. the quality response score and the quantity
response score, can be used for this "refund"-related Twitter situation. Ta-
ble 4.3 presents these two proposed metrics in the case of the keyword "refund"
using the same predefined threshold of 1 for delimiting a Twitter situation.
As for the handling of the "cancel"-related Twitter situation, Southwest
Airlines had the most effective (best quality response score) and most proac-
tive (best quantity response score) of the eight airlines. The same resilience
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Table 4.3: Airline ranking based on the "refund"-related Twitter situation
quality and quantity response scores κ1refund (in days) and γ1refund ap-
plied to the period of March 1st 2020 to April 30th 2020.
Rank Airline κ1refund Rank Airline γ1refund
1 Southwest Airlines 8 1 Southwest Airlines 32.25
2 Spirit Airlines 29 2 American Airlines 22.81
3 American Airlines 31 3 United Airlines 7.67
4 Alaska Airlines 35 4 Delta Air Lines 7.46
5 Delta Air Lines 37 5 Alaska Airlines 4.03
6 JetBlue Airways 39 6 JetBlue Airways 3.03
7 United Airlines 51 7 Frontier Airlines 0.02
7 Frontier Airlines 51 8 Spirit Airlines 0.00
is shown by passengers of Spirit Airlines during this "Refund"-related Twitter
situation as for the "cancel"-related Twitter situation.
4.4 Impact the COVID-19 travel restriction
measures on airports
Using datasets provided by the US Department of Homeland Security Cus-
toms and Border Protection [165] (CBP) and SafeGraph [167], this section
presents an analysis of the impact of COVID-19-induced travel restrictions
on the US airports, as they transpire through passenger-generated data gath-
ered until April 22nd 2020.
4.4.1 Overall impact on the number of passengers/vis-
itors at airports
International passengers
Travel restrictions do not ban entirely international travel, and there were
still passengers arriving at most US airports of entry after the implementation
of these travel restrictions. However, starting March 13th 2020, US citizens
who have been in high risk areas and are returning to the United States must
arrive at one the thirteen following airports of entry: [162]
• ATL: Hartsfield-Jackson Atlanta International Airport
• BOS: Boston-Logan International Airport
• DFW: Dallas Fort Worth International Airport
• DTW: Detroit Metropolitan Airport
67
CHAPTER 4. INTRODUCING PASSENGER-GENERATED METRICS
TO ASSESS THE IMPACT OF COVID-19 ON THE AIR
TRANSPORTATION SYSTEM 68
• EWR: Newark Liberty International Airport
• HNL: Daniel K. Inouye International Airport
• IAD: Washington-Dulles International Airport
• JFK: John F. Kennedy International Airport
• LAX: Los Angeles International Airport
• MIA: Miami International Airport
• ORD: Chicago O’Hare International Airport
• SEA: Seattle-Tacoma International Airport
• SFO: San Francisco International Airport
The effect of these travel restrictions on international travel coming to
the US can be analyzed thanks to the "Airport Wait Times" data from the
Customs and Border Protection (CBP) website [165]. The data provided
are hourly aggregates and are usually available on the following day they
are generated. The immediate availability of the data is due to the fact that
CBP measures directly the signal generated by passengers, which is generated
through their passports once passengers clear the immigration process, and
does not have to wait for an airline or airport to process and provide the
data.
Among other information, the dataset contains the number of passengers
arriving at immigration per hour, the average wait time at immigration per
hour, and the number of open immigration booths per hour. For a more
detailed presentation of the available dataset, the authors recommend the
reading of [16], which also proposes an analysis of these wait times from
January 2013 to January 2019. The data considered in the current report
ranges from January 1st 2020 to April 22nd 2020.
Looking first at the evolution of the total number of passengers arriv-
ing at US immigration booths per day across all airports, the total num-
ber of passengers arriving at US immigration booths drops from an average
of 218,700 per day between February 23rd 2020 and March 15th 2020 to an
average of only 5,000 passengers per day between April 1st 2020 and April
22nd 2020. This represents a drop of 97.7% of international passenger inflow
within two weeks. The day by day evolution of the total number of passen-
gers arriving at US immigration from March 1st to April 22nd is shown in
Figure 4.8. This figure also indicates the last date where immigration data
are available for each airport with no CBP immigration data available on
April 22nd 2020. This corresponds to 22 airports. Only Raleigh–Durham
International Airport (RDU) closed its immigration service between the US
ban of EU travelers and before the US entered a Level 4 travel advisory. In
addition John Wayne Airport (SNA) has no immigration data since January
5th 2020. Beginning March 22nd 2020, the number of airports not generating
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any immigration data steadily increases with nine airports shutting down
their immigration services within ten days. Another nine airports then stop
generating immigration data within ten days beginning April 12th 2020.
Figure 4.8: Evolution of the daily number of passengers arriving at all US
airports of entry. The dates of last recorded CBP data for airports with no
immigration data on the date of April 22nd 2020 are indicated as dotted lines.
Among the airports with no immigration data on April 22nd 2020 indi-
cated on Figure 4.8 is BOS, which last day of recorded immigration data was
on April 21st 2020, even though it is one of the selected airport of entry for US
citizens coming from high-risk areas. This illustrates the fact that the influx
of international passengers is so low that BOS had no arriving international
passenger to their immigration services for at least one day.
Impact on the number of airport visitors
From a domestic perspective, weekly patterns at specific points of interest
(POI) are available within the data provided by SafeGraph2. From these
patterns, it is possible to have an estimate of the number of airport visitors
per hour by considering all available POI associated with an airport. Airport
visitors are a broader category than air passengers, since this category also
encompasses airport staff and people dropping off or picking up passengers.
2https://docs.safegraph.com/docs/weekly-patterns
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The data available for this study ranges from February 27th 2020 to April
18th 2020.
Figure 4.9: Evolution of the total number of daily airport visitors using
SafeGraph data. The dates of last recorded CBP data for airports with no
immigration data on the date of April 22nd 2020 are indicated as dotted lines.
Looking first at the evolution of the total number of airport visitors per
day across all airports, the number of airport visitors captured within the
SafeGraph data drops from an average of 176,800 visitors per day between
February 27th 2020 and March 15th 2020 to an average of only 20,200 visitors
per day between April 1st 2020 and April 18th 2020. This represents a drop
of 88.6% airport visitors within two weeks. The day by day evolution of
the total number of airport visitors from March 1st to April 18th is shown in
Figure 4.9. Similarly to Figure 4.8, this figure also indicates for each airport
with no CBP immigration data available on April 22nd the last date where
immigration data are available.
Figure 4.9 shows that US domestic travel was already impacted before the
rise to a Level 4 travel advisory: The number of airport visitors contained
within the SafeGraph data drops from 152,400 on March 11th 2020 down to
71,600 on March 19th 2020, which represents a 53% drop.
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4.4.2 Distribution of the impact across airports
At immigration
Following the global impact of the COVID-19 travel restrictions, their impact
on the individual airports is analyzed in the following section. Figure 4.10
compares the individual airport situation of the first two weeks of April 2020
with the first two weeks of April 2019. Figure 4.10(a) shows the boxplots
of the number of passengers arriving at immigration per day for each air-
port over the period of April 1st-22nd 2019. The median number of arriving
passengers is indicated in green and each box lower and upper bounds rep-
resent respectively the 1st and 3rd quartile. The whiskers above and below
each box give a visualization of the full range of the considered data even
though extreme values are not drawn. The airports are ordered by their
median daily number of passengers arriving at immigration over that period.
Figure 4.10(b) shows the boxplots of the number of passengers arriving at im-
migration per day for each airport over the period of April 1st-22nd 2020. The
airports in this figure are in the same order as for Figure 4.10(a). Please note
that the y-axis are not the same between Figure 4.10(a) and Figure 4.10(b)
due to the important drop in the number of passengers arriving at US airports
of entries after the implementation of the travel restriction measures.
Figure 4.10(a) is a snapshot of the "normal" situation regarding the num-
ber of passengers arriving at US immigration over the first three weeks of
April, while Figure 4.10(b) is a snapshot of a pandemic situation regarding
the number of passengers arriving at US immigration. Please note that the y-
axis are different between Figure 4.10(a) and Figure 4.10(b) due to the impor-
tant drop in international travel following the COVID-19 travel restrictions.
The thirteen airports chosen for handling the return of US citizens from high-
risk areas are all in the top 16 airports with the highest median daily number
of passengers arriving at immigration, along with George Bush Intercontinen-
tal Airport (IAH), Fort Lauderdale–Hollywood International Airport (FLL)
and Orlando International Airport (MCO).
The drop in the number of passengers arriving at immigration per day
is clearly visible between the years 2019 (Figure 4.10(a)) and 2020 (Fig-
ure 4.10(b)) for the airports with the most arriving passengers. JFK is the
airport with the highest number of passengers arriving at immigration per
year since 2013 [165] and has the most important drop in volume going from a
median number of passengers arriving at immigration of 45,900 between April
1st-22nd 2019 down to a median of 360 April 1st-22nd 2020. For JFK, this
drop represents a drop of 99.3% between the median number of passengers
arriving at immigration of these two periods. For all the considered airports,
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(a) April 1st-22nd 2019
(b) April 1st-22nd 2020
Figure 4.10: Boxplots of the number of arriving passengers per day for each
airport of entry to the US over the first three weeks of April for the years
2019 and 2020.
the corresponding drop is between 70.7% for Sacramento International Air-
port (SMF) and 100% for the eleven airports without no immigration data
between April 1st 2020 and April 22nd 2020.
Looking at the airport ranking based on the median number of passen-
gers arriving at immigration per day over the period of April 1st-22nd, Fig-
ure 4.10(b) shows that it has been reshuffled from year 2019 to year 2020:
JFK dropped to the sixth place and IAD climbed to the second place right
behind LAX. IAD has however the highest average number of passengers
arriving at immigration per day over the period of April 1st-22nd 2020 with
726 passengers a day on average, LAX being second with 658 passengers a
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A similar comparison of the number of airport visitors before and after the
travel restriction measures can be conducted based on the SafeGraph data.
Due to data availability, this comparison has to take place between March
2020 and April 2020. Figure 4.11 shows the boxplots of the number of airport
(a) March 1st-15th2020
(b) April 1st-15th2020
Figure 4.11: Boxplots of the number of airport visitors per day for 44 US
airport with available SafeGraph data over the first two weeks of March and
April 2020.
visitors per day for 40 US airport with available SafeGraph data over the first
two weeks of March 2020 (Figure 4.11(a)) and April 2020 (Figure 4.11(a)).
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The airports on these two plots are sorted by their median daily number of
airport visitors over the period of March 1st-15th 2020. Please note that the
y-axis are not the same between Figure 4.11(a) and Figure 4.11(b) due to the
important drop in the number of passengers arriving at US airports of entries
after the implementation of the travel restriction measures.
As for the number of passengers arriving at immigration, where JFK has
both the highest median daily number of passengers and the most important
drop in volume, ATL has both the highest median daily number of airport
visitors and the most important drop in volume. ATL has a drop of 11,100
airport visitors in the SafeGraph data between these two weeks, which rep-
resents a 89.3% drop. While some airports stopped generating immigration
data following the travel restrictions, no airport stops completely of receiving
visitors, though the drop is important for all 40 considered airports, ranging
from 72.5% for Fresno Yosemite International Airport (FAT) to 93.8% for
IAD.
4.4.3 Proposed passenger-centric metrics
For passengers arriving at immigration
With 35 airports experiencing a drop in the median number of passengers
arriving at immigration greater than 90%, all airports are severely impacted
by the COVID-19 measures from a passenger-volume perspective. A few
questions related to operations are examined here from a passenger perspec-
tive. Since there are far fewer passengers arriving at immigration, does the
immigration process go faster? The number of agents operating immigra-
tion booths has also decreased due to the corona virus, but it is possible to
consider an immigration load factor.
Definition 2 The immigration load factor is defined as the ratio of the
number of passengers arriving at immigration per hour with the number of
open immigration booths per hour.




where nPAX is the total number of passengers arriving at immigration during
the considered hour and nbooth is the number of immigration booths operating
during that same hour.
The immigration load factor ρ indicates the load in terms of passengers
for each immigration booth per hour. A lower load indicates that each im-
migration booth has fewer passengers to process per hour. From a passenger
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perspective, a lower load for a given number of passengers, indicates that
there are more immigration booths open, so the average processing time
should be lower and thus a passenger at immigration would have to wait less
to be processed.
The daily immigration load factor % is calculated as the daily average






where {ρt}t is the set of immigration load factors for every operating hour
t of the day under consideration and δt is the number of operating hours of
the day.
Assumption 1 If the daily immigration load factor decreases, then the daily
average wait time for passengers at immigration should decrease as well.
Based on this reasoning, an immigration quality score is proposed: It
measures how well Assumption 1 is verified for an airport immigration service
over a selected period of days.
Proposed passenger-centric metric 5 The immigration quality score
for an airport of entry is defined as the correlation between the daily aver-
age wait time for passengers at its immigration service and the daily average
immigration load factor of the airport over a given period.









where the set {%i}i (resp. {τi}i) is the ordered set of the daily immigration
load factors (resp. the daily average wait times at immigration), and %̄ (resp.
τ̄) is the average of the set {%i}i (resp. {τi}i).
This immigration quality score is equal to 1 if Assumption 1 is perfectly
verified, to 0 if the daily average wait time for passengers at immigration is
uncorrelated with the daily average immigration load factor and to -1 if the
opposite of Assumption 1 occurs over the considered period, i.e. a decrease
in the daily average immigration load factor implies an increase in the daily
average wait time for passengers at immigration.
This proposed passenger-centric metric is applied to the period pre-COVID
(January 1st 2020 to February 29th 2020) and to the period post-COVID
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(March 1st 2020 to April 22nd 2020) for 40 US airports of entry. Table 4.4
shows the associated partial ranking (top ten best airports and top 10 worst
airports) for these two periods.
The airport still generating immigration data on April 24th 2020 with the
worst drop between the period pre-COVID and the period post-COVID is
IAD, going from 17th down to 36th, and the airport still generating immigra-
tion data on April 24th 2020 with the best increase in rank is JFK, with 30
places gained and with an increase in score from the negative value of -0.32
to the positive value of +0.81.
For airport visitors in general
With 38 airports having a drop in the median number of airport visitors
greater than 80%, all airports are also severely impacted by the COVID-
19 travel restrictions measures from a visitor-volume perspective. Visitors in
general avoid airports, but some are still going to the airports after the travel
restriction measures. The same question as for the immigration process can
be asked: Are these visitors processed faster since there are less visitors?
The data for visitors available for this is different than the data available
for passengers arriving at immigration, therefore a different approach has
to be considered here. The SafeGraph data contains weekly bucketed dwell
times for each considered location. The dwell time is the time spent at that
location, be it waiting, shopping, walking, etc. The buckets are: less than
5 minutes, between 5 and 20 minutes, between 21 and 60 minutes, between
61 minutes and 240 minutes and more than 240 minutes. From these weekly
bucketed dwell times, two complementary passenger-metrics are proposed to
measure an airport efficiency to process visitors.
Proposed passenger-centric metric 6 The weekly airport visitor ef-
ficiency score for an airport is defined as the weekly proportion of airport
visitors spending less than 60 minutes at an airport.





where n<60 is the number of airport visitors that spend less than 60 minutes
at the airport during the week under consideration and N is the total number
of airport visitors during that same week.
Proposed passenger-centric metric 7 The weekly airport visitor slug-
gishness score for an airport is defined as the weekly proportion of airport
visitors spending more than 240 minutes at an airport.
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The airport visitor sluggishness score ζ for a given week is calculated




where n>240 is the number of airport visitors that spend more than 240
minutes at the airport during the week under consideration and N is the
total number of airport visitors during that same week.
The time thresholds within these two metrics are also chosen due to the
format of the data, and could be adjusted to less aggregated data. Airport
visitors staying less than 60 minutes are essentially visitors dropping off or
picking up a passenger, and potentially some passengers on domestic flights,
where the overall security screening process is faster than for international
flights. Therefore, the idea behind the airport visitor efficiency score is to
measure how efficiently airports keep the flow of people coming in and out
of their facilities. Regarding the 240 minutes threshold, most airlines and
airports recommend their passengers on international flights to arrive two to
three hours ahead of their flight’s scheduled departure time, therefore the
idea behind the airport visitor sluggishness score is to measure the validity
of this recommendation.
Airport staff can be counted as airport visitors using this dataset and
they are likely to stay more than 240 minutes at the airport, increasing the
number of airport visitors staying longer than this threshold. Therefore,
an airport with a high airport visitor sluggishness score could either be an
airport with many passengers taking more than four hours to clear their entire
airport process, or an airport with a disproportionate number of airport staff
compared to the number of airport visitors.
Regarding the actual implementation of these scores, since there are sev-
eral locations per airport within the SafeGraph data, e.g. "LAX Terminal 4"
and "LAX Terminal South" for LAX, an estimation of the proposed airport
visitor efficiency score is calculated by taking the minimum weekly propor-
tion of airport visitors spending less than 60 minutes at a location within an
airport over all considered airport locations. Similarly, an estimation of the
proposed airport visitor sluggishness score is calculated by taking the maxi-
mum weekly proportion of airport visitors spending more than 240 minutes
at a location within an airport over all considered airport locations.
These proposed passenger-centric metrics are applied to the period pre-
COVID (March 1st 2020 to March 15th 2020) and to the period post-COVID
(April 5th 2020 to April 19th 2020) for 44 US airports. These periods contain
2 weeks each and therefore 2 points of data each. The scores are calculated
for each week and then averaged over the period. Table 4.5 shows the partial
ranking (top ten best airports and top 10 worst airports) associated to the
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proposed airport visitor efficiency score η for these two periods.
In Table 4.5, a score of 1 indicates that all airport visitors within the Safe-
Graph data spend less than one hour at the same location within the airport,
while a score of 0 indicates that all airport visitors within the SafeGraph data
spend more than one hour at the same location within the airport. Some
airports have a score of 0 due to locations receiving very few visitors (fewer
than 5) over the considered week that were captured within the SafeGraph
data, and all those visitors stayed more than one hour at that same airport
location.
Table 4.6 shows the partial ranking (top ten best airports and top 10 worst
airports) associated to the proposed airport visitor sluggishness score ζ for
the same two considered periods. In Table 4.6, a score of 0 indicates that all
airport visitors within the SafeGraph data spend less than four hours at the
same location within the airport, while a score of 1 indicates that all airport
visitors within the SafeGraph data spend more than four hours at the same
location within the airport. Similarly as with the visitor airport efficiency
score, some airports have a score of 1 due to locations receiving very few
visitors (less than 5) over the considered week that were captured within the
SafeGraph data, and all those visitors stayed more than four hours at that
same airport location.
4.4.4 Cases of JFK and IAD immigration process
Following the ranking resulting from the metric proposed in Section 4.4.3,
this section focuses on JFK and IAD, which undergo the largest changes in
behavior linked to the COVID-19 travel restriction measures.
JFK
JFK had the best increase in rank using the proposed immigration quality
score presented in Table 4.4, and this section aims at analyzing the available
CBP immigration data. The effect of the travel ban measures presented
in Section 4.1.1 on passengers arriving at JFK’s immigration is presented in
Figure 4.12 through four different views by comparing data from 2020 with
CBP data from the years 2018 and 2019 between January 1st and April 22nd.
Figure 4.12(a) shows the daily evolution of the number of passengers arriv-
ing at JFK’s immigration and confirms the important drop in the number of
arriving international passengers to the US from an average 35,600 thousand
passengers arriving at immigration per day down to barely 360 passengers
per day. The drop in the number of passengers arriving at JFK immigra-
tion is more important when comparing over the same period of the years
80
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2018 and 2019, with an average of 45,900 thousand passengers per day in
April 2019. Figure 4.12(b) shows the daily evolution of the average number
of open immigration booths per hour at JFK and presents a similar drop
than in Figure 4.12(a), the number of open immigration booths dropping
from around an average of 35.4 per operating hour down to an average of
7.5 per hour. This drop is however less important in proportion compared to
the drop in the number of passengers arriving at immigration. Figure 4.12(c)
shows the evolution of the daily average load factor (Definition 2 and equa-
tions (4.5)-(4.6)). After the lockdown and travel ban measures, the daily
load factor drops significantly from an average of 42.5 before the measures
down to around 8.5, which represents a 80% drop. This indicates that after
the measures, an immigration booth has about five times fewer passengers
to process per hour. This has a direct positive impact to the average wait
time at immigration for passengers. Figure 4.12(d) shows the daily evolu-
tion of the average wait time for passengers at JFK’s immigration. It was
reduced by half after the lockdown and travel ban measures, from around
21.5 minutes to around 10.5 minutes, compared to the usual April levels of
26 minutes in 2019 and 23 minutes in 2018.
IAD
IAD’s rank experiences the worst drop using the proposed immigration qual-
ity score presented in Table 4.4, and is the focus of this section. Figure 4.13
shows the impact of the travel restriction measures for passengers arriving
at IAD’s immigration through the four same perspectives as the analysis of
JFK.
Figure 4.13(a) shows the daily evolution of the number of passengers arriv-
ing at IAD immigration. It confirms that, even though in 2020 that number
has dropped from an average of 7,200 thousand in February 2020 to an aver-
age of 726 in April 2020 after the implementation of the travel ban measures,
the drop is less important than for JFK (Figure 4.12(a)). Though this is still
a 93% drop for the number of passengers arriving at immigration in April
between the years 2019 and 2020, with a daily average of 10,400 thousand
passengers in 2019, the number of open immigration booths did not decrease
as much as for JFK. Figure 4.13(b) shows the daily evolution of the average
number of open immigration booths per hour at IAD. The daily average of
open booths per hour over the month of April 2020, with an average of 10.1
per hour, is similar to the daily average over the month of April 2018, with
an average of 11 per hour, and only slightly lower than the number of open
booths over the month of April 2019, with an average of 14.6 per hour. Over
the period of January to March, the daily average of the number of open
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booths per hour is significantly higher in 2020 than in 2018 or 2019, with an
average of 10.2 for 2018 and of 11.7 for 2019. The daily load factor evolution
at IAD is similar to JFK’s. Figure 4.13(c) shows the daily evolution of the
immigration load factor at IAD. The decrease in passengers after the travel
ban measures led to a load factor that oscillates around an average of 26.7,
which is three to four times lower than the usual load factor of this period.
The drop is of 67% with the year 2019 and of 75% with the year 2018. Even
though passengers arriving at immigration starting March 20th 2020 have at
least three times more available open booths than in the previous year, the
wait time for passengers at immigration did not improve, unlike for passen-
gers arriving at JFK immigration. Figure 4.13(d) shows the daily evolution
of the average wait time for passengers arriving at IAD immigration. The
average wait time has increased throughout the travel ban measures and even
reached the same level as during the previous years. It went from an average
of 8.1 minutes in February 2020 to an average of 17 minutes in April 2020,
compared to an average of 14.6 minutes in 2018 and of 26.3 minutes in 2019.
4.5 Discussion & Conclusion
4.5.1 Airline score summary
Figure 4.14 presents a radar plot for each of the eight considered airlines
indicating their normalized scores.
The normalizations were conducted using the following formulas:
Ξ̂ = 1 + Ξ2 (4.10)









where δT is the number of days of the full period over which the keyword-
related Twitter situation response scores are calculated. All-but-one of the
normalized scores go from the worst score of 0 to a good score of 1. The score
can be greater than 1 in the case of a keyword-related Twitter situation
response quantity score, but that scenario did not occur here. Regarding
the normalized sentiment gap, a score of 0.5 indicates a normal score of 0,
a normalized score of 0 indicates a score of 1 and a normalized score of 1
indicates a score of -1.
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(a) Delta Air Lines (b) United Airlines (c) American Airlines
(d) Alaska Airlines (e) Southwest Airlines (f) JetBlue Airways
(g) Spirit Airlines (h) Frontier Airlines
Figure 4.14: Radar plots of the normalized scores associated to the proposed
passenger-centric metrics for the eight airlines under consideration.
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As can be seen in Figure 4.14, each airline has its own "Twitter profile".
Passengers are then free to integrate these different profiles in their decision
process for choosing the airline that corresponds the most to their travel
needs and wants. Traditionally, the airline and airport choices are shown
to be based on fare, access time and journey time [76, 168]. These studies
do not take the airlines reputation among passengers as a decision parame-
ter, and the proposed metrics could provide an additional decision layer for
passengers.
For example, some risk-averse passengers could decide to opt for an airline
that has better "refund"-related scores if they prefer a refund when flights
are cancelled, rather than choosing an airline with a lower fare. Similarly,
some passengers can consider that the flight experience is important in their
airline decision and use the empathy and sentiment gap scores to help them
decide which airline choose.
On the other hand, airlines can also compare their Twitter profiles pro-
vided in Figure 4.14 in order to improve their interactions with their passen-
gers. For example, an airline with a clear description of their cancellation
procedures on their website could use the "cancel" and "refund" related scores
to verify if this information is actually easily accessible to passengers and if
adequate communication is made on its availability. For example, a low "can-
cel" quality score would indicate that passengers already have access to the
cancellation information.
4.5.2 Discussion
Several limitations and possible improvements should be noted here for a bet-
ter understanding of the proposed metrics. The data used to estimate the
number of visitors at airports and the proportion of time spent per airport
location was graciously provided by SafeGraph in order to better understand
the COVID-19 situation, and is not usually as easily available. In order to
implement the associated metrics, agreements should be held between the
different data providers and the group in charge of such metrics. Further-
more, an analysis of the categories of person most likely to be within the
gathered data should be undertaken to better tune the final score.
The proposed passenger-centric metrics for airlines were built using Twit-
ter data, which have the major advantage of being available in real-time, and
can therefore be easily updated on an hourly basis if needed. Discussion be-
tween federal agencies, airlines and passengers should be undertaken in order
to further tune the proposed metrics in order to meet the expectations of all
concerned parties.
The proposed metrics based on data from Twitter have the added ben-
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efit of enabling each passenger and airline to actively influence the scores.
It should however be emphasized here that the metrics measure essentially
the communication quality and quantity between airlines and passengers via
Twitter, and should therefore still be complemented with traditional flight-
centric measures for completeness.
This study focused on the effects of the travel restriction measures linked
to a major disruption taking its course over an important number of days and
tailored the proposed metrics for this timespan. Future studies could also
investigate into the adaptation of some of these proposed passenger-centric
metrics to measure effects on a smaller scale, e.g. over a single day or a few
hours.
The metrics proposed in this chapter can be used to monitor the experi-
ence of passengers at airports or with airlines in order to help passengers be
better informed in their choice of airline and airport when planning a trip
by plane. However, these trips do not start at airports and a multi-modal
approach is necessary during the planning phase. Hopefully passengers gen-
erate data throughout their multi-modal trip, and Chapter 5 presents how
that data can be used to estimate full door-to-door travel times, which can




times with the help of data
generated by passengers
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5.1 Introduction
The journey of a passenger of the air transportation system is not limited to
the segment between two airports. Improving the passenger travel experience
using door-to-door travel times as a possible metric is one of the ambitious
goals set forward by NextGen and ACARE Flightpath 2050. Grimme and
Martens [92] proposed a model to analyze the feasibility of the 4 hour goal
within FlightPath 2050 based on airport to airport flight times and a sim-
plified model of access and egress to airports. Sun et al. [93] implemented
a door-to-door minimum travel time estimation based on open source maps
and datasets in order to study the possible competitiveness of air taxis. The
model and analysis presented in this chapter are also based on already avail-
able online data but with a post operation approach. Data generated by pas-
sengers throughout their door-to-door journey are essential to this model, and
can be used in an aggregated format in order to respect passenger privacy.
The aim here is to create a method based to measure the actual average
door-to-door travel time once the trips are over enabling an analysis and
comparison of the different possible transportation modes.
A first version of this method was presented in [14] and applied to two
intra-European multi-modal trips comparing air to rail. It was then adapted
and improved in [15] by leveraging four different data sources (road data,
flight data, phone data and census data) in order to compare air trips be-
tween five different cities in the United States, three on the West Coast and
two on the East Coast. Using recently released Uber data along with other
online databases, a reliable estimation of door-to-door travel times is pos-
sible, which then enables a comparison of cities performance regarding the
good integration of their airports as well as a per segment analysis of the full
trip. This model can also be used to compare the reach and performance
of different access modes to a city. It also enables a better evaluation of
where progress should and can be made with respect to air passenger travel
experience.
This chapter is organized as follows: Section 5.2 presents the model and
data used to evaluate the full door-to-door journey time. Section 5.3 show-
cases several applications and comparisons enabled by this model for trips be-
tween Amsterdam and Paris, while Section 5.4 focuses on applications within
the United States. Finally Section 5.5 concludes this chapter and discusses
further research directions.
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5.2 The full door-to-door data-driven model
In the specific cases of air and rail travels with no transfers and similarly to
[94], [107] and [93], the full door-to-door travel time T can be decomposed
into five different trip phases represented in Figure 5.1 and summarized in
the following equation:
T = tto + tdep + tin + tarr + tfrom (5.1)
where
• tto is the time spent traveling from the start of the journey to the
departure station (e.g. train station or airport)
• tdep is the time spent waiting and going through security processes (if
any) at the departure station
• tin is the time actually spent in flight or on rails
• tarr is the time spent at the arrival station (e.g. going through security
processes)









Figure 5.1: Model of the full door-to-door travel time.
Once the full door-to-door travel time model is defined as such, it is
still necessary to be able to measure or at least estimate the values of these
different times. This chapter proposes a framework aiming at their measure-
ment and estimation based to a large extent on data generated by passengers
throughout their journey. This study limits its scope to the two following
main transportation modes: by air and by rail. Due to data availability,
the case studies presented here only consider six major US cities (Atlanta,
Boston, Los Angeles, Seattle, San Francisco and Washington D.C.) and two
European capitals (Amsterdam and Paris).
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5.2.1 Travel time from the origin location to the de-
parture station and from the arrival station to
the final destination
Uber [169] is a ride-sharing service launched in 2010 and implanted in major
urban areas on six continents that has recently released anonymized and
aggregated travel time data for certain of the urban areas it services. The
available data consist of the average travel time, the minimum travel time and
the maximum travel time between different zones (e.g. census tracts in the
case of US cities) within the serviced area from all Uber rides aggregated over
five different periods for each considered day. The five considered periods,
which are used throughout this study, are defined as follows:
• Early Morning: from midnight to 7am
• AM: from 7am to 10am
• Midday: from 10am to 4pm
• PM: from 4pm to 7pm
• Late Evening: from 7pm to midnight
Depending on the availability of data, there are days when the travel times
between some zones are only aggregated at a daily level. This data are gener-
ated by the mobile phones of their riders (via their ride-sharing application)
and aggregated in a way that is respectful of their privacy.
Since Uber was initially introduced in the US, the impact of Uber in US
urban transit has already been the focus of several studies prior to this data
release. Li et al. [170] concluded that at an aggregated level Uber tends to
decrease congestion in the US urban areas where it was introduced. Later
Erhardt et al. [171] built a model showing that ride sharing companies did in-
crease congestion using the example of San Francisco. Hall et al. [172] focused
on whether Uber complemented or substituted public transit by studying the
use of public transit system before and after Uber’s entry date in different
US cities. Wang and Mu [173] studied Uber’s accessibility in Atlanta, US
by using the average wait time for a ride as a proxy and concluded that
the use of Uber was not associated to a specific social category. Since this
data release, Pearson et al. [174] proposed a traffic flow model based on this
aggregated Uber data and used it to analyze traffic patterns for seven cities
world-wide. As Uber rides are part of the road traffic flow, this study consid-
ers that Uber’s travel times are an accurate proxy of the actual travel times
by road. In the case where there are no specific road lanes for bus routes,
these travel times are a valid proxy for both car and bus trips. This chapter
limits its scope to road access and egress to and from the considered stations.
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The analysis of subway alternatives, by using schedules and real time data,
is not considered in this chapter.
The data used for this study was gathered using Uber’s Movement API1.
Each US city was divided into their census tracts, Paris was divided into the
IRIS zones used by INSEE [175] for census and Amsterdam into its official
districts called wijk.
5.2.2 Dwell time at stations
The dwell time at a station, either tdep or tarr is defined as the time spent
at the station, whether going through security processes, walking through
the station or waiting. The time spent at each station depends on the mode
considered, the specific trip and whether the passenger is boarding or un-
boarding. This dwell time at departure can be split into two components: a
processing time tsec necessary to get through security (if any) and through
the station to the desired gate or track and an extra wait time twait due to
unanticipated delays.
Processing times at US airports are based on the median wait times at
airports presented in the study of [106] that are extracted from data gen-
erated by the mobile phone of passengers. The US airports considered in
this study are the six following airports: Hartsfield-Jackson Atlanta Inter-
national Airport (ATL), Boston’s Logan International Airport (BOS) and
Ronald Reagan Washington National Airport (DCA) for the East Coast, Los
Angeles International Airport (LAX), Seattle-Tacoma International Airport
(SEA) and San Francisco International Airport (SFO) for the West Coast.
For the three considered European airports, i.e. Paris Charles de Gaulle Air-
port (CDG), Paris Orly Airport (ORY) and Amsterdam Airport Schiphol
(AMS), this processing time is constant over the airports and determined
using most airline’s recommendation.
The average dwell times at these airports are summarized in Table 5.1 for
US airports and in Table 5.2 for European airports:
Regarding processing times at train stations, based on the recommenda-
tion of the train station websites, the departure dwell time is fixed at 15
minutes and the arrival dwell time is fixed at 10 minutes for all train sta-
tions. These estimates could be improved by gathering data from GPS or
mobile phone sources as well as WiFi beacons within airports and train sta-
tions and by using a method similar to the passenger flow study at Sydney
International Airport by Nikoue et al. [71].
1movement.uber.com
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Table 5.1: Average dwell time spent at US airports in minutes.
ATL BOS DCA LAX SEA SFO
Time at departure 110 105 100 125 105 105
Time at arrival 60 40 35 65 50 45
Table 5.2: Average dwell time spent at European airports in minutes.
AMS CDG ORY
Time at departure 90 90 90
Time at arrival 45 45 45
The extra wait times can be computed when the scheduled and real de-
parture or arrival times are available. For US airports, these wait times
are calculated only for departure using the publicly available data from the
Bureau of Transportation Statistics (BTS) [2]. They were obtained by sub-
tracting the scheduled departure time from the actual flight departure time.
This study assumed that there was no extra wait time at arrival.
5.2.3 Time in flight or on rail
US flights
The actual flight time was calculated based on the data from BTS using the
actual departure/arrival times of all direct flights between each city pairs from
January 1st 2018 to March 31st 2018. Cancelled flights are not considered
in this study and were discarded. Future studies should take into account
airline policies with respect to cancellations in order to estimate the impact
of a cancelled flight on a passenger’s full door-to-door travel time.
European trips
Since there are no centralized flight schedule data in Europe, it is assumed
that flights and trains are on time and follow a weekly schedule. Future
studies should consider scraping actual flight and train times, in order to
take into account delays and perturbations.
5.2.4 Full door-to-door time
This model assumes that travelers plan their departure time to arrive at the
departure station exactly tsec minutes before the scheduled departure time
of their flight or train. This assumption is used in the determination of tto
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since it defines uniquely the period of the day to consider when extracting
the Uber average time from the origin location to the departure station. The
value of tfrom is extracted using the actual arrival time of the flight or train.
When only daily aggregated times are available in the Uber data, these times
are used for each period of the day as a proxy.
5.3 Flights versus trains: a comparison of dif-
ferent access modes to Paris
This section considers the case study of a traveler leaving from Amsterdam
city center and willing to reach the Paris area. Three possible means of
transportation are under study in this case: travelers can either travel by
plane either via Paris Charles De Gaulle airport (CDG) or via Paris Orly
(ORY), or they can travel by train via Paris Gare du Nord (GDN).
5.3.1 Flight and train schedules
As assumed previously in Section 5.2.3, the flight and train schedules consid-
ered in this study were extrapolated based on a simulated weekly schedule.
For the flights between Amsterdam Airport Schiphol (AMS) and CDG or
ORY, the weekly schedules are based on the actual flight schedules during
the two months of December 2019 and January 2020. These schedules are
summarized in Table 5.3 for flights between AMS and ORY, and in Table 5.4
for flights between AMS and CDG. The weekly train schedule between Am-
sterdam Centraal station and Paris Gare du Nord is similarly based on the
actual train schedule of the year 2019 and is summarized in Table 5.5. Night
trains were not considered for this study.
Table 5.3: Simulated weekly schedule from Amsterdam to Paris via ORY.
Mo Tu We Th Fr Sa Su Ams. Paris
x x x x 10:25 11:45
x 14:45 16:05
x x x x x 18:50 20:10
x 19:40 21:00
These schedules already contains the major differences between the three
considered modes: Flying through ORY is the option with the fewest possi-
bilities with at most two daily flights through ORY compared to an almost
hourly schedule for the other two modes. Another notable difference can
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Table 5.4: Simulated weekly schedule from Amsterdam to Paris via CDG.
Mo Tu We Th Fr Sa Su Ams. Paris
x x x x x x x 06:50 08:10
x x x x x x x 07:20 08:45
x x x x x x x 08:10 09:35
x x x x x x x 09:30 10:55
x x x x x x x 10:20 11:45
x x x x x x x 12:25 13:40
x x x x x x x 13:55 15:15
x x x x x x x 14:50 16:10
x x x x x x x 16:35 17:50
x x x x x x x 17:45 19:00
x x x x x x 19:10 20:30
x x x x x x x 20:25 21:45
be seen with respect to the station-to-station travel times: flights between
Amsterdam and Paris (both CDG and ORY) take 1h20 (± 5 minutes) while
train rides between Amsterdam and Paris GDN take 3h20 (± 3 minutes).
These weekly schedules were used to generate flight and train schedules
from January 1st 2018 to September 30th 2019. For each flight and each train
of these expanded schedules, the full door-to-door travel time is estimated
assuming a departure from Amsterdam city center. All available zones within
the Paris area are considered as potential final arrival zones.
5.3.2 Average total travel time mode comparison
A first use of this door-to-door model is to give a means of evaluating and
comparing the range of each considered mode, helping to better understand
the urban structure and behavior from a transportation point of view. The
same daily periods as those used in the Uber data (see Section 5.2.1) are
considered here to regroup the trips into five groups depending on the time
of arrival at the final destination. For each day and each period, the mean
per arrival zone of the average door-to-door travel time was calculated for
each mode and the mode with the best mean was kept. It is then possible to
count over the twenty-one month period how many times a mode has been
the best during each daily period for each zone. This distribution of modes
over the different zones can help travelers to choose which mode to favor
depending on the desired arrival zone and on the desired time of arrival. It
can also help urban planners to better understand the road network linking
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Table 5.5: Simulated weekly schedule from Amsterdam to Paris via GDN.
Mo Tu We Th Fr Sa Su Ams. Paris
x x x x x x 06:15 09:35
x x x x x x x 07:15 10:38
x x x x x x x 08:15 11:35
x x x x x x 09:15 12:35
x x 10:15 13:38
x x x x x x x 11:15 14:35
x x x x x x x 13:15 16:38
x x x x x x 14:15 17:35
x x x x x x x 15:15 18:35
x x x x x x 16:15 19:35
x x x x x x 17:15 20:35
x x x x x x x 18:15 21:38
x x x x x x 19:15 22:35
x 20:15 23:38
the different stations to the city.
Figure 5.2 shows the fastest mode to reach the different zones in the Paris
dataset for the five different periods of the days used by the Uber dataset. For
each zone and each period, the fastest mode associated is the mode having
the highest number of days with the lowest average total travel time over the
considered date range. The zones best reached through CDG are indicated
in blue, ORY in red and GDN in green.
Several conclusions can be drawn from these maps. Looking at all five
maps, the absence of zones reached through ORY (in red) is particularly
noticeable in the morning periods (both early morning and AM) with an
important chunk of South-West Paris not being reached by Uber rides neither
from GDN nor from CDG. These maps would advocate for an increase in
frequency for the AMS-ORY flights from a traveler perspective.
Focusing on the early morning map (Figure 5.2(a)), a non intuitive fact
appearing is that it is on average faster to reach zones closer to CDG by
taking the train through GDN. As a matter of fact, the only zones where
it is not better to take the train in the early morning are zones situated on
the opposite side of Paris from CDG. However, the associated flights are the
ones landing at 21:45 the previous day, whereas the zones reached by train
are associated with early morning trains.
From a structural perspective, the highway linking Paris to CDG is vis-
ible on all five maps since it enables travelers through GDN to reach zones
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(a) Early morning (b) Morning (AM)
(c) Midday (d) Afternoon (PM)
(e) Evening
Figure 5.2: Comparison of the average total travel times to the Paris area
between the three considered arrival stations (CDG: blue, ORY: red, GDN:
green) for a trip starting from Amsterdam city center for different trip initi-
ation periods.
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close to CDG faster than if they flew to CDG directly. The Boulevard Pé-
riphérique circling Paris is also a major aid to GDN and is visible on the
maps where the competition between GDN and CDG is fierce. The section
of the Boulevard Périphérique farthest from GDN (i.e. in the south-west
between Porte de Versailles and Porte de Gentilly) is however overtaken by
either airport depending on the period of the day. The rest of GDN influence
zone is fairly invariant from a period to another.
The range of ORY is limited during the afternoon (Figure 5.2(d)), with
CDG taking over some zones close to ORY. This is essentially due to the lim-
ited number of flights landing in the afternoon (one per week, every Friday)
compared to the daily arrival of CDG flights.
5.3.3 Average total travel time distribution analysis
Once the best mode to reach each zone is determined, it is possible to ana-
lyze their associated full door-to-door travel times. This approach gives an
overview of the level of integration of airports, train stations, and road struc-
ture and can indicate zones which are less reachable than others and would
thus require more attention from urban planners.
Figure 5.3 displays the average full door-to-door travel time to reach the
different zones in the Paris dataset for the five different period of the days
used by the Uber dataset based on the analysis presented in Section 5.3.2.
The period is again determined using the arrival time of the full door-to-
door trip. The contour of each zone indicates the mode used to reach it
using the same color code, i.e. the zones best reached through CDG are
indicated in blue, ORY in red and GDN in green. Though the time color
scales are different from one map to another, the first green scale represents
trips lasting less than four hours (± two minutes) with the exception of trips
ending in early mornings (Figure 5.3(a)) where the first green scale represents
trips lasting less than 4 hours and 7 minutes. For a better comparison, the
distribution of the number of zones per period reached within four time
intervals (less than 4h00, between 4h00 and 4h30, between 4h30 and 5h00,
and more than 5h00) is presented in Table 5.7.
From both Figure 5.3 and Table 5.7 several differences can be noted con-
cerning the reach of each mode. Zones for which taking the train is the best
option are undertaken in less than 4h30 for 99% of them, while they rep-
resent only 66% of the zones best reached through CDG and 69% of those
through ORY. Zones reachable in less than 4 hours are best reached by train
through GDN for 98% of them, the last 2% being reached only via CDG, a
trip through ORY always requiring more than 4 hours under this model.
Focusing now on the relative integration of the two airports within the
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(a) Early morning (b) Morning (AM)
(c) Midday (d) Afternoon (PM)
(e) Evening
Figure 5.3: Comparison of the average total travel times to the Paris area
between the three considered arrival stations (CDG, ORY, GDN) for a trip
starting from Amsterdam city center for different trip initiation periods. The
contour color of each zone indicates the best mode to reach it.
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Table 5.6: Color code per period of the day for the average full door-to-door
travel times presented in Figure 5.3.
Early AM Midday PM Late
3h46-4h07 3h48-3h58 3h48-4h01 3h47-4h01 3h46-4h00
4h07-4h28 3h58-4h09 4h01-4h15 4h01-4h15 4h00-4h14
4h28-4h49 4h09-4h20 4h15-4h29 4h15-4h29 4h14-4h29
4h49-5h10 4h20-4h30 4h29-4h42 4h29-4h44 4h29-4h43
5h10-5h30 4h30-4h41 4h42-4h56 4h44-4h58 4h43-4h57
5h30-5h51 4h41-4h52 4h56-5h09 4h58-5h12 4h57-5h11
Table 5.7: Number of zones per mode and period of the day grouped by full
door-to-door travel time intervals. The original dataset is the same as that
used to generate Figure 5.3.
Mode Time interval Early AM Midday PM Late
CDG
t ≤ 4h 0 4 6 5 11
4h < t ≤ 4h30 22 1306 866 1189 845
4h30 < t ≤ 5h 0 653 433 498 384
t > 5h 187 0 15 13 11
GDN
t ≤ 4h 398 247 247 290 314
4h < t ≤ 4h30 775 818 731 719 641
4h30 < t ≤ 5h 0 14 8 6 8
t > 5h 0 0 0 0 0
ORY
t ≤ 4h 0 0 0 0 0
4h < t ≤ 4h30 0 0 906 563 997
4h30 < t ≤ 5h 0 0 397 259 425
t > 5h 0 0 0 0 1
Parisian road structure, one can notice that the range of the first two scales
of green surrounding the airports is larger for CDG than for ORY for all three
periods where they are both active, both in surface and in number of zones.
This indicates that CDG has a better road egress structure than ORY, and
that improvements should be considered for ORY to be more competitive
with respect to CDG.
Looking at the combination of all three modes, one is forced to notice that
there is a major dissymmetry between the north and the south of Paris in
terms of access times from Amsterdam. It is possible to find a path between
Paris city center and CDG going only through zones from the first two green
scales, while there is a discontinuity between Paris city center and ORY.
Despite being at proximity of an airport (ORY), most zones south-east of
100
CHAPTER 5. ESTIMATING DOOR-TO-DOOR TRAVEL TIMES WITH
THE HELP OF DATA GENERATED BY PASSENGERS 101
Paris are not as easily reached as other zones further away from airports and
from the train station.
5.3.4 Safest total travel time
This full door-to-door travel time model assumes that passengers choose their
departure time in order to arrive exactly tsec before the scheduled departure
of their plane or train and that they also know how long it takes to reach the
departure station. However, in reality, there is an uncertainty in the time the
traveler will spend reaching the airport and in the airport processing times.
This uncertainty often leads to an additional buffer time implying an earlier
departure time for the traveler. Using the presented model with the available
data, it is possible to find which is the most reliable mode to use per arrival
zone. The most reliable mode for a given arrival zone is defined as the mode
with the lowest variability in travel time, i.e. the mode where the difference
between the maximum travel time and the minimum travel time to reach
that zone is the lowest. This comparison is useful for passengers or trips that
require an accurate arrival time rather than a minimum travel time.
Figure 5.4 shows the most reliable mode on average to reach the different
zones in the Paris dataset for the five different period of the days used by
the Uber dataset. As for the previous analysis, the period was determined
using the departure time of the full door-to-door trip and uses the same color
code, i.e. the zones reached most reliably through CDG are indicated in blue,
ORY in red and GDN in green. For each zone and each period of the day,
the most reliable mode associated is the mode having the highest number of
days with the lowest average variability travel time over the considered date
range.
Though Figure 5.4 and Figure 5.2 are similar, there are some major dif-
ferences between average efficiency and average reliability noticeable in these
maps. For example, though it is on average faster to reach by train the zones
close to the highway leading to CDG, after 10:00 it is safer from a time vari-
ability perspective to reach them via CDG. From a reliability perspective,
CDG has claimed the quasi totality of the zones surrounding it, except in the
early morning where trips through GDN are still better. When comparing
all three modes, it appears that GDN is the most adversely affected by this
metric, with its range smaller than when considering rapidity.
5.3.5 Impact of faster processing times
One of the major difference between air and rail travel is the necessary pro-
cessing time both at departure and at arrival. In this particular study, with
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(a) Early morning (b) Morning (AM)
(c) Midday (d) Afternoon (PM)
(e) Evening
Figure 5.4: Comparison of the average variability of travel times to the Paris
area between the three considered arrival stations (CDG: blue, ORY: red,
GDN: green) for a trip starting from Amsterdam city center for different trip
initiation periods.
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a flight time of about 80 minutes, the current assumption of a departure
processing time of 90 minutes implies that travelers spend more time at
their departure airport than in flight, which greatly impacts the rapidity of
air travel. The presented model allows to modify these assumed processing
times in order to study the impact of improving these times both from an
airport perspective and a passenger perspective. Let’s assume in the follow-
ing analysis that the processing time at airports is improved from 90 to 60
minutes at departure and from 45 to 30 minutes at arrival. These modifica-
tions could be achieved in reality considering that this is an intra-Schengen
trip and that there isn’t any border control.
Figure 5.5 shows which is the fastest mode on average to reach the differ-
ent zones in the Paris dataset for the five different period of the days used by
the Uber dataset. As for the previous analysis, the period was determined
using the arrival time of the full door-to-door trip. The range of each mode
is indicated with the contour of each zone using the same color code, i.e.
the zones reached most reliably through CDG are indicated in blue, ORY
in red and GDN in green. For each zone and each period, the fastest time
associated is the average travel time using the fastest mode determined in
Section 5.3.2.
Table 5.8: Number of zones per mode and period of the day grouped by
full door-to-door travel time intervals in the case of faster airport processing
times. The original dataset is the same as that used to generate Figure 5.5.
Mode Time interval Early AM Midday PM Late
CDG
t ≤ 4h 0 1921 1492 2146 1525
4h < t ≤ 4h30 0 762 180 133 113
4h30 < t ≤ 5h 0 3 1 0 0
t > 5h 0 0 0 0 0
GDN
t ≤ 4h 398 289 318 384 263
4h < t ≤ 4h30 797 132 49 41 33
4h30 < t ≤ 5h 0 7 6 6 7
t > 5h 0 0 0 0 0
ORY
t ≤ 4h 0 0 1514 819 1656
4h < t ≤ 4h30 0 0 49 13 40
4h30 < t ≤ 5h 0 0 0 0 0
t > 5h 0 0 0 0 0
The first major difference with this processing time improvement can
be seen for trips arriving in the early morning (Figure 5.5(a)): all zones
previously reached through CDG are no longer accessed at this period since
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(a) Early morning (b) Morning (AM)
(c) Midday (d) Afternoon (PM)
(e) Evening
Figure 5.5: Comparison of the average total travel times to the Paris area
assuming faster airport processing times between the three considered ar-
rival stations (CDG: blue, ORY: red, GDN: green) for a trip starting from
Amsterdam city center for different trip initiation periods.
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they were associated to the 21:45 flight of the previous day. This indicates
that all trips start and end on the same day, with no trips finishing after
midnight. Another conclusion is that if a traveler from Amsterdam needs to
reach Paris in the early morning, the fastest way on average is to take the
train through GDN.
Looking at trips arriving later in the morning (Figure 5.5(b)), trips through
CDG are greatly advantaged by this time improvement, with CDG taking
over more than half of GDN previous influence zone. This range increase
from CDG can be explained both by faster door-to-door travel times and
by the increase of trips through CDG arriving in the morning (rather than
at midday). As a matter of fact, besides in the early morning, GDN loses
its competitiveness against both airports, with its range greatly shrinking
in size. The competition between CDG and ORY is however unchanged,
which is understandable since they both received the same processing time
improvement.
From a time perspective, Table 5.8 summarizes the distribution of the
number of zones per period reached within the same four time intervals as
previously (i.e. less than 4h, between 4h and 4h30, between 4h30 and 5h,
and more than 5h). This table shows that all trips are now conducted in
less than five hours and that 99.8% of the zones reachable are reached in
less than 4h30. ORY sees some major improvements with now 97.5% of the
zones best reached through it reached in less than four hours (compared to
no trips in less than 4h in the initial model), while increasing the number of
zones it reaches the fastest.
Using a map representation similar to Section 5.3.3, but not presented
here due to space considerations, it is possible to notice a 20-30 minutes shift
in the time distribution for every period except for early morning trips since
train processing times were unchanged. The upper bound travel time is also
unchanged for trips arriving in the morning, which would indicate that for
some zones, the processing time improvement resulted in no improvement or
even a worsening of the full trip travel time. Besides that exception, it is to
be noted that in this case a 45 minutes improvement in airport processing
time leads only to a maximum of 30 minutes of average total travel time
improvement due to the influence of train trips through GDN.
105
CHAPTER 5. ESTIMATING DOOR-TO-DOOR TRAVEL TIMES WITH
THE HELP OF DATA GENERATED BY PASSENGERS 106
5.4 A multi-modal analysis of the US air trans-
portation system
This section presents additional insights that can be gained from this full
door-to-door travel thanks to the availability of complementary data. The
United States is a federal state the size of a continent, therefore various
aggregated and centralized datasets are more easily available to all. Several of
these datasets are used in this section to add applications to the presented full
door-to-door model. This US study limits itself to the period from January
1st 2018 to March 31st 2018.
5.4.1 Flight schedule
As presented in the model definition in Section 5.2.3, both the scheduled flight
times and the actual flight schedules of most domestic flights can be obtained
via the Bureau of Transportation Statistics (BTS) [2]. This study considers
only the six US airports presented in Section 5.2.2, three East-coast airports -
Hartsfield-Jackson Atlanta International Airport (ATL), Boston’s Logan In-
ternational Airport (BOS) and Ronald Reagan Washington National Airport
(DCA) - and three West-coast airports - Los Angeles International Airport
(LAX), Seattle-Tacoma International Airport (SEA) and San Francisco In-
ternational Airport (SFO).
The average number of direct flights for the five considered day periods are
presented in Table 5.9. This table only counts flights that were not cancelled
from January 1st 2018 to March 31st 2018. During this three-month pe-
riod, 38,826 flights were considered, which corresponds to 3,523 early flights,
8,170 morning flights, 13,451 midday flights, 6.695 afternoon flights and 6,987
evening flights.
The full door-to-door travel times were then calculated for each scheduled
flight from January 1st 2018 to March 31st 2018 using the model presented
in Section 5.2.
5.4.2 Leg analysis
The full door-to-door travel times are initially calculated for every census
tract pair with sufficient Uber data between the census tract and the corre-
sponding airport. This yields an important number of travel times for each
considered flight. A method to aggregate these travel times into one travel
time per city pair would be to weigh the travel time associated to each census
tract with the proportion of passengers initiating their trips from there, or
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Table 5.9: Average number of flights for each period of the day between the
considered US city pairs between January 1st 2018 and March 31st 2018.
Flight leg Early AM Midday PM Late
ATL - BOS 1.33 10.42 22.74 8.23 11.06
ATL - DCA 2.65 12.84 18.90 8.97 13.00
ATL - LAX 2.74 9.87 24.61 6.10 7.13
ATL - SEA 1.00 3.97 7.90 3.74 2.90
ATL - SFO 0.00 8.35 7.26 2.90 7.13
BOS - ATL 7.94 9.97 19.52 13.06 2.77
BOS - DCA 3.71 13.55 22.19 11.19 8.74
BOS - LAX 2.07 9.87 8.13 12.42 2.35
BOS - SEA 1.08 6.55 0.00 3.16 2.42
BOS - SFO 5.35 11.29 7.94 5.65 5.00
DCA - ATL 9.84 5.48 20.26 11.00 9.77
DCA - BOS 3.55 9.16 24.13 12.03 10.65
DCA - LAX 0.00 5.68 0.00 5.74 0.00
DCA - SEA 0.00 2.84 0.00 2.84 0.00
DCA - SFO 0.00 2.90 0.00 2.84 0.00
LAX - ATL 2.55 16.19 21.32 2.81 7.55
LAX - BOS 2.94 10.68 8.42 2.15 10.74
LAX - DCA 0.00 5.74 5.74 0.00 0.00
LAX - SEA 6.65 10.39 24.55 13.97 14.32
LAX - SFO 7.68 18.65 44.19 23.65 22.61
SEA - ATL 5.81 2.94 6.84 0.00 3.77
SEA - BOS 2.52 1.33 4.48 0.00 4.94
SEA - DCA 0.00 2.84 2.87 0.00 0.00
SEA - LAX 12.74 11.32 20.42 11.77 13.48
SEA - SFO 9.39 11.35 25.00 9.23 14.55
SFO - ATL 2.94 4.06 12.77 0.00 5.87
SFO - BOS 1.04 8.16 13.55 4.81 7.94
SFO - DCA 0.00 2.84 2.87 0.00 0.00
SFO - LAX 10.45 26.61 35.52 23.68 20.87
SFO - SEA 8.94 8.00 21.77 14.32 15.81
finishing their trip there. The distribution of passengers over the different
census tracts could be estimated using mobile phone data. This data are
not available for this study, therefore the number of passengers originating
from or finishing within a census tract is assumed to be proportional to the
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population density of the considered census tract. The information relative
to the US census tracts are obtained from an online database2 based on the
US government 2010 census. The proposed aggregation method leads to a
single value for tto and tfrom per flight, which will be denoted as t̄to and t̄from,
and thus a single full door-to-door travel time T̄ per flight.
Once aggregated the full door-to-door travel time model enables a more
condensed leg-by-leg comparison of trips between two cities. As an example,
the city pairs (Boston, Seattle) and (Seattle, San Francisco) are compared
using this approach.
(a) t̄to (b) t̄from
(c) tin
Figure 5.6: Histograms of the aggregated time spent going to (t̄to) and from
(t̄from) the airports as well as the time spent in flight for both ways of the
journey Boston - Seattle, from January 2018 to March 2018
Starting with the city pair (Boston, Seattle), Figure 5.6 shows the his-
tograms of the aggregated time spent going to (t̄to) and from (t̄from) the
airports as well as the time spent in flight for both ways between January
2018 and March 2018. Figures 5.6(a)& 5.6(b) show that the quasi-totality of
2www.usboundary.com
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the weighted egress or access time distributions are under 30 minutes for both
airports. This indicates that both cities have integrated their airports in a
similar fashion. Assuming the processing times presented in Table 5.1, the
flight time is the major difference between travelling from Boston to Seattle
or the other way round. This difference is essentially due to an important
West-East wind on the chosen flight paths.
The second example city pair (Seattle, San Francisco), with both cities
in the same timezone, leads to a different conclusion. Figure 5.7 shows the
histograms of the aggregated time spent going to (t̄to) and from (t̄from) the
airports as well as the time spent in flight for both ways between January
2018 and March 2018.
(a) t̄to (b) t̄from
(c) tin (d) T̄
Figure 5.7: Histograms of the aggregated time spent going to (t̄to) and from
(t̄from) the airports as well as the time spent in flight and the aggregated full
door-to-door times T̄ for both ways of the journey San Francisco - Seattle,
from January 1st 2018 to March 31st 2018.
Unlike the flight time distributions of the previous city pair (Figure 5.6(c)),
Figure 5.7(c) shows that for these two West-coast cities that the flight time
distributions are similar for both flight directions. Figure 5.7(a) shows that
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for a majority of the considered flights linking SEA to SFO the weighted
time t̄to to reach SEA from Seattle is 30 minutes or less (with an average
of 26 minutes), whereas for a majority of the considered flights linking SFO
to SEA the weighted time t̄to from San Francisco to SFO is greater than 30
minutes (with an average of 36 minutes). The same conclusions apply to the
weighted times t̄from to leave each airport. Figure 5.7(b) shows that reaching
San Francisco from SFO takes also more than 30 minutes (with an average of
35 minutes) while reaching Seattle from SEA takes less than 30 minutes (with
an average of 27.5 minutes). Figures 5.7(a)& 5.7(b) clearly state that SEA
is better integrated to Seattle than SFO is to San Francisco. Figure 5.7(d)
shows the histogram of the weighted total times T̄ for the city pair (Seattle,
San Francisco) over the considered period. The slight shift of four minutes of
the distributions in favor of the direction San Francisco - Seattle is essentially
due to the fact that the processing time at arrival tarr is five minutes faster
at SEA than at SFO (Table 5.1). If SFO were to have a similar processing
time at arrival, the other direction would be slightly faster.
These histogram plots are useful to gain insight on each specific leg of
the full trip and to more easily compare each leg between different city pair
trips. Another representation leads to a better understanding of the time
spent in each leg proportionally to the time spent on the overall trip. For
each trip, the percentage of time spent at each phase is calculated based
on the full door-to-door travel time. The average percentage time spent is
then calculated for each phase and for each city pair trip. Figure 5.8 shows
the bar plot of these average percentage times for the thirty considered city
pairs. The city pairs are sorted according to the percentage of time spent
in the actual flight phase. With the proposed full door-to-door model, for
all considered trips, passengers spend on average more time at the departure
airport than riding to and from the airports. This figure also shows that,
with this model, for some short-haul flights, such as between SFO and LAX
or between BOS and DCA, passengers spend on average more time at the
departure airport than in the plane. Refining the full door-to-door model by
considering tailored airport processing times tsec at departure depending on
the city pair and not only on the departure airport could lead to a different
conclusion. This modification of the model would however require a stronger
access to passenger data.
The proposed full door-to-door model combined with the census data
available enables a better comparison of the integration of each airport within
its metropolitan area. To each census tract is associated an internal point
within its boundaries, and this internal point can be used to automati-
cally calculate the distance between airports and each census tract of their
metropolitan area. Figure 5.9 shows the scatter plot of the average daily ride
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Figure 5.8: Bar plot of the average proportion of the time spent within each
phase of the full door-to-door journey for all thirty considered trips.
time to each airport versus the geodesic distance to the airport for the six
considered airport. The geodesic distance is the shortest distance between
two points along the surface of the Earth. Additionally, the plot also fig-
ures a linear regression of these average time with respect to the distance to
the airport. A steeper slope for the linear regression indicates that it takes
longer to reach the airport from a given distance. Figure 5.9 highlights the
disparity between the range of each airport within the available data: DCA
has a range limited to 20 km while SFO attracts Uber riders from more than
120 km away. The other four airports have a similar range. The difference
in slope of their associated linear regression is however useful to rank their
integration within their region of attraction. From this perspective, Seattle
has the best integrated airport, i.e. the smallest slope, followed by Atlanta,
Boston and then Los Angeles.
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Figure 5.9: Scatter plot of the average ride time to the airport tto versus the
distance to the airport from January 1st 2018 to March 31st 2018. Straight
lines indicate the linear regression fit for each city.
5.4.3 Reach analysis
Similarly to the Parisian modal comparison, this full door-to-door model can
also be used in the US to visualize the accessible range of a city starting from
a specific census tract along with the time necessary to reach each possible
census tract in the destination city. The resulting map can help in better
understanding the urban structure of the metropolitan area or the impact
of severe weather on the full door-to-door trip and not only on the flight
segment.
Comparison of airport integration within the metropolitan road
structure
Figure 5.10 shows the average full door-to-door travel times associated with
trips in both directions between Seattle and San Francisco on January 2nd
2018. For each direction, the origin census tract is the census tract containing
the city hall. Please note that the color scale representing the full door-to-
door travel times are different from one map to another. The full color scale
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(a) From Seattle to San Francisco (minimum travel time:
299 minutes, maximum travel time: 362 minutes)
(b) From San Francisco to Seattle (minimum travel time:
301 minutes, maximum travel time: 467 minutes)
Figure 5.10: Average door-to-door travel times for trips between the city pair
(Seattle, San Francisco) starting from their city halls on January 2nd 2018.
The color scale is different from one map to another.
for Figure 5.10(b) ranges from 299 minutes to 362 minutes and is almost
completely contained within the first two color levels of Figure 5.10(a), which
ranges from 301 minutes to 356 minutes. The full color scale of Figure 5.10(a)
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ranges from 301 minutes to 467 minutes. For both cities, there are two main
axis of propagation visible thanks to the quasi linear time expansion from
the airport. For San Francisco, Figure 5.10(a) shows two axis on each side of
the Bay, except for a limited number of zones. These zones are associated
with census tracts close to parks and with less housing and fewer roads.
The linear propagation in time on both sides of the Bay can be explained
by the presence of numerous highways (e.g. I-280 and I-880) on both sides.
For Seattle, Figure 5.10(b) shows two perpendicular axis of propagation, one
North-South and one East-West. The North-South axis has a longer range
and faster propagation than the East-West axis. This can be explained by
the presence of the highway I-5 and could suggest the need of an improved
East-West road access.
Impact of severe weather analysis
Using the same door-to-door travel time visualization process and applying it
to different days can be a tool to better analyze the effects of severe weather
perturbations on the full door-to-door journey. As an example, the winter
storm previously studied in [10] is analyzed for trips between Washington
D.C. and Boston. This winter storm hit the East Coast of the United States
on January 4th 2018, and led to the closure of two airports in New York
City, along with the cancellation of the majority of flights flying to or from
the North-Eastern US coast. Figure 5.11 shows the map of the average full
door-to-door travel times to reach the Boston area starting from Washington
D.C. city hall on January 2nd 2018 - before the landfall of this winter storm
- and on January 5th 2018 - after the landfall of the winter storm.
Please note once more that the color scales representing the full door-
to-door travel time are different from one map to another. This difference
indicates that on January 5th 2018 (Figure 5.11(b)), the minimum average
full door-to-door travel time to reach any census tract within the Boston
area was more than twenty minutes higher than on January 2nd 2018 (Fig-
ure 5.11(a)) from 269 minutes up to 291 minutes. The maximum average full
door-to-door travel time was increased by ten minutes, from 348 minutes to
358 minutes. Comparing the two maps, a shift towards the red is noticeable
from January 2nd 2018 to January 5þ 2018, along with some census tracts
disappearing from the considered range on January 5th 2018 due to lack of
sufficient Uber ride data. These two observations indicate that the full door-
to-door travel times are closer to the maximum average travel time than
from the minimum travel time on January 5th 2018 compared to January
2nd 2018 and that some zones were might have been sufficiently adversely
impacted by the weather to allow rides from the airport to reach them. On
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(a) Before landfall, on January 2nd, 2018
(b) After landfall, on January 5th, 2018
Figure 5.11: Average door-to-door travel times from Washington D.C. city
hall to Boston over a single day, before and after the Bomb Cyclone of Jan-
uary 2018.
a side note, both maps show that Washington D.C. has road different struc-
ture than both Seattle and San Francisco, with a star-shaped propagation of
travel times from its airport.
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5.4.4 On the importance of a passenger-centric ap-
proach to delays
A final application to the full door-to-door model presented in this chapter is
to emphasize the difference between flight delay and passenger delay. Since
Uber splits the day into five different periods, each with their traffic idiosyn-
crasies with respect to peak times, it is possible to calculate how much extra
travel time is required for a passenger when a flight does not arrive in the
scheduled period. For example, a flight supposed to arrive in the early morn-
ing that lands after 10:00 AM could result in the passenger getting stranded
in traffic when trying to leave the airport. Though airlines are not responsi-
ble for road traffic, passengers can choose flights based on their arrival time
to avoid peak time traffic.
To calculate this extra travel at aggregated level, the difference of average
travel time between the two periods concerned by flights not arriving accord-
ing to schedule is calculated for each arrival zone and then aggregated using
the method presented in Section 5.4.2. Another measure of sensitivity is to
consider the maximum difference between the maximum travel times of each
zone between the two considered periods. This second measure indicates the
worst variation of the travel time upper bound, i.e. the maximum difference
a constantly unlucky rider can experience going from the airport to their
final destination zone.
Let us consider the flight UA460 from LAX to SFO scheduled to arrive
on Thursday February 15, 2018 at 18:02 local time and that landed with a
minor delay of 16 minutes. Due to the 45 minutes processing time required
to leave the airport, this 16 minutes delay shifts the departure period from
the airport from afternoon (PM) to late evening. The aggregated average
extra travel time from the airport is of 15 minutes and 40 seconds, i.e. a
16 minutes flight delay triggered an average 31 minutes total delay for the
passengers. Looking at the second considered measure, the maximum travel
time difference for this flight delay is of 72 minutes, meaning that potentially
one passenger could experience a total delay of 88 minutes resulting from this
16 minutes delay experienced by the flight. This first example illustrates that
passenger delay and aircraft delay are distinct and cannot be substituted.
Paradoxically, arriving earlier than scheduled for a flight does not neces-
sarily mean that the full door-to-door trip ends earlier. For example, flight
VX1929 from LAX to SFO scheduled to arrive on Thursday February 8, 2018
at 15:22 local time actually landed 25 minutes earlier. This implied that the
passengers were no longer leaving the airport in the afternoon (PM) period
but at midday. The aggregated average extra travel time from the airport
is here of 15 minutes and 2 seconds, so on average travelers did arrive ear-
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lier than scheduled, but only by about ten minutes and not the twenty-five
minutes announced by the airline. However, looking at the second measure-
ment method again, the maximum ride time difference is of 66 minutes and
44 seconds, which means that potentially a passenger could end up arriving
forty minutes later than if the flight would have landed on time.
5.5 Conclusion
By leveraging Uber’s recently released data of the aggregated travel times
of their passengers and integrating them with several other available data
sources, this chapter introduces a model of the full door-to-door travel time
for multi-modal trips both in Europe and in the United States. Though
the model is used for one city pair in Europe and five different cities in the
United States, it could however be implemented for any world city pairs with
available ride-sharing or taxi data. This model can be adapted depending
on the available data regarding the main modes considered, since a weekly
schedule with no delay information can lead to some meaningful insights for
passengers and city planners alike.
Furthermore, by aggregating the full door-to-door travel times at a city
level, the model enables both the pairwise comparison of the different travel
times per trip segment between two cities as well as an analysis over time of
the time necessary to join two specific cities. It can also be used to evaluate on
a national level some passenger-centric objectives within NextGen in the US
and ACARE in Europe regarding the good integration of airports within their
cities. It can also bring some insights to how multi-modal trips are affected by
severe weather perturbations, indicating where improvements can be made.
It also brings a valuable measurement of the difference between flight delays
and passenger delays, emphasizing the need of passenger-centric metrics for
evaluating the performance of the air transportation system, which is not
solely constituted of planes.
Further studies should consider using alternative modes to reach the de-
parture station or leave from the arrival station such as the subway. Addi-
tionally, knowing the actual daily proportion of travelers using the different
approaches (road or rail) would enable a better daily evaluation of the full
door-to-door travel time. A possible method to determine this proportion





Over the past ten years, the number of flights every year has steadily in-
creased to meet the demand of passengers, which are then considered as
customers of the air transportation system. The performance of the air trans-
portation system is traditionally measured by flight-centric metrics, such as
the number of delayed flights, the amount of delay and the number of can-
celled flights. Previous studies have shown that passengers are a vector of
flight delay propagation, along with planes and crew. This makes passengers
actors of the air transportation system. The work presented in this thesis
harnesses the fact that passengers generate data throughout their travel and
interaction with the air transportation system to also consider passengers as
sensors of the air transportation system.
In Chapter 3 we have shown that data actively generated by passengers
on Twitter can be filtered and processed into features that can be used to
estimate the number of abnormal flights per airport and per hour in the
United States. This estimation pipeline enables any actor of the air trans-
portation system to have a good view of what is currently happening within
the system, without having to wait for official flight data to be released.
This real time availability is of particular importance when considering se-
vere perturbations, both for short-term perturbations, such as the January
2018 bomb cyclone, and for long-term perturbations, such as the COVID-19
health crisis.
During the COVID-19 health crisis in Spring 2020, passengers were not
traveling as much as before, but they remained customers, actors and sen-
sors of the air transportation system. In Chapter 4, we proposed metrics
for passengers based on passenger-generated data in order to monitor the
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interaction between passengers and airlines and the interaction between pas-
sengers and airports. The data used for these metrics are available faster
than official flight data, from the real time availability of Twitter data to
a week latency for SafeGraph mobile data, versus a two month latency for
BTS reports. Therefore, these metrics give a partial but up-to-date view of
the air transportation system which can then be completed with flight data
once they are released.
Considering passengers as sensors of the air transportation system has
the added benefit of offering the possibility to capture the inherent multi-
modality of the air transportation system, given that passengers generate
data throughout their door-to-door journey. This specificity leads to the
full door-to-door travel time model presented in Chapter 5. This model can
be used to gain a better understanding of the urban network surrounding
airports, which can then be used to improve airport integration with cities
for the benefit of passengers, airports and airlines. It can also be used to
compare the different possible transportation modes between two cities in
order to help passengers choose the best option for them depending on their
travel preferences.
In conclusion, passenger-generated data can be used to estimate in real
time the flight-centric status of the air transportation system, while also giv-
ing a complementary view of the system via the interactions between passen-
gers and the other actors of the system. Combined with other data sources,
passenger-generated data can also provide an estimation of the actual door-
to-door travel time for multi-modal trips.
6.2 Perspectives
The work presented in this thesis and in the appendix is a first step towards
putting the passenger back to the center of the air transportation system. It
has therefore covered many facets of the air transportation system in order to
highlight the central role that passengers play within the air transportation
system. Several research directions presented in this thesis can therefore be
further investigated.
The estimator built in Chapter 3 is trained using only data from 2017 and
used to estimate cancellations up to May 2020. A possible improvement to
the proposed estimator would be to integrate new flight data and perturba-
tions within a continuous training process. This regular update could also
potentially lead to the integration within the extracted features of the rapidly
changing behavior of the Twitter stream. Furthermore, the estimator could
be adapted to estimate the number of flights arriving with a delay greater
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than 30 minutes or 60 minutes, since these magnitudes of delay have a far
greater impact on the passenger experience.
The passenger-centered metrics presented in Chapter 4 are tailored for
long term perturbations in order to answer to the lack of fight information
during the COVID-19 health crisis. An interesting research direction would
be to adapt those metrics to short term perturbations, which would require
to consider the data generated by passengers at an hourly level rather than
at a daily or weekly level.
Twitter being used worldwide, an adaptation of the proposed models and
metrics based on the data generated by passengers on Twitter to other regions
of the world, such as the European Union, could provide more insights on
the regional interconnections of the air transportation system.
Finally, the model of the full door-to-door travel time presented in Chap-
ter 5 could be enhanced by integrating additional transportation modes to
and from the airports, such as subway and public transportation, and by
gaining access to aggregated dwell times by airport and by train station
thanks to an increased data-sharing. Furthermore, a better-tuned model of
the processing and dwell time spent at airports could also be derived from
data gathered by some Airport Operations Centre (APOC) initiatives, e.g.
at Heathrow Airport. The model could then be used to better assess which
trip phases can be most easily compressed in order to reach the 4 hour aim of
ACARE FlightPath 2050. Any optimization model of the full door-to-door
travel time should also take into account the fact that passengers generate
revenue for airports during their dwell time [176].
The ubiquity of smartphones and the increase in the use of sensors as part
of the Internet of Things is leading to massive amounts of data being collected
by various entities, both public and private, within the air transportation
system. The work in this thesis shows that these data can be shared in such
a way that it protects the passengers privacy while benefiting every actor of
the air transportation system.
Furthermore, being able to access real time or close-to real time infor-
mation is essential for the handling of unforeseen events and can benefit
all stakeholders of the air transportation system, including passengers. Air
transport operations are highly optimized, increasingly dynamic, especially
during uncertain times or degraded situations. The system-wide availabil-
ity of better information about the system’s state, which is comprised of
airplanes, flights and passengers, is bound to improve the response to un-
planned events
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Presented at the 38th Digital Avionics Systems Conference, San Diego,
California, USA.
Best session paper award.
[12] Monmousseau, P., Marzuoli, A., Feron, E., Delahaye, D., 2019. Pas-
sengers on social media: A real-time estimator of the state of the US
air transportation system.
Presented at the ENRI Int. Workshop on ATM/CNS (EIWAC 2019),
Tokyo, Japan.
Best student award.
[14] Monmousseau, P., Delahaye, D., Marzuoli, A., Feron, E., 2019. Door-
to-door travel time analysis from Paris to London and Amsterdam using
Uber data.
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Presented at the Ninth SESAR Innovation Days, Athens, Greece.
[17] Monmousseau, P., Jarry, G., Bertosio, F., Delahaye, D., Houalla, M.,
2020. Predicting Passenger Flow at Charles De Gaulle Airport Security
Checkpoints
Presented at the 2020 International Conference on Artificial Intelli-
gence and Data Analytics for Air Transportation (AIDA-AT), IEEE,
Singapore, Singapore.
[15] Monmousseau, P., Delahaye, D., Marzuoli, A., Feron, E., 2020. Door-
to-door Air Travel Time Analysis in the United States using Uber Data.
Presented at the 2020 International Conference on Artificial Intelli-
gence and Data Analytics for Air Transportation (AIDA-AT), IEEE,
Singapore, Singapore.
[18] Monmousseau, P., Puechmorel, S., Delahaye, D., Marzuoli, A., Feron,
E., 2020. Towards a more complete view of air transportation perfor-
mance combining on-time performance and passenger sentiment.
Accepted at the 9th International Conference on Research in Air Trans-
portation (ICRAT ’20), Tampa, Florida, US. Not presented due to
COVID-19.
6.3.2 Papers submitted to journals
• Monmousseau, P., Marzuoli, A., Feron, E., Delahaye, D., 2020. Pas-
sengers on social media: A real-time estimator of the state of the US
air transportation system.
Accepted at the Air Traffic Management and Systems – IV, Lecture
Notes in Electrical Engineering, Springer
• Monmousseau, P., Marzuoli, A., Feron, E. and Delahaye, D., 2020.
Impact of Covid-19 on passengers and airlines from passenger mea-
surements: Managing customer satisfaction while putting the US Air
Transportation System to sleep.
Published in Transportation Research Interdisciplinary Perspectives,
Volume 7, September 2020.
• Monmousseau, P., Marzuoli, A., Feron, E. and Delahaye, D., 2020.
Analyzing and comparing door-to-door travel times for air travel using
aggregated Uber data.
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Submitted at IEEE Transactions on Intelligent Transportation Sys-
tems.
6.3.3 Papers published on arXiv.org
[13] Monmousseau, P., Marzuoli, A., Feron, E., Delahaye, D., 2020. Putting
the Air Transportation System to sleep: a passenger perspective mea-
sured by passenger-generated data. arXiv:2004.14372 [physics].
Thank you for reading so far!
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A.1 Introduction
This thesis is highly inspired by the approach taken by Marzuoli et al. in
[106], and the path to the methods and results presented throughout this
thesis started in a study of the passenger experience in airports under major
perturbations combining mobile phone data and social media data [10].
This appendix aims at presenting this study, which is a detailed analysis
of domestic air passengers behavior during a major air-traffic disturbance,
from two complementary passenger-centric perspective: a passenger mobility
perspective and a passenger social media perspective. By leveraging over 5
billion records of mobile phone location data per day from a major carrier
in the United States, passenger mobility can be reliably analyzed, no matter
which airline the passengers fly on or which airport they fly to and from.
Such information is currently unavailable to the major aviation stakeholders
at such scale and can be used to establish performance benchmarks from
a passenger’s perspective. Combining it with a Twitter analysis provides
a more detailed and passenger-focused analysis than the traditional flight-
centric measurements used to evaluate the overall system performance. More
generally, these two passenger-centric analysis could be implemented in real-
time for a daily evaluation of the Air Transportation System, enabling a faster
analysis of the impact of major disruptions, whether due to meteorological
conditions or system failures.
These tools are here implemented and tested a posteriori in the case
of the bomb cyclone that hit the Northeast part of the United States in
January 2018, causing the closure of Kennedy International Airport (JFK)
and severe capacity decreases at Logan International Airport (BOS), Newark
Liberty International Airport (EWR) and LaGuardia Airport (LGA).
The appendix is organized as follows. Section A.2 describes the bomb
cyclone and its impact on flight operations, leveraging publicly available on-
time performance data from the Bureau of Transportation Statistics. Section
A.3 offers a passenger-centric perspective in this appendix, focused on pas-
senger mobility, supported by mobile phone cell-tower location data from a
major US carrier. Section A.4 provides a second passenger-centric perspec-
tive, focused on passenger travel experience, using publicly available Twitter
data. Section A.5 draws the conclusions of the study and provides future
research perspectives.
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A.2 The Bomb Cyclone and its impact on Air
Operations
From January 2nd to January 6th 2018, a massive blizzard nicknamed "Bomb
Cyclone" disrupted the Eastern Coast of the United States with a peak on
January 4th. More than 90 percent of LGA flights, more than 70 percent of
Newark Liberty flights and 20 percent of JFK flights were announced to be
cancelled on January 4th. Both JFK and LGA airports were closed for safety
measures due to the weather conditions [159] [177]. Port Authority closed
JFK airport at 10:45 am on January 4th, expecting reopening at 3 pm. At
2 pm, the reopening was pushed to 8 pm. At 6 pm, it was pushed a second
time to the next day, January 5th, at 7 am. On January 7th, the record
low temperatures led to water pipes breaking at JFK Terminal 4, forcing a
partial evacuation and flooding hundreds of luggage.
A.2.1 Overall impact on the United States
In this section, we selected the top 45 airports in terms of traffic volume
in the continental United States and extracted all traffic between these air-
ports from the BTS on-time performance measures. Given the hub-and-spoke
structure of the airport network, this represents the majority of domestic op-
erations.
The number of flown flights, aggregated by departing airports each day
between December 27th, 2017 and January 12th, 2018, is shown in Figure
A.1. This initial flight-centric perspective confirms the major impact the
bomb cyclone had on four airports in particular: BOS, EWR, LGA and
JFK. The volume of flights on January 4th is an extreme outlier for these
airports, which are amongst the busiest in the United States, and is still
lower than usual on January 5th.
A.2.2 Focus on the North East
Figure A.1 highlighted the impact of the bomb cyclone on four major airports
of the North East of the United States, namely JFK, LGA, EWR and BOS.
More precisely, it highlights the abnormal flight operations on January 4th
(each of these airports had less than 30 flights overall) and emphasizes the
two-day recovery period needed to return to a normal volume of operations.
However, the recovery in terms of schedule adherence and delays took
longer, as depicted in Figure A.2(a), showing the number of delayed flights at
these airports. First, there are almost no delayed flights on January 4th since
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Figure A.1: Number of flights per departure airports (BTS)
the vast majority was cancelled. The recovery period took about five days.
Figure A.2(b) presents the average flight delay per day at each airport at
departure and arrival. The average departure delay shows different recovery
profiles. LGA airport had its peak departure delay (across only 11 flights) on
January 4th, while it was on January 5th for the other airports. Moreover,
on the worst day of the Bomb cyclone, January 4th, at BOS, the average
flight delay spiked to over 11 hours, for the only 3 flights that landed. For
the other three airports, the peak arrival delay is on January 5th.
From the BTS data, it is possible to evaluate the quantitative impact of
the bomb cyclone on flight traffic. Yet, it is not enough to fully apprehend
the disproportionate impact of the bomb cyclone on passenger experience.
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(a) Number of delayed flights per day. (b) Average flight delay per day.
Figure A.2: Number of delayed flights and average flight delay per day
A.3 Bomb Cyclone from mobile location data
In this section, the method of passenger selection validated in [106] is imple-
mented and analyzed for the time period covering the bomb cyclone.
A.3.1 Global view of domestic passengers experience
at airports
The top 45 airports in terms of traffic were chosen for this study and lati-
tude/longitude bounding boxes were created for each of them. On a daily
basis, 5 billion records are collected by the carrier each time a phone con-
nects to the cellular network and an approximate location is obtained from
cell tower triangulation. A record consists in an anonymized user id, a time
stamp and the approximate latitude and longitude of the user. Passengers
are identified if they have a cell phone record located within the bounding
boxes of at least two different airports, provided these airports are not in the
same metropolitan area. Once the passengers are detected, only the initial
and final time stamps within each bounding box are kept in order to have a
reliable estimate of the time spent by the passengers in each airport.
The number of passengers per day for these airports using this method
is represented in Figure A.3. From this plot, the same four northeastern
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Figure A.3: Number of passengers per airport.
airports are noticeable as outliers on January 4th and 5th, 2018. This simple
observation indicates that, from a passenger perspective, the peak of the
bomb cyclone’s impact was not solely located on January 4th as the BTS
data shows.
Making a box plot visualization of the time spent at airports yields a
more condensed way of comparing the performance of the airports in terms of
passenger time spent within the airport. Figure A.4, which shows the average
and quartile distribution of the time spent by passengers at each airport on
January 2nd, 2018, at departure or arrival. As expected, passengers typically
spend more time at departure than at arrival. January 2nd is selected as a
fairly uneventful day, to portray the usual performance of each airport from
a passenger’s perspective. For example, LAX and MCO have the highest
average time spent by passengers at departure, with 130 minutes, but LAS
has the highest standard deviation, with 71 minutes. At arrival, the worst
performer is DFW with 87 minutes on average.
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Figure A.4: Time spent at airports by passengers on January 2nd 2018.
Comparing Figure A.4 for January 2ndwith Figures A.5 & A.6 - showing
January 4th and 5th respectively yield interesting conclusions. On Jan-
uary 4th, the number of passengers at BOS, EWR, JFK and LGA is very
small. Between January 2nd and 4th, passengers spent in average less time
at departure at the impacted airports (about 10 percent) but with a wider
distribution. Visually, this can be illustrated as the box plot sinking and
widening compared to its normal state. While the average time spent at de-
parture is similar to that of January 2nd, the standard deviation is about 20
percent higher for these four airports. On January 5th, when there were less
cancellations but a peak in flight delay, we observe a peak in time spent at de-
parture. For instance, at JFK, on January 2nd, a departing passenger spends
109 minutes on average, with a standard deviation of 59 minutes. This is a
good performance compared to the other airports in the United States. But
on January 5th at JFK, the average time at departure for passengers jumps
to 194 minutes and the standard deviation to 98 minutes.
These new plots and new methods have confirmed that mobile phone
data do pinpoint airports that are going through major disturbances by es-
tablishing a reliable benchmark of their performance from the passengers
perspective.
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Figure A.5: Time spent at airports by passengers on January 4th 2018.
A.3.2 Analysis at each airport in the North East
Once the most impacted airports are identified from comparing with the top
airports, a more specific analysis can be conducted to better evaluate if this
disturbance impacted each of these airports differently.
Visitors
First, we examine the behavior of users visiting the airport, i.e. people
who were within the bounding box of an airport. These visitors includes
passengers, airport staff, taxi drivers, and anyone driving by as well. This
approach is useful to know if the disturbance only affected passengers or a
wider group. Figure A.7(a) shows the evolution of the number of visitors per
day over two weeks around the bomb cyclone for the four impacted airports.
Each airport considered typically employs between 15,000 and 40,000 peo-
ple, as airport staff. Thousand of domestic and international passengers tran-
sit through each airport. Friends and family drop off and pick up passengers.
Several airports are located along major roads or highways, and because lo-
cation data is noisy, pings might be recorded within bounding boxes around
the airport. What matters here is not the absolute number but the relative
changes day to day. The signal for passengers is much cleaner thanks to a
more elaborate filtering.
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Figure A.6: Time spent at airports by passengers on January 5th 2018.
The drop on January 4th is clearly visible for all four impacted airports,
with different recovery profiles. EWR had the fastest recovery while JFK’s
recovery was slower and started a day later.
(a) Number of visitors (b) Average time spent
Figure A.7: Evolution of the number of visitors and of the average time spent
by visitors at the most impacted airports by the Bomb Cyclone
Plotting the distribution of the time spent at these airports by visitors
every day yields some striking patterns. From Figure A.7(b), the average
time spent by visitors is fairly consistent over the days except on January 4th
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and 5th. These plots show that even the number of visitors dropped during
the bomb cyclone, most likely because the snow levels made access to these
airports difficult. The peak is most visible for BOS.
This visitor-centric view gives us a better insight on the impact of any
disturbance for different airports. During the bomb cyclone, both passengers,
who flew in or out of the airport, and visitors were impacted. The difference
of impact between the different airports for visitors also illustrates how the
airports’ access routes had an effect or were impacted by the anomaly.
Passengers
The box plots used to create a performance benchmark from a passenger’s
perspective proposed in section A.3.1 are useful to pinpoint impacted air-
ports, and they can be used in a different configuration to gain additional
insight on the differences between normal and disrupted behavior at each
airport. Figures A.8(a) and A.8(b) shows the evolution across days of the
average and standard deviation of the time spent at departure and arrival
for passengers at the airports most impacted by the Bomb cyclone.
(a) At departure airports. (b) At arrival airports.
Figure A.8: Average and standard deviation of time spent by passengers at
departure and arrival airports.
The differences noted previously become obviously visible in terms of
averages: on January 4th, at JFK, EWR, LGA and BOS, there is a small
decrease in the average time spent at departure with a wider distribution
for smaller waiting times followed by an important increase of the average
time spent on January 5th with an increased distribution spread as well.
Regarding the time spent at arrival, the patterns are similar, although less
marked. In terms of standard deviations, JFK has a large increase in the
width of the time distribution starting January 5th for the time spent at
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departure and a four day recovery period for this parameter while LGA does
not have this increase in width as well as a one day recovery period. EWR
and BOS experience a lower increase in spread than JFK and they both have
a three day recovery period. Overall, the recovery took longer at JFK than
at EWR, LGA and BOS.
A.4 Bomb Cyclone on Twitter
A complementary view of passenger experience through this major distur-
bance can be obtained via passenger activity on social media platforms.
This section presents a three step process in analyzing Twitter content in
order to better understand the impact of the bomb cyclone from a passenger
perspective.
A.4.1 Volume of tweets related to airlines/airports
Twitter’s developer API [178] was used to filter and collect relevant tweets
from the full Twitter stream, by using specific airlines and airports handles
as queries over the same time period as in the previous sections, i.e. from
December 27th 2017 to January 12th 2018. A tweet is considered as relevant
if it contains the handle of an airline or an airport within its text or if it
is published by an airline or an airport Twitter account. The considered
Twitter handles for the specific case of the bomb cyclone are presented in
Table A.1. This collection of tweets is organized as a database of tweets
labeled by airline and by airport. Each entry of this database consists of
the tweet ID, the time stamp, the text and the account handle used for the
search.
Table A.1: Twitter handles used for gathering tweets relevant to the bomb
cyclone perturbation
Twitter handles
Airlines @united, @Delta, @AmericanAir, @SouthwestAir,
@SpiritAirlines, @VirginAmerica, @JetBlue
Airports @JFKairport, @EWRairport, @BostonLogan, @LGAairport
A first step in visualizing the content of this temporal text-based database
is to count the number of tweets per day and per label, i.e. the airline or
airport handle used to retrieve them, and plot their evolution over time.
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These volume changes in the social activity of passengers, airlines and air-
ports are a first indicator that can be used to understand the social impact
of the bomb cyclone. FigureA.9 shows the daily evolution of the number
of tweets related to airlines over the considered period. It illustrates that
customers had a different experience depending on which airlines they were
flying. The most impacted airlines were Jetblue (B6) and Delta (DL), since
they both had an important increase in Twitter volume over a period of four
days. American Airlines (AA) and United Airlines (UA) have less important
daily variations from January 1st to January 8th, which would tend to indi-
cate a better management of passengers from these two airlines during this
perturbation.
Figure A.9: Volume of tweets referring to airlines aggregated by day
FigureA.10 shows the daily evolution of the number of tweets related
to airports over the considered period. It highlights how much worse the
impact was at JFK airport compared to other North East airports, with a
disproportionate amount of tweets associated with JFK Twitter handle from
January 4th to January 14th. The peak of tweets is observed on January 7th,
when one of its terminal was flooded by a broken water pipe.
To obtain a more fine-grained picture of the situation on social media,
tweets are then aggregated on an hourly basis. FigureA.11 shows the hourly
evolution of the number of tweets related to airlines over the same two weeks.
This representation brings additional insight concerning the two worst-hit
airlines noticed in FigureA.9, Delta and Jetblue. Delta typically has a higher
tweet volume over all days than other airlines, even on normal days. On the
days following the bomb cyclone, the daily level is similar but there are hourly
peaks on January 6th and January 7th. On the other hand, JetBlue shows
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Figure A.10: Volume of tweets referring to airports aggregated by day
a large increase in tweets on January 4th in the afternoon, before steadying
at a lower level for the following four days, albeit at a higher level than on
normal days.
Figure A.11: Volume of tweets referring to airlines aggregated by hour
The visualization of tweet volume is more striking in terms of airports
aggregated per hour, with Figure A.12 showing the hourly evolution of the
number of tweets related to airports over these two weeks. From the normal
small chatter similar to the other airports, JFK becomes a huge source of
tweets as soon as 6am on January 4th. And this source takes five full days
before slowly disappearing, which is consistent with the phone location anal-
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ysis presented previously in Section A.3. This representation has also the
advantage of pinpointing the hour when the broken pipe actually started im-
pacting passengers, with a major spike in tweet volume in the early morning
of January 7th.
Figure A.12: Volume of tweets referring to airports aggregated by hour
A.4.2 Tweets about delays and cancellations
While monitoring tweet volume provides clues regarding the presence of
anomalies and can help pinpoint when they start impacting passengers, Twit-
ter is most useful to obtain contextual information. Using simple filters based
on the presence of specific keywords, one can get a better understanding of
airline performance and overall passenger satisfaction. In the particular case
of air transportation, filters based on cancellation or delay related keywords
yield some interesting results. The keywords used for these filters can be
found in TableA.2.
Table A.2: Keywords used for filtering tweets
Filter Keywords
Cancellation cancellation, cancel, cancelled, postponed
Delay delay, delayed, wait, waiting, late, postponed, hours
Applying these filters and aggregating all airline-related tweets reveals
that cancellations had a greater impact than delays on passengers’ social
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behavior. Figure A.13 shows the hourly evolution of the number of tweets
containing cancellation related keywords from December 27th 2017 to Jan-
uary 12th 2018. The volume of cancellation related tweets increases almost
five-fold on January 3rd, the day many cancellations were first announced
given the weather forecasts, and keeps increasing on January 4th when the
cancellations actually take place. The five day recovery period determined
in the phone data analysis from SectionA.3 is still visible on Figure A.13.
Figure A.13: Volume of tweets referring to airlines aggregated by hour filtered
by cancellation-related keywords
FigureA.14 shows the hourly evolution of the number of tweets containing
delay related keywords over the same two week period. Regarding the volume
of delay related tweets, the increase is less visible, though still occurs, since
the amount of delay actually decreased due to the increase of cancellations.
From this perspective also it is clearly visible that the return to normal
activity starts only around January 10th.
A.4.3 Topic analysis on tweets
A more elaborate way of exploiting information from tweets is to perform a
topic analysis of the tweet database using Latent Dirichlet Allocation (LDA)
[157] and comparing "normal" days (January 9th- 11th) with days where the
bomb cyclone impacted the East coast (January 4th- 6th). In LDA, each
document - here each tweet - is modeled as a finite mixture of topics. A
topic is defined as a distribution over the words composing the full set of
considered documents. The topic distribution of each document and the
word distribution of each topic can be determined using variational Bayes
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Figure A.14: Volume of tweets referring to airlines aggregated by hour filtered
by delay-related keywords
approximations and was implemented in Python by Rehurek and Sojka [158]
within the Gensim library. For this initial study, the topic distribution de-
termination algorithm is run five times and the best topic representation is
chosen using the coherence measures introduced in [179]. The aim of these
coherence measures is to select topics with word distributions the more hu-
man understandable possible for a better explainability. Each tweet is thus
associated with a finite number of topics, each having a relative importance.
When considering a set of tweets, it is possible to add the importance of
each topic over all the considered tweets leading to the creation of a topic
importance ranking.
A first step in topic analysis is to clean and format the tweets analyzed.
For instance, any reference to websites or pictures is replaced by a corre-
sponding keyword. Mentions of other users within a tweet (@someone) and
most emojis are similarly replaced. Note that "dm" means "direct message"
on Twitter, which is used when a user wants to take a public conversation
to a private channel. Since the collected database contains many responses
from airlines, the individual signatures of each airline agent is also replaced
by a keyword. Dates and times are also generically replaced by keywords. An
improved and more detailed cleaning process inspired by these initial con-
siderations, is further presented in Section 3.1.2. The resulting text is then
filtered against common stop-words and words occurring only once in the
whole month of January 2018 are removed.
Two different methods are used to study the impact of the bomb cyclone
using topic analysis. In a first approach, topics are generated using the airline
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related tweets across the full month of January 2018, and then their relative
importance is ranked for each set of days. TableA.3 shows the top four topics
using this method for the chosen set of normal days and TableA.4 shows the
four top topics for the set of days impacted by the bomb cyclone. Words
written in full capital letters correspond to cleaning keywords as explained
in Section 3.1.2.
Table A.3: Top 4 monthly Twitter topics for January 9-11 2018
Rank Distribution Top 10 words
1 13.9 MENTION, flight, get, one, know,
plane, PICTURE, still, WEBSITE, bags
2 13.0 SIGNATURE, sorry, thanks, flight, get,
hear, know, MENTION, time, us
3 12.3 MENTION, PICTURE, WEBSITE, flight,
SIGNATURE, help, back, thanks, flying, get
4 11.6 MENTION, flight, get, TIME, thanks,
delayed, cancelled, flying, us, flights
Table A.4: Top 4 monthly Twitter topics for January 4-6 2018
Rank Distribution Top 10 words
1 16.1 MENTION, flight, get, TIME, thanks,
delayed, cancelled, flying, us, flights
2 16.0 MENTION, flight, get, one, know,
plane, PICTURE, still, WEBSITE, bags
3 10.9 MENTION, PICTURE, WEBSITE, flight,
SIGNATURE, help, back, thanks, flying, get
4 10.9 SIGNATURE, sorry, thanks, flight, get,
hear, know, MENTION, time, us
Only the ranking of the topics differ from TableA.4 to TableA.3, other-
wise they are both composed a topic where passengers ask for information
about their flights and bags, two topics where airlines answer to passenger
concerns and a topic concerning delays and cancellations. As may be ex-
pected, the topic concerning cancellations and delays went from 4th place
during the normal days to 1st place during the bomb cyclone.
A second approach provides more specific insight regarding the bomb
cyclone. Topics are determined independently for each set of days using only
the tweets from the corresponding days. They are then ranked by importance
on each set of days, see TableA.5 for the top four topics on January 9th to
11th and TableA.6 for the top four topics on January 4th to 6th.
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Table A.5: Top 4 specific Twitter topics for January 9-11 2018
Rank Distribution Top 10 words
1 15.7 MENTION, flight, WEBSITE, PICTURE, thanks,
time, great, airline, travel, flights
2 15.1 MENTION, flight, PICTURE, WEBSITE, thanks,
back, get, thank, bag, SIGNATURE
3 13.8 MENTION, flight, get, PICTURE, one,
plane, airport, check, still, help
4 10.3 SIGNATURE, WEBSITE, please_dm, sorry, dm,
happy, hi, hear, bag, flight
Table A.6: Top 4 specific Twitter topics for January 4-6 2018
Rank Distribution Top 10 words
1 22.4 flight, MENTION, get, TIME, flights,
cancelled, jfk, still, time, delayed
2 12.7 SIGNATURE, sorry, MENTION, thanks, us,
know, please, flight, team, airport
3 11.2 MENTION, thank, WEBSITE, get, SIGNATURE,
PICTURE, time, see, flight, airport
4 11.2 MENTION, PICTURE, flight, thanks, WEBSITE,
get, us, help, one, airport
Regarding the set of normal days in TableA.5, the topics are similar to
the top three topics found using the first approach in TableA.3 and they en-
compass usual tweets about vacations, trips, waiting for luggage at airports
as well as discussions between passengers and airlines customer services. Re-
garding the set of days impacted by the bomb cyclone, TableA.6 highlights
the large impact that the bomb cyclone had on JFK airport, with the top
topic of the corresponding days containing the word "jfk" along with the
words "cancelled" and "delayed". It is worth noting that the tweets consid-
ered to create these topics are the tweets related to airline handles and not to
airport handles, which means that airport related information can be found
in airline related tweets.
A.5 Conclusion
To the best of the authors’ knowledge, this study constitutes one of the first
big data applications of mobile phone data and social media data to the
analysis of the impact of large disruptions in air transportation. Leveraging
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two weeks of mobile location data in the United States, with more than 5
billion records per day, as well as two weeks of Twitter data, this analysis
shows that mobile phones and social media can act as sensors for air traffic
passengers, yielding a more complete and richer picture of the situation than
traditional flight-centric measurements from the Bureau of Transportation
Statistics. Thanks to these independent sources of measurements, various
aviation stakeholders, who currently only have access to a partial and pri-
vate view of passenger behavior, could now reliably measure system-wide
passenger-centric metrics. These methods were here implemented in order to
provide insights on how the passenger experience was impacted at airports
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In this appendix is presented the second version of the process that trans-
forms the flow from the social media Twitter into a real-time estimator of
the US Air Transportation system. Two different machine learning regres-
sors have been trained on this 2017 passenger-centric dataset and tested on
the first two months of 2018 for the estimation of air traffic delays at de-
parture and arrival at 34 different US airports. Using three different levels
of content-related features created from the flow of social media posts led
to the extraction of useful information about the current state of the air
traffic system. The resulting methods yield higher estimation performances
than traditional state-of-the-art and off-the-shelf time-series forecasting tech-
niques performed on flight-centric data for more than 28 airports. Moreover
the features extracted can also be used to start a passenger-centric analysis
of the Air Transportation system. This appendix is the continuation of pre-
vious works focusing on estimating air traffic delays leveraging a real-time
publicly available passenger-centered data source [11]. The results of this
study suggest a method to use passenger-centric data-sources as an estima-
tor of the current state of the different actors of the air transportation system
in real-time.
This appendix proposes to build on this previous work in order to esti-
mate the state of the air transportation system to a finer level. Rather than
predicting the number of delays across all the United States, the proposed
passenger-centric models are improved and tuned to accurately estimate the
state of delays for each of the 35 major airports within the United States.
The created models are based on three different levels of content-related fea-
tures created from the flow of social media posts. First results indicate that
these new models can estimate the number of hourly delays with a mean
absolute error of less than 3 flights for 26 of the considered airports, and of
less than 6 flights for the 9 remaining airports.
The rest of the appendix is structured as follows: SectionB.1 describes
the datasets and the feature extraction process. The methodology and re-
sults of the training process are shown in SectionB.2, before being analyzed
and exploited in SectionB.3. Section B.4 concludes this study and discusses
possible future steps.
B.1 Dataset description and feature selection
B.1.1 Dataset description
Following the initial work performed in [11], the goal here is to use passengers
behavior on social media - in particular on Twitter - in order to analyze
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and estimate the flight-centric health of the US air-transportation system
at an airport level. In this study, the flight-centric health of an airport is
described by delay related information contained within BTS data. This
data is publicly available usually with a two to three month delay and this
study limits itself with the BTS data from January 2017 to February 2018.
The Twitter dataset available for this study is the same as in [11] and
consists of all the tweets found using a basic search for each handle of 7 major
US airlines as well as 34 major US airports (one of them having two Twitter
handles). The full list of handles can be found in TableB.1. Each entry
consists of a timestamp, a user id, the content of the tweet and the handle
used to retrieve the tweet. This dataset spans the entire period from January
1st 2017 to February 28th 2018. The extraction of features from this dataset
has been improved since the previous study and is described in SectionB.1.2.
Table B.1: Twitter handles used for gathering tweets
Category Twitter handles
Airlines @united, @Delta, @AmericanAir, @SouthwestAir,
@SpiritAirlines, @VirginAmerica, @JetBlue
Airports @JFKairport, @ATLairport, @flyLAXairport, @fly2ohare,
@DFWAirport, @DENAirport, @CLTAirport, @LASairport,






@flyTPA, @flypdx, @flystl, @flySFO,@HobbyAirport,
@flynashville, @AUStinAirport, @KCIAirport
In order to estimate the flight-centric health of each considered airport,
this information first needs to be extracted from the BTS dataset for each
airport. Only two types of delayed flights are considered here from a pas-
senger’s perspective: Flights departing with any amount of delay, and flights
arriving with a delay greater than 15 minutes. Once all the flights departing
an airport and all the flights arriving at the same airport are selected, the
following values can be aggregated per hour:
• NumDepDelay: Number of flights departing with a delay
• NumArrDelay15: Number of flights arriving with a delay greater than
15 minutes
The aim of this study is to accurately estimate these two values for each
airport at every hour using a single passenger-centric dataset.
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B.1.2 Feature selection on Twitter data
Volume features
Features were extracted identically for all search handles presented in Ta-
bleB.1, for the exception of @MiamiAirportMIA, which does not gather
enough tweets. In addition to the raw number of tweets per hour per
search handle, keyword related information is also extracted from the Twitter
dataset. In order to keep all the relevant tweets without having to decline all
the possible forms of the chosen keywords (e.g. "delay", "delayed", "delays",
etc.), simple regular expression filters were created for each keyword: Any
tweet containing a word starting with the related keyword is kept and the
resulting tweets are then aggregated per hour. Five keywords were chosen
for this study: ’delay’, ’wait’, ’cancel’, ’hours’, ’refund’.
Topic features
Another way of exploiting information from the content of these tweets is
to perform a topic analysis of the tweet database using Latent Dirichlet
Allocation [157] (LDA). In LDA, each document - here each tweet - is modeled
as a finite mixture of topics. A topic is defined as a distribution over the
words composing the full set of considered documents. The topic distribution
of each document and the word distribution of each topic can be determined
using variational Bayes approximations and was implemented in Python by
Rehurek and Sojka [158] within the Gensim library.
A first step in topic analysis is to clean the documents analyzed, here
the tweets. This cleaning process was already performed in [10] and [11]
and consists of the following steps: any reference to websites or pictures was
replaced by a corresponding keyword. Every mention to another Twitter user
within a tweet (@someone) as well as most emojis were similarly replaced.
Since this database contains many replies from airlines to their customers,
individual signatures of each agent were also replaced by a keyword. Dates
and times were also generically replaced by keywords (e.g. "3rd Jan 2017"
becomes "DATE" and "4pm" becomes "TIME"). The resulting text was then
filtered from common stop-words and from words occurring only once in the
whole year of 2017.
For this study, the choice of 100 topics is made and the topic distribu-
tion determination algorithm is run five times and the best topic represen-
tation is chosen using the coherence measures introduced in [179]. The aim
of these coherence measures is to select topics with word distributions the
more human understandable possible for a better explainability. As an ex-
ample, the top five words of a created topic are: "toknowmeistoflywithme",
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"nut_allergy", "restrictions_apply", "comfortable_journey" and "mins_secs".
The first word represents a hashtag for the phrase "To know me is to fly with
me" and the other words are actually bigrams. The combination of these five
words indicate a topic around passenger well-being aboard a plane.
The topic mixture of each tweet is then calculated based on this choice
of 100 topics. Topic related features are then created by averaging the dis-
tribution of each topic per hour and per search handle. The hourly standard
deviation of each topic distribution is also extracted.
This cleaning process introduces two additional keywords that enables a
quick filtering of tweets, and therefore two additional features to add per
search handle: tweets containing a picture and those containing a website
link. Thus, seven keywords are actually considered for feature extraction:
’delay’, ’wait’, ’cancel’, ’hours’, ’refund’, ’PICTURE’, ’WEBSITE’.
Sentiment features
Sentiment analysis is also used here to enhance the feature set considered.
Two different datasets and cleaning method were used to train three different
regressors each. The first dataset used was the labelled dataset used in a
Kaggle competition [156] and was cleaned using the same process as for the
previous LDA learning. The generic keywords from the cleaning process
(e.g. ’WEBSITE’, ’DATE’) were removed before creating the associated
dictionary, as well as words appearing in less than 20 tweets or in more
than 75% of the full dataset. A second dataset and cleaning process was
generated based on the work of Read [115]. Emoji filters were used to extract
tweets from the initial dataset and automatically label them with a positive
or negative sentiment according to Table 3.2 (page 28). The text cleaning
process is improved by merging negation words ("no", "not" and "never") with
the word that follows it. The tokens used for the creation of the dictionary
are the resulting bigrams, i.e. combinations of two words that follow each
other in a tweet, with the same frequency filter as the first method described.
For both methods, three classifiers are trained (a random forest classifier,
a naive Bayesian classifier and a logistic regressor) using the scikit-learn
library [148]. A sentiment score is then calculated for each tweet by averaging
the output of these classifiers, 0 meaning a unanimous negative sentiment
and 1 a unanimous positive sentiment. The hourly average of these scores
are added to the Twitter feature set.
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Summary
Given the temporal nature of the data analyzed, the following features were
chosen to keep track of the date: month of the year, day of the month, day
of the week and hour in the day. In summary the following 8,484 features
are considered:
• Hourly volume of tweets for each search handle (7 airlines and 33 air-
ports giving 40 features): Num_tweets_handle
• Hourly volume of keyword-related tweets for each search handle (40x7
features): Num_tweets_keyword_handle
• Hourly average of tweets’ sentiment (40x2 features):
Mean_sent_method_handle
• Hourly average of topic distribution for each search handle (40x100
features): Mean_topic_handle
• Hourly standard deviation of topic distribution for each search handle
(40x100 features): Std_topic_handle
• Month of the year, Day of the month, Day of the week and Hour in the
day (4 features)
B.2 Estimating delays
The aim of this section is to see how well it is possible to estimate per airport
the number of flights departing with a delay and the number of flights arriving
with a delay greater than 15 minutes using the features extracted from the
Twitter dataset. The dataset was split into a training set consisting of the
data from the year 2017, and a testing set with the data from January and
February 2018.
B.2.1 Methodology
For each BTS value, two different machine learning regressors were trained
on the training data set: a Random Forest regressor and a Gradient Boost-
ing regressor. These regressors were implemented from scikit-learn [148] with
identical hyper-parameters. The maximum depth of each regressor was lim-
ited to ten, the minimum number of samples for a split was fixed to two and
the maximum number of trees was fixed at ten.
As a comparison benchmark, we used Facebook’s time-series forecasting
tool Prophet [145] on the 2017 BTS data to forecast the full two first months
of 2018. The Prophet tool is based on an additive model where non-linear
trends are fit with yearly, weekly, and daily seasonality [146]. It is described
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as robust to outliers and missing data with no parameter tuning necessary,
therefore the default parameters of the Prophet tool was used for this fore-
casting benchmark.
Lastly, the standard deviation of the BTS values in the training set were
calculated to illustrate the added value of the trained regressors. The per-
formance measures used to compare the different regressors are presented in
the upcoming sectionB.2.2.
B.2.2 Estimation performance measures
In order to measure the performance of the different models, two different
indicators were used: the R2 score and the mean-absolute error (MAE).
The R2 score, also known as the coefficient of determination, is defined as







where y is the value to be predicted, ȳ its mean and f is the predicted value.
It ranges from −∞ to 1. A score of 1 indicates a perfect prediction and a
score of 0 means that the prediction does as well as constantly predicting
the mean value for each occurrence. In the case of a negative R2, then the
model has a worse prediction than if it were predicting the mean value for
each occurrence and therefore yields no useful predictions.
Regarding the mean-absolute error, the smaller its value is, the more





|fi − yi| (B.2)
where n is the number of values being predicted.
B.2.3 Estimation results
FigureB.1 shows a comparison per airport of the mean-absolute error of the
two trained regressors along with the chosen benchmark for the estimation
of the number of flights departing with a delay. The standard deviation
of the number of delayed departing flights at each airport during the year
2017 is also included for comparison. The Random Forest models have the
best results in this case: they outperform the Gradient Boosting models at
all-but-one airports (LAX) and the Facebook Prophet tool on 31 airports
out of 34. For 26 airports, the Random Forest models are able to estimate
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the hourly number of delayed departing flights with a mean-absolute error of
three flights or less, and with an error of less than six flights for the remaining
airports.
Figure B.1: Comparison of the mean absolute errors per airport for the
trained regressors for the estimation of the number of delayed departing
flights. The standard deviation of the BTS value on the training set is in-
cluded for comparison.
FigureB.2 shows a comparison per airport of the mean-absolute error of
the two trained regressors along with the chosen benchmark for the estima-
tion of the number of flights arriving with a delay greater than 15 minutes.
The standard deviation of the number of delayed arriving flights at each
airport during the year 2017 is also included for comparison. The Random
Forest models also have the best results in this case though their relative
performance are not as important as for delayed departing flights : they
outperform the Gradient Boosting models at 27 airports out of 34 and the
Facebook Prophet tool on 28 airports out of 34. The absolute performance is
however better than for estimating the number of delayed departing flights.
For 28 airports, the Random Forest models are able to estimate the hourly
number of delayed departing flights with a mean-absolute error of less than
three flights, and with an error of less than five flights for the remaining
airports.
FigureB.3 shows a comparison per airport of the R2 score of the two
trained regressors along with the chosen benchmark for the estimation of the
number of flights departing with a delay. The Random Forest models still
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Figure B.2: Comparison of the mean absolute errors per airport for the
trained regressors for the estimation of the number of flights arriving with a
delay greater than 15 minutes. The standard deviation of the BTS value on
the training set is included for comparison.
have the best results in this case, but the model associated with LAX airport
also shows the only negative score. They outperform the Gradient Boosting
models at 27 airports out of 34 and the Facebook Prophet tool on 28 airports
out of 34.
B.3 Analysis and applications
The aim of this section is to analyze the differences between the chosen
models as well as to explore possible applications resulting from the extracted
features.
B.3.1 Model analysis
FigureB.4 shows the hourly prediction of the number of delayed departing
flights at Atlanta airport (ATL) over the period January 12th-16thfor the two
trained regressors along with the benchmark and the actual values. This
airport was chosen since it has the highest BTS standard deviation for the
number of delayed departing and arriving flights, and the period was chosen
to illustrate the high variability of the number of delays from a day to another.
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Figure B.3: Comparison of the R2 scores per airport for the trained regressors
for the estimation of the number of delayed departing flights
In this example, January 12 has more than twice as many delayed flights than
any other day, as well as important hourly variations.
FigureB.4 illustrates the main differences between the different models.
The Prophet tool predicts for each day a similar daily variation with three
peaks during the day yet with amplitudes varying depending on the month
and the day of the week. It also predicts negative values, which underlines
some limitations of the model in this case. The added value from passenger-
centric data-sources is better seen on January 12 and 13, where only the
Random Forest regressor is able to estimate the higher number of delays
on January 12 before correctly estimating the more usual levels of January
13. The Gradient Boosting regressor doesn’t estimate outliers as well as
the Random Forest regressor due to the difference in their loss functions.
That difference is also illustrated by the non-zero minimum of the Gradient
Boosting estimation during night time.
B.3.2 Other applications
Real-time sentiment analysis
The extracted features can be fed to the trained models for accurately es-
timating the number of delayed flights, but they can also be used directly
in order to sense the overall passenger mood. Once the sentiment analysis
are conducted on the tweets, it is possible to merge them into one score per
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Figure B.4: Predicted number of delayed departing flights at ATL by the
trained regressor over the period January 12th, 2018 to January 16th, 2018.
The actual number of delayed departing flights is indicated for comparison.
airline and monitor their evolution.
FigureB.5 shows the hourly average mood for three major airlines during
the Northeastern bomb cyclone studied in [10]. These three airlines have
a similar passenger mood evolution at the beginning and the end of the
period, yet United Airlines shows a drop in passenger mood on January 4th,
the day when the bomb cyclone actually hit the East coast. Though all
three airlines have hubs in New York, United Airlines is the only airline with
a hub at Newark International Airport (EWR) and not John F. Kennedy
International Airport (JFK) nor LaGuardia Airport (LGA), which were both
closed during the bomb cyclone, meaning that United Airlines probably had
more dissatisfied passengers to handle on site during these extreme weather
conditions.
Airports passenger map
After training the Random Forest models, it is possible to search for the most
important features within the 8,484 initial features for each airport. This is
achieved by using the Mean Decrease Impurity measure defined by Breiman
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Figure B.5: Average passenger sentiment with respect to three major airlines
over the period January 2nd, 2018 to January 6th, 2018, corresponding to a
bomb cyclone hitting in the North-East of the US.
in [161] and normalizing the obtained feature importance scores so that the
sum of all feature importance scores is equal to one. TableB.2 shows the
ten features with the highest feature importance for predicting the number
of delayed departing flights in ATL. Besides date related features, four of
the top ten features are related to the volume of tweets containing delay
keywords.
Table B.2: Top ten features for predicting the number of delayed departing
flights at ATL
Rank Feature Rank Feature
1 Hour 6 DayOfMonth
2 Month 7 delay_@SouthwestAir
3 DayOfWeek 8 num_ATL
4 delay_@Delta 9 delay_JFK
5 delay_ATL 10 mean_63_BWI
Once the features gathering 99% of the total importance for estimating
the number of delayed flights are extracted, it is possible to group these
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features per origin in order to gain some insight on how airports are related
from a passenger perspective. For example, once the most important features
for estimating the number of delays at ATL are extracted, it is possible to
count how many of these features are issued from tweets gathered using the
handle of John F. Kennedy International Airport (JFK).
Figure B.6: Map of feature links between Atlanta airport (ATL) and the
other airports for estimating the number of delayed departing flights. The
larger the link, the more features were kept among the features gathering
99% of the total importance for estimating the number of departing delayed
flights at ATL.
Figure B.7: Map of delay links between Atlanta airport (ATL) and the other
airports. The larger the link, the more flights departed with a delay during
2017 from ATL towards the connecting airport. Only links with more than
1000 delayed flights in 2017 were considered.
FigureB.6 shows how ATL is connected to the other airports from this
perspective. The larger the link between ATL and another airport, the more
features were kept among the features gathering 99% of the total importance
for estimating the number of departing delayed flights at ATL. Interestingly,
155
APPENDIX B. PASSENGERS AS A REAL-TIME ESTIMATOR OF
THE US AIR TRANSPORTATION SYSTEM: A FIRST WORKING
MODEL FOR ESTIMATING DELAYS 156
this airport graph is different from the graph built from the actual BTS val-
ues. FigureB.7 shows how ATL is connected to the other airports using the
number of delayed departing flights from ATL. For example, although there
are many delayed flights departing to Florida, few features from Floridan
airports are kept. The opposite observation can be made regarding Portland
(PDX): there were less than a thousand delayed flights from ATL to PDX,
yet features from PDX were kept.
This example illustrates the possibility of creating a yearly review of
airport relationship from a passenger point of view. Future studies should
investigate more thoroughly the possible correlation and relation between the
passenger connection map and the delay connection map.
B.4 Conclusion
This appendix aimed at investigating further the use of the social media
Twitter as an estimator of the US Air Transportation system. Exploiting
both raw volume information as well as different levels of content information
within the Twitter stream enables to accurately estimate for each airport the
number of flights departing with a delay and the number of flights arriving
with a delay greater than fifteen minutes. This passenger-based estimation
yields a better estimation performance for a majority of airports compared to
using a state-of-the-art and off-the-shelf forecasting tool on the flight-centric
data alone. Moreover, the methods used to extract relevant features from
this passenger-centric data-source can be used to gain additional real-time
insight on how passengers relate to the Air Transportation system.
This study confirmed that information contained in passenger-centric
datasets are useful for a better understanding of the different stakeholders
within the air transportation system, and have the added benefit of being
more readily and publicly available than flight centric datasets. Future stud-
ies should focus on analyzing cases when the estimation is less accurate,
implying differences between the handling of passengers and that of planes.
Another direction of study considered is to validate this method to other
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C.1 Comparison of the performance of the
estimation model with the prediction model
This appendix presents a comparison of the performance of the estimation
models versus the prediction models, both presented in Chapter 3, using the
mean-absolute error (MAE) as the comparison metric. The mean-absolute
error represents the average of the absolute values of the estimation (resp.
prediction) errors over the test set. The smaller its value is, the more accurate






|fi − yi| (C.1)
where y is the value to be estimated (resp. predicted), f is the estimated
(resp. predicted) value and n is the number of values being estimated (resp.
predicted). The MAE are calculated over the full year of 2018. As explained
in Section 3.1, the estimation models based on the features extracted from
the Twitter stream are trained once on data from 2017 and then tested on
the full year of 2018. The prediction models based on the historic BTS data
available predict each month of 2018 separately based on the BTS data from
January 2017 to two months before the month to predict, and the predictions
are then regrouped for a single application of the MAE formula.
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FigureC.1 presents the bar plots of the mean-absolute errors of the es-
timations using on the features extracted from the Twitter stream (in red)
along with the mean-absolute errors of the predictions based on the historic
BTS values (in blue) for the three types of abnormal flights under considera-
tion: flights departing with a delay greater than 15 minutes (FigureC.1(a)),
flights arriving with a delay greater than 15 minutes (FigureC.1(b)) and can-
celled flights (FigureC.1(c)). For each type of abnormal flight, the standard
deviation of the actual BTS values over the year 2017 is indicated in green
for comparison. For each type of abnormal flight, the airports on the x-axis
are sorted based on the 2017 standard deviation of the actual BTS value.
From FigureC.1, it is clear that the estimation model based on features
extracted from passenger-generated data has a better MAE performance for
all airports and for estimating any type of abnormal flight than the prediction
model based on historic BTS data. FigureC.1(a) and FigureC.1(b) indicate
that for all-but-one airport (ATL), the proposed estimation models have an
MAE of less than 3 flights per hour when estimating the number of flights
departing or arriving with a delay greater than 15 minutes. FigureC.1(c)
indicates that the MAE for estimating the hourly number of cancelled flights




at airports, some thoughts
The model presented in Chapter 5 highlights the disproportionate amount of
time passengers can spend in airports when traveling by plane. This appendix
presents the different works conducted throughout the thesis, in parallel to
the works presented in the main body, that focus on analyzing passenger
wait time and experience at airports in order to help airports and airlines
improve the overall passenger experience.
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D.1 Towards a more complete view of air trans-
portation performance combining on-time
performance and passenger sentiment
This appendix aims at presenting a novel approach to airline sentiment anal-
ysis processing using Twitter data. By transforming trained sentiment clas-
sifiers into regressors, the daily sentiment distribution obtained can be rep-
resented as a trimodal Gaussian Mixture leading to a simple but efficient
classification algorithm. These classes can be considered as daily sentiment
scores. This classification applied to passenger generated tweets and airline
generated tweets for five major US airlines highlights major difference in ex-
perience between passengers and airlines. This methodology also confirms
the existing gap between flight performance and passenger experience and
the necessity of considering and implementing passenger-centric metrics.
Very few works actually propose an application of the classifiers out-
put. Wang et al. [138] presented a framework to visualize real-time sentiment
during political events in the United States using a crowd-sourced labeling
method. Samonte et al. [141] proposed a sentiment analysis pipeline with
some simple post analysis of the classification results and applied it to local
airlines in the Philippines.
The contribution of this appendix is to propose a method to extract the
daily sentiment distributions of passengers in such a form that it can then
be analyzed to evaluate the airlines performance with respect to passengers,
paving the way to a sentiment-based passenger-centric metric for the Air
Transportation System.
The rest of the appendix is structured as follows: SectionD.1.1 describes
the methodology used to extract and process the daily sentiment distributions
from the Twitter data. The analysis of the classification results is presented




The Twitter dataset available for this study consists of all the tweets found
using a basic search for each handle of 5 major US airlines, namely @united,
@Delta, @AmericanAir, @SouthwestAir, @SpiritAirlines. Each entry con-
sists of a timestamp, a user id, the content of the tweet and the handle used
to retrieve the tweet. This dataset spans the entire period from January 1st
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2018 to September 30th 2019.
It was then filtered to keep only tweets written in English using a two step
process. The language of each tweet is initially taken as the own indicated by
Twitter’s API. The tweets labelled as "unknown" are then processed through
the following language recognition algorithm and their language label are
updated accordingly. Using the Natural Language Toolkit NLTK [149] and
based on the work of Truica et al. [150], the number of common stop-words
contained in a tweet is extracted for each available language in NLTK and
the language with the highest count is selected. Due to the limited length
of each tweet, a bias towards English has been introduced as well in the
count ordering, i.e. if English and another language have the same count of
common stop-words, English will have precedence.
Sentiment analysis
A first step in sentiment analysis is to clean the documents analyzed, here
the tweets. This cleaning process was already performed in [10] and [11]
and consists of the following steps: any reference to websites or pictures was
replaced by a corresponding keyword. Every mention to another Twitter user
within a tweet (@someone) as well as most emojis were similarly replaced.
Since this database contains many replies from airlines to their customers,
individual signatures of each agent were also replaced by a keyword. Dates
and times were also generically replaced by keywords (e.g. "3rd Jan 2017"
becomes "DATE" and "4pm" becomes "TIME"). The resulting text was then
filtered from common stop-words and from the generic keywords used during
the cleaning process.
Two different datasets were used to train three different classifiers each.
The first dataset used was the labelled dataset used in a Kaggle competition
[156]. The associated dictionary was created after removing words appearing
in less than 20 tweets or in more than 75% of the full dataset. A second
dataset and final cleaning process was generated based on the work of Read
[115], also known as a distant supervised set used in many sentiment analysis
models, with Go et al. [151] creating an impressive training set of 1,600,000
tweets. These tweets are from 2009 and are not specific to airline communi-
cation therefore this dataset was not considered here. Emoji filters were used
to extract tweets from the initial dataset and automatically label them with
a positive or negative sentiment according to Table 3.2 (page 28). The text
cleaning process is also improved by merging negation words ("no", "not" and
"never") with the word that follows it. The tokens used for the creation of
the dictionary are the resulting bigrams, i.e. combinations of two words that
follow each other in a tweet, with the same frequency filter as for the Kaggle
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dataset.
For both methods, the scikit-learn library [148] was used to train the
three classifiers considered, i.e. a random forest classifier, a naive Bayesian
classifier and a logistic regressor. Once trained, the sentiment score used is
the probability score of a tweet to be classified as positive, transforming in
a way the classifiers into regressors. The final sentiment score is then the
average of all six regressors and goes from 0 to 1, 0 indicating a negative
tweet and 1 indicating a positive tweet.
Classifying using a Gaussian Mixture representation
Once the sentiment score is calculated for each English tweet, it is possi-
ble to extract the underlying distribution per day and per airline, assuming
a Gaussian Mixture model. Sentiment analysis usually classifies texts as
positive, negative or neutral, therefore a trimodal Gaussian Mixture model
was assumed for each day of tweets and for each considered airline. Using
a Bayesian Gaussian Mixture model [180] enabled to consider uni- and bi-
modal cases if relevant. A day of tweets can therefore be represented in a 9
dimension vector (µi, σi, ωi)i=1..3 such that its sentiment distribution can be




ωi · N (µi, σi) (D.1)
where N (µ, σ) is normal gaussian probability function of mean µ and stan-
dard deviation σ.
A straight-forward classification method can then be derived based on
these gaussian mixtures using the following algorithm. First, the distribu-
tions are cleaned from their modes with a weight ωi smaller than 10% in
order to make sure to capture all the uni- and bimodal distributions. Then,
the unimodal distributions are split into two classes whether their mean is
greater or lower than 0.5. The bimodal distributions are split into three
classes depending on the location of their means: both lower than 0.5, both
higher than 0.5 or one on each side of 0.5. Trimodal distributions are simply
split into two classes depending on the location of its most weighted peak
with respect to 0.5. The classes are summarized in TableD.1.
By construction, classes 3 and 6 can be clearly described as representing
days with an overall positive mood, while classes 4 and 5 clearly represent
days when a negative mood dominated. Class 2 can be seen as days where
sentiments were polarized between positive and negative. Classes 0 and 1
would represent the normal situation where there are positive,negative and
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Table D.1: Class description
Class Distribution type Categorization
0 Trimodal µ0 ≤ 0.5
1 Trimodal µ0 > 0.5
2 Bimodal µi ≤ 0.5 and µj ≥ 0.5
3 Bimodal µi > 0.5 and µj > 0.5
4 Bimodal µi < 0.5 and µj < 0.5
5 Unimodal µ ≤ 0.5
6 Unimodal µ > 0.5
neutral tweets in various proportions without necessarily any one or two
sentiments taking over.
Visualizing the sentiment space
Each vector (µi, σi, ωi)i=1..3 represents a point in the space of trimodal Gaus-
sian Mixture probability functions, space in which the Euclidian distance
is not relevant. A useful distance in this space is the Wasserstein distance
[181], which can be understood as a transportation problem: The distance
between two points P1 (µ1i, σ1i, αi)i=1..3 and P2 (µ2j, σ2j, βj)j=1..3 in this space
is equivalent to the minimal cost of moving the ’pile of earth’ P1 (represented
by its probability density function) into the pile P2. It amounts to solving
the following Linear Programming problem:
min ∑i,j xij · dij
s.t. ∀j,∑i xij = βj
∀i,∑j xij = αi
∀(i, j), xij ≥ 0
(D.2)
where dij represents the Fisher information distance between the two normal
distributions N (µ1i, σ1i) and N (µ2j, σ2j). The Fisher information distance













Once this Wasserstein distance is defined, it can be used along with the t-
Distributed Stochastic Neighbor Embedding (t-SNE) technique [182] in order
to obtain a 2D representation of the space of trimodal Gaussian Mixture
probability functions that preserves its implicit structure.
164
APPENDIX D. IMPROVING PASSENGER EXPERIENCE AT
AIRPORTS, SOME THOUGHTS 165
D.1.2 Results
The methodology presented in SectionD.1.1 was applied to two different sets
of tweets extracted from the initial database. These sets were created based
on the writer of the tweets, separating tweets coming from passengers versus
tweets coming from the airline account.
Classification results
Counting the number of days related to each airline for every class yields some
interesting insights regarding the composition of each class and the difference
between passenger tweets and airline tweets. These airline distributions are
plotted in FigureD.1&D.2.
Figure D.1: Airline distribution per class for passenger tweets.
A first takeaway from the passenger perspective in FigureD.1 is that
none of the positive classes (i.e. classes 3 and 6) are represented during the
considered period. One class gathers a total of 76.0% of airline-days: class
0. This indicates that passenger sentiment is usually split between the three
modes, although with a bias towards a negative mood. The second largest
class is class 4, the class with two negative modes, with 19.7%. The split
between these two classes is similar for four of the five considered airlines with
around 500 days in class 0 and 100 days or less in class 4, whereas American
Airlines has an rather even split of 300 days for each class. This indicates that
American Airlines passengers have the highest ratio of displeasing days, close
to 1/2. Spirit Airlines is the only airline with days in class 5, representing
days where passengers are overall in a similar negative mood.
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Figure D.2: Airline distribution per cluster for company tweets.
From an airline perspective, FigureD.2 tells a different story: in clear
contrast with the passenger class distribution, in the case of airline tweets,
the negative classes (i.e. classes 4 and 5) are not or barely represented, with
only five days in class 5 for Spirit Airlines. This indicates the opposition
between how situations are experienced and expressed by passengers and
how they are mitigated by the airline communications.
Regarding the main classes for airlines, class 1 concentrates 57.0% of
airline-days, followed by class 2 with 23.1% and class 0 with 16.4%. Classes
1 and 2 have however opposite compositions: Spirit Airlines holds for around
75% of class 2 while being almost absent from class 1. This indicates that
Spirit’s communication contains more tweets conveying a negative mood than
the other airlines. As for the passenger perspective, Spirit Airlines is also the
only airline with days in class 5, which would indicate days when the airline
twitter feed were essentially conveying a negative mood. Spirit Airlines is
however the only airline with days in class 6, indicating that it is able to
convey a positive mood on certain days.
The total number of airline-days per class is resumed in TableD.2. This
representation highlights the quasi-orthogonality of the two perspectives:
classes with high representation for airlines are comparatively empty from
a passenger perspective and vice versa.
It is also possible to compare the daily class of these two perspectives
day by day, in order to better visualize the opposition between passenger
expressed experience and airline customer communication. TableD.3 shows
the correspondence between airline classes and passenger classes. It is worth
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Table D.2: Total number of airline-days per class.
Class 0 1 2 3 4 5 6
Airline 521 1816 736 75 0 5 32
Passengers 2422 61 58 0 630 14 0
noting that for five days where the airlines are in class 6 (i.e. a unimodal
positive mood), the passenger daily sentiment is in class 5 (i.e. a unimodal
negative mood), another example of the opposite perception between airlines
and passengers. Similarly, days when airlines are in class 3 (i.e. a bimodal
positive mood) are perceived and expressed by passengers as belonging to
mood classes with a negative bias (classes 4 and 0). On the opposite, days
when airlines express a more negative mood in class 0 are also perceived as
mainly negative by passengers with 80.8% in class 0 and 17.3% in class 4.
Table D.3: Class correspondences between passenger and airline perspectives.
Airlines
Passengers 0 1 2 3 4 5 6
0 421 4 6 0 90 0 0
1 1384 46 24 0 361 1 0
2 536 8 26 0 159 7 0
3 56 3 1 0 15 0 0
5 3 0 0 0 1 1 0
6 22 0 1 0 4 5 0
Class visualization
The 2D representation of the daily sentiment distributions using the distance
introduced in SectionD.1.1 along with a color code for their associated classes
are shown in FigureD.3 for passengers and in FigureD.4 for airlines. In these
figures each point represents a day of tweets for one of the considered airlines.
In FigureD.3, as expected from the previous results, the dominant class 0
spans the full space and encircles the other classes. Though the classes were
not constructed by clustering, all classes are clearly separated from the others,
with the exception of class 1 and a few outlying points of the other classes.
The fact that class 1 is scattered within the class 0 cluster advocates toward
a sensitive frontier between these two classes from a passenger perspective.
Class 5 is concentrated in a small area in this representation space, whereas
class 4 is more spread out. This indicates that the days with a distribution
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Figure D.3: A 2D clustered representation of daily sentiment distribution of
passenger tweets in a reduced dimension based on the Wasserstein distance.
mood unimodal and negative (class 5), this distribution did not vary much
from one day to another. In other words, it is sufficient to look at the mean
of one of these days to have a good estimation of the other class 5 day means.
Class 4 being more spread out, the most representative day of the class has
to be found by another mean.
From an airline perspective, shown in FigureD.4, the frontier between
classes 0 and 1 is clearly defined. Further investigations should look into this
frontier to know which tweet formulations should be avoided by airlines in
order to stay in the better of the two classes, class 1. Class 2 is also clearly
separated from classes 0 and 1, but is overlapped by the most positive classes,
classes 3 and 6. Recalling that class 2 was dominated by Spirit Airlines, this
overlapping suggests that the airline is aiming for a positive messaging but
fall shorts of achieving it.
In order to find the day best representing each class, the Wasserstein
distance can be used again to compute the central distribution of each class,
i.e. the distribution that has the smallest average distance to all the other
points. These distributions are plotted in FigureD.5 for the passenger dataset
and in FigureD.6 for the airline dataset. The distribution equation, with
each parameter rounded at 10−3, is indicated on top of each subfigure for
information.
Comparing the central distribution of a same class but from the two
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Figure D.4: A 2D clustered representation of daily sentiment distribution of
airline tweets in a reduced dimension based on the Wasserstein distance.
available perspectives draws the conclusion that though the class definition
does not change, its representation varies drastically from one perspective to
another. For example, the centroid of class 0 for passenger tweets has two
modes on the negative side, whereas the the centroid for the airline tweets has
two modes on the positive side, though the mode with the highest weight is
the negative one by construction. Regarding the unimodal and negative class
5, it’s mean is closer to the positive side for airlines than it is for passengers.
Similarly, for class 1 the main mode mean is closer to the negative side for
the passenger class centroid than for the airline one. The same can be said
for class 2 and it’s main positive mode.
Passenger experience versus flight performance
Currently the air transportation system is essentially evaluated using flight-
centric metrics such as flight delay, and lacks passenger-centric metrics. The
class defined in this appendix can help put in perspective the difference be-
tween these two approaches. Flight departure information over the con-
sidered period were extracted from the Bureau of Transportation Statistics
(BTS) website. After analyzing and testing different distributions, the Stu-
dent’s T continuous distribution was kept as best fitting the daily delay dis-
tributions. Here a delay can be negative, meaning that the flight left earlier
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(a) Class 0 (b) Class 1
(c) Class 2 (d) Class 4
(e) Class 5
Figure D.5: Gaussian mixture representation of the class centroids for pas-
senger tweets.
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(a) Class 0 (b) Class 1
(c) Class 2 (d) Class 3
(e) Class 5 (f) Class 6
Figure D.6: Gaussian mixture representation of the class centroids for com-
pany tweets
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than the scheduled departure time. It is then possible to plot in a 2D plane
the different days in the delay space using the location and scale parameters
associated. The location parameter represents how much the distribution is
shifted from 0 and the scale parameter gives an information on the width
of the distribution. FigureD.7 shows the airline daily delay distributions in
this 2D plane along with a color code associating each day to its passenger
sentiment class.
Figure D.7: A 2D representation of the daily distributions of the amount
of delay with the associated passenger sentiment class color code as in Fig-
ureD.5.
Looking at FigureD.7, there are nine days with a location greater than
ten minutes separated in two classes, with three days in the clearly negative
class 4 and six days in the main class 0. This indicates that airlines managed
to mitigate the effect of delays on passenger mood for six of these nine days.
On the opposite spectrum, FigureD.8 zooms into days with a delay location
of less than ten minutes. What appears clearly here is that days with good
flight performance, e.g. days with a negative average delay and a low scale
are not necessarily experienced as positive for passengers. More precisely, all
the class 5 days are located in this good flight performance zone, indicating
that leaving early is not necessarily well perceived by passengers. Most of
the class 4 days (89.5%) are days with a negative location and a scale lower
than 5 minutes, highlighting the opposition between flight performance and
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passenger experience.
Figure D.8: Zoom into the 2D representation of the daily distributions of the
amount of delay with the associated passenger sentiment class color code as
in FigureD.5.
A similar representation is shown in FigureD.9 using the airline sentiment
class color code. The near totality (97.1%) of the two positive classes 3 and 6
concern days with a negative location and a scale lower than 5 minutes. This
concentration suggests that important delays does have an impact on airline
communication, in the sense that they cannot afford to express a mood too
positive with respect to their customers.
D.1.3 Conclusion
This appendix aimed at presenting and leveraging a novel method for pro-
cessing results from airline sentiment analysis applied to Twitter. Once senti-
ment classifiers are trained on well defined datasets, transforming them into
regressors allows to obtain a Gaussian Mixture representation of the daily
sentiment distribution. This representation can then be easily categorized in
seven classes clearly defined and with an understandable signification. Sepa-
rating and comparing the analysis of passenger generated tweets with airline
generated tweets highlights the opposition in perception and experience of air
travel between passengers and airlines. This opposition is even more visible
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Figure D.9: Zoom into the 2D representation of the daily distributions of the
amount of delay with the associated airline sentiment class color code as in
FigureD.6.
when comparing these sentiment classes to the usual flight-centric metrics,
since it clearly shows that on time and early departures are not a sufficient
condition for a positive passenger experience.
Future studies should focus on the frontier between the different sentiment
class, in order to better understand when and how a day shifts between
positive and negative classes, enabling airlines to prevent unwanted class
shifts and thus improving passenger experience.
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D.2 Doorway to the United States: An Ex-
ploration of Customs and Border Pro-
tection Data
This appendix presents a data-driven study of wait time patterns for inter-
national arriving passengers across all 61 terminals from the 44 airports of
entry of the United States and that was presented in [16]. Each airport
is an independent entity which operates with various airlines and handles
demand volumes differently. This induces seasonal variation in service qual-
ity from one airport to another. Exploring six years worth of data, this
appendix investigates the current and long-term performance trends - an in-
creasing number of flights versus a decreasing number of customs booths - of
all airports of entry from a passenger perspective. A performance analysis
is then conducted that compares average wait times of incoming passengers,
considering incoming traffic ratios and allocated resources. Leveraging ma-
chine learning algorithms, six regression algorithms are trained and tested
to accurately predict passenger wait times through customs at selected air-
ports. An analysis of the performance of these models shows that the best
approach - using a Gradient Boosting regressor for each terminal of entry -
can capture the daily and seasonal variations of traffic patterns and immi-
gration booth availabilities with a mean absolute error of less or equal to
5 minutes for twenty-eight terminals of entry and less than 10 minutes for
all terminals. Observations show significant disparities across airports that
may be explained by the foreign/US passenger ratio and the quality of booth
management.
D.2.1 Introduction
Foreign international air travelers arriving in the U.S. spend billions of dollars
while visiting.
Wait times at security and border patrol play a big role in assessing pas-
senger satisfaction : capacity constraints and inefficiencies at airport entry
roads, parking, security, immigration, customs, gates, ramp areas, runways
are the primary causes of congestion and of the ensuing delays. Since Septem-
ber 11, 2001, airport screening procedures in the U.S. have been continuously
evolving. For example, the passenger screening process is now trying to strike
a balance between security and customer service (i.e. minimizing wait times).
Using data from 2002 and 2003, Gkritza et al. [54] showed that, while wait
times at security screening points are significant determinants of passenger
satisfaction, many other factors come into play. Torres et al. showed that
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consumption of goods and services grows with the time spent by passengers
in the leisure areas. [183]. Thus less time spent queuing at various control
points may result in time and financial benefits for everyone.
Moreover, delays on the ground have a disproportionate impact for pas-
sengers who often experience lengthy delays before being re-booked if they
miss their connecting flights [65]. For international passengers arriving from
overseas to the United States, immigration checks are mandatory, whether
they are U.S. citizens or foreigners.
This appendix focuses on the passenger experience while going through
U.S. customs and border protection. Roberts et al. studied the evolution of
wait times at airports over a few years [184]. They showed that average
passport inspection wait time at 24 U.S. airports rose by 25% during 2010-
2013. They focused on JFK airport. At JFK, nearly 3 million passengers (25
percent of total arrivals) experienced a delay of more than 1 hour, putting
them at risk of missing a connecting flight, with the 11 percent who had a
total delay of more than 2 hours, possibly missing connections at a higher
rate. Extended passport inspection waits were the sole source of missed
connection risk for 13 percent of passengers and one of the reasons behind
missed connections for many more passengers.
There has been little research in the systematic analysis of passenger wait
times at customs across airports. Besides the works presented in Section 2.2,
Sankaranarayanan et al. [185] performed an exploratory analysis of airport
wait times on customs, border protection data taken from top 3 busiest
airports (Atlanta, Chicago, and Los Angeles) from the United States, high-
lighting the effects of seasonality. Johnstone et al. [186] presented a dynamic
queue controller to generate realistic queue formation and behavior within a
discrete event environment at airports in Australia.
However, to the best of the authors’ knowledge, no work is available
on comparing performance across airports or predicting performance at any
airport.
The present appendix leverages publicly available data from the United
States Customs and Border Protection (CBP) [165]. As stated on their web-
site, "CBP closely monitors the flight processing times, commonly referred to
as wait times, for arriving flights at the busiest international airports." The
data provided in the online reports show the number of passengers processed
on flights arriving in each hour based on how long it took for those passengers
to clear Passport Control.
This appendix tackles the following research questions:
• Which are the best airports to enter the U.S. for U.S. citizens and
foreigners, in terms of wait times?
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• Which airports best manage their customs area?
• Can wait times per hour at airports be reliably predicted from historical
data?
The appendix is organized as follows. SectionD.2.2 explores the main
trends at different scales visible in the CBP data, from average wait times,
to passenger volumes and flight volumes. SectionD.2.3 compares the perfor-
mances of the different airports of arrival. SectionD.2.4 proposes a machine
learning approach to predict passenger wait time per hour at any airport
and examines the performance of this approach. SectionD.2.5 details the
conclusion of the paper and offers future research perspectives.
D.2.2 Exploration
Dataset contents






• Average wait time for U.S. citizens,
• Average wait time for non-U.S. citizens,
• Maximum wait time for U.S. citizens,
• Maximum wait time for non-U.S. citizens,
• Average wait time for all passengers,
• Maximum wait time for all passengers,
• Number of passengers who waited less than 15 minutes,
• Number of passengers who waited 16 to 30 minutes,
• Number of passengers who waited 31 to 45 minutes,
• Number of passengers who waited 46 to 60 minutes,
• Number of passengers who waited 61 to 90 minutes,
• Number of passengers who waited 91 to 120 minutes,
• Number of passengers who waited over 120 minutes,
• Total number of passengers, both U.S. citizens and non-U.S. citizens,
• Number of flights,
• Number of open immigration booths.
Considering the data from 2013 to 2019, the dataset consists of 1,201,181
entries corresponding to 61 terminals within 44 airports. The different ter-
minals are summarized in TableD.4.
177
APPENDIX D. IMPROVING PASSENGER EXPERIENCE AT























































































































































































































































































































































































































































































































































































































































































































































































































APPENDIX D. IMPROVING PASSENGER EXPERIENCE AT
AIRPORTS, SOME THOUGHTS 179
Long term evolution
Looking at the overall evolution from 2013 to 2019, some clear trends appear
as illustrated in FiguresD.10&D.11. FigureD.10 shows the evolution of the
total number of arriving international flights per day versus the total number
of open booths per day. While the number of flights is steadily increasing
Figure D.10: Comparison of the total number of open booths (red) vs. the
total number of arriving flights (blue) per day from January 2013 to January
2019
Figure D.11: Average wait time for all passengers per day across all airports
from January 2013 to January 2019.
over the years, the number of open booths is slowly decreasing.
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Figure D.11 depicts the daily average wait time per passenger across
airports. Wide variations can be noted, from a minimum of 11 minutes to a
maximum of 26 minutes. Seasonal variations are present during the winter
and summer holiday season. However, starting from 2015, the amplitudes of
these yearly seasonal variations do not vary much over the years.
This observation is better visualized in FigureD.12, which shows a yearly
comparison of the average hourly wait time between 2013 and 2019. With the
exception of 2013, this overall average wait time follows the same seasonal
variations from one year to another. Longer wait times are observed for
the winter (end of December - beginning of January) and summer (August)
holidays as well as around April.
Figure D.12: Yearly comparison of the average wait time for all passengers
per day across all airports
FigureD.13 shows the box-and-whisker plot variations of the average wait
time across all terminals per month, i.e. for each month it shows the median
average wait time and the first and third quartile along with whiskers for a
better visualization of the range of the data. This figure highlights the four-
month periodic variation discovered in FigureD.12. There are three highs
during a year - around the winter holidays from December to January, April
and August - interlaced with periods with shorter wait times. This four-
month periodic behavior does not seem to be induced by a similar behavior
in the number of arriving passengers, as shown in FigureD.14.
FigureD.15 shows the evolution of average wait time for all passengers
per hour of the day from 2013 to 2019. As previously observed, the average
time for 2013 is higher than all the others, which are tightly packed. The
average wait time for 2019 is lower than the previous years since only data
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Figure D.13: Boxplots per month of the hourly average wait time for all
passengers across all terminals from 2013 to 2019
from January are available at the time of this study.
Figure D.16 shows how long passengers typically wait per day of the week.
No clear trend is distinguishable for a particular day of the week.
Wait time differences
The trends presented so far were for any passenger. Yet, U.S. citizens and
foreigners enter the U.S. through separate lines, and statistics on wait times
are available for each category specifically. For the same number of passen-
gers, processing foreigners at a booth typically takes longer, since it requires
checking more paperwork, such as supporting entrance documents and visas,
whereas U.S. citizens only need to present their passports. The average wait
time for all passengers over the year 2017 is 16.7 minutes and 16.2 minutes
over the year 2018. FigureD.17 shows the break down by U.S. passengers
and non-U.S. passengers for these two years. Non-U.S. passengers on aver-
age spend twice as much time in line at immigration, and experience higher
volatility in wait times.
FigureD.18 shows the different wait times distribution per year for US
citizens and non-US citizens from 2013 to 2019. The average wait time for
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Figure D.14: Boxplots per month of the number of hourly arriving passenger
across all terminals from 2013 to 2019
Figure D.15: Yearly comparison of the average wait time for all passengers
per hour across all airports
non-US citizens does not vary much over these years, while being twice as
more important as for US citizens throughout these years. Though 2019
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Figure D.16: Average wait time distribution per day of the week from 2013
to 2019
(a) On year 2017 (b) On year 2018
Figure D.17: Average wait time distribution for passengers from January to
December for the years 2017 and 2018.
seems to be better, observations from SectionD.2.2 indicates that the month
of January is not representative of the yearly distribution.
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(a) US passengers (b) Non US passengers
Figure D.18: Average wait time and standard deviation for passengers from
2013 to 2019 across all airports
D.2.3 Airports comparison
Overall comparison
FigureD.19(a) shows the yearly box-plots per airports of the average wait
time for all passengers for the year 2018. Interestingly both Orlando airports
in Florida (SFB and MCO) show particularly high wait times with high
volatility. Second in line for overall longest wait times is Hawaii (SPN), before
airports from the San Francisco area (SMF and SFO). Ontario International
airport (ONT) is not considered in this top five due to its low volatility
compared to SFO.
This high wait time is not necessarily due to lack of means. FigureD.19(b)
shows the distribution of the number of open booths per airport for the year
2018. SFO has one of the highest median of open booths, which contrasts
with its wait time performance.
FigureD.19(c) shows the distribution of the number of arriving passengers
per airport for the year 2018. A first observation is that airports with high
passenger volume volatility have in general a high flexibility regarding the
number of open booths.
Worst and Best case scenario
From FigureD.13&D.14, one can infer that the worst month for entering
the United States is August: the highest median average wait time with high
volatility combined with one of the largest distribution of arriving passengers.
FigureD.20(a) shows the distribution of the average wait times for all passen-
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(a) Comparison of the average wait time per hour across
airports over the year 2018
(b) Comparison of the number of open booths per hour
across airports over the year 2018
(c) Comparison of the number of arriving passengers per
hour across airports over the year 2018
Figure D.19: Airport comparison using boxplots over the year 2018
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gers per airports in August over the last six years. Airports ONT and CVG
were removed since there is only two years of data for these two airports. The
same two airports from Orlando Florida appear in the top five worst perform-
ing airports. On the West coast, the previously spotted airports are joined
by OAK and FAT join Orlando in the top six worst performing airports.
(a) Comparison of the average wait time per hour across
airports
(b) Comparison of the number of arriving passengers per
hour across airports
Figure D.20: Airport comparison using boxplots for the month of August
from 2013 to 2019
The performance of the first four airports are even worse when considering
the number of arriving passengers shown in FigureD.20(b). They do not have
the highest median number of arriving passenger per hour nor the highest
volatility.
On the other hand, from FigureD.13&D.14, February appears like the
best month to enter the US: lowest average wait time and volatility as well
as the lowest volume of arriving passengers. FigureD.21(a) shows the distri-
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bution of the average wait times for all passengers per airports in February
over the last six years. Palm Beach International airport (PBI) and Chicago
Midwest International airport (MDW) have the lowest hourly wait times
on average but with a comparatively high volatility. Second best in line
are Charlotte Douglas International airport (CLT) and Baltimore/Washing-
ton International airport (BWI) with a combination of low average and low
volatility.
(a) Comparison of the average wait time per hour across
airports
(b) Comparison of the number of arriving passengers per
hour across airports
Figure D.21: Airport comparison using boxplots for the month of February
from 2013 to 2019
When combining these observations with the number of arriving passen-
gers distribution shown in FigureD.21(b), CLT has more merit seeing how
few passengers enter through PBI during that month of the year.
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US vs. non-US wait times
FigureD.22(a)&D.22(b) show the distribution of the average wait times for
US and non-US passengers per airports during the year 2018. The median
average wait time for US citizens is reported in FigureD.22(b) for a better
comparison between the two categories. A first observation is that airports
with short wait times for US citizens do not necessarily shorter wait times
for non-US citizens than airports with high wait times for US citizens. For
example, SPN has the second worst wait time for non US passengers while
having the third shortest wait time for US passengers. Only two airports
(STL and PBI) have a lower median average wait time for non-US passengers
than for US passengers. FigureD.22(c), which shows the distribution of the
average wait time ratio of non-US citizens over US citizens, indicates that
only five airports have a median ratio outside the range [1,2.5]: STL and
PBI with a ratio lower than one as noted previously, along with MCO, Guam
airport (GUM) and SPN with ratios greater than 2.5.
D.2.4 Hourly Wait Time Prediction Across Airports
Typical modeling of queues at airports relies on queuing theory studied in
Operations Research to evaluate queue length and service time [187]. In
this appendix, we choose to adopt a different approach. Leveraging machine
learning techniques, our goal is to predict the average wait time per hour at
any airport. ONT and CVG having less data than the other airports, they
were not considered in the following study.
Features and regressors
The problem of interest falls in the category of regression techniques [188],
more specifically under time series forecasting. The data set is partitioned
into a train set and a test set. Each row in the data set corresponds to a
particular hour, and the corresponding label is the average wait time for all
passengers for the next hour. The following base set of features is created:
• Month of the year,
• Day of the month,
• Day of the week,
• Hour of the day,
• Number of passengers at this hour,
• Number of open booths at this hour,
• Number of flights at this hour.
• Ratio of passengers per open booth
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(a) Comparison of the average wait time for US citizens
per hour across airports
(b) Comparison of the average wait time for non-US cit-
izens per hour across airports. In red is indicated the
median wait time for US citizens from FigureD.22(a).
(c) Comparison of the ratio of average wait time for non-
US citizens over US citizens. In red is indicated the in-
terval [1, 2.5] for a better visualization.
Figure D.22: US vs non-US wait times comparison using boxplots over the
year 2018
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Intuitively the waiting time at border security seems to depend on the state
of the border area in the previous hour as well, e.g. if not all previously
arrived passengers were processed, therefore the following features can be
added to the base set:
• Number of passengers at the previous hour,
• Number of open booths at the previous hour,
• Number of flights at the previous hour,
• Ratio of passengers per open booth at the previous hour.
To avoid data leakage from the train set to the test set, we do not ran-
domly assign data to either the train or test set, but select a time period for
the train set and only assign a later time period to the test set. The models
are trained on data from 2013 to 2017 and tested on data from the year 2018.
The different regression models are implemented using Python as the
programming language and using the Scikit-learn library [148].
To obtain the best possible performance, we experiment with various
algorithms, each having its specific advantages and drawbacks. Below is a
brief overview of each algorithm tested:
1. Linear Regression assumes that the relationship between the input
variables and the measured variable is linear with some noise, and esti-
mates the parameter vector with ordinary least squares minimization.
It is the simplest regression method and is easily interpretable.
2. Ridge Regression, also known as Tikhonov regularization, extends
the ordinary linear regression with a penalty term in the objective func-
tion proportional to the error norm. This improves the conditioning of
the problem and reduces overfitting.
3. Lasso Regression performs a linear regression with regularization as
well as a variable selection.
4. Random Forest Regression is an ensemble technique that fits a
number of classifying decision trees on various sub-samples of the dataset
and uses averaging to improve the predictive accuracy and control over-
fitting
5. Gradient Boosted Tree Regression is an ensemble technique re-
lying on decision trees as weak learners and resampling the training
samples while assigning weights to the samples. It optimizes a cost
function over function space by iteratively choosing a function that
points in the negative gradient direction. It is typically more robust
than basis learners.
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6. AdaBoost is also an ensemble of decision trees relying on boosting.
However, AdaBoost and Gradient Boosting optimize different loss func-
tions.
Performance measures and prediction benchmarks
In order to measure the quality of the predictions, two different performance
measures were computed: the R2 score and the mean absolute error (MAE)
which were already introduced in SectionB.2.2.
Four different simple prediction benchmarks were tested in order to have
a better understanding of the ease of prediction. For the first three, the pre-
diction consisted in taking the value from the previous year, the previous day
or the previous hour. The last one consists in constantly predicting the mean
value of the the training set. And similarly to Chapter 3, a more elaborate
comparison benchmark was considered: Facebook’s time-series forecasting
tool Prophet [145] was trained on the actual training set and its performance
was measured on the data from the year 2018.
Performance analysis
One-hot encoding analysis
A single model for all terminals was created by adding one-hot encoding
features for the different terminals, i.e. 59 binary features were added, each
one indicating whether a specific terminal is considered or not. This single
model was trained on the data from 2013 to 2017 and tested on the data
from 2018. Fifty-nine other models, one for each terminal, were trained and
tested on the same data filtered by terminal. FigureD.23 plots the MAE
per terminal for each considered regressor. It shows that for each regressor
the single terminal method outperforms the one-hot encoding method for a
majority of terminals. For example, in the case of the Gradient Boosting
regressor, having a different regressor per arriving terminal is better than
the one-hot encoding method for forty terminals out of fifty-nine.
Benchmark comparison
The comparison with the chosen benchmarks was done using the single-
terminal models, i.e. for each regressor type, one model was trained per
arrival terminal. The R2 score and mean absolute error of these models
are aggregated in boxplots presented in FigureD.24 alongside the boxplot
performance of the five benchmarks.
FigureD.24(a) shows that he Gradient Boosting regressors have the best
R2 performance, its R2 scores being greater than 0 for 43 terminals out of 59,
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Figure D.23: Mean absolute error comparison between one-hot encoding for
airports and different regressors per airports
which is to be compared to 28 out of 59 for the first benchmark, the Prophet
tool. Gradient Boosting has also the smallest R2 performance deviation of
all tested models. Though Ada Boost has the highest R2 score of all models
for one terminal (SFB Terminal A), of the six chosen regressors, it is the only
model with a median R2 score less than 0, along with the five benchmarks.
The three linear models (Linear, Lasso and Ridge) have similar performances
in this study, implying that the overfitting methods added in Lasso and Ridge
are not necessarily relevant here. The maximum R2 difference between Lasso
and Linear or Ridge is about 0.64 while this distance is about 0.005 between
Ridge and Linear.
FigureD.24(b), showing the MAE distribution, has a different ranking
with respect to the linear regressors. With this performance measure, Lasso
yields better results than Linear and Ridge. Otherwise the conclusions for
this performance measure are the same as for the R2 score. This performance
measure has however a more tangible interpretation: of all the models tested,
only the Gradient Boosting regressors predict the average waiting time with
an average error of 10 minutes or less for every terminal of entry. The Gra-
dient Boosting regressors have a MAE of 5 minutes or less for 28 terminals.
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(a) R2 score
(b) Mean absolute error
Figure D.24: Box plot comparison of the performance measures for the five
chosen benchmarks and for the six chosen regressors when predicting the
average wait time for all passengers
Training size analysis
In order to visualize the impact of the training set size, the regressors were
trained using training sets of different lengths (i.e. different starting dates)
and their performance was tested on the data from the year 2018. As shown
in FigureD.25, decreasing the size of the training set does not have a major
impact on the performance of the Random Forest regressor and the Gradient
Boosting regressor. For the four other regressors, their average and median
performances improve when the training set size decreases. Their perfor-
mance is however still not better than nor comparable with the Gradient
Boosting regressor trained on the full training set.
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(a) Median mean squared error
(b) Average mean squared error
Figure D.25: Evolution of the median and average regressors performance
with the beginning of the training set
Comparison with standard deviation
FigureD.26 shows a comparison per terminal of entry between four of the
best performing models’ mean absolute error and the standard deviation of
the average wait time over the test year 2018. This plot shows that except
for one exception (SNA Terminal C), the Gradient Boosting models mean
absolute errors are significantly better than the standard deviation of the
values to predict.
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Figure D.26: Comparison per terminal of entry of the regressors’ mean abso-
lute error with the average wait time standard deviation over the year 2018
D.2.5 Conclusion
This appendix is a first step in a systematic analysis of passenger wait times at
customs across all airports of entry in the United States using publicly avail-
able data. This analysis makes it easier to uncover some long-term trends,
i.e. an increase in the number of arriving flights coupled with a decrease in
the number of open custom booths, while also enabling a per airport compar-
ison. This analysis also laid the ground to implementing machine learning
regression models in order to predict the average wait time per airport of en-
try. These models could be used to better anticipate the number of required
booths once the number of arriving passengers is known.
195
APPENDIX D. IMPROVING PASSENGER EXPERIENCE AT
AIRPORTS, SOME THOUGHTS 196
D.3 Predicting Passenger Flow at Charles De
Gaulle Airport Security Checkpoints
Airport security checkpoints are critical areas in airport operations. Airports
have to manage an important passenger flow at these checkpoints for secu-
rity reason while maintaining service quality. The cost and quality of such
an activity depend on the human resource management for these security
operations. An appropriate human resource management can be obtained
using an estimation of the passenger flow. This appendix investigates the
prediction at a strategic level of the passenger flows at Paris Charles De
Gaulle airport security checkpoints using machine learning techniques such
as Long Short-Term Memory neural networks. The derived models are com-
pared to the current prediction model using three different mathematical
metrics. In addition, operational metrics are also designed to further analyze
the performance of the obtained models.
D.3.1 Introduction
Motivation
Airport security checkpoints are key areas in airport operations. All passen-
gers are checked at security checkpoint before entering the airside area. This
continuous passenger flow implies an appropriate human resource manage-
ment, which must satisfy two main objectives. A security checkpoint must
be reliable in terms of security, while maintaining a predefined standard re-
garding passenger wait time. In addition, airports try to minimize their cost
providing the best possible services.
At Charles De Gaulle airport, the human resources at security checkpoints
are managed at two levels. The first level is a strategic level: passenger
flows at security checkpoints are predicted 20 days upstream for the following
month in order to determine the appropriate number of agents required. The
second level is a tactical level: in real time, the agents are distributed at the
security checkpoints to provide the service. This appendix investigates new
learning methods such as neural networks in order to improve the prediction
phase at the strategic level.
These learning methods are applied to the checkpoints within the zone
of Charles De Gaulle airport corresponding to Air France’s hub and named
CDGE (cf. FigureD.27). It contains eight security checkpoints, separated in
three different categories, depending on the type of passengers going through:
• checkpoints handling only passengers with local flights: C2F-Centraux;
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Figure D.27: Overview map of Charles De Gaulle terminals
• checkpoints handling only connecting passengers: C2E-GalerieEF, C2E-
Puits2E, C2E-PorteL-CNT;
• checkpoints handling passengers on both local and connecting flights:
C2E-PorteK, C2E-PorteL, C2E-PorteM, C2G-Depart.
Checkpoints C2E-GalerieEF and C2E-PorteL-CNT have the added partic-
ularity of linking two different terminals (E and F). C2E-Puits2E has the
specificity of handling connecting passengers arriving to and leaving from
Terminal E.
State of the art
Passenger flow prediction has been investigated for a long time in trans-
portation areas. An exhaustive review was done by Liu et al. [189]. Traffic
flow prediction for public transportation was studied in [190, 191], and for
air transportation in [192, 193] using various prediction methods. Time se-
ries models were developed by Kumar [194] based on Kalman filtering, while
Williams and Hoel [195] and then Kumar and Vanajakshi [196] worked on
auto-regressive models. In the machine learning field, regression models such
as Support Vector Machines [190, 192] or Neural Networks [189, 191] were
used to forecast passenger flow. So far, the models derived try to predict
the passenger flow using only historical data of the flow. Nevertheless, an
airport passenger flow is a complex process. Extra features could be added
in order to enhance the model performance. Indeed, a model which includes
information relative to the arriving and departing flights should outperform
197
APPENDIX D. IMPROVING PASSENGER EXPERIENCE AT
AIRPORTS, SOME THOUGHTS 198
basic time series models. This motivates the use of machine learning models,
that can fit multidimensional inputs.
Optimization of security checkpoints at a tactical level has also been
thoroughly investigated. The efficiency of security checkpoint systems and
organizations is discussed by Wilson et al. [197] and by Leone and Liu [198].
De Lange et al. [199] suggested creating virtual queuing in order to decrease
waiting time at peak periods. However, to the best of the authors’ knowledge,
no study has been conducted around the airport security checkpoint strategic
passenger flow prediction. Usually, each airport has its own process. Yet,
the methodology presented in this appendix is generic and could be applied
everywhere. The only constraint is the availability of information regarding
departing and arriving flight and their expected occupancy.
This appendix is organized as follows: SectionD.3.2 describes the data
considered, the features extracted from them and the learning models used.
In SectionD.3.3 the different models are compared using both theoretical
and operational performance measures. An in-depth analysis is performed in
SectionD.3.4 for two chosen checkpoints. SectionD.3.5 concludes this study
and suggests some possible improvements and future steps.
D.3.2 Model creation
This section presents the machine learning models chosen for the following
experiments as well as the data considered.
Machine Learning and Long Short-Term Memory Neural Network
A learning process consists in using data analysis methods and artificial in-
telligence to predict the behavior of a system. The aim is to define a model
that will fit as best as possible the considered system. Machine learning
algorithms define learning models hθ, with parameters θ, that approximate
the system function. The learning process is done upon a finite training
set D, and aims at minimizing the error over the training set by tuning the
parameters θ of the learning model [200, 201, 202].
Various learning models exist in the literature and for various real-world
applications, and in this appendix the choice of a particular neural network
named Long Short-Term Memory (LSTM) was made and compared to a
Random Forest model. LSTM networks were designed as an enhancement
of Recurrent Neural Networks (RNN) to perform better supervised learning
task on time series data [203, 204, 205]. LSTM are capable of learning long-
term dependencies, while simple RNN only learn short term dependencies.
LSTM use a cell state that keeps information from the past, and three gates
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Figure D.28: Simplified illustration of the structure of a LSTM cell
that update the cell state and compute the prediction. First, the forget gate
enables updating the cell state in order to forget information that are no
longer relevant based on the current input. Second, the input gate enables
saving in the cell state relevant information from the current input. Finally,
the output gate computes the prediction using the updated cell state and the
current input. A simplified illustration of a LSTM structure is depicted in
FigureD.28.
From data to features
In this study, the values to predict correspond to the real passenger count at
each Safety Checkpoint per ten minute period. As explained in Section D.3.1,
the original input dataset used by Charles De Gaulle operational experts is
composed with information relative to the schedule and occupancy of arriving
and departing flights aggregated per five minute periods.
The dataset starts on February, 1st 2017 and ends on March, 31st 2019.
Data from both 2017 and 2018 were used for the training phase, and the data
from 2019 for the validation phase. For each flight, there are three passenger
count expectations corresponding to:
• the expected number of connecting passengers
• the expected number of local passengers
• the expected total number of passengers
These passenger counts are given by the airlines to the airport. In addi-
tion, there are various information such as the date, the status of the flight
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(departing or arriving flight), the airport terminal, the airline, the origin air-
port, the aircraft type, the departure geographic area, the flight range, and
the check-in terminal.
Categorical features were represented using one-hot encoding. Additional
features were extracted to complete the passenger count expectations. Pas-
senger count expectations were aggregated per terminal, per status, and per
terminal and status to create new features. Besides, features relative to the
date were created: the month of the year, the day of the month, the day of
the week, the hour of the day and the minute of the hour, and categorical
variables for weekends, aeronautical weekends (including Fridays), holidays,
and public holidays. Additional categories were created to capture whether
a day is just before or after a public holiday or is the first or last day of a
holiday.
This feature extraction yields a vector of 371 features for every five min-
utes of data. This vector sums-up the information over all the flights during
the corresponding five minute period. The LSTM neural network was then
fed with a time series corresponding to the input feature vector ranging from
three hours before to five hours after the output 10 minutes time period.
This time range was chosen based on two real-world considerations in order
to encompass all the relevant flight and passenger information. On the one
hand, airlines and airports recommend passengers on international flights to
arrive about three hours before their flight departure time. On the other
hand, the transfer time between two flights seldom exceeds five hours.
Network Architecture and Learning
This section describes the neural network architecture used in the experi-
ments. The neural network is composed of two layers and a regression out-
put layer. The first layer is a batch normalization. The second layer is a
LSTM layer with 200 units and a sigmoid activation function. The layer also
contains a dropout to regularize the network. The output layer is a single
neuron dense layer with a ReLU activation function. This architecture will
be referred to as LSTM200. Figure D.29 illustrates the network architecture.
The learning task was made using Adam optimizer [206] with a decay. The
learning rate is 10−3 and the decay is 10−9. Networks were trained during 10
epochs over the training set on a multi-GPU cluster. The cluster is composed
of a dual ship Intel Xeon E5-2640 v4 - Deca-core (10 Core) 2,40GHz - Socket
LGA 2011-v3 with 8 GPU GF GTX 1080 Ti 11 Go GDDR5X PCIe 3.0.
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Figure D.29: Description of the neural network LSTM200 architecture used
in the experiments
Penalized Loss
In practice, passenger count overestimation is costly. Therefore, a custom
loss was designed. The loss aims to minimize overestimation by penalizing
the positive part of the mean square error (MSE). As a reminder, the mean
square error is the usual loss for regression problems. Let D be the training








Let E = h(x)− y be the error of a sample (x, y) ∈ D. E+ is the positive
part of this error, and E− the negative part. The α-Penalized MSE is defined






(E− + (1 + α) · E+)2 (D.6)
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Model Summary
For this study, three models were used. The first model is a LSTM200
architecture trained with the MSE loss. The second model is a LSTM200
architecture trained with a 0.5-PMSE loss. The last model is a Random
Forest model trained with MSE loss using the scikit-learn library [148]. The
hyper-parameters of the Random Forest models were set to 40 for the number
of estimators, with a max depth of 10, and a minimum sample split of 2. The
three models are summarized in TableD.5.
Table D.5: Summary of the three models used in the appendix
Model Name Model Type Loss
LSTM (MSE) LSTM200 MSE
LSTM (0.5-PMSE) LSTM200 0.5-PMSE
RF Random Forest MSE
Additionally, in order to assess the effect of the hour of the day on the
robustness of the chosen models, these models were trained twice: a first





In order to compare the performance of the different models, three differ-
ent indicators were used: the R2 score, the mean-absolute error (MAE) and
a daily Pearson correlation score (DPC).
The R2 score, also known as the coefficient of determination, is defined as







where y is the value to be predicted, ȳ its mean and h(x) is the model
prediction and D the dataset. It ranges from −∞ to 1, 1 being a perfect
prediction and 0 meaning that the prediction does as well as constantly
predicting the mean value for each occurrence. In the case of a negative
R2, then the model has a worse prediction than if it were predicting the
mean value for each occurrence and therefore yields no useful predictions.
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Regarding the mean-absolute error, the smaller its value is, the more






The daily Pearson correlation score is an average of the usual Pearson
correlation score applied to non-overlapping subsetsDd ofD, with each subset
Dd containing the data from an entire day d and D =
⋃
d∈DDd. It gives an
indication of how well the curve of the predicted number of arriving passenger
follows the actual curve of arriving passengers. The closer the score is to 1,
the better the prediction is. It is calculated using the following equations:
r(h,Dd) =
∑










where h̄d (resp. ȳd) is the average of h(x) (resp. y) over Dd.
Operational metrics
Airport management being a balance between minimizing costs and max-
imizing the service given to passengers, two additional metrics were intro-
duced based on these operational considerations. These metrics are simpli-
fied versions of reality since the security agent providers do not share their
calculation processes and the actual staffing of checkpoints is decided at a
tactical level.
From a cost perspective, the key figure is the number of security agents
necessary for a smooth operation. Agents being paid per hour, the cost
metric considered is the total number of agent-hours induced by the predicted
passenger arrivals. A smooth operation is here defined as a nominal passenger
flow fN , which has a unit of passengers per line per ten minutes. These
flows are specific to each security checkpoint and are determined by the
airport management. Airports also define a peak-time passenger flow fP
that security agents should be able to cope with when needed. From these
nominal flows and the number of expected passengers pt at time step t, it is
then possible to compute the number of lines nt required to achieve this flow:
nt = ptfN . Assuming that each line is staffed by five security agents yields the
number of agents required at each time step t. Each time steps being of ten
minutes, it is then necessary to divide the resulting cost by six to obtain the
agent-hour cost. The total cost metric CT can be resumed by the following
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From a quality perspective, the key figure is the average waiting time
at the security checkpoints. In order to estimate it at each time step, the
following simplified queuing model is considered. At time step t, yt passengers
arrive at the checkpoint SC adding to the rt−1 passengers not processed
during the previous time step. Under nominal conditions, nt · fN passengers
are processed during a ten minute time step, where nt is the number of lines
estimated for the cost calculation. Peak-time conditions were defined here as
time steps where the remaining number of passengers rt−1 was greater than
the nominal flow fN . Under peak-time conditions, the number of processed
passengers becomes max(nt−1, nt) · fP , i.e. the number of lines kept open
stays the same if it was initially supposed to become smaller. If the prediction
indicated that no lines should be open and that there are in fact passengers,
then either the lines open in the previous time step are kept open if any, or
one line is opened.




max(nt−1, nt) · fP if rt−1 > fN and nt > 0
nt−1 · fN if nt = 0 and nt−1 > 0
fN if nt = 0
nt · fN otherwise
(D.12)







= yt + rt−1 + 12πt
(D.13)
The overall quality metric QT is then calculated by taking the average of all
τt.
The passenger flow model at a checkpoint is represented as an automata
in FigureD.30.
First results
All three models presented in SectionD.3.2 were trained using data from
February 2017 to December 2018 and tested on the months of January to
March 2019 using the performance metrics presented in SectionD.3.3. These
metrics were also applied to the current model in use at Charles De Gaulle
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Figure D.30: Model of the passenger flow at a security checkpoint
airport for comparison. Based on operational observations, the output of the
neural nets was forced to 0 when the hour of the day was between 00:00 and
04:00.
Hour of the day
Table D.6 summarizes the performances of the three developed learning
models based on two of the three mathematical metrics. This table enables
a quick comparison of the use of the hour of the day as a feature. For the
upcoming analysis, only one LSTM model and one Random Forest regressor
were kept per checkpoint based on their MAE. The kept models have their
performance cells highlighted in green, while the best of all models are also
highlighted in bold. A first observation is that the influence of the hour of
the day is not the same for Random Forests and for neural networks. For
seven checkpoints over eight, using the hour of the day highly improves the
Random Forest’s performance. On the other side, six checkpoints over eight
with LSTM (MSE and 0.5-PMSE) have better scores without the hour of the
day.
Mathematical Performance Metrics
FigureD.31 presents the performance of the current model and the kept
models from SectionD.3.3 using the mathematical metrics introduced in Sec-
tionD.3.3. From a R2 score perspective, both the LSTM and Random Forest
models outperform the current prediction model with improvements ranging
from 0.01 for C2E-PorteM to 0.3 for C2E-PorteL-CNT. Regarding the mean-
absolute error performance, the LSTM nets outperform once more the current
model while the Random Forest regressors have higher errors for two of the
checkpoints (C2E-PorteM and C2E-Puits2E). The LSTM reduces the mean-
absolute errors from 5.6% (C2E-Puits2E) to 18.9% (C2E-PorteM) compared
to the current model: LSTM net have a mean-absolute error of less than sev-
enteen passengers per ten minutes for all checkpoints while the current model
has an error greater than seventeen passengers per ten minutes for half of the
checkpoints. Finally, regarding the daily Pearson correlation score, LSTM
model outperforms the current prediction model at every checkpoint, while
the Random Forest regressor outperforms it for seven checkpoints out of
eight.
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(a) Comparison of the R2 score (b) Comparison of mean absolute error
(c) Comparison of daily Pearson corre-
lation score
Figure D.31: Comparison per checkpoints of different mathematical metrics
for the three considered models
Operational Performance Metrics
Using the simplified operational metrics introduced in SectionD.3.3, the
difference in performance is less straightforward. FigureD.32 shows the com-
parison of the cost metric (i.e. the number of agent-hour over the three
months) per checkpoint as well as the comparison of the quality metric.
FigureD.32(a) presents the comparison of the total number of predicted pas-
sengers per checkpoints along with the actual number of passengers for com-
parison. A first observation is that the LSTM nets tend to underestimate
the number of passengers regardless of the loss function considered, while the
Random Forest regressors overestimate the number of passengers.
Since LSTM nets tend to underestimate the number of passengers more
207
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(a) Comparison of the number of pre-
dicted passengers
(b) Comparison of the number of esti-
mated hour agents
(c) Comparison of the number of the es-
timated average wait times
Figure D.32: Comparison per checkpoints of different operational metrics for
the three considered models
than the current model, it is also reflected from a cost perspective in Fig-
ureD.32(b): For seven of the checkpoints, the number of agent-hours required
based on the neural nets is less than the number required based on the cur-
rent model. For C2E-Puits2E, the number of required agent-hours is greater
than the current model, a paradox illustrating the specificity of that terminal
and further analyzed in SectionD.3.4.
Synthesis
Figure D.33 shows the performance difference between the neural net-
works and the current prediction model, for all the metrics, and all the se-
curity checkpoints. All the metrics are normalized by the current prediction
model value, except for the R2 score, and the correlation score since they
208
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already have consistent magnitude and a norm lower than 1. The normal-
ization enables comparison between security checkpoints. The difference is
explained in percentage of improvement relative to the current model, except
for the R2 score and the correlation score where it is the improvement differ-
ence in percentage (norm lower than 1). In addition, the performance sign
is selected such that a positive sign corresponds to a metric improvement.
Finally, the performance difference is displayed with color from green when
the improvement is greater than 20% to red when the best model deteriorates
the performance more than 20%
Figure D.33: Heatmap visualization of the performance difference between
the LSTM models and the current predictive model
For three security checkpoints over eight (C2G-Depart, C2E-PorteM,
C2F-Centraux), LSTM models outperforms the current prediction model
for all the performance metrics. For four over eight (C2E-PorteL, C2E-
PorteL-CNT, C2E-GalerieEF, C2E-PorteK) LSTM models outperform cur-
rent model for all the metric excepted the waiting time metric, which is dete-
riorated more than 10% in half of the cases (C2E-GalerieEF, C2E-PorteK).
Finally, at security checkpoint C2E-Puit2E, the performance metric is highly
209
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deteriorated for the agent number (-29%) and waiting time (-12.9%). This
particular behavior will be explained in SectionD.3.4.
D.3.4 Case Study
In this section, two security checkpoints were selected with respect to their
performances for a further analysis. C2G-Depart was chosen to illustrate the
good results of the LSTM model while C2E-Puits2E was chosen to better
understand why the LSTM model does not outperform the current model
from an operational perspective.
Daily analysis
A first step in understanding the differences in performance is to analyze the
performances of the two models (LSTM and current) on a less aggregated
level such as the different days of the week. FigureD.34 shows the distribu-
tion of the daily Pearson correlation score per day of the week for the two
chosen security checkpoints. It confirms the previous observation that the
LSTM model is overall better than the current model with this metric, while
adding some information on how this improvement is structured.
Regarding C2G-Depart, FigureD.34(a) shows that both models are less
precise on Saturdays compared to other days, though the LSTM model re-
duces the score variability on that day. An important improvement can be
seen for Sundays: the current model has a lower score with a large variability,
whereas the LSTM model reduces drastically that variability and improves
the median score of 0.1.
Regarding C2E-Puits2E, FigureD.34(b) shows that the LSTM model
manages to reduce variability on most days, with an important reduction on
Fridays. Wednesdays show an opposite behavior: though the LSTM model
does increase the median correlation score, it also triples the score variability.
Hourly analysis
A similar analysis can be conducted by aggregating the performance metrics
per hour of the day. FigureD.35 shows the hourly distribution of the error
in predicting the number of arriving passengers for the current model and
the LSTM model at the two chosen security checkpoints. It confirms the
LSTM tendency to underestimate the number of passengers: All medians
are at or below zero for the LSTM while the current model tend to overesti-
mate for five hours out of the sixteen considered hours for C2G-Depart. For
C2E-Puits2E, both models have median errors at or below zero, however the
210
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(a) C2G-Depart
(b) C2E-Puits2E
Figure D.34: Daily correlation distribution per day of the week for C2G-
Depart and C2E-Puits2E
LSTM model variations are shifted towards the negative with a smaller ten-
dency to overestimation, which is indicated by smaller upper whiskers. This
underestimation can be seen as a lower cost, since the predicted number of
passengers determines the number of required agents.
FigureD.36 shows the hourly distribution of the average wait time using
the predictions from the current model and the LSTM model. Combining
FiguresD.36&D.35 makes the impact of underestimation clearer on the qual-
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(a) C2G-Depart
(b) C2E-Puits 2E
Figure D.35: Hourly passenger error boxplots comparison between the cur-
rent model and the neural net trained with a mean squared error loss function
at two different checkpoints
ity of service. Underestimations in the number of passengers is associated
with a higher median average wait time, which is then propagated in the
following hours. For C2G-Depart, the underestimations at 3pm and 7pm
on FigureD.36(a) are clearly associated with a rise and propagation of the
average wait time on FigureD.35(a). For C2E-Puits2E, it is most visible for
the underestimation at 7am for both models.
212
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(a) C2G-Depart
(b) C2E-Puits 2E
Figure D.36: Hourly average wait time boxplots comparison between the
current model and the neural net trained with a mean squared error loss
function at two different checkpoints
This analysis could be used to further improve the derived models and
the determination of the number of required agents. By highlighting hours of
the days where the models are known to underestimate (resp. overestimate)
the number of passengers, it should be possible to mitigate this underestima-
tion (resp. overestimation) by adjusting the predicted value or by adapting
213
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accordingly the number of required agents for these specific periods.
Figure D.37: Hourly comparison of the predicted number of passengers be-
tween the current model and the neural net at C2E-Puits2E on January 16th
2019
In order to better understand the differences in performance for these two
checkpoints, the estimated number of passengers is plotted over a day (Jan-
uary 16th, 2019) in FigureD.37 for C2E-Puits2E and in FigureD.38(b) for
C2G-Depart. FigureD.37 highlights the difficulty of predicting the number of
passengers for C2E-Puits2E: There are irregular yet continuous arrival spikes
in the early morning (5am-9am) and then the rest of the day is composed of
arrival spikes of varying amplitudes with periods with no passengers at all.
From a prediction performance perspective, FigureD.37 clearly illustrates
the paradox of predicting less passengers while requiring more agents. The
LSTM model underestimates more the passenger arrival spikes in the early
morning than the current model, and estimates a low number of passengers
for the rest of the day though never predicting zero arrivals. This means that
agents are required all day long from the LSTM perspective, while the cur-
rent model captures better the periods with no arrivals, enabling an economy
214
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(a) Comparison of the average wait time and number of open
lines
(b) Comparison of the predicted number of passengers
Figure D.38: Hourly comparison between the current model and the neu-
ral net trained with a mean squared error loss function at C2G-Depart on
January 16th 2019
of agents. A potential improvement of the LSTM model would be to hard-
code the periods where operational expertise indicates that transfers within
215
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Terminal E are highly unlikely.
Regarding C2G-Depart, FigureD.38(b) is a good day example to under-
stand the better performance of the LSTM model compared to the current
model. There are four daily spikes in passenger arrival with varying am-
plitude, and though both models capture the number of spikes, the LSTM
model yields a better estimation of the amplitude of each spike as well as
their initial slope increase. This higher accuracy has a direct impact on the
estimated wait time, as shown in FigureD.38(a). The average wait time is
identical for both model until the fourth spike, where the better estimation
of the increase in passengers triggers the opening of a second line, which
reduces the wait time by half compared to the current model.
D.3.5 Discussion & Conclusion
This appendix investigated predicting passenger flow at Paris Charles De
Gaulle airport security checkpoints using LSTM neural networks. The mod-
els performance was evaluated over several theoretical and operational met-
rics. The overall results are promising since LSTM models outperform the
current model for every checkpoints using the theoretical metrics and for
three checkpoints out of eight, LSTM models outperform the current predic-
tion model using all the considered metrics. Though the considered oper-
ational metrics were simplified, these results illustrate that implementing a
better and accurate strategic passenger flow prediction would surely reduce
operational cost while maintaining predefined standard regarding passengers
waiting time.
The methodology presented in this study can still be enhanced and tuned
to be efficient and dedicated on specific cases. Future works should investi-
gate a more elaborated queuing model or simulation. In addition, the mod-
els could be validated with real experimentation in the operations. Further
works could be done on the neural network architecture and learning, or
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