The Goldreich-Levin algorithm was originally proposed for a cryptographic purpose and then applied to learning. The algorithm is to find some larger Walsh coefficients of an n variable Boolean function. Roughly speaking, it takes a poly(n, 1 log 1 δ ) time to output the vectors w with Walsh coefficients S(w) ≥ with probability at least 1 − δ. However, in this paper, a quantum algorithm for this problem is given with query complexity O( log 1 δ 4 ), which is independent of n. Furthermore, the quantum algorithm is generalized to apply for an n variable m output Boolean function F with query complexity O(2 m log 1 δ 4 ).
Introduction
It was Deutsch [1] who first gave a quantum algorithm, which demonstrated a quantum computer could compute faster than a classical computer. Later, the algorithm was improved to Deutsch-Jozsa algorithm [2, 3] and some other quantum algorithms were proposed for different problems. Bernstein and Vazirani [4] gave a quantum algorithm for learning the expression of a Boolean function f = a · x with one query to the oracle using the same circuit as the Deutsch-Jozsa algorithm did, while the classical algorithm should query O(n) times and then solve an linear equation. The Deutsch-Jozsa algorithm shows an exponential speedup over the best known classical algorithm, and the Bernstein-Vazirani algorithm performs a polynomial speedup than classical algorithm. Here we investigate how the Bernstein-Vazirani algorithm could be generalized to work on a function f correlated with multiple linear functions, this is the Goldreich-Levin learning algorithm [5] .
The Goldreich-Levin problem [6] was originally presented for the purpose of cryptography. Roughly speaking, the task of the algorithm is to determine a string a by querying two given oracles IP (inner product) and EQ (equivalance) about a. [7] showed an algorithm with O(n/ 2 ) IP queries and O(1/ 2 ) EQ queries. [8] proposed a quantum algorithm to solve the Goldreich-Levin problem with O(1/ ) IP queries and O(1/ ) EQ queries. [9] proved the above algorithm was optimal.
Later, the Goldreich-Levin algorithm developed for finding large Walsh coefficients of a Boolean function [5] . Boolean functions are widely used in symmetric cryptography and error correcting codes. Almost all the properties of Boolean functions can be connected to Walsh spectra of Boolean functions. Classically, there is a divide-and-conquer butterfly algorithm (so called Fast Wash Transform) [10] to compute the Walsh spectrum of an n variable Boolean function f with time complexity n2 n . Usually, the large Walsh coefficients of a Boolean function play an important role in the properties of Boolean functions. The Goldreich-Levin probabilistic algorithm [5] outputs some large Walsh coefficients of f in time poly(n, 1 log 1 δ ). Here, we investigate a quantum algorithm about this problem for a Boolean function then generalize it to a multi-output Boolean function.
There have been quantum algorithms for the same large coefficients finding problem of a (multi-output) Boolean function f in [11, 12] , but the methods they used were quite different from here in this paper, they all used a divide and conquer strategy similarly to the classical algorithm in [5] . The difference between these quantum algorithms and the classical algorithm was the way used to estimate the Walsh coefficients S f (x), using quantum circuits contrast to classical circuits. The classical algorithm [5] then obtained a sample from the distribution related to f (x), and the quantum algorithms [11, 12] using a Grover-like operator to amplify the amplitude to get an estimation of S f (x).
Hillery and Andersson [13] gave a quantum algorithm to test weather a Boolean function f is linear or not using the Bernstein-Vazirani algorithm combined with Grover operator. This is a quantum algorithm worked on possible non-linear functions. Inspired partly by that, a quantum algorithm about large coefficients finding problem is proposed with time entirely unrelated to n. Then, the algorithm is fine-tuned to work on multi-output Boolean functions.
Preliminaries

Notations and Definitions
Let n be a positive integer. F 2 is a finite field with two elements {0, 1}, and F n 2 is a vector space over F 2 . A mapping f : F n 2 → F 2 is usually called a Boolean function.
For a = (a 1 , . . . , a n )
as the Walsh transform of f .
Deutsch-Jozsa algorithm [2]
Suppose f is a Boolean function, and it is balanced or constant. Deutsch-Jozsa algorithm is to decide which one is the case through only one measurement. The specific steps of the algorithm are as follows.
1. Perform the Hadamard transform H (n+1) on |ψ 0 = |0 ⊗n |1 to obtain
2. Apply the f -controlled-NOT gate on |ψ 1 producing
3. Apply n Hadamard gates to the first n qubits to get
4. Measure the first n qubits of |ψ 3 in the computational basis.
If we get the zero state, the function is constant, otherwise it is balanced. Bernstein-Vazirani algorithm [4] If the function f given to the oracle has an expression f = a · x, then S f (a) = 1, S f (b) = 0 for any b = a by equation (1) . Therefore, running the above algorithm will yield the vector a. Remark 1 If there is no promise about f , the aforementioned procedures will result a vector w with probability S 2 f (w).
Running the above algorithm will obtain 1001, 1100, 1110, 1011 with probability 1 4 .
Quantum Goldreich-Levin theorem
In this section, we give quantum algorithms producing larger Walsh coefficients of an n variable (multi-output) Boolean function f . The query complexity of the algorithm is independent with n, such an complexity has not been seen in the literature.
Quantum Goldreich-Levin theorem for a Boolean function
Now, based on Deutsch-Jozsa algorithm, we present our algorithm. In fact, we get a sample from the probability distribution P with P (a) = S 2 f (a) for every a ∈ F n 2 .
Algorithm 1 For any 0 < ≤ 1, 0 < δ < 1, let l = 
with probability at least 1 − δ and the query complexity is O(
Each running of the Deutsch-Jozsa algorithm is a randomized trial. For arbitrary fixed w 0 ∈ F n 2 , S 2 f (w 0 ) is the probability of obtaining w 0 through a trial. Let X be a random variable defined below.
Then the mathematical expectation of X is E(X) = S 2 f (w 0 ). To l times running the Deutsch-Jozsa algorithm there correspond l independent identically distributed random variables X 1 , X 2 , · · · X l .
If
By the Hoeffding inequality [14] , we have
therefore,
i.e.,
On the other side, if w 0 ∈ L, i.e., l i=1 X i ≥ l 2 2 , we can obtain the following similar result by the Hoeffding inequality
This is equivalent to
Generalization to a multi-output Boolean function
Given a multi-output Boolean function F : {0, 1} n → {0, 1} m , where m > 0 is an integer. If we can realize a quantum oracle U b·F access to b · F for every b ∈ F m 2 , then after query O(
) times, we will find larger coefficients of every b · F . That is to say, the coefficients satisfying (5) with b · F substituting for f .
In fact, we do the following procedure Instead of applying U b·F directly in Deutsch-Jozsa algorithm. Before giving the algorithm, let us see the inner product operator U IP induced via Toffoli gates [15] U IP |x ⊗n |y ⊗n |− = (−1) x·y |x ⊗n |y ⊗n |− ,
which is appeared in [12] with concrete circuit. Algorithm: Quantum Walsh transform of b · F 1. The initial state is
2. Apply Hadamard transformation to the first and fourth registers producing
3. Apply the F -controlled-NOT gate on the first and second registers to get
4. Apply the inner product operator U IP to the second, third and fourth registers to get 
with probability at least 1 − δ.
Conclusion
This paper designs a quantum algorithm to obtain some large Walsh coefficients of a Boolean function with O( log 1 δ 4 ) quantum queries, while classical algorithm in [5] uses O(n log 1 δ 6 ) queries with the same probability and accuracy. Then, we generalize the quantum algorithm to apply to multi-output Boolean functions with a query complexity O(2 m log 1 δ 4 ), compared with the quantum algorithms in [12] with query complexity O( 2 m+9 nπ 4 log 2 m+3 n δ 2 ) and O( 2 m+5+n/2 3 log 2 m+5 n δ 2 ) separately.
