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Nesta dissertação estuda-se o problema de obtenção de uma realização de 
dimensão mínima, cujos parâmetros de Markov sejam uma extensão de uma 






























In this thesis we study the problem of constructing a realization of minimal 
dimension which corresponding Markov parameters are an extension of a given 
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Neste documento estudar-se-a˜o resultados associados a sistemas dinaˆmicos discretos,
lineares e invariantes no tempo. Esta escolha e´ motivada, por um lado, pelo facto
da ana´lise desta classe de sistemas poder ser feita com base em resultados simples,
intuitivos e com os quais estamos mais familiarizados e por outro lado, pelo facto de
uma grande parte dos sistemas f´ısicos poderem ser interpretados de uma forma bastante
natural atrave´s de sistemas discretos. Este u´ltimo argumento representa uma mais valia
sob o ponto de vista pra´tico. Como exemplos de aplicac¸a˜o destes sistemas na modelac¸a˜o
de feno´menos podemos referir a modelac¸a˜o ambiental, as previso˜es econo´micas ou a
teoria dos co´digos convolucionais. Importa ainda realc¸ar que a maioria das te´cnicas
desenvolvidas para sistemas discretos tambe´m sa˜o va´lidas, embora com as devidas
alterac¸o˜es, para sistemas cont´ınuos [Ols94], que na˜o sa˜o alvo deste estudo.
Dado um sistema, a relac¸a˜o entrada-sa´ıda caracteriza o comportamento do mesmo,
permitindo assim estabelecer uma relac¸a˜o que especifica as caracter´ısticas do sistema
que se pretende estudar. Pore´m, essa descric¸a˜o externa do sistema considera-se com-
pleta quando e´ poss´ıvel relacionar algumas componentes f´ısicas, recorrendo a varia´veis
auxiliares, denominadas varia´veis de estado, obtendo-se uma descric¸a˜o interna do sis-
tema. No entanto a descric¸a˜o interna de um sistema na˜o e´ u´nica, podendo variar o
nu´mero de varia´veis auxiliares introduzidas (isto e´, a dimensa˜o do espac¸o de estados).
Por uma questa˜o de eficieˆncia e´ importante considerar as descric¸o˜es com dimensa˜o de
espac¸o de estados mı´nima.
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2 Cap´ıtulo 1. Introduc¸a˜o
Em 1950, Kalman provou que a relac¸a˜o entrada-sa´ıda anteriormente referida permite
aceder a` parte ating´ıvel e observa´vel de um sistema e que esta e´ a que tem menor di-
mensa˜o do espac¸o de estados associado, sobre sistemas que possuem a mesma relac¸a˜o
entrada-sa´ıda. A determinac¸a˜o de uma descric¸a˜o interna com dimensa˜o mı´nima, par-
tindo da descric¸a˜o externa, ficou conhecida como o problema da realizac¸a˜o mı´nima. Na
tentativa de obter resposta para este problema, Kalman determinou uma forma de re-
duzir um sistema a` sua forma ating´ıvel e observa´vel. Este passo foi o ponto de partida
para a resoluc¸a˜o do problema da realizac¸a˜o mı´nima. [KFA69] fornece um algoritmo,
designado por algoritmo de Ho, que permite calcular uma descric¸a˜o mı´nima de um
sistema com relac¸a˜o entrada-sa´ıda expressa em termos de uma sucessa˜o de matrizes
denominadas paraˆmetros de Markov. Pore´m este algoritmo assenta no pressuposto de
que existe um nu´mero infinito de paraˆmetros de Markov dispon´ıveis. Uma vez que este
pressuposto nem sempre se verifica, iniciou-se a procura de um me´todo que solucio-
nasse o problema quando existe apenas um nu´mero finito de paraˆmetros de Markov
conhecidos, isto e´, quando a informac¸a˜o sobre o sistema e´ limitada. Este documento
dara´ especial destaque a` resoluc¸a˜o desta questa˜o. A este problema chamamos pro-
blema da realizac¸a˜o parcial. Perante este novo conceito, o objectivo e´ determinar as
descric¸o˜es de sistemas com menor dimensa˜o de espac¸o de estados e cuja sucessa˜o de
paraˆmetros de Markov tenha como primeiros paraˆmetros os paraˆmetros de Markov
inicialmente dispon´ıveis. Obteˆm-se assim sistemas que possuem um comportamento
inicial semelhante ao sistema original.
Deste modo, estabelecemos como objectivos primordiais deste estudo conhecer pro-
priedades de realizac¸o˜es parciais mı´nimas, averiguar se sa˜o u´nicas e determinar uma
realizac¸a˜o parcial de menor dimensa˜o directamente a partir dos dados do sistema dis-
pon´ıveis.
O documento esta´ organizado como se descreve a seguir.
Cap´ıtulo 2 - Noc¸o˜es ba´sicas
Na primeira secc¸a˜o deste cap´ıtulo introduzem-se alguns conceitos ba´sicos da teoria dos
sistemas lineares, nomeadamente a representac¸a˜o de um sistema atrave´s de um modelo
de espac¸o de estados. Desta descric¸a˜o resultara´ um dos conceitos fundamentais deste
estudo, os paraˆmetros de Markov, que como veremos assumem especial importaˆncia
no tema desta dissertac¸a˜o. Nas duas u´ltimas secc¸o˜es, para ale´m de se introduzir as
3propriedades de atingibilidade e de observabilidade de um sistema, apresenta-se um
processo para obter sistemas ating´ıveis e observa´veis com os mesmos paraˆmetros de
Markov.
Cap´ıtulo 3 - Teoria da realizac¸a˜o
Os resultados deste cap´ıtulo sa˜o importantes para o estudo das realizac¸o˜es parci-
ais. Deste modo, comec¸a-se por introduzir a noc¸a˜o de realizac¸a˜o de uma sucessa˜o
de paraˆmetros de Markov por um sistema e averigua-se quando e´ que uma sucessa˜o
deste tipo e´ de facto realiza´vel, evidenciando a importaˆncia da relac¸a˜o que se pode
estabelecer entre as matrizes de atingibilidade e observabilidade do sistema e a matriz
de Hankel, definida a` custa dos paraˆmetros de Markov. Introduz-se ainda o problema
da realizac¸a˜o mı´nima. Na secc¸a˜o seguinte apresenta-se um dos mais interessantes re-
sultados descobertos na teoria da realizac¸a˜o que estabelece que dois sistemas mı´nimos
com os mesmos paraˆmetros de Markov sa˜o algebricamente equivalentes. Seguidamente
apresenta-se um algoritmo conhecido por algoritmo de Ho que fornece explicitamente
a realizac¸a˜o mı´nima pretendida. Na u´ltima secc¸a˜o, apresentam-se dois exemplos ilus-
trativos da aplicac¸a˜o do algoritmo de Ho.
Cap´ıtulo 4 - Realizac¸o˜es parciais
Este cap´ıtulo e´ destinado exclusivamente ao estudo de realizac¸o˜es parciais mı´nimas
para uma sequeˆncia finita de paraˆmetros de Markov, contendo assim os resultados
mais importantes no aˆmbito desta tese, e subdivide-se em duas etapas. Na primeira
etapa define-se um crite´rio para a existeˆncia de uma realizac¸a˜o parcial mı´nima u´nica,
com base no conceito de extensa˜o da sequeˆncia dada a uma sucessa˜o de paraˆmetros
de Markov. Quando o crite´rio estabelecido e´ satisfeito, constro´i-se a realizac¸a˜o parcial
mı´nima recorrendo novamente ao Algoritmo de Ho. Na segunda etapa da´-se resposta ao
problema da determinac¸a˜o de uma realizac¸a˜o parcial mı´nima quando o crite´rio referido
anteriormente na˜o e´ satisfeito. Finalmente explora-se exaustivamente um exemplo
ilustrativo deste u´ltimo caso.
Cap´ıtulo 5 - Conclusa˜o
Este cap´ıtulo apresenta algumas considerac¸o˜es finais que importam reter.
Cap´ıtulo 2
Noc¸o˜es ba´sicas
A grande maioria dos feno´menos naturais e/ou processos tecnolo´gicos podem ser descri-
tos atrave´s de modelos/sistemas matema´ticos cujas caracter´ısticas sa˜o encaradas como
varia´veis. Matematicamente, o estudo destes feno´menos traduz-se na concretizac¸a˜o das
varia´veis dos sistemas que os descrevem, sendo estas, como veremos de seguida, clas-
sificadas como varia´veis de entrada e de sa´ıda, existindo tambe´m varia´veis auxiliares
que sa˜o conhecidas como varia´veis de estado.
Quando as varia´veis sofrem uma evoluc¸a˜o ao longo do tempo, estamos na presenc¸a de
sistemas dinaˆmicos. Assim, as varia´veis de um sistema dinaˆmico sa˜o func¸o˜es do tempo e
tomam valores num determinado conjunto designado por universo das varia´veis. Deste
modo, designando por T o conjunto temporal do sistema e por W o universo das
varia´veis, o conjunto de todas as func¸o˜es de T em W dado por WT = {w|w : T→W}
representa o conjunto das varia´veis do sistema que se pretende descrever. Nesta dis-
sertac¸a˜o vamos considerar que o conjunto temporal do sistema assume valores inteiros,
isto e´, que T = Z. Estes sistemas sa˜o denominados sistemas discretos.
As varia´veis de um sistema dinaˆmico e discreto relacionam-se mediante leis que o defi-
nem. Geralmente estas leis transmitem relac¸o˜es causa-efeito. As varia´veis de entrada
sa˜o consideradas os agentes exteriores que actuam no sistema (causa), influenciando
o valor das restantes varia´veis (efeito). Mais especificamente e´ poss´ıvel estabelecer
relac¸o˜es entre as varia´veis de estado, de entrada e de sa´ıda que modelam um sistema.
Estas relac¸o˜es permitem conhecer, por um lado,o valor das varia´veis de estado de um
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sistema num determinado instante, recorrendo ao valor das varia´veis de estado e de
entrada no instante anterior e por outro lado, a resposta de um sistema num determi-
nado instante, recorrendo ao valor das varia´veis de estado e de entrada nesse mesmo
instante. Quando estas relac¸o˜es sa˜o lineares, estamos na presenc¸a de sistemas lineares.
Um outra propriedade que se assume neste estudo e´ a invariaˆncia no tempo, na medida
em que as leis que modelam o sistema na˜o mudam ao longo do tempo. Ou seja, desde
que se mantenham as mesmas condic¸o˜es iniciais e a mesma entrada, a resposta produ-
zida pelo sistema e´ a mesma independentemente do intervalo de tempo considerado.
Assim, de agora em diante, por uma questa˜o de simplificac¸a˜o de linguagem, sempre
que nos referirmos a sistemas estaremos a considerar sistemas dinaˆmicos, discretos,
lineares e invariantes no tempo.
O estudo de sistemas pode ser realizado recorrendo a uma descric¸a˜o com base num
modelo matema´tico designado por modelo de espac¸o de estados que se define na secc¸a˜o
seguinte. Sera˜o ainda analisadas propriedades pertinentes destes modelos nas secc¸o˜es
posteriores. Para maior detalhe ver [Roc08], [FM94] e [Kai80].
2.1 Modelo de espac¸o de estados
Definic¸a˜o 2.1.1. Um modelo de Espac¸o de Estados permite descrever um sistema
atrave´s das seguintes equac¸o˜es
x(t+ 1) = Ax(t) +Bu(t)
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designam o vector de estado, o vector de entrada, e o vector de sa´ıda do sistema no
instante t, respectivamente. As matrizes de nu´meros reais A, B, C e D teˆm dimenso˜es
n×n, n×m, p×n e p×m, respectivamente. O sistema descrito por (2.1) representa-
se por Σ = (A,B,C,D) e diz-se que tem dimensa˜o n. Os nu´meros inteiros m e p
representam o nu´mero de entradas e de sa´ıdas do sistema, respectivamente. O espac¸o
vectorial Rn e´ designado espac¸o dos estados e os seus elementos sa˜o chamados estados
do sistema. Os espac¸os vectoriais Rm e Rp sa˜o designados espac¸o das entradas e das
sa´ıdas, respectivamente.
A primeira equac¸a˜o de (2.1) caracteriza o sistema internamente e designa-se por equac¸a˜o
de estados enquanto que a segunda equac¸a˜o de (2.1) representa uma descric¸a˜o externa
do sistema designada por equac¸a˜o de sa´ıda.
Importa reforc¸ar a ideia que, considerando um instante inicial t = t0, o estado nesse
instante inicial conte´m toda a informac¸a˜o necessa´ria para conhecer o comportamento
do sistema, isto e´, os valores de x(t) e y(t) para t ≥ t0, desde que u(t) seja conhecido
para t ≥ t0. Uma vez que estamos na presenc¸a de sistemas invariantes no tempo, o
comportamento do sistema na˜o depende do instante inicial escolhido. Por uma questa˜o
de simplificac¸a˜o, vamos enta˜o considerar de agora em diante que o instante inicial e´
nulo, isto e´, t0 = 0. Assim, o valor do estado, num instante arbitra´rio k ≥ 1, depende
somente do estado inicial, x(0), e dos valores da entrada, u(.), nos instantes 0, 1, ..., k−1,
e e´ dado por




De facto, para k = 1, substituindo t por 0 na equac¸a˜o de estados de Σ = (A,B,C,D),
x(t+ 1) = Ax(t) +Bu(t), obtemos
x(1) = Ax(0) +Bu(0).
Supondo, por induc¸a˜o matema´tica, que (2.2) e´ verdadeira para k, vamos provar que
tambe´m o e´ para k + 1. Assim
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o que prova (2.2), para todo k ≥ 1.
Atendendo agora a` equac¸a˜o de sa´ıda de Σ = (A,B,C,D) dada por y(t) = Cx(t) +
Du(t), temos que a sa´ıda, num instante arbitra´rio k ≥ 1, e´ dada por




As matrizes D e CAlB, para l ≥ 0, que aparecem em (2.3) teˆm um significado inte-
ressante na descric¸a˜o de um sistema em que se considera as condic¸o˜es iniciais nulas,
isto e´, x(0) = 0.
Definic¸a˜o 2.1.2. Os paraˆmetros de Markov Yi, para i ≥ 0 de um sistema, Σ =




i−1B, para i ≥ 1.
(2.4)
Tendo em conta a definic¸a˜o anterior e´ poss´ıvel reescrever (2.3) do seguinte modo
y(k) = CAkx(0) +
k−1∑
i=0
Yk−iu(i) + Y0u(k), para k ≥ 1.
Suponhamos agora que o sistema Σ = (A,B,C,D) se encontra inicialmente em repouso,
isto e´, x(0) = 0. Neste caso e´ poss´ıvel estabelecer uma relac¸a˜o entre as entradas u(.) e
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as sa´ıdas y(.) do sistema com base nos seus paraˆmetros de Markov, da seguinte forma,
y(0) = Y0u(0)
y(1) = Y1u(0) + Y0u(1)
y(2) = Y2u(0) + Y1u(1) + Y0u(2)
...
y(k) = Yku(0) + · · ·+ Y1u(k − 1) + Y0u(k)
...
Deste modo, conclu´ımos que a resposta de um sistema fica completamente determinada




ei se k = 00 caso contra´rio ,
onde ei representa o i-e´simo vector da base cano´nica de R
n, enta˜o a sa´ıda do sistema
e´ dada por
y(0) = Dei e y(k) = CA
k−1Bei, para k ≥ 1.
Estas sa´ıdas designam-se por resposta ao impulso para um impulso unita´rio aplicado a
i-e´sima entrada. Note-se que y(0) e´ a i-e´sima coluna de D e y(k) corresponde a` i-e´sima
coluna da matriz CAk−1B para k ≥ 1. Consequentemente a sucessa˜o
D,CB,CAB,CA2B, . . .
e´ designada por resposta ao impulso do sistema. Repare-se que os termos desta su-
cessa˜o correspondem precisamente aos paraˆmetros de Markov do sistema. Assim, para
sistemas lineares discretos, a sucessa˜o dos paraˆmetros de Markov Y = {Y0, Y1, ...} cor-
responde a` resposta impulsional do sistema.
Definic¸a˜o 2.1.3. Seja Y = {Y0, Y1, Y2...} uma sucessa˜o infinita de matrizes do tipo
p×m. Dizemos que Σ = (A,B,C,D) e´ uma realizac¸a˜o da sucessa˜o Y se (2.4) acontece.
Neste caso, diz-se que Y e´ realiza´vel.
Definic¸a˜o 2.1.4. Dois sistemas Σ = (A,B,C,D) e Σ˜ = (A˜, B˜, C˜, D˜) de dimensa˜o n
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dizem-se algebricamente equivalentes se existe uma matriz invert´ıvel T, do tipo n× n,
tal que
A˜ = T−1AT, B˜ = T−1B, C˜ = CT e D˜ = D. (2.5)
A proposic¸a˜o seguinte mostra que dois sistemas algebricamente equivalentes sa˜o rea-
lizac¸o˜es da mesma sucessa˜o de paraˆmetros de Markov.
Proposic¸a˜o 2.1.5. Dois sistemas algebricamente equivalentes teˆm os mesmos paraˆmetros
de Markov.
Prova: Sejam Σ = (A,B,C,D) e Σ˜ = (A˜, B˜, C˜,D) sistemas algebricamente equiva-
lentes de dimensa˜o n. Pretendemos provar que
CAiB = C˜A˜iB˜, para i ≥ 0.
Por definic¸a˜o de sistemas algebricamente equivalentes, sabemos que existe uma matriz
T invert´ıvel, do tipo n× n, tal que (2.5) acontece. Assim, vem que
C˜A˜iB˜ = (CT )(T−1AT )i(T−1B). (2.6)




como se pretendia mostrar. 
Por fim, vamos ver que os paraˆmetros de Markov de um sistema, excluindo o primeiro
paraˆmetro, obedecem a uma relac¸a˜o de recursividade. O teorema seguinte e´ crucial na
demonstrac¸a˜o deste resultado e vai ser extremamente u´til no decorrer deste documento.
Teorema 2.1.6. (Cayley-Hamilton [HJ85]) Sejam A uma matriz quadrada de di-
mensa˜o n × n e p(λ) = det(λIn − A) = λ
n + αn−1λ
n−1 + · · · + α0 o seu polino´mio
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caracter´ıstico, onde αi ∈ R, i = 0, . . . , n− 1. Enta˜o p(A) = 0n, i.e.,
An + αn−1A
n−1 + · · ·+ α0In = 0n.
Embora o pro´ximo resultado seja usado somente na pro´xima secc¸a˜o optamos por consi-
dera´-lo nesta fase do documento uma vez que segue directamente do teorema anterior.
Corola´rio 2.1.7. Seja A uma matriz quadrada de dimensa˜o n×n. Enta˜o, para k ≥ 0,
existem escalares µk,i, para i = 0, . . . , n− 1, tais que
Ak = µk,0In + µk,1A+ · · ·+ µk,n−1A
n−1. (2.7)
Prova: Se k < n, enta˜o (2.7) e´ trivialmente satisfeita. Basta considerar µk,k = 1 e
µk,0 = · · · = µk,k−1 = µk,k+1 = · · · = µk,n−1 = 0.
Se k = n, enta˜o, pelo Teorema de Cayley-Hamilton (Teorema 2.1.6) , sabemos que
existem escalares αi ∈ R, i = 0, . . . , n− 1, tais que
An = −α0I − · · · − αn−1A
n−1. (2.8)
Logo (2.7) e´ satisfeita para µk,i = −αi.
Seja k ≥ n. Suponhamos, por induc¸a˜o matema´tica, que (2.7) e´ satisfeita para k. Pre-
tendemos provar que (2.7) tambe´m e´ satisfeita para k+1, isto e´, que Ak+1 e´ combinac¸a˜o
linear de In, A,...,A
n−1.
Observe-se que Ak+1 = AkA, enta˜o por hipo´tese de induc¸a˜o sabemos que existem
escalares µk,0, ..., µk,n−1 ∈ R tais que (2.7) e´ satisfeita. Assim sendo, resulta que
Ak+1 = (µk,0In + µk,1A+ ...+ µk,n−1A
n−1)A
= µk,0A+ µk,1A
2 + ...+ µk,n−1A
n. (2.9)
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Finalmente, de (2.8) e (2.9) obte´m-se
Ak+1 = µk,0A+ µk,1A
2 + ...+ µk,n−1(−α0In − α1A− ...− αn−1A
n−1)
= −α0µk,n−1In + (µk,0 − α1µk,n−1)A+ ...+ (µk,n−2 − αn−1µk,n−1)A
n−1,
como se pretendia provar. 
O teorema seguinte tambe´m e´ consequeˆncia do Teorema de Cayley-Hamilton (Teorema
2.1.6)
Teorema 2.1.8. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n. Enta˜o existem
escalares β0, ..., βn−1 ∈ R tais que
Yn+k = β0Yk + ...+ βn−1Yn+k−1, (2.10)
para k ≥ 1.
Prova: Pelo Teorema de Cayley-Hamilton (Teorema 2.1.6), sabemos que existem es-
calares reais βi = −αi, para i = 0, . . . , n− 1, tais que
An = −α0I − · · · − αn−1A
n−1. (2.11)
Seja k ≥ 1. Multiplicando (2.11), a` direita, por Ak−1 vem que
An+k−1 = −α0A
k−1 − · · · − αn−1A
n+k−2. (2.12)
Multiplicando (2.12), a` esquerda, por C e, a` direita, por B temos que
CAn+k−1B = −α0CA
k−1B − · · · − αn−1CA
n+k−2B. (2.13)
De acordo com a Definic¸a˜o 2.1.2, (2.13) e´ equivalente a
Yn+k = −α0Yk − · · · − αn−1Yn+k−1,
como pretend´ıamos mostrar. 
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2.2 Atingibilidade
Nesta secc¸a˜o vamos estudar em que medida as entradas que se introduzem num sis-
tema influenciam a sua dinaˆmica. Para tal, introduziremos o conceito de atingibili-
dade. Concretamente, estamos interessados em caracterizar o conjunto de estados que
sa˜o poss´ıveis alcanc¸ar partindo de um determinado estado inicial conhecido e atrave´s
de determinadas entradas incutidas ao sistema. Em particular, e relembrando que
nesta dissertac¸a˜o estamos a considerar apenas sistemas lineares e invariantes no tempo,
considere-se que o valor do estado em t0 = 0 e´ nulo, isto e´, o sistema encontra-se inici-
almente em repouso.
Definic¸a˜o 2.2.1. Sejam Σ = (A,B,C,D) um sistema de dimensa˜o n e k ∈ N. Um


















Ao conjunto de todos os estados ating´ıveis em k passos denotamos por Rk(A,B).
Proposic¸a˜o 2.2.2. Sejam Σ = (A,B,C,D) um sistema de dimensa˜o n e k ∈ N. O
conjunto Rk(A,B) e´ um subespac¸o vectorial de R
n.
Prova: E´ o´bvio que Rk(A,B) ⊂ R
n e que Rk(A,B) 6= ∅, pois 0 e´ ating´ıvel em k




Temos ainda de mostrar que se x1, x2 ∈ Rk(A,B) e α, β ∈ R enta˜o αx1 + βx2 ∈
Rk(A,B).
Sejam x1, x2 ∈ Rk(A,B) arbitra´rios. Uma vez que x1 ∈ Rk(A,B) temos, pela De-
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finic¸a˜o 2.2.1 que existe u1(.) tal que x1 =
k−1∑
i=0
Ak−1−iBu1(i). Do mesmo modo, sabemos
que existe u2(.) tal que x2 =
k−1∑
i=0
Ak−1−iBu2(i). Portanto, para quaisquer α, β ∈ R vem
que
αx1 + βx2 =
k−1∑
i=0
Ak−1−iB(αu1 + βu2)(i). (2.16)
Logo existe u(.) := (αu1+βu2)(.) tal que (2.14) acontece, como se pretendia provar. 
Ao subespac¸o vectorial Rk(A,B) chamamos subespac¸o ating´ıvel em k passos. Observe-
se ainda que de (2.15) segue que Rk(A,B) = Im
[
B AB · · · Ak−1B
]
.
A definic¸a˜o seguinte caracteriza um estado ating´ıvel.
Definic¸a˜o 2.2.3. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n. Um estado x∗ ∈
R
n diz-se ating´ıvel, se for ating´ıvel em k passos, para algum k ∈ N. O conjunto de
todos os estados ating´ıveis denota-se por R(A,B).
Note-se que R(A,B) =
∞⋃
k=0
Rk(A,B). Ale´m disso, observe-se que os subespac¸os
ating´ıveis em k passos, para k ≥ 1, satisfazem a seguinte cadeia de inclusa˜o
R1(A,B) ⊆ R2(A,B) ⊆ · · · ⊆ Rn(A,B) ⊆ Rn+1(A,B) ⊆ · · · . (2.17)
De facto, se x∗ ∈ Rk(A,B) enta˜o existem u(0), ..., u(k − 1) tais que
x∗ =
[





















Assim, Rk(A,B) ⊆ Rk+1(A,B), para k ≥ 1. Ale´m disso, (2.17) e´ estaciona´ria para k ≥
n, pois Rk(A,B) = Im
[
B AB · · · Ak−1B
]
e pelo Corola´rio 2.1.7, AkB = µk,0B +
µk,1AB + · · · + µk,n−1A
n−1B, para alguns µk,0, ..., µk,n−1 ∈ R. Ou seja, Rn(A,B) =





Rk(A,B) = Rn(A,B) = Im
[
B AB · · · An−1B
]
(2.18)
e´ um subespac¸o vectorial de Rn. A matriz
[
B AB · · · An−1B
]
de dimensa˜o n×nm,
diz-se matriz de atingibilidade do sistema Σ = (A,B,C,D), ou simplesmente do par
(A,B), e representa-se por R(A,B).
Definic¸a˜o 2.2.4. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n. R(A,B) e´ o
subespac¸o vectorial de Rn constitu´ıdo pelos estados ating´ıveis de Σ e designa-se por
subespac¸o ating´ıvel.
O resultado seguinte enuncia uma propriedade do subespac¸o ating´ıvel de um sistema
que sera´ usada na pro´xima secc¸a˜o.
Lema 2.2.5. Seja R(A,B) o subespac¸o ating´ıvel de um sistema Σ = (A,B,C,D).
Enta˜o R(A,B) e´ A-invariante.
Prova: Pretendemos provar que se x ∈ R(A,B) enta˜o Ax ∈ R(A,B). Suponhamos
que Σ tem dimensa˜o n.
Seja x ∈ R(A,B) arbitra´rio. Enta˜o x ∈ R(A,B) = Im
[
B AB · · · An−1B
]
, o que
implica que Ax ∈ Im
[
AB A2B · · · AnB
]
e consequentemente Ax ∈ Rn+1(A,B) =
Im
[
B AB · · · AnB
]
. Deste modo, e porque R(A,B) = Rn(A,B) = Rn+1(A,B),
resulta que Ax ∈ R(A,B). 
Nesta fase da dissertac¸a˜o interessa definir os sistemas em que todos os estados sa˜o
ating´ıveis ja´ que a explorac¸a˜o deste tipo de sistemas possibilita estabelecer propriedades
interessantes no estudo que se pretende realizar, como se vera´ nos cap´ıtulos seguintes.
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Definic¸a˜o 2.2.6. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n. Enta˜o Σ e´
ating´ıvel, ou simplesmente o par (A,B) e´ ating´ıvel, se R(A,B) = Rn.
O teorema seguinte fornece um crite´rio simples para verificarmos se um dado sistema
e´ ating´ıvel e e´ consequeˆncia imediata da Definic¸a˜o 2.2.6 e de (2.18).
Teorema 2.2.7. Dado um sistema Σ = (A,B,C,D) de dimensa˜o n, as seguintes
condic¸o˜es sa˜o equivalentes.
(1) O par (A,B) e´ ating´ıvel;
(2) rankR(A,B) = n.
Observe-se que, apesar de sabermos que se Σ = (A,B,C,D) e´ um sistema ating´ıvel
de dimensa˜o n, todos os seus estados sa˜o atingidos em pelo menos n passos, pode
acontecer que todos os estados sejam atingidos em N passos, para algum N < n.
Considere-se a seguinte notac¸a˜o
Rt(A,B) =
[
B AB · · · At−1B
]
, para t ≥ 1,
que sera´ u´til na pro´xima definic¸a˜o.
Definic¸a˜o 2.2.8. Dado um sistema Σ = (A,B,C,D) ating´ıvel, de dimensa˜o n. Cha-
mamos ı´ndice de atingibilidade ao menor inteiro N tal que
rankRN(A,B) = rank
[
B AB · · · AN−1B
]
= n.
2.3 Decomposic¸a˜o de atingibilidade de Kalman
Nesta secc¸a˜o veremos que, dado um sistema na˜o ating´ıvel e´ sempre poss´ıvel obter um
sistema ating´ıvel, de dimensa˜o menor ao inicialmente considerado, com os mesmos
paraˆmetros de Markov.
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e os blocos A11,A12, A22 e B1 sa˜o matrizes do tipo r× r, r× (n− r), (n− r)× (n− r)
e r ×m, respectivamente e o par (A11, B1) e´ ating´ıvel. Dizemos que Σ se encontra na
forma de atingibilidade de Kalman.
Proposic¸a˜o 2.3.2. Todo o sistema e´ algebricamente equivalente a um sistema na
forma de atingibilidade de Kalman.
Prova: Seja Σ = (A,B,C,D) um sistema de dimensa˜o n. Se (A,B) e´ ating´ıvel, enta˜o
Σ encontra-se na forma de atingibilidade de Kalman.
Suponhamos agora que (A,B) na˜o e´ ating´ıvel. Enta˜o sabemos que
rankR(A,B) = r, para algum r < n.
Seja B1 = (b1, b2, ..., br) uma base de Im R(A,B). Complete-se a base B1 de forma
a obter uma base de Rn, digamos B2 = (b1, b2, ..., br, br+1, ..., bn). Defina-se agora a
matriz invert´ıvel T =
[
b1 · · · br br+1 · · · bn
]
e um novo sistema, Σ˜ = (A˜, B˜, C˜, D˜)
algebricamente equivalente a Σ, onde (A˜, B˜, C˜, D˜) = (T−1AT, T−1B,CT,D). Vamos












onde os blocos A11, A12, A22 e B1 sa˜o matrizes do tipo r×r, r×(n−r), (n−r)×(n−r)








Ab1 Ab2 · · · Abr Abr+1 · · · Abn
]
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Por outro lado, como b1, b2, ..., br ∈ R(A,B) e, pelo Lema 2.2.5, R(A,B) e´ A- invari-
ante, temos que Ab1, Ab2, ..., Abr ∈ R(A,B), ou seja
[














, onde A12, A22
sa˜o matrizes do tipo r × (n− r) e (n− r)× (n− r), respectivamente.
Observe-se ainda que as colunas de B sa˜o elementos do subespac¸o vectorial R(A,B) =
Im
[
B AB · · · An−1B
]















Assim, provou-se que as matrizes A˜ e B˜ teˆm a forma pretendida.
Pretendemos agora mostrar que o par (A11, B1) e´ ating´ıvel. Pelo Teorema 2.2.7 basta
provar que rank
[




= r. Note-se que
[




B1 · · · A
n−1
11 B1
















B · · · An−1B
]
.
Uma vez que a matriz T−1 e´ invert´ıvel, conclu´ımos que
rank
[






B · · · An−1B
]
= r
Ale´m disso, pelo Teorema de Cayley-Hamilton (Teorema 2.1.6), comoA11 tem dimensa˜o






















como pretend´ıamos mostrar. 
O resultado que se estabelece de seguida permite concluir que dado um sistema na
forma de atingibilidade de Kalman e´ poss´ıvel obter um seu subsistema ating´ıvel tal
que ambos possuem os mesmos paraˆmetros de Markov.
Proposic¸a˜o 2.3.3. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n, com m entradas
















onde os blocos A11, A12 e A22 sa˜o matrizes do tipo r× r, r× (n− r), (n− r)× (n− r),
respectivamente, para r ≤ n. As matrizes B1, C1 e C2 teˆm dimensa˜o r × m, p × r,
p × (n − r), respectivamente e o par (A11, B1) e´ ating´ıvel. Enta˜o os sistemas Σ e
Σ1 = (A11, B1, C1, D) teˆm os mesmos paraˆmetros de Markov.
Prova: Basta provar que
CAiB = C1A
i
11B1, i ≥ 0. (2.20)









































para L¯i = C1Li + C2A
i
22. E portanto, CA
iB = C1A
i
11B1, como se pretendia mostrar.

Em suma, das Proposic¸o˜es 2.1.5, 2.3.2 e 2.3.3 conclu´ımos que dado um sistema Σ, de
dimensa˜o n, e´ poss´ıvel determinar um sistema ating´ıvel, de dimensa˜o r ≤ n, com os
mesmos paraˆmetros de Markov. A pertineˆncia desta conclusa˜o torna-se mais evidente
quando aliada ao facto de que, como vimos anteriormente, o comportamento de um
sistema e´ completamente determinado pelos seus paraˆmetros de Markov.
2.4 Observabilidade
O conceito de observabilidade de um sistema linear discreto refere-se a` possibilidade
de se obter informac¸a˜o sobre o estado inicial a partir da entrada e da sa´ıda do sistema.
Definic¸a˜o 2.4.1. Um sistema Σ = (A,B,C,D) e´ observa´vel se
∃ t∗ > 0 : u(0) = · · · = u(t∗) = 0, y(0) = · · · = y(t∗) = 0⇒ x(0) = 0 (2.21)
A condic¸a˜o (2.21) da definic¸a˜o anterior pode ser reformulada como se segue
∃ t∗ > 0 : y(t) = CAtx(0) = 0, t = 0, 1, 2, .., t∗ ⇒ x(0) = 0,
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que e´ equivalente a









x(0) = 0⇒ x(0) = 0.
Ou seja, Σ = (A,B,C,D) e´ observa´vel se e so´ se









 = {0}. (2.22)
Facilmente se veˆ que





















 ⊇ · · ·




























 = {0}. (2.23)









, de dimensa˜o np×n, chamamos matriz de observabilidade e repre-
sentamos por O(C,A). De (2.23) segue imediatamente o teorema seguinte.
Teorema 2.4.2. Um sistema Σ = (A,B,C,D), de dimensa˜o n, e´ observa´vel (ou o par
(A,C) e´ observa´vel) se e so´ se










 , para s ≥ 1.
Um sistema observa´vel e´ caracterizado por rankO(C,A) = n. No entanto pode existir
um inteiro, N ′, menor do que n para o qual rankON ′(C,A) = n.
Definic¸a˜o 2.4.3. Dado um sistema Σ = (A,B,C,D), de dimensa˜o n. Chamamos
ı´ndice de observabilidade ao menor inteiro N ′ tal que










2.5 Decomposic¸a˜o de observabilidade de Kalman
Veremos nesta secc¸a˜o que, dado um sistema na˜o observa´vel e´ sempre poss´ıvel obter um
sistema observa´vel, de dimensa˜o menor ao inicialmente considerado e com os mesmos
paraˆmetros de Markov.
2.5. Decomposic¸a˜o de observabilidade de Kalman 23










e os blocos A11, A21, A22 e C1 sa˜o matrizes do tipo r× r, (n− r)× r, (n− r)× (n− r)
e p× r, respectivamente e o par (A11, C1) e´ observa´vel. Dizemos que Σ se encontra na
forma de observabilidade de Kalman.
Tal como na secc¸a˜o anterior, e´ sempre poss´ıvel determinar um sistema na forma de
observabilidade de Kalman algebricamente equivalente a um dado sistema. Na de-
monstrac¸a˜o deste resultado utilizaremos o conceito de dualidade que, na pra´tica, re-
presenta um recurso bastante eficiente sempre que se esta´ na presenc¸a de um sistema
na˜o ating´ıvel ou na˜o observa´vel, e se pretende obter um sistema ating´ıvel ou observa´vel,
respectivamente, no caso de ja´ termos informac¸a˜o sobre o sistema dual.
Proposic¸a˜o 2.5.2. Todo o sistema e´ algebricamente equivalente a um sistema na
forma de observabilidade de Kalman.
Prova: Seja Σ = (A,B,C,D) um sistema de dimensa˜o n com m entradas e p sa´ıdas.
Se (A,C) e´ observa´vel, enta˜o Σ encontra-se na forma de observabilidade de Kalman.
Suponhamos agora que (A,C) na˜o e´ observa´vel. Enta˜o sabemos que
rankO(C,A) = r, para algum r < n. (2.25)
Consideremos o dual de Σ, isto e´, o sistema Σˆ = (AT , CT , BT , DT ). Uma vez que
R(AT , CT ) = O(C,A)T , temos que
rankR(AT , CT ) = r. (2.26)
Portanto Σˆ na˜o e´ ating´ıvel. Pela Proposic¸a˜o 2.3.2, sabemos que existe uma matriz V ,
do tipo n×n, invert´ıvel que permite obter um sistema algebricamente equivalente a Σˆ
na forma de atingibilidade de Kalman, isto e´,
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onde os blocos A˜11, A˜12, A˜22 e C˜1 sa˜o matrizes do tipo r×r, r×(n−r), (n−r)×(n−r)
e r × p, respectivamente e o par (A˜11, C˜1) e´ ating´ıvel, isto e´, rankR(A˜11, C˜1) = r.
Assim, definindo S = (V −1)T , temos que












onde o par (A˜T11, C˜
T




11) = rankR(A˜11, C˜1)
T = r.
Assim, o sistema Σ¯ = (S−1AS, S−1B,CS,D) esta´ na forma de observabilidade de
Kalman e e´ algebricamente equivalente a Σ, como se pretendia. 
De modo ana´logo ao que foi estabelecido para um sistema na forma de atingibilidade
de Kalman, dado um sistema que se encontra na forma de observabilidade de Kalman,
e´ poss´ıvel obter um seu subsistema observa´vel com os mesmos paraˆmetros de Markov,
como se enuncia no resultado que se segue.
Proposic¸a˜o 2.5.3. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n, com m entradas















e os blocos A11, A21, A22, B1, B2 e C1 sa˜o matrizes do tipo r × r, (n − r) × r, (n −
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r)× (n− r), r×m, (n− r)×m e p× r, respectivamente, para r ≤ n e o par (A11, C1)
e´ observa´vel.
Enta˜o os sistemas Σ e Σ1 = (A11, B1, C1, D) teˆm os mesmos paraˆmetros de Markov.
Prova: A demonstrac¸a˜o e´ ana´loga a` demonstrac¸a˜o da Proposic¸a˜o 2.3.3. 
Analogamente ao que foi estabelecido anteriormente, das Proposic¸o˜es 2.1.5, 2.5.2 e
2.5.3, conclu´ımos que dado um sistema Σ, de dimensa˜o n, e´ poss´ıvel determinar um
sistema observa´vel, de dimensa˜o r ≤ n, com os mesmos paraˆmetros de Markov.
2.6 Realizac¸o˜es ating´ıveis e observa´veis
Seja Σ = (A,B,C,D) um sistema. Nas secc¸o˜es 2.3 e 2.5 vimos como determinar um
sistema ating´ıvel e um sistema observa´vel, respectivamente, com dimensa˜o menor ou
igual a` dimensa˜o de Σ e com os mesmos paraˆmetros de Markov. Nesta secc¸a˜o vamos
ver como obter um sistema simultaneamente ating´ıvel e observa´vel, Σˆ, com dimensa˜o
menor ou igual a` dimensa˜o de Σ, e cujos paraˆmetros de Markov coincidam com os
paraˆmetros de Markov de Σ.
Proposic¸a˜o 2.6.1. Seja Σ = (A,B,C,D) um sistema de dimensa˜o n, com m entradas



















 e Cˆ = [ Cˆ11 Cˆ12 0 ] ,
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para algumas matrizes Aˆ11, Aˆ12, Aˆ22, Aˆ31, Aˆ32, Aˆ33, Bˆ11, Bˆ31, Cˆ11 e Cˆ12 do tipo k× k,
k× (r− k), (r− k)× (r− k), (n− r)× k, (n− r)× (r− k), (n− r)× (n− r), k×m,
(n − r) × m, p × k e p × (r − k), respectivamente, onde k ≤ r ≤ n. Ale´m disso, o
sistema Σˆ1 = (Aˆ11, Bˆ11, Cˆ11, D) e´ ating´ıvel e observa´vel.
Prova: Suponhamos que Σ na˜o e´ observa´vel, isto e´, que rankO(C,A) = r, para algum
r < n. Enta˜o sabemos que existe uma matriz S, do tipo n× n, invert´ıvel tal que

















onde os blocos A˜11, A˜21 e A˜22 sa˜o matrizes do tipo r × r, (n − r) × r e (n − r) ×
(n − r), respectivamente. As matrizes B˜1, B˜2 e C˜1 sa˜o do tipo r × m, (n − r) × m
e p × r, respectivamente, e o par (A˜11, C˜1) e´ observa´vel. Assim sendo, o sistema
Σ˜1 = (A˜11, B˜1, C˜1, D) tem dimensa˜o r e e´ observa´vel.
Se Σ e´ observa´vel consideremos S = In, Σ˜1 = Σ e r = n.
Pore´m nada garante que este sistema Σ˜1 obtido e´ ating´ıvel. Suponhamos que, de facto,
o par (A˜11, B˜1) na˜o e´ ating´ıvel, isto e´, rankR(A˜11, B˜1) = k, para algum k < r. A`
semelhanc¸a do racioc´ınio realizado anteriormente sabemos que existe uma matriz, S1,
invert´ıvel, do tipo r × r, e consequentemente e´ poss´ıvel determinar um novo sistema






















onde os blocos Aˆ11, Aˆ12 e Aˆ22 sa˜o matrizes do tipo k×k, k× (r−k) e (r−k)× (r−k),
respectivamente. As matrizes Bˆ11, Cˆ11 e Cˆ12 sa˜o do tipo k ×m, p × k e p × (r − k),
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respectivamente, e tal que o par (Aˆ11, Bˆ11) e´ ating´ıvel. Assim, e´ poss´ıvel determinar
um sistema Σˆ1 = (Aˆ11, Bˆ1, Cˆ1, D), de dimensa˜o k < r, ating´ıvel.
Construa-se agora uma nova matriz, igualmente invert´ıvel, e de ordem n, T , com base







Se Σ˜1 e´ ating´ıvel consideremos S1 = Ir e, portanto T = In. Defina-se a matriz Q = ST .
Recorde-se que de (2.27), (2.28) e (2.29) sabemos que A = SA˜S−1, B = SB˜ e C =
C˜S−1. Enta˜o, das considerac¸o˜es feitas anteriormente resulta que
Aˆ = Q−1AQ
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para Bˆ31 = B˜2.



















A explanac¸a˜o que se segue pretende mostrar que o sistema Σˆ1 = (Aˆ11, Bˆ1, Cˆ1, D) e´
ating´ıvel e observa´vel.
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De facto, pela construc¸a˜o feita anteriormente Σˆ1 e´ ating´ıvel. Basta ver que continua a
ser observa´vel.
Atendendo ao Teorema 2.4.2, basta-nos garantir que
rankO(Cˆ1, Aˆ11) = k. (2.33)
Sabemos que o par (A˜11, C˜1) e´ observa´vel, ou seja,
rankO(C˜1, A˜11) = r. (2.34)















o que implica que
O(C˜1, A˜11) = O(C¯1, A¯1)S
−1
1 . (2.36)
Uma vez que o par (A˜11, C˜1) e´ observa´vel, S
−1
1 e´ uma matriz invert´ıvel e de (2.36)
resulta que
rankO(C¯1, A¯1) = rankO(C˜1, A˜11) = r. (2.37)
De seguida, calcule-se a matriz de observabilidade do par (A¯1, C¯1), por forma a observar











onde Li e´ uma matriz do tipo k × (r − k), para i ≥ 1, segue que























De facto, uma vez que rankO(C¯1, A¯1) = r, enta˜o as r colunas de O(C¯1, A¯1) sa˜o linear-
mente independentes , o que implica que a matriz O(Cˆ1, Aˆ11) formada pelas primeiras
k colunas de O(C¯1, A¯1) tem caracter´ıstica k. Logo, o par (Aˆ11, Cˆ1) e´ observa´vel, como
pretend´ıamos mostrar. 















 e Cˆ = [ Cˆ11 Cˆ12 0 ] ,
onde Aˆ11, Aˆ12, Aˆ22, Aˆ31, Aˆ32, Aˆ33 do tipo k×k, k×(r−k), (r−k)×(r−k), (n−r)×k,
(n−r)× (r−k) e (n−r)× (n−r), respectivamente; Bˆ11, Bˆ31, Cˆ11 e Cˆ12 do tipo k×m,
(n − r) ×m, k × p, (r − k) × p respectivamente, para k ≤ r ≤ n, e tal que o sistema
Σˆ = (Aˆ11, Bˆ11, Cˆ11) e´ ating´ıvel e observa´vel. Enta˜o os sistemas Σ e Σˆ teˆm os mesmos
paraˆmetros de Markov.
Prova: A demonstrac¸a˜o e´ ana´loga a` demonstrac¸a˜o da Proposic¸a˜o 2.3.3. 
Em suma, pelas Proposic¸o˜es 2.1.5, 2.6.1 e 2.6.2, dado um sistema Σ e´ poss´ıvel deter-
minar um sistema de dimensa˜o menor ou igual a` dimensa˜o de Σ, ating´ıvel e observa´vel
e e´ tal que os paraˆmetros de Markov de ambos os sistemas coincidem.
Cap´ıtulo 3
Teoria da realizac¸a˜o
Neste cap´ıtulo vamos estudar o problema da realizac¸a˜o de uma sucessa˜o de matrizes
do tipo p ×m, Y = {Y0, Y1, Y2, ...}, por um sistema (para mais detalhes ver [KFA69]
e [Son98]). Como vimos no cap´ıtulo anterior, Y e´ realiza´vel se existe um sistema
Σ = (A,B,C,D), com paraˆmetros de Markov dados pelos elementos de Y , isto e´,
Y0 = D
Yi = CA
i−1B, para i ≥ 1.
Note-se que D coincide com Y0 pelo que, para obter tal sistema, basta determinar as
matrizes A, B e C tais que
Yi = CA
i−1B, para i ≥ 1.
Assim sendo, poder-se-a´ reformular o problema da realizac¸a˜o com base nos paraˆmetros
de Markov do seguinte modo: dada uma sucessa˜o de matrizes do tipo p × m, Y =
{Y1, Y2, ...}, pretendemos determinar um sistema Σ = (A,B,C) tal que
Yi = CA
i−1B, para i ≥ 1. (3.1)
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3.1 Realizac¸o˜es mı´nimas
De agora em diante vamos designar uma sucessa˜o de p × m matrizes reais, Y =
{Y1, Y2, ...}, como uma sucessa˜o de Markov. As definic¸o˜es e os resultados que se se-
guem suportam a construc¸a˜o de um crite´rio que permite averiguar quando e´ que uma
determinada sucessa˜o de Markov e´ realiza´vel.
Definic¸a˜o 3.1.1. Dada uma sucessa˜o de Markov Y = {Y1, Y2, ...} e s e t nu´meros





Y1 Y2 · · · Yt




Ys Ys+1 · · · Ys+t−1

 ,
de dimensa˜o ps×mt, constitu´ıda por blocos de dimensa˜o p×m, cujo (i, j)-e´simo bloco
e´ dado por Yi+j−1.









 e Rt(A,B) =
[
B AB · · · At−1B
]
, s, t ≥ 1
onde A, B e C sa˜o matrizes do tipo n×n, n×m e p×n, respectivamente, de um dado
sistema Σ = (A,B,C).
A proposic¸a˜o que se segue representa um resultado importante para o estudo que se
pretende fazer, uma vez que estabelece um crite´rio para verificar se uma sucessa˜o de
Markov e´ realiza´vel por um sistema, em termos das matrizes descritas acima e das
matrizes de Hankel associadas a` sucessa˜o de Markov.
Proposic¸a˜o 3.1.2. Sejam Σ = (A,B,C) um sistema e Y = {Y1, Y2, ...} uma sucessa˜o
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de Markov. Enta˜o Σ realiza Y, se e so´ se
Os(C,A)Rt(A,B) = Hs,t(Y), ∀ s, t ∈ N.
















CB CAB · · · CAt−1B
CAB CA2B · · · CAtB
...
... · · ·
...







Y1 Y2 · · · Yt
Y2 Y3 · · · Yt+1
...
... · · ·
...
Ys Ys+1 · · · Ys+t−1


temos, por (3.1) que Σ realiza Y se e so´ se Os(C,A)Rt(A,B) = Hs,t, para todos
s, t ∈ N. 
Corola´rio 3.1.3. Seja Σ = (A,B,C) uma realizac¸a˜o de dimensa˜o n de uma sucessa˜o
de Markov Y = {Y1, Y2, Y3, ...}. Enta˜o
rankHs,t(Y) ≤ max{rankOs(C,A), rankRt(A,B)} ≤ n, ∀ s, t ∈ N.
Prova: O resultado segue imediatamente da Proposic¸a˜o 3.1.2 e do facto de rankOs(C,A) ≤
n e rankRt(A,B) ≤ n para todos s, t ∈ N. 
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Seja Σ = (A,B,C) um sistema de dimensa˜o n, ating´ıvel e observa´vel, isto e´, tal que
as matrizes Os(C,A) e Rt(A,B) teˆm caracter´ıstica n, para s ≥ N
′ e t ≥ N onde N e
N ′ sa˜o os ı´ndices de atingibilidade e observabilidade, respectivamente. Enta˜o existem
duas matrizes O♯s(C,A) e R
♯
t(A,B), tais que O
♯
s(A,C) e´ inversa a` esquerda de Os(C,A)
e R♯t(A,B) e´ inversa a` direita de Rt(A,B), ou seja,
O♯s(C,A)Os(C,A) = In e Rt(A,B)R
♯
t(A,B) = In.
Proposic¸a˜o 3.1.4. Seja Y uma sucessa˜o de Markov realiza´vel por um sistema Σ =
(A,B,C) de dimensa˜o n, ating´ıvel e observa´vel, com ı´ndices de atingibilidade e obser-
vabilidade N e N ′, respectivamente. Enta˜o
rankHs,t(Y) = n, para s ≥ N
′ e t ≥ N.
Prova: Pelo Corola´rio 3.1.3 temos que
rankHs,t(Y) ≤ n, para s, t ∈ N.
Para provar a igualdade pretendida resta demonstrar que rankHs,t(Y) ≥ n, para s ≥
N ′ e t ≥ N.
Sejam s ≥ N ′ e t ≥ N . Note-se que, como Σ e´ ating´ıvel, com ı´ndice de atingibilidadeN ,
observa´vel, com ı´ndice de observabilidade N ′, e Os(C,A) admite inversa a` esquerda,
O♯s(C,A), e Rt(A,B) admite inversa a` direita, R
♯
t(A,B). Logo, uma vez que pela










o que implica que
n = rank In = rankO
♯(A,C)Hs,t(Y)R
♯(A,B)
Portanto rankHs,t(Y) ≥ n, como pretend´ıamos demonstrar. 
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Como vimos no Cap´ıtulo 1 um dos objectivos deste estudo e´, observando a resposta
impulsional de um sistema, determinar uma realizac¸a˜o do mesmo. Pore´m existem mui-
tas realizac¸o˜es que satisfazem este objectivo. Pretendemos determinar uma realizac¸a˜o
de menor dimensa˜o poss´ıvel, por forma a realizar o tratamento dos dados de modo
eficiente.
Definic¸a˜o 3.1.5. Seja Y = {Y1, Y2, ...} uma sucessa˜o de Markov realiza´vel. Uma
realizac¸a˜o Σ = (A,B,C) de Y diz-se mı´nima se qualquer outra realizac¸a˜o de Y tiver
dimensa˜o maior ou igual a` dimensa˜o de Σ.
Teorema 3.1.6. Seja Y = {Y1, Y2, ...} uma sucessa˜o de Markov realiza´vel e Σ =
(A,B,C) uma sua realizac¸a˜o. Enta˜o Σ e´ mı´nima se e so´ se e´ ating´ıvel e observa´vel.
Prova: No sentido de demonstrar a implicac¸a˜o directa observe-se que se Σ e´ uma
realizac¸a˜o mı´nima de Y , isto e´, qualquer outra realizac¸a˜o de Y tem dimensa˜o maior ou
igual a` dimensa˜o de Σ, enta˜o segue imediatamente que Σ e´ ating´ıvel e observa´vel. Note-
se que se tal na˜o acontecesse, pelo que vimos na Secc¸a˜o 2.6, existiria outra realizac¸a˜o
de dimensa˜o menor, que realizava a mesma sucessa˜o de Markov, o que contradiz a
hipo´tese.
Para demonstrar a implicac¸a˜o rec´ıproca, suponhamos que Σ e´ uma realizac¸a˜o de
Y , de dimensa˜o n, ating´ıvel e observa´vel. Logo, pela Proposic¸a˜o 3.1.4, tem-se que
rankHs,t(Y) = n, para s, t ≥ n (pois os ı´ndices de atingibilidade e observabilidade de
Σ sa˜o menores ou iguais a n). Suponhamos agora, com vista ao absurdo, que Σ na˜o e´
mı´nima. Logo, existe outra realizac¸a˜o, digamos Σ˜ = (A˜, B˜, C˜) de dimensa˜o r, menor
que n, que realiza Y . Podemos supor, sem perda de generalidade, que Σ˜ e´ ating´ıvel e
observa´vel, o que implica, pela Proposic¸a˜o 3.1.4 que
rankHs,t(Y) = r para s, t ≥ r.
O que contradiz o facto de rankHs,t(Y) = n, para s, t ≥ n. 
Assim, se conhecermos uma realizac¸a˜o Σ de uma sucessa˜o de Markov Y , uma realizac¸a˜o
mı´nima de Y e´ facilmente constru´ıda calculando uma realizac¸a˜o, algebricamente equi-
valente a Σ, como na Proposic¸a˜o 2.6.1 e considerando o seu subsistema ating´ıvel e
observa´vel.
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e denota-se por rankY.
O seguinte resultado segue imediatamente da Proposic¸a˜o 3.1.4 e do Teorema 3.1.6.
Proposic¸a˜o 3.1.8. Seja Y = {Y1, Y2, ...} uma sucessa˜o de Markov realiza´vel e Σ =
(A,B,C) uma sua realizac¸a˜o mı´nima. Enta˜o a dimensa˜o de Σ e´ dada por rankY.
Facilmente se observa que se uma sucessa˜o de Markov, Y , e´ realiza´vel por um sistema
Σ = (A,B,C), enta˜o





Y2 Y3 · · · Yt+1





Ys+1 Ys+2 · · · Ys+t

 . (3.3)
Este facto vai ser importante na demonstrac¸a˜o do pro´ximo resultado.
Teorema 3.1.9. Sejam Σ = (A,B,C) e Σ˜ = (A˜, B˜, C˜) duas realizac¸o˜es mı´nimas da
mesma sucessa˜o de Markov Y. Enta˜o Σ e´ algebricamente equivalente a Σ˜.
Prova: Pretendemos provar que existe uma matriz invert´ıvel T tal que
A˜ = T−1AT, B˜ = T−1B e C˜ = CT. (3.4)
Com o intuito de simplificar a notac¸a˜o denote-se R = R(A,B), O = O(C,A), R˜ =
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R(A˜, B˜) e O˜ = O(C˜, A˜) as matrizes de atingibilidade e observabilidade de Σ e Σ˜,
respectivamente. Note-se que como Σ e Σ˜ teˆm a mesma dimensa˜o, por serem realizac¸o˜es
mı´nimas, as matrizes O e O˜, bem como as matrizes R e R˜ sa˜o do mesmo tipo.
Pela Proposic¸a˜o 3.1.2 e por (3.2) resulta, simultaneamente, que
OR = O˜R˜ e OAR = O˜A˜R˜. (3.5)
Sejam R˜♯ a matriz inversa a` direita de R˜ e O˜♯ a matriz inversa a` esquerda de O˜. Enta˜o
OR = O˜R˜⇔ O˜♯ORR˜♯ = I, isto e´, RR˜♯ = (O˜♯O)−1. Defina-se
T := RR˜♯ = (O˜♯O)−1
Enta˜o (3.4) segue de (3.5), como se mostra de seguida,
OAR = O˜A˜R˜⇔ O˜♯OARR˜♯ = O˜♯O˜A˜R˜R˜♯ ⇔ T−1AT = A˜,
OB = O˜B˜ ⇔ O˜♯OB = O˜♯O˜B˜ ⇔ T−1B = B˜,
CR = C˜R˜⇔ CRR˜♯ = C˜R˜R˜♯ ⇔ CT = C˜.

3.2 Crite´rio de existeˆncia de realizac¸a˜o
Nesta fase do estudo interessa averiguar quando e´ que uma dada sucessa˜o de Markov,
Y , e´ realiza´vel.
Teorema 3.2.1. Sejam Y uma sucessa˜o de Markov e Hs,t(Y), s, t ∈ N, as correspon-
dentes matrizes de Hankel. Enta˜o Y e´ realiza´vel se e so´ se existem inteiros positivos
M e M ′ tais que
rankHs,t(Y) = rankHM ′,M(Y), para s ≥M
′ e t ≥M, (3.6)
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isto e´, se e so´ se rankY e´ finita.
Prova: Sejam Y uma sucessa˜o de Markov realiza´vel, Σ = (A,B,C) uma realizac¸a˜o
mı´nima de Y , de dimensa˜o n, e N e N ′ os ı´ndices de atingibilidade e observabilidade,
respectivamente, com N , N ′ ≤ n. Enta˜o, pela Proposic¸a˜o 3.1.4,
rankHs,t(Y) = n, para s ≥ N
′ e t ≥ N,
o que prova (3.6).
Para provar a implicac¸a˜o rec´ıproca temos, por hipo´tese, que existem inteiros positivos,
M eM ′, tais que rankHs,t(Y) = rankHM ′,M(Y), para s ≥M
′ e t ≥M.
Uma vez que HM ′,M(Y) e´ uma submatriz de Hs,t(Y), para s > M
′ e t > M , temos
que, em particular,
rankHs,M+1(Y) = rankHs,M(Y), para s > M
′.
Portanto, para todo s > M ′, a (M + 1)-e´sima coluna de blocos de Hs,M+1(Y) e´ uma

































onde P1, P2, . . . , PM sa˜o matrizes do tipo m×m.


















 , C =
[
Y1 · · · YM
]
.
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Vamos verificar que Σ = (A,B,C) realiza Y . Para tal, vamos comec¸ar por mostrar,
por induc¸a˜o matema´tica, que
CAk =
[
Yk+1 · · · YM+k
]
, (3.8)
para todo k ≥ 0. Para k = 0, e´ imediato ver que (3.8) e´ satisfeita. Suponhamos
que (3.8) e´ satisfeita para k e vamos provar que tambe´m o e´ para k + 1. Como
CAk+1 = CAkA temos, por hipo´tese de induc¸a˜o, que
CAk+1 =
[












Yk+2 · · · YM+k Yk+1P1 + · · ·+ YM+kPM
]
De (3.7) vem que YM+k+1 = Yk+1P1 + · · · + YM+kPM , concluindo-se que CA
k+1 =[
Yk+2 · · · YM+k YM+k+1
]
como pretendido. Logo (3.8) e´ verdadeira para todo
k ≥ 0 e portanto CAkB = Yk+1, para k ≥ 0, o que mostra que Σ = (A,B,C) realiza
Y .

Proposic¸a˜o 3.2.2. Sejam Y uma sucessa˜o de Markov realiza´vel e Σ = (A,B,C) uma
sua realizac¸a˜o mı´nima. Enta˜o, se N e N ′ sa˜o os menores inteiros tais que
rankHs,t(Y) = rankY , para s ≥ N
′ e t ≥ N,
temos que N e N ′ sa˜o os ı´ndices de atingibilidade e de observabilidade de Σ, respecti-
vamente.
Prova: Sejam N˜ e N˜ ′ os ı´ndices de atingibilidade e observabilidade de Σ. Observe-se
que Hs,t(Y) = Os(C,A)Rt(A,B), para s, t ∈ N, e que Σ tem dimensa˜o rankY . Para
s < N˜ ′ temos que rankOs(C,A) < rankY . Da mesma forma, t < N˜ implica que
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rankRt(A,B) < rankY . Conclu´ımos assim que
rankHs,t(Y) < rankY ,
para s < N˜ ′ ou t < N˜ . A Proposic¸a˜o 3.1.4 e a Proposic¸a˜o 3.1.8 tambe´m permitem
concluir que
rankHs,t(Y) = rankY ,
para s ≥ N˜ ′ ou t ≥ N˜ . Logo N ′ = N˜ ′ e N = N˜ . 
Importa reforc¸ar a ideia de que estamos em condic¸o˜es de averiguar se uma sucessa˜o de
Markov e´ realiza´vel e caso seja, conhecemos a dimensa˜o de uma sua realizac¸a˜o mı´nima.
A secc¸a˜o que se segue fornece uma construc¸a˜o da realizac¸a˜o mı´nima pretendida.
3.3 Algoritmo de Ho
Nesta secc¸a˜o apresenta-se um algoritmo que determina uma fo´rmula expl´ıcita para o
ca´lculo das matrizes A, B e C de uma realizac¸a˜o mı´nima de uma sucessa˜o de Markov.
De seguida, introduziremos algumas notac¸o˜es e resultados necessa´rios.
Lema 3.3.1. Seja Σ = (A,B,C) um sistema ating´ıvel, de dimensa˜o n, com ı´ndice de
atingibilidade N . Enta˜o existem matrizes F0, F1, ..., FN−1 do tipo m×m tais que
YN+k+1 = Yk+1F0 + Yk+2F1 + · · ·+ YN+kFN−1,
para k ≥ 0.
Prova: Uma vez que Σ e´ ating´ıvel, com ı´ndice de atingibilidade N , temos que
rankRN(A,B) = rank
[




B AB · · · AN−1B ANB
]
= rankRN+1(A,B)
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e portanto, as colunas de ANB sa˜o combinac¸a˜o linear das colunas de RN(A,B), isto e´,
existem matrizes F0, F1, ..., FN−1 do tipo m×m tais que A
NB = BF0 +ABF1 + · · ·+
AN−1BFN−1 e, portanto,
AN+kB = AkBF0 + A
k+1BF1 + · · ·+ A
N+k−1BFN−1, para k ≥ 0.
Logo
CAN+kB = CAkBF0 + CA
k+1BF1 + · · ·+ CA
N+k−1BFN−1,
para k ≥ 0, de onde resulta imediatamente que
YN+k+1 = Yk+1F0 + Yk+2F1 + · · ·+ YN+kFN , para k ≥ 0.

Estabelec¸a-se um resultado semelhante para o caso de uma realizac¸a˜o observa´vel.
Lema 3.3.2. Seja Σ = (A,B,C) um sistema observa´vel, de dimensa˜o n, com ı´ndice
de observabilidade N ′. Enta˜o existem matrizes G0, G1, ..., GN ′−1 do tipo p× p tais que
YN ′+k+1 = G0Yk+1 +G1Yk+2 + · · ·+GN ′−1YN ′+k
para k ≥ 0.
Prova: A demonstrac¸a˜o e´ ana´loga a` demonstrac¸a˜o do Lema 3.3.1. 
Sejam Σ = (A,B,C) um sistema, de dimensa˜o n, ating´ıvel e observa´vel com ı´ndices
de atingibilidade e observabilidade N e N ′ , respectivamente e F0, F1, ..., FN−1 e G0,
G1,...,GN ′−1 as matrizes do tipo m × m e p × p, respectivamente, consideradas nos




0p Ip 0p . . . 0p
0p 0p Ip . . . 0p
...
...
... . . .
...
0p 0p 0p . . . Ip






0m 0m 0m . . . F0
Im 0m 0m . . . F1
0m Im 0m . . . F2
...
...
... . . .
...
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Seja Y a sucessa˜o dos paraˆmetros de Markov de Σ. Por uma questa˜o de simplificac¸a˜o
denote-se HN ′,N(Y) por HN ′,N . De seguida vejamos que XHN ′,N = HN ′,NU .




0p Ip 0p · · · 0p
0p 0p Ip · · · 0p
...
...
... · · ·
...
0p 0p 0p · · · Ip





Y1 Y2 · · · YN
...
... · · ·
...






Y2 · · · YN+1
...
...
YN ′ · · · YN+N ′−1
G0Y1 + · · ·+GN ′−1YN ′ · · · G0YN + · · ·+GN ′−1YN+N ′−1

 .
Note-se que, pelo Lema 3.3.2, YN ′+1 = G0Y1 + G1Y2 + · · · + GN ′−1YN ′ e YN ′+N =
G0YN +G1YN+1 + · · ·+GN ′−1YN+N ′−1.




Y1 Y2 · · · YN
...
... · · ·
...





0m 0m 0m · · · F0
Im 0m 0m · · · F1
0m Im 0m · · · F2
...
...
... · · ·
...






Y2 · · · YN Y1F0 + · · ·+ YNFN−1
... · · ·
...
...
YN ′+1 · · · YN+N ′−1 YN ′F0 + · · ·+ YN ′+N−1FN−1

 .
Note-se que, pelo Lema 3.3.1, YN+1 = Y1F0 + · · · + YNFN−1 e YN ′+N = YN ′F0 + · · · +
YN ′+N−1FN−1. Pelo que, acaba´mos de mostrar que, de facto, XHN ′,N = HN ′,NU .
Uma consequeˆncia imediata e´ que
X i−1HN ′,N = HN ′,NU
i−1, para i ≥ 1. (3.9)
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Uma outra propriedade que vamos averiguar, recorrendo a` induc¸a˜o matema´tica, e´ dada
por
σiHN ′,N = X
iHN ′,N , para i ≥ 0, (3.10)
onde σiHN ′,N e´ a submatriz de HN ′+i,N sem as primeiras i linhas de blocos, isto e´, sem
as primeiras i× p linhas.
De facto, se i = 0, enta˜o (3.10) e´ trivialmente satisfeita. Suponha-se que (3.10) e´
satisfeita para i− 1. Pretendemos provar que (3.10) tambe´m e´ satisfeita para i. Uma
vez que
X iHN ′,N = XX
i−1HN ′,N (3.11)
enta˜o, por hipo´tese de induc¸a˜o, (3.11) resulta em





0p Ip 0p · · · 0p
0p 0p Ip · · · 0p
...
...
... · · ·
...
0p 0p 0p · · · Ip





Yi Yi+1 · · · YN+i−1
...
... · · ·
...






Yi+1 · · · YN+i
... · · ·
...
YN ′+i−1 . . . YN+N ′+i−2
G0Yi + · · ·+GN ′−1YN ′+i−1 · · · G0YN+i−1 + · · ·+GN ′−1YN+N ′+i−2

 .
Pelo Lema 3.3.2, temos que
YN ′+i = G0Yi+ · · ·+GN ′−1YN ′+i−1 e YN ′+N+i−1 = G0YN+i−1+ · · ·+GN ′−1YN+N ′+i−2
e portanto,
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X iHN ′,N =


Yi+1 · · · YN+i
...
...
YN ′+i · · · YN+N ′+i−1










se m < n




 se m > n
onde 0k×l representa a matriz nula do tipo k × l.
Observe-se que como Σ e´ ating´ıvel e observa´vel, temos que Σ e´ uma realizac¸a˜o mı´nima
de Y . Ale´m disso, como a dimensa˜o de Σ e´ n, resulta que n = rankY = rankHs,t, para
s ≥ N ′ e t ≥ N . Logo, pelo algoritmo do factor invariante, existem matrizes invert´ıveis
P e M , do tipo N ′p×N ′p e Nm×Nm, respectivamente, tais que
PHN ′,NM = EN ′p×nEn×Nm. (3.12)
Defina-se a matriz H+N ′,N dada por
H+N ′,N = MENm×nEn×N ′pP. (3.13)
Esta matriz designa-se por pseudo-inversa de HN ′,N , no sentido em que
HN ′,NH
+
N ′,NHN ′,N = HN ′,N . (3.14)
Vejamos de seguida que, de facto, (3.14) acontece. Por definic¸a˜o de H+N ′,N , tem se que
HN ′,NH
+
N ′,NHN ′,N = HN ′,NMENm×nEn×N ′pPHN ′,N (3.15)
Por outro lado, como PHN ′,NM = EN ′p×nEn×Nm, temos queHN ′,N = P
−1EN ′p×nEn×NmM
−1,
e (3.15) e´ dado por
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HN ′,NH
+








como se pretendia mostrar.
Finalmente estamos em condic¸o˜es de enunciar o algoritmo de Ho e de provar que este
fornece uma realizac¸a˜o mı´nima de uma sucessa˜o de Markov.
Teorema 3.3.3. (Algoritmo de Ho) Seja Y uma sucessa˜o de Markov realiza´vel.
Enta˜o a execuc¸a˜o dos passos que se seguem fornece uma realizac¸a˜o mı´nima, Σ =
(A,B,C), de Y.
1o - Determinar os menores inteiros positivos N e N ′ e a matriz de Hankel HN ′,N(Y),
que satisfazem o Teorema 3.2.1, isto e´, tais que
rankHs,t = rankHN ′,N = n, para s ≥ N
′ e t ≥ N. (3.16)
2o - Usando o algoritmo do factor invariante, encontrar matrizes invert´ıveis P e M




0(N ′p−n)×n 0(N ′p−n)×(Nm−n)
]
= EN ′p×nEn×Nm.
3o - Construir as matrizes A, B e C dadas por
A = En×N ′pP (σHN ′,N)MENm×n (3.17)
B = En×N ′pPHN ′,NENm×m (3.18)
C = Ep×N ′pHN ′,NMENm×n (3.19)
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onde σHN ′,N se encontra definida em (3.3).
Prova: Vamos comec¸ar por provar que Σ = (A,B,C) e´ uma realizac¸a˜o de Y =
{Y1, Y2, ...}, isto e´, que
Yi = CA
i−1B, para i ≥ 1.
onde A, B e C sa˜o dados por (3.17), (3.18) e (3.19).
Com as notac¸o˜es introduzidas nesta secc¸a˜o observe-se que
Yi = Ep×N ′p[σ
i−1HN ′,N ]ENm×m
= Ep×N ′pX




N ′,NHN ′,NENm×m , por (3.14)
= Ep×N ′pX
i−1HN ′,NMENm×nEn×N ′pPHN ′,NENm×m , por (3.13)
= Ep×N ′pX
i−1HN ′,NMENm×nB , por definic¸a˜o de B
= Ep×N ′pHN ′,NU
i−1MENm×nB , por (3.9)
= Ep×N ′pHN ′,NH
+
N ′,NHN ′,NU
i−1MENm×nB , por (3.14)
= Ep×N ′pHN ′,NMENm×nEn×N ′pPHN ′,NU
i−1MENm×nB , por (3.13)
= CEn×N ′pPHN ′,NU
i−1MENm×nB , por definic¸a˜o de C
= CEn×N ′pPX
i−1HN ′,NMENm×nB , por (3.9)
Para provar a igualdade pretendida, uma vez que A = En×N ′pP (σHN ′,N)MENm×n =
En×N ′pPXHN ′,NMENm×n, resta verificar que
(En×N ′pPXHN ′,NMENm×n)
i−1 = En×N ′pPX
i−1HN ′,NMENm×n, para i ≥ 1. (3.20)
Esta prova sera´ feita por induc¸a˜o matema´tica Se i = 1, temos que
In = En×N ′pPHN ′,NMENm×n
= En×N ′pEN ′p×nEn×NmENm×n , por (3.12)
= In
Suponhamos agora que (3.20) e´ verdadeira para i− 1 e vejamos que tambe´m o e´ para
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i, com i ≥ 1. De facto, por hipo´tese de induc¸a˜o, temos que
(En×N ′pPXHN ′,NMENm×n)
i = En×N ′pPXHN ′,NMENm×n(En×N ′pPXHN ′,NMENm×n)
i−1




i = En×N ′pPXHN ′,NH
+
N ′,NX
i−1HN ′,NMENm×n , por (3.13)
= En×N ′pPXHN ′,NH
+
N ′,NHN ′,NU
i−1MENm×n , por (3.9)
= En×N ′pPXHN ′,NU
i−1MENm×n , por (3.14)
= En×N ′pPXX




E´ o´bvio que, uma vez que A e´ uma matriz de dimensa˜o n × n, Σ = (A,B,C) tem
dimensa˜o igual a` caracter´ıstica de Y = {Y1, Y2, ...} e portanto Σ e´ uma realizac¸a˜o
mı´nima de Y . 
Observe-se que, por uma questa˜o de eficieˆncia, consideramos no primeiro passo do
algoritmo os menores inteiros N e N ′ que satisfazem (3.16), ou seja, os ı´ndices de
atingibilidade e observabilidade, respectivamente, de uma realizac¸a˜o mı´nima de Y .
No entanto facilmente se veˆ que o algoritmo de Ho tambe´m permite determinar uma
realizac¸a˜o mı´nima de Y se escolhermos, no primeiro passo, M ≥ N e M ′ ≥ N ′.
3.4 Alguns exemplos ilustrativos da aplicac¸a˜o do
algoritmo de Ho
Seguem-se dois exemplos onde se pretende ilustrar o problema da realizac¸a˜o mı´nima e
onde vamos considerar, separadamente, duas sucesso˜es de matrizes. Pretendemos para
cada sucessa˜o Y = {Y0, Y1, ...}, com base nos resultados anteriormente desenvolvidos
e com especial destaque para a aplicac¸a˜o do Algoritmo de Ho, determinar um sistema
48 Cap´ıtulo 3. Teoria da realizac¸a˜o




i−1B, i ≥ 1
e o tamanho de A seja o menor poss´ıvel.
O primeiro exemplo considerado pretende determinar uma realizac¸a˜o mı´nima para a
sucessa˜o de Fibonacci. Esta escolha e´ motivada pelas fortes e interessantes conexo˜es
que se podem estabelecer entre a matema´tica e o quotidiano atrave´s desta sucessa˜o.
Exemplo 3.4.1. Considere-se a sucessa˜o de Fibonacci definida por Y0 = 0, Y1 = 1 e
Yi = Yi−1 + Yi−2, para i ≥ 2, isto e´, Y = {0, 1, 1, 2, 3, 5, 8, ...}. Note-se que D = Y0 = 0,
por conseguinte, e de forma a utilizar os resultados desenvolvidos ao longo deste cap´ıtulo
consideremos a sucessa˜o de Markov Y˜ = {1, 1, 2, 3, 5, 8, ...} e a matriz de HankelHs,t(Y˜)




1 1 2 3 5 · · ·
1 2 3 5 8 · · ·









Observe-se que, por definic¸a˜o da sucessa˜o de Fibonacci, para i ≥ 3, a i-e´sima linha e´
combinac¸a˜o linear da duas linhas anteriores, e portanto todas as linhas de Hs,t(Y˜), sa˜o
combinac¸o˜es lineares das primeiras duas linhas. O mesmo se pode dizer relativamente
a`s colunas de Hs,t(Y˜). Repare-se que, para j ≥ 3, a j-e´sima coluna e´ combinac¸a˜o linear
das duas colunas anteriores, e portanto as colunas de Hs,t(Y˜), sa˜o combinac¸o˜es lineares
das duas primeiras colunas. Consequentemente temos que
rankHs,t(Y˜) = rankH2,2(Y˜), para s, t ≥ 2, (3.22)
e portanto Y˜ e´ realiza´vel. Repare-se que rankH1,2(Y˜) = rankH2,1(Y˜) = 1, pelo que,
neste caso, os menores inteiros N ′ e N que satisfazem o Teorema 3.2.1 sa˜o N ′ = N = 2.
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Para executar os passos descritos pelo algoritmo de Ho, considere-se a matriz H2,2(Y˜)
que satisfaz o Teorema 3.2.1. Ale´m disso, uma vez que a caracter´ıstica desta matriz
e´ 2, enta˜o a dimensa˜o de uma realizac¸a˜o mı´nima e´ 2. Para determinar a realizac¸a˜o
pretendida basta proceder a` execuc¸a˜o dos segundo e terceiro passos do Algoritmo de Ho,
para este caso particular em que m = p = 1 e N ′ = N = n = 2. Assim, consideremos











PH2,2(Y˜)M = I2 = E2×2E2×2,
e construamos as matrizes A, B e C do tipo 2×2, 2×1 e 1×2, respectivamente, dadas
por
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e D = 0.
Observe-se que Y0 = D = 0, Y1 = CB = 1 e Y2 = CAB = 1. Vamos ver que
Yi = CA
i−1B, para i ≥ 3. De facto, uma vez que o polino´mio caracter´ıstico de A
e´ p(λ) = λ2 − λ − 1, pelo Teorema de Cayley-Hamilton (Teorema 2.1.6), temos que
A2 − A − I2 = 0 ⇔ A
2 = A + I2, o que implica que A
i−1 = Ai−2 + Ai−3, para
i ≥ 3. Logo, multiplicando a` esquerda por C e a` direita por B, vem imediatamente
que CAi−1B = CAi−2B + CAi−3B, o que e´ equivalente a dizer que Yi = Yi−1 + Yi−2,
que sabemos ser verdade pela definic¸a˜o de Yi, para i ≥ 3. ⋄









nar uma realizac¸a˜o Σ = (A,B,C) de Y .
Com vista a` aplicac¸a˜o do algoritmo de Ho, pretendemos determinar N ′ e N tais que o
Teorema 3.2.1 e´ satisfeito.
A` semelhanc¸a do exemplo anterior considere-se a matriz Hs,t, para s, t ≥ 2, associada




1 2 3 4 · · ·
1 1 1 1 · · ·
2 3 4 5 · · ·
1 1 1 1 · · ·
3 4 5 6 · · ·
1 1 1 1 · · ·
4 5 6 7 · · ·








Por observac¸a˜o da matriz anterior facilmente se veˆ que, a` excepc¸a˜o da primeira, todas
as linhas ı´mpares sa˜o combinac¸a˜o linear das duas linhas imediatamente anteriores.
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Ale´m disso, as linhas pares sa˜o todas iguais a` segunda linha. Assim, podemos garantir
que
rankHs,t(Y) = rankH1,t(Y) = 2, para s ≥ 1,
e portanto podemos concluir que o ı´ndice de observabilidade de uma realizac¸a˜o mı´nima
de Y e´ N ′ = 1.
Obviamente t ≥ 2 e uma vez que a caracter´ıstica de H1,2(Y) e´ 2 conclu´ımos que N = 2
representa o ı´ndice de atingibilidade de uma realizac¸a˜o mı´nima de Y .











respectivamente, temos que PH1,2(Y)M = I2 = E2×2E2×2, como se pretendia.
Construamos as matrizes A, B e C, do tipo 2×2, 2×1 e 2×2, respectivamente, dadas
por

































































































Uma vez que o polino´mio caracter´ıstico de A e´ p(λ) = (λ−1)2, temos que A2 = 2A−I2
e portanto Ak+2 = 2Ak+1−Ak, para k ≥ 0. Consequentemente CAk+2B = 2CAk+1B−
CAkB, ou equivalentemente, Yk+3 = 2Yk+2 − Yk+1, para k ≥ 3. Note-se que se, para

































sucessa˜o dos paraˆmetros de Markov de Σ. ⋄
Cap´ıtulo 4
Realizac¸o˜es parciais
Este cap´ıtulo representa um dos focos de especial interesse deste documento. De facto,
na pra´tica, e´ com base nos resultados estudados nesta fase da dissertac¸a˜o que e´ poss´ıvel
descrever atrave´s de um modelo de espac¸o de estados o comportamento inicial de um
determinado sistema. Mais especificamente, veremos que se inicialmente estiverem
dispon´ıveis apenas uma sequeˆncia finita de paraˆmetros de Markov, e´ poss´ıvel encontrar
um sistema cujos primeiros paraˆmetros de Markov coincidem com os da sequeˆncia
dada. O objectivo mante´m-se na tentativa de obtenc¸a˜o de um sistema de dimensa˜o
mı´nima, cujos paraˆmetros de Markov sejam uma extensa˜o da sequeˆncia inicialmente
considerada, construindo-o a` custa do Algoritmo de Ho. O estudo deste tema baseou-se
essencialmente em [Tet70].
Definic¸a˜o 4.0.3. Seja {Y1, Y2, ..., YN0} uma sequeˆncia finita de N0 matrizes do tipo
p × m. O sistema Σ = (A,B,C) diz-se uma realizac¸a˜o parcial, de ordem N0, de
{Y1, Y2, ..., YN0} se
Yi = CA
i−1B para i = 1, ..., N0.
Definic¸a˜o 4.0.4. Seja {Y1, Y2, ..., YN0} uma sequeˆncia finita de N0 matrizes do tipo
p×m. O sistema Σ = (A,B,C) diz-se uma realizac¸a˜o parcial mı´nima, de ordem N0,
de {Y1, Y2, ..., YN0} se e´ uma realizac¸a˜o parcial, de ordem N0, de {Y1, Y2, ..., YN0} e se a
dimensa˜o da matriz A e´ mı´nima relativamente a qualquer outra realizac¸a˜o parcial, de
ordem N0, de {Y1, Y2, ..., YN0}.
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Como vimos na primeira secc¸a˜o do Cap´ıtulo 2, dado um sistema Σ = (A,B,C), ini-
cialmente em repouso, e´ poss´ıvel estabelecer uma relac¸a˜o entre as entradas u(.) e as
sa´ıdas y(.) do sistema com base nos paraˆmetros de Markov da seguinte forma:
y(1) = Y1u(0)
y(2) = Y2u(0) + Y1u(1)
...
y(N0) = YN0u(0) + · · ·+ Y1u(N0 − 1)
...
Desta relac¸a˜o entre as entradas e as sa´ıdas de um sistema resulta a seguinte proposic¸a˜o.
Proposic¸a˜o 4.0.5. Sejam Σ = (A,B,C) e Σ˜ = (A˜, B˜, C˜) duas realizac¸o˜es parciais, de
ordem N0, de uma sequeˆncia finita de N0 matrizes do tipo p×m. Enta˜o as sa´ıdas y˜(i)
produzidas por Σ˜ coincidem com as sa´ıdas y(i) produzidas por Σ para os primeiros N0
instantes para condic¸o˜es iniciais nulas e para a mesma entrada u(i) para i = 1, ..., N0.
Deste modo, se conhecermos apenas os primeiros N0 paraˆmetros de Markov de um
sistema, uma realizac¸a˜o parcial destes paraˆmetros de Markov constitui uma boa apro-
ximac¸a˜o do sistema original, no sentido em que descreve exactamente o comportamento
do sistema ate´ ao instante N0.
Assim coloca-se a questa˜o da existeˆncia de realizac¸o˜es parciais para uma dada sequeˆncia
finita de paraˆmetros de Markov, que se analisa na secc¸a˜o seguinte.
4.1 Existeˆncia de realizac¸o˜es parciais
Nesta secc¸a˜o vamos comec¸ar por introduzir um resultado que garante que, dada uma
sequeˆncia finita {Y1, Y2, ..., YN0} de N0 matrizes do tipo p×m, existe sempre uma sua
realizac¸a˜o parcial, de ordem N0. Observe-se que {Y1, Y2, ..., YN0} admite uma realizac¸a˜o
parcial de ordem N0 se e so´ se existir uma sucessa˜o de Markov, Y , realiza´vel que e´ uma
extensa˜o de {Y1, Y2, ..., YN0} , isto e´, tal que Y = {Y1, Y2, ..., YN0 , YN0+1, YN0+2, ...}, onde
Yi e´ uma matriz do tipo p×m, para i > N0.
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Teorema 4.1.1. Dada uma sequeˆncia finita, {Y1, Y2, ..., YN0}, de N0 matrizes do tipo
p×m, existe sempre uma sua realizac¸a˜o parcial de ordem N0.
Prova: Sejam β0, ..., βN0−1 ∈ R. Defina-se
YN0+k = β0Yk + ...+ βN0−1YN0+k−1, (4.1)
para k ≥ 1.
Consequentemente, para s, t ≥ N0, todas as colunas e linhas de Hs,t(Y) sa˜o com-
binac¸o˜es lineares das primeiras N0 ×m colunas e das primeiras p×N0 linhas, respec-
tivamente. Tal implica que
rankHs,t = rankHN0,N0 , para s ≥ N0 e t ≥ N0.
Resulta, pelo Teorema 3.2.1, que a sucessa˜o de Markov Y = {Y1, Y2, ..., YN0 , YN0+1, ...}
e´ realiza´vel, isto e´, existe Σ = (A,B,C) que realiza {Y1, Y2, ..., YN0 , YN0+1, ...}. Logo Σ
e´ uma realizac¸a˜o parcial, de ordem N0, de {Y1, Y2, ..., YN0}, como se pretendia. 
Pelo teorema anterior, existe sempre uma realizac¸a˜o parcial para uma dada sequeˆncia
finita, {Y1, Y2, ..., YN0}, de N0 matrizes do tipo p ×m. E´ o´bvio que existe pelo menos
uma que tem dimensa˜o menor relativamente a`s outras. Assim, surge a questa˜o de
como determinar uma realizac¸a˜o parcial de menor dimensa˜o poss´ıvel, para uma dada
sequeˆncia finita de matrizes. Esta questa˜o e´ conhecida como o problema da realizac¸a˜o
parcial mı´nima, que se enuncia de seguida.
Problema da realizac¸a˜o parcial mı´nima
Dada uma sequeˆncia finita {Y1, ..., YN0} de N0 matrizes do tipo p × m pretende-se
determinar uma realizac¸a˜o parcial, de ordem N0, Σ = (A,B,C) tal que
a) Yi = CA
i−1B, para i = 1, ..., N0;
b) a dimensa˜o da matriz A e´ mı´nima, entre todas as realizac¸o˜es parciais de {Y1, Y2, ..., YN0}.
Perante este problema e´ pertinente averiguar se, a` semelhanc¸a do que acontece para
uma sucessa˜o de Markov, uma dada sequeˆncia finita de matrizes tem uma realizac¸a˜o
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parcial mı´nima u´nica, de acordo com a Definic¸a˜o 2.1.4, ou se existem duas suas rea-
lizac¸o˜es parciais mı´nimas que na˜o sa˜o algebricamente equivalentes. A pro´xima secc¸a˜o
pretende dar resposta a esta questa˜o.
4.2 Unicidade de realizac¸o˜es parciais mı´nimas
Nesta secc¸a˜o vamos caracterizar as sequeˆncias finitas de matrizes que teˆm uma u´nica
realizac¸a˜o parcial mı´nima e vamos construir uma realizac¸a˜o parcial mı´nima para estas
sequeˆncias.
Definic¸a˜o 4.2.1. Sejam {Y1, Y2, ..., YN0} uma sequeˆncia finita de N0 matrizes do tipo
p × m e Σ = (A,B,C) uma realizac¸a˜o parcial mı´nima de {Y1, Y2, ..., YN0}. Dizemos
que Σ e´ u´nica se qualquer outra realizac¸a˜o parcial mı´nima de {Y1, Y2, ..., YN0} for alge-
bricamente equivalente a Σ.
Como vimos no Cap´ıtulo 2, realizac¸o˜es algebricamente equivalentes teˆm os mesmos
paraˆmetros de Markov. Por outras palavras, sabemos que se existem duas extenso˜es
distintas da sequeˆncia {Y1, Y2, ..., YN0}, Y e Y¯ , que produzem duas realizac¸o˜es parciais
mı´nimas de {Y1, Y2, ..., YN0}, Σ = (A,B,C) e Σ¯ = (A¯, B¯, C¯), respectivamente, enta˜o Σ
e Σ¯ na˜o sa˜o algebricamente equivalentes. Assim, tendo em conta a Proposic¸a˜o 3.1.8, a
definic¸a˜o anterior pode reformular-se como se segue.
Definic¸a˜o 4.2.2. Sejam {Y1, Y2, ..., YN0} uma sequeˆncia finita de N0 matrizes do tipo
p × m e Σ = (A,B,C) uma sua realizac¸a˜o parcial mı´nima. Enta˜o Σ = (A,B,C)
e´ u´nica se e so´ se a extensa˜o da sequeˆncia finita {Y1, Y2, ..., YN0} para uma sucessa˜o
de Markov realiza´vel, definida por Yi = CA
i−1B para i ≥ 1, for a u´nica extensa˜o de
{Y1, Y2, ..., YN0} com caracter´ıstica igual a` dimensa˜o de Σ.
Para uma dada sequeˆncia finita {Y1, Y2, ..., YN0} definamos as matrizes de Hankel Hs,t
para s+ t ≤ N0+1, de forma ana´loga a` Definic¸a˜o 3.1.1. No seguimento deste texto va-
mos encontrar matrizes de Hankel referentes a sequeˆncias finitas e a sucesso˜es (infinitas)
de Markov, que se diferenciara˜o pelo contexto.
Teorema 4.2.3. Seja {Y1, Y2, ..., YN0} uma sequeˆncia finita de p × m matrizes que
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satisfaz
rankHM ′,M = rankHM ′+1,M = rankHM ′,M+1
para alguns inteiros positivos M e M ′ tais que M ′+M = N0. Enta˜o existe uma u´nica
realizac¸a˜o parcial mı´nima de {Y1, Y2, ..., YN0}.
Prova: De acordo com a Proposic¸a˜o 4.2.2, basta mostrar que existe uma u´nica sucessa˜o
de Markov Y cujos primeiros N0 paraˆmetros de Markov sa˜o {Y1, Y2, ..., YN0}, e para a
qual
rankHs,t(Y) = rankHM ′,M(Y), para s ≥M
′ e t ≥M.
De facto, como os elementos de HM ′,M(Y) pertencem ao conjunto {Y1, Y2, ..., YN0}
temos que qualquer sucessa˜o de Markov com Y1, Y2, ..., YN0 como primeiros paraˆmetros
de Markov tem caracter´ıstica maior ou igual a rankHM ′,M . Uma vez que e´ poss´ıvel




YM ′+1 · · · YN0
]
e, como rankHM ′,M = rankHM ′+1,M , existem M
′ matrizes, G0, G1, ..., GM ′−1, do tipo
p× p tais que
Yj = GM ′−1Yj−1 + · · ·+G0Yj−M ′ , para j =M
′ + 1, ..., N0. (4.2)











e, uma vez que rankHM ′,M+1 = rankHM ′,M , existem M matrizes, F0, F1, ..., FM−1, do
tipo m×m tais que
Yj = Yj−1FM−1 + · · ·+ Yj−MF0, para j =M + 1, ..., N0. (4.3)
Vamos construir a extensa˜o Y = {Y1, ..., YN0+1, YN0+2, ...} de {Y1, Y2, ..., YN0} definindo
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Yj = GM ′−1Yj−1 + · · ·+G0Yj−M ′ , para j > N0, (4.4)
e seguidamente mostramos, por induc¸a˜o matema´tica em j, que
Yj = Yj−1FM−1 + · · ·+ Yj−MF0, para j > N0. (4.5)
Suponhamos que j > N0 e que (4.3) acontece para j−M
′, ..., j−1. Vejamos que, (4.3)
tambe´m acontece para j. Note-se que, por (4.3) e porque N0 +1−M
′ =M +1, temos
que (4.4) e´ verdadeira para j = M + 1, ..., N0. Por (4.4) e por hipo´tese de induc¸a˜o,
temos que
Yj = GM ′−1Yj−1 +GM ′−2Yj−2 + · · ·+G0Yj−M ′
= GM ′−1(Yj−2FM−1 + · · ·+ Yj−M−1F0) +GM ′−2(Yj−3FM−1 + · · ·+ Yj−M−2F0) +
+ · · ·+G0(Yj−M ′−1FM−1 + · · ·+ Yj−M−M ′F0)
= (GM ′−1Yj−2 +GM ′−2Yj−3 + · · ·+G0Yj−M ′−1)FM−1 +
+ · · ·+ (GM ′−1Yj−M−1 +GM ′−2Yj−M−2 + · · ·+G0Yj−M−M ′)F0
Consequentemente, por (4.2) e (4.4) temos que
Yj = Yj−1FM−1 + · · ·+ Yj−MF0,
como quer´ıamos provar.
De (4.2), (4.3), (4.4) e (4.5), conclu´ımos que
rankHs,t(Y) = rankHM ′,M(Y), para s ≥M
′ e t ≥M,
e que, portanto, Y e´ realiza´vel e tem caracter´ıstica rankHM ′M(Y).
Com o intuito de provar que Y e´ u´nica, suponhamos que existe outra sucessa˜o de Mar-
kov Y˜ = {Y˜1, ..., Y˜N0 , ...} cujos primeiros N0 paraˆmetros de Markov sa˜o Y1, Y2, . . . , YN0
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e tal que rank Y˜ = rank Y . Sejam N,N ′, N˜ e N˜ ′ os menores inteiros tais que
rank HN ′,N(Y) = rank HN˜ ′,N˜(Y˜) = rank Y .
Observe-se que como rankHM ′,M(Y) = rankY , M + M
′ = N0 e os N0 primeiros
paraˆmetros de Y e Y˜ coincidem, temos que N = N˜ ≤M e N ′ = N˜ ′ ≤M ′ e, portanto,
tambe´m HN ′,N(Y) = HN˜ ′,N˜(Y˜).
Consideremos a sucessa˜o de Markov Yˆ := Y − Y˜ . Note-se que, representando Yˆ =
{Yˆ1, Yˆ2, . . . }, temos que Yˆ1 = Yˆ2 = · · · = YˆN0 = 0.
Sejam Σ1 = (A1, B1, C1) e Σ2 = (A2, B2, C2) realizac¸o˜es mı´nimas de Y e Y˜ , respec-
tivamente. Logo, pela Proposic¸a˜o 3.1.8, Σ1 e Σ2 teˆm dimensa˜o rank Y . Ale´m disso,
pela Proposic¸a˜o 3.2.2, N e N ′ sa˜o os ı´ndices de atingibilidade e de observabilidade,




























1 B1 − C2A
i−1
2 B2
= Yi − Y˜i
= Yˆi.
Facilmente se veˆ que N e´ o ı´ndice de atingibilidade e N ′ e´ o ı´ndice de observabilidade
de Σ. Pelo Lema 3.3.2 existem matrizes, Gˆ0, Gˆ1, . . . , GˆN ′−1, do tipo p× p tais que
YˆN ′+k+1 = Gˆ0Yˆk+1 + · · ·+ GˆN ′−1YˆN ′+k,
para k ≥ 0. Como Yˆ1 = Yˆ2 = · · · = YˆN0 = 0 e N
′ < N0, temos enta˜o que Yˆl = 0, para
l > N0, e consequentemente, Yˆ ≡ 0, ou seja, Y = Y˜ . 
Obtemos assim o seguinte crite´rio de verificac¸a˜o da existeˆncia de uma realizac¸a˜o parcial
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mı´nima para uma sequeˆncia finita {Y1, ..., YN0}.
Crite´rio da existeˆncia de uma u´nica realizac¸a˜o parcial mı´nima
Sejam {Y1, ..., YN0} uma sequeˆncia finita de N0 matrizes do tipo p × m e Hi,j, com
i + j ≤ N0, matrizes de Hankel com elementos pertencentes a {Y1, ..., YN0}. Enta˜o
existe uma u´nica realizac¸a˜o parcial mı´nima para {Y1, ..., YN0} se e so´ se existem inteiros
positivos M e M ′ tais que:
a) M +M ′ = N0;
b) rankHM ′,M = rankHM ′+1,M = rankHM ′,M+1.
Seja {Y1, ..., YN0} uma sequeˆncia finita de p×m matrizes, que admite uma u´nica rea-
lizac¸a˜o parcial mı´nima, isto e´, que obedece ao crite´rio enunciado acima. Enta˜o, uma
realizac¸a˜o parcial mı´nima de {Y1, ..., YN0} sera´ uma realizac¸a˜o mı´nima da sucessa˜o de
Markov Y = {Y1, ..., YN0 , YN0+1, ...}, constru´ıda na demonstrac¸a˜o do Teorema 4.2.3,
com rankY = rankHM ′,M(Y), onde M +M
′ = N0. Assim, esta realizac¸a˜o podera´ ser
obtida atrave´s da aplicac¸a˜o do algoritmo de Ho a Y . Observe-se, no entanto, que como




Y1 · · · YM
...
...
YM ′ · · · YN0−1

 e σHM ′,M(Y) =


Y2 · · · YM+1
...
...
YM ′+1 · · · YN0

 .
cujos elementos pertencem a {Y1, ..., YN0}, na˜o sendo necessa´rio determinar Y .
Nesta fase da dissertac¸a˜o sabemos que se uma dada sequeˆncia finita, {Y1, Y2, ..., YN0},
de N0 matrizes do tipo p×m satisfaz o crite´rio de existeˆncia de uma u´nica realizac¸a˜o
parcial mı´nima enta˜o existe um u´nico sistema de dimensa˜o mı´nima que a realiza, no
sentido da Definic¸a˜o 4.0.4. Na secc¸a˜o seguinte pretende explorar-se o mesmo problema
de obtenc¸a˜o de uma realizac¸a˜o mı´nima para sequeˆncias finitas que na˜o satisfazem o
crite´rio referido anteriormente.
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4.3 Teorema da realizac¸a˜o parcial mı´nima
Considere-se uma sequeˆncia finita, {Y1, Y2, ..., YN0}, de N0 matrizes do tipo p×m que
na˜o satisfaz o crite´rio de existeˆncia de uma u´nica realizac¸a˜o parcial mı´nima. O nosso
objectivo e´ determinar uma realizac¸a˜o parcial mı´nima de {Y1, Y2, ..., YN0}, de entre
todas as realizac¸o˜es parciais poss´ıveis. Comecemos por calcular a dimensa˜o mı´nima de
uma realizac¸a˜o parcial de {Y1, Y2, ..., YN0}.
Observe-se que qualquer extensa˜o, Y , de {Y1, Y2, ..., YN0} tem caracter´ıstica maior ou
igual a` caracter´ıstica deHN0,N0(Y). Tendo em conta este facto, o pro´ximo lema fornece-
nos um limite inferior para a caracter´ıstica de uma extensa˜o de {Y1, Y2, ..., YN0} e, con-
sequentemente, para a dimensa˜o mı´nima, de uma realizac¸a˜o parcial de {Y1, Y2, ..., YN0}.
Lema 4.3.1. Sejam {Y1, Y2, ..., YN0} uma sequeˆncia finita de N0 matrizes do tipo p×m
e Σ = (A,B,C) uma sua realizac¸a˜o parcial mı´nima. Enta˜o a dimensa˜o de Σ e´ tal que
dim(Σ) ≥ n(N0) := rankH1,N0 + (rankH2,N0−1 − rankH1,N0−1) +
+ · · ·+ (rankHN0,1 − rankHN0−1,1)
Prova: Observe-se que como Σ e´ uma realizac¸a˜o parcial mı´nima de {Y1, Y2, ..., YN0}, a
sua dimensa˜o e´ o mı´nimo das caracter´ısticas de todas as extenso˜es de {Y1, Y2, ..., YN0}.
Facilmente se observa que
rankHN0,N0(Y) = rankH1,N0(Y) + (rankH2,N0(Y)− rankH1,N0(Y)) +
+ · · ·+ (rankHj+1,N0(Y)− rankHj,N0(Y)) +
+ · · ·+ (rankHN0,N0(Y)− rankHN0−1,N0(Y)),
para qualquer extensa˜o Y de {Y1, Y2, ..., YN0}. Ale´m disso, como Hj,N0(Y) e´ uma sub-
matriz de Hj+1,N0(Y) temos que rankHj+1,N0(Y)− rankHj,N0(Y) ≥ 0.
Assim, uma vez que rankY ≥ rankHN0,N0(Y), temos que
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dim(Σ) ≥ min rankH1,N0 +min (rankH2,N0 − rankH1,N0) +
+ · · ·+min (rankHj+1,N0 − rankHj,N0) +
+ · · ·+min (rankHN0,N0 − rankHN0−1,N0),
onde min rankH1,N0 = min{rankH1,N0(Y) : Y e´ uma extensa˜o de {Y1, Y2, ..., YN0}} e
min (rankHj+1,N0 − rankHj,N0) e´ igual a
min{rankHj+1,N0(Y)− rankHj,N0(Y) : Y e´ uma extensa˜o de {Y1, Y2, ..., YN0}},
para j = 1, ..., N0 − 1.
De seguida analisemos, separadamente, o que representa o mı´nimo da diferenc¸as das ca-
racter´ısticas anteriormente referidas. Observe-se que, para Y = {Y1, ..., YN0 , YN0+1, ...},
rankHj+1,N0(Y)− rankHj,N0(Y) traduz o aumento da caracter´ıstica de Hj,N0(Y) apo´s
a adjunc¸a˜o da linha de blocos
[
Yj+1 · · · YN0+j
]
.
Uma vez que os elementos de H1,N0(Y) sa˜o Y1, ..., YN0 , que sa˜o os elementos dispon´ıveis,
e´ o´bvio que
min rankH1,N0 = rank
[
Yj+1 · · · YN0+j
]
= rankH1,N0 .
Vejamos agora o que representa min (rankH2,N0 − rankH1,N0). Por forma a facilitar a
visualizac¸a˜o pretendida considere-se a matriz
H2,N0(Y) =
[
Y1 Y2 · · · YN0−1 YN0
Y2 Y3 · · · YN0 YN0+1
]
.
Uma vez que YN0+1 e´ desconhecido, min (rankH2,N0 − rankH1,N0) ocorre quando as
linhas da segunda linha de blocos de H2,N0−1(Y), que sa˜o combinac¸a˜o linear das linhas
de
[
Y1 · · · YN0−1
]
, se manteˆm dependentes quando se adiciona o bloco de colunas





a` matriz H2,N0−1(Y). Assim,
min (rankH2,N0 − rankH1,N0) = rankH2,N0−1 − rankH1,N0−1.
Efectuando um racioc´ınio ana´logo para averiguar o que representa min (rankHj+1,N0−




Y1 Y2 · · · YN0−j YN0−j+1 · · · YN0






Yj Yj+1 · · · YN0−1 YN0 · · · YN0+j−1




Analogamente, o min (rankHj+1,N0 − rankHj,N0) ocorre quando as linhas da (j + 1)-
e´sima linha de blocos de Hj+1,N0−j, que sa˜o combinac¸a˜o linear das linhas de Hj,N0−j,
se manteˆm dependentes, apo´s se adicionar os blocos de colunas


YN0−j+1 · · · YN0
YN0−j+2 · · · YN0+1
... · · ·
...
YN0+1 · · · YN0+j

 ,
onde YN0+1, YN0+2,...,YN0+j sa˜o elementos desconhecidos. Conclu´ımos assim que
min (rankHj+1,N0 − rankHj,N0) = rankHj+1,N0−j − rankHj,N0−j.
Logo,
dim(Σ) ≥ rankH1,N0 + (rankH2,N0−j − rankH1,N0−j) +
+ · · ·+ (rankHN0,1 − rankHN0−1,1),
como pretend´ıamos. 
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Deste modo, e´ poss´ıvel obter um limite inferior para a dimensa˜o de uma realizac¸a˜o
parcial mı´nima, de ordem N0, de {Y1, Y2, ..., YN0}.
O exemplo que se segue ilustrara´, ao longo desta secc¸a˜o, os resultados expostos.























De acordo com o Lema 4.3.1 sabemos que existe um minorante para a dimensa˜o de
uma realizac¸a˜o parcial mı´nima de {Y1, Y2, Y3, Y4}, dado por
n(4) = rankH1,4 + (rankH2,3 − rankH1,3) +
+(rankH3,2 − rankH2,2) + (rankH4,1 − rankH3,1).
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1 1 4 3 10 7
0 0 0 0 1 1
4 3 10 7 22 15
0 0 1 1 3 3

 = 4,
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Logo, n(4) = 2 + (4− 2) + (4− 3) + (2− 2) = 5. ⋄
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Definic¸a˜o 4.3.3. Dada uma sequeˆncia finita {Y1, ..., YN0} de p × m matrizes, sejam
N ′(N0) o menor inteiro tal que todas as linhas da matriz de blocos
[
YN ′(N0)+1 · · · YN0
]
sa˜o combinac¸a˜o linear das linhas de HN ′(N0),N0−N ′(N0) e N(N0) o menor inteiro tal que







 sa˜o combinac¸a˜o linear das colunas
de HN0−N(N0),N(N0). Se na˜o existir tal N
′(N0) considere-se N
′(N0) = N0. Da mesma
forma, se na˜o existir tal N(N0), considere-se N(N0) = N0.
Com base na definic¸a˜o anterior, vamos determinar N(N0) e N
′(N0) para o exemplo
considerado nesta secc¸a˜o.
Exemplo 4.3.4. (Continuac¸a˜o do Exemplo 4.3.2) Obviamente que N ′(4) e N(4)
sa˜o menores ou iguais a N0 = 4. Uma vez que









temos que qualquer linha de Y4 e´ combinac¸a˜o linear das linhas de H3,1. Assim, temos
que N ′(4) ≤ 3. Vejamos se e´ poss´ıvel que N ′(4) ≤ 2. A` semelhanc¸a do racioc´ınio feito
anteriormente temos que












que na˜o e´ combinac¸a˜o linear das linhas
de H2,2. Logo N
′(4) = 3.
De seguida vamos determinar N(4). Adoptando um racioc´ınio ana´logo vejamos se
N(4) ≤ 3. Sabemos que rankH1,3 = 2 = rankH1,4, portanto qualquer coluna de Y4 e´
linearmente dependente das colunas deH1,3. ConsequentementeN(4) ≤ 3. Averigue-se
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agora se N(4) ≤ 2. Uma vez que











que na˜o e´ combinac¸a˜o linear da matrizH2,2. Logo N(4) = 3.
Conclu´ımos assim que N ′(4) = N(4) = 3. ⋄
Indo de encontro a um dos objectivos trac¸ados para este trabalho, vamos ver que existe
uma realizac¸a˜o parcial da sequeˆncia finita {Y1, Y2, ..., YN0} cuja dimensa˜o e´ igual ao li-
mite inferior referido no Lema 4.3.1, n(N0), para as dimenso˜es das realizac¸o˜es parciais
de {Y1, Y2, ..., YN0}. Para tal basta provar que existe uma extensa˜o de {Y1, Y2, ..., YN0}
para a qual n(N0) e´ a dimensa˜o de uma sua realizac¸a˜o mı´nima. O lema que apresenta-
mos de seguida traduz uma propriedade interessante destas extenso˜es e tera´ bastante
utilidade no desenvolvimento desta secc¸a˜o.
Lema 4.3.5. Seja {Y1, Y2, ..., YN0} uma sequeˆncia finita de matrizes do tipo p × m.
Enta˜o qualquer extensa˜o Y = {Y1, Y2, ..., YN0 , YN0+1, ...} com caracter´ıstica n(N0) e´ tal
que
n(N0) = rankHN ′(N0),N(N0)(Y) = rankHN ′(N0)+1,N(N0)(Y) = rankHN ′(N0),N(N0)+1(Y)
(4.7)
Ale´m disso, N(N0) e N
′(N0) sa˜o os menores inteiros para os quais (4.7) e´ satisfeita.
Prova: Vamos comec¸ar por mostrar queN ′(N0) eN(N0) sa˜o tais que o nu´mero mı´nimo
de linhas linearmente independentes de HN0,N0(Y), que sabemos ser n(N0), coincide
com o nu´mero mı´nimo de linhas linearmente independentes de HN ′(N0),N(N0)(Y).
Pela Definic¸a˜o 4.3.3 temos que as linhas de
[
YN ′(N0)+1 · · · YN0
]
sa˜o combinac¸a˜o linear
das linhas de HN ′(N0),N0−N ′(N0)(Y), e portanto
rankHN ′(N0)+1,N0−N ′(N0)(Y) = rankHN ′(N0),N0−N ′(N0)(Y).
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Eliminando o primeiro bloco de
[
YN ′(N0)+1 · · · YN0
]
obtemos que as linhas de blocos
de
[
YN ′(N0)+2 · · · YN0
]
sa˜o combinac¸a˜o linear da submatriz de HN ′(N0),N0−N ′(N0)(Y)
sem a primeira coluna de blocos e, consequentemente, as linhas de
[
YN ′(N0)+2 · · · YN0
]
sa˜o combinac¸a˜o linear das linhas de HN ′(N0)+1,N0−N ′(N0)−1(Y), ou seja,
rankHN ′(N0)+2,N0−N ′(N0)−1(Y) = rankHN ′(N0)+1,N0−N ′(N0)−1(Y).
Efectuando sucessivamente este racioc´ınio, obtemos que
rankHN ′(N0)+j,N0−N ′(N0)−j+1(Y) = rankHN ′(N0)+j−1,N0−N ′(N0)−j+1(Y)
para j = 1, ..., N0 −N
′(N0). Observe-se que
n(N0) = min rankHN0,N0
= min rankHN ′(N0),N0 + (rankHN ′(N0)+1,N0−N ′(N0) − rankHN ′(N0),N0−N ′(N0)) +
+ · · ·+ (rankHN0,1 − rankHN0−1,1).
Mas, pelo que vimos anteriormente, todas as parcelas desta adic¸a˜o, a` excepc¸a˜o da
primeira, sa˜o nulas. Logo
n(N0) = min rankHN ′(N0),N0 .
Vejamos agora que n(N0) = min rankHN ′(N0),N(N0). De facto, uma vez que N(N0) e´
tal que satisfaz a Definic¸a˜o 4.3.3, sabemos que
rankHN0−N(N0),N(N0)+1 = rankHN0−N(N0),N(N0).
Utilizando o mesmo argumento, mas agora sobre as colunas de HN ′(N0),N0 tambe´m
podemos garantir que
rankHN0−N(N0)−j+1,N(N0)+j(Y) = rankHN0−N(N0)−j+1,N(N0)+j−1(Y) (4.8)
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para j = 1, ..., N0 −N(N0).
Consideremos N ′(N0) ≥ N0 −N(N0). Uma vez que
n(N0) = min rankHN0,N0 = min rankHN ′(N0),N0
= min rankHN ′(N0),N(N0) +
+(rankHN0−N(N0)−1,N(N0)+2 − rankHN0−N(N0)−1,N(N0)+1) +
+(rankHN0−N(N0)−2,N(N0)+3 − rankHN0−N(N0)−2,N(N0)+2) +
+ · · ·+ (rankH1,N0 − rankH1,N0−1),
resulta, por (4.8), que n(N0) = min rankHN ′(N0),N(N0). Facilmente se veˆ que este
resultado tambe´m e´ verdadeiro se N ′(N0) < N0 −N(N0).
Uma vez que, por um lado, n(N0) = rankY e, por outro lado, n(N0) = rankHN ′(N0),N(N0)(Y),
temos que
rankHs,t(Y) = rankHN ′(N0),N(N0)(Y), para s ≥ N
′(N0) e t ≥ N(N0).
Logo,
rankHN ′(N0),N(N0)(Y) = rankHN ′(N0)+1,N(N0)(Y) = rankHN ′(N0),N(N0)+1(Y)
como se pretendia mostrar. O facto de N(N0) e N
′(N0) serem os menores inteiros que
verificam (4.7), segue das suas pro´prias definic¸o˜es. 
O resultado que apresentamos de seguida sera´ u´til na demonstrac¸a˜o do teorema apre-
sentado a seguir, que representa o resultado principal desta secc¸a˜o.
Lema 4.3.6. Dadas matrizes X1, X2 e X3 do tipo p×p
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, existe uma matriz β do tipo s× p tal que







































X4 = X3α e X2 = X1α. (4.11)
Vamos ver que X4 e´ u´nica. Suponhamos que existe X
′
4, do tipo s× r, tal que (4.10) e´























′ = X2, X3α
′ = X ′4, β




Enta˜o, de (4.11) e (4.12) resulta que





o que prova que X4 e´ u´nica. 
Teorema 4.3.7. (Teorema da realizac¸a˜o parcial mı´nima) Sejam {Y1, Y2, ..., YN0}
uma sequeˆncia finita de N0 matrizes do tipo p×m e n(N0), N
′(N0) e N(N0) os inteiros
definidos anteriormente de acordo com o Lema 4.3.1 e a Definic¸a˜o 4.3.3. Enta˜o
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1) n(N0) e´ a dimensa˜o de uma realizac¸a˜o parcial mı´nima Σ = (A,B,C) de {Y1, Y2, ..., YN0}.
2) N(N0) e N
′(N0) sa˜o os menores inteiros para os quais o crite´rio da existeˆncia de
uma realizac¸a˜o (Teorema 3.2.1) e´ satisfeito para todas as extenso˜es de {Y1, Y2, ..., YN0}
de caracter´ıstica mı´nima.
3) existe uma extensa˜o de caracter´ıstica mı´nima, de ordem P (N0) = N(N0)+N
′(N0),
de {Y1, Y2, ..., YN0} cuja realizac¸a˜o obtida atrave´s do algoritmo de Ho tem di-
mensa˜o n(N0).
4) qualquer extensa˜o que e´ fixa ate´ P (N0) e´ univocamente determinada apo´s P (N0).
Prova: Se P (N0) ≤ N0, a sequeˆncia {Y1, Y2, ..., YN0} satisfaz o crite´rio de existeˆncia
de uma u´nica realizac¸a˜o parcial mı´nima e portanto 1)-4) sa˜o satisfeitas.
Suponhamos que P (N0) > N0. Observe-se que se a afirmac¸a˜o 3) for satisfeita e a rea-
lizac¸a˜o parcial mı´nima obtida tiver dimensa˜o n(N0) enta˜o, pelo Lema 4.3.1, a afirmac¸a˜o
1) e´ satisfeita. Paralelamente, pelo Lema 4.3.5, a afirmac¸a˜o 2) tambe´m e´ satisfeita.
Finalmente, provaremos na fase final desta demonstrac¸a˜o que se 3) for satisfeita enta˜o
a afirmac¸a˜o 4) tambe´m se verifica.
Deste modo, vamos comec¸ar por provar que a afirmac¸a˜o 3) e´ sempre satisfeita. Para
tal temos de construir as matrizes YN0+1,...,YP (N0) tais que
n(N0) = rankHN ′(N0),N(N0) = rankHN ′(N0)+1,N(N0) = rankHN ′(N0),N(N0)+1










YN0−N(N0) · · · Y2N0−P (N0)−1 · · · YN0−2 YN0−1 YN0
YN0−N(N0)+1 · · · Y2N0−P (N0) · · · YN0−1 YN0 YN0+1






YN ′(N0) · · · YP (N0)−1 · · ·
YN ′(N0)+1 · · · YP (N0) · · ·


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Sabemos que o minorante, n(N0), da dimensa˜o de qualquer extensa˜o, Y , de {Y1, Y2, ..., YN0}
pode ser obtido pelo nu´mero mı´nimo de linhas (ou colunas) linearmente independentes
da matriz de Hankel HN0,N0 . Assim, o objectivo e´ escolher matrizes YN0+1,...,YP (N0),
de modo que a caracter´ıstica de HN ′(N0),N(N0), n(N0), seja preservada.
Para tal considere-se o seguinte procedimento. Foquemos a nossa atenc¸a˜o no u´ltimo
bloco de linhas da matriz HN0−N(N0)+1,N(N0). Se alguma linha deste bloco for com-
binac¸a˜o linear das linhas da matriz HN0−N(N0),N(N0) preenchemos a parte da linha
correspondente ao paraˆmetro YN0+1, em HN0−N(N0)+1,N(N0)+1, de forma a preservar a
dependeˆncia linear ja´ existente. Note-se que, de acordo com o Lema 4.3.6, e´ fa´cil ver
que esta determinac¸a˜o e´ u´nica. Procedendo desta forma para todas as linhas line-
armente dependentes do u´ltimo bloco de linhas de HN0−N(N0)+1,N(N0), determinando
assim as linhas correspondentes em YN0+1, podemos garantir que
rankHN0−N(N0)+1,N(N0)+1 = rankHN0−N(N0),N(N0)+1,
independentemente da escolha das restantes linhas de YN0+1. Com vista a deter-
minar as linhas de YN0+1 ainda desconhecidas, consideremos, de seguida a matriz
HN0−N(N0)+2,N(N0). Repare-se que as linhas do u´ltimo bloco de linhas deHN0−N(N0)+2,N(N0),
que faziam parte de linhas linearmente dependentes dos blocos anteriores, no u´ltimo
bloco de linhas deHN0−N(N0)+1,N(N0)+1, manteˆm-se linearmente dependentes. Isto acon-
tece devido a` forma especial das matrizes de Hankel.
Centremos agora a nossa atenc¸a˜o nas linhas do u´ltimo bloco de linhas deHN0−N(N0)+2,N(N0)−1
que eram linearmente independentes das anteriores no u´ltimo bloco de linhas da ma-
triz HN0−N(N0)+1,N(N0), visto serem estas as linhas que correspondem a`s linhas de YN0+1
ainda por determinar. O preenchimento dos correspondentes elementos de YN0+1 em
HN0−N(N0)+2,N(N0) sera´ feito como anteriormente, isto e´, de forma a preservar a de-
pendeˆncia linear ja´ existente. Pore´m, importa realc¸ar que, nesta fase da construc¸a˜o, a
escolha de tais elementos pode na˜o ser u´nica ja´ que o Lema 4.3.6 pode na˜o ser aplica´vel.
Mas note-se simultaneamente que a liberdade desta escolha em nada influencia a de-
pendeˆncia linear.
Se ainda existirem linhas, neste u´ltimo bloco, linearmente independentes (e, conse-
quentemente, linhas de YN0+1 por determinar), aplicamos o mesmo processo a` matriz
HN0−N(N0)+3,N(N0)−2 e assim sucessivamente ate´ obtermos todas as linhas de YN0+1.
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Salienta-se que e´ sempre poss´ıvel obter todos os elementos de YN0+1 desta forma, pois
pela definic¸a˜o de N ′(N0), o u´ltimo bloco de linhas de HN ′(N0)+1,N0−N ′(N0) e´ linearmente
dependentes das linhas de HN ′(N0),N0−N ′(N0).
Escolhendo os elementos de YN0+1 da forma descrita anteriormente garantimos que
a caracter´ıstica de HN ′(N0),N(N0) se mante´m a menor poss´ıvel. Consequentemente, a
sequeˆncia finita {Y1, ..., YN0 , YN0+1} e´ tal que n(N0 + 1) sera´ igual a n(N0). Aplicando
o mesmo processo a esta sequeˆncia obtemos YN0+2.
Este procedimento continua, por induc¸a˜o, ate´ se determinarem todas as matrizes,
YN0+1,...,YP (N0), necessa´rias.
Pelo modo como YN0+1, ..., YP (N0) foram constru´ıdas, temos que n(N0) = · · · = n(P (N0)−
1) = n(P (N0)), e portanto
rankHN ′(N0),N(N0) = n(N0) = rankHN ′(N0)+1,N(N0).
Por definic¸a˜o de N(N0), sabemos que
rankHN0−N(N0),N(N0) = rankHN0−N(N0),N(N0)+1. (4.13)
A matriz YN0+1 foi calculada de forma a que o nu´mero de linhas linearmente indepen-
dentes em HN0−N(N0)+1,N(N0) coincida com o nu´mero de linhas linearmente indepen-
dentes de HN0−N(N0)+1,N(N0)+1. Logo,
rankHN0−N(N0)+1,N(N0)+1 − rankHN0−N(N0),N(N0)+1 = rankHN0−N(N0)+1,N(N0) −
− rankHN0−N(N0),N(N0)
o que implica, por (4.13) que
rankHN0−N(N0)+1,N(N0)+1 = rankHN0−N(N0)+1,N(N0). (4.14)
Aplicando sucessivamente o mesmo racioc´ınio partindo de (4.14), obtemos que
rankHN ′(N0),N(N0) = rankHN ′(N0),N(N0)+1.
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Portanto, temos que
rankHN ′(N0),N(N0) = rankHN ′(N0)+1,N(N0) = rankHN ′(N0),N(N0)+1.
Logo, pelo crite´rio da existeˆncia de uma u´nica realizac¸a˜o parcial mı´nima existe uma
realizac¸a˜o parcial de {Y1, ..., YN0+1, ..., YP (N0)} e, consequentemente de {Y1, ..., YN0},
de dimensa˜o n(N0) e, portanto mı´nima. Ale´m disso, para YN0+1, ..., YP (N0) fixos esta
realizac¸a˜o e´ u´nica, o que prova a afirmac¸a˜o 4) do teorema.
Assim e´ poss´ıvel, atrave´s do algoritmo de Ho, determinar uma realizac¸a˜o Σ de dimensa˜o
n(N0), salvaguardando o facto de que esta realizac¸a˜o pode na˜o ser u´nica no sentido em
que os elementos da YN0+1,...,YP (N0) podem na˜o ser univocamente determinados. 
Exemplo 4.3.8. (Continuac¸a˜o do Exemplo 4.3.4)
Retomando o exemplo considerado anteriormente, sabemos que, de acordo com o Te-
orema 4.3.7, existe uma realizac¸a˜o parcial mı´nima, Σ = (A,B,C), de ordem 4, de
{Y1, Y2, Y3, Y4} com dimensa˜o n(4) = 5. Ale´m disso, P (4) = N(4)+N
′(4) = 3+3 = 6,
pelo que existe uma extensa˜o, de ordem 6, de {Y1, Y2, Y3, Y4} cuja realizac¸a˜o, ob-
tida atrave´s do algoritmo de Ho, tem dimensa˜o 5. Assim, qualquer extensa˜o de
{Y1, Y2, Y3, Y4} e´ univocamente determinada apo´s a determinac¸a˜o dos paraˆmetros Y5 e











zando o procedimento da demonstrac¸a˜o do Teorema 4.3.7.









1 1 4 3 10 7
0 0 0 0 1 1
4 3 10 7 22 15
0 0 1 1 3 3

 = 4
temos que todas as linhas de H2,3 sa˜o linearmente independentes e, consequentemente




e´ combinac¸a˜o linear das linhas anteri-
ores.
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1 1 4 3
0 0 0 0
4 3 10 7
0 0 1 1
10 7 22 15




Uma vez que rankH22 = rank
[
H22




10 7 22 15
]
e´ combinac¸a˜o
linear das linhas de H22. Temos enta˜o de escolher os correspondentes elementos desta
linha de Y5 em H3,3, por forma a preservar a dependeˆncia linear ja´ existente. Uma vez
que
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Importa reforc¸ar a ideia de que esta escolha na˜o e´ univocamente determinada no sentido









 e X3 =
[
10 7 22 15
]
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De facto, facilmente se veˆ que os coeficientes da combinac¸a˜o linear de (4.15) na˜o sa˜o
u´nicos.
No entanto a linha
[
1 1 3 3
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. Segue-se, de forma ana´loga, a construc¸a˜o de
Y6. Observe-se que como as linhas de H2,3 sa˜o linearmente independentes o mesmo
acontece relativamente a`s linhas de H2,4. Considere-se enta˜o a matriz











1 1 4 3 10 7
0 0 0 0 1 1
4 3 10 7 22 15
0 0 1 1 3 3
10 7 22 15 46 31



































































1 1 4 3
0 0 0 0
4 3 10 7
0 0 1 1
10 7 22 15
1 1 3 3
22 15 46 31



















10 7 22 15
]
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Finalmente o algoritmo de Ho fornece uma realizac¸a˜o parcial mı´nima, Σ = (A,B,C),
de ordem 4, de {Y1, Y2, Y3, Y4}. Do desenvolvimento dos Exemplos 4.3.2 e 4.3.4 sabemos
que os menores inteiros para os quais o Teorema 3.2.1 e´ satisfeito sa˜o N(4) = N ′(4) = 3
e a dimensa˜o de uma realizac¸a˜o parcial mı´nima de {Y1, Y2, Y3, Y4} e´ 5.
Considerando as matrizes P e M invert´ıveis dadas por


1 0 0 0 0 0
4 0 −1 0 0 0
0 0 0 1 0 0
−1 0 0 1 0 0
0 1 0 0 0 0
−2
3








1 −1 2 0 2 −2
0 1 −6 1 −5 5
0 0 1 −1 2 0
0 0 0 1 −5 0
0 0 0 0 1 −1








= E6×5E5×6, como se pretendia.
Construamos as matrizes A, B e C, do tipo 5×5, 5×2 e 2×5, respectivamente, dadas
por




4 −1 0 0 0
6 −1 0 0 0
1 0 −1 1 0
0 1 −1 1 0




onde σH3,3(Y) e´ a submatriz de H4,3(Y) sem a primeira linha de blocos,

















1 0 0 0 0 0
0 1 0 0 0 0
]
Assim, Σ = (A,B,C), constitui uma realizac¸a˜o parcial mı´nima, de ordem 4, de
{Y1, Y2, Y3, Y4}.
De facto,



























A primeira parte desta dissertac¸a˜o centrou-se na teoria da realizac¸a˜o de sucesso˜es de
Markov. O estudo efectuado permitiu concluir que as realizac¸o˜es de uma sucessa˜o de
Markov admitem propriedades interessantes, destacando-se o facto de que duas rea-
lizac¸o˜es mı´nimas de uma mesma sucessa˜o de Markov sa˜o algebricamente equivalentes,
e portanto, nesse sentido, u´nicas. Seguidamente estabeleceu-se um crite´rio que possibi-
lita averiguar quando e´ que uma determinada sucessa˜o de Markov e´ realiza´vel e caso o
seja determinou-se a dimensa˜o de uma sua realizac¸a˜o mı´nima. E´ de destacar que todo o
desenvolvimento referido anteriormente e´ suportado pelo conceito fundamental de ma-
triz de Hankel associada a uma determinada sucessa˜o de Markov. Nesta dissertac¸a˜o,
explorou-se ainda o ce´lebre algoritmo de Ho na obtenc¸a˜o de uma realizac¸a˜o mı´nima
de uma sucessa˜o de Markov. Pudemos constatar que este me´todo e´ vantajoso no sen-
tido em que determina, directamente a partir dos paraˆmetros de Markov e atrave´s de
transformac¸o˜es adequadas nas respectivas matrizes de Hankel, uma realizac¸a˜o de uma
sucessa˜o de Markov, de menor dimensa˜o. Existem outros algoritmos que fornecem uma
realizac¸a˜o mı´nima de uma sucessa˜o de Markov. Estes algoritmos podem classificar-se
em dois grupos. Do primeiro grupo fazem parte aqueles que, partindo de uma rea-
lizac¸a˜o conhecida que na˜o e´ minima, obteˆm uma mı´nima. Estes algoritmos na˜o sa˜o ta˜o
eficientes como os que recorrem a`s matrizes de Hankel para a obtenc¸a˜o da realizac¸a˜o
mı´nima, e que compo˜e o segundo grupo. De entre estes, o algoritmo de Ho e´ dos mais
eficientes visto tirar partido da factorizac¸a˜o de uma dada matriz de Hankel nas matri-
zes de atingibilidade e observabilidade de uma realizac¸a˜o mı´nima. Para maior detalhe
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ver [Sch00]).
A segunda parte desta dissertac¸a˜o centrou-se no problema das realizac¸o˜es parciais
de uma sequeˆncia finita de paraˆmetros de Markov. Verificou-se que este problema e´
sempre solu´vel, ou seja, e´ sempre poss´ıvel determinar uma realizac¸a˜o parcial. Ale´m
disso, e´ sempre poss´ıvel obter uma que seja mı´nima. Tambe´m foi poss´ıvel estabelecer
um crite´rio para averiguar a existeˆncia de uma u´nica realizac¸a˜o parcial mı´nima que
permite descrever completamente o sistema caracterizado pelo comportamento inicial
definido pela sequeˆncia dada. No entanto, mesmo quando os N0 paraˆmetros de Markov
aos quais temos acesso inicialmente, na˜o sa˜o suficientes para garantir uma realizac¸a˜o
parcial mı´nima u´nica, podemos completar esta informac¸a˜o de forma adequada, esti-
mando as respostas necessa´rias do sistema, com vista a` obtenc¸a˜o de uma realizac¸a˜o
parcial eficiente, que representa uma excelente aproximac¸a˜o das leis que descrevem o
sistema para os primeiros N0 instantes. Consequentemente, estes resultados podem ser
directamente aplicados em problemas reais cuja principal preocupac¸a˜o seja determinar
a relac¸a˜o entre as entradas e as sa´ıdas de um sistema, para um conjunto finito de ins-
tantes. E´ de notar que o algoritmo de Ho continua a constituir um bom me´todo para
obter uma realizac¸a˜o parcial mı´nima directamente a partir dos dados.
Dado um determinado sistema sobre o qual conhecemos o seu comportamento, nos
primeiros N0 instantes, as realizac¸o˜es parciais mı´nimas tambe´m podem ser utilizadas
para reduzir a dimensa˜o do sistema inicial. Tal facto pode traduzir-se na pra´tica numa
melhoria significativa em termos da eficieˆncia do sistema. Importa salientar que em ter-
mos da aplicabilidade destes resultados existem va´rias a´reas que deles beneficiam. Com
os desenvolvimentos realizados nesta a´rea comec¸ou-se nas u´ltimas de´cadas a modelar
comportamentos de sistemas na˜o lineares complexos, como e´ disso exemplo o problema
da identificac¸a˜o de procedimentos que aproximem o comportamento inicial, isto e´, as
respostas produzidas por caldeiras e turbinas. Com esta teoria, torna-se ainda poss´ıvel
construir sistemas atrave´s da identificac¸a˜o em tempo real da realizac¸a˜o parcial mı´nima,
onde os estimadores das matrizes do sistema A, B e C sa˜o continuamente actualizados
a` medida que se faz a leitura dos dados, originando constantemente novas formas de
descrever o sistema, ou seja, novas realizac¸o˜es mais fidedignas. Note-se que, quando
os dados do sistema aos quais se tem acesso passam a ser suficientes para aplicar o
crite´rio da existeˆncia de uma u´nica realizac¸a˜o parcial mı´nima, e´ poss´ıvel efectuar-se
dois tipos de ana´lise. Por um lado podemos ter acesso a`s leis que de facto modelaram
83
o sistema em instantes anteriores, obtendo informac¸a˜o sobre a qualidade da estimac¸a˜o
obtida anteriormente. Por outro lado estamos em condic¸o˜es de averiguar se o sistema
em estudo esta´, por algum motivo, em mudanc¸a, havendo necessidade de reajustar a
sua descric¸a˜o.
Em suma, dado um conjunto finito de paraˆmetros de Markov vimos que e´ sempre
poss´ıvel determinar uma sua realizac¸a˜o parcial mı´nima, permitindo assim modelar um
sistema, que num intervalo finito de tempo, descreve as leis que originam os paraˆmetros
de Markov.
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