Abstract. Some properties of characteristic curves in connection with viscosity solution of Hamilton-Jacobi equations (H, σ) defined by Hopf formula u(t, x) = max q∈R n { x, q − σ * (q) − tH(q)} are studied. We are concerned with the points where the solution u(t, x) is differentiable, and the strip of the form R = (0, t 0 )×R n of the domain Ω where u(t, x) is of class C 1 (R). Moreover, we investigate the propagation of singularities in forward of this solution.
Introduction
Consider the Cauchy problem for Hamilton-Jacobi equation (H, σ) :
2) u(0, x) = σ(x) , x ∈ R n .
It is well-known that, due to the nonlinearity of the Hamiltonian H(t, x, p) in general, the smooth solutions of the problem exist in a narrow neighborhood of the hyperplane t = 0. The studies of global solutions (i.e. the solutions defined on whole domain Ω) of the Cauchy problems started in the decade of 1950s with some notions of generalized solutions. At the beginning, the notion of Lipschitz solution was taken into account. Typically, the solution is defined as a locally Lipschitz function u(t, x) satisfying the equation (1.1) almost everywhere on Ω and u(0, x) = σ(x), x ∈ R n . Unfortunately, this type of generalized solutions of the problem is not unique, thus one must restrict to consider the solutions in some specific class of functions.
In 1965, Hopf [15] proved two well-known formulas for representation of Lipschitz solutions of the Hamilton -Jacobi equations (H, σ) :
u(t, x) = min y∈R n σ(y) + tH * x − y t ,
where H = H(p) is convex and superlinear, σ is Lipschitz on R n , and (1.4) u(t, x) = max q∈R n { x, q − σ * (q) − tH(q)} if the function H = H(p) is continuous; σ(x) is a convex and Lipschitz function, see [15, 7, 17] . Here * denotes the Fenchel conjugate. These formulas are called Hopf formulas. Note that, when n = 1, the formula (1.3) was proved by Lax [16] in 1958, therefore this formula is also called Hopf -Lax formula.
In 1983, Crandall M.G. and Lions P.L. in [11] first introduced the notion of viscosity solution that plays a fundamental role in studying Hamilton-Jacobi equations as well as the related problems such as calculus of variation, optimal control theory, differential games, etc. By definition, a viscosity solution of Hamilton-Jacobi equation is merely a continuous function u satisfying differential inequalities associated with the equations.
In 1984, Bardi -Evans [7] proved that the function u(t, x) defined by (1.3) as well as (1.4) is a viscosity solution of the corresponding problem (H, σ).
It is noticed that, the representation formula (1.3) and its generalization for the case H = H(t, x, p) were widely studied under an essential assumption that H(t, x, p) is a convex function in p (see [5, 9] and references therein). Actually, ones then proved that the value function of a calculus of variation problem or an optimal control problem is a viscosity solution of the asscociated dynamic programming equation where the Hamiltonian is convex in the gradient variable. Many important results on the theoretical aspect as well as applications were obtained. Especially, regularity properties as well as propagation of singularities of viscosity solutions in the case of convex Hamiltonians are intensively studied, see [1, 2, 8, 14] especially [9] and references therein.
On the other hand, in the theory of differential games, Hamiltonians of the associated dynamic programming equations are neither convex nor concave in general, see [10, 13] ). Nevertheless, not so many studies are realized for the case, even for simple Hamiltonian H = H(p). In [6] , Bardi M. and Faggian S. presented explicit estimates below and above of the form "maxmin" and "minmax" for the viscosity solutions where either the Hamiltonians or the initial data are not necessarily convex, but can be expressed as the sum of a convex and a concave function. Recently, Evans [12, 13] establishes a general representation formula for nonconvex Cauchy problem (H, σ) by methods of "generalized envelopes" and "adjoint and compensated compactness". This paper is devoted to studying some regularity properties of viscosity solution u(t, x) given by Hopf formula (1.4). We investigate the differentiability of u(t, x) on the characteristic curves and define some strips of the form R = (0, t 0 ) × R n ⊂ Ω so that u(t, x) ∈ C 1 (R) basing on the set of maximizers ℓ(t, x) in the formula (1.4). This can be considered as a bridge to fill the gap between viscosity solution and classical solution for nonconvex Hamiltonian.
The structure of the paper is as follows. In section 2 we present some necessary notions and properties of Hopf formula and viscosity solution. Next, in section 3, we suggest a classification of characteristic curves at each point of the domain and then study the differentiability properties of Hopf formula u(t, x) on these curves. In section 4, we establish various conditions based on the characteristics so that u(t, x) defined by (1.4) is continuously differentiable on the strip of the form (0, t 0 ) × R n . In the last section, we analyse the formation of singularities of the Hopf formula u(t, x) and show that the singularities may propagate forward from t-time t 0 to the boundary of the domain. Illustrative examples are given. This paper can be considered as a continuation of [18] to the cases where dimension of state variable n is greater than 1. To the best of our knowledge, the results obtained here are new and significant in understanding the regularity of viscosity solution of the problem (H, σ) with nonconvex Hamiltonian.
We use the following notations. Let T be a positive number, Ω = (0, T ) × R n ; | . | and ., . be the Euclidean norm and the scalar product in R n , respectively, and let B ′ (x 0 , r) be the closed ball centered at x 0 with radius r. For a function u(t, x) defined on Ω, we denote D x u = (u x 1 , . . . , u xn ) and Du = (u t , D x u).
Hopf formula and viscosity solution
We now consider the Cauchy problem for Hamilton-Jacobi equation:
where the Hamiltonian H(p) is a continuous function and σ(x) is a convex function on R n .
We assume a compatible condition for H(p) and σ(x) as follows: (Hf1) : For every (t 0 , x 0 ) ∈ [0, T ) × R n , there exist positive constants r and N such that
Let σ * be the Fenchel conjugate of σ. We denote by
the effective domain of the convex function σ * .
From now on, the Hopf formula for Problem (2.1) -(2.2) is a function defined by
Remark 2.1. In virtue of (Hf1), ℓ(t, x) = ∅, for all (t, x) ∈ Ω. Moreover, the multivalued function Ω ∋ (t, x) → ℓ(t, x) ⊂ R n is upper semi-continuous, see [22] .
First, we briefly recall definitions of some kind of differentials and viscosity solution as follows. It is noted that, there are several propositions which are equivalent to this definition, e.g., the notion of C 1 -test function is used instead of semidifferentials, see [11] .
We collect here some properties of Hopf formula u(t, x) and concepts concerning with convexity of a function for further presentation. 2) u(t, x) is a viscosity solution of the problem (2.1) -(2.2).
3) u(t, x) is differentiable at (t, x) ∈ Ω and only if for ℓ(t, x) defined by (2.5) is a singleton. Thus, u(t, x) is continuously differentiable in a open set V ⊂ Ω if ℓ(t, x) is a singleton for all (t, x) ∈ V.
Proof. For the proof of 1) see [15, 22] . There are several ways to prove 2), the first proof can be found in [7] . Also see [17, 3] .
For the proof of 3), first note that, if u(t, x) is differentiable at (t 0 , x 0 ) then ℓ(t 0 , x 0 ) = {p} is a singleton, see ([23] , p. 112). Conversely, if ℓ(t 0 , x 0 ) is a singleton, say {q}, then all partial derivatives of u(t, x) at (t 0 , x 0 ) exist and u x (t 0 , x 0 ) = q, u t (t 0 , x 0 ) = −H(q). Since the function u(t, x) is convex, then it is differentiable at this point. Besides, if it is differentiable on V then it is continuously differentiable on this open set by a property of convex functions. Definition 2.5. We call a point (t 0 , x 0 ) ∈ Ω regular for u(t, x) if the function is differentiable at this point. Other point is said to be singular if at which, u(t, x) is not differentiable.
Consequently, by Theorem 2.4, we see that (t 0 , x 0 ) ∈ Ω is regular if and only if ℓ(t 0 , x 0 ) is a singleton. Definition 2.6. Let O be a convex subset of R m and let v : O → R be a continuous function.
(a) The function v is called semiconcave with linear modulus if there is a constant C > 0 such that
Remark 2.7. (i) The theory of semiconcave functions has been fully studied since the last decades of previous century. The reader is referred to the monograph [9] for a comprehensive development of the topic.
(ii) The notion of semiconcavity (resp. uniform convexity) is a special case of the notion σ-smoothness (resp. ρ-convexity) of a function, see [4] . The following proposition is extracted from Prop. 2.6 of the just cited article. 
A classification of characteristics
In this section we focus on the study of the relationship between Hopf formula and characteristics. To this aim, let us recall the theory of Cauchy method of characteristics for Problem (2.1)-(2.2).
First, by the routine, we assume that H(p) and σ(x) are of class C 2 (R n ).
The characteristic differential equations of Problem (2.1)-(2.2) is as follows
Then a characteristic strip of the Cauchy problem (2.1)-(2.2) (i.e., a solution of the system of differential equations (3.1) -(3.2)) is defined by
The first component of solutions (3.3) is called a characteristic curve (briefly, characteristics) emanating from y, i.e., the straight line defined by
) is a C 2 solution of the problem on the region (0, t 0 ) × R n . From now on, we make an additional assumption on H and σ. (Hf2): Assume that H and σ are functions of class C 1 (R n ). Note that, in this case, the characteristic strip (3.3) is also defined. Let (t 0 , x 0 ) ∈ Ω. Denote by ℓ * (t 0 , x 0 ) the set of all y ∈ R n such that there is a characteristic curve emanating from y and passing the point (t 0 , x 0 ). We have [18] . Therefore ℓ
Then a characteristic curve passing (t 0 , x 0 ) has form
for some y ∈ ℓ * (t 0 , x 0 ).
Proof. Let C : x = x(t, y) = y + tH p (σ y (y)) be a characteristic curve passing (t 0 , x 0 ). By definition, y ∈ ℓ * (t 0 , x 0 ). Then we have
Conversely, let C 1 : x = x(t, y) = x 0 + (t − t 0 )H p (σ y (y)) for y ∈ ℓ * (t 0 , x 0 ) be some curve passing (t 0 , x 0 ). Then we can rewrite C 1 as:
On the other hand, let C 2 :
be a characteristic curve also passing (t 0 , x 0 ). Besides that, both C 1 , C 2 are integral curves of the ODE x ′ = H p (σ y (y)), thus they must coincide. This proves the proposition.
Remark 3.2. Suppose that σ y (y) = p 0 ∈ ℓ(t 0 , x 0 ) then y belongs to the subgradient of convex function σ * at p 0 : y ∈ ∂σ * (p 0 ). Moreover, from (3.6) and (3.7), we have
Now, let C be a characteristic curve passing (t 0 , x 0 ) that is written as
We say that the characteristic curve C is of the type (I) at point
The following lemma is helpful in studying Fenchel conjugate of C 1 − convex function. Lemma 3.3. (see [20] ) Let v be a convex function and D = dom v ⊂ R n . Suppose that there exist p, p 0 ∈ D, p = p 0 and y ∈ ∂v(p 0 ) such that
Then for all z in the straight line segment [p, p 0 ] we have
Proof. For the convenience of the reader, we reproduce the proof here. Take z = λp
From the hypotheses, we have
On the other hand, since y ∈ ∂v(p 0 ), then
This gives us that y ∈ ∂v(z).
Now we present some properties of characteristic curves of type (I) at (t 0 , x 0 ) given by the following theorem.
be a characteristic curve of type (I) at (t 0 , x 0 ). Then we have the following:
(ii) For all (t, x) ∈ C, 0 ≤ t < t 0 , the set ℓ(t, x) is singleton, here ℓ(t, x) = {p 0 }.
As a consequence, if the characteristic curve C : x = x(t) is of type (I) at (t 0 , x 0 ) then it is of type (I) at any point (t 1 , x(t 1 )), t 1 ≤ t 0 and the Hopf formula is differentiable on a piece of curve C corresponding to t ∈ [0, t 0 ).
Proof. Take an arbitrary p ∈ R n and denote by
First, we will check that η(t, p) ≤ 0 for all t ∈ [0, t 0 ]. It is obviously that, η(t 0 , p) ≤ 0. On the other hand, from (3.9) and Remark 3.2, we have
where y 0 ∈ ∂σ * (p 0 ). By a property of subgradient of convex function, we have
As a result, we have
, then from (3.9) we also have
Now we begin to prove (i). Fix (t 1 , x 1 ) ∈ C where 0 ≤ t 1 ≤ t 0 and x 1 = x(t 1 ). For any p ∈ R n , we have
Thus we obtain that for all p ∈ R n , ϕ(
Therefore, in any case, η(t, p) < 0. This means that p / ∈ ℓ(t, x) and the inclusion ℓ(t, x) ⊂ ℓ(t 0 , x 0 ) has been proved.
The proof of (i) is then complete. The next step is to prove (ii). Let (t 1 , x 1 ) ∈ C where t 1 ∈ [0, t 0 ). Take p ∈ ℓ(t 1 , x 1 ). Then we have
As before, we have η ′ (t, p) = c (const) If c > 0 then η(t 1 , p) < η(t 0 , p) ≤ 0 and if c < 0 then η(t 1 , p) < η(0, p) ≤ 0. These yield a contradiction to the equality (3.11).
Now we consider the case
From the equality (3.11) we have (3.13)
Subtracting both sides of (3.13) by t 0 H p (p 0 ), p − p 0 , and noticing that y 0 = x 0 − t 0 H p (p 0 ), we get (3.14)
As mentioned before, since p 0 = σ y (y 0 ), then y 0 ∈ ∂σ . Thus p = p 0 and consequently, ℓ(t, x) = {p 0 } for all (t, x) ∈ C, 0 ≤ t < t 0 .
For a locally Lipschitz function, it is promising to use the notion of sub-and superdifferential as well as reachable gradients, see [9] , e.g., to study its differentiability. We use Theorem 3.4 to establish a relationship between ℓ(t 0 , x 0 ) and the set of reachable gradients.
Let us define the set D * u(t 0 , x 0 ) of reachable gradients of a function u(t, x) at (t 0 , x 0 ) as follows:
Given (p, q) ∈ R n+1 . We say that (p, q) ∈ D * u(t 0 , x 0 ) if and only if there exists a sequence (t k , x k ) k ⊂ Ω \ {(t 0 , x 0 )} such that u(t, x) is differentiable at (t k , x k ) and,
If u(t, x) is a locally Lipschitz function, then D * u(t, x) = ∅ and it is a compact set ( [9] , p.54). Now let u(t, x) be the Hopf formula and let (t 0 , x 0 ) ∈ Ω. We denote by
Then a relationship between D * u(t 0 , x 0 ) and the set ℓ(t 0 , x 0 ) is given by the following theorem.
Theorem 3.5. Assume (Hf1), (Hf2). Let u(t, x) be the Hopf formula for Problem (2.1)-(2.2). Then for all (t 0 , x 0 ) ∈ Ω, we have
Proof. Let (p 0 , q 0 ) be an element of H(t 0 , x 0 ), then p 0 = −H(q 0 ) for some q 0 ∈ ℓ(t 0 , x 0 ). Let C be the characteristic curve of type (I) at (t 0 , x 0 ) defined as in Theorem 3.4. By this theorem, all points (t, x) ∈ C, t ∈ [0, t 0 ) are regular. Put
On the other hand, let (p, q) ∈ D * u(t 0 , x 0 ) and (t k , x k ) k ⊂ Ω \ {(t 0 , x 0 )} such that u(t, x) is differentiable at (t k , x k ) and,
, and multivalued function ℓ(t, x) is u.s.c, then letting k → ∞, we see that q ∈ ℓ(t 0 , x 0 ) and p = lim k→∞ −H(q k ) = −H(q). Thus (p, q) ∈ H(t 0 , x 0 ). The theorem is then proved.
Remark 3.6. A general result for the correspondence between D * u(t, x) and the set of minimizers of (CV ) t,x is established for convex Hamiltonian H(t, x, p) in p in [9] , Th. 6.4.9, p.167.
Existence of a strip of differentiability of Hopf formula
First, we present the following result on the existence of strips of the form R = (0, t * ) × R n ⊂ Ω such that on which the viscosity solution u(t, x) defined by Hopf formula is continuously differentiable.
Theorem 4.1. Assume (Hf1). Suppose that the Hamiltonian H = H(p) is a semiconvex function with the semiconvexity constant γ > 0. In addition, let σ be a semiconcave function with semiconcavity constant µ −1 > 0. Then there exists t * ∈ (0, T ) such that for all t 0 ∈ (0, t * ), the function v(x) = u(t 0 , x) is semiconcave, where u(t, x) is the Hopf formula defined by (2.3).
Proof. We follow an argument in the proof of Theorem 3.5.3 (iv) [9] with an appropriate adjustment.
By assumption and Prop. 2.8, we first note that the Fenchel conjugate function σ * is a uniformly convex function with constant µ > 0. Therefore the function σ * (p) − µ 2 |p| 2 is convex and then, for all a, b ∈ R n we have
. Let t 0 ∈ (0, t * ), x, y ∈ R n , pick out p ∈ ℓ(t 0 , x), q ∈ ℓ(t 0 , y); using the inequality (4.1) we have
(Above, we use an obvious inequality of the form 2 x − y, p − q ≤
Thus, the function v(x) = u(t 0 , x) is a semiconcave function.
Corollary 4.2.
Suppose that all assumptions of Theorem 4.1 hold. Then u(t, x) defined by Hopf formula is of class
is also a convex function. By Theorem 3.3.7 [9] , the function v(x) = u(t 0 , x) is of class C 1 (R n ). Thus, ℓ(t 0 , x 0 ) is a singleton and then u(t, x) as function of two variables, is differentiable at (t 0 , x 0 ). Moreover, u(t, x) is a convex function, therefore u(t, x) is of class
Being inspired by Lemma 6.5.1 [9] we can derive the following lemma which is useful in studying the differentiability of Hopf formula.
Moreover, suppose that there exist t * ∈ (0, T ) such that ℓ(t * , y) = {p(y)} is a singleton, for all y ∈ R n . Then there exists x * ∈ R n and a characteristic curve C of type (I) at (t * , x * ) :
Proof. Following Remark 2.1, the multi-valued function y → ℓ(t * , y) is upper semicontinuous. By assumption, ℓ(t * , y) = {p(y)}, thus the single-valued function y → p(y) is continuous on R n . For all y ∈ R n , let Λ(y) = x 0 − (t − t * )H p (p(y)), then the function Λ is also continuous on R n . Since σ(x) is convex and Lipschitz, then
Therefore Λ is a continuous function from the closed ball B ′ (x 0 , N) into itself. By Brouwer theorem, Λ has a fixed point x * ∈ B ′ (x 0 , N), i.e., Λ(x * ) = x * , hence,
In other words, there exists a characteristic curve C of the type (I) at (t * , x * ) described as in Prop. 3.1 passing (t 0 , x 0 ). The lemma is then proved.
Remark 4.4. By Cauchy method of characteristics and by assumptions that H and σ are of class C 2 (R n ), the unique C 2 -solution u(t, x) of problem (2.1) -(2.2) exists in a narrow neighborhood of the hyperplane t = 0 where characteristic curves do not meet. Nevertheless, if u(t, x) given by Hopf fomula is differentiable in some open set containing (t 0 , x 0 ) ∈ Ω, then several characteristic curves may cross at (t 0 , x 0 ) as in the following example.
Consider the following problem
The Hopf formula of this problem is:
By computing, we recognize that ℓ(t, x) is a singleton for all points in the region R * = ((0, +∞) × R) \ {(t, 0), t ≥ 1}. Thus, the solution u(t, x) is continuously differentiable in this region. Using method of characteristics, we see that when t > 1, the characteristic curves intersect. Concretely, two curves of the form x(t, y) = y − ty 1 + y 2 starting from y 0 = 1 and y 1 = 2 meet each other at the point
∈ R * , but the differentiability of the solution u(t, x) is also preserved in some neighbourhood of this point.
However, if Hopf formula u(t, x) is differentiable on a whole strip of the form (0, t 0 ) × R n then the situation is different. More specific, we have the following theorem as a necessary condition.
Theorem 4.5. Assume (Hf1), (Hf2). Suppose that u(t, x) is differentiable on a strip R = (0, T 0 ) × R n , T 0 < T. Then at any point (t 0 , x 0 ) ∈ R there are no characteristic curves crossing each other.
Proof. On the contrary, suppose that there are two distinct characteristic curves C i : x = y i + tH p (σ y (y i )), i = 1, 2, y 1 = y 2 meet at (t 0 , x 0 ). If both C i , i = 1, 2 are of type (I) at (t 0 , x 0 ), then {p 1 , p 2 } ⊂ ℓ(t 0 , x 0 ), where p 1 = σ y (y 1 ) = σ y (y 2 ) = p 2 . This means that u(t, x) is not differentiable at this point. Therefore, at least a C i , i = 1, 2, say, C 1 is of type (II) at (t 0 , x 0 ). Let
Consider the point (t + , x + ) where x + = x 1 (t + ) then p(x 1 ) = p(x + ). Take t * ∈ (t 0 , T 0 ). By assumption, ℓ(t * , x) is a singleton for all x ∈ R n . Applying Lemma 4.3, there exists a point (t * , x * ) ∈ R and a characteristic curve C ′ : x = x * + (t − t * )H p (p(x * )) of type (I) at (t * , x * ) and passing (t 0 , x 0 ).
+ If p(x 1 ) = p(x * ) then C 1 = C ′ . By Theorem 3.4, the characteristic curve C 1 is of type (I) at (t 0 , x 0 ).This is a contradiction.
+ If p(x 1 ) = p(x * ) (i.e. C 1 = C ′ , and 0 < t + ≤ t 0 ) then C 1 is of type (I) at all points (t, x 1 (t)), 0 ≤ t < t + . Thus, {(−H(p(x + )), p(x + )), (−H(p(x * )), p(x * ))} ⊂ D * u(t + , x + ). It follows that u(t, x) is not differentiable at (t + , x + ). This also contradicts to the hypothesis of the theorem.
The proof Theorem 4.5 is now complete.
Next, we present some sufficient conditions so that there exists a strip of the form (0, t * ) × R n on which the function u(t, x) is differentiable. The first result is concerned with non-crossing characteristics conditions, i.e. ℓ * (t * , x) is a singleton. Proof. Let (t 0 , x 0 ) ∈ (0, t * ) × R n and let C :
where p 0 = σ y (y 0 ) ∈ ℓ(t 0 , x 0 ), be the characteristic curve going through (t 0 , x 0 ) defined as in Proposition 3.1. Let (t * , x * ) be the intersection point of C and plane P t * : t = t * . By assumption, the mapping y → x(t * , y) is injective and ℓ(t * , x * ) = ∅, so there is a unique characteristic curve passing (t * , x * ). This characteristic curve is exactly C. Therefore, we can rewrite C as follows:
where p * ∈ ℓ(t * , x * ). Since ℓ * (t * , x * ) is a singleton, so is ℓ(t * , x * ). Consequently, C is of type (I) at (t * , x * ) and ℓ(t, x) = {p * } for all (t, x) ∈ C, particularly at (t 0 , x 0 ) and then, p * = p 0 . Applying Theorem 2.4 we see that u(t, x) is of class
The next theorem concerns with the single-valuedness of the set of maximizers ℓ(t * , x). Theorem 4.7. Assume (Hf1), (Hf2). In addition, suppose that σ(x) is Lipschitz on R n . If ℓ(t * , x) is a singleton for every point of the plane P t * = {(t * , x) ∈ R n+1 : x ∈ R n }, for some t * ∈ (0, T ), then the function u(t, x) defined by Hopf formula (2.3) is continuously differentiable in the open strip (0, t * ) × R n .
Proof. Let (t 0 , x 0 ) ∈ (0, t * ) × R n . By Lemma 4.3 there exists a characteristic curve C of the type (I) at (t * , x * ) passing (t 0 , x 0 ). Since ℓ(t * , x * ) is a singleton, so is ℓ(t 0 , x 0 ). Applying Theorem 2.4, we see that u(t, x) is continuously differentiable in (0, t * ) × R n .
We note that the hypotheses of above theorems are equivalent to the fact that, there is unique characteristic curve of type (I) at a regular point (t * , x), x ∈ R n going through the point (t 0 , x 0 ), thus this point is also regular. In general, at some point (t 0 , x 0 ) ∈ (0, t * ) × R n where u(t, x) is differentiable there may be more than one characteristic curves of type (I) or (II) at such a point (t * , x), x ∈ R n , passing, that is ℓ * (t * , x) need not be a singleton. Even neither is ℓ(t * , x), see Remark 4.4. Nevertheless, we have: Theorem 4.8. Assume (Hf1), (Hf2). Let u(t, x) be the viscosity solution of Problem (2.1) -(2.2) defined by Hopf-type formula. Suppose that there exists t * ∈ (0, T ) such that all characteristic curves passing (t * , x), x ∈ R n are of type (I). Then u(t, x) is continuously differentiable in the open strip (0, t * ) × R n .
Proof. We argue similarly to the proof of Theorem 4.1. Let (t 0 , x 0 ) ∈ (0, t * ) × R n and let C :
where p 0 = σ y (y 0 ) ∈ ℓ(t 0 , x 0 ) be the characteristic curve going through (t 0 , x 0 ) defined as in Proposition 3.1. Let (t * , x * ) be the intersection point of C and plane P t * : t = t * . Then we have
Therefore, we can rewrite C as
then it is also a characteristic curve passing(t * , x * ). By assumption, C is of type (I) at this point, so all (t, x) ∈ C, 0 ≤ t < t * are regular by Theorem 3.4. Thus, ℓ(t 0 , x 0 ) is a singleton. As before, we come to the conclusion of the theorem.
Propagation of Singularities of Hopf formula
In the previous section we see that, under some conditions, the Hopf formula is continuously differentiable on a strip of the form (0,
Then R θ = (0, θ) × R n is the largest strip on which u(t, x) is continuously differentiable. Therefore, for any t 0 > θ, there exists x 0 ∈ R n such that u(t, x) is not differentiable at the point (t 0 , x 0 ), i.e. (t 0 , x 0 ) is a singular point of u(t, x).
Next, we study the propagation of singularities of viscosity solution u(t, x) of the Cauchy problem (2.1)-(2.2). The first theorem presents a simple propagation of singularities from a point (t 0 , x 0 ) to the boundary as t = T on a "cone" with vertex (t 0 , x 0 ) and base B ′ (x 0 , L) for some L > 0. The second one establishes the propagation of singularities on some Lipschitz curve.
We start with the following lemma.
Lemma 5.1. Assume (Hf1), (Hf2). Moreover, let σ(x) be a Lipschitz function on R n . Then for each ǫ > 0, there exists δ > 0 such that if (t 0 , x 0 ) is a singular point for u(t, x), then for any t 1 ∈ [t 0 , t 0 + δ] there exists x 1 ∈ B ′ (x 0 , ǫ) such that (t 1 , x 1 ) is also a singular point.
Proof. Since σ(x) is convex and Lipschitz, then D = domσ * is bounded. Hence, D ⊂ B ′ (0, M) for some positive number M. Let ǫ > 0. We choose a fixed number δ > 0 such that δ sup |p|≤M |H p (p)| ≤ ǫ.
Let (t 0 , x 0 ) be a singular point. Suppose contrarily that there exists t * ∈ [t 0 , t 0 +δ] such that for any y ∈ B ′ (x 0 , ǫ), the point (t * , y) is regular. Then ℓ(t * , y) = {p(y)} = {p(t * , y)}, y ∈ B ′ (x 0 , ǫ) is a singleton. We argue similarly as in the proof of Lemma 4.3. Since the multi-valued function y → ℓ(t * , y) is u.s.c, then y → p(y) is continuous on B ′ (x 0 , ǫ). Therefore the function B ′ (x 0 , ǫ) ∋ y → Λ(y) = x 0 − (t 0 − t * )H p (p(y)) is also continuous.
Note that, if y ∈ B ′ (x 0 , ǫ) then
Thus, λp 1 + (1 − λ)p 2 + λH(q 1 ) + (1 − λ)H(q 2 ) = 0. Therefore, λH(q 1 ) + (1 − λ)H(q 2 ) = H(λq 1 + (1 − λq 2 ) ).
Since q i , i = 1, 2 ∈ ℓ(t 0 , x 0 ), we have (5.1) x 0 , q 1 − σ * (q 1 ) − t 0 H(q 1 ) = x 0 , q 2 − σ * (q 2 ) − t 0 H(q 2 ) = u(t 0 , x 0 ) = θ.
Moreover,
x 0 , λq 1 + (1 − λ)q 2 − σ * (λq 1 + (1 − λ)q 2 ) − t 0 H(λq 1 + (1 − λ)q 2 ) ≤ θ.
Combining this and equalities (5.1), we get λ(θ + σ * (q 1 )) + (1 − λ)(θ + σ * (q 2 )) − σ * (λq 1 + (1 − λ)q 2 ) ≤ θ. 
