Abstract. Error estimates for the Rayleigh-Ritz-Galerkin method, using finite-dimensional spline type spaces, for a class of nonlinear two-point boundary value problems are discussed. The results of this paper extend and improve recent corresponding results of
(2.1)
A:a = xo < xx < ■ ■ ■ < xM < xM+\ = b .
Moreover, let (P = Um=i <?mLet m E(u) = S i-l)iDiipJix)Diuix)), x G (a, b) , wherepm(r) =a>0
for ail x G (a, 6), p,ix) G W-'''2 Pi TF0'", 0 -j -m, and E is y-elliptic, i.e., there exists a positive constant, y, such that £ py(.x) (oMaO^ár = 72e(w, u) , for ail m G TF<T2 • If A G (Pm and 2 is an integer such that m -1 ^ z -2m -2, we define the yelliptic spline space, S(E, A, z), to be the set of all real-valued functions six) G C* [a, b] such that on each subinterval (xí, Xi+x), 0 = i = M, 2?(s(a;)) = 0, for almost all x G ix i, Xi+î).
We remark that in the special case of pm(c) = 1, for all x G [a, b], and p¡(x) = 0, for all x G [a, b], 0 i£ 7 = m -1, our definition is identical with the definition of the deficient splines of degree 2m -1 of Ahlberg and Nilson, cf. [1] . It is easy to verify that all the results of this paper remain essentially unchanged if one allows the number z to depend on the partition points, a;,-, 1 = i ^ M, in such a way that m -1 = zixi) = 2m -2 for all 1 -i = M. The details are left to the reader.
Following [12] We remark that the preceding interpolation mapping corresponds to the Type I interpolation of [12] . It is easy to modify the results of this paper for the cases in which the interpolation mapping corresponds to Types II, III, and IV interpolation of [12] . The details are left to the reader.
We now state and prove analogues of some of the basic results of [12] . Theorem 2.1. The interpolation mapping given by (2.2) is well defined for all A G P, y-elliptic operators E, and m -1 ;£ z -2m -2.
Proof. By [6, p. 43] , there exist 2m linearly independent functions Vkix) G IP"1,2, 1 = k ts. 2m, such that Eivk(x)) = 0 almost everywhere in [a, b], 1 = k g 2m, and if six) is a SiE, A, z)-spline function, then on each subinterval (x¿, x\+i), 0 = i -M, six) can be expressed as six) = \5Zl=i on^vYx). Thus, the total number of coefficients determining s(x) in [a, b] is 2m(M + 1).
We now calculate the number of linear equations which constrain these coefficients. The regularity conditions, at the interior partition points, yield (z + l)M linear constraints and the interpolation conditions yield (2m -1 -z)M + 2m linear constraints. Hence, the total number of linear constraints is 2m(M + 1). In other words, if s(x) exists, it is obtained from a solution of 2m(M -\-1) linear equations in 2m (M + 1) unknowns. To establish both the existence and uniqueness of six), it suffices to show that if Dkfix{) = 0, 0 = k ^ 2m -2 -z, 1 ^ i ^ M, and Dkfia) = Dkfib) = 0, 0 = k ^ m -1, then six) = 0.
Consider
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ag by parts, we have
The first sum in (2.3) is zero since s (a;) is a spline function and, using the regularity and interpolation properties of s (a:), it may be shown that the second sum is also zero. Hence, 0 = e(s, s) = 7||73ms|| §,2 and six) = 0. Q.E.D. Corollary.
(2.4) eif-af,s) = 0, for allf G Wm-2, six) G SiE, A, z), E y-elliptic, A G (P, and m -1 = z S 2m -2.
Proof. As in (2.3), we have
The following result is a generalization of the first integral relation of [12] .
Theorem 2.2. Let f G Wm-2, E be a y-elliptic operator, A G <?, and m -1 ẑ ^ 2m -2. If âf denotes the S(E, A, z)-interpolate of f, then (2. 5) eif, f)=eif-âf,fâf) + eiâf, âf) .
Proof. Since e( •, • ) is a bilinear functional, e(/,/) = e((/ -âf) + âf, if -âf) + #/) = e(/ -âf,f-âf) + 2e(f -âf, âf) + eiâf, âf). The result now follows directly from the above corollary. Q.E.D.
The following result is a generalization of the second integral relation of [12] .
Theorem 2.3. Let f G TF2m'2, E be a y-elliptic operator, A G <P, and m -1 :£ z = 2m -2. If âf denotes the SiE, A, z)-interpolate off, then (2-6) e(f -âf,f-âf) = f (f -âf)Eif)dx .
Proof. As before, Proof. First, we prove the right-hand inequality of (2.11). If m -1 g z = 2m -2 and j = m, the result follows directly from Theorem 2.2.
Otherwise, D'if -éj)ixt) = 0, 1 á i * M, 0 = j g 2m -2 -z, and by the
Summing both sides of (2.14) with respect to i from 0 to M, we obtain (2.15) Wif-af)üo,2 = A¡¡Dj+\f-af)\\o,2, 0^j = 2m-2-z. Otherwise, it follows from (2.23) that
The required result now follows from (2.25), (2.26), and the -y-ellipticity of E. Finally, we remark that the left-hand inequality of (2.11) follows directly from a fundamental result of Kolmogorov, cf. Proof. Applying the Cauchy-Schwarz inequality to the second integral relation and using the -y-ellipticity of E, we have (2.30) \\Dmif -af)¡\l,2 = y2eif -if, f -âf) < y2¡¡Eif)¡\oY\f -âf\\o.2. Using (2.32) to bound the right-hand side of (2.31) gives us the right-hand inequality of (2.27). The left-hand inequality of (2.27) follows as in Theorem 2.4.
Q.E.D.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for almost all x G [a, b] and all u, v E R with |m| = c, \v\ _i c, and u 9e v. As in [3] , [4] , [7] , and [9], we consider the Rayleigh-Ritz-Galerkin procedure for approximating the solution to (3.1)-(3.2), i.e., if S is an N-dimensional subspace of Wom'2 with linearly independent basis functions {5¿(a;)}^Li, we seek an approximation of the form us = E^=i ßiBiix), where the coefficients {/3»}^=i are determined by the nonlinear, algebraic system The purpose of this section is to discuss the size of the error for the special cases of elliptic spline subspaces which are somehow related to the differential operator E. We begin with the linear case, i.e., fix, u) is independent of u, and subspaces of i?-splines. Generalizing [7] , [9] , and [10] , we have Proof. Using the notation of Section 1, it is easy to verify that e(us, Bf) -if, B/)L\atb) and e(u, Bf) = (/, Bf)L\a<b) for all 1 ■= j = N. Hence, (3.10) e(us -u, Bj) = 0 for all 1 á j á N .
Moreover, from the Corollary to Theorem 2.1, The following theorem is a generalization of analogous results of [7] and [9] . We remark that its proof is considerably simpler than the proofs of the referenced results. Mic) by (3.6).
We remark that as was done in the Corollary to Theorem 3.2, we can now combine the results of Theorem 3.3 with those of Section 1 to obtain specific error bounds. We leave the details to the reader.
As in [3] , [4] , [7] , and [9], one expects that more accurate Rayleigh-Ritz-Galerkin approximations are possible if the solution u is particularly smooth, i.e., D'u exists for some j > 2m and if we use a "spline-type" space of "higher degree" than SiE, A, z). We now generalize and simplify the construction and proofs of [7] and [9] . It is easy to verify that if S is a finite-dimensional subspace of Wam,i, then the Rayleigh-Ritz-Galerkin equations for S for the problem (3.19)-(3.2) are identical to those for the problem (3.1)-(3.2). Hence, if we use a subspace of the form S = D2tSiÉ\ A, z) Pi IFom'2 for some t = 0, A G <?, and m -1 ^ z ^ 2m -2, the preceding analysis applies. The details are left to the reader.
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