Multiwavelet decompositions are based on scaling vectors satisfying matrix re nement equations. The support and linear independence of scaling vectors play an essential role in the study of multiwavelets. In this paper we relate these properties with the coe cients in the matrix re nement equation satis ed by the scaling vector.
Introduction
In the eld of wavelet theory, there is increasing attention given to multiwavelets. By having more than one wavelet for a multi-resolution analysis, there is added exibility in choosing desirable properties of the wavelets. In some cases, this is worth the additional complexity of having multiple wavelets. As evidence, we cite the spline wavelets of Goodman and Lee 2] and the fractal wavelets studied in 3, 7, 9] . When using r > 1 wavelets, the usual two-scale equation becomes a matrix re nement equation (MRE) with r r matrix coe cients C k and the scaling function becomes a scaling vector. To be precise, we say (x) = 1 (x); 2 In the past few years, there have been a number of papers studying conditions for solving (1) and related problems (see 4, 5, 6] ). In this note we focus on the connection between the support of the scaling vector ; the linear independence of the components j and their integer translates, and the matrices C k . We concentrate on the support of the vector ; rather than on the support of the individual components j ; this last issue is studied by So and Wang in 8] . For the rest of the paper, is assumed to be a compactly supported scaling vector satisfying the MRE (1), where we de ne the support of to be the convex hull of fx 2 R : (x) 6 = 0g :
In the case of a single scaling function, r = 1; it is known 1] that supp ( ) = 0; N ] , C 0 ; C N 6 = 0 (2) for a solution to (1) : Of course, when r = 1 the conditions being nonzero, invertible, and not nilpotent are all equivalent for a scalar. However, when r > 1 then these three conditions are distinct in the space of r r matrices. In this case, only one direction of (2) remains true if we change \nonzero" to \invertible," while just the other direction of (2) holds if we change \nonzero" to \not nilpotent." These facts are stated precisely in Theorems 2.2 and 2.5 below. Examples 2.4 and 2.6 demonstrate that the converses of these theorems are false: \invertible" and \not nilpotent" are not interchangeable in these theorems. In general, the condition \ supp ( ) = 0; N ]" lies strictly between the conditions \C 0 , C N invertible" and \C 0 , C N not nilpotent" when r > 1 for re nable, compactly supported scaling vector.
It is natural to ask whether there are conditions on under which the conditions \supp ( ) = 0; N ]" and \C 0 , C N not nilpotent" are equivalent for r > 1. This can be answered positively if one insists that the components j and their integer translates are locally linearly independent (see 6] and Theorem 2.7 below). Unfortunately, requiring the components j and their integer translates to be locally linearly independent is a rather strong assumption. The main result of this paper is to prove that this requirement can be loosened to just global linear independence. This is signi cant because it is considerably easier to show global linear independence than local linear independence 2]. There are several useful characterizations of global linear independence in the frequency domain, but this is not true for local linear independence.
Preliminaries
In this section, we collect some existing results about the support of scaling vectors and some illustrative examples are also included. An immediate result of a compactly supported scaling vector, which is observed in 4], is Theorem 2. 
Main Result
In this section we improve Theorem 2.7 by insisting only on global independence of the scaling vector (x). We rst introduce some notation needed for Lemma 3. The de nition of r T k is well-de ned because of the following calculation, for k < 2 t 1 2 t 2 , Hence, for k = 0, we can take t = 1 and so D(0; 1) = f1g. Then r T 0 = 1 e T D N = e T 6 = 0:
In the proof of Theorem 3.2 we will need this fact.
The idea in the proof of Lemma 3.1 is to propogate, using the MRE, the vanishing region for a linear combination of the integer translates of (x). We include an example to show that there exists a scaling vector that is globally independent but locally dependent. where the D k 's can be derived from the C k 's. Since (x) is locally independent 3], it is not hard to see that (x) is globally independent. From the de nition of (x), it can be proved that (x) locally dependent.
