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Abstract
We consider nonautonomous ordinary differential equations v′ = A(t)v in Banach spaces
and, under fairly general assumptions, we show that for any sufﬁciently small perturbation f
there exists a stable invariant manifold for the perturbed equation v′ = A(t)v + f (t, v), which
corresponds to the set of negative Lyapunov exponents of the original linear equation. The main
assumption is the existence of a nonuniform exponential dichotomy with a small nonuniformity,
i.e., a small deviation from the classical notion of (uniform) exponential dichotomy. In fact,
we showed that essentially any linear equation v′ = A(t)v admits a nonuniform exponential
dichotomy and thus, the above assumption only concerns the smallness of the nonuniformity of
the dichotomy. This smallness is a rather common phenomenon at least from the point of view of
ergodic theory: almost all linear variational equations obtained from a measure-preserving ﬂow
admit a nonuniform exponential dichotomy with arbitrarily small nonuniformity. We emphasize
that we do not need to assume the existence of a uniform exponential dichotomy and that we
never require the nonuniformity to be arbitrarily small, only sufﬁciently small. Our approach is
related to the notion of Lyapunov regularity, which goes back to Lyapunov himself although it
is apparently somewhat forgotten today in the theory of differential equations.
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1. Introduction
We are interested in the construction of stable and unstable invariant manifolds
without assuming the existence of an exponential dichotomy, here sometimes called
a uniform exponential dichotomy, for the associated linear variational equation. We
consider both ﬁnite-dimensional and inﬁnite-dimensional spaces. Our main objective
is to ﬁnd the weakest possible setting in which one can construct the above invariant
manifolds. We still require some amount of hyperbolicity or, equivalently, some amount
of exponential dichotomy to establish the existence of the invariant manifolds. Namely,
we show that under fairly general assumptions on the linear variational equation, the
generalized notion of nonuniform exponential dichotomy is in fact the weakest possible
context which allows us to establish the existence of stable and unstable invariant
manifolds.
In the theory of differential equations, both in ﬁnite-dimensional and inﬁnite-
dimensional spaces, the notion of exponential dichotomy, together with some of its
variants, extensions, and modiﬁcations, plays a central role in the study of hyperbolic
invariant manifolds. In particular, the existence of an exponential dichotomy for a linear
variational equation
v′ = A(t)v (1)
precludes the existence of stable and unstable invariant manifolds for the solution of
the nonlinear differential equation originating (1), up to mild additional assumptions
on the nonlinear part of the vector ﬁeld. The theory of exponential dichotomies and
its applications are widely developed. We refer to the books [5–8,20] for details and
further references.
On the other hand, the notion of exponential dichotomy demands considerably from
the dynamics and it is of considerable interest to look for more general types of
hyperbolic behavior. Nevertheless, we emphasize that there exist large classes of lin-
ear differential equations possessing exponential dichotomies. In this respect, we can
mention, for example, the classical series of papers of Sacker and Sell [15–19] that in
particular discuss sufﬁcient conditions for the existence of exponential dichotomies, also
in the inﬁnite-dimensional setting. For a detailed discussion, further references, and his-
torical comments, we recommend the book [5]. In a different direction, geodesic ﬂows
on compact smooth Riemannian manifolds with strictly negative sectional curvature
have the whole unit tangent bundle as a hyperbolic set, i.e., they deﬁne Anosov ﬂows.
Furthermore, time changes and small C1 perturbations of ﬂows with a hyperbolic set
also possess a hyperbolic set. We refer to the book [9] for details.
In order to illustrate our approach we will ﬁrst formulate a rigorous statement on
the existence of stable manifolds.
Consider a Banach space X and a continuous function t → A(t) such that A(t) is
a bounded linear operator on X for each t0. We assume that all solutions of (1)
are global in the future, i.e., are deﬁned for every t0. Let T (t, s) be the evolution
operator associated with Eq. (1). This is the operator satisfying T (t, s)v(s) = v(t) for
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every solution v(t) of (1) and every ts. For simplicity, we assume that the evolution
operator T (t, s) has a block decomposition
T (t, s) = (U(t, s), V (t, s))
into evolution operators with respect to some invariant decomposition X = E × F
(which is time independent). We say that Eq. (1) admits a weak nonuniform exponential
dichotomy if there exist constants  < 0 and a, b, K > 0, such that for every
ts0,
‖U(t, s)‖Ke(t−s)+as and ‖V (t, s)−1‖Ke−(t−s)+bt . (2)
We note that a nonuniform exponential dichotomy is a particular case of this notion
(see Section 2.2 for details). The weaker version considered here is sufﬁcient for the
existence of stable manifolds (see Theorem 1).
The constants  and  play the role of Lyapunov exponents, while a and b measure
the nonuniformity of the dichotomy. The assumption  < 0 means that there exists at
least one negative Lyapunov exponent.
We now consider the perturbed equation
v′ = A(t)v + f (t, v), (3)
where f (t, v) is a continuous function deﬁned for t0 and v ∈ X, such that f (t, 0) = 0
for every t0 (and thus the origin is also a solution of (3)). We will use the notation
R+0 for [0,+∞).
We now formulate our main result on the existence of stable manifolds.
Theorem 1. Assume that Eq. (1) admits a weak nonuniform exponential dichotomy,
and that there exist c > 0 and q > 0 such that
‖f (t, u) − f (t, v)‖c‖u − v‖(‖u‖q + ‖v‖q)
for every t0 and u, v ∈ X. If the conditions
q+ a < 0 and + b <  (4)
are satisﬁed, then there exists a Lipschitz manifold W ⊂ R× X which is the graph of
a Lipschitz function :U → F , where U ⊂ R+0 × E is an open neighborhood of the
line R+0 × {0}, and the following properties hold:
(1) (t, 0) ∈ W for every t0;
(2) W is forward invariant under the semiﬂow  on R+0 ×X generated by the system
t ′ = 1, v′ = A(t)v + f (t, v);
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Fig. 1. A local stable manifold W of the origin. In order that W is invariant under the semiﬂow 
we require that p = (s, ,(s, )).
(3) there exists D > 0 such that for every (s, u), (s, v) ∈ W and 0, we have
‖(s, u) −(s, v)‖De+as‖u − v‖.
Theorem 1 is an immediate consequence of Theorem 3. See Fig. 1 for an illustration.
We refer to Section 3 for a detailed formulation, and in particular for an explicit
description of the class of Lipschitz functions  under consideration.
Note that the ﬁrst inequality in (4) is satisﬁed for a given a provided that q, the
order of the perturbation, is sufﬁciently large (note that  < 0). Furthermore, both
inequalities in (4) are automatically satisﬁed when a and b are sufﬁciently small. The
“small” exponentials eas and ebt in (2), which are not present in the case of a uniform
exponential dichotomy, are in fact the main cause of difﬁculties in our construction
of invariant manifolds. Their occurrence means that the exponential behavior may be
spoiled along the orbits, although with small exponential speed provided that a and b
are sufﬁciently small.
The former exposition leads us to describe a gradation of types of dichotomies, as
follows:
1. uniform exponential dichotomy, the classical notion of dichotomy;
2. nonuniform exponential dichotomy with “controlled” nonuniformity, such as for ex-
ample as given by the conditions in (4);
3. nonuniform exponential dichotomy, without any a priori control on the nonunifor-
mity.
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It is shown in [4] that any equation v′ = A(t)v with A(t) as above admits a nonuni-
form exponential dichotomy. Thus, in speciﬁc applications, such as in Theorem 1, we
never need to assume the existence of a nonuniform exponential dichotomy (since this
is always the case), but instead we look for “smallness” conditions on a and b which
ensure the desired results. Although this could be seen as suggesting to leave aside
the notion of nonuniform exponential dichotomy, since as described above any linear
equation with global solutions admits one, it may be very difﬁcult to obtain sharp
estimates for a and b other than when A(t) is lower triangular or upper triangular for
every t0 with respect to some ﬁxed basis (without knowing explicitly the solutions
of (1), which in general are virtually impossible to obtain). Thus, it is very conve-
nient to proceed somewhat axiomatically and deal with the minimal necessary struc-
ture. This is the main reason why we consider the notion of nonuniform exponential
dichotomy.
In view of the unavoidable assumption of sufﬁciently small constants a and b,
it is important to estimate in quantitative terms how a nonuniform exponential di-
chotomy deviates from a uniform one—more precisely, from the one for which the
uniform exponential contraction and the uniform exponential expansion are the same
as the corresponding contraction and expansion in the uniform exponential dichotomy,
but with the extra small exponentials replaced by constants. Fortunately, there ex-
ists a device, introduced by Lyapunov, that allows one to measure this deviation. It
is the so-called regularity coefﬁcient in the context of the Lyapunov–Perron regular-
ity theory (see Section 6.1). In particular, we showed in [4] how to obtain sharp
bounds for the regularity coefﬁcient in terms of the entries of the matrix A(t) and its
solutions.
On the other hand, it turns out that the smallness of the nonuniformity is a rather
common phenomenon at least from the point of view of ergodic theory: almost all
linear variational equations obtained from a measure-preserving ﬂow on a smooth
Riemannian manifold admit a nonuniform exponential dichotomy with arbitrarily small
nonuniformity (see Proposition 2).
Our work can also be considered a contribution to the theory of nonuniformly hy-
perbolic dynamics. We refer to [1] and to the supplement in [9] for detailed expo-
sitions of parts of the theory and to the survey [2] for a detailed description of its
contemporary status. The theory goes back to the landmark works of Oseledets [11]
and Pesin [12,13]. Since then it became a major part of the general theory of dy-
namical systems and a principal tool in the study of stochastic behavior. The nonuni-
form hyperbolicity conditions can be expressed in terms of the Lyapunov exponents.
For example, almost all trajectories of a dynamical system preserving an invariant
measure with nonzero Lyapunov exponents are nonuniformly hyperbolic. Our deﬁ-
nition of weak nonuniform exponential dichotomy in (2) is inspired in the notion
of uniform exponential dichotomy but also in the notion of nonuniformly hyperbolic
trajectory (see for example [1]). There are however speciﬁc independent reasons to
consider the notion in (2). This is the case of Proposition 6 in Section 6 below
(the proof of which is inspired in related work in [1]), showing that any linear
equation v′ = A(t)v with global solutions admits a (weak) nonuniform exponential
dichotomy.
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Invariant manifolds were ﬁrst obtained for nonuniformly hyperbolic trajectories by
Pesin [12]. The ﬁrst related results in Hilbert spaces were established by Ruelle [14].
The case of transformations in Banach spaces under some compactness assumptions
was considered by Mañé [10] (including the case of differentiable maps with compact
derivative at each point). These results were extended in [21] for a class of transfor-
mations satisfying a certain asymptotic compactness.
On the other hand, there are several differences between our approach and the
usual approach in the theory of nonuniformly hyperbolic dynamics. In particular, we
start from a linear equation v′ = A(t)v instead of a linear variational equation v′ =
Ax(t)v with Ax(t) = dt xF , obtained from a particular solution t x of a given au-
tonomous equation x′ = F(x). Here t is the ﬂow generated by the autonomous
equation. Thus, we depart from the linear to the nonlinear behavior, seen as a per-
turbation, as in (3), instead of departing from a given nonuniformly hyperbolic tra-
jectory of the original map or ﬂow, with the hyperbolicity conditions expressed in
terms of the differentials along the orbit. Another difference is the method of proof.
On one hand, our approach to the proof of Theorem 1 could be considered clas-
sical, and consists in using the differential equation (3) to express the forward in-
variance of the manifold W under the dynamics to conclude that  must satisfy a
ﬁxed point problem. However, the extra small exponentials in a nonuniform exponen-
tial dichotomy substantially complicate this approach and the implementation requires
several new ideas (see Section 4 for details). We also obtain in a very direct manner
explicit quantitative information on the size of the neighborhoods on which we must
choose an initial condition so that the solution satisﬁes a given bound. In fact, this
information is put from the beginning in the space on which we look for the ﬁxed
point.
Another advantage of our approach is that we deal directly with ﬂows instead of
considering time-one maps as it is sometimes customary in the theory of hyperbolic
dynamics (uniform or nonuniform). This allows us to give a clean and direct proof,
dealing simultaneously with all the times along each orbit. This observation is also
relevant in the study of the regularity of the manifolds. We intend to show in [3] that
the invariant manifolds constructed in Theorem 1 are as smooth as the perturbation f
(the material in [3] is omitted in this paper since the proofs are considerably long and
use methods that are substantially different). Furthermore, since we are dealing with
semiﬂows instead of ﬂows it is in general impossible to introduce adapted Lyapunov
norms.
The structure of the paper is the following. In Section 2 we describe our setup
and we discuss the notion of nonuniform exponential dichotomy and its relation to
ergodic theory. Our main results concerning the existence of stable manifolds are
formulated in Section 3 and are proved in Section 4. The case of unstable mani-
folds is considered in Section 5, as a consequence of the former existence results
by reversing time. In Section 6 we show how our results can be applied to nonau-
tonomous linear differential equations with negative Lyapunov exponents to obtain cor-
responding stable and unstable manifolds. In particular, we use the classical Lyapunov–
Perron regularity theory to estimate the nonuniformity of a nonuniform exponential
dichotomy.
64 L. Barreira, C. Valls / J. Differential Equations 221 (2006) 58–90
2. Nonuniform exponential dichotomies
2.1. Setup
Let A:R+0 → B(X) be a continuous function, where B(X) is the set of bounded
linear operators on X. Consider the initial value problem
v′ = A(t)v, v(s) = vs, (5)
with s0 and vs ∈ X. We assume that
each solution of (5) is deﬁned for every ts. (6)
We want to study nonlinear perturbations of Eq. (5). That is, consider a continuous
function f :R+0 × X → X such that
f (t, 0) = 0 for every t0. (7)
We assume that there exist c > 0 and q > 0 such that
‖f (t, u) − f (t, v)‖c‖u − v‖(‖u‖q + ‖v‖q) (8)
for every t0 and u, v ∈ X. In applications, condition (8) may be obtained by choosing
an appropriate cut-off of the perturbation in a neighborhood of 0 ∈ X and using a Taylor
expansion of f, provided that the perturbation is sufﬁciently regular. Consider now the
initial value problem
v′ = A(t)v + f (t, v), v(s) = vs, (9)
with s0 and vs ∈ X. Note that v(t) ≡ 0 is a solution of (9).
Our main objective is to study stable and unstable invariant manifolds for Eq. (9).
We assume in the paper that there exists a decomposition X = E × F (independent
of t), with respect to which A(t) has the block form
A(t) =
(
B(t) 0
0 C(t)
)
. (10)
The blocks B(t) and C(t) will correspond, respectively, to the stable and center-unstable
components of A(t) (see Section 2.2 for the standing assumptions). The existence of
the decomposition in (10) is certainly a restriction to A(t). The general case may be
treated at the expense of reducing A(t) to the block form in (10) and then proceed-
ing virtually without additional technical complications. Unfortunately, this reduction
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is rarely explicit (and often time-dependent). We refer to Section 2.2 for a related
discussion.
Due to the block form in (10), the unique solution of (5) can be written in the form
v(t) = (U(t, s), V (t, s)) for ts, (11)
with vs = (, ) ∈ E × F , where U(t, s) and V (t, s) are the evolution operators
associated, respectively, with the blocks B(t) and C(t).
We also write f = (g, h) ∈ E × F . Clearly,
g(t, 0) = 0 and h(t, 0) = 0 for every t0, (12)
and
‖g(t, u) − g(t, v)‖c‖u − v‖(‖u‖q + ‖v‖q),
‖h(t, u) − h(t, v)‖c‖u − v‖(‖u‖q + ‖v‖q) (13)
for every t0 and u, v ∈ X.
We now write v = (x, y) ∈ E × F . Due to the block form in (10), given s0 and
vs = (, ) ∈ E × F , the problem (9) is equivalent to the system
x′ = B(t)x + g(t, x, y), y′ = C(t)y + h(t, x, y),
with (x(s), y(s)) = (, ). We denote by (x(·, s, , ), y(·, s, , )) the unique solution
of this problem or, equivalently, of the problem
x() = U(, s)+ ∫ 
s
U(, r)g(r, x(r), y(r)) dr,
y() = V (, s)+ ∫ 
s
V (, r)h(r, x(r), y(r)) dr
(14)
for s. For each 0, we write
(s, , ) = (s + , x(s + , s, , ), y(s + , s, , )).
This is the semiﬂow generated by Eq. (9).
2.2. Nonuniform exponential dichotomies
We now recall the concept of nonuniform exponential dichotomy (as introduced in
[4], although only considered in that paper for ﬁnite-dimensional spaces).
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We write the unique solution of the initial value problem in (5) in the form v(t) =
T (t, s)v(s), where T (t, s) is the associated evolution operator. Consider constants
aa < 0bb and a, b0. (15)
We say that the linear equation v′ = A(t)v admits a nonuniform exponential dichotomy
if there exists a function P :R+0 → B(X) such that P(t) is a projection for each t0
with
P(t)T (t, s) = T (t, s)P (s)
for every ts0, and there exist constants a, a, a, b, b, b as in (15) and D1, D21
such that for every ts0,
‖T (t, s)P (s)‖D1ea(t−s)+as, ‖T (t, s)−1P(t)‖D1e−a(t−s)+at ,
‖T (t, s)Q(s)‖D2eb(t−s)+bs, ‖T (t, s)−1Q(t)‖D2e−b(t−s)+bt , (16)
where Q(t) = Id − P(t) is the complementary projection for each t0. The ﬁrst four
constants in (15) play the role of Lyapunov exponents for the solutions of the linear
system in (5), while a and b measure the nonuniformity of the dichotomy. We note
that we can indeed obtain estimates for the actual values of the six numbers in (15)
in terms of the Lyapunov exponents (see Proposition 6). The inequality a < 0 in (15)
means that there exists at least one negative Lyapunov exponent; we can of course
formulate an entirely analogous version when instead a0 < b.
We also say that the linear equation v′ = A(t)v admits a weak nonuniform exponential
dichotomy if there exist a function P :R+0 → B(X) as above and constants a < 0b
and D1,D21 such that the ﬁrst and the last inequalities in (16) hold, i.e., for every
ts0,
‖T (t, s)P (s)‖D1ea(t−s)+as, ‖T (t, s)−1Q(t)‖D2e−b(t−s)+bt . (17)
Clearly, any nonuniform exponential dichotomy is also a weak nonuniform exponential
dichotomy. On the other hand, we can deﬁne in an equivalent manner a weak nonuni-
form exponential dichotomy as a nonuniform exponential dichotomy with a = −∞ and
b = +∞. This generalized notion is particularly relevant in the inﬁnite-dimensional
setting in view of the possibility of an inﬁnite number of Lyapunov exponents. In
particular, one should expect the more restrictive notion of nonuniform exponential
dichotomy to be necessary in the study of the regularity of invariant manifolds, with
the appearance of the usual spectral gaps (see [3] for a related study in the context
of nonuniform exponential dichotomies). We emphasize that for the construction of
Lipschitz invariant manifolds the generalized notion of weak nonuniform exponential
dichotomy is sufﬁcient.
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When A(t) has the block form in (10), we can rephrase the notion of nonuniform
exponential dichotomy in the following (equivalent) manner: the evolution operators
U(t, s) and V (t, s) deﬁne a nonuniform exponential dichotomy if there exist constants
as in (15) and D1, D21 such that for every ts0,
‖U(t, s)‖D1ea(t−s)+as, ‖U(t, s)−1‖D1e−a(t−s)+at ,
‖V (t, s)‖D2eb(t−s)+bs, ‖V (t, s)−1‖D2e−b(t−s)+bt . (18)
A similar observation applies to the notion of weak nonuniform exponential dichotomy,
which corresponds to assume that the ﬁrst and the last inequalities in (18) hold. We
showed in [4] that for any equation v′ = A(t)v in a ﬁnite-dimensional space, hav-
ing A(t) the block form in (10) for every t0, if there exists at least one negative
Lyapunov exponent, then the evolution operators U(t, s) and V (t, s) deﬁne a nonuni-
form exponential dichotomy.
On the other hand, in our construction of invariant manifolds, we need the numbers
a and b in (16) or (18) to be sufﬁciently small when compared to the “Lyapunov
exponents”, i.e., to the constants a, a, b, and b. This assumption means that the
nonuniformity of the dichotomy is sufﬁciently small when compared to these constants.
It turns out that at least from the point of view of ergodic theory, the constants a and
b can be made arbitrarily small almost always. To formulate a rigorous statement, we
recall that a ﬂow t :M → M is said to preserve a measure  on M if (tA) = (A)
for every measurable set A ⊂ M and every t ∈ R.
Proposition 2 (see [4]). Assume that F is a vector ﬁeld on a smooth Riemannian
manifold M, and that it deﬁnes a ﬂow t preserving a ﬁnite measure  on M such
that ∫
M
sup
−1 t1
log+ ‖dxt‖ d(x) < ∞.
For -almost every x ∈ M , if the linear variational equation
v′ = Ax(t)v, with Ax(t) = dt xF (19)
has at least one negative Lyapunov exponent, then the evolution operator deﬁned by
(19) admits a nonuniform exponential dichotomy with arbitrarily small a and b.
3. Existence of stable manifolds
We now present a rigorous formulation of the existence of a stable manifold W for
the origin in Eq. (9). We make the following assumptions:
H1. The function A:R+0 → B(X) is continuous and satisﬁes (6) and (10) for every
t0;
H2. The function f :R+0 × X → X is continuous and satisﬁes (7) and (8) for some
c > 0 and q > 0.
68 L. Barreira, C. Valls / J. Differential Equations 221 (2006) 58–90
We ﬁrst describe the class of Lipschitz functions that will be considered. We denote
by Q() ⊂ E the closed ball of radius  > 0 centered at zero. Fix now  > 0, 	 > 0,
and let

 = a(1 + 1/q) + b/q, (20)
with a and b as in (15). The number 
 speciﬁes the size of the neighborhood Q
(
e−
s
)
in which we take the initial condition. We consider the set
Z
 =
{
(s, ) : s0 and  ∈ Q
(
e−
s
)}
⊂ R+0 × E,
and we denote by X
 the space of continuous functions :Z
 → F such that for each
s0, we have (s, 0) = 0 and
‖(s, x) − (s, y)‖	‖x − y‖ for every x, y ∈ Q
(
e−
s
)
.
Given a function  ∈ X
 we consider the graph of ,
W = {(s, ,(s, )) : (s, ) ∈ Z
} ⊂ R+0 × X. (21)
We simply refer to W as a Lipschitz manifold. Note that (s, 0) ∈ W (since (s, 0) = 0)
for every s0. In particular, the set W contains the line R+0 × {0} and the Lipschitz
graph Ws =
{
(s, ,(s, )) :  ∈ Q
(
e−
s
)}
for each ﬁxed s0. See Fig. 1 for an
illustration.
We also consider the constant
 = a(2 + 1/q) + b/q, (22)
and the corresponding sets Z and X deﬁned as before, simply replacing 
 by 
everywhere. We will show that there exists a function  ∈ X
 such that for every initial
condition (s, ) ∈ Z ⊂ Z
 the corresponding solution of (9) is entirely contained in
W . This means that for this particular  the set W is forward invariant under the
semiﬂow .
We will assume the conditions
qa + a < 0 and a + b < b. (23)
Note that both inequalities in (23) are automatically satisﬁed when a and b are sufﬁ-
ciently small, and that the ﬁrst is satisﬁed for a given a provided that q is sufﬁciently
large (i.e., provided that the order of the perturbation is sufﬁciently large).
We can now present our main result on the existence of stable manifolds.
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Theorem 3. Assume that H1–H2 hold. If the equation v′ = A(t)v in the Banach space
X admits a weak nonuniform exponential dichotomy and the conditions in (23) hold,
then there exist  > 0 and a unique function  ∈ X
 such that the set W in (21) is
forward invariant under the semiﬂow , i.e.,
if (s, ) ∈ Z then (s, ,(s, )) ∈ W for every 0. (24)
Furthermore:
1. for every (s, ) ∈ Z, we have
(s, ) = −
∫ +∞
s
V (, s)−1h(−s(s, ,(s, ))) d;
2. there exists D > 0 such that for every s0, ,  ∈ Q (e−s), and 0,
‖(s, ,(s, )) −(s, ,(s, ))‖Dea+as‖− ‖. (25)
We call W a local stable manifold or simply a stable manifold of the origin. In
particular, setting  = 0 in (25) we see that any solution of the initial value problem
in (9) starting in W , i.e., with v(s) = (,(s, )) for some  ∈ Q (e−s), approaches
the zero solution with exponential speed a (which is independent of ).
The fact that the initial condition  must be taken in a neighborhood of exponentially
decreasing size Q
(
e−s
)
, with respect to the initial time s, is a manifestation of the
exponential terms eas and ebt in the norm bounds in (17) for the operators U(t, s)
and V (t, s). Roughly speaking, this means that the size of the neighborhood of initial
conditions for which there exists a bounded solution of the differential equation v′ =
A(t)v + f (t, v) decreases essentially with the same exponential speed which increases
our loss of control of the norm of the operators U(t, s) and V (t, s) for the linear
equation v′ = A(t)v. It should be noted that although these sizes may vary with
exponential speed, if the constants a and b are sufﬁciently small, the speed will be
small when compared to the Lyapunov exponents.
We now explain how Theorem 3 can be used to establish the existence of stable
manifolds for nonuniformly hyperbolic solutions of a differential equation. Consider a
continuous function F :R+0 × Rn → Rn and the equation
v′ = F(t, v). (26)
Let now v0(t) be a solution of (26). We say that v0(t) is nonuniformly hyperbolic if
the matrix function
A(t) = F
v
(t, v0(t))
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admits a nonuniform exponential dichotomy. We continue to assume that A(t) has the
block form in (10) with respect to the invariant decomposition Rn = E × F .
Theorem 4. Assume that F is of class C1 and let v0(t) be a nonuniformly hyperbolic
solution of (26) such that there exist c > 0 and q > 0 such that for every t0 and
y ∈ Rn,
∥∥∥∥Fv (t, y + v0(t)) − A(t)
∥∥∥∥ C‖y‖q .
If conditions (23) hold, then there exist  > 0 and a unique function  ∈ X such that
the set
W = {(s, ,(s, )) + (0, v0(s)) : (s, ) ∈ Z}
satisﬁes the following properties:
1. W is forward invariant under solutions of (26), i.e., if (s, vs) ∈ W then (t, v(t)) ∈ W
for every ts, where v(t) = v(t, vs) is the unique solution of (26) for ts with
v(s) = vs ;
2. there exists D > 0 such that for every s0, (s, vs), (s, vs) ∈ W , and ts we have
‖v(t, vs) − v(t, vs)‖D ea(t−s)+as‖vs − vs‖.
Proof. We shall reduce the study of Eq. (26) to that of (9). For this we consider the
change of variables (t, y) = (t, v − v0(t)). Letting y(t) = v(t)− v0(t), where v(t) is a
solution of (26), we obtain
y′(t) = A(t)y(t) + G(t, y(t)),
where
G(t, y) = F(t, y + v0(t)) − F(t, v0(t)) − A(t)y. (27)
Hypothesis A(t) satisﬁes assumption H1. Furthermore, it follows from (27) that G is
continuous and clearly G(t, 0) = 0 for every t0. It remains to establish property (8).
For this we note that
‖G(t, y) − G(t, z)‖ sup
r∈[0,1],i=1,...,n
∥∥∥∥Giy (t, y + r(z − y))
∥∥∥∥ · ‖y − z‖,
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where G = (G1, . . . ,Gn). Since
G
y
(t, y) = F
v
(t, y + v0(t)) − A(t)
for every t0 and y ∈ Rn, we obtain
‖G(t, y) − G(t, z)‖  c sup
r∈[0,1]
‖y + r(z − y)‖q‖y − z‖
 cmax{‖y‖q, ‖z‖q}‖y − z‖c(‖y‖q + ‖z‖q)‖y − z‖.
Thus, function G satisﬁes assumption H2. We can now apply Theorem 3 to obtain the
desired statement. 
4. Proof of Theorem 3
4.1. Preliminaries
Conceptually, our method of proof of Theorem 3 is classical, and consists in looking
for W as the graph of a Lipschitz function , while using the differential equation
to express the forward invariance of the graph under the dynamics to conclude that
 must satisfy a ﬁxed point problem. Nevertheless, to implement this approach in
our context presents additional difﬁculties, of course due to the nonuniformity of the
exponential behavior of the evolution operators. We emphasize that we may not have a
uniform exponential dichotomy. In particular, this causes that the customary application
of Gronwall’s lemma need not always provide a control of the stable component of
the solution.
In view of the desired forward invariance of W under solutions of the equation in
(9) (see (24)), any solution with initial condition in W at time s0 must remain in
W for every ts and thus must be of the form (x(t),(t, x(t))) for every ts. In
particular, the equations in (14) can be replaced by
x(t) = U(t, s)x(s) +
∫ t
s
U(t, )g(, x(),(, x())) d, (28)
(t, x(t)) = V (t, s)(s, x(s)) +
∫ t
s
V (t, )h(, x(),(, x())) d. (29)
Without loss of generality we will always consider the norm ‖(x, y)‖ = ‖x‖ + ‖y‖
for (x, y) ∈ E × F . We equip the space X
 (see Section 3 for the deﬁnition) with the
norm
‖‖ = sup
{
‖(t, x)‖/‖x‖ : t0 and x ∈ Q
(
e−
t
)
\ {0}
}
. (30)
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Note that ‖‖	 for every  ∈ X
. Furthermore, given t0 and x = 0, we have
‖(t, x)‖e−
t‖(t, x)‖/‖x‖‖‖	
for every  ∈ X
. This readily implies that X
 is a complete metric space with the
distance induced by ‖ · ‖. For technical reasons, we also consider the space X ∗
 of
continuous functions :R+0 × E → F such that |Z
 ∈ X
 and
(s, ) = (s, e−
s/‖‖) whenever  /∈ Q
(
e−
s
)
.
Clearly, there is a one-to-one correspondence between functions in X
 and functions
in X ∗
 . In particular X ∗
 is also a Banach space with the norm X ∗
   → ‖|Z
‖.
Furthermore, one can easily verify that given  ∈ X ∗
 and s0 we have
‖(s, x) − (s, y)‖	‖x − y‖ for every x, y ∈ E.
4.2. Solution on the stable direction
The proof of Theorem 3 is obtained in several steps. We ﬁrst establish the existence
of a unique function x(t) = x(t) satisfying (28) for each given  ∈ X ∗
 . By (23) we
have
T1 = qa + a < 0. (31)
Lemma 1. There exists R > 0 such that for every  > 0 sufﬁciently small:
1. for each  ∈ X ∗
 , given (s, ) ∈ Z
 there exists a unique continuous function
x = x: [s,+∞) → E with x(s) =  satisfying (28) for every ts;
2. the function x satisﬁes
‖x(t)‖Rea(t−s)+as‖‖ for every ts. (32)
Proof. Given  > 0 and s0, we consider the space
B = {x: [s,+∞) → E : x is continuous and ‖x‖′ e−
s},
with the norm
‖x‖′ = 1
2D1
sup{‖x(t)‖e−a(t−s)−as : ts},
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where D11 is the constant in (17). One can easily verify that with the distance
induced by this norm B is a complete metric space. Given  ∈ X ∗
 and s0, we can
deﬁne the operator
(Jx)(t) =
∫ t
s
U(t, )g(, x(),(, x())) d
for each x ∈ B. Given x, y ∈ B and s, we obtain
‖(x(),(, x()))‖ = ‖(x(),(, x()) − (, 0))‖(1 + 	)‖x()‖, (33)
and
‖(x(),(, x())) − (y(),(, y()))‖(1 + 	)‖x() − y()‖. (34)
Therefore, by (13),
‖g(, x(),(, x())) − g(, y(),(, y()))‖
c(1 + 	)q+1‖x() − y()‖(‖x()‖q + ‖y()‖q)
22+qD1+q1 c
q(1 + 	)q+1ea(q+1)(−s)−bs‖x − y‖′. (35)
By the ﬁrst inequality in (18) we obtain
‖(Jx)(t) − (Jy)(t)‖

∫ t
s
‖U(t, )‖ · ‖g(, x(),(, x())) − g(, y(),(, y()))‖ d
22+qD1+q1 c
q(1 + 	)q+1‖x − y‖′
∫ t
s
D1e
a(t−)+aea(q+1)(−s)−bs d
22+qD2+q1 c
q(1 + 	)q+1‖x − y‖′ea(t−s)+as−bs
∫ ∞
s
e(qa+a)(−s) d
22+qD2+q1 c
q(1 + 	)q+1‖x − y‖′ea(t−s)+as
∫ ∞
s
eT1(−s) d,
with T1 < 0 as in (31). Therefore
‖Jx − Jy‖′‖x − y‖′, (36)
where
 = 21+qcD1+q1 q(1 + 	)q+1/|T1|.
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We now choose  > 0 sufﬁciently small, independently of s, so that  < 1/2. Given
 ∈ Q
(
e−
s
)
we consider the operator J¯ on the space B deﬁned by
(J¯ x)(t) = z(t) + (Jx)(t),
where z(t) = U(t, s). For y = 0 we obtain Jy = 0 (note that since  ∈ X ∗
 we have
(t, 0) = 0 for every t0), and thus, by (36), ‖Jx‖′‖x‖′. By the ﬁrst inequality
in (18) we obtain ‖z‖′‖‖/2 and hence,
‖J¯ x‖′‖z‖′ + ‖Jx‖′ 12‖‖ + ‖x‖′ 12e−
s + 12e−
s = e−
s .
Therefore, J¯ :B → B is a well-deﬁned operator. In view of (36),
‖J¯ x − J¯ y‖′ = ‖Jx − Jy‖′‖x − y‖′,
and J¯ is a contraction. Therefore, there exists a unique function x = x ∈ B such that
J¯ x = x. Furthermore, x can be obtained by
x(t) = lim
n→∞(J¯
n0)(t) =
∞∑
n=0
(J nz)(t).
It follows from (36) that
‖x‖′
∞∑
n=0
‖J nz‖′
∞∑
n=0
n‖z‖′ = ‖z‖
′
1 − 
‖‖
2(1 − ) .
Therefore, for every ts,
‖x(t)‖2D1ea(t−s)+as ‖‖2(1 − ) .
We obtain the desired result with R = D1/(1 − ). 
The fact that the initial condition  must be taken in a neighborhood of exponentially
decreasing size Q
(
e−
s
)
is a manifestation of the exponential term eas in the norm
bound in (18) for the operator U(t, s).
4.3. Auxiliary results
We now establish some auxiliary results that describe the asymptotic behavior of
the function x given by Lemma 1, as time approaches inﬁnity, when we change the
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initial condition  or the function . Given  > 0 sufﬁciently small,  ∈ X ∗
 , s0,
and initial conditions , ¯ ∈ Q
(
e−
s
)
, we denote by x and x¯, respectively, the
unique continuous functions given by Lemma 1 such that x(s) =  and x¯(s) = ¯.
Lemma 2. There exists K1 > 0 such that for every  > 0 sufﬁciently small,  ∈ X ∗
 ,
s0, and , ¯ ∈ Q
(
e−
s
)
we have
‖x(t) − x¯(t)‖K1ea(t−s)+as‖− ¯‖ for every ts. (37)
Proof. Proceeding in a similar manner to that in (33)–(35), for every s we obtain
‖g(, x(),(, x())) − g(, x¯(),(, x¯()))‖
c(1 + 	)q+1‖x() − x¯()‖(‖x()‖q + ‖x¯()‖q). (38)
By Lemma 1 (see (32)), we thus have
‖g(, x(),(, x())) − g(, x¯(),(, x¯()))‖
eqa(−s)−as−bs‖x() − x¯()‖,
where
 = 2c(1 + 	)q+1Rqq2c(1 + 	)q+1Rq, (39)
provided that 1. Note that the last constant is independent of . Setting (t) =
‖x(t) − x¯(t)‖ and using the ﬁrst inequality in (18), it follows from (28) that
(t)  ‖U(t, s)‖ · ‖− ¯‖ +
∫ t
s
‖U(t, )‖eqa(−s)−as−bs() d
 D1ea(t−s)+as‖− ¯‖ + D1
∫ t
s
ea(t−)+T1(−s)() d, (40)
with T1 < 0 as in (31). We can now use Gronwall’s lemma for the function e−a(t−s)(t)
and (39) to obtain (assuming that 1)
(t)D1eas+D1e
T1s/|T1|ea(t−s)‖− ¯‖K1ea(t−s)+as‖− ¯‖,
with K1 = D1 exp[2c(1 + 	)q+1D1Rq/|T1|]. This completes the proof. 
Given  > 0 sufﬁciently small, ,  ∈ X ∗
 , and (s, ) ∈ Z
, we denote by x and
x the continuous functions given by Lemma 1 such that x(s) = x(s) = .
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Lemma 3. There exists K2 > 0 such that for every  > 0 sufﬁciently small, ,  ∈ X ∗
 ,
and (s, ) ∈ Z
 we have
‖x(t) − x(t)‖K2ea(t−s)+(a−b)s‖‖ · ‖− ‖ for every ts. (41)
Proof. Proceeding in a similar manner to that in (35), we obtain
‖g(, x(),(, x())) − g(, x(),(, x()))‖
c(1 + 	)q‖(x() − x(),(, x()) − (, x()))‖
×(‖x()‖q + ‖x()‖q). (42)
Furthermore,
‖(, x()) − (, x())‖
‖(, x()) − (, x())‖ + ‖(, x()) − (, x())‖
‖x()‖ · ‖− ‖ + 	‖x() − x()‖. (43)
By (32) in Lemma 1 we conclude that
‖g(, x(),(, x())) − g(, x(),(, x()))‖
2c(1 + 	)qRqqeqa(−s)−as−bs
×(‖x()‖ · ‖− ‖ + (1 + 	)‖x() − x()‖). (44)
We now proceed in a similar manner to that in (40) in order to apply Gronwall’s
lemma. Set
¯(t) = ‖x(t) − x(t)‖ and ¯ = 2c(1 + 	)qRqq . (45)
Note that ¯2c(1 + 	)qRq provided that 1. Note also that the last constant is
independent of . Using the ﬁrst inequality in (18), (32) in Lemma 1, and (44), it
follows from (28) that
¯(t)  ¯
∫ t
s
‖U(t, )‖eqa(−s)−as−bs‖x()‖ · ‖− ‖ d
+ ¯
∫ t
s
‖U(t, )‖eqa(−s)−as−bs(1 + 	)‖x() − x()‖ d
 ¯D1R‖‖ · ‖− ‖
∫ t
s
ea(t−s)+a+qa(−s)−bs d
+ ¯D1(1 + 	)
∫ t
s
ea(t−)+aeqa(−s)−as ¯() d.
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We conclude that
e−a(t−s)¯(t)  ¯D1Re(a−b)s
∫ ∞
s
eT1(−s) d‖‖ · ‖− ‖
+ ¯D1(1 + 	)
∫ t
s
eT1(−s)e−a(−s)¯() d,
with T1 < 0 as in (31). We can now use Gronwall’s lemma for the function e−a(t−s)¯(t)
to obtain (assuming that 1)
¯(t)  ¯D1R|T1| e
¯D1(1+	)/|T1|ea(t−s)+(a−b)s‖‖ · ‖− ‖
 K2ea(t−s)+(a−b)s‖‖ · ‖− ‖,
where
K2 = 2c(1 + 	)
qD1Rq+1
|T1| exp
(
2c(1 + 	)q+1D1Rq
|T1|
)
= 2c(1 + 	)
qRq+1
|T1| K1.
This completes the proof of the lemma. 
An immediate consequence of Lemmas 2 and 3 is a description of how the functions
given by Lemma 1 may change asymptotically when we vary simultaneously the initial
condition  and the function . Namely, using the same notations as above, it follows
from Lemmas 2 and 3 that
‖x(t) − x¯(t)‖  ‖x(t) − x¯(t)‖ + ‖x(t) − x(t)‖
 K1ea(t−s)+as‖− ¯‖ + K2ea(t−s)−as/q−b(1+1/q)s‖− ‖.
4.4. Equivalent problem
In order to show the existence of a function  ∈ X ∗
 satisfying (29) when x = x,
we ﬁrst transform this problem in an equivalent problem. We recall that x is the
function given by Lemma 1 with x(s) = . Let
T2 = a − b + b < 0. (46)
Lemma 4. Given  > 0 sufﬁciently small and  ∈ X ∗
 , the following properties hold:
1. if
(t, x(t)) = V (t, s)(s, )
+
∫ t
s
V (t, )h(, x(),(, x())) d (47)
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for every (s, ) ∈ Z
 and ts, then
(s, ) = −
∫ ∞
s
V (, s)−1h(, x(),(, x())) d (48)
for every (s, ) ∈ Z
 (including the requirement that the integral is well-deﬁned);
2. if (48) holds for every (s, ) ∈ Z
, then (47) holds for every (s, ) ∈ Z and ts.
Proof. To establish the ﬁrst property, we start by showing that the integral in (48) is
well-deﬁned for each (s, ) ∈ Z
. By (32) in Lemma 1 and (13), we have
‖h(, x(),(, x()))‖
c‖(x(),(, x()))‖q+1c(1 + 	)q+1‖x()‖q+1
c(1 + 	)q+1Rq+1e(q+1)a(−s)+a(q+1)s‖‖q+1.
It follows from the last inequality in (18) that
∫ ∞
s
‖V (, s)−1h(, x(),(, x()))‖ d
D2c(1 + 	)q+1Rq+1q+1e−a(1+1/q)s−b(1+1/q)s
×
∫ ∞
s
e−b(−s)+b+(q+1)a(−s) d
= D2c(1 + 	)q+1Rq+1q+1ebs−a(1+1/q)s−b(1+1/q)s
∫ ∞
s
e(T2+qa)(−s) d.
Since a < 0, we have T2 + qa < 0, and thus the last integral is ﬁnite. Therefore, the
integral in (48) is well-deﬁned.
We now assume that (47) holds for every (s, ) ∈ Z
 and ts, and we rewrite the
identity in the equivalent form
(s, ) = V (t, s)−1(t, x(t)) −
∫ t
s
V (, s)−1h(, x(),(, x())) d. (49)
By (32) in Lemma 1, we have
‖V (t, s)−1(t, x(t))‖  D2e−b(t−s)+bt	‖x(t)‖
 D2e−b(t−s)+bt	Rea(t−s) e−as/q−bs/q
= D2	ReT2(t−s)+[b(1−1/q)−a/q]s .
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Thus, letting t → ∞ in (49), we obtain (48) for every (s, ) ∈ Z
 and ts. This
establishes the ﬁrst property.
We now assume that (48) holds for every (s, ) ∈ Z
 and ts. Since V (t, s)V (, s)−1
= V (t, ) we readily obtain
V (t, s)(s, ) +
∫ t
s
V (t, )h(, x(),(, x())) d
= −
∫ ∞
t
V (, t)−1h(, x(),(, x())) d. (50)
We now show that the right-hand side of (50) is equal to (t, x(t)). We ﬁrst deﬁne
a semiﬂow F for each 0 and (s, ) ∈ Z
 by
F(s, ) = (s + , x(s + , s, )).
This semiﬂow is obtained from the autonomous equation
{
t ′ = 1,
x′ = B(t)x + g(t, x,(t, x))
considering a new time variable. Note that in view of (48),
(s, ) = −
∫ ∞
s
V (, s)−1h(F−s(s, ),(, F−s(s, ))) d. (51)
Given  ts, we have
F−t (t, x(t)) = F−t (Ft−s(s, )) = F−s(s, ) = (, x()).
Furthermore, when (s, ) ∈ Z it follows from (32) in Lemma 1 that
‖x(t)‖Rea(t−s)+as‖‖Re−
s , (52)
and thus (t, x(t)) ∈ Z
 for every ts. This shows that eventually making  smaller
if necessary, we can replace (s, ) by (t, x(t)) in (51). This yields
(t, x(t)) = −
∫ ∞
t
V (, t)−1h(F−t (t, x(t)),(, F−t (t, x(t)))) d
= −
∫ ∞
t
V (, t)−1h(, x(),(, x())) d. (53)
Combining (50) and (53), we conclude that (47) holds for every (s, ) ∈ Z and ts.
This completes the proof of the lemma. 
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4.5. Final step
We now put together all the information given by the former lemmas to establish
the existence of a function  ∈ X ∗
 satisfying (29) when x = x (with the function x
given by Lemma 1).
Lemma 5. Given  > 0 sufﬁciently small, there exists a unique function  ∈ X ∗
 such
that (48) holds for every (s, ) ∈ Z
.
Proof. We look for a ﬁxed point of the operator  deﬁned for each  ∈ X ∗
 by
()(s, ) = −
∫ ∞
s
V (, s)−1h(, x(),(, x())) d (54)
when (s, ) ∈ Z
, where x: [s,+∞) → E is the unique continuous function given by
Lemma 1 such that x(s) = , and by
()(s, ) = ()(s, e−
s/‖‖) (55)
otherwise. We recall that X ∗
 is a complete metric space for the distance induced by
the norm ‖ · ‖ in (30) (or more precisely by the norm  → ‖|Z
‖).
Note that when  = 0 we have x(t) = 0 for every  ∈ X ∗
 and ts. Thus, in view
of (12), ()(t, 0) = 0. Given
 ∈ X ∗
 , s0, and , ¯ ∈ Q
(
e−
s
)
,
let now x and x¯ be the unique continuous functions given by Lemma 1 such that,
respectively, x(s) =  and x¯(s) = ¯. Proceeding in a similar manner to that in (38),
replacing g by h, we obtain
‖h(, x(),(, x())) − h(, x¯(),(, x¯()))‖
c(1 + 	)q+1‖x() − x¯()‖(‖x()‖q + ‖x¯()‖q).
Using (32) in Lemma 1, and (37) in Lemma 2 this implies that
‖h(, x(),(, x())) − h(, x¯(),(, x¯()))‖
c(1 + 	)q+1K1Rqe(q+1)a(−s)+a(q+1)s‖− ¯‖(‖‖q + ‖¯‖q).
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Since , ¯ ∈ Q
(
e−
s
)
we obtain
‖h(, x(),(, x())) − h(, x¯(),(, x¯()))‖
K1qe(q+1)a(−s)−bs‖− ¯‖,
with  as in (39). Using the last inequality in (18) we conclude that
‖()(s, ) − ()(s, ¯)‖

∫ ∞
s
‖V (, s)−1‖ · ‖h(, x(),(, x())) − h(, x¯(),(, x¯()))‖ d
D2K1q‖− ¯‖
∫ ∞
s
e−b(−s)+be(q+1)a(−s)−bs d
= D2K1q‖− ¯‖
∫ ∞
s
e(T2+qa)(−s) d,
with T2 < 0 as in (46). Choosing  > 0 sufﬁciently small we have
 = D2K1
q
|T2 + qa| =
D22c(1 + 	)q+1RqK1q
|T2 + qa| < 	.
In particular,
‖()(t, ) − ()(t, ¯)‖	‖− ¯‖
for every ,  ∈ Q
(
e−
s
)
, and thus, in view of (55), for every ,  ∈ E. This shows
that (X ∗
 ) ⊂ X ∗
 , and hence, :X ∗
 → X ∗
 is well-deﬁned.
We now show that :X ∗
 → X ∗
 is a contraction. Given ,  ∈ X ∗
 , and (s, ) ∈
Z
, let x and x be the unique continuous functions given by Lemma 1 such that
x(s) = x(s) = . Proceeding in a similar manner to that in (42) and (43), with g
replaced by h, we obtain
‖h(, x(),(, x())) − h(, x(),(, x()))‖
c(1 + 	)q‖(x() − x(),(, x()) − (, x()))‖
×(‖x()‖q + ‖x()‖q)
c(1 + 	)q(‖x()‖ · ‖− ‖ + (1 + 	)‖x() − x()‖)
×(‖x()‖q + ‖x()‖q).
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It follows from (41) in Lemma 3 that
‖h(, x(),(, x())) − h(, x(),(, x()))‖
 ¯eqa(−s)−as−bs(‖x()‖ · ‖− ‖ + (1 + 	)‖x() − x()‖)
 ¯e(q+1)a(−s)−bs(R + (1 + 	)K2e−bs)‖‖ · ‖− ‖,
with ¯ as in (45). Setting G = R + (1 + 	)K2, we conclude that
‖()(s, ) − ()(s, )‖

∫ ∞
s
‖V (, s)−1‖ · ‖h(, x(),(, x())) − h(, x(),(, x()))‖ d
D2¯G‖‖ · ‖− ‖
∫ ∞
s
e−b(−s)+be(q+1)a(−s)−bs d
= D2¯G‖‖ · ‖− ‖
∫ ∞
s
e(T2+qa)(−s) d
 D2¯G|T2 + qa| ‖‖ · ‖− ‖.
Provided that  > 0 is sufﬁciently small, we have
¯ = D2¯G|T2 + qa| =
D22c(1 + 	)qRqq(R+ (1 + 	)K2)
|T2 + qa| < 1.
Therefore
‖1 − 2‖ ¯‖1 − 2‖,
and :X ∗
 → X ∗
 is a contraction in the complete metric space X ∗
 . Hence, there exists
a unique function  ∈ X ∗
 satisfying  = . In particular, in view of (54), the identity
(48) holds for every (s, ) ∈ Z
. This completes the proof of the lemma. 
We can now establish Theorem 3.
Proof of Theorem 3. As explained in the beginning of Section 4.1, in view of the
required forward invariance property in (24), to show the existence of a (Lipschitz)
stable manifold W is equivalent to ﬁnd a function  satisfying (28) and (29) in some
appropriate domain. If follows from Lemma 1 that for each ﬁxed  ∈ X ∗
 there exists
a unique function x = x satisfying (28) and thus it remains to solve (29) setting
x = x or, equivalently, to solve (47) in Lemma 4. This lemma indicates that this is
essentially equivalent to solve the equation in (48), i.e., to ﬁnd  ∈ X ∗
 such that (48)
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holds for every (s, ) ∈ Z
. More precisely, it follows from the second property in
Lemma 4 that if (48) holds for every (s, ) ∈ Z
, then (47) holds for every (s, ) ∈ Z
and ts. Finally, Lemma 5 shows that there exists a unique function  ∈ X ∗
 such that
(48) holds for every (s, ) ∈ Z
. From now on we consider the continuous function
x = x given by Lemma 1 for this particular  (note that Z ⊂ Z
). Furthermore,
by the second property in Lemma 4, the identity in (47) holds for every (s, ) ∈ Z
and ts. Thus, the same happens with the identity in (29), with x = x, for every
ts. Furthermore, by (52), provided that  is sufﬁciently small and (s, ) ∈ Z we
have (t, x(t)) ∈ Z
 for every ts. This ensures that we can replace the function 
in (28)–(29) by the restriction |Z
. In other words, there exists a unique function
 ∈ X ∗
 such that the corresponding set W in (21) obtained from the function |Z

is forward invariant under the semiﬂow  for initial conditions with (s, ) ∈ Z, and
we obtain the property in (24).
It remains to establish the two remaining properties in the theorem. The ﬁrst is an
immediate consequence of the above discussion (or of the ﬁrst property in Lemma 4).
To prove the second property, we denote by x and x¯ the unique continuous functions
given by Lemma 1 such that, respectively, x(s) =  and x¯(s) = ¯. It follows from
Lemma 2 that
‖(s, ,(s, )) −(s, ¯,(s, ¯))‖
= ‖(t, x(t),(t, x(t))) − (t, x¯(t),(t, x¯(t)))‖
(1 + 	)‖x(t) − x¯(t)‖(1 + 	)K1ea+as‖− ¯‖ (56)
for every  = t − s0. Again, since ,  ∈ Q (e−s), in view of (52) we can re-
place the function  in (56) by its restriction to Z
. This completes the proof of the
theorem. 
5. Existence of unstable manifolds
We now consider the case of unstable manifolds. The theory is entirely analogous
and the proofs can be obtained by reversing time in the former notions and arguments.
As such, we formulate the corresponding results of existence of unstable manifolds
without proof.
We ﬁrst brieﬂy describe the corresponding setup. Consider a continuous function
A:R−0 → B(X), with R−0 = (−∞, 0], satisfying
lim sup
t→−∞
1
|t | log
+ ‖A(t)‖ = 0.
As in the case of positive time, we assume that there exists a decomposition X = E×F
(independent of t), with respect to which A(t) has the block form in (10) for every t0.
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Then the solution of the initial value problem in (5) with s0 and vs = (, ) ∈ E×F
is global in the past and can be written in the form
v(t) = (U(t, s), V (t, s)) for ts,
where U(t, s) and V (t, s) are the evolution operators associated, respectively, with the
blocks B(t) and C(t) (see (10)). In an analogous manner to that for positive time,
we say that the evolution operators U(t, s) and V (t, s) deﬁne a weak nonuniform
exponential dichotomy if there exist constants b < 0a, a, b0, and D1, D21 such
that for every ts0,
‖U(t, s)−1‖D1e−a|t−s|+a|t | and ‖V (t, s)‖D2eb|t−s|+b|s|.
We also consider a continuous function f :R−0 × X → X such that f (t, 0) = 0 for
every t0, and there exist c > 0 and q > 0 such that (8) holds for every t0 and u,
v ∈ X. We continue to write f = (g, h) ∈ E × F . We consider the semiﬂow  (now
with 0) generated by Eq. (9) or equivalently by the system in (14) for s in the
corresponding maximal interval of deﬁnition.
Again we look for an unstable manifold as the graph of a Lipschitz function. For
this we deﬁne the new constants

 = b(1 + 1/q) + a/q and  = b(2 + 1/q) + a/q,
and given  > 0 and 	 > 0, we consider a space X u
 of continuous functions obtained
as in Section 3, replacing positive time by negative time: consider the set
Zu
 =
{
(s, ) : s0 and  ∈ Q
(
e−
|s|
)}
⊂ R−0 × F, (57)
and let X u
 be the space of continuous functions :Zu
 → E such that for each s0,
we have (s, 0) = 0 and
‖(s, x) − (s, y)‖	‖x − y‖ for every x, y ∈ Q
(
e−
|s|
)
.
We also consider the set Zu obtained as in (57) with 
 replaced by .
We can now formulate our result on the existence of unstable manifolds.
Theorem 5. If there exists a weak nonuniform exponential dichotomy for the equation
v′ = A(t)v in the Banach space X, and the conditions qb+ b < 0 and b+ a < a hold,
then there exist  > 0 and a unique function  ∈ X u
 such that the set
Wu =
{
(s,(s, ), ) : (s, ) ∈ Zu

}
⊂ R−0 × X
L. Barreira, C. Valls / J. Differential Equations 221 (2006) 58–90 85
is invariant under the semiﬂow , i.e.,
if (s, ) ∈ Zu then (s,(s, ), ) ∈ Wu for every 0.
Furthermore:
1. for every (s, ) ∈ Zu , we have
(s, ) =
∫ s
−∞
U(, s)−1g(−s(s,(s, ), )) d;
2. there exists D > 0 such that for every s0, ,  ∈ Q (e−|s|), and 0,
‖(s,(s, ), ) −(s,(s, ), )‖Deb||+b|s|‖− ‖.
6. Equations with negative Lyapunov exponents
The purpose of this section is to describe how the former existence results of sta-
ble and unstable manifolds can be applied to nonautonomous linear differential equa-
tions with negative Lyapunov exponents. We emphasize that we only consider ﬁnite-
dimensional spaces in this section. Our study is based on the fact that essentially all such
equations admit a nonuniform exponential dichotomy (see Proposition 6). There are sev-
eral difﬁculties presented by a corresponding generalization to the inﬁnite-dimensional
setting. In the case of ﬁnite-dimensional systems, we can apply the classical Lyapunov–
Perron regularity theory to measure in an effective manner the deviation of a nonuniform
exponential dichotomy from the classical notion of uniform exponential dichotomy. In
particular, this allows us to obtain sharp estimates for the numbers , , a, and b in
(2) solely expressed in terms of Lyapunov exponents and regularity coefﬁcients (see
Proposition 6). On the other hand, the full extent generalization of our approach to
inﬁnite-dimensional systems would require an appropriate development of the regularity
theory in this setting. It does not exist and presents some additional technical difﬁ-
culties, essentially due to the fact that a Lyapunov exponent may then take inﬁnitely
many values, not to mention that the ambient space may not have a countable basis.
We intend to consider this problem elsewhere.
We assume that the functions A:R+0 → Mn(R), where Mn(R) is the set of n × n
matrices with real entries, and f :R+0 × Rn → Rn are continuous and satisfy the
conditions H1–H2 in Section 3 with X = Rn.
6.1. Lyapunov exponents and Lyapunov regularity
We deﬁne the Lyapunov exponent :Rn → R ∪ {−∞} for Eq. (5) by
(v0) = lim sup
t→+∞
1
t
log ‖v(t)‖,
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where v(t) is the solution of (5) with s = 0. It follows from the abstract theory of
Lyapunov exponents (see [1] for a detailed description) that the function  takes at
most rn distinct values on Rn \ {0}, say
−∞1 < · · · < k < 0k+1 < · · · < r , (58)
for some rn and some 0kn. Note that k1 if and only if there is at least one
negative Lyapunov exponent. We emphasize that k+1 may be zero. Moreover, for each
i = 1, . . . , r the set
Ei = {v0 ∈ Rn : (v0)i} (59)
is a linear space. We assume from now on that there is at least one negative Lyapunov
exponent.
For simplicity of the exposition we always assume that there exists a subspace
F ⊂ Rn such that E = Ek (see (58)) and F give a decomposition Rn = E × F , with
respect to which A(t) has the block form in (10). Note that (for any norm in Rn)
(v0)k < 0 for every v0 ∈ E,
and (v0)k+10 for every v0 ∈ Rn \ E (and thus for every v0 ∈ F \ {0}).
We now introduce the classical notion of Lyapunov regularity. For this we need to
consider the initial value problem
w′ = −A(t)∗w, w(0) = w0, (60)
with w0 ∈ Rn, where A(t)∗ denotes the transpose of A(t). We also consider the
associated Lyapunov exponent ˜:Rn → R ∪ {−∞} deﬁned by
˜(w0) = lim sup
t→+∞
1
t
log ‖w(t)‖,
where w(t) is the solution of (60). We deﬁne the regularity coefﬁcient of  and ˜ by
(, ˜) = min max{(vi) + ˜(wi) : 1 in},
where the minimum is taken over all bases v1, . . . , vn and w1, . . . , wn of Rn such
that 〈vi, wj 〉 = ij for each i and j (here ij is the Kronecker symbol). We say that
Eq. (5) is Lyapunov regular or simply regular if (, ˜) = 0.
We also consider the Lyapunov exponents associated to the blocks B(t) and C(t) in
(10), i.e., to the pair x′ = B(t)x and x′ = −B(t)∗x, as well as to the pair y′ = C(t)y
and y′ = −C(t)∗y. The corresponding regularity coefﬁcients are, respectively,
U = (|E, ˜|E) and V = (|F, ˜|F).
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The following statement shows that the evolution operators U(t, s) and V (t, s) in
(11) always deﬁne a nonuniform exponential dichotomy. Furthermore, the six numbers
in (15) can be related to the Lyapunov exponents and to the regularity coefﬁcients.
Proposition 6 (Barreira and Valls [4]). Assume that the matrix A(t) has the block
form in (10) for every t0, and that the equation v′ = A(t)v has at least one negative
Lyapunov exponent. Then for each ε > 0, the evolution operators U(t, s) and V (t, s)
deﬁne a nonuniform exponential dichotomy with
a = 1 + ε, a = k + ε, a = U + 2ε, (61)
b = k+1 + ε, b = r + ε, b = V + 2ε. (62)
As in Section 2.1, the assumption in (10) is certainly a restriction to A(t), although the
general case may be treated at the expense of reducing A(t) to the block form in (10).
Unfortunately, this reduction is rarely explicit (and often time-dependent). We refer to
Section 2.2 for a related discussion.
6.2. Construction of stable manifolds
We now present our results on the existence of stable manifolds. These are Lipschitz
manifolds W ⊂ Rn+1 over the space R+0 ×E = R+0 ×Ek (see (58) and (59)), where Ek is
the linear space corresponding to the negative Lyapunov exponents of (5). Furthermore,
W is required to be forward invariant under solutions of the equation in (9). We continue
to assume that the matrix function A and the perturbation f satisfy the conditions H1–H2
in Section 3. We also consider the conditions
qk + U < 0 and k + V < k+1. (63)
Note that both inequalities in (63) are automatically satisﬁed when the regularity coef-
ﬁcients U and V are sufﬁciently small, and that the ﬁrst inequality is satisﬁed for a
given U provided that q is sufﬁciently large.
In view of (63) we can choose ε > 0 such that
T1 = T1(ε) = qa + a < 0 and T2 = T2(ε) = a − b + b < 0, (64)
where the constants in (15) take the values given by (61)–(62). Note that in view of
the ﬁrst inequality in (64) we have indeed a < 0 as required in (15). We also consider
the constants 
 and  given by (20) and (22) with the values of a and b in (61)–(62).
The following is now an immediate consequence of Theorem 3.
Theorem 7. Assume that H1–H2 hold. If the conditions in (63) hold, then for each
ε > 0 satisfying (64), there exist  > 0 and a unique function  ∈ X
 such that the
set W in (21) has the properties in Theorem 3, with the constants in (15) given by
(61)–(62).
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When Eq. (5) is Lyapunov regular we obtain the following statement as a consequence
of Theorem 7 (or of Theorem 3). The advantage is that in this case we do not need
the conditions in (64) (or in (63)).
Theorem 8. Assume that H1–H2 hold. If Eq. (5) is Lyapunov regular, then for each
ε > 0, there exist  > 0 and a unique function  ∈ X
 such that the set W in (21)
has the properties in Theorem 3, with a = b = 2ε.
Proof. We ﬁrst observe that any initial value problem as in (5) can be reduced to one
with an upper triangular A(t) for every t0. More precisely, let v(t) be the solution of
the initial value problem in (5). By the discussion in [1, Section 1.3] (see in particular
Lemma 1.3.3 in [1]), we have the following statement.
Lemma 6. There are continuous functions D:R+0 → Mn(R) and U :R+0 → Mn(R)
with U(0) = I such that:
1. D(t) is upper triangular for every t0, and
lim sup
t→+∞
1
t
log+ ‖D(t)‖ = 0;
2. t → U(t) is differentiable, and U(t) is unitary for each t0;
3. setting x(t) = U(t)−1v(t) for each t0, we have x′(t) = D(t)x(t).
In addition, due to the block form of A(t) in (10) the matrix U(t) can also be
chosen in block form with blocks of the same dimension. Although the function U(t)
need not be known explicitly, Lemma 6 shows that without loss of generality we can
simply consider upper triangular systems.
We have the following criterion of regularity, which can be obtained from the dis-
cussion in [1, Section 1.3] (see in particular Lemma 1.3.5 in [1]). Alternatively, it can
be obtained from more general results in [4].
Lemma 7. Assume that A(t) is upper triangular for every t0. Eq. (5) is Lyapunov
regular if and only if for i = 1, . . . , n there exist the limits
i = lim
t→+∞
1
t
∫ t
0
ai(s) ds,
where a1(t), . . . , an(t) are the entries in the diagonal of A(t).
By Lemma 6, the initial value problem in (5) is equivalent to
x′ = D(t)x, x(0) = v0, (65)
with
D(t) =
(
E(t) 0
0 F(t)
)
, (66)
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where
E(t) = D(t)|E and F(t) = D(t)|F
are upper triangular for every t0. Similarly, we can show that the initial value problem
in (60) is equivalent to
y′ = −D(t)∗y, y(0) = w0, (67)
with the solutions w(t) of (60) and y(t) of (67) related by w(t) = U(t)y(t) using the
same operator U(t) as in Lemma 6. Since U(t) is unitary for each t0, the Lyapunov
exponents for the equations in (65) and (67) coincide, respectively, with the Lyapunov
exponents  and ˜ for the equations in (5) and (60). Therefore, the regularity coefﬁcient
of the new pair of equations ((65) and (67)) is the same as the regularity coefﬁcient
for Eqs. (5) and (60).
In particular, since Eq. (5) is regular, the same happens with Eq. (60). It follows
from Lemma 7 that there exist the limits
lim
t→+∞
1
t
∫ t
0
di(s) ds,
where d1(t), . . . , dn(t) are entries in the diagonal of D(t). Considering now separately
the upper triangular blocks E(t) and F(t) of the matrix D(t) (see (66)), applying
once more Lemma 7 but now in the opposite direction, we conclude that both systems
x′ = E(t)x in E and x′ = F(t)x in F are also Lyapunov regular. Since the Lyapunov
exponents  and ˜ agree with those for Eqs. (65) and (67), the systems x′ = B(t)x
in E and x′ = C(t)x in F are also regular. In particular, U = V = 0. Therefore,
condition (63) is automatically satisﬁed and we can apply Theorem 7 to obtain the
desired result. In particular, it follows from (61)–(62) that a = b = 2ε. 
We could also formulate corresponding statements concerning the existence of un-
stable manifolds. These are entirely analogous to the former ones, and correspond to
consider the Lyapunov exponent −:Rn → R ∪ {−∞} deﬁned by
−(v0) = lim sup
t→−∞
1
|t | log ‖v(t)‖, (68)
where v(t) is the solution of (5) with s = 0. It follows from the abstract theory
of Lyapunov exponents that the function − takes at most r−n distinct values on
Rn \ {0}, say
−∞−
r− < · · · < −k−+1 < 0−k− < · · · < −1
for some 1k−r−, assuming that there is at least one negative Lyapunov exponent,
with respect to the Lyapunov exponent − in (68). We can then proceed in a similar
manner to obtain the existence of unstable manifolds as an application of Theorem 5.
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