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Schellekens [The Smyth completion: A common foundation for denotational semantics and complexity analysis, Electron. Notes Theor. Comput. Sci. 1 (1995) , pp. 211-232.] introduced the theory of complexity (quasi-metric) spaces as a part of the development of a topological foundation for the asymptotic complexity analysis of programs and algorithms in 1995. The applicability of this theory to the asymptotic complexity analysis of divide and conquer algorithms was also illustrated by Schellekens in the same paper. In particular, he gave a new formal proof, based on the use of the Banach fixed-point theorem, of the well-known fact that the asymptotic upper bound of the average running time of computing of Mergesort belongs to the asymptotic complexity class of n log 2 n. Recently, Schellekens' method has been shown to be useful in yielding asymptotic upper bounds for a class of algorithms whose running time of computing leads to recurrence equations different from the divide and conquer ones reported in Cerdà-Uguet et al.
[The Baire partial quasi-metric space: A mathematical tool for the asymptotic complexity analysis in Computer Science, Theory Comput. Syst. 50 (2012), pp. 387-399.]. However, the variety of algorithms whose complexity can be analysed with this approach is not much larger than that of algorithms that can be analysed with the original Schellekens method. In this paper, on the one hand, we extend Schellekens' method in order to yield asymptotic upper bounds for a certain class of recursive algorithms whose running time of computing cannot be discussed following the techniques given by Cerdà-Uguet et al. and, on the other hand, we improve the original Schellekens method by introducing a new fixed-point technique for providing, contrary to the case of the method introduced by Cerdà-Uguet et al., lower asymptotic bounds of the running time of computing of the aforementioned algorithms and those studied by Cerdà-Uguet et al. We illustrate and validate the developed method by applying our results to provide the asymptotic complexity class (asymptotic upper and lower bounds) of the celebrated algorithms Quicksort, Largetwo and Hanoi.
the algorithm to solve the problem under consideration. From now on, we say that f belongs to the asymptotic complexity class of g whenever f ∈ (g). Hence, from an asymptotic complexity analysis viewpoint, determining the running time of an algorithm consists of obtaining its asymptotic complexity class.
In 1995, Schellekens [14] introduced a new mathematical framework, known as complexity spaces, as a part of the development of a topological foundation for the asymptotic complexity analysis of algorithms. This approach is based on the notion of quasi-metric space.
Following [7] , a quasi-metric on a non-empty set X is a function d : X × X → R + such that for all x, y, z ∈ X:
Of course, a metric on a non-empty set X is a quasi-metric d on X satisfying, in addition, the following condition for all x, y ∈ X:
A quasi-metric space is a pair (X, d) such that X is a non-empty set and d is a quasi-metric on X.
Each quasi-metric d on X generates a T 0 -topology T (d) on X which has as a base the family of
Obviously, we adopt the convention that 1/∞ = 0. The quasi-metric space ((0, ∞], u −1 ) plays a central role in the Schellekens approach. Indeed, let us recall that the complexity (quasi-metric) space is the pair
and d C is the bicomplete quasi-metric on C defined by
, 0 .
According to Schellekens [14] , since every reasonable algorithm, from a computability viewpoint, must hold the 'convergence condition', it is possible to associate each algorithm with a function of C in such a way that such a function represents, as a function of the size of the input data, its running time of computing. Because of this, the elements of C are called complexity functions. Moreover, given two functions f , g ∈ C, the numerical value d C (f , g) (the complexity distance from f to g) can be interpreted as the relative progress made in lowering the complexity by replacing any program P with complexity function f by any program Q with complexity function g. Therefore, if f = g, the condition d C (f , g) = 0 can be read as the program P is at least as efficient as the program Q (indeed, note that d C (f , g) = 0 ⇔ f (n) ≤ g(n) for all n ∈ N). In fact, the condition d C (f , g) = 0 implies that f ∈ O(g).
Note that the asymmetry of the complexity distance d C plays a central role in order to provide information about the increase in complexity whenever a program is replaced by another one. A metric will be able to yield information on the increase, but it, however, will not reveal which program is more efficient.
The applicability of the theory of complexity spaces to the asymptotic complexity analysis of algorithms was illustrated by Schellekens [14] . In particular, he gave, among other things, a new proof of the well-known fact that the function f ∈ C, given by f (1) = c > 0 and f (n) = n log 2 n for all n ∈ N with n > 1, is an asymptotic upper bound of the average running time of computing of Mergesort. To this end, he introduced a method, based on the quasi-metric version of the Banach fixed-point theorem, to analyse the running time of computing of the general class of divide and conquer algorithms (note that Mergesort is a divide and conquer algorithm).
Theorem 1 Let f be a mapping from a bicomplete quasi-metric space (X, d) into itself such that there exists s ∈ [0, 1) satisfying
for all x, y ∈ X. Then, f has a unique fixed point.
Let us recall that a mapping f from a quasi-metric space (X, d) into itself holding inequality (1) is said to be contractive with contractive constant s.
Next, we provide a general view of the aforementioned method with the aim of motivating our subsequent work.
A divide and conquer algorithm solves a problem of size n (n ∈ N) by splitting it into a subproblems of size n/b, for some constants a, b with a, b ∈ N and a, b > 1, and solving them separately by the same algorithm. After obtaining the solution of the subproblems, the algorithm combines all subproblem solutions to give a global solution to the original problem. The recursive structure of a divide and conquer algorithm leads to a recurrence equation for the running time of computing. In many cases, the running time of a divide and conquer algorithm is the solution to a recurrence equation of the form
where N b = {b k : k ∈ N}, c > 0 denotes the complexity on the base case (i.e. the problem size is small enough and the solution takes constant time) and h(n) represents the time taken by the algorithm in order to divide the original problem into a subproblems and to combine all subproblem solutions into a unique one (h ∈ C with h(n) < ∞ for all n ∈ N). Note that for divide and conquer algorithms, it is typically sufficient to obtain the complexity on inputs of size n with n ranges over the set N b [1] .
Mergesort is a typical and well-known example of a divide and conquer algorithm whose running time of computing satisfies the recurrence equation (2) (see [1] for a fuller description).
In order to compute the running time of computing of a divide and conquer algorithm satisfying the recurrence equation (2), it is necessary to show that such a recurrence equation has a unique solution and, later, to obtain the asymptotic complexity class of such a solution. The method introduced by Schellekens allows us to show that Equation (2) has a unique solution and provides an upper asymptotic complexity bound of the solution in the following way.
Denote by C b,c the subset of C given by
Since the quasi-metric space
Next, we associate a functional T : C b,c → C b,c with the recurrence equation (2) of a divide and conquer algorithm given as follows:
Of course, a complexity function in C b,c is a solution to the recurrence equation (2) if and only if it is a fixed point of the functional T . Then, Schellekens proved [14] that
has a unique fixed point and, thus, the recurrence equation (2) has a unique solution.
In order to obtain the upper asymptotic complexity bound of the solution to the recurrence equation (2), Schellekens introduced a special class of functionals known as improvers.
Let
Note that an improver is a functional which corresponds to a transformation on programs in such a way that the iterative applications of the transformation yield, from a complexity point of view, an improved program at each step of the iteration. Note that under the assumption that the functional is monotone, showing that is an improver with respect to f ∈ C is equivalent to verifying that (f ) ≤ f .
Taking into account the exposed facts, Schellekens stated the following result [14] .
Theorem 2 A divide and conquer recurrence of the form (2) has a unique solution f T in C b,c . Moreover, if the functional T associated with Equation (2) is an improver with respect to some function g ∈ C b,c , then the solution to the recurrence equation satisfies that f T ∈ O(g).
He also obtained an asymptotic upper bound of the running time of computing of Mergesort in order to illustrate the usefulness of Theorem 2. In the particular case of Mergesort (average case), the running time of computing satisfies the following particular case of recurrence equation (2):
It is clear that Theorem 2 shows that the recurrence equation (5) has a unique solution f M T in C 2,c . In addition, Schellekens proved that the functional T induced by the recurrence equation (5) is an improver with respect to a complexity function g k ∈ C 2,c (with k > 0, g k (1) = c and g k (n) = kn log 2 (n) for all n ∈ N 2 ) if and only if k ≥ 1 2 . Therefore, by Theorem 2, we conclude that f M T ∈ O(g 1/2 ), that is, Theorem 2 provides a formal proof, based on fixed-point techniques, of the wellknown fact that the running time of computing (average case) f M T of Mergesort is in O(n log 2 n), that is, that the complexity function g 1/2 , or equivalently O(n log 2 n), gives an asymptotic upper bound of f M T . Furthermore, in [14] , it has been pointed out that an asymptotic lower bound of the running time of Mergesort (average case) belongs to (n log 2 n) (following standard arguments which are not based on the use of fixed-point techniques). So, the running time of Mergesort (average case) belongs to the complexity class (n log 2 n).
Of course, Schellekens' method, without meaning to compete with the standard and classical techniques to analyse the complexity of algorithms, has the advantage of allowing to apply similar ideas to those presented by Scott [15, 16] in modelling the meaning of recursive denotational specifications of algorithms via fixed-point techniques in such a way that the notion of 'iterative approximations', typical of the topological Scott framework, is captured through the concept of an improver functional.
The utility of the theory of complexity spaces in asymptotic complexity analysis of algorithms and the fact that such a theory allows us to bring near the Scott denotational semantics techniques and the standard techniques of obtaining the asymptotic complexity class of the running time of algorithms have motivated in such a way that a research on the study of complexity spaces and their applications has been developed jointly in Computer Science and Mathematics since 1995. In particular, a few works in this research line can be found in [5, 6, 8, 9, [11] [12] [13] .
Extending the applicability of complexity spaces: new algorithms and recurrence equations
It seems natural that the complexity analysis of divide and conquer algorithms always leads up to divide and conquer recurrence equations of type (2) . However, this kind of recursive algorithms sometimes yields recurrence equations that differ from Equation (2). A well-known example of this sort of situations is provided by Quicksort (worst case) [3] . In particular, the running time of computing (worst case) of the aforementioned algorithm is the solution to the recurrence equation given exactly as follows:
with j > 0 and where c is the time taken by the algorithm in the base case. Note that in this case it is not necessary to restrict the input size of the data to the set N b for some b ∈ N with b > 1.
Although the recurrence equations associated with the running time of computing of Mergesort and Quicksort do not belong to the same class for the cases discussed above, it is clear that the main relationship between both the algorithms is given by the fact that they belong to the divide and conquer algorithm class and, thus, they are recursive algorithms.
Of course, the class of recursive algorithms is wider than the divide and conquer class. An illustrative example of a recursive algorithm, which does not belong to the divide and conquer family, is provided by Hanoi. Hanoi solves the Towers of Hanoi puzzle [3, 4] . In this case, under the uniform cost criterion assumption, the running time of computing is the solution to a recurrence equation given by
with c, d > 0 and where c represents the time taken by the algorithm to solve the base case. Note that it does not make sense to distinguish three possible running time behaviours for Hanoi, since the distribution of the input data is always the same for each size n. The fact that the class of recursive algorithms is wider than the divide and conquer class inspires us to ask two questions: on the one hand, whether one can obtain a family of recurrence equations in such a way that the complexity analysis of those algorithms whose running time of computing is a solution either to recurrence equations of types (6) and (7) or to a divide and conquer one that can be carried out from it, and on the other hand, whether such a complexity analysis can be done via an extension of the fixed-point technique of Schellekens.
Clearly, the recurrence equations that yield the running time of computing of the aforementioned algorithms can be considered as particular cases of the following general one:
with c > 0, a ≥ 1 and h ∈ C such that h(n) < ∞ for all n ∈ N.
Note that the discussion of the asymptotic complexity of the divide and conquer algorithms introduced in Section 1 can be carried out from the family of recurrence equations of type (8) . In fact, the running time of computing of the aforementioned algorithms is the solution to a recurrence equation of the following type:
and the preceding family of recurrence equations can be retrieved as a particular case of the last general family of recurrence equations (8) . Indeed, a recurrence equation of type (9) can be transformed into the following one:
where
Of course, the analysis, in the Schellekens spirit, of the recurrence equation (10) allows us to immediately study divide and conquer recurrence equations. As well as the exposed advantage, the relevance of the family of recurrence equations of type (8) is intensified by the fact that the running time of certain non-recursive algorithms also matches up with the solution to a recurrence equation that can be retrieved as a particular case of the general recurrence equation (8) . A good example is provided by Largetwo. This algorithm finds the two largest entries in a one-dimensional array of size n ∈ N with n > 1 (for a deeper discussion, we refer the reader to [3] ). The running time of computing of Largetwo (average case) can be associated with the solution to the recurrence equation given as follows:
where c is, again, the time taken by the algorithm in the base case, that is, when the input data are a one-dimensional array with only one element or the array does not contain input data. Note that Largetwo needs input data with a size of at least 2.
In what follows, our purpose is to demonstrate that the Schellekens fixed-point technique can be used satisfactorily to discuss the complexity of those algorithms whose running time of computing yields a recurrence equation of type (8) . The first step in achieving this goal was realized in [2] , where it was proven that, in those cases in which a = 1, a recurrence equation of type (8) has a unique solution, and in addition an asymptotic upper bound of such a solution was obtained for the particular cases of Quicksort (worst case) and Largetwo (average case). It deserves to be noted that the method exposed in [2] is not a direct adaptation of the original Schellekens approach because it allows us to discuss the asymptotic upper bounds of complexity through ideas that arise in a natural way in language theory, that is, on the use of fixed-point techniques for functionals defined on the set of all words, over an alphabet, endowed with the so-called Baire partial quasi-metric.
In this paper, we prove that a general recurrence equation of type (8) , where a ≥ 1, has a unique solution and we provide the complexity class of such a solution, that is, the asymptotic upper and lower bounds (not only the asymptotic upper bound such as is provided by the method given in [2] ). Similar to Schellekens' approach, and also to that reported in [2] , our technique for obtaining the asymptotic upper bound is based on the use of the improver functional induced by the recurrence equation. Nevertheless, we introduce a new kind of functionals, that we call 'worsener' functionals, with the aim of obtaining, contrary to the case of the method introduced in [2] , the asymptotic lower bound of the solution to the recurrence equation. In order to provide the complexity class of an algorithm whose running time satisfies a recurrence equation of type (8), we prove that it is enough to search among all complexity functions for which the functional associated with the recurrence equation is simultaneously an improver and a worsener. Finally, in order, on the one hand, to validate our new results and, on the other hand, to show the potential applicability of the developed theory to complexity analysis in Computer Science, we provide the complexity class (not only the asymptotic upper bound) of the running time of Quicksort (worst case), Hanoi and Largetwo (average case).
The new fixed-point technique in complexity analysis
In this section, we provide the new fixed-point technique to show the existence and uniqueness of the solution to the recurrence equations of type (8) and the announced mathematical method to obtain the complexity class of those algorithms whose running time satisfies the recurrence equation under study.
The existence and uniqueness of solution
Consider the subset C c of C given by
Define the functional T : C c → C c by
for all f ∈ C c . It is clear that a complexity function in C c is a solution to the recurrence equation (8) if and only if it is a fixed point of the functional T . The next result supplies the bicompleteness of the pair (C c , d C | C c ).
It follows that g ∈ C. Now, suppose for the purpose of contradiction that g / ∈ C c . Then, g(1 
whenever i ≥ i 0 . As a result, we have that
which is a contradiction. So, g(1) = c. Therefore, we have shown that C c
Since the metric space (C, d s C ) is complete and, by the preceding proposition, the subset C c is closed in (C, d s C ), we immediately obtain the following consequence.
where s(n) = ah(n)(f (n − 1) + g(n − 1)) + h(n) 2 for all n ≥ 2. Now, the existence and uniqueness of the fixed point f T ∈ C c of T follow from the fact that a ≥ 1 and Corollary 4 and Theorem 1.
From the above theorem, we can immediately gather that a recurrence equation of the form (8) has a unique solution f T in C c which matches up with the running time of computing of the algorithm under study considered in each case.
The complexity class of the solution
Next, we provide a method (Theorem 7) to describe the complexity of those algorithms whose running time of computing satisfies a recurrence equation of type (8) . To this end, we need the following auxiliary result.
Lemma 6 Let C be a subset of C such that the quasi-metric space (C, d C | C ) is bicomplete and let : C → C be a contraction with fixed point f ∈ C and contractive constant s. Then, the following statements hold:
Proof (1) Assume that there exists g ∈ C such that d C | C ( (g), g) = 0. Suppose for the purpose of contradiction that d C | C (f , g) > 0. Then, we have that g) . From the preceding inequality and the fact that d C | C (f , g) > 0, we deduce that 1 ≤ s, which is impossible. So, d C | C (f , g) = 0.
(2) Arguments similar to those given in the proof of (1) remain valid to prove the thesis of (2).
Note that if a complexity function f represents the running time of computing of an algorithm under study, the fact that there exists a complexity function g satisfying the condition d C | C ( (g), g) = 0 (d C | C (g, (g)) = 0) in the preceding lemma provides an asymptotic upper (lower) bound of the aforementioned running time, since
In the light of Lemma 6, we observe that in order to get an asymptotic upper bound of the running time of computing of an algorithm whose running time matches up with the fixed point of a contraction : C → C (C ⊆ C), it is enough to check if such a mapping satisfies the condition (g) ≤ g for any complexity function even if is not monotone, that is, it is unnecessary to check if is an improver with respect to a complexity function. Motivated by this reason, in the remainder of this paper, given C ⊆ C and a contraction : C → C, we say that is a contractive improver (cont-improver for short) with respect to a complexity function g ∈ C whenever (g) ≤ g. Note that an improver in our sense is an improver in the original sense of Schellekens. Moreover, the computational meaning of improver functionals remains valid for the cont-improver ones. Indeed, if is a cont-improver with respect to the complexity function g, then n (g) ≤ n−1 (g) for all n ∈ N, since
Inspired by statement (2) in Lemma 6, we introduce a new kind of functionals that we call worseners. Let C ⊆ C, and a contraction : C → C is said to be a worsener with respect to a function f ∈ C provided that f ≤ (f ).
Note that if is a worsener with respect to f ∈ C, then
for all n ∈ N. It follows that the computational meaning of a worsener functional is dual to the meaning of a cont-improver functional. In fact, a worsener is a functional which corresponds to a transformation on programs in such a way that the iterative applications of the transformation yield a worsened, from a complexity point of view, program at each step of the iteration.
In the next step, we obtain the announced method to provide the complexity class of an algorithm whose running time of computing satisfies a recurrence equation of type (8) .
Theorem 7 Let f T ∈ C c be the (unique) solution to a recurrence equation of type (8) . Then, the following facts hold:
(1) If the functional T associated with Equation (8), and given by Equation (12), is a contimprover with respect to some function g ∈ C c , then f T ∈ O(g). (2) If the functional T associated with Equation (8), and given by Equation (12), is a worsener with respect to some function g ∈ C c , then f T ∈ (g).
Proof Let f T ∈ C c be the (unique) solution to the recurrence equation (8) . Assume that T is an improver with respect to g ∈ C c . Then, we have T (g) ≤ g. Hence, we obtain that d C | C c ( T (g), g) = 0. It immediately follows, by statement (1) in Lemma 6, that d C | C c (f T , g) = 0 and, thus, f T ≤ g. Consequently, f T ∈ O(g). So, we have proved (1). To prove (2) suppose that T is a worsener with respect to g ∈ C c . Then, g ≤ T (g). Whence we deduce that d C | C c (g, T (g)) = 0. Thus, statement (2) in Lemma 6 yields that d C | C c (f T , g) = 0. Hence, g ≤ f T and we conclude that f T ∈ (g). This completes the proof.
Note that the solution to a recurrence equation of type (8) satisfies that f T ∈ O(g) ∩ (h) whenever T is a cont-improver and a worsener with respect to g ∈ C c and h ∈ C c , respectively. Consequently, Theorem 7 yields the complexity class of algorithms whose running time of computing satisfies a recurrence equation of type (8) when there exist l ∈ C c , r, t > 0 and n 0 ∈ N such that g(n) = rl(n) and h = tl(n) for all n > n 0 and, besides, T is a cont-improver and a worsener with respect to g and h, respectively, because, in such a case, f T ∈ (l).
Analysing the running time of computing of some algorithms
We end the paper by showing that the developed method is useful to analyse the asymptotic complexity of divide and conquer algorithms, recursive algorithms and even non-recursive algorithms. To this aim, we validate our results by retrieving them as an immediate consequence of Theorem 7, the well-known asymptotic complexity class of Quicksort (worst case), Hanoi and Largetwo (average case).
Quicksort: The running time of computing of Quicksort (worst case) is the solution to the recurrence equation
where c, j > 0. The existence and uniqueness of the solution to the preceding recurrence equation are provided in [2] . Moreover, in the aforementioned reference, an asymptotic upper
