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= f em Ω
u > 0 em Ω
u = 0 sobre ∂ Ω,
(1)
sendo f : Ω→R uma função dada por f = λu p−1+u p ∗−1, Ω⊂Rn aberto e limitado, λ ∈R e
1< p < n . Este problema é conhecido na literatura como o Problema de Brezis-Nirenberg.
Inicialmente, estudamos o trabalho de Brezis-Nirenberg [BN83] que trata o caso p = 2 e que
deu origem aos problemas da forma (1). A vantagem de se estudar o caso p = 2 é que o
problema (1) fica modelado no espaço de Hilbert H 10 (Ω), a equação de (1) é elíptica e a
solução é de classe C 2. No caso geral, o problema fica modelado no espaço de Banach
W 1,p0 (Ω), a equação em (1) pode não ser elíptica e a solução é de classe C 1,α, com 0<α< 1.
O que tornou o trabalho de Brezis-Nirenberg original e bastante divulgado foi o fato de
usarem funções extremais da desigualdade de Sobolev para minimizar o funcional
associado a (1). O caso 1 < p < n foi estudado por Guedda-Veron [GV89] e as idéias
usadas foram as mesmas de [BN83], porém foi necessário o uso de técnicas de aproximação
e o desenvolvimento de princípios de comparação.
Palavras-chave: Problema de Brezis-Nirenberg, método variacional, desigualdade ótima de
Sobolev, concentração de compacidade, regularidade Hölderiana.
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= f in Ω
u > 0 in Ω
u = 0 on ∂ Ω,
(2)
where f : Ω → R is a function defined for f = λu p−1 + u p ∗−1, Ω ⊂ Rn open and bounded,
λ∈R and 1< p < n . This problem is known in the literature as Brezis - Nirenberg’s Problem.
Initially, we have studied the paper of Brezis-Nirenberg [BN83] that is the case p = 2 and gave
rise to problems of form (2). The advantage of studying the case p = 2 is that the problem (2)
is modeled in the Hilbert space H 10 (Ω), the equation of the (2) is elliptic and the solution is C
2
class. In the general case, the problem is modeled in the Banach space W 1,p0 (Ω), the equation
in (2) can not be elliptic and the solution is C 1,α class, with 0<α< 1.
What made the work of Brezis-Nirenberg original and highly publicized was the fact that
they use extremal functions of Sobolev inequality to minimize the functional associated to
(2). The case 1 < p < n was studied by Guedda-Veron [GV89] and the ideas used were the
same as [BN83], but it was necessary to use approximation techniques and the development
of principles of comparison.
Keywords: Brezis-Nirenberg’s problem, variational method, inequality optimal Sobolev, con-
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=λu p−1+u p ∗−1 em Ω
u > 0 em Ω
u = 0 sobre ∂ Ω,
(3)





Para resolver este problema, o qual é conhecido como o “Problema de Brezis-Nirenberg”,
iremos utilizar o método variacional. Tal método consiste em procurar pontos críticos do
















λ|u |p d x , (4)
o qual é definido sobre W 1,p0 (Ω). Veremos no capítulo 3 que os pontos críticos deste funcional
são soluções do problema (3). Logo, o trabalho será analisar a existência de tais pontos críti-
cos. No entanto, este estudo fica dificultado pelo fato do funcional Φ envolver o expoente
crítico de Sobolev, e assim, não temos a comodidade de usar resultados de compacidade
imediatos, dado que a imersão de W 1,p0 em L
p ∗ não é compacta.
É justamente esse fato que nos motiva a estudar o problema (3), pois ele assemelha-se com
alguns problemas variacionais da Geometria e da Física, nos quais a falta de compacidade
também se faz presente. Um exemplo notório é o Problema de Yamabe, proposto em 1960
por H. Yamabe no trabalho [Yam60]. Este problema consiste no seguinte: “Dada uma
variedade Riemanniana compacta de dimensão maior ou igual a três, existe uma métrica
Riemanniana, que seja conforme à métrica original e com curvatura escalar constante?”. A
demonstração desse resultado, dada como verdadeira por Yamabe em seu trabalho [Yam60],
na verdade apresentou algumas falhas que foram detectadas por Trudinger, aproximada-
mente oito anos depois. O problema foi resolvido em alguns casos particulares, por Trudinger
[Tru63] e T. Aubin [Aub76a]. Esses resultados, mesmo em casos particulares, deram uma
1
2
clara indicação do caminho para a solução completa do problema de Yamabe. Entretanto, o
problema permaneceu em aberto até o ano de 1984, quando R. Schoen [Sch84] finalmente
resolveu o problema, após vinte e quatro anos do início da investigação.
Tal fato levou a um significativo desenvolvimento da teoria das equações diferenciais parci-
ais não-lineares e chamou a atenção para os problemas de Análise Geométrica. A idéia de
Yamabe foi considerar uma variedade Riemanniana compacta e suave (M , g ), de dimensão
n ≥ 3, e [g ] a classe conforme da métrica g , que é definida como
[g ] =
¦
u 4/(n−2)g = eg , u ∈C∞(M ), u > 0
©
.
Se g e eg são métricas conformes com curvaturas escalares Sg e S eg respectivamente, então
Sg e S eg satisfazem a relação
4(n −1)
n −2
∆g u +Sg u =S eg u 2
∗−1, (5)
sendo∆g u =−divg (∇u ) o Laplaciano de u com respeito a métrica g . Com essa constatação,
o problema de Yamabe torna-se um problema de existência de solução para a equação
diferencial (5). De fato, dada qualquer variedade Riemanniana compacta e suave (M , g ), de
dimensão n ≥ 3, queremos saber se existe u ∈C∞(M ), com u > 0, tal que S
eg seja constante,










Outras informações acerca do problema de Yamabe e da equação (6), conhecida como
Equação de Yamabe, bem como seu contexto histórico, podem ser encontradas nas
referências [DH02] e [BdSM].
Voltando ao problema de Brezis-Nirenberg, como estamos considerando λ uma constante
real qualquer, precisamos separar a análise em alguns casos, os quais dependem do primeiro
autovalor do p -Laplaciano λ1, dado por
λ1 =max
¨
ρ > 0 ;
∫
Ω
|u |p d x ≤ρ−1
∫
Ω
|∇u |p d x , ∀ u ∈W 1,p0 (Ω)
«
.
Essa análise é baseada no artigo [BN83], no qual os autores Brezis e Nirenberg estudaram
a existência de solução do problema (3) para o caso p = 2, considerado como caso clássico,
justamente por terem introduzido algumas idéias para a análise de equações desta natureza.
Tal caso será tratado no capítulo 2 desta dissertação, uma vez que este servirá como modelo
para a análise do caso geral. Veremos que no caso 0 < λ < λ1 o problema (3) possui pelo
menos uma solução e nos casos λ≤ 0 e λ≥λ1 tal problema não possui solução.
3
O fato de W 1,p0 (Ω) não imergir compactamente em Lp
∗(Ω), faz com que o estudo de existên-
cia de pontos críticos do funcional (4) se torne bastante delicado. Uma das formas de se
contornar esta situação é utilizar o chamado Teorema da Concentração de Compacidade, re-
sultado que levou Pierre Louis Lions à receber a medalha Fields no ano de 1994. O mesmo
encontra-se nos trabalhos The concentration compacteness principle in the calculus of varia-
tions: the limit case I e The concentration compacteness principle in the calculus of variations:
the limit case II , publicados na Revista Matemática Iberoamericana, em 1982.
Em se tratando de não existência de solução, no casoλ≤ 0 usamos a Identidade de Pohozaev.
Esta identidade é facilmente obtida no caso p = 2, pois podemos trabalhar diretamente com
a EDP do problema (3), uma vez que qualquer solução desta EDP é de classe C 2(Ω). No
caso geral sabemos apenas que a solução da EDP em (3) é de classe C 1,α(Ω), com 0 < α < 1.













= f em Ω
u ε = 0 sobre ∂ Ω,
(7)
para ε > 0. Como as soluções u ε de (7) são de classe C 2(Ω), podemos obter a identidade de
Pohozaev para u ε. A identidade de Pohozaev para soluções de (3) segue tomando-se o limite
na igualdade integral encontrada para o caso não-degenerado. Para isso, faz-se necessário a
verificação de que u ε converge uniformemente para u em C 1(Ω), quando ε→ 0.
A prova da não-existência de solução para o caso em que λ ≥ λ1 é facilmente resolvida no
caso em que p = 2, pois o problema (3) se modela no espaço de Hilbert, ou seja, a norma
de H 10 provém de um produto interno. No caso geral, a estratégia usada em [GV89] foi obter
resultados de comparação para o operador p -Laplaciano.
De forma a proporcionar um bom entendimento acerca desta dissertação e da problemática
por ela tratada, dividimos o conteúdo do trabalho em três capítulos. No capítulo 1, além
de resultados clássicos e necessários para o desenvolvimento do assunto, como desigual-
dade ótima de Sobolev e tópicos sobre o método variacional, enunciamos e provamos o
já referido Teorema da concentração de compacidade. No capítulo 2, estudamos o caso
clássico do problema (3), analisando a não existência de solução para n ≥ 3 e a existên-
cia de solução foi separada em dois casos, n ≥ 4 e n = 3. Aqui, surgem peculiaridades
acerca da dimensão e da região em estudo. Usando as idéias retiradas do caso clássico, es-
tudamos o caso geral no capítulo 3. Neste capítulo, a primeira seção considera o problema
perturbado (7), donde obtemos a Identidade de Pohozaev para a solução do problema (3).
Na segunda seção, apresentamos princípios de comparação e de máximo, os quais serão
fundamentais para a prova da não-existência de solução quando λ≥λ1.
Capítulo 1
Resultados Preliminares
Neste capítulo, iremos apresentar alguns resultados que aparecem com menos frequência
na teoria clássica de EDP’s elípticas. Estes resultados serão utilizados ao longo deste tra-
balho, os quais, somados a uma formação geral em Análise Funcional, Teoria da Medida e
Equações Diferenciais Elípticas, permitem um bom entendimento desta dissertação. Omi-
tiremos algumas demonstrações ora para deixar a leitura mais fluente, ora por se tratar de
resultados bem conhecidos na literatura.
1.1 Definições e alguns resultados clássicos
Os Espaços de Sobolev, por desempenharem um papel central no estudo das equações
diferenciais parciais, serão definidos a seguir.
Definição 1.1 (Espaços de Sobolev). Sejam Ω ⊂ Rn um aberto, 1 ≤ p ≤ ∞ e k um inteiro
não-negativo. O espaço de Sobolev
W k ,p (Ω)
é o conjunto formado por todas as funções u ∈ Lp (Ω) tais que existem as derivadas fracas
Dαu ∈ Lp (Ω), para qualquer multi-índice α com |α| ≤ k .
A seguir, vamos munir os espaços de Sobolev com normas que forneçam uma boa estrutura
a estes espaços.
Definição 1.2. Dada u ∈W k ,p (Ω), sua norma é definida como

















se 1≤ p <∞
∑
|α|≤k
‖Dαu ‖∞ se p =∞.
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Definição 1.3. Denotaremos por W k ,p0 (Ω) o fecho do conjunto C∞c (Ω) no espaço W
k ,p (Ω) com
respeito à norma ‖ . ‖W k ,p (Ω).
Definição 1.4. SejaΩ⊂Rn um aberto e limitado. Dizemos que ∂ Ω é de classe C k se, para cada
x0 ∈ ∂ Ω, ∃ r > 0 e uma função γ : U →R de classe C k , com U ⊂Rn−1 aberto, tal que
Ω∩ Br (x0) =

x ∈ Br (x0) ; xn >γ(x1, · · · ,xn−1)
	
.
Além disso, ∂ Ω∈C∞ se ∂ Ω∈C k , ∀ k ∈N.
Teorema 1.5 (Desigualdade de Poincaré). Sejam Ω ⊂ Rn um subconjunto aberto e limitado,
∂ Ω∈C 1, 1≤ p < n e u ∈W 1,p0 (Ω). Então, existe uma constante C =C (n , p ,q ,Ω) tal que
‖u ‖Lq (Ω) ≤C‖∇u ‖Lp (Ω),
para todo q ∈ [1, p ∗].
Demonstração. Ver capítulo 5 de [Eva09].
Teorema 1.6 (Normas equivalentes). Em W 1,p0 (Ω), sendo Ω ⊂ Rn um subconjunto limitado
com fronteira de classe C 1, temos que
‖ . ‖W 1,p (Ω) ∼ ‖∇ . ‖Lp (Ω).
Demonstração. Seja u ∈W 1,p0 (Ω). Pela desigualdade de Poincaré, temos
‖u ‖W 1,p =













p =C‖∇u ‖Lp .
Por outro lado, temos
‖∇u ‖Lp ≤






p = ‖u ‖W 1,p ,
o que finaliza a demonstração.
Teorema 1.7. Seja Ω⊂Rn não-vazio, 1< p <∞ e {u n} uma sequência em Lp (Ω) tal que
(i) ‖u n‖Lp (Ω) <M , para algum M > 0;




Lp (Ω)−‖u n −u ‖
p
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Definição 1.8 (Imersão compacta). Sejam X e Y espaços de Banach, com X ⊂ Y . Dizemos
que X está imerso compactamente em Y , e escrevemos X ⊂⊂ Y , se Id : X → Y for um operador
contínuo e compacto, isto é, se satisfaz
(i) ‖x‖Y ≤C‖x‖X , ∀ x ∈X e para alguma constante C ;
(ii) Qualquer sequência limitada em X é pré-compacta em Y .













b i (x )ux i + c (x )u ,
sendo u , a i j , b i , c :Ω⊂Rn →R, ∀ i , j = 1, · · · , n .




a i j (x )ξiξj ≥ θ |ξ|2, q.t.p. em Ω, ∀ ξ∈Rn .
Definimos acima um operador de segunda ordem na sua forma completa, justamente para
enfatizar que a elipticidade de um operador diferencial depende apenas dos coeficientes das
derivadas de maior grau.
Definição 1.10 (Solução fraca). Seja f ∈ L∞(Ω) uma função dada. Diremos que u ∈W 1,p0 (Ω) é




Lu = f em Ω
u = 0 sobre ∂ Ω,




















f v d x , ∀ v ∈W 1,p0 (Ω).
A seguir, vamos considerar uma solução fraca de um problema de particular interesse.
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−div (a (∇u )) = f em Ω
u = 0 sobre ∂ Ω
(1.1)
é uma função u ∈W 1,p (Ω) tal que
∫
Ω
a (∇u )∇φd x =
∫
Ω
f φd x , ∀φ ∈W 1,p0 (Ω), (1.2)
sendo f ∈ L∞(Ω) e a :Rn →Rn , a (η) =
 
a 1(η), · · · , a n (η)

. Suponha que a função a satisfaz
(i) a ∈C 0(Rn )∩C 1(Rn r {0});






































(vi) a (η) ·η≥C1|η|p −C2,
para todos η∈Rn r {0} ,ξ∈Rn , para algum κ∈ [0, 1] e para constantes positivas γ,Γ,C1 e C2.
Com estas condições de crescimento e elipticidade temos o seguinte resultado de regulari-
dade, devido a Tolksdorff [Tol84] e DiBenedetto [DiB82].
Teorema 1.11 (Regularidade C 1,α). Seja u solução fraca de (1.1) e u ∈ L∞(Ω). Nas condições
acima, existem constantes α∈ (0, 1) e C > 0, tais que |∇u (x )| ≤C e









, para todos x ,x ′ ∈Ω′,
sendo C =C (n , p ,γ,Γ) e Ω′ ⊂⊂Ω.
A demonstração deste resultado será omitida neste trabalho, justamente por se tratar do
principal objeto de estudo do artigo [Tol84]. Como foi dito anteriormente, o problema (3)
e sua perturbação se encaixam nas hipóteses do Teorema acima. Faremos a verificação das
condições de crescimento e elipticidade quando estivermos trabalhando com tais proble-
mas. Com respeito à limitação da suposta solução, esta será considerada abaixo. Fizemos
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esta demonstração baseados num resultado semelhante ao tratado neste trabalho, o qual
pode ser encontrado no apêndice E de [Per97].
Assim, supondo que o problema tenha solução fraca, podemos obter informação sobre a
limitação da solução, a qual é uma condição necessária para a utilização do resultado ante-
rior. Antes, porém, precisamos do seguinte lema.






β , ∀ h, k tal que h > k > k0 > 0,







d n = k0+d −
d
2n
, ∀ n ∈N ∪{0} .
Assim, podemos notar que d n < k0+d e d n+1−d n =
d
2n+1
, ∀ n ∈N ∪{0}. Portanto,





































φ(d n ) = 0.
Comoφ é decrescente e d n < k0+d , temos que
0≤φ(k0+d )≤ lim
n→∞
φ(d n ) = 0.
Proposição 1.13. Suponha que u ∈ W 1,p0 (Ω), u ≥ 0, seja solução fraca do problema (1.1),
sendo f uma função tal que | f (x , u )| ≤C

1+ |u |p ∗−1

. Então, u ∈ L∞(Ω).
Demonstração. A demonstração desse resultado será dividida em dois passos.
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Passo 1: u ∈ Ls (Ω), ∀ s > 1.
Defina, para cada l > 0 e β > 1, as funções




u β se u ≤ l
β l β−1(u − l )+ l β se u > l
e









l (β−1)p (u − l )+ l (β−1)p+1 se u > l .
Logo,




βu β−1 se u ≤ l
β l β−1 se u > l












l (β−1)p se u > l .
E assim, podemos obter as seguintes propriedades:
(1) G (u )≤ uG ′(u );
(2) C [F ′(u )]p ≤G ′(u ), com C independente de l ;
(3) u p−1G (u )≤C [F (u )]p , com C independente de l ;
(4) F (u ),G (u )∈W 1,p0 (Ω).
Agora, como p < p ∗, podemos escolher β > 1 tal que βp < p ∗. Considere a função ηpG (u ),
com η∈C∞c (Ω). Uma vez que ηpG (u )∈W
1,p















= pηp−1G (u )∇η+ηpG ′(u )∇u , aplicando a propriedade (1), a desigual-
dade de Hölder e a desigualdade de Young com ε, obtemos
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∫
Ω







f ηpG (u )d x = −p
∫
Ω






















































p−1 ηpG ′(u )+C2
∫
Ω
u p−1G (u )|∇η|p .
Além disso, pela hipótese, podemos colocar G (u ) f ≤ C3

1+ |u |p ∗−1G (u )

. E, usando a pro-
priedade (3), obtemos, para ε > 0 suficientemente pequeno,
∫
Ω




d x ≤ C2
∫
Ω










|∇η|p [F (u )]p +C2
∫
Ω
|u |p ∗−p [F (u )]pηp +C3. (1.3)
Por outro lado, pela condição (vi), obtemos
∫
Ω







|∇u |pηpG ′(u )d x −C2
∫
Ω
ηpG ′(u )d x .
Assim, substituindo a desigualdade (1.3) na anterior, encontramos
∫
Ω
|∇u |pηpG ′(u )≤C 1
∫
Ω
|∇η|p [F (u )]p +C 2
∫
Ω
[F (u )]p |u |p ∗−pηp +C 3+C 4
∫
Ω
ηpG ′(u ). (1.4)
No entanto, note que o lado esquerdo da desigualdade (1.4) pode ser estimado usando-se a
propriedade (2), obtendo-se assim
∫
Ω








d x . (1.5)
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|∇η|p |F (u )|p +C5
∫
Ω

















|∇η|p |F (u )|p +C 5
∫
Ω
|u |p ∗−pηp [F (u )]p +C 6+C 7
∫
Ω
ηpG ′(u ). (1.6)











































































































|∇η|p [F (u )]p d x +C8+C9
∫
Ω
G ′(u )d x .














u βp d x +C11
∫
Ω
u βp−p d x +C12.
Como βp − p < βp , u ∈ Lp ∗(Ω) e tomamos β > 1 tal que βp < p ∗, segue da desigualdade
acima que u ∈ Lβp ∗(Ω) (note que βp ∗ > p ∗). Aplicando este argumento sucessivas vezes,
obtemos que u ∈ Ls (Ω), ∀ s > 1.
Passo 2: u ∈ L∞(Ω).
Por hipótese, u satisfaz
∫
Ω
a (∇u )∇v d x =
∫
Ω
f v d x , ∀ v ∈W 1,p0 (Ω). (1.7)





u −k se u > k
0 se u ≤ k ,
e defina o conjunto A(k ) = {x ∈Ω ; u (x )> k }. Então, ux i = vx i em A(k ) e
u = v +k sign(u ) em A(k ).
Além disso, como v ∈W 1,p0 (Ω), substituindo em (1.7) obtemos
∫
A(k )
a (∇v ) ·∇v d x =
∫
A(k )
f v d x .
Como a função a ( · ) satisfaz a condição (vi), temos que
∫
A(k )
|∇v |p d x ≤C
∫
A(k )


























|∇v |p d x ≤C
∫
A(k )











Agora, aplicando a desigualdade generalizada de Hölder e a desigualdade de Poincaré, temos
∫
A(k )
















































































































Agora, note que, para 0 < k < h, temos que A(h) ⊂ A(k ). Além disso, em A(h), temos que
h −k < |v |. Logo, dessas duas informações, obtemos
|A(h)|
1





































Daí, de (1.9) e (1.10), obtemos
S|A(h)|
p−1
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(h −k )p ∗
|A(k )|β .
Agora, pelo passo anterior, podemos tomar s >
n
p −1
, donde podemos concluir que β > 1.
Por outro lado, tomando α = p ∗, k0 = 0 e a função decrescente φ : [0,∞)→ [0,∞), dada por












































Portanto, ‖u ‖∞ <∞.
Proposição 1.14. Para todos ξ,η∈Rn , existe C > 0 tal que
|ξ+η|p ≤ |ξ|p +C |ξ|p−1|η|+C |η|p .
Demonstração. Considere a função f (x ) = x p , para x > 0. Pelo Teorema do valor médio,
f (x +1)− f (x ) = f ′(x +λ), para algum 0<λ< 1. (1.11)
Porém, f ′(x +λ) = p (x +λ)p−1 e (x +λ)p−1 ≤ C (x p−1+1), para todo x > 0. Logo, de (1.11),
segue que
(x +1)p ≤ x p +C x p−1+C , ∀ x > 0.







p ≤ |ξ|p +C |ξ|p−1|η|+C |η|p .
Assim, da desigualdade triangular, segue o resultado almejado.
Proposição 1.15. Dados x , y ∈Rn , existe uma constante C > 0, independente de x e y , tal que
¬






C |x − y |p se p ≥ 2
C
|x − y |2
 
|x |+ |y |
2−p se 1< p < 2.
Demonstração. Ver o apêndice A de [Per97].
Para finalizar esta seção, daremos mais uma definição e enunciaremos alguns fatos de Análise
real. Para mais informações, consultar o livro [Eva09].
Definição 1.16. Dizemos que um conjunto aberto Ω é estrelado em relação à origem se,
para cada x ∈Ω, o segmento de reta {λx ; 0≤λ≤ 1} está contido em Ω.
Proposição 1.17. Suponha que a fronteira ∂ Ω seja de classe C 1 e que Ω seja estrelado em
relação à origem. Então,
x .ν (x )≥ 0, ∀ x ∈ ∂ Ω,
sendo ν o vetor unitário normal exterior à fronteira de Ω.
Proposição 1.18. Se f : Rn → R é de classe C 2, então f é convexa se, e somente se, D2 f ≥ 0.





f x i x j (x )ξiξj ≥ θ |ξ|
2 (x ,ξ∈Rn ).






























2 δi j ,























p−2 |ξ|2, para todos ξ∈Rn , η∈Rn r {0} .



























































































































p−2 |ξ|2, ∀ p > 1.
O próximo Teorema será recursivamente utilizado nos capítulos 2 e 3 para obtermos estima-
tivas que nos ajudarão na prova da existência de solução do problema (3).
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sendo Sr a esfera em Rn de raio r .
1.2 Método Variacional
Introduziremos agora, algumas definições e resultados acerca do chamado Método Varia-
cional. Este importante método é usado na investigação da existência de solução de de-
terminadas equações diferenciais, permitindo tratar o problema usando técnicas da Análise
Funcional não-linear. A idéia central deste método é associar um funcional à equação
diferencial em estudo. Desta maneira, a solução do problema passa a ser o estudo de pontos
críticos de tais funcionais. Se tivermos a garantia de que o funcional admite ponto crítico,
esse ponto conduzirá a solução da EDP original. Assim, como precisaremos dar sentido para
derivadas de funcionais (não necessariamente lineares) definidos sobre espaços de Banach,
a próxima definição se faz necessária.
Definição 1.21. Seja F : X → R um funcional definido sobre um espaço de Banach X . Dado
x ∈ X , dizemos que um funcional F ′(x ) ∈ X ′ é a Derivada de Gateaux de F em x se existir o
limite
F ′(x )y = lim
t→0
F (x + t y )− F (x )
t
,
para todo y ∈X .
Se existir um funcional linear limitado h : X →R tal que





então chamaremos F ′(x ) de Derivada de Fréchet. Dizemos que o funcional F ∈ C 1(X ) se a
derivada de Fréchet de F existir e for contínua sobre X . Além disso, se ocorrer de F ′(x ) = 0,
ou seja, F ′(x )y = 0, ∀ y ∈X , chamaremos x de ponto crítico de F .
Usando o Teorema do valor médio, podemos provar o próximo resultado.
Proposição 1.22. Suponha que F : X →R tenha derivada de Gateaux contínua em X . Então
F é diferenciável segundo Fréchet e F ∈C 1(X ).
O exemplo a seguir, além de dar uma aplicação do resultado anterior, será bastante utilizado
no decorrer do trabalho.
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Exemplo 1.23. Considere o funcional J : Lp (Ω)→R, dado por
J (u ) =
∫
Ω
|u |p d x ,
sendo Ω um subconjunto aberto do Rn . Vejamos que J é de classe C 1(Ω).
(i) Existência da Derivada de Gateaux.
Sejam u , v ∈ Lp (Ω). Queremos garantir a existência do seguinte limite
lim
t→0










|u (x )+ t v (x )|p − |u (x )|p

.
Dado x ∈Ω, para 0< |t |< 1 temos, pelo Teorema do valor médio, que existe λ∈ ]0, 1[ tal que





= p |u (x )+λt v (x )|p−1|v (x )|
≤ p (|u (x )|+ |v (x )|)p−1 |v (x )|.
Pela desigualdade de Hölder, obtemos
∫
Ω
f t d x ≤ p
∫
Ω
(|u (x )|+ |v (x )|)p−1 |v (x )| ≤ p
∫
Ω









é uma sequência de funções integráveis. Juntando a isso o fato de que




≤ p (|u |+ |v |)p−1 |v | ∈ L1(Ω),





f t d x =
∫
Ω
p |u |p−2u v d x := J ′(u )v.
(ii) Continuidade da Derivada de Gateaux.
Suponha que u n → u ∈ Lp (Ω). Então, u n (x )→ u (x ) q.t.p. em Ω (a menos de subsequência).
Além disso, sabemos que existe g ∈ Lp (Ω) tal que
|u (x )|, |u n (x )| ≤ g (x ) q.t.p. em Ω (a menos de subsequência).
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Queremos mostrar que J ′(u n )→ J ′(u ). Para isso, defina f (u ) := p |u |p−2u . Então,




p−1 |u |p ∈ L1(Ω).
Logo, f (u )∈ L
p
p−1 , e então,






























p−1 |g |p ∈ L1(Ω).
Assim, pelo Teorema da convergência dominada de Lebesgue, obtemos que
f (u n )→ f (u ) em L
p
p−1 (Ω).
Daí, dada v ∈ Lp (Ω), aplicando a desigualdade de Hölder, encontramos







 f (u n )− f (u )

 |v |d x ≤ ‖ f (u n )− f (u )‖r ‖v ‖p .
E então,
‖J ′(u n )− J ′(u )‖= sup
‖v ‖p=1

J ′(u n )v − J ′(u )v

≤ ‖ f (u n )− f (u )‖r
n→∞−→ 0.
O próximo Lema permitirá uma extensão do Teorema dos Multiplicadores de Lagrange para
espaços de dimensão infinita, o qual será utilizado em larga escala nos casos em que já tiver-
mos a confirmação de que o ínfimo do funcional em estudo é atingido.
Lema 1.24. Sejam F, G : X → R funcionais de classe C 1, sendo X Banach. Se, para x0 ∈ X ,
existirem v, w ∈X tais que
F ′(x0)v G ′(x0)w 6= F ′(x0)w G ′(x0)v,
então F não tem extremo local em x0, quando restrita a C = {x ∈X ; G (x ) =G (x0)}.
Demonstração. Considere a função f :R2→R2, dada por f (s , t ) = ( f 1(s , t ), f 2(s , t )), sendo f 1




f 1(s , t ) = F (x0+ s w + t v )
f 2(s , t ) =G (x0+ s w + t v ).
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Então, pela definição de derivada parcial e derivada de Gateaux, obtemos








































F ′(x0)w F ′(x0)v







Como f é de classe C 1 e o Jacobiano de f no ponto (0, 0) é diferente de zero, segue do Teo-
rema da aplicação inversa que f é localmente injetora e, portanto, x0 não pode ser extremo
local de F .
Teorema 1.25 (Multiplicador de Lagrange). Suponha F, G : X → R funções de classe C 1 e X
um espaço de Banach. Se para x0 ∈ X tivermos G (x0) = 0 e x0 extremo local da F quando
restrita a C = {x ∈X ; G (x ) = 0}, então
(i) G ′(x0) = 0 ou
(ii) ∃ µ∈R tal que F ′(x0)v =µG ′(x0)v, ∀ v ∈X .
Demonstração. Suponha que G ′(x0) 6= 0. Então, ∃ w ∈ X tal que G ′(x0)w 6= 0. Como x0 é
extremo para F , pelo lema anterior, temos
G ′(x0)w F ′(x0)v =G ′(x0)v F ′(x0)w , ∀ v ∈X .




Definição 1.26. Sejam J : X → R um funcional e X um espaço de Banach. Dizemos que
J é fracamente semicontínuo inferiormente se para toda sequência (u n ) ⊂ X , com u n + u ,
tivermos J (u )≤ lim inf J (u n ).
Teorema 1.27. Seja L :Rn×R×Ω→R uma função suave e limitada inferiormente. Suponha,
ainda, que L satisfaça





1+ |y |p + |z |p

, ∀ (y , z ,x )∈Rn ×R×Ω
e que a função y 7→ L(y , z ,x ) seja convexa, ∀ (z ,x )∈R×Ω. Então,
J (w ) =
∫
Ω
L(∇w , w ,x )d x
é fracamente semicontínuo inferiormente em W 1,p (Ω), sendo 1< p <∞.
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Demonstração. Ver página 446 de [Eva09].
Como veremos, quando aplicarmos o método variacional para alguns problemas, o fato dos
espaços envolvidos estarem imersos compactamente facilitará a busca por um minimizante
do funcional em estudo. No entanto, em outros problemas, pode ser que não tenhamos
tal informação, como, por exemplo, no Teorema (2.10). Nesses casos, uma das formas de
contornar a situação é aplicar o Teorema da concentração de compacidade. Antes de enun-
ciarmos tal resultado, precisamos definir a Constante Ótima de Sobolev e entender um pouco
sobre limitação e convergência de sequências de medidas.
Primeiramente, definiremos a Desigualdade Ótima de Sobolev. Tal desigualdade, aplicada
junto ao método variacional, nos auxiliará na prova da existência de solução do problema
(3). Essa desigualdade foi estudada de modo independente por Aubin [Aub76b] e Talenti
[Tal76], em 1976. No entanto, ela também pode ser obtida, como um caso particular, da
Desigualdade Ótima de Gagliardo-Nirenberg, estabelecida por Del Pino e Dolbeault [DPD03]
no ano de 2003.
Definição 1.28. SejaA (p , n ) a menor constante tal que a desigualdade
∫
Rn




≤A (p , n )
∫
Rn





seja satisfeita para toda função u ∈W 1,p (Rn ). Tal constante é chamada de Constante Ótima
de Sobolev e a desigualdade (1.14) é denominada de Desigualdade Ótima de Sobolev.
A igualdade na definição anterior ocorre se considerarmos funções da forma















As funções u 0 são chamadas de Funções extremais para a desigualdade ótima de Sobolev.
A originalidade na prova da existência de solução do problema (3), caso p = 2, do trabalho
[BN83] de Brezis-Nirenberg, foi a utilização da função extremal para mostrar que o funcional
energia associado à equação em (3), fica abaixo de um certo nível crítico. Este passo foi
crucial para a prova da existência de solução.
Agora, considere o espaço
B (Ω;R) := {u :Ω→R ; u é contínua e limitada em Ω} ,




u ∈B (Ω;R) ; supp (u )⊂Ω é compacto
	
.
Defina C0(Ω) = K (Ω)
‖.‖∞
. Assim, dada uma medida finita µ em Ω, defina o funcional linear
contínuo T :C0(Ω)→R, dado por









Finalmente, definamos a norma de uma medida. Para isso, sejaM (Ω) o espaço vetorial das













sendo ‖u ‖∞ = sup
x∈Ω
|u (x )|.
Definição 1.29 (Convergência fraca de medidas). Dizemos que uma sequência de medidas












para toda u ∈C0(Ω).
Exemplo 1.30 (Convergência de medida com presença de átomo).











se |x |< 1
0 se |x | ≥ 1.
Defina a sequência de medidas µn =δn d x , sendo
δn (x ) =
nδ(nx )
K
, com K =
∫
R
δ(x )d x .
Note que supp (δn ) =
























δ(y )d y .
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Então, tomando o limite na igualdade acima e aplicando o Teorema da convergência domi-
















1 se 0∈ E
0 se 0 /∈ E ,





Chamando δ0 :=µ, segue que µn *µ. A medida δ0 é chamada de medida atômica.
Teorema 1.31. Toda sequência limitada em M (Ω) possui subsequência fracamente conver-
gente emM (Ω). Além disso, se µn *µ emM (Ω), então (µn ) é limitada e
‖µ‖ ≤ lim inf ‖µn‖.
Observação 1.32. Considere uma sequência (u n ) limitada em W
1,p
0 (Ω) e defina a medida
νn = |u n |p
∗
d x , isto é,






Afirmamos que tal sequência de medidas é limitada emM (Ω). De fato, basta notarmos que
‖νn‖= sup
u∈C0(Ω)












para alguma constante C . De forma completamente análoga, se definirmos µn = |∇u n |p d x ,
concluiremos que (µn ) é limitada emM (Ω).
Com as definições e resultados anteriores, estamos em condições de provar o seguinte re-
sultado, conhecido como o Teorema da Concentração de Compacidade.
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Teorema 1.33 (Concentração de Compacidade). Seja (u n )⊂W
1,p
0 (Ω) uma sequência tal que
u n + u ∈W
1,p
0 (Ω) e defina as seguintes sequências de medidas
νn = |u n |p
∗
d x e µn = |∇u n |p d x .
Suponha que νn *ν eµn *µ, sendo ν eµmedidas limitadas emΩ. Então, existe um conjunto
no máximo enumerável J, uma família de pontos
¦
x j ; j ∈ J
©
⊂ Ω, uma família de números
positivos
¦
νj ; j ∈ J
©
e uma família de números positivos
¦
µj ; j ∈ J
©
tais que








(iii) A (p , n )−p (νj )
p
p∗ ≤µj ,
sendoA (p , n ) a constante ótima de Sobolev e δx j a medida de Dirac, definida por




1 se x j ∈ E
0 se x j /∈ E ,
a qual também é conhecida como medida atômica, sendo x j seus átomos.
Demonstração. Primeiramente, mostremos (iii). Como (u n ) ⊂ W
1,p
0 (Ω) é tal que u n + u ,
segue que ‖u n‖W 1,p ≤C . Usando o fato de que W 1,p (Ω)⊂⊂ Lp (Ω), temos que
u n (x )→ u (x ) q.t.p. em Ω (a menos de subsequência).
Agora, defina as sequências de medida
ωn := νn − |u |p
∗
d x e λn := |∇(u n −u )|p d x .
Note que podemos escrever
ωn = |u n −u |p
∗
d x + f n ,
sendo f n = |u n |p
∗
d x − |u |p ∗d x − |u n −u |p
∗
d x . Então, pelo Teorema (1.7), temos que
∫
E
f n d x −→ 0,
para qualquer subconjunto E ⊂ Ωmensurável. Em relação à medida λn , se considerarmos
vn := u n −u , como (u n ) é limitada em W
1,p
0 (Ω), segue que (vn ) é limitada em W
1,p
0 (Ω). Logo,
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a sequência de medidas (λn ) é limitada. E assim, do Teorema (1.31), segue que λn *λ, para
alguma medida λ. Além disso, como vn também é limitada em Lp
∗(Ω), pela desigualdade de
Sobolev, podemos garantir queωn *ω, para alguma medidaω.
Afirmação: A medida ω pode ter, no máximo, um número enumerável de átomos. De fato,










ou seja, o valor da medidaω sobre o conjunto dos átomos. Defina, para k ∈N, o conjunto
M k =






Uma vez que ω é finita, podemos afirmar que
∑
να < ∞, donde segue que M k é finito. E
assim, o conjunto
⋃∞
k=1 M k é enumerável, ou seja, o conjunto dos átomos é enumerável.
Dessa forma,
¦
x j ; j ∈J
©
denotará o conjunto de átomos da medidaω.









ω(E ) se E ⊂Ωr
¦
x j ; j ∈J
©
0 caso contrário.
O próximo passo será comparar as medidas ω e λ. Assim, dada ϕ ∈ C∞c (Ω), temos que
ϕvn ∈W
1,p






















































































|vn |p d x . (1.15)
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Acima, usamos a Proposição (1.14) e a desigualdade de Hölder, respectivamente. Como
|vn |p
∗
d x *ω e |∇vn |p d x *λ, em particular, temos que
∫
Ω





|ϕ|p ∗d w e
∫
Ω

















qualquer que seja ϕ ∈ C∞c (Ω). A idéia, a seguir, é particularizar a função ϕ. Para isso, con-
sidere um átomo x j da medidaω. Tome ε > 0 suficientemente pequeno e ϕε ∈ C∞c (Ω), com




. Logo, a desigualdade obtida acima fica
 
∫







≤A (p , n )p
∫












≤A (p , n )p
∫
Ω
χBε (x j ) |ϕε |
p dλ.
Fazendo ε→ 0, do Teorema da convergência dominada de Lebesgue, segue que










Por outro lado, para toda 0≤φ ∈C∞c (Ω), tem-se que
∫
Ω
φ|∇vn |p d x =
∫
Ω



































φ|∇u n |p d x +C
∫
Ω







φ|∇u |p d x . (1.18)
Assim como fizemos anteriormente, fixe um átomo x j deω e considere 0≤φε ≤ 1 em C∞c (Ω)




. Daí, como |∇vn |p d x *λ e |∇u n |p d x *µ, fazendo




















φε |∇u |p d x .
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:=µj , da desigualdade (1.17) obtemos






o que demonstra (iii).
Provemos agora, a afirmação (ii). Primeiramente, notemos que µ≥ |∇u |p d x . De fato, dada
0≤φ ∈C∞c (Ω), considere o funcional fφ : W
1,p




|∇u |pφd x .
Como |∇u |p é estritamente convexa e φ é positiva, segue que |∇u |pφ é convexa. Além
disso, fφ é fracamente semicontínuo inferiormente, uma vez que fφ é contínuo. Logo, como
u n + u em W
1,p











|∇u n |pφd x
= lim inf
n→∞
fφ(u n ) ≥ fφ(u ) =
∫
Ω
|∇u |pφd x .
Seja E ⊂Ω um conjunto mensurável qualquer. Logo, χE ∈ Lp (Ω), uma vez que Ω tem medida
finita. Assim, como χE é uma função não-negativa e limitada, da teoria da medida sabemos
da existência de uma sequência uniformemente limitada 0 ≤ φn ≤ M em C∞c (Ω) tal que






|∇u |pφn d x , para todo n ,
















|∇u |pχE d x =
∫
E
|∇u |p d x .
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Provamos assim que µ ≥ |∇u |p d x . Juntando a isso, o fato de que as medidas |∇u |p d x e
∑
j
µjδx j são mutuamente singulares, segue do Teorema da decomposição de Lebesgue que




o que demonstra (ii).
Finalmente, vamos provar a afirmação (i). Comecemos mostrando que ω0 << λ, ou seja,
dado E ⊂ Ω tal que λ(E ) = 0, então ω0(E ) = 0. Antes, porém, notemos que é suficiente
considerarmos E ⊂ Ωr
¦
x j ; j ∈J
©
, uma vez que ω0 é uma parte de ω que não apresenta
átomos. Assim, tome E ⊂ Ωr
¦





dλ <A (p , n )−p . Considerando, nova-










≤A (p , n )
∫
Ω
|φn |p dλ, ∀ n ∈N.



















Seja E ⊂ Ωr
¦
x j ; j ∈J
©
tal que λ(E ) =
∫
E
dλ = 0. Como a desigualdade (1.19) vale nesse
caso também, segue queω0(E ) = 0, donde obtemos queω0 <<λ.
O próximo passo é provar que ω0 = 0. Antes, porém, note que isso já ocorre no conjunto
¦
x j ; j ∈J
©
. Como ω0 << λ, pelo Teorema de Radon-Nikodym, existe uma função f não-




f dλ, ∀ E ⊂Ωr
¦
x j ; j ∈J
©
mensurável.




, em que y ∈Ωr
¦
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6= 0 e, nesse caso,




= 0, fazemos o seguinte: Pelo Teorema de Radon-
Nikodym, sabemos que























Daí, usando (1.16), obtemos
A (p , n ) f (y )
p

















































































Portanto, f (y ) = 0 para quase todo y ∈ Ωr
¦
x j ; j ∈J
©




f dλ, segue queω0 = 0. E assim, temos queω contém apenas átomos. Por
outro lado, como sabemos que ωn := νn − |u |p
∗
d x * ω e νn * ν , então ω = ν − |u |p
∗
d x .
E, como decompusemos a medidaω emω=ω0+
∑
j∈J
νjδx j , temos que




Concluímos assim, a demonstração do Teorema da concentração de compacidade.
Capítulo 2
O Operador Laplaciano - Caso Clássico
Ao longo deste capítulo, vamos considerar Ω ⊂ Rn um subconjunto aberto, limitado, com
0 ∈ Ω e com fronteira ∂ Ω ∈ C∞. Além disso, n ≥ 3 e λ ∈ R. Iremos estudar a existência de






−∆u =λu +u 2∗−1 em Ω
u > 0 em Ω
u = 0 sobre ∂ Ω.
(2.1)
Nosso interesse é investigar para quais valores de λ o problema acima possui solução. Esta
análise dependerá do primeiro autovalor do Laplaciano, cuja existência é garantida pelo
lema seguinte.




‖∇u ‖22 ; ‖u ‖2 = 1
©
= ‖∇u 1‖22. (2.2)
Além disso, u 1 ∈C∞(Ω) e satisfaz
−∆u 1 =λ1u 1. (2.3)
Demonstração. Defina os funcionais J ,G : H 10 (Ω)→R, dados por
J (u ) :=
∫
Ω
|∇u |2d x e G (u ) :=
∫
Ω
u 2d x ,
e o conjuntoH :=
¦
u ∈H 10 (Ω) ; ‖u ‖2 = 1
©
. Note que os funcionais J e G estão bem definidos
e além disso, J e G são de classe C 1(Ω).
30
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A idéia para provarmos (2.2) é usar o Teorema da imersão compacta aplicado em uma se-
quência minimizante. Em seguida, usaremos (2.2) e o Teorema do multiplicador de La-




Note que faz sentido tal definição, uma vez que J (u )≥ 0. Pela definição de ínfimo, existe uma
sequência (u n ) ⊂ H tal que J (u n )→ µ. Como as normas ‖ . ‖H 10 e ‖∇ . ‖2 são equivalentes,
segundo o Teorema (1.6), temos que




e assim, segue que (u n )⊂H 10 é limitada. Por sua vez, sendo H 10 (Ω) um espaço reflexivo, então
existe u 1 ∈ H 10 (Ω) tal que u n + u 1 (a menos de subsequência). Mas, como H 10 (Ω) ⊂⊂ L2(Ω),
segue da definição de imersão compacta que u n → u 2 em L2(Ω) (a menos de subsequência),
para alguma função u 2 ∈ L2(Ω). Mostremos que u 1 = u 2 q.t.p. em Ω. De fato, tomemos




≤C‖u ‖2 ≤C‖∇u ‖2 ≤C‖u ‖H 10 .
Logo, ϕ ∈H 10 (Ω)
∗. Assim, temos que
u n + u 1 em H
1
0 (Ω) =⇒ ϕ(u n )→ϕ(u 1),
pela definição de convergência fraca. Além disso,
u n → u 2 em L2(Ω) =⇒ ϕ(u n )→ϕ(u 2).
E assim, temos que ϕ(u 1) =ϕ(u 2), ∀ ϕ ∈ L2(Ω)∗. Usando o Teorema de Banach obtemos







Portanto, u 1 = u 2 q.t.p. em Ω.
Agora, como u n → u 1 em L2(Ω), então ‖u n‖2→‖u 1‖2. No entanto, como ‖u n‖2 = 1, para todo
n ∈ N, segue que u 1 ∈ H . Por outro lado, como u n + u 1 em H 10 (Ω), segue que
‖u 1‖H 10 ≤ lim inf ‖u n‖H 10 . Assim,
µ ≤ J (u 1)≤ ‖u 1‖2H 10 ≤

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Logo J (u 1) = µ e isto prova (2.2). Para provarmos (2.3) iremos usar o Teorema do multipli-
cador de Lagrange, uma vez que u 1 é um ponto crítico restrito aH . Assim, existe k ∈ R tal
que J ′(u 1)v = k G ′(u 1)v, ∀ v ∈H 10 (Ω), isto é,
∫
Ω
∇u 1∇v d x = k
∫
Ω
u 1v d x , ∀ v ∈H 10 (Ω). (2.5)





−∆u 1 =λ1u 1 em Ω
u 1 = 0 sobre ∂ Ω,
no sentido fraco. Agora, chamando f =λ1u 1, temos que f ∈H 10 (Ω), uma vez que u 1 ∈H 10 (Ω).
Como ∂ Ω ∈ C∞, dos resultados clássicos de regularidade (ver Teorema 5, página 323, de
[Eva09]), temos que u 1 ∈H 3(Ω). Por sua vez, f ∈H 3(Ω) o que implica, pelo mesmo Teorema,
que u 1 ∈H 5(Ω). Aplicando o Teorema recursivamente, concluímos que u 1 ∈H l (Ω)∀ l . Segue
da desigualdade geral de Sobolev que u 1 ∈C∞(Ω).
Agora, como
div (∇u 1v ) =∆u 1v +∇u 1∇v,





∆u 1v d x =−
∫
Ω
∆u 1v d x +
∫
Ω
div (∇u 1v ) =λ1
∫
Ω
u 1v d x ,
uma vez que v ∈H 10 (Ω). Assim,
∫
Ω
(−∆u 1−λ1u 1)v d x = 0, ∀ v ∈H 10 (Ω).
Portanto, −∆u 1 =λ1u 1 em Ω.
Observação 2.2. A autofunção u 1 pode ser tomada positiva. De fato, como ∇|u 1| = ±∇u 1,
segue de (2.4) que J (|u 1|) = µ. Deste modo podemos substituir u 1 por |u 1| e assim podemos
supor u 1 ≥ 0. Usando o princípio do máximo clássico, vemos que u 1 > 0 em Ω.
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Lema 2.3 (Identidade de Pohozaev). Sejam n ≥ 3 e u ∈C 2(Ω)∩C 1(Ω) solução de (2.1). Então,





|∇u |2x ·ν (x ) d s =λ
∫
Ω
u 2d x ,
sendo ν (x ) o vetor normal à ∂ Ω em x .









∗−1∇u ·x d x +λ
∫
Ω
u∇u ·x d x . (2.6)




(∇u ·x )∆u d x =
∫
∂ Ω
(∇u ·x )∇u ·ν (x )d s −
∫
Ω
∇(∇u ·x )∇u d x . (2.7)
Igualando as expressões (2.6) e (2.7), obtemos
∫
Ω
∇(∇u ·x )∇u d x −
∫
∂ Ω




∗−1∇u ·x d x +λ
∫
Ω
u∇u ·x d x (2.8)





= 0 ∀ t . Assim, u
 
γ(t )
′ = ∇u (γ(t )) · γ′(t ) e então ∇u (x ) · γ′(0) = 0. Portanto,
∇u (x ) é perpendicular ao espaço tangente Tx∂ Ω. Logo, existe α ∈R tal que ∇u (x ) = αν (x ).
Entretanto, sendo ν unitário, segue que∇u (x ) =±|∇u (x )|ν (x ) e assim,
∫
∂ Ω
(∇u ·x )∇u ·ν (x )d s =
∫
∂ Ω




|∇u |2x ·ν (x )d s . (2.9)
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Note que





















∂ x1∂ x i























∂ x i∂ x1
!












































∇(∇u ·x )∇u d x =
∫
Ω
























|∇u |2x ·ν (x )d s . (2.10)

















∗−1∇u ·x d x +λ
∫
Ω



























·x +u 2∗n . Logo, pelo Teorema do divergente, obtemos
∫
Ω





d x , (2.12)
já que u se anula na fronteira. Analogamente, como div (u 2 ·x ) =∇(u 2) ·x +u 2n , segue que
∫
Ω
∇(u 2) ·x d x =−n
∫
Ω
u 2d x . (2.13)
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u 2d x . (2.14)
Como u satisfaz −∆u =λu +u 2∗−1, multiplicando tal igualdade por u , obtemos
−∆u u = u 2∗ +λu 2.




∆u u d x =
∫
Ω








u 2d x .












































|∇u |2x ·ν (x ) d s =λ
∫
Ω
u 2d x .
A partir de agora passaremos a estudar o problema (2.1). Usando a identidade de Pohozaev
e o primeiro autovalor λ1 iremos mostrar que não existe solução para (2.1) quando λ≤ 0 ou
λ≥λ1.
Teorema 2.4. Suponha n ≥ 3. Então:
(1) Se λ≤ 0 e Ω é estrelado com respeito à origem deRn , o problema (2.1) não possui solução;
(2) Se λ≥λ1, o problema (2.1) não possui solução.
Demonstração. Prova de (1). Suponha por contradição que exista u solução de (2.1). Segue
da teoria clássica que qualquer solução de (2.1) é de classe C 2(Ω).
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|∇u |2x ·ν (x ) d s =λ
∫
Ω
u 2d x .
Note que o lado direito desta igualdade é não-positiva. Por outro lado, como Ω é estrelado e
0∈ int Ω, segue que existe Ω′ ⊂ ∂ Ω tal que |Ω′|> 0 e
x ·ν (x )> 0, ∀ x ∈Ω′.









|∇u |2x ·ν (x )d s > 0,
o que claramente é um absurdo.




∗−1v d x +λ
∫
Ω
u v d x =−
∫
Ω
v∆u d x , ∀ v ∈H 10 (Ω).




∗−1u 1d x +λ
∫
Ω
u u 1d x =−
∫
Ω
u 1∆u d x .
Como div (∇u u 1) =∆u u 1+∇u∇u 1, segue que
∫
Ω
∇u∇u 1d x =−
∫
Ω
∆u u 1d x .




∗−1u 1d x +λ
∫
Ω
u u 1d x =
∫
Ω
∇u∇u 1d x . (2.15)




u u 1d x =−
∫
Ω
∆u 1u d x .




u u 1d x =
∫
Ω
∇u∇u 1d x .
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∗−1u 1d x +λ
∫
Ω
u u 1d x .




u u 1d x > 0,
de onde segue que λ1 >λ.




−∆u =λu em B1(0)
u = 0 sobre ∂ B1(0).
(2.16)
Pelo Teorema 2 da página 521 de [Eva09], temos que soluções deste tipo de problema são
radiais. Logo, podemos considerar u (x ) = v (r ), com r = |x |. Então, podemos reescrever o







v ′ =λv, r ∈ (0, 1)
v (1) = v ′(0) = 0.
Neste caso, λ1 =π2 é o primeiro autovalor.
Podemos observar a influência da dimensão na não existência de solução para o problema
(2.1) no seguinte Teorema.
Teorema 2.6. Sejam n = 3, Ω= B1(0) e λ≤
λ1
4
. Então, o problema (2.1) não tem solução.
Demonstração. Como para λ≤ 0 já sabemos que o problema em questão não tem solução,
vamos considerar 0 < λ ≤
λ1
4
. Suponha por contradição que u seja solução de (2.1). Apli-
cando o mesmo resultado que foi utilizado na observação (2.5), temos que u é radial, isto é,
u (x ) = v (r ), com r = |x |. Como
∂ 2u
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v ′ = v 5+λv, r ∈ (0, 1)
v (1) = v ′(0) = 0.
(2.17)









rψ(v ′)2d r +
∫ 1
0
r 2ψ′(v ′)2d r +2
∫ 1
0
r 2ψv ′v ′′d r =ψ(1)(v ′(1))2. (2.18)




r 2ψv ′v ′′d r =−2
∫ 1
0
r 2ψv ′v 5d r −2λ
∫ 1
0
r 2ψv ′v d r −4
∫ 1
0
r (v ′)2ψd r.
Substituindo o resultado na equação (2.18), ficamos com
ψ(1)(v ′(1))2 = 2
∫ 1
0
rψ(v ′)2d r +
∫ 1
0
r 2ψ′(v ′)2d r −2
∫ 1
0




r 2ψv ′v d r −4
∫ 1
0
r (v ′)2ψd r. (2.19)

























































r 2ψv v ′

 ,





r 2ψv v ′d r = 2λ
∫ 1
0
rψv 2d r +λ
∫ 1
0
r 2ψ′v 2d r. (2.21)



















































































r 2v 2ψ′′′d r. (2.24)
Além disso, pelo Teorema fundamental do cálculo, obtemos ainda os seguintes resultados
∫ 1
0
r v 2ψ′′d r =−
∫ 1
0
v 2ψ′d r −2
∫ 1
0




v 2ψ′d r =−2
∫ 1
0
v v ′ψd r. (2.26)
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v 2r 2d r. (2.29)
Note que a igualdade acima é válida para toda função ψ ∈ C∞(0, 1) tal que ψ(0) = 0. Em




. Além disso, da observação (2.5), sabe-
mos que λ1 = π2. Assim, como 0 < λ ≤
π2
4





≥ 0. Deste modo
ψ′′′
4
+λψ′ = 0 e ψ(1)≥ 0.
Com esta análise, concluímos de (2.29) que
∫ 1
0
v 6(rψ− r 2ψ′)d r ≤ 0. (2.30)
No entanto, como











para 0< r < 1, temos que
∫ 1
0
v 6(rψ− r 2ψ′)d r > 0,
o que é um absurdo com (2.30). Portanto, o problema (2.1) não tem solução nesse caso.
Os próximos resultados serão cruciais para a prova da existência de solução do problema
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2 ; ‖u ‖2∗ = 1
©
.






‖∇u ‖22 ≥ λ1‖u ‖
2
2, ∀ u ∈H
1
0 (Ω).
Daí, para todo u ∈H 10 (Ω),
‖∇u ‖22−λ‖u ‖
2
2 ≥ (λ1−λ)‖u ‖
2
2 ≥ 0.




























0 se |x |> 2δ
1 se |x |<δ,
e considere a função








A idéia da demonstração é avaliar o quociente Qλ(u ε) para ε suficientemente pequeno.










































Passaremos a estimar cada uma das integrais do lado direito dessa igualdade. Do Teorema




































n d x .




n é integrável sobre todo o Rn . De fato, como Ωε ⊂ Rn é












n d x .



















sendo Sr a esfera em Rn de raio r . Considerando o volume |S1| = C e aplicando o Teorema









































n d r ≤ eC +C
∫ r0
r1

























n d x <∞.























n d x .















n d x . (2.33)



















































Das limitações (2.33) e (2.34), juntamente com a estimativa acima, obtemos
∫
Ω








n d x +C1, (2.35)
para alguma constante C1 > 0 que não depende de ε.
(ii) Análise de ‖u ε‖22∗ .




























n d x .
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Tal quebra é possível, visto que ambas as integrais são finitas. Para a demonstração dessa










































































Usando esta desigualdade, (2.36) e o fato que x 7→ x
2










































−C2ε > 0. (2.37)
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Agora iremos separar a análise em dois casos.


























n−2 d x −C3.
Por outro lado, para n = 4, temos de (2.38) que
∫
Ω





































































































é uma função extremal para a desigualdade







=A (2, n )2
∫
Rn
|∇h |2d x .






































n−2 d x .
Assim, para n > 4 e como λ> 0, temos

































para ε > 0 suficientemente pequeno.
Da mesma forma, para n = 4 e λ> 0, temos







para ε > 0 suficientemente pequeno. Portanto, em ambos os casos, temos que
Qλ(u ε)<A (2, n )−2,
para ε > 0 suficientemente pequeno. Assim, da definição de Sλ, obtemos Sλ <A (2, n )−2.
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O próximo resultado segue em linhas gerais as mesmas idéias anteriores. No entanto, a
região Ω deve ser a bola de R3 e a função corte não pode ser qualquer.
Proposição 2.9. Sejam n = 3,
λ1
4
<λ e Ω= B1(0) := B1. Então Sλ <A (2, 3)−2.






, sendo r = |x |. Defina, para ε > 0,































































 d r −2
∫ 1
0
ϕ′(r )ϕ(r )r 3
 
ε+ r 2












d s = r 2
∫
S1




ϕ(r )ϕ′(r )r 3
 
ε+ r 2



















Dessa forma, substituindo tal igualdade na igualdade anterior, obtemos
∫
B1















































3 d r. (2.39)
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3 d x . (2.40)
Logo, substituindo (2.40) na desigualdade (2.39), obtemos
∫
B1
|∇u ε |2d x ≤ω
∫ 1
0








3 d x . (2.41)

































































3 d x ≤Cε
− 12 .






































3 d x −Cε

, com C > 0.
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Elevando esta desigualdade a
1
3












































































ϕ(r )2d r −Cε
1
2 . (2.43)
Assim, substituindo os valores encontrados em (2.41), (2.42) e (2.43) na definição de Qλ,













3 d y −ωλ
∫ 1
0







































ϕ′(r )2d r −λ
∫ 1
0
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Agora, como h(x ) =

1+ |x |2
− 12 é uma função extremal para a desigualdade ótima de Sobolev,
segue que





























































































Assim, de (2.45) e (2.46), obtemos


























Como K < 0, então, para ε > 0 suficientemente pequeno, temos que Qλ(u ε) < A (2, 3)−2.
Então, segue que Sλ <A (2, 3)−2.
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Teorema 2.10. O problema (2.1) possui uma solução quando:
(1) n ≥ 4 e 0<λ<λ1;




Demonstração. Prova de (1). Defina o conjuntoH :=
¦
u ∈H 10 (Ω) ; ‖u ‖2∗ = 1
©
e o funcional
J : H 10 (Ω)→R, dado por
J (u ) :=
∫
Ω
|∇u |2d x −λ
∫
Ω
u 2d x .







‖∇u ‖22 ≥C‖∇u ‖
2
2.
Logo, fica bem definido Sλ = inf
u∈H
J (u ). Seja (u n ) ⊂ H tal que J (u n ) → Sλ. Portanto, da
desigualdade acima, segue que









ou seja, (u n ) é limitada em H 10 (Ω). Como o espaço H
1
0 (Ω) é reflexivo, temos que
u n + u 0 ∈H 10 (Ω) (a menos de subsequência).
Agora, considere as medidas νn = |u n |2
∗
d x e µn = |∇u n |2d x , as quais são limitadas, pela
observação (1.32). Logo, pelo Teorema (1.31), temos que νn * ν e µn * µ, sendo ν e µ
medidas limitadas emΩ. Assim, pelo Teorema da concentração de compacidade, existem um
conjunto no máximo enumerável J , uma família de pontos
¦
x j ; j ∈J
©
⊂ Ω e famílias de
números positivos
¦




µj ; j ∈J
©
tais que










(iii) A (2, n )2µj ≥ (νj )
2
2∗ .
Aqui, δx j representa a medida atômica. Portanto,
J (u 0)≤ lim inf
∫
Ω
|∇u n |2d x −λ
∫
Ω




Por outro lado, como (u n ) ⊂ H 10 (Ω), segue que u n → u 0 ∈ L2(Ω) (a menos de subsequência).
Logo, ‖u n‖22→‖u 0‖
2
2.
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Daí, usando (iii),




















































νj = 1. (2.48)
Donde extraímos que
∑
νj ≤ 1. A equação acima também fornece-nos indícios do caminho
que devemos seguir, a saber, provar queJ = ;. Para isso, procedamos por contradição. Pela















Daí, como νj ≤
∑
νj ≤ 1 para todo j ∈ J e
2
2∗
< 1, segue que νj ≤ νj
2
2∗ , ∀ j ∈ J . Com tais









































0≤ J (u 0)<Sλ‖u 0‖22∗ ≤Sλ‖u 0‖2∗ .
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o que também caracteriza um absurdo, uma vez que
u 0
‖u 0‖2∗
∈H . Portanto, J = ;. Segue de
(2.48) que ‖u 0‖2∗ = 1, e portanto, u 0 ∈H . Além disso, da desigualdade (2.47), temos que
J (u 0)≤ inf
u∈H
J (u ).
Portanto, J (u 0) =Sλ e pelo Teorema do multiplicador de Lagrange (1.25), existe k ∈R tal que
J ′(u 0)v = k G ′(u 0)v, ∀ v ∈H 10 (Ω), onde
G (u ) :=
∫
Ω





∇u 0∇v d x −2λ
∫
Ω




2∗−1v d x , ∀ v ∈H 10 (Ω).






∇u 1∇v d x −λ
∫
Ω




2∗−1v d x , ∀ v ∈H 10 (Ω). (2.49)
Concluímos assim que u 1 ∈ H 10 (Ω) é solução fraca do problema (2.1). Além disso, u 1 ≥ 0,
uma vez que podemos considerar u 0 ≥ 0. Agora, usando resultado de regularidade clássico,
segue que u 1 ∈C 2(Ω). Deste modo, usando (2.49) encontramos
∫
Ω







v d x , v ∈H 10 (Ω).
Portanto−∆u 1 =λu 1+u 12∗−1, u 1 ≥ 0 e u 1 = 0 sobre ∂ Ω. Além disso, do princípio de máximo
clássico seque que u 1 > 0 em Ω. Isto mostra que (2.1) possui uma solução clássica.
Para provarmos (2) devemos seguir exatamente a mesma argumentação dada na demon-
stração de (1). Apenas usaremos a Proposição (2.9) no lugar da Proposição (2.8) para obter-
mos Sλ <A (2, 3)−2.
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=λu p−1+u p ∗−1 em Ω
u > 0 em Ω
u = 0 sobre ∂ Ω.
(3.1)
Como tal equação é uma generalização do problema tratado no capítulo anterior, precisare-
mos estender alguns resultados de regularidade e princípios de comparação, os quais serão
estudados nas duas primeiras seções deste capítulo. No que segue, Ω denotará um subcon-
junto aberto e limitado do Rn , com fronteira ∂ Ω∈C∞ e 1< p < n .
3.1 Identidade de Pohozaev
Como almejamos fazer uma análise quanto a resolubilidade do problema (3.1), podemos
proceder como no capítulo anterior, obtendo uma Identidade de Pohozaev para soluções do
problema em estudo. No entanto, para obtermos tal identidade, é necessário que a solução
seja de classe C 1 até a fronteira, além de regularidade C 2 no interior de Ω. Porém, em geral,
as soluções de (3.1) são no máximo C 1,α(Ω), para algum 0 < α < 1. Para contornar esta difi-












= f em Ω
u ε = 0 sobre ∂ Ω,
(3.2)
para ε > 0, sendo f ∈C 0,α(Ω). Usando o Teorema 8.3, página 301, do livro de Ladyzhenskaya
[LU68], vemos que o problema (3.2) possui uma solução u ε ∈C 2(Ω), para todo ε > 0. Assim,
54
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com tal regularidade garantida, estamos em condições de obter a Identidade de Pohozaev
para soluções do problema degenerado (3.1).












|∇u |p (x ·ν )dσ.
Demonstração. Defina o seguinte campo vetorial
P := g ε(x ) (∇u ε · x )∇u ε(x ), sendo g ε =





Então, do Teorema do divergente, temos que




(∇u ε · x )+ g ε∇u ε∇ (∇u ε · x ) . (3.3)
Assim, como




























































































∂ xk∂ x j
x j

+ |∇u ε |2. (3.4)












































∂ xk∂ x j
xk . (3.5)
Assim, de (3.4) e (3.5), segue que








+ |∇u ε |2. (3.6)
Agora, multiplicando −div (g ε∇u ε) = f por u ε, obtemos, por integração por partes,
∫
Ω
g ε |∇u ε |2d x =
∫
Ω
f u εd x . (3.7)
































ε+ |∇u ε |2

p













































ε+ |∇u ε |2

p






























g ε (∇u ε ·x ) (∇u ε ·ν ) dσ.
Porém, como u ε ≡ 0 sobre ∂ Ω e ν é o vetor normal unitário, temos que∇u ε =±|∇u ε |ν .
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Segue do Teorema do divergente que
∫
Ω
div Pd x =
∫
∂ Ω
g ε (∇u ε ·x ) (∇u ε ·ν )dσ=
∫
∂ Ω




div Pd x =
∫
Ω
div (g ε∇u ε)(∇u ε ·x )d x +
∫
Ω



































































ε+ |∇u ε |2

p


















































Fazendo ε → 0 na igualdade acima, pelo Teorema A.4, presente no apêndice desta disser-

























|∇u |p d x =
∫
Ω
f u d x .




















|∇u |p (x ·ν )dσ. (3.12)
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Considere a função H :R→R, dada por






∴ H ′(u ) = f .
Daí, temos que
∇H (u (x )) =H ′(u )∇u (x ) = f ∇u (x ).




(∇u ·x ) f d x =−
∫
Ω
(x ·∇H (u ))d x = n
∫
Ω
H (u )d x .




















|∇u |p (x ·ν )dσ.












|∇u |p (x ·ν )dσ.
3.2 O princípio de comparação forte
Nesta seção apresentaremos alguns resultados, os quais, além de serem considerados
generalizações de princípios de máximo e comparação conhecidos, serão indispensáveis
para a continuação do estudo da existência de solução.
Proposição 3.2. Sejam Ω ⊂ Rn aberto e conexo, f , g ∈ L∞loc(Ω) e u , v ∈ W
1,p











em Ω. Assuma u ≥ v e f ≥ g , ambas q.t.p. em Ω. Se K = {x ∈Ω ; u (x ) = v (x )} é compacto,
então K é vazio.
Demonstração. Suponha, por redução ao absurdo, que o conjunto K = {x ∈Ω ; u (x ) = v (x )}
seja compacto e não-vazio. Como dist (K ,∂ Ω)> 0, existe um subconjunto aberto Ω1 tal que
K ⊂Ω1 ⊂Ω1 ⊂Ω.
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= f em Ω1













= g em Ω1
vε = v sobre ∂ Ω1
(3.13)
os quais possuem solução fraca em W 1,p (Ω1). De fato, note que a única diferença entre estas
equações e o problema perturbado (3.2) é a condição sobre a fronteira. Logo, o espaço onde
procuramos um minimizante do funcional associado ao problema contém informação so-
bre o valor da solução na fronteira, diferente da solução nula. No entanto, a existência de tal
minimizante é garantida pelo Teorema 5 da página 453 do [Eva09]. Além disso, já sabemos
que u ε, vε ∈C 1,α′(Ω1) e
lim
ε→0
u ε = u e lim
ε→0
vε = v em C 1(Ω1).
Considere, agora, um outro subconjunto aberto de Ω, digamos Ω2, tal que




(u −v )> 0.
Como temos, em particular, que
‖u ε−u ‖C 1(Ω2), ‖vε−v ‖C 1(Ω2) −→ 0, quando ε→ 0,
podemos escolher ε > 0 suficientemente pequeno de tal forma que








em K e u ε−vε >
η
2
sobre ∂ Ω2. (3.14)
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Agora, note que, em Ω2
f − g = −div













































F (y )− F (x )

, (3.15)





2 z i , x =∇vε e y =∇u ε. Como
∂ F
∂ x j










2 z i z j ,
do Teorema do valor médio e da equação (3.15), obtemos


























































para t i ∈ (0, 1) e wε = u ε−vε. Daí, denotando
a εi j =









































= f − g ≥ 0 em Ω2 (3.16)














( f − g )φd x ≥ 0, ∀φ ∈C∞c (Ω2) não-negativa.
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Considere ρ =min
Ω2
wε e o conjunto onde o mínimo é atingido, isto é,
Kρ =

x ∈Ω2 ; wε(x ) =ρ
	
,
o qual é um compacto não-vazio, por (3.14). Nesse conjunto, temos que∇u ε =∇vε, e então,
a εi j =

















Note que os coeficientes a εi j acima são as componentes da matriz Hessiana da função con-











a εi jξiξj ≥ θ |ξ|
2, ∀ ξ∈Rn , (3.17)
para algum θ > 0. Considere, ainda, uma vizinhança aberta Ωρ de Kρ tal que
Kρ ⊂Ωρ ⊂Ωρ ⊂Ω2.
Então, wε > ρ sobre ∂ Ωρ e (3.17) ainda continua válida em Ωρ (o que pode mudar é a
constante θ ). Então, pelo princípio de máximo forte (Teorema 8.19, pág. 198, [GT01]) apli-
cado à função wε, obtemos que wε deve ser constante em Ωρ. Como em Kρ temos wε = ρ,
segue que wε =ρ em Ωρ, contradizendo o fato que wε >ρ sobre ∂ Ωρ.
A seguir, provaremos um resultado de comparação que será útil nas próximas demonstrações.









= f em Ω









= g em Ω
v = 0 sobre ∂ Ω,
(3.18)
no sentido fraco, com f ≥ g q.t.p. em Ω. Então, u ≥ v em Ω.
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Demonstração. Como u e v são soluções fracas para tais problemas, temos, em particular
∫
Ω
|∇u |p−2∇u∇φd x =
∫
Ω






|∇v |p−2∇v∇φd x ,




|∇u |p−2∇u − |∇v |p−2∇v

∇φd x ≥ 0, ∀φ ≥ 0. (3.19)
Agora, considere o conjunto Ωε = {x ∈Ω ; v (x )> u (x )+ ε}, para ε > 0. Suponha por con-





v (x )−u (x )− ε0 em Ωε0
0 em ΩrΩε0 .
Nota-se que v −u = ε0 sobre ∂ Ωε0 e que 0 ≤ φε0 ∈W
1,p





|∇u |p−2∇u − |∇v |p−2∇v

(∇u −∇v )d x ≤ 0.
Em vista da Proposição (1.15), concluímos que
|∇u −∇v |= 0 em Ωε0 .
No entanto, sendo Ωε0 um subconjunto aberto e conexo, e v −u = ε0 sobre ∂ Ωε0 , segue que
v −u = ε0 em Ωε0 . (3.20)
ComoΩε0 6= ;, entãoΩε1 6= ; para todo ε1 < ε0. Assim, pelo mesmo raciocínio acima, obtemos
que
v −u = ε1 em Ωε1 . (3.21)
Das igualdades (3.20) e (3.21), segue que ε0 = ε1 em Ωε0 , o que é um absurdo. Logo, Ωε = ;,
para todo ε > 0. Portanto, v ≤ u em Ω.
O resultado seguinte estende o Lema de Hopf clássico.
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Proposição 3.4. Sejam Ω ⊂ Rn um subconjunto aberto conexo e limitado, f , g ∈ L∞(Ω) e








= f em Ω









= g em Ω
v = 0 sobre ∂ Ω.
Se assumirmos que f ≥ g ≥ 0 q.t.p. em Ω e que o conjunto C =

x ∈Ω ; f (x ) = g (x )
	
tem
interior vazio, então temos que






(x )≤ 0, ∀ x ∈ ∂ Ω.
Demonstração. Primeiro devemos observar que existe um conjunto de medida positiva onde
f > 0. De fato, caso contrário C = Ω, pois f ≥ g ≥ 0, porém C tem interior vazio. Portanto,
u 6≡ 0. Além disto, segue da Proposição 3.3 que v ≥ 0 e também u ≥ v . Logo, u ≥ 0 e u 6≡ 0 e
então, por [Vaz84], segue que
u (x )> 0 em Ω e
∂ u
∂ ν
(x )< 0, ∀ x ∈ ∂ Ω.
Considere K = {x ∈Ω ; u (x ) = v (x )} e suponha por contradição que K 6= ;. Da Proposição
3.2, sabemos que o conjunto K não pode ser compacto. Então, existe uma sequência
(xn ) ⊂ K tal que xn → x0, com x0 ∈ ∂ Ω. Daí, como (xn ) ⊂ K , temos que ∇u (xn ) = ∇v (xn ).







Agora, considere w = u−v . Usando a mesma argumentação da demonstração da Proposição












= f − g ≥ 0,
sendo a i j = a 0i j (ε = 0). Em particular, como∇u (x0) =∇v (x0), temos que
a i j (x0) = |∇u (x0)|p−4
¨
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a i j (x0)ξiξj ≥ θ |ξ|2, ∀ ξ∈Rn e θ > 0.
Pela continuidade de ∇u , podemos construir uma bola B ⊂ Ω tal que x0 ∈ ∂ B , sobre a qual




a i j (x )ξiξj ≥ γ|ξ|2, ∀ ξ∈Rn , ∀ x ∈ B e γ> 0.
Por sua vez, como w ≥ 0 em B , temos duas possibilidades: w ≡ 0 ou w 6≡ 0 em B . Se w ≡ 0,
então f = g em B , o que entra em contradição com o fato de que int C = ;. Caso contrário,










contradizendo a igualdade (3.22). Assim, como em ambas as possibilidades chegamos a um
absurdo, temos que K = ;. Logo, segue que
u (x )> v (x )≥ 0, ∀ x ∈Ω.






(x )≤ 0, ∀ x ∈ ∂ Ω. (3.23)
Como u = 0= v sobre ∂ Ω temos que∇u (x0) =±|∇u (x0)|ν e∇v (x0) =±|∇v (x0)|ν , sendo ν o







para algum x0 ∈ ∂ Ω. Então |∇u (x0)| = |∇v (x0)| e portanto ∇v (x0) = ±|∇u (x0)|ν . Com isto














a i j (x )ξiξj ≥ γ|ξ|2, ∀ ξ∈Rn , ∀ x ∈ B ⊂Ω e γ> 0,
com x0 ∈ ∂ B . Como w = u−v > 0 emΩ, temos que
∂w
∂ ν







(x0). Portanto, segue (3.23).
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3.3 Existência e não-existência de solução










= u p ∗−1+λu p−1 em Ω
u > 0 em Ω
u = 0 sobre ∂ Ω.
(3.24)
A demonstração do próximo resultado depende da Identidade de Pohozaev, cuja verificação
independe do sinal da solução, como já foi constatado. Além disso, λ1 denotará o primeiro
autovalor do p -Laplaciano.
Teorema 3.5. Seja 1< p < n. Então:
(i) Se Ω for estrelado com respeito à origem e λ≤ 0, então (3.24) não tem solução em W 1,p0 (Ω);
(ii) Se λ≥λ1, então o problema (3.24) não admite solução em W
1,p
0 (Ω).
Demonstração. Prova de (i). Suponha, por redução ao absurdo, que exista u ∈ W 1,p0 (Ω)













|∇u |p (x ·ν )dσ≥ 0,
donde segue o absurdo.
Para o caso em que λ= 0, temos que
∫
∂ Ω
|∇u |p (x ·ν )dσ= 0,
pelo Teorema 3.1. Além disso, como u ∈ C 1(Ω), segue de [Vaz84] que
∂ u
∂ ν
< 0 em ∂ Ω. Por
outro lado, como Ω é estrelado, obtemos que x · ν (x ) > 0, ∀ x ∈ Ω′, com Ω′ ⊂ ∂ Ω sendo um
subconjunto com medida positiva em ∂ Ω. Portanto,
∫
∂ Ω
|∇u |p (x · ν )dσ > 0, contradizendo
a igualdade anterior.
Prova de (ii). Sabemos que o primeiro autovalor do p -Laplaciano é dado por
λ1 =max
n
ρ > 0 ; ‖u ‖pp ≤ρ
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φ > 0 em Ω
φ = 0 sobre ∂ Ω.
(3.25)
Usando idéias análogas ao Lema 2.1 podemos provar que existeφ ∈W 1,p0 (Ω), φ ≥ 0, solução
fraca de (3.25). Da Proposição 1.13 segue que φ ∈ L∞(Ω) e por [Tol84] φ ∈C 1(Ω). Além disto,
por [Vaz84],φ > 0 em Ω e portanto
∂ φ
∂ ν
< 0 sobre ∂ Ω.
Agora, suponha por redução ao absurdo, que exista u ∈ W 1,p0 (Ω) solução de (3.24). Logo,
u ∈C 1(Ω) e
∂ u
∂ ν
< 0 sobre ∂ Ω. Considere o conjunto
Λ=

ε > 0 ; u (x )> εφ(x ), ∀ x ∈Ω
	
,
o qual é não-vazio (ver argumentação do Teorema A.5 do Apêndice desta dissertação). Logo,
podemos considerar
ε0 = sup{ε > 0 ; ε ∈Λ}
e definirφ0 = ε0φ. Assim, u (x )≥φ0(x ), ∀ x ∈Ω. Defina
f =λu p−1+u p
∗−1 e g =λ1φ0p−1.
Como λ ≥ λ1 e u ≥ φ0 em Ω, segue que f > g em Ω. Logo, int

x ∈Ω ; f (x ) = g (x )
	
= ; e




















> 1 sobre ∂ Ω.
Seja ρ =min {Q(x ) ; x ∈ ∂ Ω}> 1. Afirmamos que existe α> 0 tal que
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Além disso, existe subsequência de (xn ), a qual vamos continuar denotando pela sequência












































ε0φ(x ), ∀ x ∈Ω,
o que contradiz a escolha de ε0.
Doravante, analisaremos a existência de solução para o problema (3.24). E assim como no












|u |p ∗d x = 1
«
.
Além disso, vamos considerar a constante ótima de Sobolev
∫
Rn




≤A (p , n )
∫
Rn
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Observação 3.6. Se 0< λ< λ1, então Sλ está bem definida. De fato, em W
1,p
0 (Ω), temos que
‖u ‖p <∞. E, como estamos considerando 0<λ<λ1, obtemos
∫
Ω
|∇u |p d x −λ
∫
Ω
|u |p d x ≥ (λ1−λ)
∫
Ω
|u |p d x ≥ 0.
Lema 3.7. Para qualquer 0<λ<λ1, temos que Sλ <A (p , n )−p .
Demonstração. Definamos as seguintes funções
Qλ(u ) =




, ∀ u ∈W 1,p0 (Ω), u 6= 0
e









, para ε ∈ (0, 1],
sendo φ ∈ C∞c (Ω), 0 ≤ φ ≤ 1 e φ ≡ 1 numa vizinhança de 0, digamos Bδ. A idéia da





























































Logo, pela Proposição 1.14,












































n d x +C1.
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Fazendoφp = 1+(φp −1), obtemos que
∫
Ω





























































n d x +C1. (3.28)








































































































































































































































































Passo 3: Notemos que
∫
Ω














































































































































n−p d x −C3. (3.31)
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Agora, se p 2 = n , temos
∫
Ω



































































































Como queremos fazer a análise para ε > 0 suficientemente pequeno, podemos tomá-lo de
tal forma que δε
1−p
p > 1, o que justifica a igualdade demarcada por “ ∗ ” acima.




















































































Por outro lado, como a função
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é extremal para a desigualdade ótima de Sobolev, temos que
A (p , n )−p =
∫
Rn
|∇z |p d x
∫
Rn
















































n−p d x .
Daí, para p 2 < n , usando (3.31), obtemos











































o que nos permite concluir que Qλ(u ε)−A (p , n )−p < 0, para ε > 0 suficientemente pequeno.
Agora, para p 2 = n , temos

































para ε > 0 suficientemente pequeno.
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Em qualquer um dos casos, tem-se que Qλ(u ε) < A (p , n )−p , para ε > 0 suficientemente
pequeno. Assim, da definição de Sλ, segue que Sλ <A (p , n )−p .
Teorema 3.8. Assuma 1 < p 2 ≤ n. Então, para todo λ ∈ (0,λ1), o problema (3.24) admite
solução em W 1,p0 (Ω).
Demonstração. Defina o conjuntoH :=
¦
u ∈W 1,p0 (Ω) ; ‖u ‖p ∗ = 1
©
e o funcional
J (u ) := ‖∇u ‖pp −λ‖u ‖
p
p .
Como Sλ = inf
u∈H
J (u ), existe (u n ) ⊂H tal que J (u n )→ Sλ. Portanto, J (u n ) ≤ C , donde segue
que (u n ) é limitada em W
1,p
0 (Ω), uma vez que






E assim, temos que
u n + u 0 em W
1,p
0 (Ω) (a menos de subsequência).
Agora, como a imersão W 1,p ,→ Lp ∗ não é compacta, precisamos considerar as medidas
νn = |u n |p
∗
d x e µn = |∇u n |p d x ,
as quais são limitadas, pela observação (1.32). Logo, pelo Teorema (1.31), temos que νn *ν
e µn *µ. Além disso, temos que ‖ν‖ ≤ lim inf ‖νn‖ e ‖µ‖ ≤ lim inf ‖µn‖. Desta forma, pelo
Teorema da concentração de compacidade, existem um conjunto no máximo enumerável
J , uma família de pontos
¦
x j ; j ∈J
©
⊂ Ω e famílias de números positivos
¦




µj ; j ∈J
©
tais que










(iii) A (p , n )−p (νj )
p
p∗ ≤µj .
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Daí, usando a propriedade (ii) e a imersão compacta de W 1,p0 (Ω) em Lp (Ω), temos
J (u 0) ≤ µ(Ω)−
∑
j∈J
µjδx j (Ω)−λ‖u 0‖
p
p


































Mais ainda, utilizando a propriedade (iii), obtemos














νj = 1. (3.33)
Esta igualdade, além de fornecer a informação de que
∑
j
νj ≤ 1, também nos dá indícios do
caminho a ser seguido: provar que J = ;. Assim, suponha, por redução ao absurdo, que tal
conjunto seja não-vazio. Como Sλ <A (p , n )−p , segue de (3.32) que



















Daí, como νj ≤
∑
j
νj ≤ 1, j ∈J e
p
p ∗
< 1, segue que νj ≤ νj
p
p∗ , donde obtemos
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Assim, se ‖u 0‖
p ∗
p ∗ = 0, chegamos a um absurdo com a desigualdade acima. Por outro lado, se
‖u 0‖
p ∗
p ∗ 6= 0, como ‖u 0‖
p ∗







o que resulta numa contradição. Como em qualquer uma das possibilidades chegamos a
uma contradição, devemos ter J = ;. Assim, da equação (3.33), segue que ‖u 0‖p ∗ = 1 e,
portanto, u 0 ∈H . Logo, da equação (3.32), temos que
J (u 0)≤Sλ = inf
u∈H
J (u ),
isto é, J (u 0) =Sλ. Logo, pelo Teorema do multiplicador de Lagrange, existe k ∈R tal que
∫
Ω
|∇u 0|p−2∇u 0∇v d x −λ
∫
Ω






∗−2u 0v d x , ∀ v ∈W
1,p
0 (Ω).
Tomando α de tal forma que u 1 =αu 0 e





|∇u 1|p−2∇u 1∇v d x −λ
∫
Ω




∗−2u 1v d x , ∀ v ∈W
1,p
0 (Ω),
donde segue o resultado.
Observação 3.9. A demonstração desse último resultado pode ser feita de forma diferente,
sem utilizar o Teorema da concentração de compacidade. Tal demonstração pode ser en-
contrada na nossa principal referência [GV89]. Nesse artigo, a estratégia dos autores Guedda
e Veron foi utilizar um problema sub-crítico associado ao problema (3.24) e obter o resultado
almejado através de um processo limite. As idéias principais são as seguintes:
Dado p ≤ t ≤ p ∗, considere o funcional definido sobre W 1,p0 (Ω)r {0}
Q tλ(u ) =




e o conjunto St = inf
u 6=0








|∇u t |p−2∇u t

=λu p−1t +St u t−1t em Ω
u t > 0 em Ω
Q tλ(u t ) =S
t , ‖u t ‖t = 1.
(3.34)
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Após provar a existência de solução fraca para o problema (3.34), faz-se necessário a verifi-
cação de que a função t 7→ St é contínua à esquerda sobre [p , p ∗]. Desta forma, podemos
encontrar uma sequência não-decrescente (tn ) tal que tn → p ∗ e lim
tn→p ∗
Stn = Sλ. No entanto,
para obtermos o resultado almejado, devemos ter a garantia de que (u tn ) convirja para uma
função u em C 1,α(Ω). Uma das formas de obter tal garantia é utilizar o Teorema (1.11).
Apêndice A
Regularidade C 1,α até a Fronteira e
Unicidade de Solução
Na primeira seção do Capítulo 3 obtemos a Identidade de Pohozaev para soluções do
problema degenerado (3.1). Para isso, consideramos uma perturbação do problema, donde
retiramos a almejada identidade através de um processo limite. Neste apêndice, além de
garantirmos tal convergência, provaremos um resultado de unicidade de solução, como apli-
cação dos resultados obtidos na seção 3.2 desta dissertação. Inicialmente, preocupemo-nos
em garantir a existência de solução fraca para o problema (3.2).
Proposição A.1. Existe u ε ∈W
1,p
0 (Ω) solução do problema (3.2).
Demonstração. Seja J : W 1,p0 (Ω)→R, dado por









2 d x −
∫
Ω
f u d x .
Nota-se, facilmente, que o funcional J está bem definido. Vejamos que J é limitado inferior-
mente. Dado u ∈W 1,p0 (Ω), temos que









2 d x −
∫
Ω






|∇u |p d x −
∫
Ω










−C‖u ‖W 1,p . (A.1)
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Nas passagens acima usamos as desigualdades de Hölder e Poincaré e a equivalência das
normas ‖∇ . ‖p e ‖ . ‖W 1,p . Se J fosse ilimitado inferiormente, existiria (u n ) ⊂ W
1,p
0 tal que
J (u n ) → −∞. Da equação (A.1), como C > 0, temos necessariamente que ‖u n‖W 1,p → ∞.














Pela definição de ínfimo, existe (u n )⊂W
1,p
0 (Ω) tal que J (u n )→η. Portanto, J (u n )≤C . Logo,






ε+ |∇u n |2

p
2 d x −
∫
Ω






|∇u n |p d x −
∫
Ω











−C‖u n‖W 1,p .
Pelo mesmo argumento utilizado anteriormente, temos que ‖u n‖W 1,p ≤ C . Sendo W
1,p
0 re-
flexivo, existe u 0 ∈W
1,p
0 (Ω) tal que
u n + u 0 em W
1,p
0 (Ω) (a menos de subsequência).









Pelo Teorema (1.27), segue que o funcional
F (w ) =
∫
Ω










é fracamente semicontínuo inferiormente em W 1,p (Ω), uma vez que a aplicação L é convexa,
pelo exemplo (1.19). Assim, como u n + u 0 em W
1,p
0 (Ω), temos que
F (u 0)≤ lim inf F (u n ).
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Assim,
J (u 0) =
∫
Ω
L(∇u 0)d x −
∫
Ω




f u n d x
≤ lim inf F (u n )− lim sup
∫
Ω
f u n d x
≤ lim inf J (u n ) =η.
Logo,
J (u 0) =η= inf
u∈W 1,p0 (Ω)
J (u ).
Portanto, J ′(u 0)v = 0, ∀ v ∈W
1,p







2 ∇u 0∇v d x =
∫
Ω
f v d x , ∀ v ∈W 1,p0 (Ω).
Proposição A.2. Se u ε ∈ W
1,p
0 (Ω) é solução fraca de (3.2), então u ε ∈ L∞(Ω) ∩C 1,α(Ω), para
algum α∈ (0, 1).





2 η na equação (1.2), utilizar a Proposição
(1.13) e aplicar o Teorema (1.11).
Observação A.3. Para a correta utilização dos resultados citados acima é necessário verificar
que a função a satisfaz todas aquelas seis condições de crescimento e elipticidade. Em re-
lação às condições (iii) e (iv), a primeira se verifica com os mesmos cálculos presentes no
exemplo (1.19) e a quarta condição será verificada abaixo. Quanto às demais, suas análises
serão omitidas, por não demonstrarem dificuldades. Para isso, basta utilizar o lado direito
da desigualdade (1.12). De fato, como
∂ a i
∂ ηj
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A seguir, provaremos que a regularidade C 1,α da solução do problema perturbado pode ser
estendida até a fronteira. Esse resultado também pode ser encontrado no artigo [GV89]
(nossa principal referência). No entanto, como a demonstração é feita utilizando-se o Método
da Reflexão Local, que é um procedimento conhecido, as contas envolvidas são geralmente
omitidas. Desta forma, faremos a tal extensão no que segue, com todos os detalhes, os quais
achamos pertinentes.













= f em Ω
u ε = 0 sobre ∂ Ω.
(A.2)
Então,
u ε→ u em C 1,α(Ω), com α∈ (0, 1),
sendo u solução fraca do problema degenerado (3).
Demonstração. Sabemos que u ε pertence ao espaço C 2(Ω) por [LU68]. Em particular, u ε é
solução fraca do problema (A.2). Para facilitar a notação, denotemos u = u ε. Como estamos
considerando Ω um subconjunto limitado do Rn com fronteira de classe C∞, da definição
(1.4), temos que ∃ r > 0 e uma função γ :Rn−1→R de classe C∞ tal que
Br (x0)∩Ω=

x ∈ Br (x0) ; xn >γ(x1, · · · ,xn−1)
	
.
Seja U =Ω∩ Br (x0) e considere as cartas
φ : U −→ B+
x 7−→ φ(x ) =
 
x1, · · · ,xn−1,xn −γ(x1, · · · ,xn−1)

e
ψ : B+ −→ U
y 7−→ ψ(y ) =
 
y1, · · · , yn−1, yn +γ(x1, · · · ,xn−1)

,
sendo B+ =φ(U ).
Além disso, defina a função g (y ) = (y1, · · · , yn−1,−yn ) e a composição F : g (B+) := B− → Ω,
dada por
F (x1, · · · ,xn ) =ψ(x1, · · · ,xn−1,−xn ).
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Considere, também, a função




(u ◦ψ)(x ) se x ∈ B+
−(u ◦ F )(x ) se x ∈ B−.




ε+ |∇x u |2

p−2
2 ∇x u ∇xηd x =
∫
U
f ηd x , ∀ η∈C∞c (U ).































d y . (A.3)
No entanto, aplicando a regra da cadeia, obtemos
∂
∂ yi










donde segue que∇y u (ψ(y )) =∇x u (x )ψ′.
∴ ∇x u (x ) =∇y u (ψ(y ))φ′.
Analogamente, obtemos
∇xη(x ) =∇yη(ψ(y ))φ′.




















































ζ(y )d y , (A.5)
sendo ζ=η ◦ψ∈C∞c (B+).
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1 · · · 0
...





















Tal matriz é a derivada da composta g ◦φ, uma vez que consideraremos, agora, a carta F .





























2 ∇ȳ (v ◦ g )(y )θ · ∇ȳ (ξ ◦ g )(y )θd y , (A.6)






























=−∇y (u ◦ψ)(y ) Ī , (A.7)







1 · · · 0
...







Da mesma forma, levando em consideração que
ξ ◦ g =η ◦ F ◦ g =η ◦ψ,
obtemos
∇ȳ (ξ ◦ g )(y ) =∇y (η ◦ψ)(y ) Ī . (A.8)
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( f ◦ F )(ȳ )ξ(ȳ )d ȳ .




















ξ(ȳ )d ȳ . (A.9)
A seguir, colocaremos as equações satisfeitas pela função v , em ambas as regiões B+ e B−,
na notação de Tolksdorff [Tol84]. Comecemos com a equação (A.5). Como








ζy j (y )∇φj ,
então
¬









































































(y ) em B+.




































ξ(ȳ )d ȳ .




















(ȳ ) em B−.
Finalmente, definindo



























ηi se x ∈ B−,












h(x )ϑ(x )d x , (A.10)





( f ◦ψ)(x ) se x ∈ B+
−( f ◦ F )(x ) se x ∈ B−.
Note que estamos diante de um problema, uma vez que precisamos que a equação (A.10)
seja válida∀ϑ ∈C∞c (B ). A forma como encontramos para resolver essa situação, foi transferir
o problema para o domínio original, uma vez que nessa região temos mais informações à







x1, · · · ,xn−1,xn −γ(x1, · · · ,xn−1)

, para x ∈ B+ e
ϕ2(x ) =ϕ
 
x1, · · · ,xn−1,−xn +γ(x1, · · · ,xn−1)

, para x ∈ B−.
Logo, ϕ1 = ϕ2 sobre Γ, sendo Γ =ψ
 
supp ϕ ∩ (∂ B+ ∩ ∂ B−)




































para i = 1, 2. Aplicando o Teorema do divergente e usando o fato de que ϕi (x ) = 0, para todo
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2 ∇uϕ1νd s =
∫
U














2 ∇uϕ2νd s =−
∫
U







2 ∇u∇ϕ2d x . (A.13)
Somando (A.12) e (A.13), temos
∫
U
f ϕ1d x −
∫
U














2 ∇u∇ϕ2d x = 0.
Aplicando o Teorema de mudança de variáveis, segue que
∫
B+
( f ◦ψ)(ϕ1 ◦ψ)d x −
∫
B−












ε+ |∇(u ◦ F )|2

p−2
































a jϕx j d x =
∫
B
h(x )ϕ(x )d x ∀ ϕ ∈C∞c (B ).
Além disso, precisamos provar que v ∈W 1,p0 (B ), para que possamos utilizar o principal re-
sultado de Tolksdorff [Tol84]. Como a limitação de v é evidente, preocupemo-nos com a
existência de derivada fraca de v .
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Para isso, seja ϕ ∈C∞c (B ). Daí,
∫
B
vϕx i d x =
∫
B+
vϕx i d x +
∫
B−




vx iϕd x +
∫
∂ B+
vϕν i d s −
∫
B−
vx iϕd x +
∫
∂ B−




vx iϕd x .
Acima, ν e ν̄ representam os vetores normais às fronteiras de B+ e B−, respectivamente.
Desta forma, estamos nas condições do Teorema 1.11, o qual, juntamente com o Teorema
de Arzelá-Áscoli, permite-nos afirmar que u ε → w em C 1,α(Ω), para algum α ∈ (0, 1), sendo
w ∈C 1,α(Ω).
Mostremos que w = u , sendo u solução fraca do problema degenerado (3). De fato, sendo




ε+ |∇u ε |2

p−2
2 ∇u ε∇v d x =
∫
Ω
f v d x , ∀ v ∈W 1,p0 (Ω).
Fazendo ε→ 0 na igualdade acima, obtemos
∫
Ω
|∇w |p−2∇w∇v d x =
∫
Ω
f v d x .
Por outro lado, sabemos que
∫
Ω
|∇u |p−2∇u∇v d x =
∫
Ω





|∇u |p−2∇u − |∇w |p−2∇w

∇v d x = 0, ∀ v ∈W 1,p0 (Ω).
Em particular, tomando v = u −w na igualdade acima, segue da Proposição 1.15 que
|∇u −∇w |= 0 q.t.p. em Ω =⇒ u =w .
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= g (x , u ) em Ω
u = 0 sobre ∂ Ω.
(A.14)
Este resultado servirá como uma aplicação da teoria desenvolvida na seção 3.2 desta disser-
tação.
Teorema A.5. Sejam Ω ⊂ Rn um subconjunto aberto, conexo e limitado, e g uma função
contínua em Ω×R com valores em R+ e que satisfaz
g (x ,ρr )
ρp−1
≤ g (x , r ′), ∀ x ∈Ω, ρ ≥ 1 e 0≤ r ≤ r ′.
Se u 1 e u 2 são duas soluções de (A.14) em C 1,α(Ω) tais que
max
Ω
u 1(x ) =max
Ω
u 2(x ),
então u 1 ≡ u 2.
Demonstração. Como g é não-negativa, segue da Proposição 3.3 que u 1, u 2 ≥ 0 em Ω. E
assim, de [Vaz84], somos deixados com duas possibilidades:
(i) u 1 ≡ u 2 ≡ 0;






< 0 sobre ∂ Ω.
Como se ocorrer (i) o resultado é imediato, vamos assumir (ii) e considerar o conjunto
Λ1 := {ε > 0 ; εu 1 < u 2 em Ω} .
Afirmação 1: Λ1 6= ;.
Para verificarmos tal afirmação, procedamos pelo absurdo. Então, ∀ ε > 0, ∃ xε ∈ Ω tal que
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Por outro lado, para cada xn ∈ Ω, considere yn ∈ ∂ Ω tal que
(xn − yn )
|xn − yn |
:= νn , isto é, o vetor




u 2(xn )−u 2(yn )
|xn − yn |
u 1(xn )−u 1(yn )












donde segue o absurdo.
Afirmação 2: Λ1 ≤ 1.


























p−1 ≤ g (x , u 2).












, ∀ x ∈Ω.
Como φ ≤ u 2 segue da Proposição 3.2 que o conjunto K =

x ∈Ω ; φ(x ) = u 2(x )
	
não pode
ser compacto, a menos que seja vazio. Analisemos as possibilidades:
Primeiramente, suponha K = ;. Nesse caso, temos que φ < u 2 em Ω. Usando a mesma






< 0 sobre ∂ Ω.
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o que é um absurdo. Suponha, agora, que K 6= ;. Como K não é compacto, existe uma
sequência (xn )⊂ K tal que xn → x0 ∈ ∂ Ω. Para η> 0, defina
Ωη =

x ∈Ω ; dist (x ,∂ Ω)<η e |∇u 2|> 0
	
.
Note que Ωη 6= ; pois u 2 ∈C 1,α(Ω). Considere o conjunto
Kη :=
¦
x ∈Ωη ; u 2(x ) =φ(x )
©
,
o qual é um conjunto aberto e não-vazio (pela definição de K ). Logo, ∇u 2 = ∇φ em Kη.
Agora, defina w = u 2−φ. Daí, temos que w ≥ 0 em Ω e pelas mesmas contas que já fizemos
anteriormente, obtemos












em Ω. Em particular, Lw ≥ 0 em Ωη. Além disso, em Kη, temos que
a i j = |∇u 2|p−4








Novamente, a i j representa os coeficientes da Hessiana de uma função convexa no ponto




a i jξiξj ≥ σ|ξ|2 em Kη.




a i jξiξj ≥ γ|ξ|2 em Ωη.
Pelo Teorema 8.19 de [GT01], segue que w é constante emΩη, isto é, u 2−φ =C . No entanto,
∂ Ωη ∩ ∂ Ω 6= ;, o que implica em C = 0. Portanto,
u 2 ≡ ε1u 1 em Ωη. (A.15)
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Analogamente, podemos considerar ε2 > 0 como sendo o supremo do conjunto
Λ2 := {ε > 0 ; εu 2 < u 1 em Ω} .
Assim, teremos 0< ε2 ≤ 1, ε2u 2 ≤ u 1 em Ω e
u 1 ≡ ε2u 2 em Ωη′ , para algum η′ > 0. (A.16)
Multiplicando (A.15) por ε2 e (A.16) por ε1, obtemos
ε2u 2 = ε1ε2u 1 em Ωη e ε1u 1 = ε1ε2u 2 em Ωη′ .
Assim,
(ε1ε2)u 2 = u 2 em Ωη ∩Ωη′ .
Portanto, ε1ε2 = 1. Mas, como 0< ε1,ε2 ≤ 1, segue que ε1 = ε2 = 1. Logo, u 1 ≡ u 2 em Ω.
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