The Order Acceptance and Scheduling (OAS) problem describes a class of real-world problems such as in smart manufacturing and satellite scheduling.
Introduction
The Order Acceptance and Scheduling (OAS) problem consists of simultaneously selecting a subset of orders to be processed as well as determining the associated schedule. This problem is important because it represents a class of real-world industrial problems. For example, when a smart manufacturing system does not have the capacity to meet the demand, it has to reject some orders in favour of others. Other typical instances of the OAS problem are for example satellite observation scheduling, where the number of observations requests is usually higher than the number of observation a satellite can take [1] , and in industrial and commercial logistics, such as deciding the cities to visit within a day to maximize the total profit [2] .
Many real-world order acceptance and scheduling problems in smart manufacturing and other domains have setup times and time windows. The setup time is the time needed for the preparation of the next order, such as the time to prepare batches of products in the factory domain and the observation angle transition time in the satellite domain. The setup time is usually sequencedependent, which means the setup between every two orders depends on the specific pair of orders. The time windows specify a time period for each order when it can be processed. These problems can be generalized as a typical type of OAS problem: the OAS problem with sequence-dependent setup times and time windows [3] . This problem has been proven to be NP-hard [4] .
The current state-of-the-art for the OAS problem with sequence-dependent setup times and time windows limits the capability of smart industry and operations. Currently, realistically-sized problems cannot be solved quickly enough:
instead, solution quality must be compromised to deliver timely solutions. In addition, since current research focuses on improving the performance of algorithms, few contributions try to understand the problem further by studying how the problem properties correlate with its difficulty, how different algorithms perform on problem instances with varying properties, and how the instances in the standard benchmark set by Cesaret et al. [5] correspond to real-life scenarios.
These research gaps motivate our contribution.
In this article we propose a novel memetic algorithm applied for the OAS problem with sequence-dependent setup times and time windows, called Sparrow. 1 The main contributions of this article are summarized as follows:
1. Sparrow is a hybridization of the biased random key genetic algorithm (BRKGA) and the adaptive large neighbourhood search algorithm (ALNS).
To the best of our knowledge, this is the first hybridization of these two algorithms. We introduce several new strategies to make the hybridization efficient. background information; Section 3 introduces Sparrow; Section 4 provides the empirical study of the proposed algorithm; the conclusions are summarized in Section 5.
Background
In this section we first introduce the mathematical formation of the OAS problem. Then we review the related works. Finally we describe the standard BRKGA and ALNS algorithms.
Mathematical formulation
Consider a set of orders O = {o 1 , ..., o n } that can be potentially scheduled.
The sequence of orders is not fixed. Each order has a revenue r i , a processing duration time t i , a due time d i , a penalty weight of tardiness w i and a time window [b i , e i ] indicating the release time and deadline of the order. Let x i be a binary decision variable representing whether order o i is selected and p i be a decision variable representing the start time of o i . Let T i be the tardiness of o i ,
The problem can be formulated as a mixed integer programming (MIP) model:
subject to max{b j , p i + t i } + s ij ≤ p j ∀i, j ∈ {1, ..., n} if x i = 1, x j = 1, p i < p j
(2)
x i ∈ {0, 1} ∀i ∈ {1, ..., n}
The objective function (1) maximizes the total reward of scheduled orders.
The reward of an order equals its revenue minus the penalty of tardiness. Constraints (2) ensure the time between every two orders should be long enough for the setup, where s ij is the setup time between orders o i and o j . The value of s ij depends on i and j and is always non-negative. Constraints (3) define the domains of the tardiness of orders. Constraints (4) and (5) define the domains of the decision variables p i and x i respectively.
A feasible solution of this problem is a sequence of orders with scheduled start times which meet all the constraints above. It can be represented as a tuple (X, P ), where X = {x 1 , ..., x n } and P = {p 1 , ..., p n }.
Related works
Due to the large number of OAS variants, we only review the articles studying the OAS problem with sequence-dependent setup times and time windows.
Readers are referred to Slotnick [6] for a comprehensive survey of the OAS problem.
The OAS problem with sequence-dependent setup times and time windows was first proposed by Oguz et al. [3] . They proposed a mixed integer linear programming (MILP) method for this problem, two simple greedy constructive heuristics, and a heuristic algorithm called iterative sequence first-accept next (ISFAN), which is based on the simulated annealing (SA) algorithm. Cesaret et al. [5] proposed a tabu search (TS) algorithm to solve this problem, which achieved better results than ISFAN. Another major contribution of this article is that it provided the benchmark set and the upper bounds of this problem.
Nguyen et al. [7] proposed an exact branch-and-bound (B&B) with genetic programming (GP) to discover good ordering rules. Their method could find optimal solutions for instances with up to 20 orders. Silva et al. [8] proposed a new arc-time-indexed formulation and two exact methods based on Lagrangian relaxation and column generation respectively. They computed tighter upper bounds compared with those by Cesaret et al. [5] . They also proposed an iterated local search (ILS) method to solve the problem.
The hybridization of population-based methods with local search (LS) has been used a lot to solve this problem. Lin and Ying [9] proposed an artificial bee colony (ABC) algorithm to solve this problem. They used a permutation based representation and generated new solutions through standard order crossover or a LS algorithm (removing and inserting orders). Their methods achieved better results than those of TS [5] . Chen et al. [10] proposed a diversity controlling genetic algorithm (DCGA), which selects individual chromosomes not only depending on the fitness, but also on the diversity of the whole population.
In their algorithm, they also adopted similar LS methods as in [9] . Nguyen et al. [11] proposed a dispatching-rule-based genetic algorithm (DRGA). The dispatching rule is a strategy to calculate some heuristic priorities for orders and these priorities are used in the decoding process. They also used a simple greedy LS method to improve the solutions. Following Nguyen et al., Park et al. [12] proposed a GP method with stochastic dispatching rules, which could generate and evolve rules to find good solutions. They later proposed a hybrid particle swarm optimization (PSO) method with TS using dispatching rules learned by GP [13] . Similar ideas can also be found in [14] . Nguyen [15] proposed a hyper-heuristic algorithm, which is a learning and optimizing system (LOS). The method trains a set of optimizing rules in the learning phase, then the rules are used by a genetic algorithm (GA) to find good solutions in the optimizing phase. More recently, Chaurasia and Singh [16] proposed a hybrid steady-state genetic algorithm (HSSGA) and an evolutionary algorithm with guided mutation (EA/G-LS). The authors also proposed an ABC-based hyperheuristic. However they only published the results on small instances [17] .
From the above review we can find that the hybridization of populationbased methods with LS methods is a promising method for the OAS problem with sequence-dependent setup times and time windows. The evolutionary algorithm (EA) is an important population-based algorithm. The hybridization of EA and LS is called memetic algorithm (MA) [18] and has also been successfully applied to problems where all orders are scheduled including the travelling salesman problem [19] , the flowshop scheduling problem [20] and the location routing problem [21] . It is recognized that the superior performance of MA comes from the integration of the exploration ability of the EA and the exploitation ability of the LS [22] . A detailed description and comprehensive survey of MA could be found in [23] .
Next, we review the two components of Sparrow: BRKGA and ALNS.
The BRKGA algorithm is a variant of the EA method proposed by Gonçalves and De Almeida [24] . Compared with standard GA methods, BRKGA offers more flexibility in encoding solutions [25] and produces as good or better solutions [26] . BRKGA has shown competitive performance on a series of optimization problems [27] , including the satellite scheduling problem [28] , which is very similar to the problem studied in this article. The ALNS algorithm was first proposed by Pisinger and Ropke [29] . It performs particularly well on problems with order acceptance features, such as the orienteering problem [30] , the satellite scheduling problem [31] and the pickup and delivery problem with selective requests [32] .
Comparing the two approaches, the advantage of BRKGA is that it can search the large solution space efficiently. However, the problem-independent nature of BRKGA makes it difficult to find high-quality solutions. For the second approach, ALNS, multiple neighbourhood operators can be defined according to the characteristics of the problem. Therefore ALNS has a good exploitation ability and can adapt itself according the different properties of problem instances. However, its search efficiency can founder due to the entrapment in a local optimum because of the single-point search. We are interested to see if a hybridization could be made such that the advantages of the two algorithms can be integrated and achieve better performances.
The standard BRKGA and ALNS algorithms
In this section we introduce the standard BRKGA [24] and ALNS [29] .
In BRKGA, a population of p solutions are represented as p chromosomes, consisting of genes which are encoded by real values randomly generated in the interval [0,1], i.e., random keys. The number of genes in a chromosome equals the number of orders. Chromosomes are then decoded to obtain solutions and calculate fitness, which is a problem-dependent process. Example 1 shows a simple decoding method for the problem studied in this article. The best p e chromosomes are recognized as elite individuals. In the mutation operation, p m chromosomes are generated randomly (i.e., same as the initial population) to avoid the entrapment in a local optimum. In the crossover operation, p−p e −p m chromosomes are generated by inheriting each gene from an elite parent with the probability ρ e and a non-elite parent with the probability 1 − ρ e . ALNS starts from an initial solution usually generated by a simple heuristic, because it is less sensitive to the initial solution than general local search [33] .
ALNS proceeds to generate new solutions through destroying and repairing. In the destroying process, p d orders are removed from the current solution by removal operators. The unscheduled and removed orders are then inserted into the destroyed solution in the repairing process by insertion operators. There are multiple removal and insertion operators. At each iteration, a pair of removal and insertion operators is selected by a roulette wheel mechanism according to their weights. After a certain number of iterations, the weight of the operator w i is updated adaptively according to its accumulated score π i in the previous 
.
Sparrow
In this section, we first introduce the main framework of Sparrow. The tight hybridization aims to avoid the possible high running time of the combination of the two complex algorithms and aims to integrate the advantages of them.
Then we introduce the BRKGA part, where we propose a new bounded-width gene encoding strategy for the problem with time windows, a hybrid decoding method for the OAS problem and an intelligent crossover operator. Finally we introduce the ALNS part, where we define several neighbourhood operators and propose a fast insertion algorithm considering sequence-dependent setup times.
The main framework
The main framework of Sparrow is shown in Algorithm 1. The main structure of this algorithm is derived from BRKGA. ALNS is used in each iteration to improve the quality of the population. Figure 1 shows how the algorithm evolves generations of solutions. In standard ALNS, the algorithm updates the temperature in each iteration and updates the weights of operators after a certain number of iterations according to their performances. In this population-based ALNS, these two processes happen in each iteration (Algorithm 1, Lines 19, 20) . The weights of operators are updated according to their performances in improving the individuals in the population.
There are three terminal conditions of Sparrow: when the maximum iteration is reached; when the best fitness is not improved for a maximum number of consecutive iterations; when all orders in the instance are scheduled and receive full revenue.
The BRKGA

Encoding and decoding
In standard BRKGA, the initial random key is generated randomly in the interval [0,1] and then decoded according to the simple decoding method in Example 1. However, for this problem with time windows, if an order with early time windows receives a large random key, this order may not be scheduled because its time window is occupied by other orders with smaller random keys.
To solve this problem, we propose the bounded-width gene encoding method and the hybrid decoding method.
Bounded-width gene encoding. When assigning the initial gene value to orders, we calculate the proportion of the window size in the whole scheduling 
14:
Add the top pe chromosomes to Elite set E;
15:
Add the remaining chromosomes to Non-elite set N ;
16:
Generate a mutation set of pm chromosomes: M ← M utation();
17:
Generate a crossover set of p − pe − pm chromosomes: C ← Crossover(E, N );
18:
P ← E ∪ M ∪ C;
19:
Update the temperature of ALNS with the coefficient of annealing ca: T ← caT ;
20:
Update the weights of different operators of ALNS;
21:
until Terminal condition is met;
22: return S * , f * ;
One problem of this strategy is that orders with earlier time windows are preferred than those with later time windows, because those with later time windows receive larger random keys and may not be scheduled because of the early ones. This problem is solved by the ALNS algorithm in the removal process. The details are shown in Section 3.3.1.
Hybrid decoding method. Our hybrid decoding method consists of the simple decoding method as in Example 1 and a complex decoding method with order insertion. For the complex decoding, all the orders are also sorted according to the ascending gene values. Instead of starting each order following this sequence, this decoder tries to insert each order into the current partial solution at the position which increases minimum setup time. When inserting an order, the orders in the partial solution might be postponed but will not be canceled.
The detailed insertion strategy is introduced in Section 3.3.2.
The complexity of the complex decoding is certainly higher than the simple decoding. However, it helps to increase the probability of orders with short time windows being successfully scheduled. We use an adaptive strategy to hybridize these two strategies according to the instance. We calculate the value of the average length of all orders divided by the scheduling horizon. Let this value be r d . For each chromosome, the algorithm chooses the simple decoding with the probability of r d ; otherwise it uses the complex decoding.
After a number of iterations, the random keys of different orders may squeeze together due to the following crossover and ALNS operations. In order to avoid this, we normalize the keys to distribute them evenly in the interval of [0,1] in each iteration.
Intelligent crossover
In the standard BRKGA, the offspring inherits each gene from the elite parent with the probability ρ e ; otherwise it inherits the gene from the non-elite parent. This strategy ensures that the offspring has more genes from the elite parent. However, in this OAS problem with sequence-dependent setup times, the quality of a sequence of orders is important. The setup time between any two orders can differ much. The standard crossover operation might break good sequences when it inherits genes from different parents, thus producing low-quality offspring.
We propose an intelligent crossover strategy to keep good order pairs together in the offspring. Before the crossover, the algorithm identifies good order pairs in the current elite and non-elite parents. A pair of orders is recognized as good if it has a relatively high unit reward (i.e., the total reward of the two orders divided by the time between the start time of the preceding order and the end time of the following order is higher than a constant parameter f g ).
When a good pair of orders is found, the gene value of the following order will be changed to the gene value of the preceding order plus a small enough positive number , to ensure they will have a high probability of being together in the decoding phase. The crossover operator selects genes from one of the parent one-by-one. Normally there is a constant ρ e determining the probability whether the gene comes from the elite or the non-elite parent. For the intelligent crossover, when one gene of a good pair is selected, the probability that the other gene in the good pair will be selected is enhanced to be p g , a value close to 1.
The detailed process is shown in Algorithm 2.
The ALNS
As mentioned above, if a solution has a relatively good fitness, ALNS is used to improve the solution further. In the following sections, we first introduce the neighbourhood operators; then we introduce a fast insertion algorithm used in the insertion operator to insert orders into the current solution. The full ALNS algorithm is shown in Algorithm 3. In Algorithm 3, σ 1 > σ 2 > σ 3 are three score increment parameters, used to increase the scores of different neighbourhood operators depending on their performances.
Neighbourhood operators
In order to ensure ALNS is suitable for a diverse range of problem instances with varying characteristics, we use the following five removal operators and two insertion operators. These operators are adapted from those in the literature [29, 33] to fit our problem.
The five removal operators are: random (p d orders are removed randomly); min revenue (p d orders with lower revenue are removed); min unit revenue (p d orders with lower unit revenue are removed: the unit revenue is the revenue of the order divided by its processing time); max setup time (p d orders with longer setup time are removed); sequence removal (the worst sequence of p d orders is removed: the quality of a sequence is evaluated by the unit revenue).
The two insertion operators are: max revenue; max unit revenue. The insertion operator first sorts the orders according to the descending revenue or Algorithm 2 Intelligent crossover 1: Input: Elite set E; Non-elite set N ;
2: Let C ← ∅ be the crossover offspring set;
3: repeat
4:
Select an elite parent chromosome Ce from E randomly;
5:
Select a non-elite parent chromosome Cn from N randomly;
6:
Initialize a child chromosome Cc with an empty gene list;
7:
Identify and label good pairs of orders in Ce and Cn;
8:
if the i th gene in Ce is good ∧ its pair is in Cc then
10:
Generate a random value r in [0,1];
11:
if r < pg then
12:
Add the i th gene in Ce into Cc; 
17: else
18:
if The SA criterion accepts S N then
unit revenue, then tries to insert orders in the current solution using the fast insertion algorithm in Section 3.3.2.
In order to make sure that the solution operated by ALNS can be encoded correctly for the following BRKGA operations, when removing an order, the gene of this order will be assigned a random real value larger than the largest gene in the current solution and smaller than 1; when inserting an order, the gene of this order will be assigned a random real value between the gene values of its preceding and following orders. This strategy helps to solve the problem brought by the bounded-width gene generation strategy. Although the orders with earlier time windows have smaller gene values in the initialization, they can be removed and get a large gene value in ALNS.
Fast insertion algorithm
Our last innovation is a fast insertion algorithm, which first evaluates the feasibility and the cost of all the positions rapidly by a concept called time slack.
Then the best position is selected to insert the order. The insertion algorithm is used in the repairing process when we insert orders back to the solution. The detailed process of the fast insertion algorithm is shown in Algorithm 4.
Time slack and due time slack. We set all the orders to start as early as possible. Therefore when inserting one order into the current solution at a position, it is possible to create more space for the candidate order by postponing some orders in the solution. In order to determine how much one order can be postponed, we adopt the time slack idea from Verbeeck et al. [2] . We further propose the due time slack heuristic for this problem with tardiness penalty. The 
12:
Add P osition i into position list P L1; otherwise (i.e., if t 1 is larger than the due time of o c or t 2 is larger than the due time slack), we calculate the total fitness of the solution if we insert the order at this position and if it increases the fitness, we add the position to the candidate position list 2, P L 2 . Finally, if P L 1 is not empty, the position with the smallest value of the increase of setup time in P L 1 is selected to insert the order; otherwise, the position with the highest total fitness in P L 2 is selected to insert the order. If both P L 1 and P L 2 are empty, the candidate order is given up.
We select the position according to the above strategy because when P L 1 is not empty, the candidate order can be inserted without receiving any penalty, which means the total fitness can be increased with the revenue of the candidate order. In this case we select the position increasing the minimum setup time.
The rationale is that it is better to use the time more for processing orders instead of setting up. If P L 1 is empty, some orders will receive penalty. In this case we have to compute the fitness to find the best insertion position.
When an order is inserted, the start times of all its succeeding orders are updated until one whose start time does not change. The time slacks of all the orders before the candidate order and the orders whose start time is changed are also updated.
Experiments
The goal of the experiments is to understand the strengths and weaknesses of the different algorithms for the OAS problem with sequence-dependent setup times and time windows. In particular, for the new algorithm, Sparrow, also to find out good parameter settings. For this purpose we start by running Sparrow for a range of parameter settings on a standard benchmark set. Then we compare Sparrow with state-of-the-art algorithms. Next we study how different
properties of the problem correlate with its difficulty. Finally we generate new problem instances with more realistic and harder properties and compare the performances of different algorithms on the harder cases.
Parameter settings for Sparrow
In this section, we aim to understand how some important parameters of Sparrow influence its performance and answer the following questions: Is this hybridization better than the two standalone algorithms; for instances with different properties, is it better to have a larger population size or a larger number of iterations?
The standard benchmark set used is that by Cesaret et al. [5] , which is the most common benchmark set used by many articles [5, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . This benchmark set has n, τ and r as parameters, where n is the number of orders n = 25, 50, 100, and τ and R are the tardiness factor and the due time range factor, having the values of 0.1, 0.3, 0.5, 0.7, and 0.9. The orders are generated by random values from a discrete random distribution [1, 20] for processing time t i and revenue r i , similarly the range [1, 10] is used for the sequence-dependent setup times
The due time for an order is calculated by
where s max is the largest sequence-dependent setup time over any order, and v is a random value Sparrow has a lot of parameters. In this section we focus on three parameters: the size of population p, the maximum number of consecutive iterations of no improvement and the maximum iteration, because these three parameters influence the importance of the two components in the hybridization. When the population size is small and the number of iterations is large, solutions are improved by more ALNS operations, hence the algorithm performance relies more on ALNS; when the population size is large and the number of iterations is small, the algorithm explores more solutions in the space, hence the algorithm performance relies more on BRKGA. We compare five sets of parameters, shown in Table 1 . We change multiple parameters simultaneously and set them as in Table 1 because the Sparrow algorithm with these sets of parameters have relatively equal CPU time. We hope to see with equal CPU time, whether we should have larger population or more iterations for the Sparrow algorithm. In Table 1 , Set 1 refers to the case of standard ALNS and Set 5 refers to the case of standard BRKGA. In Figure 2 left, each point is the average of 10 runs of all instances with the same number of orders in the standard benchmark set. In Figure 2 middle and right, we notice that the upper bounds from [8] are tighter for instances with 25 orders. Therefore, to better analyze the influence of τ and r, we calculate the average of 10 runs of instances with 25 orders and the same τ and r. Set 5 is quite literally "off the charts".
The gaps of the Sparrow algorithm are calculated according to the different numbers of orders, τ and R and shown in Figure 2 . We can only observe one point of results for Set 5 with the current scale, because results for Set 5 are significantly worse (e.g., 4.04% for order size 50 and 6.00% for order size 100).
From all of the above results we conclude that the performance of the two standalone algorithms perform much worse than the hybrid algorithm, which proves the effectiveness of this hybridization. Comparing these three sub-figures, we can find that the Sparrow algorithm works better when the problem size is smaller, and when τ and R are larger. We can also conclude that when the problem grows in size, and when τ and R become smaller, the problem becomes harder for the Sparrow algorithm. 
Comparison with state-of-the-art algorithms
In this section, we use the same benchmark set as mentioned in Section 4.1.
We compare Sparrow to TS [5] , DRGA [11] , GA [15] , HH [15] , LOS [15] , ILS [8] ,
ABC [9] , HSSGA [16] , and EA/G-LS [16] . Note that the performance of MIP solved by ILOG CPLEX has been tested by Cesaret et al. [5] and its performance is bad for large instances with more than 25 orders. Therefore, we do not compare Sparrow to CPLEX in this article.
The benchmark set has instances with the number of orders ranging from 25 to 100, and τ and R ranging from 0.1 to 0.9. According to the conclusions derived in Section 4.1, we select a moderate set of parameters: population size: p = 20; maximum number of consecutive iterations of no improvement:
10n; maximum iteration: 50,000. Other parameters are set as mentioned in Table 2 , to be able to draw some first conclusions about runtimes anyway.
On average, all the methods except ILS have comparable performance in terms of CPU time. ILS is slower than others. Regarding the solution quality, the above articles reported the gaps between their methods and the upper bounds provided by Cesaret et al. [5] . In order to compare with these methods directly, in this section we also use the upper bounds by Cesaret et al. [5] to calculate the gaps of Sparrow. Sparrow, TS, DRGA, GA, HH, LOS and ILS are run ten times on each of the instances. The average gaps of the ten runs for each instance are calculated first. Then for each group of instances with the same parameters, we calculate the minimum, average and maximum gaps of the ten instances in this group. 0.00 6.02
19.16
Avg. For the gaps of instances with 25 orders reported by Silva et al. [8] , we identify some mistakes because the gaps in their table are smaller than the gaps between their tight upper bounds and the upper bounds by Cesaret et al. [5] . Therefore we decide not to include ILS in this comparison. For the gaps of instances with 50 orders reported by Silva et al. [8] , we identify some mistakes because the gaps in their table are smaller than the gaps between their tight upper bounds and the upper bounds by Cesaret et al. [5] . Therefore we decide not to include ILS in this comparison. The results of instances with 25-100 orders are shown in Tables 3-5 Then we study how the performance gaps between Sparrow and other algorithms change with the different parameters of the instances. We evaluate the performance gap between an algorithm A and Sparrow by the following formula:
where Gap A is the gap between the algorithm A and the upper bound and Gap Sparrow is the gap between Sparrow and the upper bound. The performance gaps of different algorithms are calculated according to the different numbers of orders, τ and R and shown in Figure 3 . Note that in 
Problem properties
In this section, we aim to understand the problem further by studying how different properties (other than n, τ and R) of the problem correlate with its difficulty. To achieve this, we evaluate the performance of Sparrow on instances with different properties, because according to the comparison with other algorithms above, we find that Sparrow is the new state of the art for this problem.
In this section, we use the same benchmark as in Section 4.1 and 4.2, and the tight upper bounds provided by Silva et al. [8] . As in Figure 2 , we select the instances with 25 orders in order to decrease the influence from the upper bounds, because the upper bounds for instances with 25 orders are tighter than those for instances with 50 and 100 orders.
In this section, we calculate the following properties of each problem instance: standard deviation of setup times; standard deviation of window length; standard deviation of revenue of orders; the length of horizon; average window 6 We do not plot the results of ILS in this figure because we find that some gaps reported In Figure 4 we show how the performance of Sparrow changes with six properties. We do not plot the performance with other properties because the correlations are weak, which shows that Sparrow adapts it well for these properties.
According to Figure 4 , the problem becomes harder for Sparrow when: (1) the average conflict ratio is larger; (2) the average window length is larger. This is consistent with the observation in Figure 2 , because when τ is smaller, the average window length is larger; (3) the congestion ratio is larger; (4) the process window ratio is smaller. This case is harder because the space where an order can be shifted within a window is larger. The solution space becomes larger; (5) the setup window ratio is smaller; (6) the correlation coefficient between processing time and revenue is larger. The reason is that when the correlation is larger, the difference among order values is smaller, therefore it is more difficult to select orders.
According to the observations above, it can be concluded that the following properties make the problem harder:
1. Congestion-related properties: larger congestion ratio; larger conflict ratio. It is interesting to see that each of the three hard cases corresponds to a real-life situation. The satellite scheduling problem usually has the problem of the scheduling horizon being heavily contested; many real-life situations such as commerce cause longer orders to be more expensive, where the processing time and revenue of an order are more correlated; cases such as the travelling repairman problem involve mostly short processing times, while having relatively longer time windows.
Although the benchmark set by Cesaret et al. [5] is known to contain difficult instances, the three real-life and difficult scenarios above do not correspond to the instances generated with this methodology. Therefore in the next section, we generate three new sets of instances, each corresponding to one of the scenarios, to compare the performances of different algorithms.
The performances of different algorithms on new instances
In this section, we describe an evaluation of the state-of-the-art algorithms Since multiplying t T by c makes the instance less congested, we generate n · c orders to the keep the congestion ratio at a similar level. For each set we generate ten instances with the same parameters. Therefore we have 5·10+6·10+6·10 = 170 new instances in total.
Besides Sparrow, we include two other algorithms which correspond to the state of the art: ILS by Silva et al. [8] and HSSGA by Chaurasia and Singh [16] .
As obtaining the original implementations of these algorithms proved to be infeasible, we reimplemented the algorithms according to their descriptions with varying degrees of success. For our implementation of ILS the gaps are too dissimilar to the gaps reported for the benchmark instances provided by Cesaret et al. [5] to argue reproduction of their algorithm. Therefore we refer to our implementation as ILS*. For HSSGA using proposed parameters our gap was found to be at most 1% larger than the values reported by Chaurasia and
Singh [16] , with a similar count of instances solved to optimality for the same set of benchmark instances. We argue that in the latter case the implementation is at least globally representative of the performance of HSSGA as described in the article.
All the three algorithms are run on Intel Core i5 3.20GHz CPU with 8GB memory, using a single core. Sparrow uses the same parameters as mentioned in Section 4.2 and the other two algorithms use the same parameters as mentioned in articles [8, 16] .
We do not have the upper bounds of the new instances. Therefore we calculate the gaps between the results of HSSGA and ILS* and the results of Sparrow.
The gaps of HSSGA and ILS*, as well as the CPU times of the three algorithms on the three new instance sets are shown in Figures 5-7 . Each point is the average result of 10 runs. Since the runtime of ILS* turned out to be too long for large instances, we set a time limit of 3600s.
On the satellite scheduling set, the gap between Sparrow and ILS* increases when there are more orders, which shows that ILS* cannot handle larger instances well. The gap between Sparrow and HSSGA does not change much.
This shows that both Sparrow and HSSGA have a stronger ability to solve instances with larger congestion ratio efficiently. For instances with 150 and 300 orders, HSSGA performs better than Sparrow (with the gap smaller than 0).
Regarding CPU times, ILS* shows a weak scalability. There is decline at order size 300, because many instances in order size 300 were stopped by the time time and revenue of orders are more correlated, the operators based on the unit revenue would become less efficient to select orders. In this case Sparrow chooses other operators and the correlation between processing time and revenue does not influence the performance of Sparrow much.
Last, on the travelling repairman set, the changes of the gaps of the two algorithms are not clear. However it is obvious that Sparrow uses the least time and produces the best solutions. We believe this is because of the fast insertion algorithm with the time slack strategy, which provides a good flexibility for the orders to shift in the long time windows.
As a summary, Sparrow has a relatively high ability to handle harder and real-life cases, especially when revenue and processing time are more correlated, and the time window is very long. The HSSGA algorithm performs well on large instances in terms of optimality gap, although taking more time than Sparrow.
The ILS* algorithm performs worst on these harder instances, and has the worst scalability.
Conclusions
This article studied the Order Acceptance and Scheduling (OAS) problem with sequence-dependent setup times and time windows. We proposed a novel memetic algorithm called Sparrow, a hybridization of the biased random key genetic algorithm (BRKGA) and adaptive large neighbourhood search (ALNS).
We introduced a new bounded-width gene encoding strategy, a hybrid decoding method, an intelligent crossover operator, several neighbourhood operators, and a fast insertion algorithm, making Sparrow suitable for problems with varying properties.
Sparrow is tested on a set of standard benchmark with 750 instances with 25-100 orders. Compared with state-of-the-art algorithms, Sparrow obtains betterquality solutions with comparable running time. The gaps between Sparrow and other algorithms tend to increase when the problem instances get more difficult. We further study this problem by analyzing the correlation between problem properties and the algorithm performance and find that the congestion ratio of the instance, the length of time windows and the correlation between revenue and processing time are the key properties influencing the difficulty of the problem. Finally, we generate new instances with up to 300 orders, longer time windows and more correlated processing time and revenue, and compare the performances of different algorithms on these new realistic instances to understand their strengths and weaknesses. We find that Sparrow has a good ability to solve these difficult instances and the HSSGA algorithm from [16] performs well on large instances in terms of optimality gap, although taking more time than Sparrow. We believe that the integration of the exploration ability of population-based methods and the exploitation ability of local search methods in Sparrow and HSSGA, and the varying neighbourhood operators and the fast insertion strategy in Sparrow make them successful on the difficult instances.
Our next steps are to further improve the performance of Sparrow on large instances, and apply it to other real-world problem domains such as the agile satellite observation scheduling problem which has time-dependent revenue, time-dependent setup times and multiple machines and time windows.
