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Abstract
Interpreting the chiral de Rham complex (CDR) as a formal Hamil-
tonian quantization of the supersymmetric non-linear sigma model,
we suggest a setup for the study of CDR on manifolds with special
holonomy. We show how to systematically construct global sections
of CDR from differential forms, and investigate the algebra of the
sections corresponding to the covariantly constant forms associated
with the special holonomy. As a concrete example, we construct two
commuting copies of the Odake algebra (an extension of the N = 2
superconformal algebra) on the space of global sections of CDR of a
Calabi-Yau threefold and conjecture similar results for G2 manifolds.
We also discuss quasi-classical limits of these algebras.
1 Introduction
The chiral de Rham complex (CDR) was introduced by Malikov, Schechtman
and Vaintrob in [1]. CDR is a sheaf of supersymmetric vertex algebras over
a smooth manifold M . It is defined on a local coordinate patch of M as
a bc–βγ-system — a tensor product of several copies of the Clifford vertex
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algebra and the Weyl vertex algebra, and then extended to M by gluing
on the intersections of these coordinate patches. Since the original work
[1], there has been considerable progress in understanding the mathematical
aspects of CDR (cf. [2, 3, 4] among others). In the physics literature, CDR
appeared in the context of half-twisted sigma models [5, 6] and in the context
of infinite volume limits of sigma models [7, 8, 9]. The present work is the
logical continuation of [10], where it was suggested to interpret CDR as a
formal canonical quantization of the non-linear sigma model.
In the original work [1], the authors showed that if M is Calabi-Yau,
the vertex algebra of global sections of CDR admits an embedding of the
N = 2 superconformal vertex algebra. This result was further extended in [3]
showing that in the hyperka¨hler case, one obtains the N = 4 superconformal
vertex algebra as a subalgebra of global sections of CDR. Later, it was shown
in [11] that in fact in both cases one obtains two commuting copies of the
corresponding supersymmetry algebras, each with half the central charge.
These results parallel the corresponding statements in the physics literature,
where one expects N = 2 (resp. N = 4) superconformal symmetry in the
sigma model with target a Calabi-Yau (resp. hyperka¨hler) manifold. Starting
with the observation by P. Howe and G. Papadopoulos in [12, 13], where
the relation between classical symmetries of non-linear sigma models and
special holonomy manifolds was observed, this relation has now become well
established in the physics literature. Also, when M is an affine space the
algebras associated to Calabi-Yau threefolds, and to G2 and Spin(7) manifolds,
have been studied in a quantum treatment of the sigma model by Odake in
[14] and by Shatashvili and Vafa in [15], respectively.
It is natural to ask if these observations reflect in a relation between special
holonomy of M and the existence of certain subalgebras of CDR. In this
article we provide some technical tools to answer this question. We describe
an embedding (Theorem 6.1), different than the one in [1], of the space of
differential forms Ω∗(M) into global sections of CDR. When the manifold M
has special holonomy it admits covariantly constant forms, and we obtain
their corresponding sections of CDR and the subalgebra generated by them.
In the case when M is a Calabi-Yau threefold, we explicitly construct in this
way an embedding of the algebra studied by Odake [14] into the space of
global sections of CDR.
The relation of these symmetries of CDR with those of the classical
sigma model is more than just an analogy. There have been rigorous works
in the mathematical literature explaining this, see for example [4] where a
quasi-classical limit of CDR is considered. In fact, CDR as a sheaf of vertex
algebras is a quantization of a sheaf of Poisson vertex algebras (see Section
2 for a definition). Roughly speaking, a Poisson vertex algebra is obtained
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as a limit of a family of vertex algebras V~, such that, in the limit ~ → 0,
the (−1)-product becomes commutative. The resulting limit V0 := lim~→0 V~
inherits its commutative product from the (−1)-product of V~ and a Lie
conformal structure from the OPE of V~. In this sense, we can put CDR in a
family parametrized by ~ in such a way that its limit becomes a Poisson vertex
algebra. We show in this article how all the above mentioned symmetries
of the classical sigma model in the physics literature translate verbatim to
symmetries of these Poisson vertex algebras. Moreover, the approach in this
article shows in which sense the symmetries of CDR obtained in [1, 3, 11] and
in our main Theorem 7.1 are quantizations of the corresponding symmetries
of the classical sigma model, since the sections of CDR corresponding to
covariantly constant forms on M become the generators of the classical
symmetries when ~ = 0.
The article is organized as follows: in Section 2 we set up notation
and give the necessary background on (SUSY) vertex algebras and Poisson
vertex algebras. We give here all the examples of vertex algebras and their
corresponding Poisson versions considered in the rest of the article.
The results of the next two sections 3 and 4 should be of interest for
the more physically inclined reader, however these sections could be skipped
on a first reading since the main results in the quantum setup of section 6
are independent of these sections. In Section 3 we review the Hamiltonian
formalism for N = (1, 1) supersymmetric non-linear sigma models. In this
section we sketch a dictionary between Lambda brackets on Poisson vertex
algebras and Poisson brackets of local functionals on loop spaces. Section
4 deals with the classical symmetries of sigma models on special holonomy
manifolds. This section presents the Hamiltonian treatment of the results from
[12, 13]. Using the dictionary between local functionals and Poisson vertex
algebras, we give a list of Poisson vertex algebras associated to the different
cases of special holonomy. In Section 5 we recall the definition of CDR. In
Section 6 we prove the main technical result of this article, Theorem 6.1,
which produces two non-trivial embeddings of the spaces of differential forms
on a Riemannian manifold M into global sections of CDR. This embedding
depends explicitly on the Levi-Civita connection on M . It is shown here that
taking a quasi-classical limit ~→ 0 we recover from these sections the classical
currents considered in the previous section 4, therefore CDR provides us with
a natural setup to quantize the classical symmetries of the sigma model.
Section 7 presents our results at the quantum level. The main result is the
construction of two commuting copies of the Odake algebra on a Calabi-Yau
threefold. We also present a conjecture in the G2 case (conjecture 7.3), and
discuss the Spin(7) case. In Section 8 we present a summary and discuss the
main complications in further possible calculations. In Appendix A we collect
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some useful formulas on different special holonomy manifolds.
2 Algebraic preliminaries
In this section we collect the necessary tools from the theory of vertex algebras
and SUSY vertex algebras. For details the reader is referred to [16]. We
give all the examples of vertex algebras and vertex Poisson algebras that we
will need in the rest of the article. The SUSY vertex algebras in this article
are called SUSY NK = 1 vertex algebras in [16]. We will drop the NK = 1
moniker. The reader might benefit also from [3] where the formalism of [16]
is described in the particular case of NK = 1 SUSY vertex algebras.
All modules and algebras in this article are Z/2Z-graded and we will often
drop the word super when no confusion could arise. For an element a in a
super vector space of degree ∆a ∈ Z/2Z, we will denote (−1)∆a by (−1)a.
Consider the 1|1 dimensional super Lie algebra with an odd generator D
and an even generator ∂ with commutation relations
[D,D] = 2∂, [∂,D] = [∂, ∂] = 0, (2.1)
and let H be its universal enveloping algebra. We will also consider another
set of generators χ, λ for H such that χ2 = −λ. We will denote ∇ = (∂,D)
and Λ = (λ, χ).
Definition 2.1. A SUSY Lie conformal algebra is a H-module R together
with a degree 1 operation
[·Λ·] : R⊗R → H⊗R, (2.2)
called the Lambda bracket satisfying
1. Sesquilinearity
[DaΛb] = χ[aΛb] , [aΛDb] = −(−1)a (D + χ) [aΛb] . (2.3)
Here we use the elements (∂,D) of H acting on R while (λ, χ) denote
elements of the first factor in the right hand side of (2.2).
2. Skew-symmetry:
[bΛa] = (−1)ab[b−Λ−∇a] . (2.4)
Here the bracket on the right hand side is computed as follows: first
compute [bΓa], where Γ = (γ, η) are generators of H. This way one
obtains a polynomial in (γ, η) with coefficients in R. Next replace Γ
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by (−λ− ∂,−χ−D), and as above, apply (∂,D) to R. This way both
sides of (2.4) are polynomials in (λ, χ) with coefficients in R. A more
detailed explanation along with commuting diagrams can be found in
[16, Rem. 4.11].
3. Jacobi identity:
[aΛ[bΓc]] = −(−1)a [[aΛb]Γ+Λc] + (−1)(a+1)(b+1)[bΓ[aΛc]] , (2.5)
where the first bracket on the right hand side is computed as in Skew-
Symmetry and the identity is an identity in H⊗2 ⊗R.
Example 2.1 (N = 1 superconformal algebra). This is the H module R
which is the direct sum of a free module generated by an odd vector T and
a one dimensional module spanned by an even element C such that DC = 0
and the non-trivial bracket is given by:
[T Λ T ] = (2∂ + χD + 3λ)T +
λ2χ
3
C. (2.6)
The element T is often called super Virasoro or Neveu-Schwarz field. Note
that C satisfies [CΛR] = 0. We will call such an element central.
Let T be as in (2.6), following definition is [16, Def. 5.6] we say that a vector
a is said to have conformal weight ∆ ∈ C with respect to the N = 1 generator
T if it satisfies:
[T Λ a ] = (2∂ + χD + 2∆λ)a+O(λχ) . (2.7)
Where O(λχ) denote higher order terms in the PBW basis of H given by
(λ, χ). It is said to be primary if these terms vanish.
Example 2.2 (N = 2 superconformal algebra). This is an extension of the
N = 1 algebra by an even vector J satisfying
[T Λ J ] = (2∂ + χD + 2λ)J,
[ J Λ J ] = −
(
T +
C
3
λχ
)
.
(2.8)
Example 2.3 (N = 4 superconformal algebra). This algebra is generated by
an odd vector T , three vectors {J i}3i=1 and a central element C such that each
triple (T, J i, C) is a copy of the N = 2 algebra and the J i satisfy:
[ J i Λ J
j ] = εijk(χ+ 2D)J
k, (2.9)
where εijk is the totally antisymmetric tensor.
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Definition 2.2. A SUSY vertex algebra is a tuple (V, |0〉, ·, [·Λ·]) where
(V, [·Λ·]) is a SUSY Lie conformal algebra, |0〉 ∈ V is an even vector (called
the vacuum) with D|0〉 = 0 and · : V ⊗ V → V is a bilinear operation (called
the normally ordered product) that satisfies:
1. Quasi-commutativity
a · b− (−1)abb · a =
∫ 0
−∇
[ a Λ b ]dΛ, (2.10)
where the integral term is computed as follows. First compute the
Lambda bracket. Second take the derivative with respect to χ to obtain
an element of V [λ]. Compute the formal integral with respect to dλ.
Finally evaluate the results replacing λ by the limits: zero and −∂.
2. Quasi-associativity:
(a·b)·c−a·(b·c) =
(∫ ∇
0
dΛa
)
·[bΛc]+(−1)ab
(∫ ∇
0
dΛb
)
·[aΛc] , (2.11)
where the integrals are interpreted as follows: expand the Lambda
bracket and put the Λ terms inside of the integral; then take the definite
integral as in the previous item.
3. Quasi-Leibniz (non-commutative Wick formula)
[ a Λ b · c ] = [ a Λ b ] · c+ (−1)(a+1)bb · [ a Λ c ] +
∫ Λ
0
[ [ a Λ b ] Γ c ]dΓ (2.12)
From this definition we immediately see that if we rescale the Lambda
bracket by ~, then the product · fails to be a commutative associative product
satisfying Leibniz by terms of order ~. That leads naturally to the following
definitions.
Definition 2.3. A SUSY Poisson vertex algebra is a tuple (V, |0〉, ·, {·Λ·})
where (V, {·Λ·}) is a SUSY Lie conformal algebra, (V, |0〉, ·) is a unital as-
sociative commutative algebra, and the two operations satisfy the Leibniz
rule
{aΛb · c} = {aΛb} · c+ (−1)(a+1)ba · {bΛc}. (2.13)
Definition 2.4. A quantization of a SUSY Poisson vertex algebra V0 consists
of a family of SUSY vertex algebras V~ such that the product on V0 is the
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limit of the product in V~ as ~→ 0 and the Lambda bracket of V0 is given by
the limit
{aΛb} = lim
~→0
1
~
[aΛb]~. (2.14)
In this situation we say that V0 is the quasi-classical limit of V~.
It is customary to write the Lambda bracket of a Poisson vertex algebra
with braces instead of brackets mimicking the usual Poisson versus associative
algebra case. In what follows, we will often omit the symbol · in products
between vectors. We will also drop the prefix SUSY.
Vertex algebras are to conformal Lie algebras what associative algebras
are to Lie algebras in the following sense. For any Lie conformal algebra R
there exists a vertex algebra U(R) with an embedding of conformal algebras
i : R ↪→ U(R) satisfying the usual universal property: for any other vertex
algebra V and a map j : R → V , there exists a morphism of vertex algebras
k : U(R)→ V such that j = k ◦ i. Moreover, the algebra U(R) is constructed
in very much the same way as in the Lie algebra situation, any vector of U(R)
can be obtained by products of elements of R. The notions of sub-vertex
algebra and vertex algebra ideal are straightforward to define. In particular,
examples 2.1, 2.2 and 2.3 give rise to their corresponding universal enveloping
vertex algebras. For any complex number c, we will consider their quotient
by the ideal generated by C − c. The corresponding vertex algebras are the
univeral N = 1, 2 and 4 superconformal vertex algebras of central charge c.
This terminology justifies the notation when we say that a certain set
S of vectors satisfying some prescribed Lambda brackets generate a vertex
algebra: we first construct the corresponding Lie conformal algebra and then
we consider its universal enveloping vertex algebra, in particular any vector of
this algebra is a combination of products of elements of S and their derivatives
(i.e. vectors of the H-module generated by S). There are other situations
when the Lambda bracket of elements in S is not linear in the elements of
S but can be expressed as combinations of products of elements of S and
their derivatives. In this case we say that the vertex algebra is non-linearly
generated [17]. Some of the examples that arise as symmetries of the sigma
model with target a special holonomy manifold fall into this category:
Example 2.4 ([14]). The Odake vertex algebra is generated by two even
vectors T and J , and two odd vectors X and X¯, such that the pair (T, J)
generate the N = 2 vertex algebra of central charge c as in Example 2.2, and
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the remaining non-trivial Lambda brackets are given by
[TΛX] = (2∂ + χD + 3λ)X, [TΛX¯] = (2∂ + χD + 3λ)X¯
[JΛX] = −i(D + 3χ)X, [JΛX¯] = i(D + 3χ)X¯,
[XΛX¯] = −1
2
(iTJ − (DJ)J)
+
1
2
χ (JJ − i∂J)− 1
2
λ (T + iDJ)− iλχJ − 1
2
λ2χ .
(2.15)
Example 2.5 (Spin(7) algebra [15]). This algebra is an extension of the
N = 1 algebra of central charge 12 by an even vector Θ satisfying
[TΛΘ] = (2∂ + χD + 4λ) Θ +
χλ
2
T +
2
3
λ3,
[ΘΛΘ] =
5
2
∂DΘ +
5
4
∂2T + 6TΘ+
+ 8 (χ∂ + λD + 2λχ) Θ +
15
4
λ(∂ + λ)T +
8
3
λ3χ.
(2.16)
Example 2.6 (G2 algebra [15]). This vertex algebra is generated by a su-
perconformal vector T of central charge 21/2, an odd primary field Π of
conformal weight 3/2, and an even field Ψ of conformal weight 2 (but not
primary). The Lambda brackets are given by:
[TΛΨ] =(2∂ + χD + 4λ)Ψ−
1
2
χλT − 7
12
λ3,
[ Π Λ Π ] =− 3DΨ− 3
2
∂T − 6χΨ− 3λT − 7
2
λ2χ ,
[ Π Λ Ψ ] = + 3TΠ +
5
2
χ∂Π + 3λDΠ +
15
2
χλΠ ,
[ Ψ Λ Ψ ] = +
9
4
∂2T − 9
2
D∂Ψ + 10TΨ + 3ΠDΠ
+ 5 (χ∂ + λD + 2λχ) Ψ
+
9
4
λ(∂ + λ)T +
35
24
χλ3 .
(2.17)
In these last three examples we see how the Lambda brackets of the
generating set of vectors are expressed as quadratic expressions of the gener-
ating vectors. We remark however that the formalism of [17] is not directly
applicable and in fact these algebras are not freely generated. In all these
examples these algebras have been constructed by a free field realization, by
exhibiting generators satisfying these OPEs.
Another important example we will need in this article is the bc–βγ-system:
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Example 2.7 (bc− βγ-system). Let V be a finite dimensional vector space,
we will consider the algebra generated by V ⊕ V ∗[1], that is even vectors of V
and odd vectors of V ∗ with a Lambda bracket given by
[vΛw
∗]~ = ~w∗(v), (2.18)
where ~ ∈ C×. These algebras are all isomorphic for any value of ~ but we
include the parameter here for later convenience.
For completeness, we include the example of the Boson-Fermion system:
Example 2.8 (Boson-Fermion system). Let W be a vector space with a
symmetric bilinear form (, ). We consider the algebra generated by W [1] (i.e.
W viewed as an odd vector space), with the Lambda bracket
[wΛw
′]~ = ~χ(w,w′). (2.19)
This is the tensor product of the Heisenberg vertex algebra with the Clifford
vertex algebras associated to W and (, ) [16, Ex. 5.8].
In the case when W = V ⊕V ∗ with its natural symmetric pairing, we have
an embedding of the Boson-Fermion system of W into the bc–βγ system of
the previous example induced by
v 7→ Dv, v∗ 7→ v∗. (2.20)
State-Field correspondence
We include in this section an alternative definition of SUSY vertex algebras
using state-superfield correspondences. This section will only be needed to
explain Remark 5.3 below relating the SUSY formalism with the more familiar
formalism of vertex algebras in the literature.
SUSY vertex algebras, and in particular the SUSY Lambda bracket of
[16] are generalizations of the more familiar concept of vertex algebras. In
order to compare these we need to recall some definitions.
Given a vector space V , an End(V )-valued field is a formal distribution
of the form
A(z) =
∑
n∈Z
z−1−nA(n), A(n) ∈ End(V ), (2.21)
such that for every v ∈ V , we have A(n)v = 0 for large enough n.
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Definition 2.5. A vertex super-algebra consists of the data of a super vector
space V , an even vector |0〉 ∈ V (the vacuum vector), an even endomorphism
∂, and a parity preserving linear map A 7→ Y (A, z) from V to End(V )-valued
fields (the state-field correspondence). This data should satisfy the following
set of axioms:
• Vacuum axioms:
Y (|0〉, z) = Id
Y (A, z)|0〉 = A+O(z)
∂|0〉 = 0
(2.22)
• Translation invariance:
[∂, Y (A, z)] = ∂zY (A, z) (2.23)
• Locality:
(z − w)n[Y (A, z), Y (B,w)] = 0 n 0 (2.24)
(The notation O(z) denotes a power series in z without constant term.)
Given a vertex super-algebra V and a vector A ∈ V , we expand the fields
Y (A, z) =
∑
j∈Z
z−1−jA(j) (2.25)
and we call the endomorphisms A(j) the Fourier modes of Y (a, z). Define
now the operations:
[AλB] =
∑
j≥0
λj
j!
A(j)B
AB = A(−1)B
(2.26)
The first operation is called the λ-bracket and the second is called the normally
ordered product. The λ-bracket contains all of the information about the
commutators between the Fourier coefficients of fields in V .
In order to view SUSY vertex algebras as a generalization of this state-field
correspondence we have to consider super-fields as follows. We introduce
formal variables Z = (z, θ) andW = (w, ζ), where θ, ζ are odd anti-commuting
variables and z, w are even commuting variables. Given an integer j and
J = 0 or 1 we put Zj|J = zjθJ .
Given a super vector space V and a vector a ∈ V , we will denote by
(−1)a its parity. Let U be a vector space, a U -valued formal distribution is
an expression of the form∑
j∈Z
J=0,1
Z−1−j|1−Jw(j|J) w(j|J) ∈ U. (2.27)
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The space of such distributions will be denoted by U [[Z,Z−1]]. If U is a Lie
algebra we will say that two such distributions a(Z), b(W ) are local if
(z − w)n[a(Z), b(W )] = 0 n 0. (2.28)
The space of distributions such that only finitely many negative powers of z
appear (i.e. w(j|J) = 0 for large enough j) will be denoted U((Z)). In the case
when U = End(V ) for another vector space V , we will say that a distribution
a(Z) is a field if a(Z)v ∈ V ((Z)) for all v ∈ V . The following is equivalent to
Definition 2.2 [16].
Definition 2.6. An SUSY vertex algebra consists of the data of a vector
space V , an even vector |0〉 ∈ V (the vacuum vector), an odd endomorphism D
(whose square is an even endomorphism we denote ∂), and a parity preserving
linear map A 7→ Y (A,Z) from V to End(V )-valued fields (the state-field
correspondence). This data should satisfy the following set of axioms:
• Vacuum axioms:
Y (|0〉, Z) = Id
Y (A,Z)|0〉 = A+O(Z)
D|0〉 = 0
(2.29)
• Translation invariance:
[D, Y (A,Z)] = (∂θ − θ∂z)Y (A,Z)
[∂, Y (A,Z)] = ∂zY (A,Z)
(2.30)
• Locality:
(z − w)n[Y (A,Z), Y (B,W )] = 0 n 0 (2.31)
Remark 2.7. Given the vacuum axiom for a SUSY vertex algebra, we
will use the state field correspondence to identify a vector A ∈ V with its
corresponding field Y (A,Z).
Given a N = 1 SUSY vertex algebra V and a vector A ∈ V , we expand
the fields
Y (A,Z) =
∑
j∈Z
J=0,1
Z−1−j|1−JA(j|J) (2.32)
and we call the endomorphisms A(j|J) the Fourier modes of Y (A,Z). Define
now the operations:
[AΛB] =
∑
j≥0
J=0,1
Λj|J
j!
A(j|J)B
AB = A(−1|1)B
(2.33)
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The first operation is called the Λ-bracket and the second is called the normally
ordered product.
Remark 2.8. A SUSY vertex algebra V with state-superfield correspondence
Y super can be viewed as a usual vertex algebra by defining the state-field
correspondence Y as
Y (a, z) := Y super(a, z, 0), a ∈ V.
The operator D generates supersymmetry in the sense that we recover the
superfield associated to a from the usual fields associated to a and Da:
Y super(a, z, θ) = Y (a, z) + θY (Da, z).
Quasi-classical limits
In the remainder of this section we describe the Poisson vertex algebras that
arise as quasi-classical limits of the vertex algebras of Examples 2.1–2.6. The
problem of quantizing a Poisson vertex algebra is a very difficult one. However,
in the case of a universal enveloping vertex algebra of a Lie conformal algebra,
we can construct a one parameter family just by rescaling the generators.
This procedure also works when we have a central extension as in Example
2.1. For example, the N = 1 algebra is generated by T . Denoting T˜ = ~T we
have
[T˜ΛT˜ ]~ = ~(2∂ + χD + 3λ)T˜ + ~2
λ2χ
3
c.
Rescaling this bracket by ~−1, letting ~ → 0, and renaming our generator
back to T , we obtain
{TΛT} = (2∂ + χD + 3λ)T. (2.34)
We can proceed in the same way for the N = 2 and N = 4 vertex algebras.
This procedure, however, will not work for the non-linear Examples 2.4–
2.6. We show here for completeness how all of the examples 2.1–2.6 can be
included in a one parameter family of vertex algebras, describing also their
quasi-classical limit.
Example 2.9 (N = 1). The family is given by
[TΛT ]~ = ~(2∂ + χD + 3λ)T + ~2
λ2χ
3
C. (2.35)
Therefore its quasi-classical limit is generated by an odd vector T satisfying
(2.34)
12
Example 2.10 (N = 2). The family of vertex algebras is given by (2.35),
and the remaining brackets are:
[TΛJ ]~ = ~(2∂ + χD + 2λ)J,
[JΛJ ]~ = −~T − ~2
C
3
λχ .
(2.36)
The corresponding Poisson vertex algebra is generated by T , satisfying (2.34),
and an even J , primary of conformal weight 1, and with the remaining bracket
{JΛJ} = −T. (2.37)
Example 2.11 (N = 4). The example of N = 4 is just as in the vertex
algebra situation: we have three even vectors {J i} and an odd vector T . Each
pair (T, J i) gives rise to the classical limit of the N = 2 algebra as in the
previous example, and the remaining bracket is
{J iΛJ j} = εijk(D + 2χ)Jk.
Example 2.12 (The Odake algebra). We can extend the Odake algebra to a
one parameter family of vertex algebras, by considering, in addition to the
family of N = 2 algebras described in Exercise 2.9, two vectors X and X¯
primary of conformal weight 3/2 and the remaining brackets given by
[JΛX]~ = −i~(D + 3χ)X, [JΛX¯] = i~(D + 3χ)X¯,
[XΛX¯]~ = −1
2
(~iTJ + ~(DJ)J) +
1
2
χ
(
~JJ − i~2∂J)
− 1
2
~2λ (T + iDJ)− i~2λχJ − 1
2
~3λ2χ .
(2.38)
Its quasi-classical limit is therefore generated by T and J as in Example 2.10,
and X and X¯ with the remaining brackets:
{JΛX} = −i(D + 3χ)X, {JΛX¯} = i(D + 3χ)X¯ ,
{XΛX¯} = −1
2
(iTJ + (DJ)J − χJJ) . (2.39)
Example 2.13 (Spin(7)). This algebra fits in the family:
[TΛΘ]~ = ~ (2∂ + χD + 4λ) Θ + ~2
χλ
2
T + ~3
2
3
λ3,
[ΘΛΘ]~ = ~2
5
2
∂DΘ + ~3
5
4
∂2T + 6~TΘ
+ 8~2 (χ∂ + λD + 2λχ) Θ + ~3
15
4
λ(∂ + λ)T + ~4
8
3
λ3χ.
(2.40)
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Its quasi-classical limit is thus given by T as in Example 2.9 and an even
vector Θ satisfying:
{TΛΘ} = (2∂ + χD + 4λ)Θ, {ΘΛΘ} = 6TΘ. (2.41)
Example 2.14 (G2). The family in this case is given by
[ Π Λ Π ]~ =− 3~DΨ− ~2 3
2
∂T − 6~χΨ− ~23λT − ~3 7
2
λ2χ ,
[ Π Λ Ψ ]~ = + 3~TΠ + ~2
5
2
χ∂Π + ~23λDΠ + ~3
15
2
χλΠ ,
[ Ψ Λ Ψ ]~ = + ~3
9
4
∂2T − ~2 9
2
D∂Ψ + 10~TΨ + 3~ΠDΠ
+ ~25 (χ∂ + λD + 2λχ) Ψ
+ ~3
9
4
λ(∂ + λ)T + ~4
35
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χλ3 ,
(2.42)
from where the quasi-classical limit is given by T as in Example 2.9, two
primary vectors Π of conformal weight 3/2, and Ψ of conformal weight 2,
with the remaining brackets:
{ΠΛΠ} = −3DΨ, {ΠΛΨ} = 3TΠ, {ΨΛΨ} = 10TΨ + 3ΠDΠ. (2.43)
3 Classical sigma model
In this section, we review some basic facts about the classical sigma model.
Especially, we will see the connection between covariantly constant forms on
the target space and symmetries of the sigma model [12, 13]. We will also
show how to write the model in the Hamiltonian framework [18, 19, 20].
The position of a closed string moving on a manifold M is represented
by a point in the loop space LM . The corresponding phase space is given
by the cotangent bundle T ∗LM . This infinite dimensional manifold carries a
symplectic structure and therefore we expect to have a Poisson algebra as its
algebra of functions. There are many technical difficulties in identifying the
right set of “functions” on T ∗LM to make the previous sentence rigorous. In
the physics literature, typically one works with local functionals on T ∗LM
effectively using algebraic variational calculus, and the corresponding Poisson
structure is in fact a Poisson vertex algebra. For an extensive review of the
theory of Poisson vertex algebras and their connections with algebras of local
functionals we refer the reader to [21].
In the next section, we will use this connection to show how the classical
symmetries of the sigma model implies the existence of certain Poisson vertex
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subalgebras of the quasi-classical limit of CDR. In particular, associated to
each covariantly constant form on the manifold M , we have corresponding
local functionals on T ∗LM , explicit expressions are derived in 3.2.2. In later
sections we will show that they close under the Lambda bracket.
The reader might wish to skip this section on a first-time reading since
it is not needed for the main results of this article in the quantum setup of
Section 7.
3.1 The sigma model in the Lagrangian formalism
Consider the N=(1,1) supersymmetric sigma model defined on Σ = S1 × R.
Its action is given by
S =
1
2
∫
Σ
dσdtdθ−dθ+ gij(Φ)D+ΦiD−Φj. (3.1)
We use N=(1,1) superfields Φi(σ, t, θ+, θ−). The circle S1 is parametrized by
σ, and t, the “time”, is the coordinate on R. The pair θ± labels the spinor
coordinates, that is, we consider the supermanifold Σ2,2 where θ± transform
as sections of the square root of the canonical bundle over Σ. The fields Φi
are maps from Σ2,2 into a target manifold M . The tensor gij is a given metric
on M . The odd derivatives D± and the even derivatives ∂± are defined by1
D± =
∂
∂θ±
+ θ±(∂0 ± ∂1) , ∂± = D2± = ∂0 ± ∂1 , (3.2)
where ∂0 ≡ ∂∂t and ∂1 ≡ ∂∂σ . The equation of motion that our fields Φi satisfies
is derived from this action as:
D−D+Φi + ΓijkD−Φ
jD+Φ
k = 0 , (3.3)
where Γ is the Levi-Civita connection. The model has an N = (1, 1) super-
conformal symmetry, with the corresponding current given by
T± = gij(Φ)D±Φi∂±Φj . (3.4)
The equation of motion gives D∓T± = 0, that is, T± are conserved and
also T± = T±(t± σ, θ±) — we have left and right moving currents. We can
multiply T± by any function f±(t±σ, θ±) to form T˜± = f±T±. T˜± still satisfy
D∓T˜± = 0, and we therefore have infinitely many conserved currents. The
1We here misuse spinor notation, commonly used in the physics literature. For example,
the partial derivative ∂+ should be understood as ∂++ in spinor indices.
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components of the superfields T± are the Virasoro field and the Neveu-Schwarz
supercurrent, respectively.
These are the only symmetries that we can find associated to a general
Riemannian metric. However, as noticed in [12, 13], if M admits covariantly
constant forms, the sigma model has additional symmetries. The argument
goes as follows: consider a form ω = ωi1...indx
i1 ∧ . . .∧ dxin satisfying ∇ω = 0,
where ∇ is the Levi-Civita connection. Then
J
(n)
± = ωi1...in(Φ)D±Φ
i1 . . . D±Φin (3.5)
satisfies D∓J± = 0 on-shell, i.e. with the use of (3.3). This implies that
J
(n)
± = J
(n)
± (t ± σ, θ±), and the components of J (n)± will be left and right
moving currents. By the same argument as above, we have infinitely many
conserved currents. The symmetries corresponding to the currents are
δ±Φi = ±gii1ωi1...inD±Φ
i2 . . . D±Φin , (3.6)
where the parameter ± satifies D∓± = 0. The action functional (3.1) is
invariant under (3.6) if ω is covariantly constant.
3.2 The sigma model in the Hamiltonian formalism
The sigma model (3.1) can also be formulated in the Hamiltonian formalism
[18, 19, 20]. We integrate out one odd θ, and identify the Hamiltonian and the
phase space structure. In order to do so, we introduce new odd coordinates
θ0 and θ1 by
θ0 =
1√
2
(θ+ + iθ−) , θ1 =
1√
2
(θ+ − iθ−) , (3.7)
together with odd derivatives
D0 =
1√
2
(D+ − iD−) , D1 = 1√
2
(D+ + iD−) , (3.8)
which satisfy D20 = ∂1, D
2
1 = ∂1 and D1D0 +D0D1 = 2∂0. We also introduce
new superfields
φi := Φi|θ0=0 , Si := gijD0Φj|θ0=0 , (3.9)
and new derivatives
D1 := D1|θ0=0 , ∂ := ∂1 . (3.10)
16
After performing the θ0-integration, the action (3.1) becomes
S =
∫
dtdσdθ1
(
Si∂0φ
i − 1
2
H
)
, (3.11)
where
H = ∂φiD1φ
jgij + g
ijSiD1Sj + SkD1φ
iSlg
jlΓkij . (3.12)
The supersymmetric sigma model phase space corresponds to the cotangent
bundle T ∗LsM , where LsM = {S1|1 →M} is the superloop space. Here S1|1
is the supercircle T ∗[1]S1 with even coordinate σ and odd coordinate θ1. This
phase space is equipped with a natural symplectic structure∫
dσ dθ1 δSi ∧ δφi , (3.13)
where we view the fields φi and Si as local coordinates on T
∗LsM . Thus, the
space of functionals on T ∗LM is equipped with a (super) Poisson bracket
{ , } generated by the relation:
{φi(σ, θ1), Sj(σ′, θ′1)} = δijδ(σ − σ′)δ(θ1 − θ′1) . (3.14)
From (3.11), the Hamiltonian is:
h =
1
2
∫
dσdθ1 H. (3.15)
This Hamiltonian, together with the Poisson bracket (3.14), generates the
same dynamics as we get from the action (3.1) and the variational principle.
It is convenient to introduce new formal coordinates on S1|1: ξ = eiσ and
(iξ)1/2θ = θ1, which imply
(iξ)1/2D = D1, (iξ)
1/2dθ = dθ1, (iξ)1/2Si(ξ, θ) = Si(σ, θ
1). (3.16)
Thus, the Poisson bracket (3.14) becomes
{φi(ξ, θ), Sj(ξ′, θ′)} = δij δ(ξ − ξ′)δ(θ − θ′). (3.17)
From now on, we will use the variables (ξ, θ) on S1|1.
3.2.1 Poisson vertex algebras and Lambda brackets
The Poisson bracket between two local functionals has the following general
form
{A(ξ, θ), B(ξ′, θ′)} =
∑
j≥0
J=0,1
(−1)J∂jξ′DJξ′θ′δ(ξ− ξ′)δ(θ−θ′)C(j|J)(ξ′, θ′) , (3.18)
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where C(j|J) denotes the local functional multiplying the (−1)J∂jξ′DJξ′θ′δ(ξ −
ξ′)δ(θ − θ′)-term. Noting that the RHS of (3.18) looks like in [16, Thm
4.16(4)], and in view of [16, 3.2.1.1], we denote this bracket as:
{A ΛB } =
∑
j≥0
J=0,1
Λj|JC(j|J) , (3.19)
where Λj|J = λjχJ as in Section 2. The Λ’s encode derivatives of delta
functions, and the translation between the two formalisms is
Λj|J ↔ (−1)J∂jξ′DJξ′θ′δ(ξ − ξ′)δ(θ − θ′) . (3.20)
For example, we write (3.14) as
{φi Λ Sj } = δij . (3.21)
It turns out that the operation (3.19) satisfies the axioms of definition 2.3. It
is in this way we will interpret local functional computations in the classical
sigma model as computations in Poisson vertex algebras.
3.2.2 Currents in phase space
Next, we want to describe T± and J
(n)
± , given by (3.4) and (3.5) respectively,
in phase space coordinates. From (3.8) and (3.9) we note that
ei+ := D+Φ
i|θ0=0 = (g
ijSj +Dφ
i)√
2
, (3.22)
i ei− := D−Φ
i|θ0=0 = i (g
ijSj −Dφi)√
2
. (3.23)
The factor of i in the definition of ei− is introduced for later computational
convenience. In terms of the set {ei±}, the generators J (n)± and T± take the
form
T± = ±
(
gijDe
i
±e
j
± + gijΓ
i
klDφ
kel±e
j
±
)
,
J
(n)
+ =
1
n!
ωi1...ine
i1
+ . . . e
in
+ ,
J
(n)
− =
in
n!
ωi1...ine
i1− . . . e
in− .
(3.24)
Note, that in order to find the expression for T± we had to use the equations
of motion (3.3).
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4 Classical algebra extensions
In the previous section we described how local functionals on the (super) loop
space give rise to elements of a Poisson vertex algebra. In this section we will
compute explicitly the Poisson vertex subalgebra generated by the elements
(3.24) associated to covariantly constant forms on M . All the computations
in this section are straightforward applications of the Leibniz identity and
the axioms of the Lambda bracket in definition 2.1.
Using local coordinates {Si, φi} (and their derivatives) for this space we
have their corresponding Lambda bracket (3.21). We will use the combinations
{ei±} instead and derive closed expressions for the Lambda brackets of the
currents {J (n)± } defined in (3.24).
The results in this section were obtained in [12, 13], although in a different
framework. We derive them here in the language of Poisson vertex algebras.
In the next section, we interpret the formulas as a formal quantization (in
the setting of vertex algebras) of the classical symmetries of the sigma model.
Using (3.21) and the axioms of definition 2.3 we obtain the Lambda
brackets between the elements (3.22)-(3.23):
{ ei± Λ ej± } = ±χgij +
1√
2
(
gkjΓimke
m
∓ − gkiΓjmkem±
)
, (4.1)
{ ei+ Λ ej− } =
1√
2
(
gkjΓimke
m
+ − gkiΓjmkem−
)
, (4.2)
and also
{ ei± Λ f(φ) } =
1√
2
gijf,j , (4.3)
for any smooth function f on M , where f,j = ∂jf .
An application of the Leibniz identity to the first equation of (3.24) shows
that {T±} generate two commuting copies of the N = 1 superconformal
Poisson vertex algebra as in Example 2.9, that is:
{T± Λ T± } = (2∂ + χD + 3λ)T± ,
{T∓ Λ T± } = 0 .
(4.4)
Similarly another application of the Leibniz identity gives:
{T± Λ J (n)± } = (2∂ + χD + nλ) J (n)± ,
{T∓ Λ J (n)± } = 0 ,
(4.5)
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which shows that J
(n)
± have conformal weight
n
2
with respect to the left/right
moving super Virasoro field. Let us define
Bi+(n) =
1
n!
gii1ωi1...in+1e
i2
+ . . . e
in+1
+ ,
Bi−(n) =
in
n!
gii1ωi1...in+1e
i2− . . . e
in+1
− ,
(4.6)
by raising an index with the metric. A straightforward computation, repeat-
edly applying the Leibniz rule, shows:
{ J (n)± Λ J (m)± } = (−1)n+1
(
χgijB
i
±(n−1)B
j
±(m−1)
+ gijDB
i
±(n−1)B
j
±(m−1) + gijΓ
i
klDφ
lBk±(n−1)B
j
±(m−1)
)
,
{ J (n)± Λ J (m)∓ } = 0 .
(4.7)
In particular, we see that the currents in the + sector commute with those in
the − sector.
4.1 Currents from holonomy groups
Our goal is to show that the currents J
(n)
± , together with the super Virasoro
T±, close under the Lambda bracket. To this end we need to express the
RHS of (4.7) in terms of these elements. In order to do so we need to exploit
the geometrical properties of M . In particular, the existence of covariantly
constant forms on M is reflected in the fact that the holonomy group of M
reduces to a subgroup of SO(n). Assuming that M is simply-connected, that
the metric g is irreducible (to avoid the holonomy group being a product
of two groups of lower dimension), and that M is not locally a Riemannian
symmetric space, we obtain that the holonomy group of M is one of the seven
possible groups in Berger’s list2 (see [22] for a review of the subject).
Below, we compute the structure of the algebra generated by {J (n)± } and
T± in each of these seven cases, recovering thus the examples computed in
[12, 13]. In order to compute the structure of the corresponding algebras,
we will need some algebraic properties of the covariantly constant forms on
special holonomy manifolds. We collect the relevant formulas (most of which
where derived in [23, 24]) in Appendix A.
2Berger’s original list also included Spin(9) which was later shown to be necessarilly
locally symmetric or locally flat.
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4.1.1 Orientable Riemannian manifold, SO(n)
On a general n-dimensional orientable Riemannian manifold the holonomy
group is SO(n), and we have the covariantly constant totally anti-symmetric
tensor i1...in . For n > 2 the Poisson bracket between the corresponding
currents is zero. For n = 2, because SO(2) = U(1), and i1i2 can be taken
as the Ka¨hler form, we get the N = 2 supersymmetry algebra (see the next
section).
4.1.2 Ka¨hler manifold, U(n)
When the holonomy group is U(n), dimM = 2n, the manifold is Ka¨hler and
we have a covariantly constant 2-form, the Ka¨hler form ω. Using ω = gI, I
being the complex structure, the current is defined as
J
(2)
± = ±
1
2
ωije
i
±e
j
± , (4.8)
and we find that (4.7) reduces to
{ J (2)± Λ J (2)± } = −T± . (4.9)
Therefore, when the target manifold is Ka¨hler, we get two commuting copies
of the N=2 superconformal Poisson vertex algebra, see Example 2.10.
4.1.3 Calabi-Yau, SU(n)
When the holonomy group is SU(n), with dimM = 2n, the manifold M is
a Calabi-Yau. We then have, in addition to the Ka¨hler form, a covariantly
constant holomorphic n-form Ω, and its complex conjugate Ω¯ at our disposal.
Let us denote the corresponding currents X
(n)
± and X¯
(n)
± :
X
(n)
+ =
1
n!
Ωα1...αne
α1
+ . . . e
αn
+ , X
(n)
− =
in
n!
Ωα1...αne
α1− . . . e
αn− , (4.10)
X¯
(n)
+ =
1
n!
Ω¯α¯1...α¯ne
α¯1
+ . . . e
α¯n
+ , X¯
(n)
− =
in
n!
Ω¯α¯1...α¯ne
α¯1− . . . e
α¯n− , (4.11)
which are defined in addition to J
(2)
± and T± on the Calabi-Yau manifold. We
here introduced complex coordinates, with indices i = (α, α¯). Choosing an
Hermitian metric, we find, using the formulas in Appendix A.2, that (4.7)
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reduces to
{ J (2)± ΛX(n)± } = −i
(
nχX
(n)
± +DX
(n)
±
)
,
{ J (2)± Λ X¯(n)± } = +i
(
nχX¯
(n)
± +DX¯
(n)
±
)
,
{X(n)± Λ X(n)± } = 0 ,
{ X¯(n)± Λ X¯(n)± } = 0 ,
{X(n)± Λ X¯(n)± } =
in
2+1
(n− 1)!
(
i
2
(n− 1)T
(
J
(2)
±
)n−2
− 1
2
D
(
J
(2)
±
)n−1
− χ
(
J
(2)
±
)n−1)
,
(4.12)
where J
(2)
± is defined in (4.8). Note that (4.5) reads now
{T±ΛX(n)± } = (2∂ + χD + nλ)X(n)± ,
{T±ΛX¯(n)± } = (2∂ + χD + nλ)X¯(n)± ,
{T∓ΛX(n)± } = {T∓ΛX¯(n)± } = 0.
(4.13)
In the particular case of a Calabi-Yau threefold, that is when n = 3, this
algebra reduces to the Odake algebra of Example 2.12.
Notice that the currents (J
(2)
± , T±, X
(n)
± , X¯
(n)
± ) satisfy extra constraints.
For example, from ω ∧ Ω = ω ∧ Ω¯ = 0 we obtain the identities
J
(2)
± X
(n)
± = 0 , J
(2)
± X¯
(n)
± = 0 , (4.14)
which in turn are needed to check the Jacobi identity for (4.12).
4.1.4 Hyperka¨hler manifold, Sp(n)
When the holonomy group is Sp(n), dimM = 4n, the manifold M is hy-
perka¨hler. We have three complex structures IA, A = 1, 2, 3, such that
IAIB = −δAB + ABCIC . The metric g is Hermitian with respect to all IA
and the forms ωA = gIA are covariantly constant. For ωA we denote the
corresponding currents J
(2)
±A, A = 1, 2, 3, where we use (4.8). Equation (4.7)
reads:
{ J (2)±A Λ J (2)±B } = ABC (D + 2χ) J (2)±C − δABT± , (4.15)
which, together with (4.4), show that {J (2)±A, T±} generate two commuting
copies of the N=4 superconformal algebra of Example 2.11.
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4.1.5 Quaternionic Ka¨hler manifold, Sp(n) · Sp(1)
On a quaternionic Ka¨hler manifold the holonomy group is Sp(n) · Sp(1).
Locally, we have three almost complex structures JA and three locally defined
two-forms ωA = gJA. Defining the covariantly constant form:
Σ =
3∑
i=A
ωA ∧ ωA , (4.16)
and denoting the corresponding currents (3.24) by Σ±:
Σ± =
1
4!
Σijkl e
i
±e
j
±e
k
±e
l
±, (4.17)
we obtain
{Σ± Λ Σ± } = −4Σ±T± . (4.18)
4.1.6 G2-manifold
G2 is an example of a exceptional holonomy group. A G2-manifold M is seven
dimensional. On such a manifold there are two covariantly constant forms, a
three-form Π and its Hodge dual Ψ. We denote the respective currents (3.24)
by the same letters Π± and Ψ±:
Π+ =
1
3!
Πijke
i
+e
j
+e
k
+ , Π− =
i3
3!
Πijke
i
−e
j
−e
k
− , Ψ± =
1
4!
Ψijkle
i
±e
j
±e
k
±e
l
± .
(4.19)
Using the formulas in Appendix A, we find that (4.7) reduces to
{Π± Λ Π± } = −3DΨ± − 6χΨ± ,
{Π± Λ Ψ± } = 3T±Π± ,
{Ψ± Λ Ψ± } = 10T±Ψ± + 3Π±DΠ± .
(4.20)
Recall that the 4-form Ψ is the Hodge dual of Π and thus it is not independent
data. At the level of currents we can derive the relation
2T±Ψ± + Π±DΠ± = 0 . (4.21)
4.1.7 Spin(7)-manifold
Spin(7) is another example of an exceptional holonomy group. Spin(7)-
manifolds are eight dimensional and they admit a covariantly constant 4-form
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Θ which is self-dual with respect to the Hodge involution. The corresponding
currents Θ± satisfy:
Θ± =
1
4!
Θijkle
i
±e
j
±e
k
±e
l
± . (4.22)
We find that (4.7) reduces to
{Θ± Λ Θ± } = 6T±Θ± . (4.23)
5 The chiral de Rham complex
In this section we review the construction of the chiral de Rham complex
[1] of a manifold M . Since we work explicitly in the SUSY vertex algebra
formalism, we will follow [11]. The first appearance of CDR in superfield
formalism goes back to [3].
Let M be a differentiable manifold and let us consider the bundle E =
T [1]M ⊕ T ∗[1]M on M (the shifting by 1 here means that we declare the
sections of this bundle to be odd). This bundle carries a canonical symmetric
pairing E ⊗ E → C∞(M) given by
(X + η, Y + ζ) = (ιXζ + ιY η) , (5.1)
where X, Y are vector fields and η, ζ are differential forms and ιX is the
contraction by X. In addition, the bundle E carries a bilinear operation
known as the Dorfman bracket, defined as
[X + η, Y + ζ] = [X, Y ]Lie + LieX ζ − ιY dη, (5.2)
where the first term on the RHS is the Lie bracket of vector fields. This
operation is not skew-symmetric, but it does satisfy the Jacobi identity.
The chiral de Rham complex of M is a sheaf of SUSY vertex algebras
locally generated by sections of E and by smooth functions in C∞(M). It
was P. Bressler who recognized the bracket (5.2) in the construction of
CDR and gave a coordinate free description of CDR using this [25]. In the
supersymmetric setting the relation between the Dorfman bracket and the
Lambda bracket becomes transparent as the following theorem shows (here
OM is the sheaf of smooth functions on M and we identify the bundle E with
its sheaf of sections)
Proposition 5.1. There exists a sheaf U ch(E) of SUSY vertex algebras on
M together with maps
i : OM ↪→ U ch(E), j : E ↪→ U ch(E), (5.3)
satisfying the following:
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1. i is a map of algebras: i(f)i(g) = i(fg),
2. j imposes a relation between the Dorfman bracket on E and the Lambda
bracket on U ch(E) :
[j(α)Λj(β)] = j[α, β] + 2χi(α, β)
for all sections α, β of E,
3. i and j preserve the OM -module structure of E, i.e. j(fα) = i(f)j(α),
4. the de Rham differential d and D ∈ H are compatible, i.e. jdf = Dif ,
5. the usual commutation relation
[jαΛif ] = i(pi(α) · f),
where pi : E → TM is the canonical projection.
U ch(E) is generated by i and j in the sense that if there exists any other triple
U ′, i′, j′ satisfying 1–5 above, then there exists a map of sheaves of vertex
algebras k : U ch(E)→ U ′, such that i′ = ki and j′ = kj.
Remark 5.2. The construction of the proposition works for any Courant
algebroid E (not necessarily exact) [11]. Since we will only work here with
the trivial algebroid TM ⊕ T ∗M we will call this sheaf CDR as it coincides
with the sheaf defined in [1].
Although the universal construction in terms of a Courant algebroid is
elegant, a more hands-on version in terms of coordinate charts can be given
as well. Below we sketch the approach of [3]. On a coordinate patch of M
with local coordinates {xi} the global sections of CDR are easy to describe.
For each coordinate xi we have an even section φi and corresponding to the
vector field ∂
∂xi
we have the odd section section Si. Their Lambda brackets
are given by
[φiΛSj] = δ
i
j, [φ
i
Λφ
j] = [SiΛSj] = 0. (5.4)
The commutation relations (5.4) remind us of the bc–βγ-system of Exam-
ple 2.7, and in fact, if we were working in the algebraic category these algebras
would be isomorphic. However, since we work in the smooth setting, we allow
for any smooth function of the φ’s while in Example 2.7 only polynomial
functions would appear. This subtlety is addressed in the original work [1]
(see also [26] and [27] for other subtleties in the smooth case with non-locally
finite coverings) where CDR was constructed by first making sense of the
brackets (5.4) locally and then for any change of coordinates xi 7→ yi(xj) they
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constructed an automorphism of CDR on the intersection of the coordinate
patches. This makes it possible to glue on intersections and construct a global
sheaf.
In [3] it was observed that in the supersymmetric setting, this automor-
phism is easy to describe. In fact, the fields φ˜i and S˜i associated to the
coordinates yi are expressed in terms of the original fields as
φ˜i = yi(φj) , S˜i =
∂xj
∂yi
(y(φ))Sj , (5.5)
that is, the fields φi transform as the coordinates do and the fields Si transform
as vector fields do.
Remark 5.3. Using the connection between SUSY vertex algebras and vertex
algebras as explained in Remark 2.8 we see that the 2n generators {φi, Si}
of our SUSY vertex algebra correspond to 4n generators {βi, γi, bi, ci} when
viewed as a usual vertex algebra. The corresponding fields are given by:
Y (γi, z) = Y super(φi, z, 0), Y (ci, z) = Y super(Dφi, z, 0)
Y (bi, z) = Y
super(Si, z, 0), Y (ai, z) = Y
super(DSi, z, 0).
(5.6)
These four set of generators were introduced in the original work [1]. From
(5.5) we easily see that the fields γi transform as coordinates do, while the
fields bi transform as vector fields do. Since D is a derivation and c
i = Dγi it
follows that ci changes as differential forms do. The fields βi however change
in a non-tensorial manner, namely applying D to both sides of the second
equation in (5.5) we obtain:
DS˜i = D
(
∂xj
∂yi
(y(φ))
)
Sj +
∂xj
∂yi
(y(φ))DSj =
∂2xj
∂yi∂yk
(y(φ))
∂yk
∂xl
DφlSj +
∂xj
∂yi
(y(φ))DSj
which using (5.6) implies that the fields βi transform as
β˜i =
∂2xj
∂yi∂yk
(y(γ))
∂yk
∂xl
clbj +
∂xj
∂yi
(y(γ))βj,
showing that in fact they do not transform as vector fields due to the first
term on the RHS. One of the advantages of the SUSY formalism is that the
generators of CDR (the fields φi and Si) transform as tensorial quantities as
in (5.5).
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Another observation is that we can obtain a family of vertex algebras by
multiplying the RHS of (5.4) by ~. In this way we obtain a Poisson vertex
algebra in the limit ~→ 0 as described in Section 2. In this limit we obtain
(3.21) and it was using this observation that CDR was proposed in [10] as a
formal canonical quantization of the classical non-linear sigma model.
In the following sections we will construct global sections of CDR associated
to differential forms of M . These will be the quantum counterpart to (3.24) in
a very precise sense: we recover the latter from the former by taking the limit
~→ 0. After constructing these sections it would be natural to see if, in the
case of covariantly constant forms, they close under the Lambda bracket, thus
obtaining a quantum counterpart to the results of the previous section. This
can explicitly be carried out in the Calabi-Yau threefold case (see Theorem
7.1). In the general situation, however, we can only make conjectures.
Remark 5.4. As a word of caution: the multiplication in CDR is neither
associative nor commutative. It is very difficult then to write down global
sections. A quick look at (5.5) shows that functions and vector fields of M
give rise to such global sections (a fact that we already knew from Prop. 5.1).
However, trying to construct sections of CDR from other tensors on M is not
trivial because of the terms on the RHS of the quasi-associativity rule (2.11)
appearing under a change of coordinates. In [3] it was noticed that one can use
the Levi-Civita connection on M to counteract these quasi-associativity terms
in order to construct sections of CDR associated to differential two-forms. In
the next section we will generalize this result to higher order forms, providing
a unifying framework for constructing symmetry generators of the CDR. The
procedure is straightforward although computationally tedious, we will write
local expressions in terms of the generating fields φi, Si and then check that
under changes of coordinates using (5.5) these expressions are invariant.
6 Constructing global sections of CDR
In this section we construct the quantum analogs of (3.24). More generally,
we will find an embedding of the space of differential forms Ω∗(M) into CDR.
This embedding will depend on a choice of a metric and will be explicitly
given in terms of the corresponding Levi-Civita connection. As mentioned
in Remark 5.4, constructing global sections of this sheaf is a subtle task
due to the lack of O-module structure. The non-tensorial nature of sections
of CDR manifest itself in the appearance of anomalous terms coming from
quasi-associativity (2.11) under changes of coordinates. All these terms are of
order of ~ and will therefore vanish at the quasi-classical limit. In particular,
we will recover (3.24) in this limit.
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6.1 Constructing well-defined sections from forms
Let g be a Riemannian metric on M and let {xi} be a local coordinate
system. We obtain a local trivialization {dxi} for T ∗M and viewing g as an
isomorphism TM ' T ∗M we obtain a corresponding local frame for TM .
According to Prop 5.1 we have the associated local sections Dφi and gijSj
of the CDR. We define the local sections ei± of CDR by the same equations
(3.22)–(3.23) as in the classical case, namely:
ei+ =
(gijSj +Dφ
i)√
2
, (6.1)
i ei− =
i (gijSj −Dφi)√
2
. (6.2)
Now, let ω ∈ Ωn(M) be a differential n-form. We work in a local coordinate
system {xi} so that this form is locally described by
ωi1...indx
i1 ∧ · · · ∧ dxin .
We define local sections of the CDR by the same expression as in the classical
case, given by:
J
(n)
+c =
1
n!
ωi1...ine
i1
+ . . . e
in
+ , J
(n)
−c =
in
n!
ωi1...ine
i1− . . . e
in− . (6.3)
We introduced the subscript “c”, for “classical”. Here we encounter the first
subtlety. Since the multiplication in a vertex algebra is not associative, a
priori we should specify an order of multiplication in expressions like (6.3).
Although, in this particular case, due to the anti-symmetry of ωi1...in , the
integral terms in the RHS of (2.11) will vanish.
We will adopt the following convention: for the RHS of expressions like
(6.3) we will mean
(ωj1...jn(φ))
(
ej1
(
ej2
(
. . .
(
ejn−1ejn
)
. . .
)))
, (6.4)
and we will often not write parenthesis when the order of multiplication does
not alter the expression.
Let us exemplify the problem of defining global sections due to the lack
of associativity of the normal ordered product. If n = 1, that is ω ∈ Ω1(M),
then the sections (6.3) correspond to well defined sections of E = TM ⊕T ∗M
and therefore they give rise to well defined sections of CDR by Prop. 5.1.
The first problem arises when n = 2. Let ω = ωij be a two form on M , and
consider a change of coordinates xi → yi. It follows easily from (5.5) that
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the local section ω˜ij e˜
i
+e˜
j
+ (in the coordinates y
i) is expressed in the system of
coordinates xi as(
∂φi
′
∂φ˜i
∂φj
′
∂φ˜j
ωi′j′
)((
∂φ˜i
∂φk
ek+
)(
∂φ˜j
∂φl
el+
))
. (6.5)
Here we use the shorthand ∂φi/∂φ˜j to mean ∂x
i
∂yj
(y(φ)) as in (5.5) to avoid
cluttering.
Using quasi-associativity and (6.1) this reduces to
ωije
i
+e
j
+ + ~
∂2φl
∂φ˜jφ˜m
∂φ˜j
∂φk
∂φ˜m
∂φn
gpkωlp∂φ
n. (6.6)
This last expression shows that the local section J
(2)
+c does not define a global
section of CDR . Moreover, looking at the second “anomalous” term, this
expression hints that in order to cancel it, we may employ a connection on
TM .
Let us first define the local sections, where the order of the normal ordered
product follows (6.4):
F±(0) := 1, F
i1...ik
+(k) := e
i1
+ . . . e
ik
+ , F
i1...ik
−(k) := i
kei1− . . . e
ik− . (6.7)
Define G±(n,n) = F±(n) and for each 1 ≤ s ≤ bn2 c we define
Gi1...in±(n,n−2s) = Γ
i1
k1l1
gi2k1∂φl1 . . .Γ
i2s−1
k2s−1l2s−1g
i2sk2s−1∂φl2s−1F
i2s+1...in
±(n−2s) , (6.8)
where Γijk are the Christoffel symbols of the Levi-Civita connection associated
to g, b·c denotes the integer part, and the second subscript denotes how many
e’s are present in the expression. Note that the RHS of (6.8) does not depend
on the order in which the product is evaluated, this is why we do not include
nested parenthesis.
Define the numbers Tr,s as the coefficients of the Bessel polynomials [28]:
yr(x) =
r∑
s=0
Tr,sx
s =
r∑
s=0
(r + s)!
(r − s)!s!2sx
s, (6.9)
and let Tr,s := 0 when s < 0 or s > r. We arrive to the main technical
theorem of this article:
Theorem 6.1. Let (M, g) be a Riemannian manifold. For any differential
form ω ∈ Ωn(M), define
J±q :=
1
n!
ωi1...inE
i1...in
±(n) , (6.10)
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E±(n) :=
bn
2
c∑
s=0
~sTn−s,sG±(n,n−2s). (6.11)
Then J±q are well defined sections of CDR, which in the limit ~→ 0 agree
with their classical counterparts (3.24).
Remark 6.2. Theorem 6.1 produces two embeddings of Ω∗(M) into global
sections of CDR. These are clearly different from the embedding in [1]. In the
latter, the image of differential forms is a commutative vertex algebra (the
Lambda brackets vanish). The embeddings given by Theorem 6.1 depend
explicitly on the Levi-Civita connection of the metric g. In particular, they
are only defined for a Riemannian manifold (M, g).
For simplicity we work in the plus sector and avoid the “+” subscripts.
The minus sector is treated similarly. We first show E(n) satisfy a certain
recursion formula and then we show the theorem by induction using this
formula.
Lemma 6.3. E(n) defined in (6.11) satisfy the recursion formula
E(0) = 1, E
[i1...in]
(n) = e
[i1E
i2...in]
(n−1) + Γ
[i1
kl ∂φ
|k(∂χ[e
l|
ΛE
i2...in]
(n−1) ]) , (6.12)
where Γijk are the Christoffel symbols of the Levi-Civita connection and the
brackets around the upper indices denotes skew-symmetrization (the vertical
bars separate the indexes that are not skew-symmetrisized, so in this last
expression, only the ij are skew-symmetric).
Proof. Applying (2.11), we note that the local sections (6.8) satisfy
e[i1G
i2...in]
(n−1,n−1−2s) = G
[i1...in]
(n,n−2s), (6.13)
Γ
[i1
kl g
i2|l∂φk|Gi3...in](n−2,n−2s−2) = G
[i1...in]
(n,n−2s−2). (6.14)
Indeed, let a, b, c be three elements on an arbitrary SUSY vertex algebra,
with b even. Suppose moreover that there are no χ terms in the OPE of a
and b, that is ∂χ[aΛb] = 0. Then the integral term in skew-symmetry vanishes
and we have a · b = b · a. We need two applications of (2.11) in order to
pass from a(bc) to b(ac), namely we first use quasi-associativity from a(bc)
to (ab)c = (ba)c and then again to associate to b(ac). The integral terms
of (2.11) appear with different signs in these two applications, from where
it follows that a(bc) = b(ac). Equation (6.13) is a particular case of this
reasoning with a = ei1 , c = F(n−2s−1) and b the remaining factors in (6.8) so
that bc = G(n−1,n−1−2s), equation (6.14) is treated similarly.
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From (6.13) we see that the first term in (6.12) is given by
bn−1
2
c∑
s=0
~sTn−1−s,sG[i1...in](n,n−2s). (6.15)
In order to compute the second term of (6.12), we first note from the definition
(6.1)
∂χ[ e
i
Λ e
j ] = ~gij, (6.16)
from where we easily obtain
∂χ[e
i
ΛF
[j1...jn]
(n) ] = n~g
i[j1F
j2...jn]
(n−1) (6.17)
Recall that denoting a = ei1 , c = F(n−2s−1) and bc = G(n−1,n−2s−1), there are
no χ-terms in [aΛb], therefore the integral term in the Leibniz rule to compute
[aΛbc] vanish, and we obtain from (6.17) for s ≥ 0:
∂χ[ e
l
Λ G
[i2...in]
(n−1,n−2s−1) ] = ~(n− 2s− 1)gl[i2Gi3...in](n−2,n−2s−2) , (6.18)
from where we can compute:
∂χ[ e
l
ΛE
[i2...in]
(n−1) ] =
bn−1
2
c∑
s=0
~sTn−1−s,s∂χ[elΛG
[i2...in]
(n−1,n−2s−1)] =
bn−1
2
c∑
s=0
~s+1Tn−1−s,s(n− 2s− 1)gl[i2Gi3...in](n−2,n−2s−2), (6.19)
and using (6.14) the second term in (6.12) is
bn−1
2
c∑
s=0
~s+1(n− 2s− 1)Tn−1−s,sG[i1...in](n,n−2s−2) =
bn+1
2
c∑
s=1
~s(n− 2s+ 1)Tn−s,s−1G[i1...in](n,n−2s). (6.20)
Recalling Tr,−1 = 0 and noting that when n is odd, the last term in (6.20)
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vanishes, adding (6.15) and (6.20) we obtain for the RHS of (6.12):
bn
2
c∑
s=0
~s (Tn−1−s,s + (n− 2s+ 1)Tn−s,s−1)G[i1...in](n,n−2s) =
bn
2
c∑
s=0
~s
(n− 1)!
(n− 1− 2s)!s!2s−1
(
1
2
+
s
n− 2s
)
G
[i1...in]
(n,n−2s) =
bn
2
c∑
s=0
~sTn−s,sG[i1...in](n,n−2s) = E
[i1...in]
(n) . (6.21)
Proof of Theorem 6.1. We need to check that under a change of coordinates
the expressions for the local sections (6.10) remain unchanged. We proceed by
induction. Let us assume that the theorem holds for n = k− 1. Performing a
change of coordinates using (5.5) and quasi-associativity (2.11), we obtain:
e[i1E
i2...ik]
(k−1) =(
∂φ˜i1
∂φa1
. . .
∂φ˜ik
∂φak
)(
e[a1E
a2...ak]
(k−1) −
∂2φ[a1
∂φ˜l∂φ˜m
∂φ˜|l
∂φb
∂φ˜m
∂φn
∂φn∂χ
(
[e
b|
ΛE
a2...ak]
(k−1) )]
))
.
(6.22)
This is an analog of equation (6.6) expressing the fact that the LHS fails to
transform as a differential k-form. Here in the LHS the fields are expressed
in terms of the new coordinates φ˜i = yi(φ). The form of the second term
precisely cancels the inhomogeneous term appearing from the transformation
rule of Γijk, namely:
Γ˜ijk =
∂φl
∂φ˜j
∂φm
∂φ˜k
∂φ˜i
∂φn
Γnlm +
∂φ˜i
∂φl
∂2φl
∂φ˜j∂φ˜k
. (6.23)
Using the recursion formula of Lemma 6.3:
E
[i1...ik]
(k) = e
[i1E
i2...ik]
(k−1) + Γ˜
[i1
nl ∂φ˜
|n(∂χ[e
l|
ΛE
i2...ik]
(k−1) ]) =(
∂φ˜i1
∂φa1
. . .
∂φ˜ik
∂φak
)(
e[a1E
a2...ak]
(k−1) + Γ
[a1
mb∂φ
|m∂χ
(
[e
b|
ΛE
a2...ak]
(k−1) )]
))
=(
∂φi1
∂φ˜a1
. . .
∂φik
∂φ˜ak
)
E
[a1...ak]
(k) , (6.24)
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Where in the first two terms we write the fields in terms of the new coordinates
φ˜i and in the last two in terms of the old coordinates φi. Hence when
multiplying both sides by ωii...ik changing coordinates as components of
differential k-forms do, we cancel the first factor in the RHS of this last
expression and the theorem follows.
The first few examples of (6.11) are easy to describe. For n = 2 we obtain
E
[ij]
(2) = F
[ij]
(2) + ~Γ
[i
klg
j]k∂φl , (6.25)
and for n = 3 and n = 4 we get (in the plus sector)
E
[i1i2i3]
(3) = e
[i1E
i2i3]
(2) +2~Γ
[i1
kl g
|k|i2∂φlei3] = F [i1i2i3](3) +3~Γ
[i1
kl g
i2|k∂φl|ei3] , (6.26)
and
E
[i1i2i3i4]
(4) = F
[i1i2i3i4]
(4) + 6~Γ
[i1
kl g
i2|k∂φl|ei3ei4]
+ 3~2Γ[i1k1l1g
i2|k1∂φl1|Γi3k2l2g
i4]k2∂φl2 , (6.27)
respectively.
6.2 Well-defined sections from other tensors
In the previous subsection we constructed well defined global sections of CDR
corresponding to differential forms on M . It is natural to ask whether the
construction there can be generalized to any (n, 0) tensors. In particular, we
would like to construct a global section corresponding to the metric tensor
gij. From our previous analysis we see that in the limit ~→ 0, we expect to
recover the classical Virasoro (3.24). Following our prescription, we would be
tempted to write locally
gijDe
iej + gijΓ
i
klDφ
kelej , (6.28)
with the subtlety that we must also choose an order of multiplication.
At this time we do not know whether the expression (6.28) gives rise to
a well defined section of CDR. It is striking, however, that this expression,
when written in complex coordinates, gives rise to a well defined section of
CDR if the manifold is Calabi-Yau or hyperka¨hler. This follows form the fact
that this section can be expressed as the Lambda bracket of other well defined
sections of the form J
(n)
± as above. In those cases, this section generates a
copy of the N = 1 superconformal algebra as in Example 2.1. It would be
interesting to see if this section is well defined on any Riemannian manifold.
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7 Symmetries of CDR
In this section we study the properties of the subalgebra of CDR generated
by the sections J
(n)
± associated to covariantly constant forms on M . We show
how the results of [3, 11] in the Calabi-Yau and hyperka¨hler case fit in the
notation of this article. Moreover, we extend those results in the Calabi-Yau
threefold case in our main theorem 7.1, and we conjecture the existence of
certain symmetries of CDR in the G2 case, and discuss the Spin(7) case. In
the last subsections we give some evidence for this conjecture. In the case
when the G2-manifold M is the product of a Calabi-Yau threefold and S1,
we can attach CDR to each component in the product, and construct the
G2 currents out of them from geometrical identities. This is much along the
lines of [29]. Since we have reliably calculated the algebra on the Calabi-Yau
factor, and the circle is a flat manifold, in this special case we are able to
calculate the G2 algebra within the CDR framework.
7.1 N=2 algebra
When M is a Ka¨hler manifold, we can use the Ka¨hler form ω to construct
two sections of CDR given by Theorem 6.1:
J± = ±1
2
ωije
i
±e
j
± +
1
2
~ Γijkgjlωil∂φk . (7.1)
These sections coincide (modulo a sign) with the sections with the same
names studied in [11]. Let us define the local sections:
T+ + T− = DφiDSi + ∂φiSi − ~∂D log
√
detgij ,
T+ − T− = gijDφi∂φj + gijSiDSj + ΓjklgilDφk(SjSi) ,
(7.2)
where we have used the Ka¨hler metric g. It was shown in [11] that if the
metric g is Ricci flat, i.e. M is a Calabi-Yau, then the sections J± and T±
satisfy the commutation relations of Example 2.10 with c = 3
2
dimM , and
T± define global sections. Note that the sections J± are well defined due
to Theorem 6.1 while the sections T± are well defined because they arise as
Lambda brackets of the well defined sections J± (cf. the second equation of
(2.36)).
7.2 The Odake algebra
Let M be a Calabi-Yau threefold, with the notation of the previous example,
and let g be a Ricci flat metric. In addition to the Ka¨hler form ω of the previous
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example, we have a holomorphic volume form Ω and its complex conjugate Ω¯.
Let us choose holomorphic coordinates zα and antiholomorphic coordinates
zα¯ = z¯α, and let eα± and e
α¯
± be the local sections of CDR corresponding to
these coordinates. Theorem 6.1 gives us in addition to the global sections J±
and T± the following four sections:
X+ =
1
3!
Ωαβγe
α
+e
β
+e
γ
+ , X− =
i3
3!
Ωαβγe
α
−e
β
−e
γ
− , (7.3)
X¯+ =
1
3!
Ω¯α¯β¯γ¯e
α¯
+e
β¯
+e
γ¯
+ , X¯− =
i3
3!
Ω¯α¯β¯γ¯e
α¯
−e
β¯
−e
γ¯
− . (7.4)
Note that the quantum corrections of order ~ in (6.26) vanish in this case
since the metric is Ricci flat.
The main theorem of this article is
Theorem 7.1. On a Calabi-Yau threefold, the two sets of sections of CDR
(T±, J±, X±, X¯±) given by (7.1)-(7.4) generate two commuting copies of the
Odake algebra as in Example 2.12. This is an extension of the two copies of
the N = 2 algebra constructed in [11].
Proof. For simplicity we put ~ = 1. We may choose holomorphic coordinates
{zα} such that the holomophic volume form is constant. This implies Γααβ =
Γα¯
α¯β¯
= gijgij,k = 0.
In these coordinates, using (6.1)-(6.2), we compute:
[ eα± Λ e
β
± ] = 0 , [e
α¯
±Λe
β¯
±] = 0
[ eα+ Λ e
β
− ] = 0 , [e
α¯
+Λ
eβ¯−] = 0
[ eα± Λ e
β¯
± ] = ±χgαβ¯ +
1√
2
(
gαβ¯,ν¯ e
ν¯
± − gαβ¯,ν eν∓
)
,
[ eα+ Λ e
β¯
− ] =
1√
2
(
gαβ¯,ν¯ e
ν¯
− − gαβ¯,ν eν+
)
,
(7.5)
where as usual we sum over repeated indexes and gαβ¯,ν := ∂zνg
αβ¯.
We first show that the algebra generated by T+, J+, X+ and X¯+ satisfy
the commutation relations of Example 2.4. The computation for the minus
sector can be treated in a similar way. We finally prove that the plus and
minus sectors commute.
Calculation of the plus-sector
We note from (7.5) that we have
[X+ΛX+] = [X¯+ΛX¯+] = 0 (7.6)
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since only e+ with either holomorphic or antiholomorphic indices would occur.
We now proceed to compute the commutator [X+ΛX¯+]. The computation is
long, therefore we break it in different subsections.
7.2.1 [X Λ Ωα¯β¯γ¯e
α¯
+ ]
First, we want to calculate the bracket between eα¯+ and X+. From (2.10) and
(7.5) we obtain
eα+[ e
α¯
+ Λ e
β
+ ] = −[ eα¯+ Λ eβ+ ]eα+ . (7.7)
Noticing that the integral term in (2.12) vanishes, it follows that
[ eα¯+ Λ e
[α
+ e
β]
+ ] = 2[ e
α¯
+ Λ e
[α
+ ] e
β]
+ , (7.8)
and, in general,
[ eα¯+ Λ e
[α1
+ . . . e
αp]
+ ] = p[ e
α¯
+ Λ e
[α1
+ ] . . . e
αp]
+ , (7.9)
where the brackets in the upper indices means skew-symmetrization. Another
application of (2.12) gives:
[ eα¯+ ΛX+ ] =
1
2
χΩαβγg
αα¯eβ+e
γ
+ +
1
2
Ωαβγ
(
gαα¯,ν e
ν
+ − gαα¯,ν¯ eν¯−
)
√
2
eβ+e
γ
+ , (7.10)
and
[ Ω¯α¯β¯γ¯e
α¯
+ ΛX+ ] =
1
2
ΩαβγΩ¯α¯β¯γ¯
(
χgαα¯ +
1√
2
(
gαα¯,ν e
ν
+ − gαα¯,ν¯ eν¯−
))
eβ+e
γ
+ . (7.11)
Using
Ωαβγg
αα¯Ω¯α¯β¯γ¯ = gββ¯gγγ¯ − gβγ¯gγβ¯ , (7.12)
we obtain:
(Ωαβγg
αα¯
,ν Ω¯α¯β¯γ¯)e
ν
+e
β
+e
γ
+ = ∂ν(gββ¯gγγ¯ − gβγ¯gγβ¯)eν+eβ+eγ+ = 0. (7.13)
Replacing in (7.11):
[ Ω¯α¯β¯γ¯e
α¯
+ ΛX+ ] = χgββ¯gγγ¯ e
β
+e
γ
+ −
1√
2
eν¯−∂ν¯(gββ¯gγγ¯) e
β
+e
γ
+ , (7.14)
and with skew-symmetry (2.4):
[X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ] = (χ+D)gββ¯gγγ¯ e
β
+e
γ
+ +
1√
2
eν¯−∂ν¯(gββ¯gγγ¯) e
β
+e
γ
+ . (7.15)
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7.2.2 [X+ Λ Ω¯α¯β¯γ¯e
α¯
+e
β¯
+ ]
From (2.12) we obtain
[X+ Λ Ω¯α¯β¯γ¯e
α¯
+e
β¯
+ ] =[X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ]e
β¯
+ − eβ¯+[X+ Λ Ω¯α¯β¯γ¯eα¯+ ]
+
∫ Λ
0
[ [X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ] Γ e
β¯
+ ]dΓ
=2[X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ]e
β¯
+
−
∫ 0
−∆
[ eβ¯+ Γ [X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ] ]dΓ
+
∫ Λ
0
[ [X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ] Γ e
β¯
+ ]dΓ .
=2[X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ]e
β¯
+
+
∫ Λ−∆
0
[ [X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ] Γ e
β¯
+ ]dΓ ,
(7.16)
where in the second identity we have used (2.10) and in the third identity
we have used ∂η∂γ [ e
β¯
+ Γ [X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ] ] = 0 which in turn follows easily from
(7.15) and the quasi-Leibniz rule (2.12).
Let us introduce the auxiliary combinations:
Aβ¯ := gαβ¯e
α
+, Bβ¯ :=
1√
2
gαβ¯,σ¯e
σ¯
−e
α
+ +DAβ¯ . (7.17)
satisfying
∂χ[Aγ¯ Λ e
β¯
+ ] = δ
β¯
γ¯ , ∂χ[Bγ¯ Λ e
β¯
+ ] = 0 . (7.18)
We can now compute the integral term in (7.16)
χ(λ− ∂)(−2Aγ¯) + (λ− ∂)(−2Bγ¯) , (7.19)
to finally obtain
[X+ Λ Ω¯α¯β¯γ¯e
α¯
+e
β¯
+ ] =2χ(Aβ¯Aγ¯)e
β¯
+ + 2(B[β¯Aγ¯])e
β¯
+
+ 2∂Bγ¯ − 2λBγ¯
+ 2χ∂Aγ¯ − 2χλAγ¯ .
(7.20)
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7.2.3 Calculation of [X+ Λ X¯+ ]
Using the Leibniz identity (2.12) once more, we obtain
[X+ Λ X¯+ ] =
1
3!
([X+ Λ Ω¯α¯β¯γ¯e
α¯
+e
β¯
+ ]e
γ¯
+ + (e
β¯
+e
γ¯
+)[X+ Λ Ω¯α¯β¯γ¯e
α¯
+ ]
+
∫ Γ
0
[ [X+ Λ Ω¯α¯β¯γ¯e
α¯
+e
β¯
+ ] Γ e
γ¯
+ ]dΓ ). (7.21)
The first two terms were computed above while the brackets relevant for the
integral term are (we only need the first few terms because the higher order
terms will not contribute to the integral)
[ (Aβ¯Aγ¯)e
β¯
+ Λ e
γ¯
+ ] = −2χAβ¯eβ¯+ + 6χλ+ . . . , (7.22)
[ (B[β¯Aγ¯])e
β¯
+ Λ e
γ¯
+ ] = −2χBβ¯eβ¯+ + . . . , (7.23)
[ ∂Aγ¯ Λ e
γ¯
+ ] = −3χλ+ . . . , (7.24)
[Aγ¯ Λ e
γ¯
+ ] = +3χ+ . . . . (7.25)
The integral term in (7.21) therefore is∫ Γ
0
[ [X+ Λ Ωα¯β¯γ¯e
α¯
+e
β¯
+ ] Γ e
γ¯
+ ]dΓ = χ(−4λAβ¯eβ¯+ + 12
λ2
2
)− 4λBβ¯eβ¯+
− 6χλ
2
2
− 6χλ2 = −4λBβ¯eβ¯+ − 4χλAβ¯eβ¯+ − 3χλ2 . (7.26)
Collecting we obtain for (7.21):
[X+ Λ X¯+ ] =
1
3
χ((Aβ¯Aα¯)e
β¯
+)e
α¯
+ +
1
3
((B[β¯Aα¯])e
β¯
+)e
α¯
+
+
1
3
(∂Bα¯)e
α¯
+ −
1
3
λBα¯e
α¯
+
+
1
3
χ(∂Aα¯)e
α¯
+ −
1
3
χλAα¯e
α¯
+
+
1
6
χ(eβ¯+e
α¯
+)(Aβ¯Aα¯) +
1
6
(eβ¯+e
α¯
+)(B[β¯Aα¯])
− 2
3
λBβ¯e
β¯
+ −
2
3
χλAβ¯e
β¯
+ −
1
2
χλ2 .
(7.27)
The constant part of (7.27) is given by
1
3
(eβ¯+e
α¯
+)
(
Aα¯Bβ¯
)
+
1
3
(
(Bα¯Aβ¯)e
α¯
+ − (Bβ¯Aα¯)eα¯+
)
eβ¯+ +
1
3
∂(Bβ¯)e
β¯
+ , (7.28)
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where we have used (7.18). Using again (7.18), the first term in (7.28) can
be written as
1
3
(eβ¯+e
α¯
+)
(
Aα¯Bβ¯
)
= −1
3
(
Bβ¯Aα¯
)
(eα¯+e
β¯
+) +
2
3
∂
(
eβ¯+Bβ¯
)
. (7.29)
Using quasi-associativity in the second term of (7.28) we obtain:
− 1
3
(
(Bβ¯Aα¯ −Bα¯Aβ¯)eα¯+
)
eβ¯+ = −
2
3
(
Bβ¯Aα¯
)
(eα¯+e
β¯
+)−
2
3
∂(eβ¯+)Bβ¯ , (7.30)
from where (7.28) now reads
− (Bβ¯Aα¯) (eα¯+eβ¯+) + 23∂ (eβ¯+Bβ¯)− 23∂(eβ¯+)Bβ¯ + 13eβ¯+∂(Bβ¯) . (7.31)
Finally, in order to recognize the generators T+ and J+ in this expression we
apply several times quasi-associativity to
(Bβ¯Aα¯)(e
α¯
+e
β¯
+) = (Bβ¯e
β¯
+)(Aα¯e
α¯
+) + e
α¯
+∂(Bα¯) , (7.32)
from where (7.28) is expressed as
−
(
Bβ¯e
β¯
+
) (
Aα¯e
α¯
+
)
+
2
3
∂
(
eβ¯+Bβ¯
)
− 2
3
∂(eβ¯+)Bβ¯ +
1
3
eβ¯+∂Bβ¯ − eα¯+∂Bα¯
= −
(
Bβ¯e
β¯
+
) (
Aα¯e
α¯
+
)
= −1
2
(T+ + iDJ+)iJ+ . (7.33)
Similarly, collecting the χ-terms from (7.27),
1
3
((Aβ¯Aα¯)e
β¯
+)e
α¯
+ +
1
3
(∂Aα¯)e
α¯
+ +
1
6
(eβ¯+e
α¯
+)(Aβ¯Aα¯) , (7.34)
using quasi-associativity (2.11) we compute
(eβ¯+e
α¯
+)(Aβ¯Aα¯) = −(Aβ¯Aα¯)(eα¯+eβ¯+) + 4∂(Aα¯eα¯+) , (7.35)
((Aβ¯Aα¯)e
β¯
+)e
α¯
+ = −(Aβ¯Aα¯)(eα¯+eβ¯+)− 2Aα¯∂eα¯+ , (7.36)
(Aβ¯Aα¯)(e
α¯
+e
β¯
+) = (Aβ¯e
β¯
+)(Aα¯e
α¯
+) + 3∂Aα¯e
α¯
+ + Aα¯∂e
α¯
+ . (7.37)
With these we can express (7.34) as
− 1
2
(Aβ¯e
β¯
+)(Aα¯e
α¯
+)−
1
2
∂(Aα¯e
α¯
+) = +
1
2
J+J+ − 1
2
i∂J+ . (7.38)
The other terms in (7.27) are easily computed to be
− λBα¯eα¯+ − χλAα¯eα¯+ −
1
2
χλ2 = −λ
2
(T+ + iDJ+)− χλiJ+ − χλ
2
2
. (7.39)
Collecting together the different terms we end up with
[X+ Λ X¯+ ] = −1
2
(
iT+J+ −DJ+J+ − χJ+J+ + iχ∂J+
+ λT+ + iλDJ+ + 2iχλJ+ + χλ
2
)
. (7.40)
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7.2.4 Remaining brackets
Note that in holomorphic coordinates where the volume form is constant the
second term in (7.1) vanishes. From (2.12) we obtain:
[ eγ+ Λ J+ ] = [ e
γ
+ Λ ωαβ¯e
α
+e
β¯
+ ]
=
(
gγγ¯ωαβ¯,γ¯e
α
+√
2
)
eβ¯+ + ωαβ¯e
α
+
(
χgγβ¯ +
gγβ¯,ν¯ e
ν¯
+ − gγβ¯,ν eν−√
2
)
= iχeγ+ − i
1√
2
Γγαβe
α
+e
β
− ,
(7.41)
where we used the fact that the volume form is constant in these coordinates
to check that the corresponding integral term of (2.12) vanishes. Another
application of the Leibniz rule gives
[ J+ Λ X+ ] = −i (3χ+D)X+ + 3i√
2
ΓαµνΩαβγe
µ
+e
ν
−e
β
+e
γ
+ = −i (3χ+D)X+.
(7.42)
Note that we have used that Ω is covariantly constant. The computation for
[J+ΛX¯+] is similar and we are left to check that X+ and X¯+ are primary of
conformal weight 3/2 for T+. This is just an application of the Jacobi identity
for SUSY Lie conformal algebras (2.5) together with the second equation of
(2.8) and (7.42):
[X+ Λ T+ ] = −[X+ Λ [ J+ Γ J+ ] ] = −[ [X+ Λ J+ ] Γ+Λ J+ ]− [ J+ Γ [X+ Λ J+ ] ]
= −i[ (3χ+ 2D)X+ Γ+Λ J+ ]− i[ J+ Γ (3χ+ 2D)X+ ]
= −i(−3χ+ 2(χ+ η))[X+ Γ+Λ J+ ]− i(−3χ− 2(D + η))[ J+ Γ X+ ]
= (3λ+ χD + 2∂)X+ .
(7.43)
The computation for X¯+ is similiar. We have thus proved that T+, J+, X+
and X¯+ satisfy the commutation relations of the Odake algebra in Example
2.4.
7.2.5 Commuting sectors
We now turn to show that the two copies of the Odake algebra commute. We
already know that the corresponding N = 2 algebras commute [11]. It follows
from the first two lines in (7.5) that
[X+ΛX−] = [X¯+ΛX¯−] = 0, (7.44)
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since only holomorphic or antiholomorphic indices enter the equations. Finally
we compute
[ Ωαβγe
α
+ Λ Ωα¯β¯γ¯e
α¯
−e
β¯
−e
γ¯
− ] = −
3√
2
Ωαβγg
αα¯
,δ Ωα¯β¯γ¯e
δ
+e
β¯
−e
γ¯
− (7.45)
so
[ X¯− ΛX+ ] ∝ Ωαβγgαα¯,δ Ωα¯β¯γ¯eδ+eβ¯−eγ¯−eβ+eγ+
= (gββ¯gγγ¯ − gβγ¯gγβ¯),δeδ+eβ+eγ+eβ¯−eγ¯−
= 0 ,
(7.46)
and similarly for [X−ΛX¯+] = 0. We compute
[ J− Λ eα+ ] ∝ Γαµνeµ+eν− , (7.47)
so
[ J− ΛX+ ] ∝ ΩαβγΓαµνeµ+eν−eβ+eγ+ = 0 (7.48)
since Ω is covariantly constant. The same argument applies to [ J− Λ X¯+ ],
[ J+ ΛX− ], and [ J+ Λ X¯− ].
Finally an application of the Jacobi identity and the second equation of
(2.8) we obtain [X+ Λ T− ] = [ X¯+ Λ T− ] = [X− Λ T+ ] = [ X¯− Λ T+ ] = 0.
Thus, (X+, X¯+, J+, T+) commutes with (X−, X¯−, J−, T−) and we proved
the theorem.
Remark 7.2. As in the classical case, there are non-trivial constraints satis-
fied by these currents. The quantum analog of (4.14) is given by
J±X± = −i~∂X± , J±X¯± = i~∂X¯± . (7.49)
7.3 G2
If M is a G2 manifold, we have at our disposal a three form Π and its Hodge
dual Ψ. Using Theorem 6.1, we can define the sections Π± associated to the
three form. We have the following conjecture:
Conjecture 7.3. The sections Π± generate two commuting copies of the G2
algebra given in Example 2.14. In particular, in the limit ~→ 0 we recover
the classical symmetries of section 4.1.6.
Remark 7.4. From Example 2.14, we see that the sections Ψ± and T± can
be recovered from the Lambda brackets only involving Π±.
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The computation in section 7.2 was greatly simplified by the fact that one
can choose local coordinates on a Calabi-Yau manifold where the holomorphic
volume form is constant. This is no longer true for other special holonomy
manifolds — we cannot choose coordinates such that the components of the
covariantly constant forms are constant. Moreover, in the previous example,
due to the fact that the metric g was Ricci flat, the ~ terms of (6.26) vanished.
We do not know of a special coordinate system on G2 manifolds that would
make the quantum corrections vanish.
There are however two examples that would give some evidence to this
conjecture, that of a flat manifold, which boils down to the computation
in [15, 29], and that of a Calabi-Yau threefold times the circle S1. Let us
start with the former and choose a flat metric gij and constant Πijk, with
∗Πijkl = Ψijkl. We define
Π+ =
1
3!
Πijk e
i
+e
j
+e
k
+ , Π− =
i3
3!
Πijk e
i
−e
j
−e
k
− ,
Ψ± = − 1
4!
Ψijkl e
i
±e
j
±e
k
±e
l
± ± ~
1
2
gij∂e
i
±e
j
± .
(7.50)
A computation, partly using the software presented in [30], shows that these
sections indeed generate two commuting copies of the algebra of Example
2.14.
Remark 7.5. As seen above, even in the case of a flat manifold, the sections
Ψ± has quantum corrections. These quantum corrections involve the metric,
and it is currently unknown how to lift them to well defined sections when
M is a curved manifold, c.f. the discussion in section 6.2. In Conjecture 7.3,
this problem is avoided due to Remark 7.4.
Using the flat realization of the tensors Ψ and Π given in A.3, we find the
following relation between currents
~2
1
4
∂2T± − ~2D∂Ψ± + 2T±Ψ± + Π±DΠ± = 0 , (7.51)
which is the quantum version of the classical relation (4.21). Taking the limit
~→ 0 we see that the Howe-Papadopoulos Poisson algebras [12, 13] for G2
are the classical limits of the Shatashvili-Vafa vertex algebras [15].
We now consider a G2-manifold M = CY3 × S1, where CY3 is a compact
Calabi-Yau threefold and S1 is a circle. This is an example of a compact
G2-manifold. The covariant forms are given by
Π = Re(Ω) + ω ∧ dx7 ,
Ψ = Im(Ω) ∧ dx7 + 1
2
ω ∧ ω , (7.52)
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where ω and Ω are the Ka¨hler and holomorphic volume forms of CY3, and
dx7 is the nonvanishing form on S1. The metric g on M is the product of the
Ricci flat metric on CY3 and the flat metric on S
1.
Note that we have obvious embeddings of CDR on CY3 and on S
1 into
the chiral de Rham complex of M . We have at our disposal the sections TCY± ,
J±,X± and X¯± constructed in Theorem 7.1. In addition, we have the sections
e7± corresponding to the flat coordinate x
7 on S1. Define the following global
sections of CDR on M :
T± = TCY± ± e±De±,
Π± = X± + X¯± + J+e7± ,
Ψ± =
J±J±
2
+ i(X± − X¯±)e7± +
1
2
~e7±∂e7± .
(7.53)
We have the following proposition:
Proposition 7.6. The sections T±, Π± and Ψ± generate two commuting
copies of the G2 algebra of Example 2.14.
Proof. We sketch here the computation in the plus sector. Denote I+ =
−i(X+ − X¯+). From the commutation relations of the Odake algebra we
obtain:
[ Π+ Λ Π+ ] = 3~D
(
J+J+
2
− I+e7+ +
1
2
~e7+∂e7+
)
+ 6~χ
(
J+J+
2
− I+e7+ +
1
2
~e7+∂e7+
)
− ~2 3
2
∂
(
T+ + e
7
+De
7
+
)− ~23λ (T+ + e7+De7+)− ~3 72χλ2 , (7.54)
from where the first equation of (2.43) follows. The other equations of (2.43)
follow from the Leibniz rule (2.12), using (7.49), which in this context can be
rewritten as:
J+I+ = −~∂(X+ + X¯+) , J+(X+ + X¯+) = ~∂I+ . (7.55)
In particular, we have proved the following proposition:
Proposition 7.7. There exists an embedding of the vertex algebra [15] of
Example 2.14 associated to a manifold of special holonomy G2, into the
tensor product of the Odake vertex algebra [14] of Example 2.12 associated
to a Calabi-Yau threefold and a free Boson-Fermion system of Example (2.8)
generated by one odd element e, such that [ e Λ e ] = χ.
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7.4 Spin(7)
On a Spin(7) manifold we have a covariant 4-form Θ, which according to
Theorem 6.1 gives rise to two global sections of CDR. However, it is not these
sections that generate the Spin(7) algebra of Example 2.13. In the case of a
flat manifold, with a flat metric gij and a constant Θijkl, we can define the
following global section of CDR:
Θ± =
1
4!
Θijkl e
i
±e
j
±e
k
±e
l
± ± ~
1
2
gij∂e
i
±e
j
± . (7.56)
Using the identities of Appendix A it is possible to check that Θ± fulfills
the commutation relations of Example 2.13. We here relied on [30]. We see
that Θ± has quantum corrections even in the case of a flat manifold, and
analogously to Remark 7.5, it is not known how to define these quantum
corrections for a curved manifold.
In contrast to the G2 case, we can not recover the sections Θ± from
Lambda brackets of known sections, c.f. Remark 7.4.
8 Discussion
In this article, we studied extensions of the super-Virasoro algebra within the
framework of the chiral de Rham complex. The main result of this work is
the construction of two commuting copies of the Odake algebra associated
to any Calabi-Yau threefold. Another result of this article is the systematic
construction of global sections of CDR from antisymmetric tensors on M .
Moreover, we presented the full classical and partial quantum results for
general extensions of the super-Virasoro algebra. The central idea behind our
consideration is the interpretation of CDR as a formal canonical quantization
of the non-linear sigma model.
The main unresolved questions are the full calculations of the algebras
for G2 and Spin(7) manifolds. For G2, we have a well defined generator
in the curved case and in principle we can generate the other relevant gen-
erators through the brackets. By construction, these will be well-defined.
Unfortunately, at the present moment, these calculations appear to be too
complicated to carry out.
One motivation for studying manifolds with special holonomies comes
from string theory. After compactification, let M be the internal manifold.
In order to have space-time supersymmetry, M must admit a covariantly
constant spinor. For different dimensions of M , the constraint of space-time
supersymmetry leads to different choices of holonomy groups. For dimensions
44
6,7 and 8 the holonomy groups are SU(3), G2 and Spin(7). In the quantum
setup, the extensions of N=(2,2) symmetry algebra for d = 6 were studied
for the first time in [14], whereas the cases d = 7 and d = 8 were first
investigated in [15]. A common feature for the calculations of these algebra
extensions performed in the mentioned papers, is that they are performed
in the large volume limit, which means that the metric is treated like a flat
metric. With the construction of the CDR, and its interpretation as the
canonical quantization of the sigma model, we can begin to compute the
symmetry algebras in a reliable way without taking the large volume limit.
Finally, we point out that the main technical tool in this article is an
embedding of the space of differential forms Ω∗(M) of a Riemannian manifold
M into global secitons of CDR (Theorem 6.1). This embedding is motivated
by sigma model considerations, and it would be very interesting to further
study the properties of this map, in particular, we do not currently know the
reason for the appearance of Bessel polynomials in (6.11).
Acknowledgement
The research of R.H. was supported by NSF grant DMS-0635607002. The
research of M.Z. was supported by VR-grant 621-2008-4273. We wish to
thank the anonymous referees for numerous comments and suggestions.
A Special holonomy manifolds
In this appendix, we collect the relevant relations of the invariant tensors on
special holonomy manifolds.
A.1 Ka¨hler manifolds
On a Ka¨hler manifold we have the Ka¨hler form ω = gI, where g is a metric
and I is a complex structure. We then have ωg−1ω = −g. In components
ωijg
jkωkl = −gil . (A.1)
A.2 Calabi-Yau manifolds
On a Calabi-Yau n-fold, we define the holomorphic volume form Ω and its
complex conjugate Ω¯. The following relation holds
Ωα1α2...αng
α1α¯1Ωα¯1α¯2...α¯n = gα2α¯2 . . . gαnα¯n + ... , (A.2)
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where dots stand for the terms required by antisymmetrization in α1....αn
and α¯1...α¯n. In particular, for a Calabi-Yau threefold we have
Ωα1α2α3g
α1α¯1Ωα¯1α¯2α¯3 = gα2α¯2gα3α¯3 − gα2α¯3gα3α¯2 . (A.3)
We also have the Ka¨hler form ω, and the following contraction between Ω
and ω:
ωαα¯g
α¯β1Ωβ1...βn = iΩαβ2...βn . (A.4)
A.3 G2-manifolds
On a G2 manifold we have couple of forms: a three-form Π and its dual
∗Π ≡ Ψ. The following formulas are collected from [23].
ΠijkΠabcg
kc = giagjb − gibgja −Ψijab (A.5)
ΠijkΨabcdg
kd = giaΠjbc + gibΠajc + gicΠabj (A.6)
− gajΠibc − gbjΠaic − gcjΠabi
ΨijklΨabcdg
ld = −ΠajkΠibc − ΠiakΠjbc − ΠijaΠkbc + giagjbgkc (A.7)
+ gibgjcgka + gicgjagkb − giagjcgkb − gibgjagkc − gicgjbgka
− giaΨjkbc − gjaΨkibc − gkaΨijbc + gabΨijkc − gacΨijkb
Local representations of Π and Ψ
In a local orthonormal and flat basis, where the metric is
∑
dxi ⊗ dxi, the
forms Π and Ψ can be written [15] as
Π =dx1dx2dx5 + dx1dx3dx6 + dx1dx4dx7 − dx2dx3dx7+ (A.8)
dx2dx4dx6 − dx3dx4dx5 + dx5dx6dx7 ,
Ψ =dx1dx2dx3dx4 − dx1dx2dx6dx7 + dx1dx3dx5dx7 − dx1dx4dx5dx6 (A.9)
+ dx2dx3dx5dx6 + dx2dx4dx5dx7 + dx3dx4dx6dx7 ,
where the product is understood as the wedge product.
A.4 Spin(7)-manifolds
On a Spin(7)-manifold we have a self-dual 4-form Θ. The following formula
is from [24]:
ΘijklΘabcdg
ld = giagjbgkc + gibgjcgka + gicgjagkb − giagjcgkb − gibgjagkc
− gicgjbgka − giaΘjkbc − gjaΘkibc − gkaΘijbc − gibΘjkca
− gjbΘkica − gkbΘijca − gicΘjkab − gjcΘkiab − gkcΘijab (A.10)
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