In this paper, a novel profile verification scheme based on the ear, contour lines and feature points from head profile images is proposed. From the side image of a human head taken by a CCD camera, the contour line of the image is extracted by the simple filling method and morphological filtering. Based on the reference coordinate set by using ear images enrolled in the database a priori, the features of the contour line such as the tip of the nose, bottom of the nose, eye point and so on are extracted. The contour of the given image is divided into segments by utilizing the extracted feature points. The directional code of each segment is proposed and the length of the segment is computed for generating the feature vector. The verification of the given profile is performed by matching these feature vectors with those of the enrolled database. The experimental results show validity of the developed method for feature extraction and profile verification.
Introduction
In recent years, the personal identification and recognition techniques based on biometric features become a very important tool to share and secure personal information. Biometric features which can be used for identifying a person must show the following characteristics: the uniqueness of the extracted features for each person and the invariance of the features about time. For a human body, many kinds of biometric features with those characteristics exist.
Fingerprints have been studied as one of the important biometric features for the identification of individuals since ancient times. 9 In the fingerprint verification method, patterns of fingerprints such as the bifurcation, ending points, upper core, valley and ridge are utilized for the unique features of an individual. Among biometric features of a human body, the geometry of a human hand or the pattern of the hand vein which is the blood tube on the back of a human fist, has been developed as a feature for verification of a person. 4, 13 In the verification system with hand geometry, the width and length of the fingers, area of the palm, and the length between two joints of the finger are listed as geometry features.
Each individual has a unique and robust iris pattern, thus it has been considered as good information for the identification of individuals. Noticeable studies have been done by Daugman 5 and Wildes 16 in recent years. Also, numerous algorithms have been proposed for automatic personal identification using facial images, especially the side view of a human head. 3, 7, [10] [11] [12] Harmon et al. have investigated personal identification using profile images and 86 ∼ 100% accuracy of the correct verification has been confirmed. 7 Okamoto et al. have proposed a profile identification method by using a color difference image with the specific background. 11 In this method, several side views of a human head are captured to cope with difficulties in changes of the extracted features. Chen, Qi et al. have researched and suggested their methods for profile verification in various forms.
3,10,12
Walhoff et al. suggested a technique for recognition of the face profile using both the profile view and frontal view of a person. 14, 15 In their study, they utilized the artificial neural network and hidden Markov model to train and recognize with the profile and frontal view images. In Ref. 6 , an attributed string matching method for human face profile recognition is proposed by Gao et al. This approach worked on a chain of profile line segments and highlights the favor of curve matching.
Most methods which utilize the side view of facial images only use the contour information. However, the extracted contour can change according to the condition of the light source and the direction of the sensor for capturing the facial image. These variations may cause erroneous identification in the verification system. To overcome these problems, it is required to extract the features that are robust against the various environmental conditions.
In this paper, we present a new feature extraction and profile verification algorithm that is based on the predefined coordinate. This coordinate is set by the ear data which are enrolled in advance. In addition, the directional code is proposed to extract the robust features of the contour of profile images. The weighted matching function is employed for the identification of individuals. The weights can be computed by taking the error for the ear image as the possibility for correct identification. For the overall verification algorithm, a two-stage verification scheme is utilized in our study. This paper is organized as follows: In Sec. 2, a novel extraction method of contour features is furnished for the verification of individuals. Section 3 deals with the two-stage verification scheme. Section 4 describes the experimental conditions and results such as the tested images, verification rate, light condition, and so on. Conclusions for the proposed algorithm are drawn in Sec. 5. 
New Features of Profile Image

Robust contour extraction
In the profile verification algorithms, the contour of a given profile image provides good information for personal uniqueness. For the given input image with the gray scale, the edge can be detected by a canonical edge operator such as Sobel, Prewitt and Cannoy operators. 8 Figure 1 (b) shows the detected edge for a sample input image. As shown in Fig. 1(b) , it can be seen that the detected edge is not connected perfectly. Since the continuous contour line is needed to extract the features, it is necessary to connect or interpolate the isolated parts of the contour image.
In this study, a simple filling method and the morphological filter are utilized for interpolating the discontinuous contour parts. First, the contour image is transformed into the filled image for each row which is from the first edge point to the end of that row. Here the front contour of the input image is necessary. Figure 1 (c) presents the simple filled image for the given image. Then, it is processed by utilizing the morphological closing for filling the empty rows. The morphological closing is represented as follows:
where X is a binary input, B is the structuring element with the size of N × N and X B is the closed output image. ⊕ and are the dilation and erosion operators, respectively. Finally, it may be necessary that the filtered contour is smoothed by averaging.
The final contour of the given image is shown in Fig. 1(d) . It can be shown that the proposed contour extraction method yields a good front contour for the profile image.
New features for profile image
For the extracted contour of the profile image, a new coordinate system is suggested for generating more robust features. The features of the profile image are extracted by using this coordinate system.
New coordinate system
In the side view of a human head, the ear can provide a very good reference for a coordinate system. Also, the ear was employed to identify an individual because it can provide a unique information for each individual.
1,2,9 Therefore, the ear image is employed to set a new coordinate system. The ear images of the enrolled persons are stored in the database. When an input image is given, each stored ear image is searched to find the location which has a minimum matching error for the given input image by using the gradient block matching algorithm (BMA).
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Among the evaluated minimum errors for all registered persons, the center of the ear of the given input can be determined as the location of the registered person who has the minimum matching error. For example, if there exist N enrolled individuals, then the minimum matching error vector and the vector of the centers of the ears for individuals are defined as follows:
where e i is the minimum error between the ith enrolled ear image and the given input image and (x i , y i ) is the position where the minimum error exists in the input image. The center of the ear in the input image plane is selected as the following:
In order to guarantee good localization of the center of ear, we utilized several training images per individual which are acquired at different times. These images are used to give the goodness of localization of the center of ear.
Let e (xc, yc) k be the minimum matching error between the kth ear image in the database and the input image at (x c , y c ). Since this minimum matching error can be computed for all training images of each individual, the average and variance of the minimum matching error for the ith enrolled person are given as follows: where N is the number of enrolled persons and M is the number of training images for each individual. If the input matches with the ith enrolled data, then we can define two hypotheses for the given input as
The condition of the above hypotheses can be considered as a kind of the confidence level of the minimum matching error. Therefore, the above equation means that the localization of the center of ear is good when the computed minimum matching error with the ith enrolled person is less than the confidence level of the ith enrolled person. Otherwise, the given input can be thought as a new user who has not registered and should be enrolled for verification even though the minimum matching error exists in the bad case. The confirmed center position of ear is used to detect the tip of the nose as another reference point in the next stage. The tip of the nose is detected by using the distance distribution between the center of the ear and the contour points which are in a predefined angle range. From the distance distribution, the first local maximum is selected as the tip of the nose. The center of the ear and the tip of the nose give the coordinate system for feature extraction of the profile image. By these references, we can set the coordinate system that the origin is the tip of the nose and the x-axis is defined as the line which passes through the center of the ear. And the y-axis is defined as the line which is perpendicular to the defined x-axis. The new coordinate system is depicted in Fig. 2 . With this coordinate system, it can be possible to acquire more robust features of the profile image.
Feature extraction
To extract the features of the contour, we must obtain the particular points which can describe the characteristics of the profile image very well. In this paper, these points are taken by tracking the angle distribution of the contour points, from the tip of the nose to the lower jaw. This distribution is plotted in Fig. 3 as an example. In this distribution of angles, the feature points are detected through two steps. In the first step, the bottom of the nose, the mouth and the chin are determined by detecting and tracking the local minima. In regular order, the minimum point is the bottom of the nose and the first local minimum is the mouth. Lastly, the second one is the point of the upper chin.
Then, we add the convex feature points on the contour line which have the longest perpendicular distance from the straight line between two adjacent feature points in the first step. The final feature points are displayed in Fig. 4 . In this study, the additional feature points are inserted downward from the tip of the nose.
Using these feature points of the profile image, two features are represented for profile verification. One is the length of the straight line between the adjacent feature points and the other is the directional code which is extended from the chain code. The directional code is defined as the symbol that is assigned to the direction of the straight line between the adjacent feature points in the devised coordinate system. Figure 5 describes the assigned symbol for each direction of the line segment. This directional code contains the information of the angle between feature points and is more robust to environmental changes than the angle value. Two features can be written in vector form as follows:
where k is the number of feature points, l i is the ith length feature of a contour segment and d i is its ith directional code. In this study, nine components are extracted for each feature vector.
Personal Identification
In this section, we propose a verification method with two stages for the automatic personal identification. In the first stage, the candidates for identification are determined based on the error value of the block matching method. After we arrange the error values of the ear matching in the ascending order, the candidates are selected from the enrolled data with α% cut-off. These candidates are dealt within the next feature matching stage. In the second stage, the verification is performed by a cost function. The weighted matching function is devised by using the errors between the input features and the enrolled features. The weighted matching function M F (·) is defined as follows:
where K is the number of candidates and the others are defined as follows:
Normalized block matching error:
Directional code error:
Segment length error:
where e To consider equally the effect of the contribution to the weighted matching function, each error term in Eq. (10) is normalized as following:
By applying the above matching function to a pair of given images, the given input image can be identified to the enrolled person who has the minimum value of the matching function in the stored database. In the two-stage verification scheme, the weighting factor, ω i is considered as the possibility to be the correct one among the candidates. This can reduce the error probability of the decision process in the verification stage.
Experimental Results
An experiment has been carried out for 502 images of 103 different persons. The input image has 256 levels with the size of 640 × 480. In most face profile-based verification systems, the capturing condition of the face profile image, which is given as an input, is somewhat strict because the profile image contains all information for personal verification. Thus, the performance of the verification system may degrade as the variation of the direction and rotation becomes large. Actually, the automatic control part for the compensation of this variation should be taken into account in the hardware implementation. In our study, the range of variation of the direction and rotation extracts the reliable feature by capturing configuration like other works.
The directional code is utilized with N = 64 (resolution). Some reference images of human heads for enrollment feature are displayed in Fig. 6 . The ear reference images are also shown in Fig. 7 . In this study, since the ear image is utilized to set up the coordinate system, the ear should be captured into view. If the ear is covered by hair, the hair must be well combed for the ear to be seen before acquiring the image of the side view. Figures 8 and 9 show the directional code and the features of the segment length of one person in different times. From these results, it can be seen that the proposed features are very robust and invariant under environmental changes. Each value is almost same as the others of different time.
This means that the extracted features are robust against changes due to the lighting conditions and the configurations for acquiring the profile image. The directional code is considered as the symbol which represents the quantized value of the angle between two contour segments. Therefore, it can be a less sensitive feature to the change of feature points caused by the directional change of the camera axis or the obscure lighting conditions.
To validate the robustness of the proposed features, the proposed directional code vector which is normalized by the mean value is compared with the system. As shown in Fig. 10 , it can be seen that the variation of the proposed directional code is smaller than that of the conventional angle feature. This means that the proposed features can make the personal verification system more reliable.
To demonstrate the performance of the proposed verification scheme, we define the verification ratio as following:
The number of correct decisions The number of total tested images .
We have chosen α = 10 for the verification of an individual. That is, ten candidates were preselected in the database of 103 members at the first stage. In the personal identification test by using the proposed algorithm, the verification ratio has had 100% accuracy with the minimum score rule. This is caused by utilizing both the ear pattern and contour feature of the profile image. But the verification ratio is reduced to 98.7% when the conventional length and angle features are utilized. This is due to the large variation of the acquired features.
For the more reliable verification algorithm, FRR (false rejection ratio) and FAR (false acceptance ratio) are tested by the statistical method. Figure 11 describes the property of the scores or the degree of matching in this study. For the real time applications, the total consumed time for verification should be checked. The proposed technique spent 6.94 (sec) on the verification when 103 enrolled individuals existed in the database and we used a PC with AMD 1 GHz CPU for implementation of the suggested algorithm. This can be thought as too long for promising users. Since most of the consumed time was allowed for block matching procedure which compares the ear images with the input image, we should study a faster block matching and feature extraction technique from ear images for feature matching.
Conclusions
In this paper, a novel algorithm of feature extraction and verification based on the profile image is presented. The proposed algorithm has two main contributions for profile verification. The first is to set a new coordinate system by employing the ear image and to propose the directional code instead of the angle value of the contour. The second is the two-stage verification scheme. By utilizing this scheme, the consumed time for verification can be reduced significantly when the enrolled individuals are great in number. Because the proposed algorithm sorts out probable candidates among all enrolled persons by utilizing the ear database images and comparing these with the given input image in the first step of the two-stage verification scheme.
The experimental results show the usefulness of the developed algorithm. From the results, it can be seen that the extracted features are robust against the change of the feature points caused by the direction change of the camera axis or the obscure lighting conditions. The personal identification, based on the matching function which is taken into account by the error of the ear matching as the weighting factors, indicates a very high rate of correct identification. The proposed techniques are reliable and prospective for an individual verification system. Also, the proper lighting conditions and the configurations for capturing the side view of a human head or the profile image are now under study.
For further work, we should consider the consumed time for the overall verification and investigate a faster block or feature matching of the ear image to reduce the verification time effectively.
