Abstract. Norms of idempotents, involutions, and the Hermitian and skewHermitian parts of involutions are shown to be elementary trigonometric functions of an angle between two subspaces of Hilbert space. When the spaces involved are nontrivial, the norm of a linear idempotent is the cosecant of the angle between its range and kernel; the norm of a linear involution is the cotangent of half the angle between the involution's eigenspaces.
A bounded linear idempotent M on a Hilbert space H induces a splitting of H into the direct sum of two subspaces: the range R of M and the kernel K.
(Throughout this paper the term "subspace" always means a closed linear manifold. That R is a subspace follows from the fact that it is the kernel of the bounded idempotent I − M.) The eigenspaces of a linear involution V belonging to the eigenvalues 1 and −1 are the range and kernel of the associated idempotent, M = (I + V )/2. In this paper we study relations between these operators, the orthogonal projections P R and P K of H onto R and K, and the angle between the subspaces R and K. Our principal results are contained in the following theorems. Theorem 1. Let R and K be subspaces of a Hilbert space H, and let P R and P K denote the orthogonal projections of H onto these subspaces. The following are equivalent :
(i) H is the direct sum of R and K.
(ii) There exists a bounded linear idempotent M with range R and kernel K.
The angle between two nontrivial subspaces R and K whose intersection is {0} is the number θ in [0, π/2] whose cosine equals sup{|(r, k)| : [2] for a discussion of the angle between subspaces whose intersection is nontrivial.
Throughout this paper the term idempotent is used to mean a linear transformation M satisfying M 2 = M , and involution is used to mean a linear transformation V satisfying V 2 = I. Neither is necessarily bounded, and unbounded examples exist on every infinite dimensional Hilbert space. A self-adjoint idempotent is an orthogonal projection. 
Proof of Theorem 1. If (i) holds, then every x ∈ H has a unique representation of the form x = r + k, r ∈ R, k ∈ K. Define M by M x = r. Clearly M is an idempotent. We use the Closed Graph Theorem [3, prob. 58 ] to show that M is bounded. Let x, y be a limit point of the graph of M and {x n } a sequence of points such that lim x n , Mx n = x, y . What needs to be shown is that y = M x. For each positive integer n let x n = r n +k n , r n ∈ R, k n ∈ K. Then x n , Mx n = r n +k n , r n and we have lim(r n + k n ) = x and lim(r n ) = y. Therefore we have y ∈ R and lim k n = x − y ∈ K since R and K are closed. Consequently, M (x − y) = 0 and M y = y, since an idempotent is the identity on its range. Therefore M x = y, and (i) implies (ii).
The easy way to prove that (ii) ⇒ (iiii) is to exhibit an inverse for P R − P K . We shall make frequent use of the fact that, if M is an idempotent with range R and kernel K, then M * is an idempotent with range K ⊥ and kernel R ⊥ . Additionally, I − M is idempotent with range K and kernel R. Finally, I − M * is an idempotent with range R ⊥ and kernel K ⊥ . Therefore
Combining these results yields (P R − P K )(M + M * − I) = I. These operators are Hermitian; by taking adjoints we get (
This result was obtained in [1] , and is the nice special case of each of the more general inversion formulas
whose proofs are similar. To establish the implication (iii) ⇒ (iv) we use the identity
It remains to show that (iv) implies (i). Certainly (iv) implies the invertibility of P R + P K , and the identity x = P R (P R + P K )
Note that (iv) also requires R and K to be disjoint except for 0. Therefore H is the direct sum of R and K, and the proof of Theorem 1 is complete.
While it is too much to claim that Theorem 2 is geometrically obvious, the theorem is certainly geometrically plausible. Let P θ be a parallelogram with acute angle θ. The maximum value of the side/diagonal ratio is csc(θ), achieved when the side is the longer side, the diagonal is the shorter diagonal, and that diagonal is an altitude. Considerably less obvious is the fact that the maximum value of the diagonal/diagonal ratio is cot(θ/2), achieved when P θ is equilateral.
In H the parallelograms to consider are those with vertices at 0, M x, 2M x − x, and M x − x. The vectors M x and M x − x belong to R and K respectively, while x and V x = 2M x − x are the diagonal vectors of this parallelogram. Observe that M x / x is a side to diagonal ratio and V x / x is a diagonal to diagonal ratio. This puts (i) and (iv) of Theorem 2 in the category of reasonable conjectures.
The condition that the diagonal vector x be an altitude makes sense: it simply requires that x belong to K 
Lemma. Let M be a bounded linear idempotent with range R and kernel
where P R and P K denote the orthogonal projections onto R and K.
Consequently the norm of M is the same as the norm of the restriction of
and some manipulation yields the identity
It follows from this that
To obtain equality rather than inequality, two observations are needed: restricting the operator M to K ⊥ does not change its range, and restricting the operator P K P R to R does not diminish its norm. This completes the proof.
Proof of Theorem 2. From our lemma we have
The order of the operators P R and P K is unimportant; P K P R and P R P K have the same norm because they are adjoints. Since I − M is an idempotent with range K and kernel R we also have the corresponding result that I − M = M = csc(θ). Because they are the adjoints of I − M and M , we also have
* is an idempotent with range K ⊥ and kernel R ⊥ , and I − M * is an idempotent with range R ⊥ and kernel K ⊥ . Either of these implies the result that
That is, the angle between R ⊥ and K ⊥ is the same as the angle between R and K. The proof of (ii) is easy but slightly devious. Set S = M + M * − I. We have already established that the restriction of M to K ⊥ has the same norm as M . On this subspace M * − I vanishes and S agrees with M . Therefore S ≥ csc(θ). For x ∈ H write x = x 1 + x 2 , where x 1 = P K x and x 2 = (I − P K )x. Then
Since Sx 1 and Sx 2 belong to orthogonal subspaces, we have
Therefore S ≤ csc(θ), and the proof of (ii) is complete. Part (iii) is an easy consequence of (ii) and the identity
We now deal with (iv). From the triangle inequality and V = 2M − I we have
, and let α be a complex number of absolute value 1 chosen to make the inner product (αr, k) real and nonnegative. Set
Similarly,
Since θ is the infimum of the set of values for ϕ, we have V ≥ cot(θ/2). This establishes (iv).
Unbounded idempotents.
Provided that the space is not finite dimensional, unbounded idempotents exist and are relatively easy to construct in any normed linear space. Given an infinite dimensional normed linear space H, let B be a Hamel basis whose members have norm 1. Let E = {β 1 , β 2 , β 3 , . . . } be a countably infinite subset of B. We define a linear operator M on H by specifying its values on members of B. For those vectors β ∈ B which do not belong to E, let M β = 0. For each positive integer n, let M β n = nβ 1 . Clearly M is unbounded and, because M is idempotent on B, M is idempotent on H. The range of M is the one-dimensional subspace spanned by β 1 . The kernel of M is a linear manifold whose closure is all of H. To see this, note that the terms in the sequence {β 1 − β n /n} belong to the kernel and have β 1 as their limit. Therefore the range of M is contained in the closure of its kernel. Since H is the sum of the range and kernel of M , it follows that H is the closure of the kernel of M .
