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Abstract--In the numerical solution of large stiff systems of ordinary differential equations, the solution 
of the associated linear system of algebraic equations often dominate the solution time. Enright [6] 
suggested a certain matrix factorization that could allow efficient updating after a change in the stepsize 
or order. In this note we will discuss the application of the Enright updating technique to the class of 
semi-implicit Runge-Kutta methods. 
1. INTRODUCTION 
The general q-stage implicit Runge-Kutta method for the numerical solution of the 
m-dimensional stiff initial value problem 
is given by 
Kj”)=f x,+c,h, y,,+h 2 a,kj”’ . , z= l(l)q 
,=I 
and, 
Y ?I+1 = y, + h ‘f bikl”‘. (1) 
j=l 
Following Norsett [lo], we state that this Runge-Kutta method is semi-implicit if av = 0 
forj>i,andanr,i<rIqwitha,#O. 
The semi-implicit Runge-Kutta methods (SIRK) that were found to have some 
practical potential, Alrabeh [2], are the ones with equal diagonal elements, i.e. 
aii = a # 0, i = l(l)q. 
These could also be considered a subclass of the singly implicit Runge-Kutta methods, see 
Burrage [3]. For the q-stage SIRK method with equal diagonal elements (called DIRK by 
Alexander [l]), q-uncoupled nonlinear algebraic systems of equations of dimension m each, 
need to be solved at each integration step. 
If a modified Newton iteration is used to solve these nonlinear systems of equations, then 
the iteration matrix will be on the form. 
(I - hcd) 
where J is some form of approximation to the Jacobian Matrix; and h is the current step 
size. 
The associated linear systems may be written as, 
(J + u,l)x = b, for i = l(l)r. (2) 
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Where X, 6ER” and I is the m X m identity matrix. Here r represents he number of changes 
in the stepsize for a particular constant value of J. 
2. THE ENRIGHT UPDATING TECHNIQUE 
Enright [6] considered the factorization, for i = 1 
(J + u,l)= LHL-' (3) 
where H is upper Hessenberg, and L is a lower triangular matrix, obtained via stabilized 
elementary transformations. The cost of such a factorization is 5/6m’ adds and multiplies 
approximately, Wilkinson [ 121. 
The remaining matrices, for i = 2( l)r, could be factorized via, 
J + u,Z = L(H + (ui - u,)Z)L - I. (4) 
Now we need to LU-decompose a set of Hessenberg matrices, that is 
L,U, = H + (ui - u,)Z; i = l(l)r 
therefore, 
(J + uiZ) = L(L,U,)L -‘. (5) 
Hence the solution of (2) would require two forward substitutions and a solution of an upper 
Hessenberg system of equations, hence the solution of (2) would cost in all, 5/6m3 + 2rm* 
adds and multiplies approximately. 
For the q-stage SIRK method (l), q-systems of the form (2) with different r.h.s. are 
solved at each integration step. Hence consider applying the above technique to 
(J + UJ)X’~ = f9, for i= l(l)r and ji= l(l)k,. (6) 
Then the cost of solving (6) is 
Pm 2+ * T$,ki (7) 
adds and multiplies approximately, where the Hessenberg matrix is stored in its factorized 
form. 
The traditional approach (LU-factorization then forward and backward substitutions) 
would cost 
rm3 
T.fm2r i ki. 
i=l 
(8) 
If we take k = I? kjr, then clearly if k % m the Enright updating techniques is more 
i=l 
expensive to implement than the traditional approach. 
In a later paper, Enright and Kamel [7l have since suggested another scheme in which 
L is unitary transformation (e.g. a product of Householder transformations), and a per- 
mutation matrix also folded into L, so that all the Large elements of H appear in the first 
rows. 
The main advantage of using the unitary transformation is that they preserve the Forbenius 
norm of the matrix whereas elementary transformations donot. Thus elementary transformations 
may increase the norm of the reduced matrix, which could in turn increase the bound on the 
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rounding errors that can be made by subsequent use of the LU-decomposition routines; con- 
sequently the use of orthogonal transformations will guarantee a tighter bound on the error 
matrices. However, Smith et al. [ 1 l] suggested that this rarely occurs in practice. 
On the other hand, the main disadvantage of using orthogonal transformations, as opposed 
to elementary transformations is their cost; e.g. Householder method requires 5/3m’ adds and 
multiplies (approximately), whereas elementary stabilized transformations require 5/6m3 adds 
and multiplies (approximately). For further details see Wilkinson [ 101. 
Numerical results 
For further evidence of the usefulness of the Enright updating technique, we implement two 
embedded SIRK methods. 
(a) SIRKL Norsett [ lo]. 
1 - n/2 l_ c 2 0 
_,8 + m -19 + 14Q I_ !z. 2 2 
&(53 - 5fi) -& (9 + 5J"i) 
l- m2 1 - Jz12 0 0 
-18 + 27a -19 + 146 1 - n/2 0 
-& (263 - 95fl & .47 + 33n) 
The basic method is of order 2 and is L-stable. 
(b) SIRKA 
a a 0 
5 B-a a 
25 - 1 2a - 1 
zm 2 
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whereA=Pl2-l/6, B=ai2-116. C=c$-(a+P)/2+113 and 
p=Ct 
(6& - 8 + 3) 
6cx-4a+ 1 ’ 
given that o=O.26. 
The basic method is of order 2 and is A-stable Alrabeh [2]. 
The two SIRK methods were run on the problems provided by Enright er al. [5] and Gladwell 
er al. [7]. Here we present the numerical results for some of these problems. 
(1) Problem 1 of Enright [S] 
y; = 18OOy, + 900~~ 
y:=y;_,-2y,+y,+,, i=2(1)8 
y; = 1 oooy, - 2oooyq + 1000 
Y(0) = [O, . . . , Olr’; .re[O, 1201. 
(2) Problem 2 of Krogh [9] 
y’ = UBUy + UW 
where 
B = diag( - 1000, - 800, 10, -0.001) 
w = rz, z:, z:, z:1 
z=uy 
and 
U=(U,,)= 
112, for i#j 
-112, for i=j 
y(O)=]-1, -1, -1, -l]r, andxe[O, 104]. 
(3) Problem 3 of Davision [3] 
y’=Ay+Bu(x) 
where, m = 80; y, BER”; A is m X m matrix, A = (a,,), 
with 
-(1.5)‘8”-“, for i=j, i= I, 2, , 80 
ail= 0.1, for i=j+ 1; i=2, 3, . , 80 and i=j- 1; i= I, 2, , 79 
0.01, otherwise 
B = [0, . . . , 0, l]r, y(0) = [0, . . , O]‘, xe[O, 51 
and 
U(x) = 4/n - ,iO sin[;; 1 ;;=J. 
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TOL = requested error tolerance 
Time = the total CPU time (on an IBM 3033 computer) 
FEV = number of function evaluations 
SEV = number of matrix inversions 
JEV = number of Jacobian evaluations 
NIS = number of successful integration steps 
NRS = number of rejected steps 
AGE = average global error 
MGE = maximum global error. 
Both AGE and MGE are measured in units of TOL and defibed to be, 
MGE= Max ei 
l<rsNIS 
AGE= 
where. 
et = Il{Y(xi) -Yi>l(l + ABSO,(xi>>}l~~ 
Remark 
At the beginning of the range and whenever the Jacobian matrix is reevaluated, we 
compute the factorization L -’ HL, then provided the Jacobian is kept constant, we 
evaluate, 
(J + uil) = L -‘(H + (u, + u,)Z)L. 
The new upper Hessenberg matrix is then LU-decomposed. 
DETAILED RESULTS FOR PROBLEM 1 
METHOD TOL TIME FEV/JEV/*SEV NIS/NRS AGE/MGE 
10-2 0.90 59 / 1 / 10 16 / 0 0.0105 / 0.226 
SIRKL 10-4 3.03 180 / 1 / 14 55 / 0 0.026 / 0.54 
10-6 13.90 734 I 1 / 19 238 / 0 0.038 / 0.805 
10-2 0.90 59 / 1 / 10 16 / 0 0.009 / 0.233 
Mod-SIRKL 10-4 2.64 180 I 1 / 14 55 I 0 0.026 / 0.568 
10‘6 11.93 734 / 1 / 19 238 / 0 0.035 / 0.792 
10-2 0.72 52 I 1 / 14 17 / 0 0.006 / 0.134 
SIRKA lo-* 2.64 151 / 1 / 17 50 / 0 0.02 / 0.415 
10-6 12.23 565 / 1 / 21 188 / 0 0.033 / 0.731 
10-2 0.71 52 / 1 / 14 17 / 0 0.007 / 0.422 
Mod-SIRKA 10-4 2.37 151 / 1 / 17 50 / 0 0.02 / 0.421 
10-6 10.51 565 / 1 / 21 188 I 0 0.031 / 0.728 
l A matrix inversion for the modified scheme will consist of two forward 
substitutions and an inversion of an upper Hessenberg system of equations. 
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DETAILED RESULTS FOR PROBLEM 2 
METHOD TOL TIME FEV/JEV/SEV NIR/NRS AGE/MGE 
SIRKL 
10‘2 0.12 141 I 8 I 24 25 / 0 0.027 / 0.352 
10-4 0.29 474 / 14 / 34 79 / 2 0.23 t 2.487 
10-6 0.98 1986 / 15 / 36 346 I 5 1.03 / 9.847 
Mod-SIRKL 
10-2 0.13 141 I 8 I 24 25 I 0 0.027 / 0.35 
10-4 0.31 474 / 14 / 34 79 / 2 0.23 I 2.48 
10-6 0.1 1986 / 15 / 36 346 I 5 1.03 / 9.84 
SIRKA 
10-2 0.13 156 I 4 I 23 47 I 0 0.043 / 0.27 
10-4 0.22 337 I 10 I 28 73 I 2 0.153 / 1.689 
10-6 0.69 1339 / 18 I 39 269 / 4 0.994 I 9.19 
Mod-SIRKA 
10-2 0.13 156 I 4 I 23 47 I 0 0.044 i 0.28 
10-4 0.24 337 I lo I 28 73 I 2 0.152 I 1.687 
10-6 0.84 1339 I 18 / 39 269 I 4 0.946 I 9.21 
DETAILED RESULTS FOR PROBLEM 3 
I * 
TOL TIME FEVIJEVISEV NIRINRS GLOBAL ERROR AT 
x=5 
10-2 2.12 34 I l/ 3 6/O 0.025 
10-4 16.21 408 I 1 / 19 64 I 11 0.426 
10-6 73.90 2033 / 1 / 83 333 / 41 4.673 
10-2 2.31 34/l/ 3 6/O 0.025 
10-4 14.12 408 / 1 I 18 65 I 10 0.418 
10-6 65.55 2039 I 1 / 83 334 I 41 4.671 
10-2 2.73 35/l/4 7/l 0.023 
10-4 15.14 322 / 1 / 21 54 I 1 0.598 
10-6 70.49 1671 / 1 1 93 289 I 46 4.862 
METHOD 
SIRKL 
Mod-SIRKL 
SIRKA 
10-2 2.48 35/l/4 7/l 0.024 
Mod-SIRKA 1o-4 13.08 322 / 1 / 21 54 I 1 0.594 
10-6 59.59 1672 / 1 I 93 289 / 46 4.861 
* Time for computing the global error at x = 5 is not included in the overall 
running time. 
3. CONCLUSIONS 
It is not possible to draw any general conclusions due to the limited number of large systems 
tested, nevertheless the following remarks could be made. 
Numerical results indicate that there is no significant saving in function evaluations, Jacobian 
updates, or matrix inversions on all problems tested. Furthermore the achieved accuracy is 
almost identical for both versions. 
The difference in performance between the two versions, lies as expected in the overheads, 
furthermore we can see clearly that the size of the system plays a crucial role. The results 
indicate that for small problems (e.g. m4) the Times are comparable although SIRKA and 
SIRKL clearly come out on top. However, for the large problem (m 80) the modified versions 
are superior. This confirms the conclusion drawn from equations (7) and (8). The Enright 
updating technique suffers from two main potential disadvantages: 
(i) For strongly nonlinear problems (i.e. problems whose Jacobian varies considerably) the 
relatively costly factorization LHL-’ has to be computed more often, this could make the updating 
technique less competitive for this class of problems. 
(ii) The updating technique in its present form does not take advantage of a sparse or a 
banded matrix A. 
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We conclude that adopting the Enright updating technique could be advantageous for linear 
and nonlinear (provided the nonlinearity is not too strong) stiff ODE’s with dense Jacobian 
matrix, provided that the system is moderate or large in size. 
We may add that, in general, codes based on one-step methods, tend to vary the stepsize 
more often than codes based on multistep methods, this would make one-step methods natural 
candidates for the updating technique, since changing the stepsize would require the factorization 
of an upper Hessenberg system (cost O(n2) operations) rather than a full system (cost 0(n3) 
operations). 
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