Decision support system with explanations of artificial neural networks predictions by JONKE, ŽAN
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Zˇan Jonke







Mentor: izr. prof. dr. Danijel Skocˇaj
Somentor: Martin Schu¨ßler
Ljubljana, 2020
Copyright. Rezultati diplomskega dela so intelektualna lastnina avtorja in
Fakultete za racˇunalniˇstvo in informatiko Univerze v Ljubljani. Za objavo in
koriˇscˇenje rezultatov diplomskega dela je potrebno pisno privoljenje avtorja,
Fakultete za racˇunalniˇstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.
Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednje delo:
Tematika naloge:
Ena izmed pomanjkljivosti klasifikacijskih sistemov, ki temeljijo na konvolu-
cijskih globokih nevronskih mrezˇah, je v splosˇnem nezmozˇnost interpretacije
dobljenega rezultata. Zato raziskovalci razvijajo tudi metode, ki interpreti-
rajo rezultate klasifikatorja. Implementirajte metodo LIME in vizualizirajte
dele slike, ki najbolj in najmanj prispevajo h klasifikaciji in na ta nacˇin po-
jasnijo, kateri deli slike igrajo pri klasifikaciji pomembno vlogo. Preizkusite
koristnost teh generiranih razlag na primeru klasifikacije slik psov glede na
pasmo v osem razredov. Preizkusite, kako te razlage pomagajo ljudem pri
odlocˇanju ali gre zaupati napovedi modela strojnega ucˇenja. Dobljene rezul-
tate analizirajte in predstavite ugotovitve.

Na tem mestu bi se rad zahvalil svojim starsˇem, ki so me skozi mojo sˇtudijsko
pot podpirali ter Fakulteti za racˇunalniˇstvo in informatiko v Ljubljani, ki mi
je ponudila znanje in spretnosti, ki so mi omogocˇile pisanje tega dela. Za-
hvala gre tudi podjetju Munich Innovation Labs GmbH, ki mi je skozi pisanje
tega dela nudilo zunanje mentorstvo. Zahvalil bi se tudi mentorju izr. prof.







1.1 Motivacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Definicija problema . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Predviden pristop . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Struktura dela . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Teoreticˇna podlaga 5
2.1 Proces odlocˇanja . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Klasifikacijski model . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 LIME . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Izvedba eksperimenta 15
3.1 Problemska domena . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Glavni del eksperimenta . . . . . . . . . . . . . . . . . . . . . 16
3.3 Potek eksperimenta . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4 Uporabniˇski vmesnik . . . . . . . . . . . . . . . . . . . . . . . 19
3.5 Vhodna in izhodna anketa . . . . . . . . . . . . . . . . . . . . 21
3.6 Implementacija . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4 Rezultati 27
4.1 Opis testirancev . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Analiza rezultatov . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Analiza izhodnih anket . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Diskusija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Zakljucˇek 41
5.1 Zakljucˇne misli . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Mozˇne izboljˇsave . . . . . . . . . . . . . . . . . . . . . . . . . 42
Literatura 44
Povzetek
Naslov: Sistem za podporo odlocˇanju z razlagami napovedi umetnih ne-
vronskih mrezˇ
Avtor: Zˇan Jonke
Veliko danasˇnjih informacijskih sistemov uporablja v zalednem sistemu al-
goritme strojnega ucˇenja, katerih rezultati so lahko tezˇko razumljivi racˇunski
modeli, npr. umetne nevronske mrezˇe. Eden izmed primerov uporabnosti
teh modelov so sistemi za podporo odlocˇanju, katerih cilj je, da ljudje z nji-
hovo pomocˇjo pridejo do boljˇse odlocˇitve. V tem delu raziˇscˇemo, kako lahko
lokalne naknadne razlage vplivajo na odlocˇanje uporabnikov in njihovo upo-
rabnost v tovrstnih sistemih. V ta namen smo izvedli eksperiment z ljudmi,
kjer smo v treh razlicˇnih sejah spremljali obnasˇanja uporabnikov in jih med
seboj primerjali.
Kljucˇne besede: interpretabilnost, LIME, konvolucijske nevronske mrezˇe.

Abstract
Title: Decision support system with explanations of artificial neural net-
works predictions
Author: Zˇan Jonke
A lot of modern day applications use machine learning algorithms, which
may produce computer models, that are hard to understand. These models
are applicable in decision support systems, where they help users make better
decisions. Here we investigate how can local post-hoc explanations affect
user decisions and their overall utility. We have conducted experiments with
people where we simulated three environments and monitored user behaviour
in each of them, which we later analysed.





Strojno ucˇenje se vse bolj uporablja v nasˇem vsakdanjem zˇivljenju, na pri-
mer v medicini [21], v financˇnem sektorju [18] in v socialnih omrezˇjih [9].
Eden izmed rezultatov strojnega ucˇenja so napovedni modeli, ki lahko na-
povedujejo naucˇen razred zahvaljujocˇ ucˇnemu algoritmu. V najsplosˇnejˇsem
primeru se v ucˇnem procesu parametri modela posodabljajo na tak nacˇin, da
je napaka na ucˇnih podatkih le-tega cˇim manjˇsa. To pomeni, da je uspesˇnost
naucˇenega modela na novih primerih zelo odvisna od ucˇnih podatkov, ki
pa jih v nekaterih primerih sestavljamo ljudje in so posledicˇno lahko zˇrtev
cˇlovesˇke pristranskosti in predsodkov. Kot primer lahko omenimo, da so no-
vinarji odkrili napovedni model za tveganje ponovitve kaznivih dejanj, ki je
imel mocˇno eticˇno pristranskost [17].
Eden izmed navdihov za to diplomsko delo je bil cˇlanek [17], kjer je opi-
san primer, kako so razvili klasifikator, ki je razlikoval med prijaznimi in
sovrazˇnimi tanki. Klasifikator je dosegel visoko uspesˇnost na testni mnozˇici,
a ko so ga uporabili v produkciji, je deloval slabo. S kasnejˇso analizo so
ugotovili, da so imeli v ucˇnih podatkih pristranskost, in sicer so bile slike
prijaznih tankov posnete na oblacˇne dni, sovrazˇnih pa na soncˇne. Podobno
je v cˇlanku [34] opisan klasifikator, ki je bil naucˇen razpoznavati volkove in
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haskije; le-ta je klasificiral slike v razred volka na podlagi prisotnosti snega
v ozadju.
Z namenom, da bi uporabniku povecˇali zaupanje v napovedni model in mu
ponudili dodaten vpogled v delovanje modela, je bilo razvitih veliko metod, ki
resˇujejo ta problem na lokalni ravni [34, 24, 29, 30], kar pomeni, da razlagajo
delovanje modela na posameznem primeru. V tem diplomskem delu bomo
raziskali, kako vpliva prisotnost naknadnih razlag na odlocˇanje ljudi.
1.2 Definicija problema
V praksi se v sistemih za podporo odlocˇanju velikokrat uporabljajo mo-
deli strojnega ucˇenja. Napovedni modeli lahko naucˇen problem opravljajo
uspesˇno, vendar kljub vsemu zaradi svoje verjetnostne narave delajo napake
[38]. Prej omenjene metode pojasnjujejo delovanje napovednih modelov na
lokalni ravni, kar pomeni, da pojasnjujejo delovanje modela na individual-
nem primeru. Cilj tega diplomskega dela je raziskati, cˇe lahko s pomocˇjo
teh metod uporabniki odkrijejo primere, ko je zaupanje v napoved modela
nesmotrno z vidika uspesˇnosti in v tem primeru sprejeti bolj inteligentno
odlocˇitev. V tem primeru mislimo, da bi bila verjetnost zavajanja uporab-
nika manjˇsa, saj bi ta vedel, kdaj ne sme zaupati v napoved, zaradi cˇesar bi
bila uspesˇnost uporabnika posledicˇno viˇsja.
1.3 Predviden pristop
V nasˇem primeru se bomo osredotocˇili na problem klasifikacije. Uporabnike
bomo prosili, da klasificirajo slike psov v eno izmed osmih pasem. To do-
meno smo izbrali, ker razpoznavanje pasem psov za vecˇino ljudi predstavlja
velik problem [31]. Primerjali bomo uporabnikovo uspesˇnost klasifikacije teh
pasem v treh sejah oz. treh razlicˇnih nacˇinih procesa odlocˇanja:
1. uporabnikova klasifikacija;
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2. uporabnikova klasifikacija s pomocˇjo napovedi modela;
3. uporabnikova klasifikacija s pomocˇjo napovedi modela in naknadnih
razlag.
Kot del eksperimenta bomo izvedli tudi anketo, ki bo sprasˇevala o samem
procesu odlocˇanja in o demografskih znacˇilnostih testirancev za kasnejˇso ana-
lizo rezultatov. V eksperimentu zˇelimo tudi preveriti, kako se spreminja cˇas
odlocˇanja v odvisnosti od vrste seje.
1.4 Struktura dela
V poglavju 2 bomo predstavili, kako smo sestavili model za razpoznavanje
8 pasem psov in metodo, ki smo jo uporabili za razlaganje izhoda tega mo-
dela. V 3. poglavju bomo opisali eksperiment in proces implementacije. V
4. poglavju bomo analizirali rezultate eksperimenta. V poglavju 5 bomo






Kot omenjeno v uvodnem poglavju bomo v nasˇem diplomskem delu obravna-
vali problem klasifikacije. Dan je primer, ki mu mora cˇlovek dolocˇiti razred.
Nasˇ problem bomo razsˇirili s priporocˇili stroja, katerih cilj je olajˇsati cˇloveku
odlocˇitev. Tako okolje imenujemo sistem za podporo odlocˇanju. Primer pro-
blemske domene, ki vsebuje veliko kategorij, je mnozˇica ImageNet.
Mnozˇica ImageNet je baza slik, organizirana v hierarhijo WordNet, v
kateri vsako vozliˇscˇe predstavlja od 100 do 1000 slik [36]. Trenutno vsako
vozliˇscˇe vsebuje povprecˇno 650 slik, katerih kredibilnost pripisanih razredov
je bila rocˇno preverjena [36]. V tem delu opisan problem je splosˇno za-
stavljen in je primeren za vse razrede. V nasˇem primeru smo izbrali osem
pasem psov in vsaka ima svoje vozliˇscˇe v mnozˇici ImageNet. Veliko modelov,
ki so bili naucˇeni na mnozˇici ImageNet, je javno dostopnih v odprtokodnih
knjizˇnicah, npr. v programskem jeziku Python [3] je na voljo knjizˇnica Ke-
ras [12]. V nasˇem primeru bomo resˇevali podproblem (namesto napovedi
verjetnosti tisocˇ razredov jih bomo napovedovali le osem) in lahko upora-
bimo enega izmed javno dostopnih modelov. Ti modeli so zˇe bili naucˇeni na
mnozˇici ImageNet, kar pomeni, da imajo parametri v teh modelih zˇe znanje




Kot smo zˇe omenili v podpoglavju 1.1, so lahko modeli, ki jih uporablja
racˇunalnik, tezˇko razumljivi in v svojem znanju vsebujejo pristranskost, kar
lahko vpliva na kakovost odlocˇitev, ki jih sprejme cˇlovek. Naknadne razlage
lahko v nekaterih primerih pristranskosti modela izpostavijo in dajo dodaten
vpogled v njegovo delovanje.
2.2 Klasifikacijski model
Umetne konvolucijske nevronske mrezˇe so znan racˇunski model in so bile
razvite za namene racˇunalniˇskega vida. V primeru klasifikacije je vhod v
ta model slika in izhod je mnozˇica verjetnosti, ki jih je bila mrezˇa naucˇena
napovedovati. V splosˇnem primeru jih sestavljajo tri glavne komponente, in
sicer konvolucija, zdruzˇevanje in polno povezani nivoji [16].
Standardna konvolucija je operacija, ki filtrira in kombinira regije na sliki




Ki,j,m,n · Fk−i−1,l−j−1,m. (2.1)
Cˇlen F je vhod v operacijo konvolucije, ki ima dimenzijo DF ×DF ×M in
G je izhod, ki je dimenzije DF ×DF ×N . Dimenziji M in N predstavljata
sˇtevilo vhodnih in izhodnih kanalov. Konvolucijsko jedro je predstavljeno s
cˇlenom K, ki je dimenzije DK×DK×M [19], sˇtevilo jeder pa je enako N . V
procesu ucˇenja se konvolucijsko jedro posodablja na tak nacˇin, da je napaka
celotne mrezˇe manjˇsa.
Zdruzˇevanje je operacija, ki zmanjˇsuje negativne posledice sˇuma in po-
pacˇevanja ter pripomore k doseganju vecˇje uspesˇnosti. Poznamo vecˇ vrst
zdruzˇevanja. Najbolj priljubljene so zdruzˇevaje s povprecˇenjem in zdruzˇevanje
z maksimizacijo [20]. Prva kot vhod prejme mnozˇico sˇtevil in vrne njeno pov-
precˇje, slednja pa vrne najvecˇjo vrednost.
Polno povezani nivoji so mnozˇice nevronov, ki so zaporedno povezani v
smeri vhodnega proti izhodnem nivoju in so zadnji korak pri izracˇunavajo
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i predstavlja izhod i-tega nevrona na j-tem nivoju in je linearna
kombinacija izhodov nevronov na prejˇsnjem nivoju in utezˇi, ki so na poveza-
vah. Cˇlen b
(j)
i predstavlja odmik nevrona. V ucˇni fazi se posodabljajo utezˇi
na vseh povezavah in odmiki nevronov. Funkcija f predstavlja aktivacijo.
V nasˇem diplomskem delu smo uporabili dve vrsti, in sicer ReLU [8], ki je
definirana kot:
f(x) = max(0, x) (2.3)






Aktivacijska funkcija ReLU se v praksi najpogosteje uporablja na skritih
nivojih nevronske mrezˇe (to so nevroni na nivojih, ki niso na vhodnem ali
izhodnem nivoju) in softmax na izhodnem nivoju [8]. Aktivacija softmax na
vhod prejme K realnih sˇtevil in jih normalizira v verjetnostno porazdelitev
K sˇtevil, ki so sorazmerne eksponentom vhodnih sˇtevil.
Kot smo omenili v uvodnih poglavjih, so modeli strojnega ucˇenja naucˇeni
minimizirati napako, ki je lahko definirana na vecˇ razlicˇnih nacˇinov. V nasˇem
primeru se ukvarjamo s problemom klasifikacije. Ena izmed pogostih mer
napake, ki se uporablja v praksi, se imenuje izguba krizˇne entropije (ang.
cross entropy loss) [27], ki je definirana kot:
H(p, q) = −
N∑
i=1
pi · log(qi), (2.5)
kjer pi predstavlja resnicˇno verjetnost i-tega razreda, qi pa napovedano. Z
minimizacijo te mere naucˇimo mrezˇo napovedovati verjetnostno porazdelitev,
ki je najmanj oddaljena od resnicˇne.
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Vsi sˇtirje opisani koncepti so sestavni deli mrezˇe, ki jo bomo uporabili za
namene nasˇega diplomskega dela. Arhitektura te mrezˇe se imenuje MobileNet
[19].
Arhitektura MobileNet je bila razvita za potrebe mobilnih aplikacij in
vgrajenih sistemov, kjer je procesna mocˇ racˇunalnikov omejena. Glavna
lastnost te arhitekture je globinsko locˇljiva konvolucija, ki je faktorizirana
oblika standardne v globinsko in 1 × 1 tocˇkovno konvolucijo. Standardna
konvolucija v enem koraku opravi filtriranje in kombinacijo vhodnih kanalov.
Globinska konvolucija, v primeru mrezˇe MobileNet, filtrira vsak kanal po-
samicˇno in nato tocˇkovna konvolucija z 1 x 1 filtrom skozi kanale kombinira
izhode globinske konvolucije. Po vsakem nivoju se izracˇuna tudi normaliza-
cja kanalov [11] in ReLU aktivacija [8]. Ker je sˇtevilo parametrov v primeru
globinsko locˇljive konvolucije manjˇse, je posledicˇno nizˇja tudi racˇunska zah-
tevnost. Mrezˇa MobileNet uporablja 3 x 3 globinsko locˇljive konvolucije,
ki zahtevajo 8- do 9-krat manj racˇunanja, kot bi ga standardna konvolu-
cija [19]. Primerjava konvolucij je prikazana na sliki 2.2. Na sliki 2.2a je
standardna konvolucija, kjer je prikazanih N konvolucijskih jeder, ki so di-
menzije DK × DK × M . Globinsko locˇljiva konvolucija je operacija, kjer
najprej opravimo globinsko konvolucijo, ki je prikazana na sliki 2.2b, nato
pa tocˇkovno konvolucijo na sliki 2.2c. Pri prvi je prisotnih M jeder, ki so
dimenzije DK × DK × 1 in opravljajo konvolucijo na individualnih kanalih.
Na slednji je prikazano N jeder, ki so dimenzije 1 × 1 × M in opravljajo
kombinacijo kanalov.
Nasˇ problem klasifikacije sestavlja osem razredov, ki so podmnozˇica in
posledicˇno podproblem. V ta namen smo se posluzˇili ucˇenja s prenosom
znanja, katerega cilj je izboljˇsati uspesˇnost modela z znanjem iz druge, a po-
dobne domene [14]. V tem primeru je mnozˇica ImageNet tista, ki je podobna
nasˇi, znanje, ki ga nasˇ model ima o tej domeni, pa se nahaja v konvolucijskih
jedrih. Na mrezˇi smo odstranili zadnji nivo, ki izracˇuna verjetnosti 1000 ra-
zredov in dodali nove nivoje. Dodali smo tri nivoje nevronov z aktivacijami
ReLU. Po tem nizu nivojev smo dodali sˇe izhodni nivo z osem nevroni in
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aktivacijo softmax, ki bodo izracˇunavali verjetnosti pasem psov. Cilj tega je,
da bomo v fazi ucˇenja posodabljali le parametre na novo dodanih nivojih,
na ta nacˇin v model dodali novo znanje in hkrati ohranili tistega, ki se ga je
model naucˇil v prejˇsnji ucˇni fazi.
Arhitektura opisane mrezˇe je prikazana z dvema tabelama na sliki 2.1.
Osnova za mrezˇo je MobileNet in je prikazana z zgornjo tabelo. Spodnja
tabela prikazuje nove dodane nivoje za namene tega diplomskega dela.










Metoda LIME (ang. Local Interpretable Model agnostic Explanations) [34] je
ena izmed metod, ki pripadajo druzˇini algoritmov za generiranje naknadnih
razlag. Glavne znacˇilnosti metode LIME so:
• pojasnjuje izhod modela za posamezen primer;
• metoda je agnosticˇna na tip modela, kar pomeni, da je model lahko
umetna nevronska mrezˇa, metoda podpornih vektorjev, nakljucˇni gozd
itd.;
• uporabnost skozi vecˇ vrst podatkov, npr. slike, tabularni podatki, be-
sedilo itd.
V nasˇem primeru se bomo posluzˇili metode LIME za generiranje raz-
lag izhodov konvolucijskih globokih nevronskih mrezˇ na slikah. S pomocˇjo
tega algoritma lahko, v primeru klasifikacijskih problemov, razlozˇimo vsako
napovedano verjetnost, ki jo vrne model.
2.3.2 Generiranje razlag na slikah
Postopek generacije razlag napovedi modelov na slikah je sledecˇ:
1. Z uporabo algoritma za segmentacijo se razdeli slika na superpiksle. To
so regije na sliki, ki so si med seboj podobne. Na sliki 2.3 je to prvi
korak.
2. Generira se mnozˇica s prisotnostjo in odsotnostjo posameznih super-
pikslov. Nove slike sestavljamo s prikazovanjem vsebine nekaterih su-
perpikslov in obarvanjem ostalih delov s cˇrnino. Izbrani superpiksli,
ki bodo prikazani na individualni sliki, so nakljucˇni. Na sliki 2.3 je to
drugi korak.
12 Zˇan Jonke
3. Uporabimo model, ki ga hocˇemo interpretirati in napovemo izhode na
novo generirani mnozˇici slik. Na sliki 2.3 je to tretji korak.
4. Pretvorimo mnozˇico slik v tabularne podatke. Stolpce v matriki lahko
sˇtejemo kot superpiksle, vrstice pa kot posamezen primer.
M [i, j] =
0; cˇe je na i-ti sliki namesto j-tega superpiskla cˇrnina1; cˇe je na i-ti sliki vsebina j-tega superpiksla prisotna
(2.6)
Z matriko M in Y sestavimo novo ucˇno mnozˇico, kjer Y predstavlja
matriko pridobljenih napovedi v tretjem koraku. Sˇtevilo stolpcev v ma-
triki Y je enako sˇtevilu izhodnih razredov modela, ki ga interpretiramo,
sˇtevilo vrstic pa je parameter algoritma, ki je enak sˇtevilu nakljucˇno
generiranih slik v 2. koraku. Sˇtevilo stolpcev v matriki M je parameter
algoritma, ki je enak sˇtevilu superpikslov na sliki, katere vrne algoritem
za segmentacijo slike. Na sliki 2.3 je to cˇetrti korak.
5. Uporabimo linearno regresijo na novih ucˇnih podatkih, katere izhod je
linearna funkcija
f(~w, ~x) = ~w · ~x, (2.7)
kjer ~w predstavlja vektor parametrov, ki smo ga pridobili po linearni
regresiji in ~x predstavlja vrstico v matriki M. Posamicˇno regresiramo
vsakega izmed stolpcev v matriki Y.
Linearne funkcije so lazˇje razumljive kot umetne nevronske mrezˇe, saj
je sˇtevilo parametrov v vecˇini primerov veliko manjˇse. Parametre linearne
funkcije lahko asociiramo s superpiksli. Absolutna vrednost ~wi nam pove, ko-
liksˇen vpliv je imela prisotnost i-tega superpiksla na napovedano verjetnost.
Predznak ~wi pa nam pove, ali je ta superpiksel imel negativen ali poziti-
ven vpliv na verjetnost. Za vsako napovedano verjetnost na individualnem
primeru algoritem LIME izracˇuna linearno funkcijo, ki jo interpretira.
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Slika 2.3: Skica delovanja algoritma LIME. Sˇtevilke so izmiˇsljene.
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2.3.3 Primeri razlag
Koncˇna vizualizacija rezultata algoritma je prikazana na sliki 2.4. Zgornja
slika predstavlja primer, ki ga hocˇemo razlozˇiti z danim modelom. Pod pri-
merom pa lahko vidimo dve sliki; ena je obarvana z rdecˇo in druga z zeleno
barvo. V prvem primeru slika ponazarja vpliv superpikslov, ki so imeli nega-
tiven vpliv na napovedano modelovo verjetnost za izbran razred, v drugem
primeru pa pozitiven. Magnituda vpliva posameznega superpiksla pa je pri-
kazana z nivojem prosojnosti. Vecˇja vidljivost pomeni vecˇjo pomembnost.




Nasˇ cilj je bil poiskati tako problemsko domeno, ki ni trivialna za ljudi. V
cˇlanku [13] je opisan eksperiment, kjer so ljudje razvrsˇcˇali tri razlicˇne pasme
psov (irski seter, sˇkotski terier in pudelj) v dveh razlicˇnih pogojih. V prvem
pogoju so bile slike psov prikazane normalno, v slednjem pa so uporabili obr-
njene slike. Ugotovili so, da v normalnih pogojih laicˇni ljudje prepoznavajo
te pasme z 73-odstotno natancˇnostjo, eksperti (profesionalni vzreditelji in
sodniki pasjih tekmovanj) pa z 81-odstotno natancˇnostjo. Odlocˇili smo se
za razpoznavanje pasem psov, ker izpolnjuje nasˇe zahteve. V nasˇem primeru
bomo uporabili osem razlicˇnih pasem, in sicer sibirski haski, malamut, rdecˇi
volk, kojot, samojed, beli volk, norvesˇki sivi losovec in gozdni volk. Slike
pasem so na sliki 3.1. Izbrali smo jih tudi, ker so si med seboj podobne, kar
sˇe dodatno otezˇuje klasifikacijo.







(g) norvesˇki sivi losovec
(h) gozdni volk
Slika 3.1: Primerjava pasem psov, ki jih bomo obravnavali.
3.2 Glavni del eksperimenta
Namen glavnega dela eksperimenta je bil raziskati, kako se bodo ljudje odlocˇali
v razlicˇnih pogojih; v tej fazi smo zbirali podatke, ki so bili kljucˇni del
tega dela in so bili temelj nasˇe analize. Testiranci so odgovarjali na glavno
vprasˇanje: ”Kaj vidite na sliki?”v treh mozˇnih nacˇinih odlocˇanja:
• v prvem mozˇnem nacˇinu je uporabnik sam klasificiral slike brez pomocˇi
racˇunalnika (videz uporabniˇskega vmesnika je prikazan na sliki 3.2a);
• v drugem mozˇnem nacˇinu je uporabnik klasificiral slike s pomocˇjo napo-
vedi modela (videz uporabniˇskega vmesnika je prikazan na sliki 3.2b);
• v tretjem mozˇnem nacˇinu je uporabnik klasificiral slike s pomocˇjo na-
povedi modela in naknadnimi razlagami za posamezen primer (videz
Diplomska naloga 17
uporabniˇskega vmesnika je prikazan na sliki 3.2c).
Mozˇnih odgovorov je bilo osem (en za vsako pasmo), samo en pa je bil pra-
vilen. Vsak testiranec je imel nakljucˇno zaporedje nacˇinov odlocˇanja.
(a) Prva mozˇna seja
(b) Druga mozˇna seja
(c) Tretja mozˇna seja
Slika 3.2: Primerjava razlicˇnih sej, ki so bile del eksperimenta.
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3.3 Potek eksperimenta
Diagram poteka celotnega eksperimenta je prikazan na sliki 3.3, ki jo bomo
tudi opisali.
Slika 3.3: Diagram poteka eksperimenta.
V prvem koraku eksperimenta smo uporabnika seznanili, da je eksperi-
ment namenjen resˇevanju na racˇunalniku in da bomo vmes zbirali njegove
podatke, ki so relevantni za nasˇo sˇtudijo. Uporabnik je pred nadaljevanjem
moral pritisniti na gumb, s katerim je izjavil, da se tega zaveda in se strinja
z zbiranjem njegovih podatkov v kontekstu nasˇe sˇtudije.
Drugi korak eksperimenta je bil vhodna anketa in nato je sledila uvajalna
faza, kjer je bil predstavljen problem klasifikacije slik pasem psov v treh
omenjenih sejah. Pomocˇ racˇunalnika je bila v obliki napovedi umetnih ne-
vronskih mrezˇ. Nevronska mrezˇa je v vecˇini primerov uspesˇna, a kljub temu
dela napake, tako da slepo zaupanje v njene napovedi ni najbolj smotrno z
vidika uspesˇnosti. Cilj eksperimenta je dosecˇi cˇim viˇsjo uspesˇnost.
Namen tretjega koraka oz. uvajalne faze je seznanitev uporabnika z ek-
sperimentom in problemom, ki ga cˇaka. Eden izmed problemov, s katerimi
se soocˇamo pri testiranju z ljudmi je, da mora testiranec vmesnik in eks-
perimentalno okolje razumeti. V nasprotnem primeru lahko uporabnikovo
nepoznavanje vmesnika vpliva na rezultate. Z namenom, da bi ta problem
resˇili oz. njegov vpliv kar se da minimizirali, smo v tem koraku uporab-
niku predstavili, kako izgleda okolje, kaj vkljucˇuje, nacˇin, na katerega smo
predstavili napovedi modela, kako interpretirati naknadne razlage in kako
klasificirati sliko v zˇelen razred. Napovedi modela smo predstavili s pomocˇjo
stolpicˇnega diagrama, ki je prikazan na sliki 3.4. Primer naknadnih razlag in
nacˇin, na katerega smo jih razlozˇili uporabniku, je prikazan na sliki 3.5 in 2.4.
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Na sliki 2.4 je med sliko in njeno razlago vnosno polje, s katerim je testiranec
dodajal nove razlage napovedi umetne nevronske mrezˇe poljubnega razreda.
Predpostavili smo tudi, da omenjenih osem pasem psov testiranec ne po-
zna. Z namenom, da bi uporabniki imeli vsaj osnovno znanje o teh pasmah,
so imeli na voljo poljubno veliko cˇasa, kjer so lahko gledali pet slik vsake
pasme psov pred pricˇetkom eksperimenta. Na diagramu poteka je to pona-
zorjeno s 4. korakom.
Peti korak eksperimenta je bil ogrevalen eksperiment, ki je izgledal iden-
ticˇno kot glavni, edina razlika je bila v tem, da je ta eksperiment vseboval
le 9 slik (3 na sejo), medtem ko jih je glavni vseboval 105 (35 na sejo).
Po ogrevalnem koraku je sledil glavni del eksperimenta, ki je sˇesti korak
eksperimenta.
Po koncu eksperimenta je bilo potrebno resˇiti sˇe izhodno anketo (7. ko-
rak), nato pa smo testirancu preko vmesnika podali informacijo o njegovi
uspesˇnosti in hitrosti v vsaki seji (8. korak).
3.4 Uporabniˇski vmesnik
Uporabniˇski vmesnik eksperimenta je prikazan na sliki 3.6, vse tri razlicˇne
seje pa so predstavljene na sliki 3.2. Na tem mestu lahko tudi dodatno
razlozˇimo, kako so se med seboj razlikovale. V seji, kjer je uporabnik sam
klasificiral slike v dane razrede, ni imel na voljo nobenih dodatnih informacij,
torej ni bil prisoten stolpicˇni diagram napovedi modela kot tudi ne razlage.
V primeru, ko je uporabnik sodeloval skupaj samo z napovedmi modela,
je bil prisoten tudi stolpicˇni diagram. Ko so bile na voljo razlage, pa je
poleg napovedi imel na voljo sˇe vnosno polje, ki je ob kliku nanj uporabniku
ponudilo izbiro ene izmed osem mozˇnih razlag (po eno za vsako pasmo).
Vsaka razlaga je vsebovala dve sliki, ki so razlozˇene v podpoglavju 2.3.3. Vse
razlage so bile generirane pred eksperimentom, torej testiranci niso cˇakali na
njihov prikaz. Ob prikazu nove slike v tej seji privzeto ni bila prikazana
nobena razlaga.
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Slika 3.4: Predstavitev stolpicˇnega diagrama napovedi modela.
Slika 3.5: Predstavitev naknadnih razlag, ki jih generira algoritem LIME.
Slika 3.6: Predstavitev splosˇnega videza uporabniˇskega vmesnika.
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3.5 Vhodna in izhodna anketa
Pred pricˇetkom eksperimenta smo testiranca prosili naj resˇi vhodno anketo,
pri kateri smo sprasˇevali naslednja vprasˇanja:
1. Koliko ste stari?
2. Od kod ste?
3. Znam razpoznavati razlicˇne pasme psov.
4. Imam znanje o strojnem ucˇenju.
Vprasˇanji 3 in 4 sta bili odgovorjeni s pomocˇjo Likertove lestvice [26], kjer je
bil mozˇen eden izmed sledecˇih odgovorov: mocˇno se ne strinjam, ne strinjam
se, ne vem, strinjam se in mocˇno se strinjam. Po koncu eksperimentira-
nja smo izvedli tudi izhodno anketo, ki je bila tudi odgovorjena s pomocˇjo
Likertove lestvice. Vprasˇanja so bila sledecˇa:
1. Razlage so bile koristne.
2. Razlage sem razumel.
3. Ko sem napovedoval sam, mislim, da sem resˇeval uspesˇno.
4. Ko sem napovedoval s pomocˇjo napovedi stroja, mislim, da sem resˇeval
uspesˇno.
5. Ko sem napovedoval s pomocˇjo napovedi stroja in razlag, mislim, da
sem resˇeval uspesˇno.
6. Ko sem napovedoval sam, sem bil samozavesten glede svojih odlocˇitev.
7. Ko sem napovedoval s pomocˇjo napovedi stroja, sem bil samozavesten
glede svojih odlocˇitev.
8. Ko sem napovedoval s pomocˇjo napovedi stroja in razlag, sem bil sa-
mozavesten glede svojih odlocˇitev.
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9. Lahko sem prepoznal sibirskega haskija.
10. Lahko sem prepoznal malamuta.
11. Lahko sem prepoznal samojeda.
12. Lahko sem prepoznal kojota.
13. Lahko sem prepoznal gozdnega volka.
14. Lahko sem prepoznal rdecˇega volka.
15. Lahko sem prepoznal belega volka.
16. Lahko sem prepoznal norvesˇkega sivega losovca.
3.6 Implementacija
3.6.1 Razvojno okolje
Glavni del razvojnega okolja sta bila programska jezika Python [3] in Ja-
vascript [1]. Programski jezik Python se uporablja za razvoj aplikacij v
razlicˇnih domenah, kot na primer za razvoj internetnih aplikacij in za aplika-
cij strojnega ucˇenja. V ta namen je bilo razvitih vecˇ knjizˇnic [12, 7, 32, 6, 5].
Programski jezik Javascript razvijalcem olajˇsa razvoj interaktivnih spletnih
strani in pomaga narediti spletno stran bolj dinamicˇno in zanimivo.
3.6.2 Implementacijske podrobnosti
Slike, ki smo jih uporabljali za ucˇenje modela in za evalvacijo eksperimenta,
smo pridobili na spletnih straneh Google in Flickr. Pridobili smo jih s
pomocˇjo Pythonove knjizˇnice, ki avtomatsko prenese in shrani vneseno sˇtevilo
slik za podan iskalni niz, ki je bil v nasˇem primeru ime pasme.
Klasifikacijski model, opisan v poglavju 2.2, smo implementirali s pomocˇjo
Pythonove knjizˇnice Keras [12], ki nam je olajˇsala delo s knjizˇnico Tensorflow
[7] in ima implementiranih veliko konceptov strojnega ucˇenja.
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Za generiranje naknadnih razlag napovedi nasˇega klasifikacijskega mo-
dela smo uporabili Pythonovo knjizˇnico lime [34], ki implementira algoritem
LIME.
Zaledni sistem, ki je imel vlogo strezˇnika, je bil razvit s pomocˇjo Pytho-
nove knjizˇnice Flask [6]. Njegove glavne naloge se bile strezˇba podatkov, ki so
bili kljucˇni za pricˇetek eksperimenta (nakljucˇno zaporedje treh sej, nakljucˇno
zaporedje slik in obe vrsti anket), strezˇba slik, ki so bile del eksperimenta, in
shranjevanje odgovorov vsakega testiranca.
Uporabniˇski vmesnik je bil razvit s pomocˇjo razvojnega okolja ReactJS
[4]. To okolje nam je omogocˇalo razvijanje s slogom Material-UI [2], ki je
pospesˇil in poenostavil proces razvijanja.
3.6.3 Tehnicˇne podrobnosti
Podatki o prenesenih slikah so v tabeli 3.1. Iz celotne mnozˇice smo vzeli 80 %
slik za namene ucˇenja nasˇega modela, preostal delezˇ pa je ostal za potrebe
eksperimenta. Mera napake v ucˇni fazi je bila v nasˇem primeru izguba krizˇne
entropije, algoritem za posodabljanje mrezˇe pa je bil optimizacijski algoritem
Adam [22], ki je razsˇiritev stohasticˇnega gradientnega spusta. Ucˇenje modela
je potekalo 20 epoh na graficˇni procesni enoti Nvidia GeForce GTX 1080 Ti
in je trajalo priblizˇno 4 ure.
Iz preostale mnozˇice smo sestavili eksperimentalno. V eksperimentalno
mnozˇico smo tudi vkljucˇili primere, kjer je model naredil napako. Ta poraz-
delitev je prikazana v tabeli 3.2. Namen tega je bil, da smo raziskali, cˇe bodo
lahko testiranci s pomocˇjo razlag odkrili te napake in v teh primerih sprejeli
pravilno odlocˇitev. Nasˇ cilj je bil napake in pravilne klasifikacije modela cˇim
bolj enakomerno razporediti skozi razrede, kar v popolnosti ni bilo mogocˇe,
ker nismo imeli na voljo dovolj slik. Racˇunalnik je sliko klasificiral v tisti
razred, za katerega je model napovedal najvecˇjo verjetnost.
Ko smo imeli model naucˇen in eksperimentalno mnozˇico sestavljeno, smo
se lotili generiranja naknadnih razlag. V poglavju 2.3 smo omenili dva glavna
parametra, ki smo ju morali dolocˇiti, in sicer sˇtevilo superpikslov, ki bodo
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razdelili sliko, in sˇtevilo nakljucˇno generiranih slik. Po uporabi knjizˇnice lime
smo opazili, da privzeto algoritem za segmentacijo slike ne vracˇa isto sˇtevilo
superpikslov na razlicˇnih slikah. Nasˇ cilj je bil imeti razlage, kjer je sˇtevilo
superpikslov na vseh slikah podobno, da ne bi testirance zmedli. V ta namen
smo spremenili funkcijo v knjizˇnici, ki opravlja ta korak, na nacˇin, da je bilo
med 30 in 40 superpikslov ne glede na sliko. Drugi parameter je bil sˇtevilo
nakljucˇno generiranih slik, ki se jih potem posreduje modelu za napoved
verjetnosti vseh pasem. V najboljˇsem primeru bi bil ta parameter enak
2n − 1, kjer n predstavlja sˇtevilo superpikslov. Na tak nacˇin bi vzeli celoten
prostor mozˇnih nakljucˇno generiranih slik, a bi bila cˇasovna zahtevnost v
tem primeru prevelika. V nasˇem primeru je bilo to sˇtevilo enotno za vse
slike in je znasˇalo 3000. V cˇlanku [34], kjer je ta metoda predstavljena,
so za svoje razlage ta parameter postavili na 1000. Ker je kakovost razlag
odvisna od tega parametra (ta predstavlja tudi sˇtevilo vrstic matrike M in
Y v procesu opisanem v podpoglavju 2.3.2), smo ta parameter povecˇali, a ne
prevecˇ, ker bi bil v tem primeru proces generiranja razlag predolg. Proces
generiranja LIME razlag za 105 slik z nasˇo konvolucijsko nevronsko mrezˇo je
trajal priblizˇno 3 ure.
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Porazdelitev razredov prenesene mnozˇice




Sibirski haski 713 570 143
Malamut 265 212 53
Samojed 221 177 44
Norvesˇki sivi losovec 186 149 37
Rdecˇi volk 498 399 99
Gozdni volk 326 261 65
Beli volk 317 254 63
Kojot 370 296 74
Skupaj 2896 2318 578
Tabela 3.1: Tabela, ki prikazuje porazdeljenost razredov v preneseni mnozˇici.
Porazdelitev napak in pravilnih primerov modela




Sibirski haski 10 3
Malamut 8 7
Samojed 11 4
Norvesˇki sivi losovec 9 5
Rdecˇi volk 9 2
Gozdni volk 9 3
Beli volk 5 5
Kojot 9 6
Skupaj 70 35
Tabela 3.2: Tabela, ki prikazuje porazdeljenost napak in pravilnih klasifikacij





Zbiranje ljudi za eksperiment je trajalo priblizˇno en mesec. V tem cˇasu smo
skupno zbrali 56 ljudi. Krozˇni diagram, ki predstavlja drzˇavljanstvo prebi-
valcev, je prikazan na sliki 4.1a. V eksperimentu je sodelovalo 41 Slovencev,
12 Nemcev, 1 Makedonec in 1 Kitajec.
Porazdelitev starosti testirancev je prikazana na grafu na sliki 4.1b. Pov-
precˇna starost testiranca je bila 30,02 let, standardni odklon pa 13,595. Na
grafu na sliki 4.1b je razvidno, da so bili sˇtirje od testirancev z vidika starosti
osamelci (ang. outliers).
Pred pricˇetkom poskusa so testiranci podali tudi svoje znanje o prepo-
znavnju pasem psov in strojnem ucˇenju, ki je prikazano na krozˇnih diagramih
4.2a in 4.2b. Lahko vidimo, da sta obe porazdelitvi priblizˇno enakomerno
porazdeljeni, kar predstavlja mozˇnost, da imamo pristranskost v podatkih
manjˇso, kot bi bila sicer.
Vse vizualizacije so bile narejene s pomocˇjo knjizˇnice ggplot2 [37]
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(a) Drzˇavljanska pripadnost testirancev
(b) Porazdelitev starosti testirancev
Slika 4.1: Drzˇavljanska pripadnost testirancev in njihova starost.
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(a) Znanje o prepoznavanju pasem psov
(b) Znanje o strojnem ucˇenju
Slika 4.2: Znanje o strojnem ucˇenju in prepoznavanju pasem psov.
30 Zˇan Jonke
4.2 Analiza rezultatov
4.2.1 Analiza variance in Studentov t-test
Za analizo razlicˇnih mer smo uporabili dvosmerno analizo variance (ang.
two-way analysis of variance skr. ANOVA) [10], ker je vsak od testirancev
sodeloval v vsaki izmed treh sej.
V analizi se predpostavi nicˇelna hipoteza, da vse porazdelitve pripadajo




















nk(xk − xg)2, (4.5)
SSR =
∑
s2k(nk − 1). (4.6)
Cˇlen Fs imenujemo F -razmerje (ang. F-ratio), MS pa imenujemo povprecˇje
kvadratov (ang. mean squares). Cˇlen dfO predstavlja stopnjo prostosti v
skupini in dfR stopnjo prostosti znotraj populacije, ki je enaka vsoti sˇtevil
meritev (ni) vsakega testiranca. V enacˇbi (4.5) cˇlen nk predstavlja veli-
kost skupine, xk povprecˇno vrednost skupine in xg povprecˇje celotne popu-
lacije. Izraz SSO se imenuje vsota kvadratov. Cˇlen SSR, ki ga izracˇunamo v
enacˇbi (4.6), imenujemo tudi rezidualna vsota kvadratov (ang. residual sum
of squares). Cˇlen s2k v isti enacˇbi predstavlja varianco znotraj skupine, nk pa
predstavlja velikost skupine. V nasˇem primeru smo na ljudi v razlicˇnih sejah
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gledali kot na razlicˇne skupine. V analizi predpostavljamo, da so porazdelitve
normalne.
Cˇe je F (p; dfO, dfR) < Fs, ovrzˇemo nicˇelno hipotezo, da so vse porazdeli-
tve znotraj skupin enake, kar pomeni, da med skupinami obstaja statisticˇno
znacˇilna razlika. Funkcija F predstavlja Fisherjevo porazdelitev.
V primeru, da bomo z dvosmerno analizo variance zavrnili nicˇelno hipo-
tezo, da so vse porazdelitve skupin enake, bomo naknadno opravili sˇe Stu-
dentov t-test, ki primerja med seboj povprecˇji dveh skupin. Pri tej analizi se













2 pa predstavljata vari-
anci skupin. Cˇlena n1 in n2 predstavljata velikosti skupin. Cˇe je T (p; df) < t,
kjer T predstavlja Studentovo porazdelitev, ovrzˇemo nicˇelno hipotezo, da sta
obe povprecˇji enaki. Cˇlen df v Studentovi porazdelitvi oznacˇuje stopnjo pro-
stosti in je definiran kot:
df = n1 + n2 − 2. (4.8)
Statisticˇne analize smo opravili s programskim jezikom R [33]. Za analizo
variance smo uporabili knjizˇnico ez [25], Studentov t-test pa je privzeto del
programskega jezika R. Vse vizualizacije so bile narejene s pomocˇjo knjizˇnice
ggplot2 [37].
4.2.2 Primerjava uspesˇnosti
Uspesˇnost uporabnikov smo izracˇunali kot delezˇ pravilnih klasifikacij. Ana-
liza rezultatov je pokazala, da je bila uspesˇnost uporabnikov mocˇno odvisna
od vrste seje. Vrednost Fs je bila enaka 32,98 in F (0.5, 2, 102) = 3, 08, ker
je F (0.5, 2, 102) < Fs ovrzˇemo nicˇelno hipotezo, ki je v tem primeru, da so
vse porazdelitve uspesˇnosti sej enake oz. da uspesˇnost ni odvisna od seje. V
literaturi se to pogosto napiˇse na sledecˇ nacˇin: F (2, 102) = 32, 98, p < 0, 05.
Ko smo opravili Studentov t-test z nicˇelno hipotezo, da so vsa povprecˇja
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uspesˇnosti v razlicˇnih sejah enaka, smo odkrili, da so uporabniki v primerih,
ko so resˇevali eksperiment sami, imeli najnizˇjo uspesˇnost p < 0, 001 (verje-
tnost, da smo naredili statisticˇno napako tipa 1 in ovrgli nicˇelno hipotezo, ki
je resnicˇna, je manjˇsa od 0,001). Nismo pa uspeli pokazati statisticˇne razlike,
kadar so uporabniki resˇevali sˇe z dodatno pomocˇjo razlag poleg napovedi mo-
dela. Porazdelitev je prikazana na sliki 4.3. Kratica U oznacˇuje sejo, kjer je
uporabnik sam klasificiral slike, UN kadar je imel na voljo napovedi modela
in UNR kadar je poleg napovedi imel na voljo tudi razlage. Te kratice bodo
uporabljene tudi na prihodnjih slikah in tabelah. Na sliki 4.6 je prikazana
porazdelitev uspesˇnosti v seji UNR v odvisnosti od odpiranja razlag. Lahko
vidimo, da so bili ljudje manj uspesˇni, cˇe so odprli razlage p < 0.0001. Naj-
verjetneje je razlog za to, da so ljudje odprli razlage le, cˇe so naleteli na tezˇek
primer in so si v tem primeru hoteli z njo pomagati. Torej lahko sklepamo,
da v splosˇnem primeru prisotnost razlag ni pripomogla k doseganju viˇsje
klasifikacijske tocˇnosti, so pa uporabniki vseeno bili natancˇnejˇsi, cˇe so imeli
pomocˇ stroja ne glede na vrsto.
Slika 4.3: Primerjava porazdelitev uspesˇnosti v vsaki seji. Vrednost mediane,
povprecˇja, standardnega odklona, prvega in tretjega kvartila so prikazani v
tabeli 4.3a
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4.2.3 Primerjava strinjanja stroja s cˇlovekom
Za vsakega testiranca smo tudi izmerili koeficient Cohen kappa [28], ki meri




1− pe . (4.9)
Cˇlen p0 je delezˇ primerov, kjer se cˇlovek in stroj strinjata, pe pa je verjetnost,
da je bilo to nakljucˇno. Analiza variance je pokazala, da je seja imela vpliv
na stopnjo strinjanja med strojem in cˇlovekom F (2, 102) = 93, 11, p < 0, 05.
V tem primeru je Studentov t-test pokazal, da je bilo strinjanje najnizˇje v
primeru, ko testiranci niso imeli na voljo nobene pomocˇi, in najviˇsje, kadar
so bile prisotne razlage poleg napovedi modela p < 0, 01. Porazdelitev je
prikazana na sliki 4.4. Lahko torej opazimo, da so ljudje, ko razpolagajo
z naknadnimi razlagami, bolj dovzetni za strinjanje s strojem ne glede na
pravilnost odgovora. Na sliki 4.5 je prikazano strinjanje ljudi z racˇunalnikom
v seji UNR na slikah, kjer je stroj naredil napako. Cˇe so ljudje odprli razlago,
so se v povprecˇju bolj strinjali z racˇunalnikom. To tudi deloma razlaga, zakaj
je uspesˇnost nizˇja na primerih, ko so ljudje odprli razlage.
4.2.4 Primerjava hitrosti
Analiza variance je pokazala, da je povprecˇna hitrost resˇevanja (cˇas odlocˇitve
na sekundo) odvisna od seje F (2, 102) = 53, 63, p < 0, 05. Studentov t-
test je pokazal, da so bili uporabniki najhitrejˇsi, kadar so resˇevali sami, in
najpocˇasnejˇsi, ko so imeli poleg napovedi modela prisotne tudi razlage p <
0, 001. Porazdelitev je prikazana na sliki 4.7. To je pricˇakovano, saj so
testiranci potrebovali sˇe nekaj dodatnega cˇasa, da so preucˇevali napovedi
umetne nevronske mrezˇe, in sˇe vecˇ za naknadne razlage.
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Slika 4.4: Primerjava porazdelitev koeficienta Cohen kappa v vsaki seji. Vre-
dnosti mediane, povprecˇja, standardnega odklona, prvega in tretjega kvartila
so prikazane v tabeli 4.3b.
Slika 4.5: Primerjava porazdelitev koeficienta Cohen kappa v seji UNR na
slikah, kjer je stroj naredil napako. Vrednosti mediane, povprecˇja, standar-
dnega odklona, prvega in tretjega kvartila so prikazane v tabeli 4.3c
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Slika 4.6: Primerjava porazdelitev uspesˇnosti v seji UNR. Vrednosti mediane,
povprecˇja, standardnega odklona, prvega in tretjega kvartila so prikazane v
tabeli 4.3d
Slika 4.7: Primerjava porazdelitev povprecˇne hitrosti v vsaki seji. Vrednosti
mediane, povprecˇja, standardnega odklona, prvega in tretjega kvartila so
prikazane v tabeli 4.3e
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Tabela 4.1: Porazdelitve, ki so bile del nasˇe analize.
Porazdelitev uspesˇnosti
Seja Mediana Povprecˇje Standardni
odklon
1. kvartil 3. kvartil
U 0,657 0,634 0,142 0,543 0,721
UN 0,743 0,746 0,069 0,714 0,800
UNR 0,743 0,737 0,073 0,686 0,800
(a) Porazdelitev uspesˇnosti
Porazdelitev koeficienta Cohen kappa
Seja Mediana Povprecˇje Standardni
odklon
1. kvartil 3. kvartil
U 0,480 0,467 0,125 0,413 0,546
UN 0,700 0,691 0,110 0,608 0,762
UNR 0,733 0,731 0,106 0,658 0,799
(b) Porazdelitev koeficienta Cohen kappa






1. kvartil 3. kvartil
Da 0,266 0,291 0,251 0,063 0,478
Ne 0,251 0,226 0,106 0,152 0,294
(c) Porazdelitev koeficienta Cohen kappa v seji UNR na slikah, kjer je stroj naredil
napako






1. kvartil 3. kvartil
Da 0,667 0,630 0,233 0,528 0,757
Ne 0,794 0,789 0,124 0,742 0,861
(d) Porazdelitev uspesˇnosti v seji UNR
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Porazdelitev povprecˇne hitrosti v sekundah
Seja Mediana Povprecˇje Standardni
odklon
1 kvartil 3 kvartil
U 4,786 5,658 2,839 4,007 6,216
UN 6,159 6,755 2,995 5,221 7,051
UNR 9,038 10,156 5,347 6,050 12,736
(e) Porazdelitev povprecˇne hitrosti v sekundah
4.3 Analiza izhodnih anket
Iz analize rezultatov smo opazili, da prisotnost razlag uporabnikom ni om-
ogocˇila dosecˇi viˇsje tocˇnosti. Kljub temu pa lahko iz krozˇnega diagrama
na sliki 4.8b vidimo, da so bile subjektivno uporabne, saj je 49 % ljudi na
trditev “Razlage so bile koristne” odgovorilo s “strinjam se”, 13 % z “mocˇno
se strinjam”, 16 % z “ne strinjam se” in le 2 % z “mocˇno se ne strinjam”.
Prav tako lahko vidimo na sliki 4.8a krozˇni diagram, ki prikazuje porazde-
ljenost odgovorov na trditev “Razlage sem razumel”. V tem primeru je 20 %
odgovorilo z “mocˇno se strinjam”, 62 % z “strinjam se”, 7 % z “ne strinjam
se” in le 2 % z “ne strinjam se”. Torej lahko sklepamo, da ljudje niso dosegli
najviˇsje uspesˇnosti s pomocˇjo razlag zaradi nerazumevanja razlag.
4.4 Diskusija
S pomocˇjo analize variance in Studentovega t-testa smo pokazali, da priso-
tnost razlag ni pripomogla k doseganju viˇsje klasifikacijske tocˇnosti. Razlog je
lahko pomanjkljivost same metode ali pa pristranskost modela ni bila dovolj
ocˇitna, da bi bila ta metoda primerna. Po diskusiji s sodelujocˇimi jih je veliko
menilo, da so bile razlage vecˇkrat podobne in niso prinesle novega znanja,
kar jih je odvracˇalo od odpiranja novih. V procesu analiziranja rezultatov
smo nasˇli enega sodelujocˇega, ki je na vsakem koraku odprl vseh osem razlag
in jih dolgo cˇasa preucˇeval (ljudje so odprli povprecˇno eno razlago vsak tretji
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(a) Krozˇni diagram, ki prikazuje odgovore na trditev ”Razlage sem razu-
mel”
(b) Krozˇni diagram, ki prikazuje odgovore na trditev ”Razlage so bile
koristne”
Slika 4.8: Vecˇina testirancev je razlage razumela in je mnenja, da so bile
koristne.
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primer). Ta testiranec je sicer resˇeval eksperiment nadpovprecˇno dolgo (32
minut, povprecˇje pa je bilo 15 min), je pa tudi dosegel najviˇsjo uspesˇnosti,
kadar je imel na voljo razlage. Mogocˇe se uporabnost razlag povecˇa, cˇe jih
ljudje dlje cˇasa skrbno preucˇujejo. Pokazali smo tudi, da preucˇevanje razlag
podaljˇsa cˇas odlocˇanja, kar je bilo tudi pricˇakovano.
V analizi rezultatov smo tudi pokazali, da prisotnost razlag rahlo povecˇa
strinjanje med cˇlovekom in strojem, ne glede na to, ali je stroj naredil napako
ali ne, kar pomeni, da nasˇa metoda ni pomagala uporabnikom identificirati
napak, ki jih je delal stroj, kvecˇjemu jih je dodatno zavajala v zaupanje
stroju. Prav tako smo pokazali, da so ljudje bili manj uspesˇni v primerih, ko
so odprli razlage. Razlog za slepo zaupanje je lahko, da uporabniki niso imeli
natancˇnega znanja o uspesˇnosti stroja in so jih razlage dodatno prepricˇale
v njihovo napacˇno dojemanje o delovanju stroja. Mogocˇe bi bili rezultati
drugacˇni, cˇe bi jim posredovali tocˇno uspesˇnost stroja. Glede na to, da so
nekateri sodelujocˇi omenili podobnost razlag, jih je to tudi dodatno zavedlo v






V tem diplomskem delu smo razvili sistem za podporo odlocˇanju z razlagami
napovedi umetnih nevronskih mrezˇ in smo ga aplicirali na problem klasifi-
kacije psov. Ta model je bil konvolucijska nevronska mrezˇa, ki je imela za
osnovo arhitekturo MobileNet. S pomocˇjo naucˇenega modela, metode LIME
za generiranje naknadnih razlag in opravljanjem eksperimentov smo raziskali,
kako prisotnost razlag vpliva na odlocˇanje ljudi.
Opravili smo eksperimente, kjer so imeli sodelujocˇi poleg napovedi mo-
dela na voljo naknadne razlage ter s tem pokazali, da prisotnost le-teh ne
pripomore k vecˇji klasifikacijski tocˇnosti. Pokazali smo tudi, da so ljudje
bolj dovzetni za strinjanje z napovedjo modela, cˇe imajo na voljo razlage, in
tudi da prisotnost razlag povecˇa cˇas odlocˇanja, ker morajo uporabniki tudi
preucˇiti same razlage.
Po analizi rezultatov smo odprli nova vprasˇanja, in sicer “Ali bi bili re-
zultati drugacˇni, cˇe bi testiranci skrbno preucˇevali vse razlage, ki so bile na
voljo?” in, cˇe bi bili rezultati drugacˇni v primeru, da bi jim podali konkretno
uspesˇnost stroja. Glede na to, da so razlage uporabnike zavajale, bi bilo tudi
smiselno raziskati, kako bi se uporabniki odlocˇali, cˇe bi bile razlage nakljucˇno
pomesˇane na vsakem primeru, npr. razlaga za sibirskega haskija je v resnici
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za gozdnega volka in kako bi to vplivalo na rezultate.
Kljub temu da naknadne razlage niso pripomogle k doseganju boljˇse
uspesˇnosti, pa vseeno pripomorejo k boljˇsemu razumevanju delovanja mo-
dela. Lahko nam pomagajo odkriti ocˇitne pristranskosti modela, katere bi
bilo sicer zelo tezˇko odkriti. Z nasˇim delom smo tudi naslovili problem sis-
temov za podporo odlocˇanju in posledicˇno tudi pomagali pri njihovem razu-
mevanju.
5.2 Mozˇne izboljˇsave
Ena izmed pomanjkljivosti metode LIME je slabo posnemanje modela v pri-
meru, kadar podatki niso linearni. V tem primeru linearna funkcija poda
zavajajocˇe razlage. Z namenom minimiziranja tega ucˇinka bi lahko poleg
razlage podali tudi mero, ki ocenjuje uspesˇnost posnemanja linearne funk-
cije. Avtorji te metode so predlagali tudi novo metodo, ki resˇuje ta problem
[35].
V cˇlanku [38], ki je bil tudi motivacija za to diplomsko delo, je navedeno,
da so pretekle raziskave pokazale, da ljudje bolje razumejo frekvence kot
verjetnosti [23]. V nasˇem primeru bi lahko stolpicˇni diagram predstavljal
frekvence namesto verjetnosti, kar bi se odrazˇalo v drugacˇnem uporabniˇskem
vmesniku.
Kljub temu da smo z uporabniki izvedli naknadno anketo, ki je sprasˇevala
o razumevanju razlag, nismo izvedli nobenega objektivnega testa, s katerim bi
lahko preverili kredibilnost odgovora. Z namenom, da bi ta problem resˇili, bi
lahko pred glavnim eksperimentom izvedli dodaten test, s katerim bi preverili
testirancˇevo razumevanje problema in razlag na tak nacˇin, kot je miˇsljeno, in
bi lahko uposˇtevali kvalitativno oceno njegovega pojmovanja. V tem primeru
bi bilo treba uposˇtevati, da bi celoten eksperiment posledicˇno trajal dlje cˇasa,
kar bi lahko vplivalo na rezultate.
V analizi povprecˇnega trajanja eksperimenta smo opazili, da so nekateri
uporabniki nekatere primere resˇevali zelo dolgo, kar lahko nakazuje na to,
Diplomska naloga 43
da so resˇevanje vmes prekinili. Z namenom, da do tega ne bi prihajalo, bi
lahko eksperiment skrajˇsali z zmanjˇsanjem sˇtevila slik na sejo in zaradi tega
povecˇali sˇtevilo sodelujocˇih.
Tovrstne raziskave razsˇirijo nasˇe razumevanje delovanja umetnih nevron-
skih mrezˇ in nam pomagajo razvijati kakovostnejˇse sisteme za podporo od-
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