The Fixed-Database version of the Lempel Ziv algorithm closely resembles many versions that appear in practice. In this paper, we ascertain several key asymptotic properties of the algorithm as applied to sources with nite memory. First, we determine that for a dictionary of size n, the algorithm achieves a redundancy n = H log log n log n + o( log log n log n ), where H is the entropy of the process. This is the rst, non-trivial, lower bound on any Lempel-Ziv type compression scheme. We then nd the limiting distribution and all moments of the lengths of the phrases by comparing them to a random-walk like variable with well known behavior.
Introduction
The xed-database Lempel-Ziv algorithm (FDLZ) closely resembles practical versions of the LZ algorithm that are widely in use. In this paper, we establish several theorems concerning the asymptotic properties of this version of the algorithm, concentrating on precise bounds on the redundancy, n (de ned as the di erence between the average rate and the source entropy H and when the memory is of size n). Speci cally, we demonstrate that the algorithm has a redundancy n = H log log n log n + o( log log n log n ). Although an upper bound on n exists for a di erent version of LZ (see 8]), this is the rst lower bound. The calculation of these bounds for the FDLZ is possible by using several theorems that provide the limiting distribution and moments of the length of all the FDLZ phrases. These theorems will be stated in Section 2; we shall save the proofs for Sections 3 and 4.
We will be concerned with a data source which is a random sequence fZ k g 1 k=?1 , that takes values in an alphabet A, with jAj = A < 1. We assume that fZ k g is stationary, and has nite memory 
where z j i = (z i ; z i+1 ; : : : ; z j ), ?1 i < j 1. We also assume that fZ k g is aperiodic.
1 Let H be the source entropy. Of course the data source can be losslessly encoded using (H + n ) bits per source symbol, where n is a measure of the complexity of the code, and n ! 0, as n ! 1. The LZ algorithm is a universal procedure (which does not depend on the source statistics) for encoding the source at a rate close to the entropy which has been shown to achieve n ! 0 in a variety of contexts.
Description of the Algorithm
We begin with a discussion of the FDLZ algorithm. Let Z 1 1 (appreviate simply Z) be the data source, discussed above, which we wish to compress. Assume that the encoder has available a \training sequence" X n 1 that is statistically independent of, but with the same distribution as Z n 1 .
The encoder codes X n 1 into binary with no compression (this requires dnlog Ae bits), and we assume that X n 1 is available to the decoder. The encoding procedure for Z is as follows. Let L 1 be the largest integer such that a copy of Z L 1 1 is a sub-string of X n 1 (2) Then Z L 1 1 (called a phrase) is encoded by a binary representation of m 1 (which requires log n bits), and a binary representation of L 1 (which requires about log L 1 bits). With knowledge of (m 1 ; L 1 ) and X n 1 , the decoder can reconstruct Z L 1 1 from (2) . The entire process is now repeated for Z L 1 +1 ; Z L 1 +2 ; : : :; to obtain (m 2 ; L 2 ); (m 3 ; L 3 ) etc. Note that we can think of X n 1 as a \dictionary" which de nes the coding scheme, and the parameter n as representative of the \complexity" of the code. Thus described, the FDLZ is a \variable-to-variable" length data compression scheme (which forms variable length phrases and codes them with a variable number of bits).
Suppose that we use this scheme to encode K repetitions of the process. We produce K phrases of length L k and will require on average K log n+E P K k=1 log L k bits to encode, on average, E P K k=1 L k bits. Thus the average rate is R n = lim
where the indicated expectation is with respect to the data-sequence Z and the training-sequence X n 1 2 . Note that since we amortize the bits used for transmitting X n 1 over the in nite data source Z, these bits do not contribute to the rate. We point out that the compression ratio in (3) is an average over all possible samples of the code and all possible incoming sources.
There is, however, an alternative de nition of compression rate which is R n = Ef lim
The main di erence between de nition (3) and de nition (4) is that in the former, we de ne the compression rate as a ratio of expectations. In the latter, the compression rate is de ned as an expectation of a ratio. It has been suggested that the de nition (3) lacks a direct operational relationship to data compression. In fact, both de nitions are operational. We now endow each with an operational situation so that in each setting there will be an unequivocal de nition of the compression ratio. Then we display a random code whose compression rate when computed according to (3) is not identical to the compression rate when computed according to (4) . Thus we will show that the very de nition of compression rate can only be distinguished by the contextual setting in which the code is applied.
Setting A: Generate N independent and identically distributed copies of the (random) code.
Distribute this code to N encoders who are each given a single M \megabyte" hard drive to store data. Next, generate N independent identically distributed sequences Z and ask each of the encoders to store on their M megabyte hard drive as many symbols of their sequence as they can.
The achieved compression rate is the total memory which is NM bits, dvided by the the sum of the lengths of the longest pre x of each Z that can be squeezed onto the encoder's hard drives. We then compute the compression rate by letting N and M go to in nity. We remark that this situation is most akin to a communications context where the space limitation imposed by a hard drive is analogous to a time constraint imposed by a channel open only for a xed time interval. In the communications setting, the goal would be to trasmit as much information over the channel in the alotted time. We point out that the compression rate that arises in this setting is really de nition (3).
Setting B: As before, begin with N independent copies of the code distributed to N encoders. This time each encoder will receive nite sequences Z M 1 that are each independent and identically distributed. The i th encoder would code his sequence of source symbols using a random B i bits. The compression achieved by the i th encoder is B i M . Clearly, in this setting the compression rate is the average value of B i M over all N encoders, evaluated in the limit as N and M go to in nity. We point out that the compression rate in the setting is de nition (4).
We now display a random code and a stationary ergodic source Z whose compression rates when computed under de nitions (3) and (4) are NOT the same. Let Z be a binary, i.i.d sequence with entropy 1=2. De ne a random code consisting of two equally likely outcomes: a \good" code that compresses every two bits of Z into 1 bit (with high Z probability) or a \bad" code that achieves no compression by simply copying the symbols of Z. For such a code can there be a well de ned compression rate? If the code is applied in setting B then the correct de nition is (4) and the average compression rate is 3=4, since half of all potential encoders will achieve a rate of 1=2 and the other half a rate of 1, which averages to 3/4. However, if the operational context is setting A then the appropriate de nition is (3) . In that context, half the encoders would store 2M bits of Z and the other half of the encoders would store M bits. The total number of symbols encoded
bits, stored on a total of NM bits. The compression rate is therefore 2=3 under de nition (3).
Which is the correct compression rate? Neither is necessarily correct, although we conjecture that the two de nitions are identical if the code itself is somehow stationary and ergodic. For the FDLZ that would certainly be true, since we conjecture that for large n all databases produce nearly equivalent samples of the code. Since we believe that the de nition of compression that is most important to information theorists is the one that has a direct relationship to communications, we therefore choose to use de nition (3) thoughout this paper.
Results
The exact analysis of the algorithm's performance is centered around a decomposition of each of the phrase lengths into two pieces. To this end we de ne the function T n (z 1 1 ), for a sequence fz k g 1 1 , z k 2 A, by
Thus T n (Z) is a random variable (since it is a function of the random sequence Z). The major theorem of this paper nds the relationship of this random variable to the phrase lengths. Before we state the theorem, we try to provide some intuition for how T n (Z) relates to the parsing algorithm:
Consider a xed sequence z 1 1 . The probability (with respect to the probability law of X n 1 ) of any pre x of length k of z 1 1 decreases as k increases. For a given pre x of length k let W(z k 1 ) be the number of times that the pre x appears in the database. We can express this quantity using
Taking expectations and using the stationarity of X n 1 and we have that E X W(z k 1 ) = (n ? k)P(X k 1 = z k 1 ): Thus, with k = T n (z 1 1 ), we have that the expected number of matches of z k 1 is
Furthermore, for pre xes of z 1 1 that are very much longer than k, the expected number of matches is far less than 1; similarly for pre xes that are very much shorter than k the expected number of matches is far larger than 1. It is reasonable to expect that the length of the longest pre x that occurs in the database (this is L 1 ) should be very nearly T n (z 1 1 ) since that is the length of a pre x whose expected number of matches is closest to 1. Given this intuition it seems reasonable to decompose the phrase length into two pieces, L 1 = T n (Z) + ; (6) with the hope that will be small. This recognizes that the phrase length is nearly determined by the random variable T n (Z) (which is a function of the incoming data Z) and an adjustment for the di erence. The key mathematical result is an approximation of the distribution of . A proof is given is Section 4. distribution of all the phrases in a xed Lempel-Ziv parse. This is deceptively di cult mathematical task since the phrases are not identically distributed or even independent (not even for memoryless sources); this, due to the construction of every phrase through a common database.
The major mathematical task in calculating the redundancy from the de nition in (3), is to nd E log L k and EL k .We will prove the following theorem in section 4:
To illustrate the power of Theorem 3.4 we prove a corollary which provides bounds (both upper and lower) on the redundancy, n .
Corollary As n ! 1, n H log log n log n :
Proof: First, upper bound the redundancy using Theorem 3.4 and Jensen's inequality; whereby (3) reduces to R n log n + log log n + O (1) log n
Hence, n = R n ? H H log log n log n + O( 1 log n ): To nd the lower bound we need an extension of a result from 12] 3 , (which is also found in 9]) which holds that for any > 0 there exists an N such that for all n > N PrfL k > log n(1 ? ) H g > 1 ? : (9) Thus, with high probability the phrase lengths are \close" to their common mean of log n H . From this result and the Markov inequality we have that E log L k log( log n H 1 ? ]) PrfL k > log n H 1 ? ]g log log n ? o(log n log n):
Now (3) simpli es to n H log log n log n + o( log log n log n ): This is the lower bound.
Finally, we point out that there is an immediate application of Theorem 3.2 towards increasing the algorithm's e ciency. To see this, consider a variation of the FDLZ which encodes not the successive phrase lengths L i , but the successive di erence in phrase lengths: L i ? L i?1 . Since the standard deviation of the phrase length is (given by Theorem 3.2) O( p log n), we see from (3) and Jensen's inequality, that the redundancy of this version is upper bounded (to rst order approximation) by H log log n 2 log n . To see this directly, observe that the magnitude of the di erence in phrase lengths is proportional to the standard deviation of the phrase length distribution, which (by Theorem 3.2) is smaller than the expected value of the phrase length by a square root factor. The translates to an improvement in redundancy of at least a factor of two. In 14] it has been demonstrated that the algorithm can be modi ed further to reduce the redundancy down to O( 1 log n ). Yet, this bound is only upper bound; it is still unknown if any more \performance" can be squeezed out of LempelZiv like algorithms. Recent results have shown, however, that a similar version, without the xed 3 The inequality in 12] applies only to L 1 . The extension to L k will be discussed in the proof of Theorem 3. 4 8 databse restriction, of the Lempel-Ziv algorithm (the LZ-78 version) performs with an asymptotic redundancy equal to at least O(1 log n). Thus we conjecture, surprisingly, that the LZ-78 version, which parses sequences into distinct phrases, may perform better than the algorithm considered here (which is the FDLZ-77). Thus the improvements made in 14] are needed to restore the parity in performance.
There have been several recent articles that have considered the asymptotic distributional properties of Lempel-Ziv phrases in various contexts, all quite di erent from than that which is considered here, but still fundamentally similar in spirit. Our Theorems 3.2,3.3 and 3.4 are generalizations of Proposition 2 in Jacquet and Szpankowski 6] . There it is shown, that for asymmetric memoryless sources, a quantity labeled D n (which in the context of FDLZ is almost exactly L 1 ) satis es a normal limit law (they compute the mean and variance) and in the case of uniform random sources (symmetric memoryless source) that the following holds: lim n!1 sup x jPrfD n xg ? exp(?njAj ?x )j = 0:
We can, by changing variables (replacing j with an appropriate choice of x), recover these limits. In fact, we have proved much more. Theorem's 3.2 and 3.4 extend the aforementioned proposition to Markov sources and provide an approximate bound on the rate of convergence. Theorem 3.3 (the uniform memoryless case) provides an explicit rate of convergence that is the basis for a potentially useful statistical test for pure randomness (see 13] ).
There is a more fundamental di erence here, however. To apply these results to a direct analysis of the data compression algorithm, we must must generalize the results to all phrases. It is insu cient to nd the behavior of L 1 ; the behavior of L k is needed for all k. How to accomplish this is not immediately obvious even in the memoryless case; the distribution of the length of every phrase depends not only on the database but on every previous phrase. Therefore, only the rst phrase L 1 , can be handled with relative ease, even though for Markov sources this dependence should be insigni cant. Indeed it is; but it requires proof. Szpankowski and Louchard in 7] take a di erent attack, presenting an analysis of the so called phrase length \average pro le". This they de ne as the length of a randomly selected phrase. One can not establish redundancy from this quantity. In fairness, they are considering a version of the Lempel-Ziv algorithm that has much more complicated dependencies, the so called LZ-78, which undertakes a di erent parsing scheme than that presented here (which is the LZ-77 version with a xed-data base restriction).
Lastly the nal di erence is in method. While our approach is probabilistic, their's is analytic. The rst fruit o of this probabilistic tree is Theorem 3.1. It is our conjecture that this theorem concisely captures the essence of many Lempel-Ziv, string matching based, coding algorithms.
Proofs of Theorems
We begin with some de nitions, and then proceed with a series of lemmas that will lay the foundation for the proofs of the theorems. First, let z k 1 , k 1, n < 1, be any sequence from the alphabet A. De 
We remark that the random variable L(Z) is the longest pre x of of Z that occurs in the database, thus it is immediately identi ed as the length of the rst phrase in the above version of the L-Z algorithm. Later we will consider L(Z 1 k ) which is the longest match in the database of the source sequence starting at time k. We point out that L(Z) is a random function of the database and the source, while L(z 1 1 ) is a random function only of the database.
We show in Appendix A that with no loss of generality we can take the memory-size M = 1, i.e. (1) is Pr
We assume that , max a;b2A
Pr fZ k = b j Z k?1 = ag < 1 : (12) and that , max a;b2A
Pr fZ k = b j Z k+1 = ag < 1 :
We also show in Appendix A how to prove all of the theorems when = 1 and = 1. We will make use of the fact that for i < j < k, and arbitrary z, 
We will also use the fact that for j < k < i, and arbitrary z,
Finally, we also de ne and hence, for a random sequence Z1 (of random length) that
Consequently, if we can establish that W(z1) is Poisson (for most choices of z1) then we could show that PrfL 1 <`g exp(? (z1)), where (z1) = E X W(z1) is the expected number of matches of z1 in the database. If we average again over the source Z with , E Z E X W(Z1) we would prove that
In light of this discussion we can outline the basic steps of the proof of Theorem 3.1. First, we bound the di erence between PrfW(z1) = 0g and exp(? (z1)) (the Poisson approximation of that probability). This will be Lemma 4.1. It turns out that this bound is good for most choices of z1, but we will only need to show that the bound is good for a random choice of the sequence Z1 and for a particular choice of`(namely`= T n (Z) + j). This will be Lemma 4.2. Then with =`? T n (Z) we can use (19) to approximate Prf < jg. 
Furthermore, if the distribution of X is memoryless, then = 0. Proof: See appendix B.
Thus Lemma 4.1 is a Poisson approximation of a probability whose accuracy we can evaluate be probing the terms in the right hand side of (21) First we consider (z1). This we do by taking expectations in (18) with respect to X. Using the stationarity of X and the linearity of expectations we have (z1) = (n ?`)P(z1): 
It is intuitively clear that for most z 1 1 that B(z1) tends to 0 as`! 1. The only exceptions are sequences z1 that display a high degree of self-symmetry; for example 01. Then the bound in (25) is at least PrfX 1+2 = 01jX1 = 01g = PrfX 1+`= 0jX`= 0g, which does not tend to zero.
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We now state and prove a Lemma which considers that average value of B(Z1) with respect to a random source sequence Z and with`de ned (as outlined above) for any integer j to bè = T n (Z) + j: 
Step (a) follows by taking the expectation over Z1 of 2 in (24).
Step (b) follows from the de nition of conditional probability and the fact that X and Z are independent and identically distributed.
Step (c) considers the sum into two pieces; matches that occur before time 1 and those that occur after time 1.
Step (d) follows since 1 +j ` 2 +j and the fact that matches of shorter sequences are more likely to occur than longer ones.
Step (e) further splits the summation into those matches that overlap X 1 +j 1 and those that don't.
Step (f) bounds the probability of a non-overlapping match using (14) .
Step (g) is a technical issue and is justi ed by lemma 4.9 (see Appendix B), and step (h) totals the terms. Equation (27) follows by totaling (36) and (37). Without loss of generality assume that > . Otherwise, replace with in (27). Finally, if j < 0 we repeat the step with MIN We would like to apply the Wald's theorem to a random walk, so let S 0 = ?log P(Z 0 ) and de ne S k , S k?1 ? log P(Z k jZ k?1 ):
Recognize that T = T n (Z) = inffk : S k log ng:
But Z is not i.i.d. so we cannot apply Wald's theorem directly. Instead, form a set of conditional stopping times indexed by every possible opening state a 2 A that may precede Z 1 ;
T a = inffk : S k log n; Z k = ajZ 0 = ag:
The idea here is to construct a new process formed by parsing the original sequence into blocks of excursions from each occurrence of state a to the next. Now, since S Ta = Q N(Ta) it must be that EQ N(Ta) log n. This, and the fact that there is, on average, a multiplicative factor of EM(a) more steps in the original process for every step in the excursion process (that is ET a = EN(T a )EM(a)), leads to log n EQ N(Ta) = EM(a)H ET a EM(a) = HET a :
We can easily upper bound the expected value of the random walk at the stopping time since EQ N(Ta) log n + max a2A EM(a) = log n + O(1);
which implies that for all a 2 A, log n HET a log n + O(1)
To complete the argument we de ne the unconditional stopping time, 
From (33) and (22) 
Let us take a closer look at the right hand side of (48). Let f(j) = exp(? ?j ) and let g(j; n) = 4( 2 ? j)( 1 n + 1 n MIN ) ?j : Now f(j) is clearly monotonically decreasing with increasing j, while g(j; n) is monotonically increasing in j for xed n. For small values of j, f(j) > g(j; n); but as j gets large there may exist a j 0 such that f(j 0 ) g(j 0 ; n). With this in mind we construct a new function: h(j; n) = ( f(j) + g(n; j 0 ) if j < j 0 2g(n; j 0 ) if j j 0 Since P( < ?j) is non-increasing in j, we would then prefer the bound
A good candidate for j 0 , is j 0 = ?log log e n MIN . Since f(j 0 ) = 1 n MIN ; and g(n; j 0 ) = O( (log n) 2 n MIN ): This choice of j 0 satis es the condition that f(j 0 ) g(n; j 0 ). Therefore, (49) becomes P( < ?j) exp(? ?j ) + O( (log n) 2 n ): This is (8) and the theorem is proved.
Proof of Theorem 3.4
We are nally in a a position to easily prove Theorem 3.4. First consider the special case of the length of the rst phrase L 1 , This special case is important, and distinct from the other cases, since Z 1 is in the stationary distribution. For this phrase we use the simple inequality,
Taking expectations of both sides over X and Z, we have that
log n H + O(1): where step (a) follows from the \tail-sum" formula for expectations together with Lemma 4.3, and step (b) follows from Theorem 3.1 (7) and the fact that the sum of a geometric series is nite. This is the upper bound on EL 1 . To nd the lower bound, begin with the identity,
Taking expectations we have 
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The nal step in the proof is to extend to all phrases L k . We cannot simply repeat the procedure for L 1 since the rst phrase is unique in that its opening state is independent of X n 1 . Consider the k th phrase, for arbitrary k. We hope to prove that the di erence between the moments of L k and the moments of L 1 are O(1) (the same analysis will be used to demonstrate that their normalized distributions are asymptotically identical). Let c k be the index of the rst symbol of the k th phrase. That is c k = 1 + c k +M must be contained in the database. This is a contridiction, sinceL is de ned to be the longest pre x of Z 1 c k +M contained in the database; therefore its one symbol extension cannot be contained in the database. Hence,
Now we cannot get a reverse inequality for L k , but forL we have (again using the fact that match length are maximal) thatL L + R:
From (53) and (54) log n=H 3 ! 0 as n ! 1. Since the normalized limit of T n is Normal, the normalized limit of L 1 is Normal.
Finally we put the pieces together to prove Theorem 3.2. It is easy to see from (55) and the fact that M is O(1) that the distibution of L k , when normalized is stochastically bounded by the distribution ofL. But the distribution ofL is identical to that of L 1 from (53), so we have that the normalized distribution of L k is stochastically upper bounded by a N(0; 1) (as n ! 1). From (56) we have that the asymptotic distribution ofL is stochastically lower bounded by the distribution of L. Since the distribution ofL is identical to that of L k from (54), so we have that the asymptotic normalized distribution of L k is stochastically lower bounded by the normalized distribution ofL which is a N(0; 1). Combining the upper and lower bounds proves the theorem. We also point out, that (9) can be established using the identical analysis (applied to the result cited in 12].
Proof of Theorem 3.3
For this special case, and only this case, P(z1) = jAj ?`. Hence T n (z 1 1 ) = log n log jAj = log n H and for all z 1 1 , = T n (Z)+j is constant. We prove the theorem by re ning the error estimate of Lemma 4.2 which earlier was evaluated only crudely. In this special case, we know from (22) that = (z1) = n?j Ajẁ hich is also a constant for all sequences z1. Therefore, applying Lemma 4.1 we have that for all sequences z1 jE X 1(W(z1) = 0) ? exp(? )j (1^ )B(z1):
Now B(z1) = E X + E X ( jY 0 = 1) ? 
We claim that for every 1 i `, and ever outcome of the \future" sequence x 21 +`t here exists a unique sequence U i (x +`g : In other words, given the outcome x of the process from time 1 +`to 2`there exists a single string U i (x) which will admit a match at position i. We prove by construction: write U i (x) = fu 1 ; : : :; u`g. Clearly, the rst i positions of U i (x) must be the rst i positions of x: U`? j+1 = x i+1?j for j = 1; 2; : : : i. The rest of the sequence is de ned recursively so that the matching condition X1 = X i+ì +1 is satis ed, that is we let u`? j+1 = u`? j+i+1 for j = i + 1; : : : ;`. Applying this construction to (60) shows that
Now since X is memoryless we can drop the conditioning and simply write Therefore the stationarity of X and the de nition ofŶ i imply that E X;X jW + 1 ? W j E X + E X ( jY 0 = 1) ? 1 + C(z1)
Since it is well known (see 5]) that for any two independent identically distributed, aperiodic, irreducible Markov chains X andX, there exists an integer k and a constant 0 < p < 1 such that inf a;b2A PrfX k =X k jX 0 = a;X 0 = bg > p: It follows that there exists a constant > 0 such that for all z1 C(z1) = O( `) : (A.9)
We also note that for memoryless sources the coupling times are de ned to be equal to`and thus C(z1) = 0. Finally, we are able to establish Lemma 4.1 by evaluating (A.4) with A = f0g, and (z1) = EW(z1) Lemma 4.10 Let T a be the length of the path from state a to state a: T a = inffk > 0 : X k = ajX 1 = ag. The entropy of this \trajectory" from state a to a, with length T a , is de ned to be H a = ?E log P(X Ta 1 jX 1 = a), and is equal to ET a H. Proof: Let a be xed with stationary probability p a = PrfX 1 = ag. Let For each return of the process to state a we can de ne a random variable, T a (j) equal to the recurrence time of the j th return to state a. It 
