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SHARP ESTIMATE OF GLOBAL COULOMB GAUGE
YU WANG
ABSTRACT. LetA be aW 1,2-connection on a principle SU(2)-bundle P over a compact 4-manifoldM whose
curvature FA satisfies ‖FA‖L2(M) ≤ Λ. Our main result is the existence of a global section σ : M → P with
finite singularities on M such that the connection form σ∗A satisfies the Coulomb equation d∗(σ∗A) = 0
and admits a sharp estimate ‖σ∗A‖L4,∞(M) ≤ C(M,Λ). Here L
4,∞ is a new function space we introduce
in this paper that satisfies L4(M) ( L4,∞(M) ( L4−ǫ(M) for all ǫ > 0. More precisely, L4,∞(M) is
the collection of measurable function u such that ‖u‖L4,∞(M) =: ‖1/su‖L4,∞(M) < ∞, where L
4,∞ is
the classical Lorentz space and su is the L
4 integrability radius function associated to u defined by su(x) =
sup
{
r : supy∈Br(x)
´
Br(y)
|u|4dVg ≤ 1
}
.
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1. INTRODUCTION
Let A be a W 1,2-connection on a principle bundle P with compact Lie group G fiber over a compact
4-manifold M . In [Uhl82a], K. Uhlenbeck proved if ‖FA‖L2(M) < ǫ0 for some constant ǫ0, then one could
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find a Coulomb gauge σ, that is d∗(σ∗A) = 0, such that ‖σ∗A‖L4(M) is controlled by ‖FA‖L2(M). However,
without the smallness hypothesis of ‖FA‖L2(M), such a gauge σ does not need to exist that ‖σ∗A‖L4(M)
is controlled in terms of ‖FA‖L2 due to topological obstructions. Indeed, one can prove the non-existence
of such a gauge if the second Chern number c2 of the bundle is non-trivial; see [PR14]. In this paper, by
focusing on SU(2) bundles, we construct a global Coulomb gauge with sharp estimate. More precisely, we
find a global section s :M → P such that d∗(s∗A) = 0 and s∗A is controlled in the following space (which
we denote by L4,∞ in order to have it distinguished from the classical L4,∞ space):
Definition 1.1. Given any measurable function u defined on a bounded domain U in a Euclidean space,
then for all x ∈ U let us set
su(x) = sup
{
r : sup
y∈Br(x)
ˆ
Br(y)
|u|4dµ ≤ 1
}
. (1)
We define
‖u‖L4,∞(U) =:
∥∥∥ 1
su
∥∥∥
L4,∞(U)
. (2)
Remark 1.1. The second “sup” in the big braces is clearly redundant, and dropping it does not create
essential changes to our proofs. However, we include it in order to make the definition consistent with the
more general definitions of regularity radius, which will be used later in the paper and where the second
“sup” cannot be dropped (see Definition 6.3).
Remark 1.2. We will prove in Appendix that
‖u‖L4,∞(M) ≤ C0(M)‖u‖L4(U),ˆ
M
|u|4−ǫ ≤ C(ǫ,M)‖u‖4L4,∞(M)
(3)
for all ǫ > 0 and C0(M), C(ǫ,M) < ∞. Especially this implies L4(M) ( L4,∞(M) ( L4−ǫ(M). See
Lemma 9.1.
By the discussions preceding Definition (1.1) combined with Remark 1.2, we see that the L4,∞(M)-
estimate of s∗A is indeed sharp.
It is worth mentioning that in [PR14], M. Petrache and T. Riviere constructed a global gauge σ (possibly
with singularities) such that ‖σ(A)‖L4,∞(M) ≤ C(M, ‖FA‖L2(M)). Further, in Open Problem 1.3 of [PR14]
the authors asked whether or not there exists a L4,∞-controlled global Coulomb gauge. Despite of the
inclusion relationships given in Remark 1.2, L4,∞ is not stronger (nor weaker) than L4,∞. In other words,
our main result does not yet give an affirmative answer to the Open Problem 1.3 of [PR14]. Nevertheless,
since L4,∞ is defined by using the L4-integrability radius, it carries an extra piece of information compared
to L4,∞, and hence it is a more robust space from analysts’ viewpoint. Furthermore, in this paper we obtain
a variety of estimates as intermediate results, including an ǫ-regularity theorem (for general group fiber
principal bundles as opposed to SU(2) bundles), which all seem likely to be usefully applied in the related
contexts.
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1.1. Main results. Before stating the main theorem, let us explain some terminologies. Firstly, a (possibly
singular) trivialization of P is a map σ : M → P satisfying π ◦ σ = Id, where π is the projection map
defined on P . Secondly, given a connection A and a trivialization σ on P , then the associated connection
form is a Lie algebra valued 1-form defined by A0 = σ
∗A. Thirdly, if the connection form satisfies d∗A0 =
−gijι∂i∇∂jA0 = 0 weakly inM , we say that A0 is weakly Coulomb. We now state our main result:
Theorem 1.2. Let P → M be an SU(2)-principal bundle over a compact 4-manifold and let A be aW 1,2
connection on P satisfying ‖FA‖L2(M) < Λ for some Λ < ∞. Then there exists a constant C0(M,Λ)
and a global P -section s0 such that its associated connection form s
∗
0A is weakly Coulomb and satisfies
‖s∗0A‖L4,∞(M) ≤ C0(M,Λ).
Remark 1.3. To be more precise than the above statement, we will prove that s∗0A is L
4-integrable away
from controllably many points onM . When A is smooth, without much more work than this paper one can
show that the global section s0 is indeed smooth (but in an ineffective fashion) away from controllably many
points.
Remark 1.4. We remark that with a little work the constant C0(M,Λ) could be made as precise as
C0(secM , injM ,Λ),
where secM = supM |sec|, injM = infM inj denote the sectional curvature bound of M and the injectivity
radius ofM respectively.
Remark 1.5. Later, we say x ∈M is a singularity of A0 if s|A0|(x) = 0; see Definition 1.
1.2. Preliminaries and terminologies. Let P be a principle bundle with simply-connected simple compact
Lie group G fiber, say G ⊆ SO(k). The right action of a group element g ∈ G on a bundle element u ∈ P
will be denoted by ug. We will narrow down to the SU(2)-bundles later on. Consider the left action of
SO(k) on Rk given by the matrix multiplication, and the Rk-fiber bundle E that is associated to P via such
an action. Then Ek is isomorphic to a MatR(k × k)-fiber bundle associated to P via left multiplication of
matrices. More precisely, the action of a bundle element u ∈ P on a matrixM ∈ MatR(k × k) denoted by
⌊u,M⌋ satisfies ⌊ug,M⌋ = ⌊u, g · M⌋ for all g ∈ G, where g · M is the standard matrix multiplication.
Next, recall that a section of Ek (denoted by σ˜) is identified with a MatR(k × k)-valued tensorial function
on P (denoted by σ) in the following way (see [KN96] for details):
σ˜(x) = ⌊u, σ(u)⌋, for all u ∈ π−1(x). (4)
Now for arbitrarily fixed x ∈M , consider a subset of the fiber Ekx given by Gx = ⌊u,G⌋ for some u ∈ Px.
First let us notice that Gx does not depend on the choice of u. Indeed, given any u
′ ∈ Px, there exists g ∈ G
such that u′ = ug. Using (4) we have that ⌊u′, G⌋ = ⌊ug,G⌋ = ⌊u, g · G⌋ = ⌊u,G⌋. This leads to the
following definition of frame.
Definition 1.3. Let S be an open subset of M . We say Θ ∈ Γ(Ek) is a frame on P over S, if Θ(x) ∈ Gx
for almost all x ∈ S.
Using (4) again, the next proposition identifies the frames with the P -sections.
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Proposition 1.4. LetΘ be a section of Ek with its associated tensorial MatR(k×k)-valued function Θ˜, and
S be an open subset of M . Then Θ is a frame over S if and only if there exists a section σ : S → P with
Θ(σ(x)) ≡ 1G (i.e. the identity matrix) for a.e. x ∈ S.
Proof. Let us start with a frame Θ over S. Since Θ˜ is tensorial and G-valued, we see that sx = pΘ˜(p) is
independent of p ∈ Px. Obviously, we have Θ˜(sx) = 1G. By defining σ by σ(x) = sx, we then complete
the proof of one direction. Conversely, if there exists a section σ : S → P such that Θ(σ(x)) ≡ 1G for each
x ∈ S, then by writing each p ∈ Px as p = σ(x)g for some g ∈ G we see that Θ˜(p) = g−1 ∈ G. In other
words, Θ˜ is G-valued and therefore Θ is a frame over S. 
When M is a compact 4-dimensional manifold, it is well known that there exists a frame over M that
is smooth away from finitely many points, such that the sum of the degree at each singularity equals to the
second Chern number c2. See also discussions in Subsection 2.1. Any frameΘ0 ∈ Γ(Ek) could be uniquely
written as (U1, · · · , Uk), where Ui ∈ Γ(E) for each i. Now define
Aαβ,i = 〈(∇AUβ)(∂i), Uα〉E . (5)
An elementary argument shows that when Θ0 is a frame, the MatR(k × k)-valued 1-form given by A∗ =(
Aαβ,idx
i
)
α,β
is a g-valued 1-form, where g is the Lie algebra of G.
Definition 1.5. A0 =
(
Aαβ,idx
i
)
α,β
∈ Λ1(M, g) is called the associated connection form associated to Θ.
Furthermore, we say a frame Θ0 is a Coulomb frame, if its associated connection form A0 satisfies
d∗A0 = −gijι∂i∇∂jA0 = 0 (6)
weakly onM . Using the terminologies introduced in this subsection, we are ready to give an outline of the
proofs and techniques of Theorem 1.2.
1.3. Outline of the proofs and techniques. In order to prove Theorem 1.2, we need to first find a Coulomb
frame Θ0 ∈ Γ(Ek), and then prove that its associated connection form A0 ∈ Λ1(M, g) satisfies the desired
estimate
‖A0‖L4,∞(M) ≤ C(M, ‖FA‖L2(M)). (7)
To find a Coulomb frame is not difficult at all. Indeed we simply minimize the functional
´
M |∇AΘ|2dVg
over allW 1,2 frames Θ, and obtain a minimizing sequence Θi. It is an easy consequence of the lower semi
continuity of the W 1,2 norm under the weak W 1,2-convergence that a minimizer exists. From now on let
us fix a minimizer Θ0, and denote its associated connection form by A0. By using the Euler-Lagrangian
equation satisfied by Θ0 it is not hard to show that d
∗A0 = 0 weakly. In other word, Θ0 is a Coulomb
frame. Hence, let us refer to Θ0 as a Coulomb minimizer. Nevertheless, no a-priori control over A0 or
Θ0 was known to exist. The goal of this paper is to show that A0 admits the desired L4,∞ (see Definition
1.1) estimate when G = SU(2). For the sake of the outline, let us assume that A is smooth, and the proof
for general W 1,2-connections requires simply a standard approximation argument, which will be given in
Section 9.
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Let us begin by introducing a fundamental tool in tackling this problem, namely the following ǫ-regularity
theorem (see also Theorem 3.1):
Theorem 1.6. There exists ǫ0(G), η0(G), r(M), such that if ǫ0 < ǫ(G,M), η0 < η0(G,M), r < r(G,M),
and ˆ
Br(x)
|FA|2 < ǫ0, r−2
ˆ
Br(x)
|A0|2 < η0, (8)
then the following estimate holds:ˆ
Br/2(x)
|∇AΘ0|4 +
ˆ
Br/2(x)
|∇A∇AΘ0|2 ≤ C
(ˆ
Br(x)
|FA|2 +
(
r−2
ˆ
Br(x)
|A0|2
))
. (9)
Indeed, imagine for the moment that the curvature FA vanishes. Then Θ0 becomes a classical minimiz-
ing harmonic map into G. R. Schoen and K. Uhlenbeck ([SU82]) proved an ǫ-regularity theorem which
claims that the smallness of the scaling invariant energy of a minimizing map implies the effective interior
smoothness. Naturally, one expects Θ0 to behave like a minimizing map into G when the curvature is small,
and to possess an analogous ǫ-regularity property as well, which is exactly what Theorem 3.1 concludes.
Nevertheless, in the presence of a curvature that is small in L2 but non-vanishing, the effective L4 and
W 1,2 estimates on A0 is the best that one can achieve, instead of the effective smoothness as in Schoen
and Uhlenbeck’s ǫ-regularity theorem. Roughly speaking, the reason is that one should not expect A0 to
possess better regularity thanW 1,2 simply based on the knowledge of L2 of FA, which one should think of
as the derivative of A0 heuristically. For the sake of future convenience, we say a point x0 is a singularity
of Θ0 if |∇Θ0| ≡ |A0| is not locally L4 integrable at x0; in other word, x0 is a singularity if s|A0|(x) = 0.
Now we are ready to present the outline of the proof of ‖A0‖L4,∞(M) ≤ C0(M,Λ), and from now on we
restrict our attention to the SU(2) bundles. As mentioned in Remark 1.5, we define the singular set S(Θ0)
as {x ∈M : su(x) = 0}.
To begin, let us focus on proving the following theorem; see also Theorem 6.1:
Theorem 1.7. There exists ǫ0(G), r(M), and C0 such that if for all B4r(x0) ⊆ M with 10r < r(M) and´
B4r(x0)
|FA|2 < ǫ0, then
‖A0‖L4,∞(Br(x0)) ≤ C0. (10)
The smallness of ǫ0 is always subject to further decrements along the outline. We also note that in
this theorem we remove the smallness condition on r−2
´
Br(x)
|A0|2 as in the ǫ-regularity theorem 1.6.
Correspondingly, instead of L4-estimate onA0 we achieve the weaker estimate L4,∞. The proof of Theorem
1.7 would require two key ingredients. The first is the following theorem; see also Theorem 6.5 for its full
statement:
Theorem 1.8. There exist positive constants ǫ0(G) and c0 ≤ 10−4, such that if
´
B2r(y0)
|FA|2 < ǫ0 and
Sing(Θ0) ∩B2r(y0) = ∅, then for each x ∈ Br(y0) it holds s|A0|(x) > c0r.
Roughly speaking, this theorem says that the ineffective L4-regularity implies the effective L4-estimate.
The second key ingredient is the singular structure analysis in Section 5, summarized in the following
theorems:
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Theorem 1.9. Sing(Θ0) consists of isolated singularities. Furthermore, at each singularity, a tangent cone
is given by U : R4\{0} → S3, x 7→ T ( x|x|) for some T ∈ O(3).
Theorem 1.10. There exists ǫ0, r(M) and N0 ≥ 10, such that if 10ρ0 < rM and
´
B2r(y0)
|FA|2 < ǫ0, then
#{Sing(Θ0) ∩B3r/2(y0)} ≤ N0.
Combining these two theorems we see that not only Θ0 has at most isolated singularities, but the number
of singularities is controllable (provided the curvature being small in L2). Now, by combining Theorem 1.8
and 1.10, it is not hard to conclude Theorem 1.7.
Next, we construct a decomposition of M into controllably many annular regions and bubble regions.
To be precise, a bubble region B looks like Br(x)\
⋃N
i=1Bri(xi), where N ≤ N(Λ), ri ≥ c0(Λ)r, and
furthermore:
rFA(y) ≡ sup{s > 0 : sup
z∈Bs(y)
ˆ
Bs(z)
|FA|2 < ǫ0} ≥ c0(Λ)r. (11)
where ǫ0 is some universal small number to be specified later in Section 7. An annular region A looks
like As,r(x), where s/r ≪ 1 and
´
As,r(x)
|FA|2 < ǫ0 for the same universal constant ǫ0. For a more
precise description of a bubble region and an annular region, see Section 7. We then prove the following
decomposition theorem:
Theorem 1.11. Suppose
´
M |FA|2 ≤ Λ. Then there exists a large numberN(M,Λ), such that one could find
a cover ofM by annular and bubble regions given by {Ai}N1i=1 ∪ {Bj}N2j=1 satisfying N1 +N2 ≤ N(M,Λ).
Firstly, consider a bubble region B = Br(x)\
⋃N
i=1Bri(xi). Trivially, we can cover B by at most Cc−40
many BrFA,ǫ0 (xl)
(xl), and by (10), there exists a universal constant C0 such that the following holds for all
l:
‖A0‖L4,∞(BrFA (xi)(xi)) ≤ C0. (12)
Upon summing up the above inequality over all l and using the covering property of {BrFA(xl)(xl)}l, we
achieve
‖A0‖L4,∞(B) ≤ C1, (13)
for some universal constant C1.
Secondly, let us focus on an annular regionA = As,r(x). Note that since sr ≪ 1 could be arbitrarily small,
it is no longer true that rFA,ǫ0(x) ≥ c0r for all x ∈ A and some universal c0 > 0. Therefore, we cannot
directly apply (10). Nevertheless, by identifying SU(2) with S3, and using the singular structure theory
for stable-stationary harmonic maps into S3 developed in [LW06] combining with a somewhat complicated
limiting argument, we are able to prove the following lemma:
Lemma 1.12. There exists a constant N0(Λ), such that #{A ∩ Sing(Θ0)} ≤ N0.
Applying Lemma 1.12 and Theorem 1.8, we obtain
‖A0‖L4,∞(A) ≤ C2 (14)
for some universal constant C2.
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Finally, combining Theorem 1.11, (13), and (14), we achieve the desired estimate ‖A0‖L4,∞(M) ≤
C0(M,Λ). This finishes the outline.
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2. PREPARATION
In this section, we will find a Coulomb frame Θ0 by minimizing the energy functional
´
M |∇Θ|2 among
all frames over M (see Subsection 2.1), and then we provide some of its basic properties (see Subsection
2.2), which will be used in later sections to obtain effective estimates on the associated connection form of
Θ0.
2.1. Coulomb minimizer. The goal of this subsection is to find a Coulomb frame for A. Let P →M a G
bundle over a compact 4-manifold with a smooth connection A. Consider the following subclass of W 1,2
frames:
F = {Θ : Θ is a frame overM s.t.
ˆ
M
|∇AΘ|2 <∞}. (15)
First note that the class F is none-empty. Indeed, when G is a simply-connected simple Lie group, it is a
classical topological result that there exists a global P -section Σ0 that is continuous away from k points,
where the second Chern number c2 = k or −k. Moreover the winding number at each singularity is 1 or
−1 depending on the sign of c2. Without loss of generality let us assume c2 = k. Then upon standard
mollification away from the singularities of Σ0, and then a smooth perturbation at the neighborhood of each
singularity, one achieves a new section Σ1 smooth away from k points. Now, by employing Proposition 1.4
we find the frame ΘΣ1 associated to Σ1. It is not hard to make
´
M |∇AΘΣ1 |2 < ∞ by choosing a nice
enough smooth perturbation Σ1 from before. Therefore ΘΣ1 ∈ F .
Given the non-emptiness, we could minimize the functional
´
M |∇AΘ|2 in the class F . Indeed, let {Θi}i
be a minimizing sequence in F . Then due to the weakly compactness of W 1,2(M,Ek) and the compact
embedding of L2(M,Ek) intoW 1,2(M,Ek), we conclude that {Θi} converge to some Θ0 weakly inW 1,2
and strongly in L2. Thus Θ0 is a frame. Further, by the lower-semicontinuity of the W
1,2-norm under
the weak W 1,2-convergence, Θ0 is a minimizer of the functional
´
M |∇AΘ|2. Especially, Θ0 satisfies´
M |∇AΘ0|2 <∞, and therefore Θ0 ∈ F .
Definition 2.1. A minimizer of
´
M |∇AΘ|2 among all elements in F is called a Coulomb minimizer.
By the previous discussions, a Coulomb minimizer always exists and belongs to the class F . From now
on, let us fix a Coulomb minimizer denoted by Θ0 with associated connection form denoted by A0; see
Definition 1.5.
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2.2. Basic properties of Coulomb minimizers. In this subsection, we give a couple of very basic prop-
erties of the Coulomb minimizer Θ0, which includes the Euler-Lagrange equation, the stationarity, and the
stability.
Firstly, due to the minimizing property of Θ0, an Euler-Lagrange equation holds. More precisely, we
have the following equivalences:
Lemma 2.2. Let P → M be a G-bundle over a compact 4-manifold with a smooth connection A. Let
Θ0 = (U1, · · · , Uk) be a W 1,2-frame over M , with associated connection form A0. Then the following
conditions are equivalent:
(1) d∗A0 = 0 weakly. That is, A0 is weakly Coulomb.
(2) d∗AdAUa =: ∆AUa =
∑
b〈∇AUa,∇AUb〉Λ1(E)Ub weakly.
(3) For any smooth section ξ of the adjoint g-bundle adP , the following holds:
d
dt
∣∣∣∣
t=0
∑
a
ˆ
M
|∇A(exp(tξ)Ua)|2 ≡ d
dt
∣∣∣∣
t=0
ˆ
M
|∇A(exp(tξ)Θ0)|2 = 0. (16)
Remark 2.1. As one could see from the proof presented below, the dimension assumption is unimportant.
However, we state Lemma 2.2 only for 4-manifolds since we will not be considering the higher dimensional
cases in this paper.
Proof. Choose any smooth section Φ ∈ Γ(E) as the test function in proving the weak identities. In the
trivialization induced by Θ = (U1, · · · , Uk), both {Ua}a and Φ admit trivializations denoted by {Ea}a and
φ respectively.
(1) =⇒ (2): Given (1), we have
ˆ
M
〈∇AUa,∇AΦ〉 =
ˆ
M
〈A0(Ea), dφ+A0(φ)〉 =
ˆ
M
〈A0(Ea), dφ〉+
ˆ
M
〈A0(Ea), A0(φ)〉. (17)
The first term vanishes due to (1); i.e. d∗A0 = 0 weakly. Hence above becomes
ˆ
M
〈A0(Ea), A0(φ)〉 =
ˆ
M
〈A0(Ea), A0(
∑
b
〈Eb, φ〉Eb)〉 =
ˆ
M
∑
b
〈∇AUa,∇AUb〉〈Ub,Φ〉. (18)
Thus (2) is true.
(2) =⇒ (1): Given (2), we have
ˆ
M
〈∇AUa,∇AΦ〉 =
ˆ
M
∑
b
〈∇AUa,∇AUb〉〈Ub,Φ〉. (19)
By (17), we see that (19) forces
´
M 〈A0(Ea), dφ〉 = 0. Namely, (1) is true.
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(1)⇐⇒ (3): let ξ be any smooth section of the adjoint g-bundle adP with trivialization ξ0 in the gauge
induced by Θ = (U1, · · · , Uk). We have
d
dt
∣∣∣∣
t=0
∑
a
ˆ
M
|∇A(exp(tξ)Ua)|2 = d
dt
∣∣∣∣
t=0
∑
a
ˆ
M
|∇exp(tξ0)∗A0Ea|2
=
d
dt
∣∣∣∣
t=0
∑
a
ˆ
M
|[exp(−tξ0)A0 exp(tξ0)](Ea) + exp(−tξ0)d(exp(tξ0))(Ea)|2
=2
∑
a
ˆ
M
〈 d
dt
∣∣∣∣
t=0
{
[exp(−tξ0)A exp(tξ0)](Ea) + exp(−tξ0)d(exp(tξ0))(Ea)
}
, A0(Ea)〉
=2
∑
a
ˆ
M
〈dξ0(Ea) + [−ξ0, A0](Ea), A0(Ea)〉 = 2
ˆ
M
∑
a
〈dξ0(Ea), A0(Ea)〉
+2
ˆ
M
∑
a
〈[−ξ0, A0](Ea), A0(Ea)〉 = 2
ˆ
M
〈dξ0, A0〉+ 2
ˆ
M
〈[A0, ξ0], A〉 = 2
ˆ
M
〈dξ0, A0〉,
(20)
where in the penultimate equality we have used the fact that {Ua} forms an orthonormal basis. Also, the
second term in the last identity vanishes because 〈[A0, ξ0], A0〉 = 〈A0, [ξ0, A0]〉 = −〈[A0, ξ0], A0〉. Now,
combining both sides of the above computation we have
d
dt
∣∣∣∣
t=0
∑
a
ˆ
M
|∇A(exp(tξ)Ua)|2 = 2
ˆ
M
〈dξ0, A0〉. (21)
In view of the fact that A0 ∈ Λ1(M, g), we see that (1) and (3) are equivalent. 
By the minimizing property of Θ0, we see that condition (3) in Lemma 2.2 holds for Θ0. Now we apply
Lemma 2.2 to see that both condition (1) and condition (2) hold for Θ0. Especially, the connection form of
A under a Coulomb minimizer is weakly Coulomb.
Another crucial property of Θ0 is the stability, which is also a consequence of the minimizing property.
More precisely, for any smooth section ξ of the adjoint g-bundle adP , the following inequality holds:
d2
dt2
∣∣∣∣
t=0
∑
a
ˆ
M
|∇A(exp(tξ)Ua)|2 ≡ d
2
dt2
∣∣∣∣
t=0
ˆ
M
|∇A(exp(tξ)Θ0)|2 ≥ 0. (22)
The stability will be studied in further details later in Section 4.
Remark 2.2. Using a limiting argument, one sees that both (16) and (22) remain true for a Coulomb mini-
mizer Θ0 when the test function ξ has onlyW
1,2
0 regularity.
Thirdly, being a minimizer implies that Θ0 is indeed a critical point of the functional
´
M |∇AΘ|2, in the
sense that not only does it satisfy the Euler-Lagrange equation (see Lemma 2.2, condition (2)), but also the
stationarity equation that comes from the domain variation. To be precise, let {ζt(x)}t≥0 be an arbitrary
smooth 1-parameter family of diffeomorphisms on M , such that ζ0 ≡ id. Denote by Pζt(x),x the unique
parallel transport associated to Ek of an element on the fiber at ζt(x) to an element on the fiber at x via the
curve ζt(x) from t to 0. By the minimizing property we have
d
dt
∣∣∣∣
t=0
ˆ
M
|∇APζt(x),x(Θ(ζt(x)))|2 = 0. (23)
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An elementary but somewhat tedious calculation shows that the above to be equivalent to the following:
ˆ
M
(
|∇AΘ0|2gik − 2〈∇A,iΘ0,∇A,kΘ0〉
)
gijXk ;j + 2
ˆ
M
〈Fia(Θ0),∇A,aΘ0〉Xi = 0. (24)
where X is any smooth vector field on M it holds. (24) is called the stationarity equation of Θ0. In this
paper, the stationarity equation will only be applied to sufficiently small balls, whose metric is close to being
Euclidean. For the sake of brevity, we shall assume the metric on the ball to be Euclidean whenever we apply
(24), since the modification necessary for the general metric case is purely technical and unessential to the
matter. Now choose X to be any compactly supported smooth vector field on a ball Br(x) with metric
gij = δij . By using (24), and following a standard procedure (see, for example, Section 2.2 of [Sim96]),
one could derive the following formula:
d
dρ
(
ρ−2
ˆ
Bρ(y)
|∇AΘ0|2
)
= 2
d
dρ
( ˆ
Bρ(y)
|x− y|−2|∇A,∂rΘ0|2
)
+ 2ρ−3
ˆ
Bρ(y)
〈Fia,∇A,aΘ0〉(xi − yi).
(25)
Indeed, (25) becomes exactly the monotonicity formula of a stationary harmonic map (see Section 2.4 of
[Sim96]) if the curvature FA vanishes.
3. THE ǫ-REGULARITY THEOREM
In this Section we will prove an ǫ-regularity theorem which allows us to obtain the effective L4-estimate
of A0 in Br(x) provided the smallness of both
´
B2r(x)
|FA|2 and r−2
´
B2r(x)
|A0|2. By identifying |A0| as
|∇AΘ0| and viewing Θ0 as a twisted minimizing harmonic map into the fiber group G, our result extends
Schoen and Uhlenbeck’s ǫ-regularity theorem of classical minimizing harmonic maps (see Section 2.3 of
[Sim96]). Let us now present the main theorem in this section:
Theorem 3.1. Let P → M be a smooth principal bundle with simply-connected simple compact Lie
group G-fiber over a compact 4-manifold and A a smooth connection on P . Let Θ0 be a Coulomb min-
imizer obtained in Subsection 2.1, with associated connection form A0. Then, there exist ǫ0(G), η(G),
C(G) and r(M), such that for 10ρ0 < r(M), if B10ρ0(p) ⊆ M satisfies that
´
B10ρ0 (p)
|FA|2 < ǫ0 and
ρ0
−2 ´
B10ρ0 (p)
|A0|2 < η, then it holds
ˆ
Bρ0/2(y0)
|A0|4 +
ˆ
Bρ0/2(y0)
|∇A0|2 ≤ C
((
ρ0
−2
ˆ
B10ρ0 (p)
|A0|2
)2
+
ˆ
B10ρ0 (p)
|FA|2
)
. (26)
Remark 3.1. In Schoen and Uhlenbeck’s ǫ-regularity theorem, the monotonicity of ρ−2
´
Bρ(y)
|∇u|2 is of
crucial importance. Hence, the main difficulty of proving our ǫ-regularity theorem lies in the fact that
ρ−2
´
Bρ(y)
|∇AΘ0|2 is not necessarily a monotone quantity due to the presence of the curvature term
2ρ−3
´
Bρ(y)
〈Fia,∇A,aΘ0〉(xi − yi) in (25) that is not even integrable in ρ.
Proof. It is a well known result of Uhlenbeck [Uhl82b] that under the smallness assumption thatˆ
Bρ(p)
|FA|2 ≤ ǫUh
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one could find a local Coulomb frame on Bρ(p) with associated connection form A
∗ satisfying
d∗A∗ = 0 weakly in Bρ(p), ∗A∗|∂Bρ(p) = 0,
‖A∗‖L4(Bρ(p)) + ‖A∗‖W 1,2(Bρ(p)) ≤ CUh‖FA‖L2(Bρ(p)).
(27)
From now on, we fix such a frame on the ball B10ρ0(p) denoted by ΘUh while referring to it as the
Uhlenbeck-gauge, and denote the associated connection form by A∗. Moreover, we let Θ∗ be a mapping
from B10ρ0(p) into MatR(k × k) defined by the following identity:
Θ0 ◦ σUh = Θ∗ (28)
where σUh is the P -section associated to ΘUh as in Proposition 1.4 satisfying ΘUh ◦ σUh ≡ 1G. We shall
refer to Θ∗ as the trivialization of the Coulomb minimizer Θ0 with respect to the Uhlenbeck-gauge Θ∗.
Using the equivalent condition (2) of Lemma 2.2 satisfied by Θ0 = (U1, · · · , Uk), and a straightforward
computation, we see that the following identity holds in the weak sense:
0 = d∗dΘ∗ −Θ∗〈(dΘ∗)T · dΘ∗〉 −Θ∗〈(dΘ∗)T ·A∗(Θ∗)〉+Θ∗〈(A∗(Θ∗))T · dΘ∗〉. (29)
Next, define λy,ρ = ρ
−4 ´
Bρ(y)
Θ∗(y)dy, which is an element in MatR(k × k). We begin by presenting
several lemmas, which will be crucial to the proof of Theorem 3.1. Note that by choosing ǫ sufficiently small
in these lemmas, the curvature L2 smallness hypothesis always guarantees the existence of the Uhlenbeck-
gauge described as above. Hence we will be using the notations A∗ and Θ∗ without explanations of the
notations.
Lemma 3.2. For fixed Λ > 0, there exist ǫ0 < ǫUh, η0, C0 and r(M), such that for any δ ∈ (0, 1) and
B10ρ0(y0) ⊆M with ρ0 < r(M), if
´
B10ρ0 (y0)
|FA|2 < ǫ0, ρ−20
´
B10ρ0 (y0)
|dΘ∗|2 < Λ, and ρ−40
´
B10ρ0 (y0)
|Θ∗−
λy0,10ρ0 |2 < η0, then for all y ∈ B8ρ0(y0) the following holds:
ρ−20
ˆ
B ρ0
2
(y)
|dΘ∗|2 ≤ C0
(
δρ−20
ˆ
Bρ0 (y)
|dΘ∗|2 + δ−1ρ−40
ˆ
Bρ0 (y)
|Θ∗ − λy,ρ0 |2 + ρ−20
ˆ
B10ρ0 (y0)
|A∗|2
)
.
(30)
Remark 3.2. Later Λ will be specified and taken to be a universal constant.
Let us now define:
Q =: {Bσ(z) : B2σ(z) ⊆ B4ρ0(y0), σ ∈ [
ρ0
10
, ρ0].} (31)
Set Q = supBσ(z)∈Q σ
2
´
Bσ(z)
|dΘ∗|2.
Lemma 3.3. For fixed Λ > 0, there exist ǫ0, η0 small enough (which will also fulfill Lemma 3.2) and constant
C1 (depending onC0), if
´
B10ρ0 (y0)
|FA|2 < ǫ0, ρ−20
´
B10ρ0 (y0)
|dΘ∗|2 < Λ, ρ−40
´
B10ρ0 (y0)
|Θ∗−λy0,10ρ0 |2 <
η0, and
σ2
ˆ
Bσ(z)
|dΘ∗|2 > 10−10Q, for some Bσ(z) with σ ∈ [ρ0/2, ρ0] and z ∈ Bρ0(y0), (32)
then for all y ∈ Bρ0(y0) we have
ρ−20
ˆ
B ρ0
2
(y)
|dΘ∗|2 ≤ C1
(
ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 + ρ−20
ˆ
B10ρ0 (y0)
|A∗|2)
)
. (33)
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Lemma 3.4. Assume (33) holds. For fixed Λ > 0 and any C∗ ≫ 1, there exists θ0(Λ, C∗) ≪ 110 , η0 and
ǫ0(η0, θ0) that are sufficiently small, such that if
´
B10ρ0 (y0)
|FA|2 < ǫ0, ρ−20
´
B10ρ0 (y0)
|dΘ∗|2 < Λ, and
ρ−40
´
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 < η0, then for all y ∈ Bρ0(y0), we have
(θ0ρ0)
−4
ˆ
Bθ0ρ0(y)
|Θ∗ − λy,θ0ρ0 |2 <
η0
C∗
. (34)
proof of Lemma 3.2. As in the Corollary of the classical Luckhaus Lemma (for its statement, see Section
2.7 of [Sim96]), choose η0 sufficiently small such that η0 < δ
2
1δ
8. Here δ1 is the same as in Section 2.7
of [Sim96], and δ will be determined in the proof of Lemma 3.3. Then for each y ∈ B8ρ0(y0) there exists
W ∈ W 1,2(Bρ0(y), G) and some σ ∈ (3ρ04 , ρ0) such thatW agrees with Θ∗ in a neighborhood of ∂Bσ(y),
and moreover, the following holds:
σ−2
ˆ
Bσ(y)
|dW |2 ≤ δρ−20
ˆ
Bρ0 (y)
|dΘ∗|2 + Cδ−1ρ−40
ˆ
Bρ0 (y)
|Θ∗ − λy,ρ|2. (35)
Now apply (35) and use the minimality of
´
Bσ(y)
|∇AΘ∗|2, we obtain
ρ−20
ˆ
B ρ0
2
(y)
|dΘ∗|2 ≤ Cσ−2
ˆ
Bσ(y)
|dΘ∗|2 ≤ Cσ−2
ˆ
Bσ(y)
|∇AΘ∗|2 + Cσ−2
ˆ
Bσ(y)
|A∗|2
≤Cσ−2
ˆ
Bσ(y)
|∇AW |2 + Cσ−2
ˆ
Bσ(y)
|A∗|2 ≤ Cσ−2
ˆ
Bσ(y)
|dW |2 + C ′σ−2
ˆ
Bσ(y)
|A∗|2
≤Cδρ−20
ˆ
Bρ0(y)
|dΘ∗|2 + C ′′δ−1ρ−40
ˆ
Bρ0 (y)
|Θ− λy,ρ0 |2 + C ′σ−2
ˆ
Bσ(y)
|A∗|2
≤C0
(
δρ−20
ˆ
Bρ0 (y)
|dΘ∗|2 + δ−1ρ−40
ˆ
Bρ0 (y)
|Θ∗ − λy,ρ0 |2 + ρ−20
ˆ
B2ρ0 (y0)
|A∗|2
)
(36)
for some proper C0 = C0(G,Λ). This finishes the proof of Lemma 3.2. 
proof of Lemma 3.3. Firstly, choose η0 and ǫ0 small enough so that Lemma 3.2 holds. Now from (30), we
have that:
ρ−20
ˆ
B ρ0
2
(y)
|dΘ∗|2 ≤ C0
(
δΛ + δ−1η0 + C2Uhǫ
2
0
)
(37)
for all y ∈ B8ρ0(y0). Thus for all θ ∈ [ 110 , 1], we have the following estimate trivially:
(θρ0)
−2
ˆ
Bθρ0 (y)
|dΘ∗|2 ≤ 104 · C0
(
δΛ + δ−1η0 +C2Uhǫ
2
0
)
=: s0. (38)
After choosing a smaller δ (depending only on Λ, C0 and G), then further decreasing ǫ0 and η0 if necessary,
we might assume that s0 is small enough, then by Poincare´ Inequality we have:
(30) holds with Bρ0(y) replaced by Bσ(z), for any σ ∈ [
ρ0
4
,
ρ0
2
] and Bσ(z) ⊆ B4ρ0(y0). (39)
Now let us choose any σ0 ∈ [ρ02 , ρ0], such that Bσ0(z) ∈ Q. Then we may select a Vitali cover of Bσ0(z) ∈
Q by {Bσ0
4
(zi)}Ni=1 with zi ∈ Bσ0(z) for each i, such that N ≤ S for some universal constant S. By the
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facts that B2σ0(z) ⊆ B4ρ0(y0), zi ∈ Bσ0(z), and ρ0/2 ≤ σ0 ≤ ρ0, we have that Bσ0(zi) ⊆ B4ρ0(y0) and
therefore Bσ0
2
(zi) ∈ Q, for each i. By the covering property of {Bσ0
4
(zi)}i, we have:
σ20
ˆ
Bσ0(z)
|dΘ∗|2 ≤ S · σ20 sup
i
ˆ
Bσ0
4
(zi)
|dΘ∗|2 = 16S · sup
i
(
σ0
4
)2
ˆ
Bσ0
4
(zi)
|dΘ∗|2
≤16SC0 · sup
i
(
δ(
σ0
2
)2
ˆ
Bσ0
2
(zi)
|dΘ∗|2 + γ0
) ≤ 16SC0δQ+ 16SC0γ0,
(40)
where we have used 39 in the second inequality, and the fact that Bσ0
2
(zi) ∈ Q in the last inequality;
moreover, we have set
γ0 =: δ
−1
ˆ
B4ρ0 (y0)
|Θ∗ − λ4ρ0,y0 |2 + ρ20
ˆ
B4ρ0 (y0)
|A∗|2. (41)
By (32), we could assume from the beginning that Bσ0(z) is such a ball that σ
2
0
´
Bσ0 (z)
|dΘ∗|2 > 10−10Q.
Plugging it back to (40) we obtain: (
10−10 − 16SC0δ
)
Q ≤ 16SC0γ0. (42)
By choosing δ small enough (depending only on C0) we have for all ρ ∈ [ρ02 , ρ0] and y ∈ Bρ0(y0):
ρ2
ˆ
Bρ(y)
|dΘ∗|2 ≤ Q ≤ 16SC0 · 1012
(
δ−1
ˆ
B4ρ0 (y0)
|Θ∗ − λ4ρ0,y0 |2 + ρ20
ˆ
B4ρ0 (y0)
|A∗|2). (43)
Multiplying above inequality through ρ−4 on both sides, and then set ρ = ρ0/2, we obtain (33) for some
proper constant C1 depending only on Λ, C0(Λ, G) and G. This finishes the proof of Lemma 3.3. 
proof of Lemma 3.4. For any fixed y ∈ Bρ0(y0) and φ ∈ C∞c (B ρ0
2
(y),MatR(k × k)), by the weak identity
of (29) as well as (33), we have∣∣∣∣(ρ02 )−2
ˆ
B ρ0
2
(y)
〈dΘ∗, dφ〉
∣∣∣∣ ≤ sup
B ρ0
2
(y)
|φ| · (ρ0
2
)−2
(ˆ
B ρ0
2
(y)
|dΘ∗|2 + 2|A∗||dΘ∗|
)
≤ sup
B ρ0
2
(y)
|φ| · CC1
(
ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 + ρ−20
ˆ
B10ρ0 (y0)
|A∗|2
)
.
(44)
Now set l = CC1
(
ρ−40
´
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 + ρ−20
´
B10ρ0 (y0)
|A∗|2
)1/2
and V = l−1Θ∗, and then
insert them into (44), we have∣∣∣∣(ρ02 )−2
ˆ
B ρ0
2
(y)
〈dV, dφ〉
∣∣∣∣
≤
(
ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 + ρ−20
ˆ
B10ρ0 (y0)
|A∗|2
)1/2
ρ0 sup
B ρ0
2
(y)
|dφ|;
(45)
also note that (33) implies
(
ρ0
2
)−2
ˆ
B ρ0
2
(y)
|dV|2 ≤ 1. (46)
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From now on, we shall follow the arguments in p.15 [Sim96] verbatim to show that
(θρ0)
−4
ˆ
Bθρ0 (y)
|Θ∗ − λy,θρ0 |2
≤CC1(θ−4ǫ2 + Cθ2)
(
ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 + ρ−20
ˆ
B10ρ0 (y0)
|A∗|2
)
.
(47)
For the readers convenience, we include the proof. To begin we present the following harmonic approxima-
tion lemma; for its proof we refer the reader to Section 1.6 [Sim96].
Lemma 3.5. For any given ǫ, there is δ(n, ǫ) > 0 such that if f ∈W 1,2(Bρ(y)), ρ2−n
´
Bρ(y)
|df |2 ≤ 1, and
|ρ2−n ´Bρ(y) df · dφ| ≤ δρ supBρ(y) |dφ| for every φ ∈ C∞c (Bρ(y)), then there is a harmonic function u on
Bρ(y) with ρ
2−n ´
Bρ(y)
|du|2 ≤ 1 and ρ−n ´Bρ(y) |u− λy,ρ|2 ≤ ǫ2.
Let ǫ > 0 be arbitrary for the moment. By (46) and (45), we could apply Lemma 3.5 in order to conclude
that there is a MatR(k × k)-valued harmonic functionW on Bρ0/2(y) such that
(
ρ0
2
)−2
ˆ
Bρ0/2(y)
|dW|2 ≤ 1, and (ρ0/2)−4
ˆ
Bρ0/2(y)
|V −W|2 ≤ ǫ2 (48)
assuming that
ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |2 + ρ−20
ˆ
B10ρ0 (y0)
|A∗|2 ≤ δ2 (49)
where δ ≡ δ(ǫ) is as in Lemma 3.5. Now take θ ∈ (0, 1/4] and note that we have the following trivially:
(θρ0)
−4
ˆ
Bθρ0 (y)
|V −W(y)|2 ≤ 2(θρ0)−4
ˆ
Bθρ0 (y)
(|V −W|2 + |V −W(y)|2). (50)
Now using 1-dimensional calculus along line segment with end-point at y together with a standard elliptic
estimate for harmonic function, we have
sup
Bθρ0(y)
|W −W(y)|2 ≤ (θρ0 sup
Bθρ0 (y)
|dW|)2 ≤ Cθ2ρ2−n0
ˆ
Bρ0/2(y)
|dW|2. (51)
Using this together with (48) in (50), we conclude that
(θρ0)
−4
ˆ
Bθρ0 (y)
|V −W(y)|2 ≤ θ−nǫ2 + Cθ2, (52)
Where C is universal. Writing V = l−1Θ∗ in (52), we obtain (47). Now we determine the parameters θ, ǫ,
η0, and ǫ0. Indeed, we determine θ and then ǫ such that both θ and ǫ are sufficiently small and independent
of η0, and lastly choose ǫ0 small with respect to η0 in order to conclude from (52) that (34) holds for the
fixed C∗ ≫ 1 (which will be determined in the proof of Proposition 3.6, to depend only on C1 from Lemma
3.3 and the Poincare´ Inequality constant Cp). Next, for the chosen ǫ, we further decrease η0 and then ǫ0
such that (49) holds. Upon these choices of parameters, we finish the proof of Lemma 3.4. 
The main difficulty of Theorem 3.1 would be to achieve the smallness of σ−2
´
Bσ(y)
|dΘ∗|2 for all y ∈
Bρ0(y0) and σ ≤ ρ0 given that on the top scale ρ0. Indeed, from this we easily obtain the smallness of
the BMO-seminorm on Θ∗, which helps to improve the regularity of Θ∗ and eventually achieve the desired
L4-estimates, by following a quite standard elliptic PDE regularity method (similar to that in [Bet93]). Let
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us remark that in the case of the classical stationary harmonic map, such smallness is a trivial consequence
of the monotonicity formula for r2−n
´
Br(q)
|∇u|2. In contrast, the quantity ζy(ρ) ≡ ρ−2
´
Bρ(y)
|∇AΘ0|2 is
not monotone due to the error term in (25) involving the curvature FA. Furthermore, the integral of this error
term from the top scale, say ρ0, to an arbitrary small scale ρ grows like | log ρρ0 | as ρ→ 0. Hence, the natural
idea of directly integrating both sides of (25) and then using fundamental theorem of calculus is not very
useful in estimating ζy(ρ) for ρ small. To conquer this issue, we use induction on scales instead, which one
should think of as a method of continuity. Heuristically, we shall be applying Lemma 3.3 and Lemma 3.4 in
an alternating fashion, starting from the top scale ρ0, then each time the scale goes down by a bounded factor
in between 10−1 and C−1 for some universal large constant C ≫ 10 which will be determined later, while
we shall keep track of the smallness of the energy ζy(·) through all the stages. If such spiral mechanism
succeeds, we will then finish our induction. Nevertheless, one subtlety lies in the fact that condition (32) is
not always verified (which is essentially caused by the error term of (25)) for Lemma 3.3 to be applicable,
and therefore this heuristic spiral mechanism is likely to break down. Fortunately, this needs not to stop
our induction on the smallness of energy. A key observation is that the failure of (32) exactly implies that
an energy decay by a definite factor from the last scale must occur, which fills in the gap of the induction
anyway. To rigidify this observation we will need to employ (25) to two consecutive scales, in which case
scenario (25) behaves like an “almost” monotonicity formula. Now by our inductive assumption, we can
complete the induction when the spiral mechanism breaks down (i.e. the condition 32 fails). This gives the
outline of how we will proceed next. To start with, we present the following Proposition:
Proposition 3.6. For any δ0, there exist ǫ0 and η sufficiently small such that given
´
B10ρ0 (y0)
|FA|2 < ǫ0 and
ρ−20
´
B10ρ0 (y0)
|dΘ∗|2 < η, then
ρ−2
ˆ
Bρ(y)
|dΘ∗|2 < δ0. (53)
for all y ∈ Bρ0(y0) and ρ ≤ ρ0.
Proof. Set η0 = 10Cpη (here Cp denotes the Poincare´ Inequality constant). Firstly, let us choose η and
ǫ0 so small that the conclusions of Lemma 3.2 through Lemma 3.4 hold, provided all other conditions are
satisfied. The parameter C∗ (as appear in Lemma 3.4) depends only on C1 and the Poincare´ Cp, and will be
determined by the end of the proof. Thus fixes θ0 as in Lemma 3.4 as well. For each fixed y ∈ Bρ0(y0), we
will prove by induction that:
ρ−2l
ˆ
Bρl(y)
|dΘ∗|2 < η, (54)
where ρl will be determined in the course of the induction process, satisfying that
10 ≤ ρl
ρl+1
≤ 10000θ−10 . (55)
For the starting scale l = 0, the conclusion (54) follows exactly from the condition of Proposition 3.6. Next,
we shall assume for some l0 ≥ 0, all previous scales ρl with l ≤ l0 have been defined on which (55) holds,
such that ρ−2l
´
Bρl (y)
|dΘ∗|2 < η. In order to find the next inductive scale ρl0+1, we consider two alternative
cases on the current scale ρl0 .
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Case (a): By treating Bρl0 (y) as B10ρ0(y0) in Lemma 3.3, the condition (32) does not hold; however this
means that:
σ2
ˆ
Bσ(z)
|dΘ∗|2 < 10−10Q, ∀Bσ(z) with σ ∈ [ρl0
20
,
ρl0
10
], z ∈ B ρl0
10
(y). (56)
It will then be an easy exercise to see that this means that:
σ−2
ˆ
Bσ(z)
|dΘ∗|2 ≤ 1
20000
(
2ρl0
5
)−2
ˆ
B 2ρl0
5
(y)
|dΘ∗|2 < η
2
< η. (57)
By taking Bσ(z) to be B ρl0
10
(y) and defining ρl0+1 =:
ρl0
10 , we are done.
Case (b): By treating Bρl0 (y) asB10ρ0(y0) in Lemma 3.3, the condition (32) holds. In this case, we could
then apply Lemma 3.3 and then Lemma 3.4 (note that the Λ-bound condition is satisfied by η, and hence
can be taken to be, for instance, 100. Here we simply want to point out the fact that the smallness of Λ is
unecessary) to obtain from (34) that:
(
θ0ρl0
10
)−4
ˆ
B θ0ρl0
10
(y)
|Θ∗ − λ
y,
θ0ρl0
10
|2 < η0
C∗
=
10Cpη
C∗
. (58)
Now, we are facing two alternative sub-cases of Case (b), which we refer to as Case (c) and Case (d) respec-
tively.
Case (c): By treating Bθ0ρl0 (y) as B10ρ0(y0) in Lemma 3.3, the condition (32) holds. Then Lemma 3.3
is valid with Bθ0ρl0 (y) in the place of B10ρ0(y0), and let us apply (58) (note that the Λ-bound condition is
satisfied by constant 104θ−40 η; hence, by choosing η small,we could assume 10
8θ−80 η < 100 and simply
take Λ = 100. We note such choice of η and Λ works for all cases discussed below and therefore we no
longer mention the Λ-boundedness condition in the following arguments) and obtain:
(
θ0ρl0
200
)−2
ˆ
B θ0ρl0
200
(y)
|dΘ∗|2 ≤C1
(
(
θ0ρl0
100
)−4
ˆ
B θ0ρl0
10
(y)
|Θ∗ − λ
y,
θ0ρl0
10
|2 +
ˆ
B θ0ρl0
10
(y0)
|FA|2
)
≤10
5C1Cpη
C∗
+ C1ǫ
2
0.
(59)
By choosing C∗ large in Lemma 3.4 (to depend only on C1 and Cp), and then ǫ0 small with respect to η,
above might be made less than η/2. Upon setting ρl0+1 =:
θ0ρl0
200 , we are done.
Case (d): By treating Bθ0ρl0 (y) as B10ρ0(y0) in Lemma 3.3, the condition (32) does not hold. In this
case scenario, we further study two alternative sub-cases of Case (d), which we call Case (e) and Case (f)
respectively.
Case (e):
(θ0ρl0)
−2
ˆ
Bθ0ρl0
(y)
|dΘ∗|2 < 2η. (60)
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Now by the same reasoning as in Case (a), the fact that (32) does not hold implies
(
θ0ρl0
10
)−2
ˆ
B θ0ρl0
10
(y)
|dΘ∗|2 < 1
20000
(
2θ0ρl0
5
)−2
ˆ
B 2θ0ρl0
5
(y)
|dΘ∗|2 < η. (61)
Hence, by setting ρl0+1 =:
θ0ρl0
10 we are done.
Case (f):
(θ0ρl0)
−2
ˆ
Bθ0ρl0
(y)
|dΘ∗|2 ≥ 2η. (62)
This is the last possible case to be considered, and we will prove that this case cannot happen at all, by
choosing ǫ0 sufficiently small. The proof goes by contradiction. Suppose this is the case. Indeed, according
to inductive assumption we have
ρ−2l0
ˆ
Bρl0
(y)
|dΘ∗|2 < η. (63)
Let us simplify the notation by setting ρ1 =: θ0ρl0 and ρ2 =: ρl0 ; we then have
ρ−21
ˆ
Bρ1 (y)
|dΘ∗|2 − ρ−22
ˆ
Bρ2 (y)
|dΘ∗|2 > η. (64)
Further set ζy(r) := r
−2 ´
Br(y)
|∇AΘ|2. Using this notation we see that (64) gives
ζy(ρ1)− ζy(ρ2) =
(
ρ−21
ˆ
Bρ1 (y)
|dΘ∗|2 − ρ−22
ˆ
Bρ2 (y)
|dΘ∗|2)− ρ−21
ˆ
Bρ1 (y)
|A∗|2
−ρ−22
ˆ
Bρ2 (y)
|A∗|2 − 2ρ−21 |
ˆ
Bρ1(y)
〈A∗, dΘ∗〉| − 2ρ−22 |
ˆ
Bρ2 (y)
〈A∗, dΘ∗〉|
≥η − 2C2Uhǫ20 − 2
√
ΛCUhǫ0.
(65)
On the other hand, it is a simple computation to see that (25) gives
(√
ζy(r)
)′ ≥ −1r√ǫ0. Thus for all
ρ1 < ρ2 < ρ0, the following holds:√
ζy(ρ2)−
√
ζy(ρ1) ≥ −| log(ρ1
ρ2
)| · √ǫ0. (66)
Therefore,
ζy(ρ2)− ζy(ρ1) = (
√
ζy(ρ2) +
√
ζy(ρ1))(
√
ζy(ρ2)−
√
ζy(ρ1)) ≥ −2
√
Λ| log θ0|√ǫ0. (67)
Combining this with (65), we have
2
√
Λ| log θ0|√ǫ0 ≥ η − 2C2Uhǫ20 − 2
√
ΛCUhǫ0. (68)
where Λ, as we mentioned earlier, might be taken as 100. Now (68) gives a contradiction if we choose ǫ0
sufficiently small. In other words, we have ruled out Case (f).
Thus we finish the induction. To sum up, for each point y ∈ Bρ0(y0) we have obtained that
ρ−2l
ˆ
Bρ0 (y)
|dΘ∗|2 < η
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for a sequence of {ρl}l≥0 satisfying 10 ≤ ρlρl+1 ≤ 10000θ
−1
0 . But from this trivially we have
ρ−2
ˆ
Bρ(y)
|dΘ∗|2 < 1016θ−40 η (69)
for all ρ < ρ0. By choosing even smaller η from the very beginning of the proof with respect to δ0 (and
hence correspondingly a smaller ǫ0) we have ρ
−2 ´
Bρ(y)
|dΘ∗|2 < δ0 for all ρ < ρ0 and y ∈ Bρ0(y0). This
is the end of the proof of Proposition 3.6. 
Combining Proposition 3.6 and (27), we have proved that given the L2 smallness of the curvature, the
smallness of the scaling invariant energy of A0 on the first scale (i.e. B10ρ0(p)) implies its smallness on all
balls contained in B4ρ0(p). More precisely, we have
Corollary 3.7. For all δ0, there exists ǫ0 and η0, given that
´
B10ρ0 (y0)
|FA|2 < ǫ0, ρ−20
´
B10ρ0 (y0)
|A0|2 < η0,
then ρ−2
´
Bρ(x)
|A0|2 < δ0 for all Bρ(x) ⊆ B4ρ0(y0).
To continue to finish the proof of the ǫ-regularity Theorem 3.1, and especially, to achieve the desired L4
estimate on A0, an intermediate step is to show that the L
4 norm of A0 on Bρ0(y0) is finite. Namely,
Proposition 3.8. There exists ǫ0 and η0, given that
´
B10ρ0 (y0)
|FA|2 < ǫ0, ρ−20
´
B10ρ0 (y0)
|A0|2 < η0, then´
B2ρ0 (y0)
|∇A0|2 + |A0|4 <∞.
Proof. Fix some p0 > 2, such thatW
1,p0 →֒ L4+α0 is the Sobolev embedding in dimension 4 for some α0
to be determined later in the proof. Define the following regularity radius of A:
ρˆ = sup{r ≤ ρ0 : sup
x∈B3ρ0 (y0)
ˆ
Br(x)
|FA|p0 ≤ ǫˆ}. (70)
for some small number ǫˆ > 0 to be specified. By the smoothness of A, we have ρˆ > 0. To prove Proposition
3.8, it suffices to prove
´
Bρˆ/2(x)
|A0|4 <∞ for each x ∈ B2ρ0(y0). For this purpose, let us fix some Bρˆ(x0)
for arbitrary x0 ∈ B2ρ0(y0). By choosing ǫˆ < ǫUh, we could then apply Uhlenbeck Theorem (see, for
instance, Theorem 6.1, [Weh04]) to find a Coulomb frame (which we shall again refer to as the Uhlenbeck
gauge) on Bρˆ(x0) such that the connection form of A under this frame (which we again denote by A
∗)
satisfies
‖A∗‖W 1,p0 (Bρˆ(x0)) ≤ CUh‖FA‖Lp0 (Bρˆ(x0)). (71)
Again define Θ∗ : Bρˆ(x0)→ MatR(k× k) the trivialization of Θ0 under this Uhlenbeck gauge. Clearly, Θ∗
satisfies (29). We need point out that By Corollary 3.7 and (71), for any δ we may choose sufficiently small
ǫ0, η0, and ǫUh, such that ρ
−2 ´
Bρ(x)
|dΘ∗|2 < δ0 holds for all Bρ(x) with ρ ≤ ρˆ/2 and x ∈ Bρˆ/2(x0). By
Sobolev and Poincare´ inequality, we have
ρ−4
ˆ
Bρ(x)
|Θ∗ − λx,ρ|4 < η20, (72)
where λx,ρ = ρ
−4 ´
Bρ(x)
Θ∗(y)dVg(y) and η0 ≤ Cδ0. Hence, for some δ sufficiently small to be specified,
upon choosing δ0 and ǫ0 sufficiently small, and then replacing y0 by any x ∈ B2ρˆ/3(x0) and ρ0 by any
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ρ ≤ ρˆ/30, the crucial smallness hypothesis in Lemma 3.2 is verified by (72); then we could follow the proof
of Lemma 3.2 verbatim to conclude that
ρ−2
ˆ
B ρ
2
(x)
|dΘ∗|2 ≤ C0
(
δρ−2
ˆ
Bρ(x)
|dΘ∗|2 + δ−1ρ−4
ˆ
Bρ(x)
|Θ∗ − λx,ρ|2 + ρ−2
ˆ
Bρ(x)
|A∗|2
)
. (73)
Now we need the following lemma (we refer the readers to Lemma 2, Section 2.8 of [Sim96] for its proof):
Lemma 3.9. LetBρ(x) be any ball inR
n, k ∈ R, γ > 0, and let φ be any [0,∞)-valued convex sub-additive
function on the collection of convex subsets of Bρ(x). There exist ǫ0 ≡ ǫ0(n, k), C ≡ C(n, k) such that if
σkφ(Bσ/2(z)) ≤ ǫ0σkφ(Bσ(z)) + γ (74)
whenever B2σ(z) ⊆ Bρ(x), then
ρkφ(Bρ/2(x)) ≤ Cγ. (75)
If we takeBρ(x) to be arbitrary ball with x ∈ Bρˆ/2(x0) and ρ < ρˆ/30, and set k = 2, φ(B) =
´
B |dΘ∗|2,
and then define
γ = C0(δ
−1
ˆ
Bρ(x)
|Θ∗ − λx,ρ|2 + ρ2
ˆ
Bρ(x)
|A∗|2), (76)
then by (73), for any Bσ(z) with B2σ(z) ⊆ Bρ(x) we have
σ2φ(Bσ/2(z)) = σ
2
ˆ
Bσ/2(z)
|dΘ∗|2
≤C0δ
ˆ
Bσ(z)
|dΘ∗|2 + C0
(
δ−1
ˆ
Bσ(z)
|Θ∗ − λz,σ|2 + σ2
ˆ
Bσ(z)
|A∗|2
)
≤C0δ
ˆ
Bσ(z)
|dΘ∗|2 + C0
(
δ−1
ˆ
Bσ(z)
|Θ∗ − λx,ρ|2 + ρ2
ˆ
Bρ(x)
|A∗|2
)
≤C0δ
ˆ
Bσ(z)
|dΘ∗|2 + γ = C0δσ2φ(Bσ(z)) + γ.
(77)
Hence upon choosing δ sufficiently small in (73), we could apply Lemma 3.9 to see that
ρ−2
ˆ
B ρ
2
(x)
|dΘ∗|2 ≤ C1
(
ρ−4
ˆ
Bρ(x)
|Θ∗ − λx,ρ|2 + ρ−2
ˆ
Bρ(x)
|A∗|2)
)
. (78)
for all Bρ(x) with ρ < ρˆ/2 and x ∈ Bρˆ(x0), provided δ is chosen sufficiently small. Now we could follow
the proof of Lemma 3.4 verbatim to obtain (47) upon replacing both y and y0 by x, and ρ0 by ρ. Given any
α < 1, by first choosing θ and then ǫ to be small on the right hand side of (47) such that both depend on α,
we arrive at the following estimate:
(θρ)−4
ˆ
Bθρ(x)
|Θ∗ − λx,θρ|2 ≤ θ2α
(
ρ−4
ˆ
Bρ(x)
|Θ∗ − λx,ρ|2 + ρ−2
ˆ
Bρ(x)
|A∗|2
)
. (79)
Recall α0 is a thatW
1,p0 →֒ L4+α0 is a Sobolev embedding in dimension 4. The choices of both α0 and p0
will be specified later to depend on α. Using Ho¨lder inequality we obtain
ρ−2
ˆ
Bρ(x)
|A∗|2 ≤ ρ−2(
ˆ
Bρ(x)
|A∗|4+α0) 24+α0 · ρ 4(2+α0)4+α0 ≤ ǫ1ρ 2α04+α0 ≡ ǫ1ρ2β0 (80)
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for ǫ1 =: C
2
Uhǫ
2/p0
Uh and β0 =:
α0
4+α0
< 1. Note in the second inequality we have used that
´
Bρˆ(x0)
|FA|p0 <
ǫUh and the Uhlenbeck gauge property that ‖A∗‖W 1,p0 ≤ CUh‖FA‖Lp0 . For the sake of brevity, in the
following estimates we introduce the following notations:
φx(r) = r
−4
ˆ
Br(x)
|Θ∗ − λx,r|2, ρi ≡ θiρˆ, for all integer i ≥ 0. (81)
For arbitrary K ≥ 1 we iteratively apply (79) as follows:
φx0(ρK) ≤ θ2α(φx0(ρK−1) + ǫ1ρ2β0K−1) ≤ θ2α((θ2αφx0(ρK−2) + ǫ1ρ2β0K−2) + ǫ1ρ2β0K−1)
≤ · · · ≤ θ2αKφx0(ρˆ) + ǫ1
K∑
i=1
ρ2β0K−i · θ2α(i−1)
≤ (ρK
ρˆ
)2αφx0(ρˆ) + ǫ1θ
−2αρ2β0K
K∑
i=1
θ2i(α−β0).
(82)
Now we could determine the choices of α0 and p0 by setting β0 = max{2α − 1, α/2}. Plugging this into
the right hand side of the above inequality we have
φx0(ρK) ≤ C(θ, ρˆ, α)ρ2β0K , (83)
which implies that
ρ−4
ˆ
Bρ(x0)
|Θ∗ − λx,ρ|2 = φx0(ρ) ≤ C(θ, ρˆ, α)2ρ2β0 . (84)
for all ρ ≤ ρˆ/2. By Campanato’s Theorem,
[Θ∗]Cβ0 (Bρˆ/2(x0)) ≤ C(θ, ρˆ, α). (85)
Now we need the following proposition:
Proposition 3.10. For all y ∈ Bρˆ/2(x0), there exists some 0 < ρy < ρˆ, such that the following holds for
some universal constant C > 0 and all ζ ∈ C∞c (Bρy(y)):
ˆ
Bρy (y)
|∇2Θ∗|2ζ2 ≤ C
(ˆ
Bρy (y)
|dΘ∗|2|dζ|2 +
ˆ
Bρy (y)
|∇A∗|2ζ2
)
<∞. (86)
In view of the arbitrariness of x0 ∈ B2ρ0(y0), Proposition 3.8 immediately follows from Proposition 3.10
together with a standard covering argument and the Sobolev embeddingW 1,2 →֒ L4. 
Thus it remains to prove Proposition 3.10 in order to conclude Proposition 3.8.
Proof of Proposition 3.10. We will use the standard integration by parts and difference quotience method.
Choose any x ∈ Bρˆ/2(x0) and some ρ ≪ ρˆ/2 to be specified. For any ξ ∈ W 1,20 (Bρ(y),MatR(k × k)) ∩
L∞(Bρ(y),MatR(k × k)), let η(z) = |ξ|2(Θ∗(z) − Θ∗(y)) play the role of the test section in the weak
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identity of (29), we have
0 =
ˆ
Bρ(y)
|dΘ∗|2|ξ|2 +
ˆ
Bρ(y)
〈〈dΘ∗, 〈2ξ, dξ〉E〉Λ1 ,Θ∗ −Θ∗(y)〉E
−
ˆ
Bρ(y)
〈Θ∗〈(dΘ∗)T · dΘ∗〉, |ξ|2(Θ∗ −Θ∗(y))〉E
−
ˆ
Bρ(y)
〈Θ∗〈(dΘ∗)T · A∗(Θ∗)〉, |ξ|2(Θ∗ −Θ∗(y))〉E
+
ˆ
Bρ(y)
〈Θ∗〈(A∗(Θ∗))T · dΘ∗〉, |ξ|2(Θ∗ −Θ∗(y))〉E
=Q1 +Q2 +Q3 +Q4 +Q5.
(87)
By Cauchy’s inequality and (85), we obtain
|Q2|+ |Q3|+ |Q4|+ |Q5| ≤ Cρβ0
( ˆ
Bρ(y)
|dΘ∗|2|ξ|2)1/2(
ˆ
Bρ(y)
|dξ|2)1/2
+ Cρβ0
ˆ
Bρ(y)
|dΘ∗|2|ξ|2 +Cρβ0(
ˆ
Bρ(y)
|dΘ∗|2|ξ|2)1/2(
ˆ
Bρ(y)
|A∗|2|ξ|2)1/2
= P1 + P2 + P3.
(88)
Insert these estimates back to (87) and let P2 be absorbed into Q1 by choosing ρ small, we obtainˆ
Bρ(y)
|dΘ∗|2|ξ|2 ≤ Cρβ0(
ˆ
Bρ(y)
|dξ|2 +
ˆ
Bρ(y)
|A∗|2|ξ|2). (89)
Now choose arbitrary ζ ∈ C∞c (Bρ(y)). For any l = 1, · · · , 4, define φl =
(
ζ2(Θ∗)(l,τ)
)
(l,τ)
, where (·)(l,τ)
is the τ -difference quotient along lth direction. Apply (29) with test function φl, we obtain
0 =
ˆ
Bρ(y)
|(dΘ∗)(l,τ)|2ζ2 +
ˆ
Bρ(y)
〈〈(dΘ∗)(l,τ), dζ〉Λ1 , 2ζ(Θ∗)(l,τ)〉+
ˆ
Bρ(y)
〈(E)(l,τ), (Θ∗)(l,τ)〉ζ2
=R1 +R2 +R3.
(90)
where E = Θ∗〈(dΘ∗)T · dΘ∗〉 + Θ∗〈(dΘ∗)T · A∗(Θ∗)〉 − Θ∗〈(A∗(Θ∗))T · dΘ∗〉. By applying Young’s
Inequality with ǫ(= 1/10) we estimate
|R2| ≤ 1
10
ˆ
Bρ(y)
|(dΘ∗)(l,τ)|2ζ2 + C
ˆ
Bρ(y)
|dζ|2|(Θ∗)(l,τ)|2. (91)
Next, we shall estimate R3:
|R3| ≤
ˆ
Bρ(y)
|(Θ∗)l,τ |2|dΘ∗|2ζ2 + 2
ˆ
Bρ(y)
|(dΘ∗)l,τ ||dΘ∗||(Θ∗)(l,τ)|ζ2
+4
ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dΘ∗||A∗|ζ2 + 2
ˆ
Bρ(y)
|(Θ∗)(l,τ)||(dΘ∗)l,τ ||A∗|ζ2
+2
ˆ
Bρ(y)
|(A∗)(l,τ)||dΘ∗||(Θ∗)(l,τ)|ζ2 = T1 + T2 + T3 + T4 + T5.
(92)
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Firstly let us estimate T1. Indeed, by treating ζ(Θ
∗)(l,τ) as ξ we could apply (89). This gives
|T1| ≤ Cρ2β0
( ˆ
Bρ(y)
|(dΘ∗)(l,τ)|ζ2 +
ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dζ|2 +
ˆ
Bρ(y)
|A∗|2|(Θ∗)(l,τ)|ζ2
)
. (93)
To the last term above we use the following combination of Cauchy inequality and Poincare´-Sobolev in-
equality:ˆ
Bρ(y)
|A∗|2|(Θ∗)(l,τ)ζ|2 ≤ (
ˆ
Bρ(y)
|A∗|4)1/2 · (
ˆ
Bρ(y)
|(Θ∗)(l,τ)ζ|4)1/2
≤C(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|d((Θ∗)(l,τ)ζ)|2 ≤ C(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2
+C(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dζ|2.
(94)
Now insert this back to (93), we have
T1 ≤ δ˜
( ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2 +
ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dζ|2
)
. (95)
for some small δ˜ (to be determined later) provided both ρ and ǫ0 are small. Secondly, we estimate T2. Using
Young’s inequality with ǫ we have
T2 ≤ ǫ
ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2 + C(ǫ)T1. (96)
Thirdly we estimate T3. Using standard Young’s inequality we obtain
T3 ≤CT1 +
ˆ
Bρ(y)
|A∗|2|(Θ∗)(l,τ)ζ|2 ≤ CT1 + C(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2
+ C(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dζ|2.
(97)
where we have once again used Poincare´-Sobolev Inequality to the second term in the second inequality.
Next, we estimate term T4. Again using Young’s Inequality, we achieve the following:
T4 ≤ ǫ
ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2 + C(ǫ)
ˆ
Bρ(y)
|A∗|2|(Θ∗)(l,τ)ζ|2 ≤ ǫ
ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2
+C(ǫ)(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|(dΘ∗)(l,τ)ζ|2 + C(ǫ)(
ˆ
Bρ(y)
|A∗|4)1/2 ·
ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dζ|2.
(98)
Lastly, let us estimate term T5. Using standard Young’s Inequality, we have
T5 ≤
ˆ
Bρ(y)
|(A∗)(l,τ)|2ζ2 + CT1. (99)
Now by combining the above estimates of T1 through T5, inserting them into (90), choosing ǫ and δ˜ in
both Young Inequalities to be small enough, and then taking ǫ0 small, we could let all terms containing´
Bρ(y)
|d((Θ∗)(l,τ)ζ)|2 be absorbed into R1. Upon further arrangements we obtainˆ
Bρ(y)
|(dΘ∗)(l,τ)|2ζ2 ≤ C
(ˆ
Bρ(y)
|(Θ∗)(l,τ)|2|dζ|2 +
ˆ
Bρ(y)
|(A∗)(l,τ)|2ζ2
)
. (100)
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Now sending τ to 0, summing up all l, we achieve (86) for some small but positive ρ =: ρy. This proves
Proposition 3.10. 
Next, we shall refine the ineffective L4 estimate in Proposition 3.8 to the desired effective L4 estimate in
Theorem 3.1 by using an argument somewhat similar to that given in [Eva91], where the duality between
Hardy space and BMO space also plays a key role. Once again we go back to the Uhlenbeck gauge we find
in the beginning of the proof of Theorem 3.1, and let Θ∗ be the same as in (28). Proposition 3.8 guarantees
that ˆ
B2ρ0 (y0)
|dΘ∗|4 + |∇2Θ∗|2 <∞. (101)
The following proof frequently uses (101) without mentioning it. Our goal is to improve (101) to effective
L4-estimates. The key step is to achieve the following estimate:
Proposition 3.11. Given any δ > 0 and 0 < α < 1, there exists ǫ0 and η0 as in Theorem 3.1, and a large
constant C > 0 depending on δ and α, such that for all Bs(y) satisfying B2s(y) ⊆ B2ρ0(y0), the following
estimate holds:ˆ
Bs/2(y)
|dΘ∗|4 ≤ δ
ˆ
Bs(y)
|dΘ∗|4 +C
(
(
s
ρ0
)4α · ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |4 +
ˆ
B10ρ0 (y0)
|FA|2
)
.(102)
Proof. Fix arbitrary Bs(y) satisfying B2s(y) ⊆ B2ρ0(y0). Choose ζ to be a positive smooth cutoff function
with support on Bs(y) such that ζ ≡ 1 on Bs/2(y), ζ ≡ 0 outside B2s/3(y), and sup |∇ζ| ≤ 5s−1. Set
ξ = |dΘ∗|ζ . Next, write Θ∗ = (U1, · · · , Uk) and define Tij = 〈∇AUi, Uj〉E . The fact that Θ0 is Coulomb
implies d∗Tij = 0 weakly, for every i, j. Moreover, it is a straightforward consequence from the equivalent
condition (2) of Lemma 2.2 that the following identity holds in Bs(y) in the weak sense:
∆AUi = −
k∑
b=1
〈Tib,∇AUb〉Λ1(E) = −
k∑
b=1
〈Tib, dUb〉Λ1(E) −
k∑
b=1
〈Tib, A∗(Ub)〉Λ1(E). (103)
Using these notations and employing integration by parts, we haveˆ
Bs(y)
|∇AΘ∗|2Λ1(Ek) · ξ2 =
∑
i
ˆ
Bs(y)
|∇AUi|2Λ1(E) · ξ2
=
∑
i
ˆ
Bs(y)
〈∆AUi, Ui〉E · ξ2 + 2
∑
i
ˆ
Bs(y)
〈∇AUi, Ui ⊗∇ξ〉Λ1(Ek) · ξ
=T1 + T2.
(104)
Due to the fact that |Ui|2E ≡ 1, trivially one has T2 ≡ 0. Then, we expand T1 as follows:
T1 = −
∑
i
ˆ
Bs(y)
〈∑
b
〈Tib, dUb〉Λ1(E) +
∑
b
〈Tib, A∗(Ub)〉Λ1 , Ui
〉
E
· ξ2
= −
∑
i
{∑
b
ˆ
Bs(y)
〈〈Tib, dUb〉Λ1 , Ui〉E · ξ2 +
∑
b
ˆ
Bs(y)
〈〈〈dUi, Ub〉E , A∗(Ub)〉Λ1Ui〉E · ξ2
+
∑
b
ˆ
Bs(y)
〈〈〈A∗(Ui), Ub〉E , A∗(Ub)〉Λ1Ui〉E · ξ2
}
:= −{P1 + P2 + P3}.
(105)
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We shall estimate P1 through P3 respectively. Since all norms are taken over Bs(y), for convenience we
omit the domain when expressing the norms. Let us start with estimating P1. Thanks to the trivial identity〈
Tib ⊗ Ub, Ui
〉
E
= 0, the following holds:〈〈Tib, dUb〉Λ1 , Ui〉E · ξ2 = 〈〈Tib, d(ξ2Ub)〉Λ1 , Ui〉E. (106)
In view of the facts that d∗Tib = 0 weakly, Tib ∈ L4, and d(ξ2Ub) ∈ L4/3, the term 〈Tib, d(ξ2Ub)〉Λ1 ∈
H1(Bs(y)) (Hardy space) by [CLMS93]. Plugging (106) into P1, and using the duality between Hardy
space and BMO space, we estimate as follows:
|P1| ≤
∑
i,b
‖〈Tib, d(ξ2Ub)〉‖H1 · [Θ∗]BMO ≤
∑
i,b
‖Tib‖L4 · ‖d(ξ2Ub)‖L 43 · [Θ
∗]BMO. (107)
Note we have the following trivial point-wise bound:
|Tib| ≤ |dΘ∗|+ |A∗|. (108)
as well as the following estimate from Ho¨lder inequality:
‖d(ξ2Ub)‖
L
4
3
≤ ‖dΘ∗‖3L4 + 2‖ζ∇2Θ∗‖L2 · ‖dΘ∗‖L4 + 2‖dΘ∗‖2L4 . (109)
Moreover, we note that exact the same arguments we used to prove (79) gives the following estimates on
every ball Bρ(z) ⊆ Bs(y): given any α < 1, by first choosing θ and then ǫ to be small on the right hand
side of (47) such that both depend on α, we arrive at the following estimate:
(θρ)−4
ˆ
Bθρ(z)
|Θ∗ − λx,θρ|2 ≤ θ2α
(
ρ−4
ˆ
Bρ(z)
|Θ∗ − λz,ρ|2 +
( ˆ
Bρ(z)
|A∗|4)1/2
)
. (110)
Now iteratively apply the above estimate similarly as in (82), we obtain for arbitrary integer K > 0 the
following estimate:
φz(ρK) ≤ (ρK
ρ0
)2αφz(ρ0) + θ
−2α ·
K∑
i=1
θ2iα · (
ˆ
BρK−i (z)
|A∗|4)1/2
= (
ρK
ρ0
)2αφz(ρ0) + Cθ,α ·
( ˆ
Bρ0 (z)
|A∗|4)1/2
≤ C(ρK
ρ0
)2αφy0(10ρ0) + Cθ,α ·
( ˆ
Bρ0 (z)
|A∗|4)1/2.
(111)
where ρi = θ
iρ0. This implies
[Θ∗]BMO(Bs(y)) ≤ C
(
(
s
ρ0
)αφy0(10ρ0)
1/2 +
( ˆ
B10ρ0 (y0)
|A∗|4)1/4
)
. (112)
Combining (107), (108), (109), and (112), we achieve
|P1| ≤C
(‖dΘ∗‖L4 + ‖A∗‖L4) · (‖dΘ∗‖3L4 + ‖∇2Θ∗‖L2 · ‖dΘ∗‖L4 + ‖dΘ∗‖2L4) · [Θ∗]BMO
≤C
(
‖dΘ∗‖L4 [Θ∗]BMO + ‖ζ∇2Θ∗‖L2‖dΘ∗‖2L4 [Θ∗]BMO + ‖dΘ∗‖3L4 [Θ∗]BMO
+ ‖A∗‖L4‖Θ∗‖3L4 [Θ∗]BMO + ‖A∗‖L4‖ζ∇2Θ∗‖L2‖dΘ∗‖L4 [Θ∗]BMO
+ ‖A∗‖L4‖dΘ∗‖2L4 [Θ∗]BMO
)
= Q1 +Q2 +Q3 +Q4 +Q5 +Q6.
(113)
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In estimating Q1, Q2, Q4, Q5, we shall use the fact that [Θ
∗]BMO < δ
1/2
0 , which is a consequence of applying
Corollary 3.7 with some sufficiently small δ0 to be determined. Especially, in treating the term containing
∇2Θ∗, we use the following inequality, which is a consequence of the first order elliptic interior estimate
and the fact that Θ0 is Coulomb:
‖ζ∇2Θ∗‖L2 ≤ C
(
‖FA‖L2 + ‖A∗‖2L4 + ‖dΘ∗‖2L4
)
. (114)
Then we estimate as follows at the following:
Q1 +Q2 +Q4 +Q5 ≤ C(δ1/20 + δ0 + δ4/30 + δ20)‖dΘ∗‖4L4 + C‖A∗‖4L4 + C‖FA‖2L2 . (115)
To estimate Q3 and Q6, we use (112) as well as Young’s inequality with ǫ, for some sufficiently small ǫ to
be specified:
Q3 +Q6 ≤ǫ‖dΘ∗‖4L4 + C‖A∗‖4L4
+ C(ǫ)
(
(
s
ρ0
)4αρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λ10ρ0,y0 |4 +
ˆ
B10ρ0 (y0)
|A∗|4
)
.
(116)
Choosing ǫ, δ0 sufficiently small, and combining (115) with (116), we arrive at the following estimate of P1
in (105):
|P1| ≤ δ/3
ˆ
Bs(y)
|dΘ∗|4 + C(δ)
(
(
s
ρ0
)4αρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λ10ρ0,y0 |4 +
ˆ
B10ρ0 (y0)
|FA|2
)
. (117)
In addition, one easily arrives at the following estimates for P2 and P3 in (105) simply by using Young’s
inequality with ǫ:
|P2|+ |P3| ≤ δ/3
ˆ
Bs(y)
|dΘ∗|4 + C(δ)
ˆ
Bs(y)
|A∗|4. (118)
On the other hand, we have the following again by only using Young’s inequality with ǫ:ˆ
Bs/2(y)
|dΘ∗|4 ≤
ˆ
Bs(y)
|dΘ∗|4ζ2 ≤
ˆ
Bs(y)
|∇AΘ∗|2ξ2 + δ/3
ˆ
Bs(y)
|dΘ∗|4 + C(δ)
ˆ
Bs(y)
|A∗|4. (119)
Finally, combining (105), (117), (118), (119), as well as (27), we obtain (102), and thus finished the proof
of Proposition 3.11. 
Now, by choosing δ to be small enough, setting Bs(y) =: Bρ(x) (such that B2s(y) ⊆ B2ρ0(y0)), k = 0,
φ(B) =
´
B |dΘ∗|4, and then defining
γs = C
(
(
s
ρ0
)4α · ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |4 +
ˆ
B10ρ0 (y0)
|FA|2
)
, (120)
we conclude from Lemma 3.9 and (102) thatˆ
Bs/2(y)
|dΘ∗|4 = φ(Bs/2(y)) ≤ Cγ
=C
(
(
s
ρ0
)4α · ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |4 +
ˆ
B10ρ0 (y0)
|FA|2
)
.
(121)
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Especially, this impliesˆ
Bρ0 (y0)
|dΘ∗|4 ≤ C
(
ρ−40
ˆ
B10ρ0 (y0)
|Θ∗ − λy0,10ρ0 |4 +
ˆ
B10ρ0 (y0)
|FA|2
)
. (122)
From (122), (114), and (27), one sees that (26) follows immediately. Thus we complete the proof of Theorem
3.1. 
4. STABILITY AND COMPACTNESS
In this section, we will prove aW 1,2 sequential compactness result for Coulombminimizers by employing
both the stability (see (22)) and the stationarity (see (24)) of the minimizers. This extends a result in [HW99],
which establishes theW 1,2 sequential compactness of the stable stationary harmonic maps into spheres. Our
main theorem in this section is stated as follows:
Theorem 4.1. Let G be a simply-connected simple compact Lie group. Given a sequence of smooth con-
nections {Ai}∞i=1 defined over trivial bundle P0 = B10ρ(p)×G, such that
Ai → A∞ inW 1,2(B10ρ(p)) (123)
for someW 1,2 connection A∞. For each i let Θi be a stationary stable critical point of the functionalˆ
B10ρ(p)
|∇AiΘ|2dVg
with associated connection form A0,i. Then there exists aW
1,2-frameΘ∞ of P0 and a subsequence {A0,il}l
such that
lim
l→∞
‖A0,il −A0,∞‖L2(Bρ(p)) = 0, (124)
where A0,∞ is a connection form associated to A∞ under the frame Θ∞. Moreover, d∗A0,∞ = 0 weakly.
If instead of (123), we assume that
‖FAi‖L2(B10ρ(p,gi)) → 0, gi → gEuc in C1,α(B10ρ(p)) (125)
Then we can find for each i an Uhlenbeck gauge σi of for Ai with connection form A
∗
i . In other words,
σi : B10ρ(p, gi)→ P such that σ∗iA = A∗i and A∗i satisfies (27). Then A∗i subconverges to some A∗∞ in L2
(see [Weh04], Chapter 6). Moreover, A∗∞ is the connection form of A∞ under some Uhlenbeck gauge σ∞.
Now denote by Θ∗i and Θ
∗∞ the trivialization of Θi and Θ∞ under σi and σ∞ respectively. The following
corollary will be useful in later sections:
Corollary 4.2. In Theorem 4.1 if we replace (123) by (125), then we have
lim
l→∞
‖Θ∗i −Θ∗∞‖W 1,2(Bρ(p,gEuc)) = 0. (126)
Moreover, Θ∞ is a stable stationary harmonic map defined on Bρ(p, gEuc).
The proof Theorem 4.1 of relies on the following local estimate, where the simpleness ofG plays a crucial
role:
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Theorem 4.3. Let P →M be a smooth principal bundle with simply-connected simple compact Lie group
G-fiber over a compact 4-manifold and A a smooth connection on P . Let Θ0 be a Coulomb minimizer
obtained in Subsection 2.1, with associated connection form A0. Then there exists r(M), ǫ0(G), and C(G),
such that for any ball Bρ(p) ⊆ M satisfying 10ρ < r(M) and
´
Bρ(p)
|FA|2 < ǫ0 (with ǫ0 so small that we
could fix an Uhlenbeck-gauge A∗ on Bρ(p) satisfying (27)), and any ζ ∈ C∞c (Bρ(p)), the following holds:ˆ
Bρ(p)
|A0|2ζ2 ≤ C(G)
( ˆ
Bρ(p)
|A∗|2ζ2 +
ˆ
Bρ(p)
|dζ|2). (127)
Proof. Let g denote the Lie algebra associated toG. Choose any smooth mapping ξ : [0, t0]→ C∞c (Bρ(y), g)
such that ξ(0) ≡ 0. Plugging ξ into the stability inequality (22), we have
d2
dt2
∣∣∣∣
t=0
ˆ
Bρ(p)
|∇A
(
exp(ξ(t)) ·Θ∗)|2 ≥ 0. (128)
On the other hand, by expanding the integrand of the left hand side above, we obtain
d2
dt2
∣∣∣∣
t=0
|∇A
(
exp(ξ(t)) ·Θ∗)|2
=
(
2〈([∇Aξ′(0), ξ′(0)] +∇Aξ′′(0))(Θ∗), A∗(Θ∗)〉+ |[A∗, ξ](Θ∗)|2 + 2〈[A∗, ξ′(0)](Θ∗), dξ′(0)〉
+ 2〈[[A∗, ξ′(0)](Θ∗), ξ′(0)](Θ∗), dΘ∗〉+ 2〈[A∗, ξ′′(0)](Θ∗), dΘ∗〉
)
+
(
2|dξ′(0)|2 + 2〈([dξ′(0), ξ′(0)] + dξ′′(0))(Θ∗), dΘ∗〉
)
:= eξ +mξ,
(129)
where eξ denotes the first big parenthesis whilemξ denotes the second one. Then set
Eξ =:
ˆ
Bρ(p)
eξ, Mξ =:
ˆ
Bρ(p)
mξ. (130)
It is easily seen by an elementary computation that
Mξ = d
2
dt2
∣∣∣∣
t=0
ˆ
Bρ(p)
|d( exp(ξ(t)) ·Θ∗)|2. (131)
Next, we need to construct proper variational vector fields ξ. For starters, thanks to the irreducibility of
G, G admits an isometric embedding into an Euclidean space, whose coordinate functions are given by
the first eigenspace {φi}pi=1 of the Laplacian on G with respect to the bi-invariant metric. This follows
from the basics of representation theory. For details, we refer the readers to [Law80]. Now consider such
an embedding ι. Let {αi}pi=1 denote the affine vector fields along the Euclidean coordinates, then let αTi
denote the projection of αi onto the tangent space of ι(G). Next, for any ζ ∈ C∞c (Bρ(p)) define vi =: ζαTi .
For each x ∈ Bρ(y), we then have an integral curve φi,x,t starting from x and generated by vi (which is
defined on some [0, ǫ] and takes value in ι(G)). Via the isometric identification ι, we could find a smooth
map ξi : [0, ǫ] → C∞c (Bρ(y), g) for each vi such that ι(exp(ξi) · Θ∗) = φi,x,t ◦ ι(Θ∗). Using elementary
computations one could check that for each i = 1, · · · , p and some constant C ≡ C(G) the following
estimates hold:
|ξ′i(0)| ≤ Cζ, |dξ′i(0)| ≤ C|dζ|, |ξ′′i (0)| ≤ Cζ2, |dξ′′i (0)| ≤ Cζ|dζ|. (132)
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Inserting the variational field ξi into (131), then using (29) and integration by parts, and finally summing
Mξi over i from 1 to p, we have
p∑
i=1
Mξi =m
ˆ
Bρ(p)
|dζ|2 − 2τ −mλ1
m
ˆ
Bρ(p)
|dΘ∗|2ζ2 +
ˆ
Bρ(p)
Q(Θ∗, dΘ∗, A∗)ζ2
=U1 + U2 + U3,
(133)
where m = dim(G), λ1 denotes the first eigenvalue of G, and τ stands for the scalar curvature of G;
moreover, the term Q(Θ∗, dΘ∗, A∗) is multilinear in Θ∗, dΘ∗, and A∗, satisfying
|Q(Θ∗, dΘ∗, A∗)| ≤ C|dΘ∗||A∗|. (134)
In deriving (133) we closely followed [HW86]. However, the computation is lengthy and irrelevant to the
main goal of this paper, therefore we choose to omit it, and refer the reader to [HW86] for its proof. On the
one hand, by (134) as well as Young’s Inequality with ǫ (which will be determined later), we could estimate
U3 as follows:
|U3| ≤ ǫ
ˆ
Bρ(p)
|dΘ∗|2ζ2 + C(ǫ)
ˆ
Bρ(p)
|A∗|2ζ2. (135)
According to [Nag82], if G is simply-connected irreducible and compact, then
2τ −mλ1 > 0. (136)
See also [HW86] for the proof of this fact. Lastly, to estimate
∑p
i=1 Eξi we use (132) and again Young’s
Inequality with ǫ to obtain
|
p∑
i=1
Eξi | ≤ CC(ǫ)
ˆ
Bρ(p)
|A∗|2ζ2 + C
ˆ
Bρ(p)
|dζ|2 + Cǫ
ˆ
Bρ(p)
|dΘ∗|2ζ2. (137)
Now combine (128), (129), (133), (136), (135), (137), and then choose ǫ small, we obtain:ˆ
Bρ(p)
|dΘ∗|2ζ2 ≤ C1(G)
( ˆ
Bρ(p)
|A∗|2ζ2 +
ˆ
Bρ(p)
|dζ|2). (138)
From this and the fact that |A0| ≤ |A∗|+ |dΘ∗|, we immediately obtain (127). 
Proof of Theorem 4.1. Consider a cover B5ρ(p) given by {Bra(ya)}Sa=1 (where S is a finite number) such
that
´
B10ra (ya)
|FA∞ |2 < ǫ0/2, where ǫ0 is so chosen that fulfills the curvature smallness hypothesis in
Theorem 3.1 and Theorem 4.3. By (123), we see that
´
B10ra (ya)
|FAi |2 < 2ǫ0/3 for all a, when i is large
enough. Let {A∗a,i}a,i be the connection forms of {Ai}i under the Uhlenbeck gauges {σa,i}i defined on
{B10ra(ya)}a that satisfies (27). More importantly, thanks to the strongW 1,2 convergence of Ai as in (123),
one might assume (up to passing to a subsequence) that
A∗i,a → A∗∞,a in L2(B10ra(ya)) (139)
for all a, whereA∗a,∞ is the connection form gauge of A∞ under some Uhlenbeck gauge σa,∞. For the proof
of (139), see Chapter 6 of [Weh04]. See also Section 9. Next, let us note that
´
B5ρ(p,gi)
|A0,i|2 is uniformly
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bounded in i; indeed, use the covering property of {Bra(ya)}a and apply Theorem 4.3 by choosing a proper
cutoff function ζ , we have:
sup
i
ˆ
B5ρ(p,gi)
|A0,i|2 ≤ C
S∑
a=1
r2a := K. (140)
Consider the set:
Σ =:
⋃
1≤a≤S
⋂
0<r<ra
{
x ∈ B5ρ(p) ∩Bra(ya) : lim inf
i→∞
r−2
ˆ
Br(x,gi)
|A0,i|2 > η/2
}
(141)
where η is chosen as in Theorem 3.1. For any point x /∈ Σ, we could find some ball Br(x) ⊆ B2ra(ya) for
some a such that:
r−2
ˆ
Br(x,gi)
|A0,i|2 ≤ η/2 (142)
for all sufficiently large i. We could then cover B5ρ(p)\Σ by balls {Bsb(zb)}b such that for each b, (142) is
satisfied with Br(x, gi) replaced by B20sb(yb, gi), for all large i. Now apply Theorem 3.1 to each of them
for all large i, we see that:ˆ
Bsb (yb)
|∇A0,i|2 ≤ C
(
sb
−2
ˆ
B20sb (yb)
|A0,i|2 +
ˆ
B20sb (yb)
|FAi |2
)
. (143)
Thus, by Sobolev embedding, upon passing to a diagonal sequence there exists A0,∞ and a subsequence
A0,il such that A0,il → A0,∞ strongly in L2loc(B5ρ(p)\Σ). In order to prove A0,il → A0,∞ is in fact strong
in L2(B3ρ(p)), we simply need to prove it for each Bra(ya). For this purpose, let us fix arbitrary a. We will
find for each τ a cutoff function ζτ ∈ C∞c (B3ra(ya)) such that ζτ ≡ 1 in a neighborhood of Σ ∩B2ra(ya),
and moreover, the following holds
sup
l
ˆ
B3ra (ya)
|A0,il |2ζ2τ < τ. (144)
Let us admit (144) for now. Then by the arbitrariness of τ together with the fact that A0,il → A0,∞ strongly
in L2loc(B5ρ(p)\Σ), we see that A0,il → A0,∞ strongly in L2(Bra(ya)) for every a. Now using with a
diagonal argument, we proved the strong L2-subconvergence (124). Hence let us focus on proving (144).
Fix arbitrary τ > 0. Using the uniform upper bound (140), it follows from a Vitali covering argument that the
Hausdorff measureH2(Σ∩B3ra(ya)) <∞ for each a. Therefore, the 2-capacity Cap2(Σ∩B3ra(ya)) = 0,
and hence for an arbitrarily small neighborhood of Σ ∩ B3ra(ya) denoted by N , one could find a function
ζτ such that ζτ ∈ C∞c (B3ra(ya) ∩ N ) such that ζτ ≡ 1 in a neighborhood of Σ ∩ B2ra(ya); moreover, the
following holds: ˆ
B3ra (ya)
|dζτ |2 < τ/2C(G). (145)
for the same C(G) as in Theorem 4.3. Now apply (127), we have:ˆ
B3ra (ya)
|A0,i|2ζ2τ < C(G)
( ˆ
B3ra (ya)
|A∗a,i|2ζ2τ +
τ
2C(G)
)
. (146)
Due to (139), the first term uniformly go to zero as the support N shrinks. Hence, by further shrinking N
beforehand (if necessary) we obtain ˆ
B3ra (ya)
|A∗a,i|2ζ2τ ≤
τ
2C(G)
. (147)
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Then we see that (144) follows from (146) and (147).
Let Θ∗i be the trivialization of Θi under σa,i. Note an almost identical argument as showing (124) proves
Θ∗a,i → Θ∗a,∞ strongly inW 1,2 and weakly inW 2,2loc (B5ρ(p)\Σ) up to a subsequence; the only difference is
that in the places where we used (127) and (148), this time one should use (138) andˆ
Bsb (yb)
|∇2Θ∗i |2 ≤ C
(
sb
−2
ˆ
B20sb (yb)
|A0,i|2 +
ˆ
B20sb (yb)
|FAi |2
)
. (148)
respectively. Note (148) is a easy corollary of Theorem 3.1. To find Θ∞, it suffices to find its associated
P -section s∞ (see Proposition 1.4). Let si be the P -sections such that s∗iAi = A0,i. Choose a (finite)
collection of smooth local P -section {Sl}l such that Sl is defined over a ball Bl and that
⋃
lBl = M . For
each l we estimate as follows:
‖dsi‖L2(Bl) = ‖s−1i dsi‖L2(Bl) ≤ ‖s∗iAi‖L2(Bl) + ‖u−1i Aiui‖L2(Bl)
= ‖A0,i‖L2(Bl) + ‖Ai‖L2(Bl) ≤ C0,
(149)
where ‖dsi‖L2(Bl) and ‖Ai‖L2(Bl) are taken with respect to the local trivialization Sl, and C0 is a constant
independent of i. In the last inequality above we have used (124) and the assumption (123). Hence, by
the arbitrariness of l and up to passing to a subsequence, si has a weak limit s∞ ∈ W 1,2. The strong
convergence si → s∞ also holds in L2 topology due to the compact Sobolev embedding W 1,2 →֒ L2. This
implies
s∗iAi = s
−1
i Aisi + s
−1
i dsi → s−1∞ A∞s∞ + s−1∞ ds∞ = s∗∞A∞ a.e..
On the other hand, s∗iAi = A0,i → A0,∞ in L2, from which we conclude that s∗∞A∞ = A0,∞. Finally, set
Θ∞ as the frame associated to s∞ (see Proposition 1.4). In other words, A0,∞ is the connection form of
A∞ under the frame Θ∞, and one easily verifies that Θ∗a,∞ is the trivialization of Θ∞ with respect to σa,∞.
Now applying a standard partition of unity argument combining with Ho¨lder inequalities, one can easily
show by using the L2-convergence of A0,i, A
∗
a,i together with theW
1,2-convergence of Θ∗a,i that the weakly
Coulomb equation d∗A0,i = 0 is preserved in the limit as we send i to infinity. Since the proof is elementary
we omit the details. Therefore, d∗A0,∞ = 0 weakly. This completes the proof of Theorem 4.1. 
Proof of Corollary 4.2. Upon choosing an Uhlenbeck gauge of Ai for all sufficiently large i, the proof of
(126) is the same as the argument used in the above proof to show that Θ∗a,i → Θ∗a,∞ strongly in W 1,2 for
each a. By (27) and (126), the limit bundle is a trivial bundle Bρ(p, gEuc) with flat connection Aflat. To see
that Θ∗∞ satisfies the stability (22) with ∇A replaced by d, notice that (129) holds upon replacing Θ∗ and
A∗ by Θi and A∗i . In (128) and (129) replace Θ
∗ with Θ∗i , and then send i to infinity in both inequalities.
Now use the facts that A∗i → A∗∞,i in L2(Bρ(p)) and Θ∗i → Θ∗∞ strongly inW 1,2(Bρ(p)), we obtain
d2
dt2
∣∣∣∣
t=0
ˆ
Bρ(p)
|d( exp(ξ(t)) ·Θ∗∞)|2 ≥ 0. (150)
Similarly, one sees that the L2-convergence of A∗i together with the W
1,2-convergence of Θ∗i shows that
the stationarity equation (24) applied to Θi is preserved in the limit as we send i to infinity, an becomes the
stationarity equation for the map Θ∗∞. This proves Corollary 4.2. 
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5. TANGENT CONES AND LOCAL SINGULAR STRUCTURE
From this section on, we concentrate on SU(2)-fibered bundles. In addition, the smoothness assumption
on A will be of crucial importance in studying the tangent cone structure of the Coulomb minimizer Θ0. In
this section, we show under the smoothness assumption on A that admits at most isolated singularities with
unique tangent cones up to orthogonal transformations. See Theorem 5.2. Then we give an upper bound on
the number of singularities on a ball where the curvature in small in L2. See Theorem 5.3. These theorems
significantly employs the theory regarding the stable-stationary harmonic maps into S3 achieved in [LW06]
and [Nak06]. We begin by the introducing the notion of singularity:
Definition 5.1. The singular set of Θ0 is defined to be the following set
S(Θ0) =: {x ∈M : lim inf
r→0
r−2
ˆ
Br(x)
|∇AΘ0|2 ≥ η/2}. (151)
where η = η(SU(2)) as in Theorem 3.1. Furthermore, a point in S(Θ0) is called a singularity.
Now let us present the first main result in this section:
Theorem 5.2. Let P → M be a smooth SU(2)-principal bundle over a compact 4-manifold and A be a
smooth connection on P . Let Θ0 be a Coulomb minimizer (see Definition 2.1), with associated connection
form A0. Then, S(Θ0) consists of isolated singularities. Further, at each singularity, a tangent cone is given
by U : R4\{0} → S3, x 7→ T ( x|x|) for some T ∈ O(3).
Proof. Choose any point x0 ∈ S(Θ0), and any sequence of ri → 0. Up to rescaling we could assume´
B10(x0)
|FA|2 < ǫ0. Now let us consider the blow up of Θ0 at the sequence {ri}i denoted by Θ0,x0,i
with connection forms {A0,x0,i}. Fix arbitrary R > 0. In Corollary 4.2, take ρ = R, gi = r−2i gM and
Ai(x) = riA(p + ri(x − p)). Due to the smoothness of A, we have FAi → 0 in L2loc(R4). Now we follow
almost verbatim the paragraph preceding Corollary 4.2 to choose the Uhlenbeck gauges for each Ai defined
on B
10r
−1/2
i
(x0, r
−2
i gM ) (in order to exhaust R
4) with connection form A∗i . In addition, due to classical
C1,α-compactness result we see that gi → gEuc in C1,αloc (R4). Then we could apply Corollary 4.2 upon
replacing Bρ(p) by any BR(x0, gEuc). Using a diagonal argument we find a mapping Θ
∗∞ : R4 → SU(2)
such that for every R > 0 the following holds:
lim
i→∞
‖Θ∗i −Θ∗∞‖W 1,2(BR(x0,gEuc)) = 0. (152)
Moreover, Θ∗∞ is indeed a stable-stationary harmonic map from R4 into SU(2) ≡ S3. Let us now prove the
following claim:
Claim 5.1. limr→0 r−2
´
Br(x0)
|∇AΘ0|2 exists.
Remark 5.1. Proof of this claim uses smoothness of A.
proof of Claim 5.1. Firstly, by (127) (where we choose a proper cutoff function ζ) there exists C such that
sup
r<10
r−2
ˆ
Br(x0)
|∇AΘ0|2 ≤ C. (153)
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Apply Ho¨lder’s inequality to the last term of (25) and then use (153), the following is trivially achieved
ρ−2
ˆ
Bρ(x0)
|∇AΘ0|2 − σ−2
ˆ
Bσ(x0)
|∇AΘ0|2 ≥ −C‖FA‖L∞(Bρ(x0))ρ2. (154)
for all ρ > σ. Suppose R1 and S1 are two possible limits achieved by
{r−2i
ˆ
Bri (x0)
|∇AΘ0|2}i and {s−2i
ˆ
Bsi (x0)
|∇AΘ0|2}i
respectively. Thanks to smoothness of A, for any ǫ there exists ρ(ǫ) small enough such that
sup
ρ≤ρ(ǫ)
ρ2‖FA‖L∞(Bρ(x0)) < ǫ. (155)
Inserting this into (154), we have for all σ < ρ < ρ(ǫ) that
ρ−2
ˆ
Bρ(x0)
|∇AΘ0|2 − σ−2
ˆ
Bσ(x0)
|∇AΘ0|2 ≥ −Cǫ. (156)
Choose any δ, we shall prove |R1 − S1| < 3δ; this would yield Claim 5.1. Consider sufficiently large i0 in
both sequences such that for i ≥ i0 the following hold
ri, si < ρ(ǫ) and |R1 − r−2i
ˆ
Bri(x0)
|∇AΘ0|2| < δ, |S1 − s−2i
ˆ
Bsi (x0)
|∇AΘ0|2| < δ. (157)
First choose some ri (with i ≥ i0), then choose sj with j > i0 and sj < ri, and thirdly choose ri+K such
that ri+K < sj . Denote ρ
−2 ´
Bρ(x0)
|∇AΘ0|2 by ζx0(ρ). Now, using (156) we have
− δ − Cǫρ− δ ≤ (S1 − ζx0(sj)) + (ζx0(sj)− ζx0(ri+K) + (ζx0(ri+K)−R1) = S1 −R1
= (S1 − ζx0(si)) + (ζx0(si)− ζx0(ri) + (ζx0(ri)−R1) ≤ δ + Cǫρ+ δ.
(158)
By choosing ǫ sufficiently small at the beginning, the above implies |S1 − R1| < 3δ. Hence Claim 5.1 is
proved. 
Now we continue to finish the proof by showing that Θ∗∞ : R4\{0} → S3 such that x 7→ T ( x|x|) for some
T ∈ O(3). Let us first observe that Θ∗∞ is a cone map; more precisely,
Claim 5.2. R−2
´
BR(x0)
|dΘ∗∞|2 is a positive constant in R.
Proof. By Claim 5.1, we could set Q = limr→0 r−2
´
Br(x0)
|∇AΘ0|2. Then for any ǫ there is ρ(ǫ) such that
|Q− r−2 ´Br(x0) |∇AΘ0|2| < ǫ for all r ≤ ρ(ǫ). For any R1 and R2, we have
|R−21
ˆ
BR1 (x0)
|dΘ∗∞|2 −R−22
ˆ
BR2 (x0)
|dΘ∗∞|2|
≤|R−21
ˆ
BR1 (x0)
|dΘ∗∞|2 −R−21
ˆ
BR1 (x0,gi)
|∇AiΘ∗i |2|
+|(riR1)−2
ˆ
BriR1 (x0)
|∇AΘ0|2 − (riR2)−2
ˆ
BriR2 (x0)
|∇AΘ0|2|
+|R−22
ˆ
BR2 (x0)
|dΘ∗∞|2 −R−22
ˆ
BR2 (x0,gi)
|∇AiΘ∗i |2|
=:K1 +K2 +K3.
(159)
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By the strong convergence in Corollary 4.2, K1 and K3 can be made less than ǫ if i is chosen large; in
addition, K2 can be made less than 2ǫ, if i is further increased such that riR1, riR2 < ρ(ǫ). Since ǫ is
arbitrary, we conclude that R−2
´
BR(x0)
|dΘ∗∞|2 is constant and equals to Q. Moreover, from this and the
fact that x0 ∈ S(Θ0), we see that Q > 0. 
The rigidity of stable-stationary cone map from R4 → S3 (see [LW06] and [Nak06]) then says that the
only such map is given by T ( x|x|) for some T ∈ O(3). Combining this with Claim 5.2 we have proved the
tangent cone part of Theorem 5.2.
The second statement to be proved is that the singularities are isolated. However, this is an easy conse-
quence of Theorem 3.1. Indeed, on the one hand, by the strong L2-convergence of A0,x0,i for every ball
Br(p) ⊆ R4 we have ˆ
Br(p)
|∇AiΘ∗i |2 →
ˆ
Br(p)
|dΘ∗∞|2. (160)
On the other hand, since x0 is only singularity ofΘ∞, for every x ∈ B1(x0) different from x0 we could find
a ball Brx(x) such that
r−2x
ˆ
Brx (x)
|dΘ∗∞|2 < η/3. (161)
By (160), for i large enough, the following holds
r−2x
ˆ
Brx (x,gi)
|∇AiΘ∗i |2 < η/2. (162)
After rescaling, this becomes
(rirx)
−2
ˆ
Brirx (x,gM)
|∇AΘ0|2 < η/2. (163)
By Definition (151), x /∈ S(Θ0). Thus S(Θ0) consists of isolated singularities only. 
In the next theorem wemanage to control the number of isolated singularities on ball with small curvature:
Theorem 5.3. Let P →M be a smooth SU(2)-principal bundle over a compact 4-manifold M and A be a
smooth connection on P . Let Θ0 be a Coulomb minimizer (see Definition 2.1). Then there exists ǫ0, rM and
N0 ≥ 10, if 10ρ0 < rM and
´
B2ρ0 (y0)
|FA|2 < ǫ0, then #{S(Θ0) ∩B3ρ0/2(y0)} ≤ N0.
Proof. For all small δ define rM,δ(x) = sup{r : r2 supy∈Br(x)
(|Sec| + inj−2) < δ}. From Theorem 5.2,
there are finitely many singularities inside B19ρ0/10(y0) when both ǫ0 and rM are chosen small enough.
Claim 5.3. There exists a small universal constant δ∗ < 10−6, upon further decreasing ǫ0 and rM , if 10ρ0 <
rM and
´
B2ρ0 (y0)
|FA|2 < ǫ0, then for any two singularities x∗, y∗ ∈ B3ρ0/2(y0) we have dist(x∗, y∗) >
δ∗ρ0.
Proof. Let δ∗ < 10−6 be some small number to be specified. The proof of Claim 5.3 goes by contradiction.
Were the claim not true for δ∗, there would exist sequences ǫi → 0, δi → 0, {wi}i ⊆ M , {Ai}i, the
associated Coulomb minimizers {Θ0,i}i, and a sequence of pairs of singularities of {Θ0,i}i denoted by
{x∗,i, y∗,i}, such that
´
B2ρi (wi)
|FAi |2 < ǫi, 10ρi < rM,δi(wi), x∗,i, y∗,i ∈ Bρi(wi) while dist(x∗,i, y∗,i) ≤
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δ∗ρi. Due to the finiteness of singularities insideB19ρi/10(wi), we might find for each i a pair of singularities
{xi, yi} ⊆ B17ρi/10(wi) such that:
dist(xi, yi) < 100 inf
x,y∈S(Θ0,i)∩B√dist(xi,yi)(xi)
dist(x, y). (164)
To find such a pair we applied a discrete version of the same method being used in the proof of Theorem
6.5. Hence we choose to omit here, and present its proof in details in Chapter 6. However, it needs to
be pointed out that δ∗ < 10−6 is necessary for this fact. Next, let us rescale each B2ρi(wi) such that
dist(xˆi, yˆi) = 100δ∗. For convenience, we could identify all xi as xˆ; also, upon passing to a subsequence
we might assume that yi → yˆ. Clearly,
dist(xˆ, yˆ) = 100δ∗(< 1/2). (165)
Under this identification, {Θ0,i}i become {Θˆ0,i}i and {Ai}i become {Aˆi}i. Let σi be an Uhlenbeck gauge
of Aˆi defined onB2(xˆ, gi) with connection form Aˆ
∗
i that satisfies (27). Then denote by Θˆ
∗
0,i the trivialization
of {Θˆ0,i}i under σi. Clearly, gi converges to gEuc in C1,α and Aˆi → Aflat inW 1,2(B3/2(xˆ, gEuc)). Moreover,
by Corollary 4.2, we have Θˆ∗0,i converges strongly in W
1,2(B1(xˆ, gEuc)) to a stable-stationary harmonic
map Θ∞ : B1(xˆ, gEuc) → S3. Now according to the theory of the stable-stationary harmonic maps from
B
(4)
1 (xˆ, gEuc) into S
3 (see, for instance, Theorem 3.4.12 of [LW08]), there exists universal δ0, such that
if Θ∞ is a stable-stationary harmonic map on B1(xˆ, gEuc), then the distance between two singularities in
B1/2(xˆ) are bounded below by δ0. On the other hand, due to (164) and the definition of S(Θ∞), both xˆ and
yˆ are singularities of Θ∞ inside B1/2(xˆ). Hence d(xˆ, yˆ) ≥ δ0. However, by choosing δ∗ < δ0/200 from
the beginning of the proof, then (165) gives a contradiction. This suffices to conclude Claim 5.3 by simply
taking rM = inf{rM,δ0(x) : x ∈M}. 
Evidently, Claim 5.3 will be enough to conclude Theorem 5.3. Indeed, by Claim 5.3 there exist ǫ0 and
δ0, such that under the condition 10ρ0 < rM,δ0(y0) together with
´
B2ρ0 (y0)
|FA|2 < ǫ0, one has#{S(Θ0)∩
B3ρ0/2(y0)} ≤ N0 ≡ 10004δ−40 . This is the end of the proof of Theorem 5.3. 
6. L4,∞-ESTIMATE UNDER SMALL CURVATURE ASSUMPTION
In this section, we achieve the L4,∞ estimate of A0 under the curvature smallness hypothesis. More
precisely, the main result in this section is the following theorem:
Theorem 6.1. Under the same assumptions as in Theorem 1.2, there exists ǫ0, r(M), and C0 such that for
all B4r(x0) ⊆M with 10r < r(M) and
´
B4r(x0)
|FA|2 < ǫ0, it holds ‖A0‖L4,∞(Br(x0)) ≤ C0.
We begin by introducing the following definition:
Definition 6.2. Let us define sA0,ǫ0(x) =: sup{0 ≤ r ≤ rFA,ǫ0(x) : supy∈Br(x)
´
Br(y)
|A0|4 ≤ 1}.
Next, we define the notions of “curvature-scale” rFA,ǫ0(x) and “regularity scale” rΘ0,ǫ0(x) as follows:
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Definition 6.3.
rFA,ǫ0(x) = sup{r > 0 : sup
y∈Br(x)
ˆ
Br(y)
|FA|2 < ǫ0}.
rΘ0,ǫ0(x) = sup{0 ≤ r ≤ rFA,ǫ0(x) : sup
y∈Br(x)
r−2
ˆ
Br(y)
|A0|2 ≤ θ1η}.
(166)
where η is the same as in (151), and θ1 is a universal small number such that sA0,ǫ0 ≥ 100−1rΘ0,ǫ0.
Proposition 6.4. If S(Θ0) ∩ Br(x) = ∅, then infw∈Br/2(x) rΘ0,ǫ0(w) > 0. Here S(Θ0) is the singular set
of Θ0 defined in (151).
Proof. By the fact S(Θ0) ∩Br(x) = ∅ and Theorem 3.1, we haveˆ
B2r/3(x)
|A0|4 <∞, (167)
Hence, there exists some r0 > 0 such that
´
Bs(w)
|A0|4 < θ1η for all w ∈ Br/2(x). Further, by Ho¨lder’s
inequality we have
s−2
ˆ
Bs(w)
|A0|2 ≤
ˆ
Bs(w)
|A0|4, ∀s ≤ 1/2. (168)
From this we immediately conclude that infw∈Br/2(x) rΘ0,ǫ0(w) ≥ r0/2 > 0. 
The next theorem improves the above proposition by giving an effective (positive) lower bound on the
regularity scale rΘ0,ǫ0(x):
Theorem 6.5. Let P → M be a smooth SU(2)-principal bundle over a compact 4-manifold and A be a
smooth connection on P . Let Θ0 be a Coulomb minimizer obtained in Subsection 2.1. Then there exist
positive constants ǫ0 and c0 ≤ 10−4. Given
´
B2ρ0 (y0)
|FA|2 < ǫ0 and S(Θ0)∩B2ρ0(y0) = ∅. Then for each
x ∈ Bρ0(y0) it holds rΘ0,ǫ0(x) > c0ρ0.
Remark 6.1. Roughly speaking, Theorem 6.5 allows us to obtain an effective L4-regularity estimate of A0
on a ball by simply knowing its L4 norm is finite on a twice larger ball. The local L4,∞-estimate will then
follow as a consequence of Theorem 5.3 and Theorem 6.5.
Proof. Up to scaling and translation, we assume ρ0 = 1, y0 = 0, and rM ≥ 100 (i.e. |Sec| < 10−4
and inj > 100) to hold on all the balls involved in the proof later. Were Theorem 6.5 not true, then there
would exist sequences ǫi → 0, 10−4 > ci → 0, {Ai}i, the associated Coulomb minimizers {Θ0,i}, and
{yi} ⊆ B1(y0) such that (upon further scaling)
´
B2(y0)
|FAi |2 < ǫi, rΘ0,i,ǫi(yi) < ci; furthermore,
S(Θ0,i) ∩B2(y0) = ∅. (169)
Next, we proceed as follows to find xi ∈ B(y0, 32) for each i such that
0← rΘ0,i,ǫi(xi) < 100 inf
y∈B(xi ,
√
rΘ0,i,ǫi (xi))
rΘ0,i,ǫi(y). (170)
For brevity, let us denote rΘ0,i,ǫi(z) by ri(z) from now on. Starting with yi, we are facing two possible
alternatives. Either
ri(yi) < 100 inf
y∈B(yi ,
√
ri(yi))
ri(y); (171)
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or, there exists y
(1)
i ∈ B(yi,
√
ri(yi)) such that
ri(yi) ≥ 100ri(y(1)i ). (172)
In the first case scenario, we immediately obtain (170) simply by setting yi := xi. In the second case, we
need to start over with y
(1)
i and repeat the dichotomy strategy. The process terminates in finite steps. Indeed,
suppose the process has been iterated for K times, for some large K to be determined. Due to the relations
that ri(y
(α+1)
i ) < 1/100ri(y
α
i ) and ri(y
(0)
i ) < ci < 10
−4, we have
dist(wKi , 0) ≤
K∑
α=0
√
ri(y
(α)
i ) + 1 <
3
2
.
In other words, yKi lies in B 3
2
(0). Here we use the convenient notation that y
(0)
i = yi. Meanwhile, ri(w
(K)
i )
decays to 0 as K goes to infinity. On the other hand, let us apply Proposition 6.4 to Θi and B2(0) to see
that ri(·) has a positive lower bound in B 3
2
(0). Hence for sufficiently large K we arrive at a contradiction.
Therefore, one arrives at a desired point xi which satisfies (170) by repeating above process finite steps.
Again, for the sake of brevity let us denote ri(xi) by ri.
Next, for convenience let us rescale and then translate Bri(xi) toB1(0) for all i, where 0 denotes the orgin
of R4. Under this change, {Θ0,i}i become {Θˆ0,i}i and {Ai}i become {Aˆi}i. Clearly, Aˆi → Aflat strongly
in W 1,2loc (R
4) and the underlying metric r−2i gi converges to gEuc in C
1,α. Note the latter convergence is a
consequence of our assumption at the very beginning that r(M,gi) ≥ 100. Let σi be an Uhlenbeck-gauge
of Aˆi on Br−1i
(xi) with connection form Aˆ
∗
i that satisfies (27). Under the Uhlenbeck gauge σi, the frame
Θˆ0,i admits a trivialization denoted by Θˆ
∗
0,i. By Corollary 4.2, Θˆ
∗
0,i converges strongly in W
1,2
loc (R
4) to a
stable-stationary harmonic map Θ∞ from R4 → SU(2). Due to the strongW 1,2loc (R4) convergence, we have
rΘ∞ ≥ 1 on R4. Upon further decreasing η if necessary, we apply the standard ǫ-regularity theorem of
stationary harmonic map to conclude that Θ∞ is smooth.
Next, we show that Θ∞ is nontrivial (i.e. a non-constant map). Indeed, according to the definition of
rΘ0,i , the following holds:
θ1η = rΘ0,i(xi)
−2
ˆ
B2rΘ0,i (xi)
(xi)
|∇AiΘ0,i|2 =
ˆ
B2(0)
|∇AˆiΘˆ
∗
0,i|2. (173)
Again by the strongW 1,2loc (R
4) convergence, we have
ˆ
B2(0)
|dΘ∞|2 ≥ θ1η. (174)
Therefore Θ∞ is nontrivial. Further, we need the following claim:
Claim 6.1.
sup
R>0
R−2
ˆ
BR(0)
|dΘ∞|2 <∞. (175)
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Proof. Choose any R. Then for sufficiently large i we have
R−2
ˆ
BR(0)
|dΘ∞|2 = lim
i→∞
R−2
ˆ
BR(0,gi)
|∇AˆiΘˆ0,i|
2 = (riR)
−2
ˆ
BriR(xi)
|∇AiΘ0,i|2
≤C(riR)−2
ˆ
B2riR(xi)
|A∗i |2 + C ≤ C1
(176)
for some finite constant C1 independent of R. Note in the first inequality we have used Theorem 4.3, while
in the second inequality we used Ho¨lder inequality and (27). 
Consider now the blowdown of Θ∞ at 0, that is, Θ∞(R−1i x) for a sequence of Ri → ∞. By (175) and
the theory of stable-stationary harmonic map from R4 into S3 (see Section 3.4 of [LW08]), we know that
the blowdown sequence converges strongly inW 1,2loc (R
4) to some cone-stable-stationary mapΘ∗. Moreover,
due to the non-triviality of Θ∞, we have Θ∗ is non-trivial. By the rigidity theorem (see Theorem 3.4.10 of
[LW08]), Θ∗ is a degree ±1 map. We conclude that the blowdown sequence converge smoothly outside 0.
Indeed, by the strong W 1,2loc (R
4) convergence of Θ∞(R−1i x) as well as the smoothness of Θ∗ outside 0, for
each ǫ and x 6= 0 there exists a ball Brx(x) such that r−2x
´
Brx (x)
|dΘ∞(R−1i x)|2 < ǫ for all large i. Now by
the ǫ-regularity theorem of the stationary harmonic maps, we conclude that the convergence Θ∞(R−1i x)→
Θ∗ is indeed smooth inBrx/2(x). Due to the arbitrariness of x we see that the blowdown sequence converge
smoothly outside 0. Hence the degree of Θ∞(R−1i x) on the unit sphere must be preserved in the limit as 0.
This contradicts the fact that Θ∗ is of degree ±1. Therefore, the conclusion of Theorem 6.5 holds for some
0 < c0 ≤ 10−4. This finishes the proof of Theorem 6.5. 
Proof of Theorem 6.1. By the Sobolev embeddingW 1,2 →֒ L4 in dimension 4, Definition 1, and Definition
6.2, we have:
sA0(x) ≥ sA0,ǫ0(x) ≥ c∗rΘ0,ǫ0(x) (177)
for some c∗ > 0 depending on the Sobolev constant. In view of (177), Theorem 6.1 is an immediate
consequence of Theorem 5.3 and Theorem 6.5. This completes the proof of Theorem 6.1. 
7. ANNULAR-BUBBLE DECOMPOSITION
The last key ingredient we need for the global L4,∞-estimate is the annular-bubble decomposition for
a smooth connection. This idea of using the annular-bubble region also appeared in [JN16], [NV16], and
[CJN18]. Firstly let us introduce the following notations:
ζx(r) =:
ˆ
Br(x)
|FA|2, ζx(r) =: sup
z∈Br(x)
ˆ
Br(z)
|FA|2. (178)
Let γ be a small universal constant to be determined later, and K0 be any large integer for now, which will
also be fixed by the end of the next section. Now we introduce the following notions of weakly flat regions,
annular regions, and bubble regions. We note the following notion is scaling invariant, and hence could be
efined
Definition 7.1. We say W is a weakly flat region of scale r if W = B2r(p), and it satisfies |ζ2r(p) −
ζγK0 r(p)| < γK0 .
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Definition 7.2. We say A is an annular region A of scale r if A = As,r(p) for some s ≤ 5γK0r, such that
the following hold:
(1) |ζ2r(p)− ζs(p)| < γK0 ;
(2) while |ζ2r(x)− ζγ−1s(x)| ≥ γK0 for all x ∈ BγK0r(p).
Definition 7.3. We say B is a bubble region B of scale r if B = Br(p)\
⋃N
i=1Bri(xi), such that for some
constants N(Λ), c(Λ,K0) (both will be specified later) the following hold:
(1) N ≤ N(Λ);
(2) ri ≥ c(Λ,K0)r;
(3) ζxi(ri) < ζp(r)− γK0;
(4) For all x ∈ B, there is rx ≥ c(Λ,K0)r such that
´
Brx (x)
|FA|2 < ǫ0/2. Here ǫ0 is the small constant
determined in Theorem 3.1, Theorem 5.3, and Theorem 6.5.
Given a weakly flat region, the following proposition allows us to decompose it into controllable many
annular and bubble regions:
Proposition 7.4. FixK0. There existsN(Λ,K0). Given a weakly flat region B2(p), there exists a collection
of annular and bubble regions {Ai}Nai=1 ∪ {Bj}Nbj=1 such that B1(p) ⊆
⋃Na
i=1Ai ∪
⋃Nb
j=1 Bj and Na +Nb ≤
N(Λ,K0).
Proof. Let us begin by the following claim:
Claim 7.1. For each positive integer l ≤ Λγ−K0 +1, there exists a constant Cl(Λ,K0) and a cover of B1(p)
given by
{Al,i}Nl,ai ∪ {Bl,j}
Nl,b
j ∪ {Wl,k}
Nl,w
k ; (179)
where Al,i, Bl,j , andWl,k ≡ Bsl,k(zl,k) are annular, bubble, and weakly flat regions respectively for all i, l.
Moreover, the following holds:
ζzl,k(sl,k) < Λ− l · γK0 , Nl,a +Nl,b +Nl,w ≤ Cl. (180)
Proof. We prove the claim by induction. To begin with, consider the beginning stage l = 1. Firstly, for each
x ∈ B1(p), let us define
Kx = sup{K : |ζ1(x)− ζγK (x)| < γK0}. (181)
It is obvious from Definition 7.1 that there exists x0 ∈ B10γK0 (p) such that
x0 = argmaxx∈B1(p)Kx. (182)
Clearly, A =: A5γKx0 ,1(x0) is an annular region attached to the weakly flat region B2(p). Next, we need
to construct a bubble region on B2(p). Consider B10γKx0 (x0) ⊆ B2(p). For convenience, let us rescale
B10γKx0 (x0) to B1(x0). By the pigeonhole principle, for each y ∈ B1/2(x0), there exists integer jy ∈
[1,Λγ−K0−1] such that
|ζ(2γK0 )11+j (y)− ζ(2γK0 )10+j (y)| < γK0 . (183)
Define
c(Λ,K0) = (2γ
K0)10+Λγ
−K0−1
. (184)
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Construct a Vitali cover of B1(x0) given by {Brs/2(ys)}s where rs = (2γK0)(10+jys ) and {Brs/6(ys)}s
are disjoint. Clearly, rs ≥ c(Λ,K0). Apparently there exists a sub-collection of balls {Brsi (ysi)}Ni=1 ⊆
{Brs(ys)}s with N ≤ 10Λ/ǫ0 =: N(Λ) such thatˆ
Brt (yt)
|FA|2 < ǫ0/2, ∀Brt(yt) ∈ {Brs(ys)}s\{Brsi (ysi)}Ni=1,
ζysi
(rsi) < ζ1(p)− γK0 , ∀Brsi (ysi).
(185)
The second inequality is a consequence of the facts that x0 = argmaxx∈B1(p)Kx, rs < γ
K0 , and further
decreasing γ if necessary. Now scaling B1(x0) back to B10γKx0 (x0), we have that
B =: B
10γKx0
(x0)\
⋃
i
B
5rsiγ
Kx0
(ysi)
is a bubble region. Let us observe that B20rsiγ
Kx0
(ysi) is once again a weakly flat region (see Definition
7.1) for each i. Thus upon setting A1,1 =: A, B1,1 =: B, W1,i =: B20rsiγKx0 (ysi), C1 = N(Λ) + 3, we
finished the first stage. Now assume for the purpose of induction that the claim is true for some l0 ≥ 1.
Then by repeating the previous argument to each Bsl0,k(zl0,k) =Wl0,k we obtain
Bsl0,k/2(zl0,k) ⊆ Al0,k ∪ Bl0,k ∪
⋃
k′
Wk,k′, (186)
whereWk,k′ = Bsk,k′ (zk,k′); hence by (185) and the inductive assumption we have
ζzk,k′ (sk,k′) < ζ(zl0,k)(sl0,k)− γK0 < Λ− (l0 + 1) · γK0 . (187)
By setting
{Al0+1,i}
Nl0+1,a
i = {Al0,i}i ∪ {Al0,k}k, {Bl0+1,j}
Nl0+1,b
j = {Bl0,j}j ∪ {Bl0,k}k,
{Wl0+1,k}
Nl0+1,w
k =
⋃
k
{Bsk,k′ (zk,k′)}k′ , Cl0+1 = 10N(Λ)Cl0 ,
(188)
we complete the proof of Claim 7.1. 
Taking l = Λγ−K0 + 1 in Claim 7.1, we immediately prove Proposition 7.4. 
Using Proposition 7.4, we shall prove an annular-bubble decomposition result stated as follows:
Theorem 7.5. FixK0. Given
´
B10r(p)
|FA|2 < Λ with 10r ≤ r(M). There exists a large number P (Λ,K0)
and a collection of annular and bubble regions {Ai}Pai=1 ∪ {Bj}Pbj=1 that form a cover of Br(p), such that
Pa + Pb ≤ P (Λ,K0).
Remark 7.1. We shall refer to B1(p) ⊆
⋃
iAi ∪
⋃
j Bj as a γK0-annular-bubble decomposition of B1(p).
The integer K0 will be determined in the next Section (i.e. Section 8).
Corollary 7.6. Fix K0. There exists a large number P (Λ,K0,M) and a collection of annular and bubble
regions {Ai}Pai=1 ∪ {Bj}Pbj=1 that form a cover ofM , such that Pa + Pb ≤ P (Λ,K0,M).
To prove Theorem 7.5, we need the following claim.
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Claim 7.2. FixK0. Given
´
B10(p)
|FA|2 < Λ. One of the following holds:
(1) There exists x ∈ B2(p) such that |ζγK0 (x)− ζ4(x)| < γK0 .
(2) There exists a Vitali cover of B2(p) given by {BγK0 (xi)}N1i=1 such that ζγK0 (xi) < ζ4(xi)− γK0 , where
N1 ≤ N1(K0).
Proof. This is straightforward, hence we omit the details. 
The key to the proof of Theorem 7.5 lies in the following inductive lemma.
Lemma 7.7. Fix K0. For each l ≤ 10Λγ−K0 + 1, there exists Ml(Λ,K0), and a cover of Br(p) by
{Al,i}Pl,ai=1 ∪ {Bl,j}
Pl,b
j ∪ {Brl,k(zl,k)}
Pl,d
k such that
(1) Pl,a + Pl,b + Pl,d ≤ Pl(Λ,K0).
(2) ζzl,k(rl,k) < Λ− l · 10−1γK0 .
Proof. Upon rescaling we assume that r = 1. Let us prove the claim by induction. For l = 1, either
(1) or (2) of Claim 7.2 occurs. For convenience, we refer to them as case (1) and case (2) respectively.
In case (1), let us apply Proposition 7.4 to B8(x) to obtain a cover of B4(x)(⊇ B2(p) ⊇ B1(p)) given
by a collection of annular and bubble regions. By taking P1(Λ,K0) = N(Λ,K0) as in Proposition 7.4,
we finish the discussion of this case. In case (2) we simply take {Br1,k(z1,k)}P1,dk to be {BγK0 (xi)}i, and
P1(Λ,K0) to be N1(K0) as in Claim 7.2. This finishes the proof of the beginning stage l = 1. Now assume
for the purpose of induction that for some l0 ≥ 1 the conclusion of the claim holds. Then, upon replacing
B1(p) by Brl0,k(zl0,k) we repeat the same process as in stage l = 1. Let I denote the index set of k such
that (1) of Claim 7.2 is satisfied upon replacing B2(p) by B2rl0,k(zl0,k), and similarly denote by II the
index set where (2) of Claim 7.2 is satisfied. By Claim 7.2, I ∪ II = {1, · · · ,Ml0,d}. For each k ∈ I ,
we have B2rl0,k(zl0,k) ⊆
⋃Nl0,k,a
i=1 Al0,k,i ∪
⋃Nl0,k,b
j=1 Bl0,k,j, where Nl0,k,a + Nl0,k,b ≤ N(Λ,K0), for the
same N(Λ,K0) as in Proposition 7.4. For each k ∈ II , B2rl0,k(zl0,k) ⊆
⋃Nl0,k,d
k′=1 Brl0,k,k′
(zl0,k,k′), where
Nl0,k,d ≤ N1(K0). Therefore we find the following cover of B1(p):
B1(p) ⊆
⋃
i
Al0,i ∪
⋃
j
Bl0,j ∪
⋃
k∈I
(Nl0,k,a⋃
i=1
Al0,k,i ∪
Nl0,k,b⋃
j=1
Bl0,k,j
)
∪
⋃
k∈II
Nl0,k,d⋃
k′=1
Brl0,k,k′
(zl0,k,k′). (189)
Note that for some Brl0−1,K∗ (zl0−1,k∗) which gives birth to Brl0,k(zl0,k), the following holds by our induc-
tive assumption on stage l = l0:
θzl0,k,k′
(rl0,k,k′) < θzl0,k,k′
(4−1γ−K0rl0,k,k′)− γK0 < θzl0−1,k∗ (rl0−1,k∗)− γK0
<Λ− (l0 − 1)10−1γK0 − γK0 < Λ− (l0 + 1)10−1γK0 .
(190)
Finally, set Pl0+1(Λ,K0) = 2Pl0(Λ,K0)(1+N(Λ,K0)+N1(K0)). This will suffice to finish the induction,
and hence proves Lemma 7.7. 
Proof of Theorem 7.5. Upon taking L = 10Λγ−K0+1 in Lemma 7.7 and then setting P (Λ,K0) = PL(Λ,K0),
we proved Theorem 7.5. 
Remark 7.2. As one could check by tracing the above proof, the annular and bubble cover obtained in The-
orem 7.5 might be shrunk (at our convenience) while still forming a cover. More precisely, upon rescaling,
each annular region that appears in the above cover looks like AγKa ,1(xa), while each bubble region looks
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likeB1(xb)\
⋃
iBri,b(xi,b). Then after scaling back, {A2γKa ,3/4(xa)}a∪{B3/4(xb)\
⋃
iB2ri,b(xi,b)}b once
again forms a cover. This observation will be needed in obtaining the global L4,∞-estimate in the next sec-
tion. To distinguish this refined cover from the original cover, let us denote the refined one by {A′a}a∪{B′b}b.
8. GLOBAL L4,∞-ESTIMATE
In this section, we shall complete the proof of Theorem 1.2 for smoothA via obtaining theL4,∞-estimates
on annular and bubble regions, as stated in following theorem:
Theorem 8.1. Under the same setting as Theorem 1.2, let Θ0 be the Coulomb minimizer with associated
connection formA0. LetBr0(x0) ⊆M be such that 10r < r(M). Fix a γK0-annular-bubble decomposition
(see Remark 7.1) onBr0(x0) given by {Aa}a∪{Bb}b (obtained in Theorem 7.5). Then there exists C(K0,Λ)
such that ‖A0‖L4,∞(B′b) ≤ C(K0,Λ). Moreover, there exists an universal small constant γ, constants
K∗ ≡ K∗(Λ) and C1(Λ), such that for all K0 ≥ K∗ we have ‖A0‖L4,∞(A′a) ≤ C1(Λ), where A is a
γK
∗
-annular region. Here A′ and B are the refined cover as in Remark 7.2.
Admitting Theorem 8.1 for now, we could complete the proof of Theorem 1.2 under the smoothness
hypothesis of A.
Proof of Theorem 1.2 under the smoothness assumption on A. Consider a cover ofM byN(M)-many balls
{Bri(xi)}i such that 20ri < r(M). Choose K0 to be the universal integer K∗ as in Theorem 8.1. By
applying Theorem 7.6, we arrive at a γK
∗
-annular-bubble decomposition ofM given by {Aa}NAa=1∪{Bb}NBb=1,
with NA +NB ≤ N(Λ,K0,M) <∞. As mentioned in Remark 7.2, the union of sets {A′a}NAa=1 ∪ {B′b}NBb=1
has once again formed a refined cover. Let us now apply Theorem 8.1 to each A′a and B′b to estimate as
follows:
‖A0‖L4,∞(M) ≤
∑
a
‖A0‖4L4,∞(A′a) +
∑
b
‖A0‖4L4,∞(B′b) ≤ N(M,Λ,K0)(C1(Λ) + C(K0,Λ))
:= C0(M,Λ).
(191)
Thus we complete the proof of Theorem 1.2 when A is smooth. 
The rest of this section is devoted into proving Theorem 8.1.
Proof of Theorem 8.1. The first claim that
‖A0‖L4,∞(B′b) ≤ C(K,Λ) (192)
is an immediate consequence of Theorem 6.1 and item (2) of Definition 7.3. Hence let us focus on proving
the second claim; namely, to prove an effective L4,∞-estimate on a γK -annular region provided K large
enough. Firstly, we begin with achieving a weaker result, namely the effective L4−ǫ-estimate. This almost
trivially follows from Theorem 6.1:
Lemma 8.2. There exists K0 large and C(ǫ) for each ǫ, such that for each rescaled γ
K-annular region
A = AγKx ,1(x), we have
‖A0‖L4−ǫ(A′a) < C(ǫ). (193)
Here A′a denotes the refined annular region as in Remark 7.2.
42 YU WANG
Proof. It is easy to build a cover of A′ given by B = {Bri(xi)}i, such that
´
B2ri (xi)
|FA|2 < ǫ0 (provided
K being large), and moreover that:
#{B ∈ B : B ∩A2−l−1,2−l(x0) 6= ∅} ≤ C, for all l ≥ 0. (194)
From (194), Theorem 6.1, Lemma 9.1, and then Ho¨lder inequality, we see that
´
A
2−l−1,2−l
(x0)
|A0|4−ǫ <
C2−θǫl for each l ≥ 0 and some θ > 0. Therefore, ´A′ |A0|4−ǫ < C ′(ǫ). Thus finishes Lemma 8.2. 
Corollary 8.3. For any ǫ, there exists C(ǫ,Λ), such that ‖A0‖L4−ǫ(M) < C(ǫ,Λ).
Proof. This follows immediately from (192), Lemma 8.2, and the same argument used in obtaining (191).
We omit the details. 
As an immediate consequence we have the following scaling invariant estimate:
Corollary 8.4. There exists C(Λ) such that supx∈M,10r<r(M) r−2
´
Br(x)
|∇AΘ0|2 < C(Λ).
Next, we need the following key lemma which gives a control on the number of singularities of Θ0 on
a annular region. Given a annular region A = AγKx0 ,1(x0), it will be useful to introduce the notation
Anni(x0) := Bγi(x0)\Bγi+1(x0). In the presence of no ambiguity we shall omit the notation for the center
x0 and simply write Anni. Using these notations, we present the following lemma:
Lemma 8.5. There exists an universal small constant γ, K0(Λ), and N0(Λ). Let A = AγKx0 ,1(x0) be an
arbitrary rescaled γK0-annular region associated to connection A, and letΘ0 be a Coulomb minimizer with
associated connection form A0. Then #{i : Anni ∩ Sing(Θ0) 6= ∅, 0 ≤ i ≤ Kx0} ≤ N0.
Since the proof of this Lemma is somewhat lengthy, a sketch of the ideas behind the argument will be
helpful. Recall that Claim 5.3 says that the singularities are c02
−i sparse on each annulus Anni(x0) ⊆ A.
So our task becomes to bound the number of annuli Anni that contains at least one singularity of Θ0. The
proof goes by contradiction. Suppose this number could not be bounded no matter how large one chooses
K0 to be, then one gets a sequence of tuple (Al,Θl,Al), so that Al is a γKl-annular region centered at xl
withKl →∞, and the number
#{Anni ⊆ Al : Anni ∩ S(Θl) 6= ∅} → ∞. (195)
Certainly, one should not expect this sequence itself to give a contradiction since all the fuzzy behavior of
the singularities might only occur in a region that shrinks towards the centers in l and eventually disappear
in the limit, in which case we will not obtain a contradiction. Instead, we find a properly rescaled sequence
of Θi that eventually leads to a contradiction. To be a little more precise, we show that upon shifting the
center xl slightly to some yl nearby one can find a sphere ∂Brl(yl) for each l satisfying these properties:
(1), ∂Brl(yl) is at least c0rl away from S(Θl) (i.e. not too close to a singularity); (2), There is a singularity
of Θl lying out side and locating less than γ
−1rl away from ∂Brl(yl) (i.e. nor too far from a singularity
outside); (3), The “degree” of Θl restricted to ∂Brl(yl) is nonzero (i.e. admits a singularity inside).
Notice that the first two conditions are not hard to satisfy due to our assumption (195). In the third
condition, we will introduce the notion of a degree of a frame, which will be defined towards the end of this
section. Roughly speaking, the degree is defined to be the trivialization ofΘl under a special gauge on the 3-
sphere ∂Brl(yl), a gauge that is obtained by patching up the Coulomb gauges defined on two hemisphere of
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∂Brl(yl); note the curvature L
2 smallness on the annular region and Uhlenbeck’s Coulomb gauge Theorem
(see [Uhl82a], Theorem 1.3) guarantees the existence of such a gauge. Furthermore, the degree defined
above jumps by ±1 as the sphere passes through a singularity of Θl, therefore the third condition described
above is now easily achieved due to the assumption (195).
Next, we rescale and recenter ∂Brl(yl) to ∂Bγ2(y∗). Using a somewhat tedious gauge transform argu-
ment and, most importantly, the preceding estimates on Θl including the ǫ-regularity theorem 3.1, Theorem
6.5 etc., we successfully find a limit Θ∞, which heuristically speaking arises as a strong W 1,2 limit of Θl
(this heuristic is obviously non-rigorous because Θl are all sections living on different bundles! It will be
made rigorous in the proof given later on) and that Θ∞ is equivalent to a stable stationary harmonic map
from a 4 dimensional domain Bcγ−1(y∗) into SU(2) ∼= S3.
By the choice of the sphere (before scaling) ∂Brl(yl), such sphere is away from singularities, and hence
(by Theorem 3.1 and 6.5) Θl converges weakly in W
2,2(∂Brl(yl)) and strongly in W
1,3(∂Brl(yl)) by the
3 dimensional compact Sobolev embedding W 2,2 →֒ W 1,3. We then show from this fact that the degree of
Θl will be preserved on ∂Bγ2(y∗) upon rescaling, and its limit is exactly deg(Θ∞)|∂Bγ2 (y∗). We therefore
conclude that there must be a singularity inside ∂Bγ2(y∗). On the other hand, the second condition of the
sphere ∂Brl(yl) implies there is a different singularity of Θ∞ locating outside while being Cγ close to
∂Bγ2(y∗). That is to say, we find two singularities of Θ∞, which is a stable stationary harmonic map into
S3, that locate Cγ close to each other. From the singularity theory in [LW06], this cannot happen at all if we
further decrease γ if necessary, which gives a contradiction. This finishes the outline of the proof of Lemma
8.5. Now let us start the proof:
Proof of Lemma 8.5. Choose γ small enough to be specified later. The proof goes by contradiction. Suppose
there does not exist such constants K0 and N0. In other words, there exists Kl →∞, Nl →∞, a sequence
of smooth connection {Al}l, the associated γKl-annular region sequence {Al}l =: {AγKxl ,1(xl)}l, and the
associated Coulomb Minimizer sequence {Θl}l; moreover,
#{i : Anni(xl) ∩ Sing(Θl) 6= ∅, 0 ≤ i ≤ Kxl} ≥ Nl. (196)
First notice we have the following trivial relation: Nl ≤ Kl ≤ Kxl . Now, using (196) and the pigeonhole
principle, for all sufficiently large l one can find Jl ≥ 10 satisfying Kxl − Jl → ∞, such that there exists
yl ∈ BγJl/10(xl) and some rl ∈ [γJl/2, 2γJl/3], with the following properties hold:
∃zl ∈ Sing(Θl) ∩BγJl−1(xl)\Brl(yl), dist(∂Brl(yl),Sing(Θl)) > γrl, deg(Θl)|∂Brl (yl) 6= 0. (197)
A detailed definition of the degree of the section deg(Θl) will be postponed to the end of this section, since
to introduce it requires the techniques to be used later. Also the notion of the degree will not be needed
until we introduce it in Definition 8.8. Most importantly, the existence of the sphere described in (197) will
be clear once we have Definition 8.8. Let us note that the first condition in (197) is easily satisfied due
to our assumption (196); the second inequality in (197) can be achieved in view of Claim 5.3 applied to
Brl/5(y) for all y /∈ Brl/2(xl), provided γ chosen to be sufficiently small. Now let us rescale Brl(yl) to
Bγ2(yl). For simplicity we shall still denote the connections and the Coulomb minimizers by {Al}l and
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{Θl}l respectively. As a matter of fact, we have the following upon rescaling:
BγJl−1(xl)→ Btl(xl) where tl ∈ [3γ/2, 2γ], Bγ−3rl(yl)→ Bγ−1(yl),
B
γKxl
(xl)→ Bsl(xl) where sl =: γKxl+2/rl.
(198)
Observe the following straightforward implications: Kxl − Jl → ∞ implies sl → 0; yl ∈ BγJl/10(xl)
implies xl ∈ Bγ2/5(y0); dist(∂Brl(yl),Sing(Θl)) > γrl implies zl ∈ B3γ(yl)\Bγ2+γ3/2(yl). Let us now
consider Θl|B1(yl)\Bsl (xl). Firstly, let us identify all {yl}l to be y∗. Then up to passing to subsequence we
could assume
xl → x∗ ∈ Bγ2/5(y∗), zl → z∗ ∈ B3γ(y∗)\Bγ2+γ3/2(y∗). (199)
Moreover, from (197) we see that
dist(∂Bγ2(y∗),Sing(Θl)) ≥ γ3/2, deg(Θl)|∂Bγ2 (y∗) 6= 0. (200)
In addition, due to Jl ≥ 10, we have Bγ−3rl(yl) ⊆ B1/2(xl); thus, upon rescaling and using above identifi-
cation, {Θl}l are defined on Bγ−1(y∗). By the construction of a γKl-annular region, we haveˆ
Bγ−1 (y∗)\B2sl/3(xl)
|FAl |2 < γKl . (201)
Now let us fix an arbitrary sequence of positive constants η(α) → 0 as α → ∞. For each fixed α large
enough, let us consider Θl|Bγ−1 (y∗)\Bη(α)(x∗). One subtlety that lies in the current situation, and makes it
different from the previous compactness argument such as in the proof of Theorem 5.3 or Theorem 6.5, is
that the existence of an Uhlenbeck gauge is not guaranteed on the annulus Bγ−1(y∗)\Bη(α)(x∗) in spite of
the curvature smallness (201). To get round this issue, we directly study the limit section Θ∞ of the limit
flat bundle, by using a partition of unity argument to prove its Coulomb property, stationarity, as well as
the stability. Lastly, we show that the trivialization of Θ∞ under the canonical flat section of the limit flat
bundle is a stationary stable harmonic map into SU(2) ∼= S3. To begin, we need to obtain for each α a frame
Θα,∞ on the limit bundle which is isomorphic to E∞,α =
(
Bγ−1(y∗)\Bη(α)(x∗)
)
×MatR(k × k). Fix α,
and denote η ≡ η(α) for simplicity. Cover the annulus B7γ−1/8(y∗)\Bη(x∗) by a finite collection of balls
{Bη,a}Nηa=1, such that {Bη,a/2}Nηa=1 still forms a cover, and that on every ball Bη,a and all sufficiently large
l, there exists a Coulomb gauge ση,a,l of Al defined on Bη,a with connection form A
∗
η,a,l that satisfies (27).
Denote byΘ∗η,a,l the trivialization ofΘl under the Uhlenbeck gauge ση,a,l. By the property of the Uhlenbeck
gauge (27)
A∗η,a,l → A∗η,a,∞ ≡ 0 inW 1,2(Bη,a). (202)
Applying Corollary 4.2 we obtain Θ∗η,a,∞ for each a such that
Θ∗η,a,l → Θ∗η,a,∞ inW 1,2(Bη,a). (203)
Let gη,ab,l be the transition function such that g
∗
η,ab,lA
∗
η,b,l = A
∗
η,a,l. By the assumption (201), there exists an
element qη,ab ∈ SU(2) such that
gη,ab,l → qη,ab inW 2,2(Bη,a,l ∩Bη,b,l). (204)
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Therefore by (203) and (204) we have
gη,ab,l ·Θ∗η,b,l → qη,ab·Θ∗η,b,∞ inW 1,2(Bη,a,l ∩Bη,b,l),
qη,ab · qη,bc = qη,ac.
(205)
On the other hand, by the formula gη,ab,l ·Θ∗η,b,l = Θ∗η,a,l and (210) we have
gη,ab,l ·Θ∗η,b,l → Θ∗η,a,∞ inW 1,2(Bη,a,l ∩Bη,b,l). (206)
Thus
qη,ab ·Θ∗η,b,∞ = Θ∗η,a,∞. (207)
The second identity in (205) together with (202), determines a flat bundle E∞,α in the limit defined over
Bγ−1(y∗)\Bη(α)(x∗). Because Bγ−1(y∗)\Bη(α)(x∗) is homeomorphic to a 4 dimensional annulus which is
simply connected, E∞,α is indeed a trivial bundle:
E∞,α =
(
Bγ−1(y∗)\Bη(α)(x∗)
)
×MatR(k × k).
Finally, (207) together with the second identity in (205) implies that {Θ∗η,a,∞}a determine a frame Θα,∞
on E∞. By the arbitrariness of α and a diagonal argument, we find a frame Θ∞ on the flat bundle
E∞ = Bγ−1(y∗) ×MatR(k × k) with associated principal SU(2)-bundle P∞ and flat connection A∞. For
convenience, let us identify (P∞, A∞) with (Bγ−1(y∗)× SU(2), A∞) such that for the canonical section
s0 : Bγ−1(y∗)→ Bγ−1(y∗)× SU(2), x 7→ (x, 1), (208)
the following holds:
s∗0A∞ ≡ 0. (209)
Define Θ∗∞ = Θ∞ ◦ s0. We first show that Θ∗∞ ∈W 1,2(B5γ−1/6(y∗)). Let η be an arbitrary small but fixed
positive number, and we will be using the same notations as before for the constructions such as the cover
{Bη,a}a, the Uhlenbeck gauges A∗η,a,l, and the trivializations of Θl, Al under these gauges. Recall we have
the following convergences hold:
A∗η,a,l → A∗η,a,∞ in L2(Bη,a), Θ∗η,a,l → Θ∗η,a,∞ inW 1,2(Bη,a) and weakly inW 2,2loc (Bη,a\Σ). (210)
where Σ is defined in the same way as (141). Choose a partition of unity {φη,a}a subordinate to the cover
{Bη,a}a, such that suppφη,a ⊆ Bη,a and
∑
a φη,a ≡ 1 on B5γ−1/6(y∗)\B2η(x∗). Using Corollary 8.4,
(210), and the partition of unity, we have the following estimates:
C(γ,Λ) ≥ lim sup
l→∞
ˆ
B7γ−1/8(y∗)
|∇AlΘl|2 ≥ lim sup
l→∞
ˆ
B7γ−1/8(y∗)\Bη(x∗)
|∇AlΘl|2
≥
∑
a
lim
l→∞
ˆ
B7γ−1/8(y∗)\Bη(x∗)
|∇AlΘl|2φη,a =
∑
a
lim
l→∞
ˆ
Bη,a
|∇AlΘl|2φη,a
=
∑
a
ˆ
Bη,a
|dΘ∗η,a,∞|2φη,a.
(211)
Let ση,a,∞ be the local P∞-section such thatΘ∞◦ση,a,∞ = Θ∗η,a,∞. Then due to the fact that both s∗0A∞ and
σ∗η,a,∞A∞ are 0 (see (202)), the gauge transformation formula then implies ση,a,∞ ·ga = s0 for some SU(2)
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element ga. Now that Θ
∗
η,a,∞ and Θ∗∞ are trivialization under ση,a,∞ and s0 on the ball Bη,a respectively,
we have
ga ·Θ∗η,a,∞ = Θ∗∞. (212)
Since ga is constant, the following is obvious:
|dΘ∗η,a,∞| = |dΘ∗∞| on Bη,a. (213)
Insert (213) into the right hand side of (211), we obtain
C(γ,Λ) ≥
∑
a
ˆ
Bη,a
|dΘ∗∞|2φη,a =
ˆ
B7γ−1/8(y∗)\Bη(x∗)
|dΘ∗∞|2
∑
a
φη,a
≥
ˆ
B5γ−1/6(y∗)\B2η(x∗)
|dΘ∗∞|2.
(214)
By the arbitrariness of η, we proved that Θ∗∞ ∈ W 1,2(B5γ−1/6(y∗)). Indeed, without much more work one
can produce refine the preceding argument to show that
lim
l→∞
ˆ
Br(x)
|∇AlΘl|2 =
ˆ
Br(x)
|dΘ∞|2, for all Br(x) ⊆ B5γ−1/6(y∗), (215)
and thus by Corollary 8.4 we have
r−2
ˆ
Br(x)
|dΘ∗∞|2 ≤ C(Λ), for all Br(x) ⊆ B5γ−1/6(y∗). (216)
Proposition 8.6. Θ∗∞ is a stable stationary harmonic map in B5γ−1/6(y∗).
Proof. The weakly harmonic map equation of Θ∗∞ follows easily by using a partition of unity and a limiting
argument; since the same process will be repeatedly used later in showing the stationarity and the stability in
a much more complicated fashion, we omit the details for now. Let us focus on showing the stationarity of
Θ∗∞. For this purpose choose a vector fieldX compactly supported in B3γ−1/4(y∗). Again, let us arbitrarily
fix a small positive number η and consider the same cover of B7γ−1/8(y∗)\Bη(x∗) by {Bη,a}Nηa=1 as in
the preceding proof of theW 1,2 boundedness. For convenience, we will use the same notations as before to
denote the Uhlenbeck gauges and the partition of unity subordinate to the cover. In addition, choose χη to be
a proper cutoff function supported onB3η(x∗) with χη ≡ 1 onB2η(x∗) and supx∈B2η(x∗) |dχη(x)| < Cη−1
for some universal constant C . Firstly, let us write
ˆ
B3γ−1/4(y∗)
(
|∇A∞Θ∞|2gik − 2〈∇A∞Θ∞(∂i),∇A∞Θ∞(∂k)〉
)
gijXk ;j = E1 + E2, (217)
where
E1 =
ˆ
B3γ−1/4(y∗)
(
|∇A∞Θ∞|2gik − 2〈∇A∞Θ∞(∂i),∇A∞Θ∞(∂k)〉
)
gij [(1 − χη)Xk];j,
E2 =
ˆ
B3γ−1/4(y∗)
(
|∇A∞Θ∞|2gik − 2〈∇A∞Θ∞(∂i),∇A∞Θ∞(∂k)〉
)
[χηX
k];j.
(218)
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Recall that A∞ is the flat connection on the limit flat bundle P∞. Using the partition of unity and writing
Θ∞ with respect to the Uhlenbeck gauge on each Bη,a, and lastly use (212) and (213), one could express
E1 as follows:
E1 =
∑
a
ˆ
Bη,a
(
|dΘ∗∞|2gik − 2〈∂iΘ∗∞, ∂kΘ∗∞〉
)
gij [φη,a(1− χη)Xk];j
=
∑
a
ˆ
Bη,a
(
|dΘ∗η,a,∞|2gik − 2〈∂iΘ∗η,a,∞, ∂kΘ∗η,a,∞〉
)
gij [φη,a(1− χη)Xk];j.
(219)
Combining the convergences Θ∗η,a,l → Θη,a,∞ in W 1,2(Bη,a), A∗η,a,l → A∗η,a,∞ in L2(Bη,a), as well as
FAl → 0 in L2(Bη,a) we have
∑
a
lim
l→∞
ˆ
Bη,a
(
|∇AlΘ∗η,a,l|2gik − 2〈∇AlΘ∗η,a,l(∂i),∇AlΘ∗η,a,l(∂k)〉
)
gij [φη,a(1− χη)Xk];j
+
∑
a
2
ˆ
〈FAl,is(Θ∗η,a,l),∇Al,sΘ∗η,a,l〉φη,a(1− χη)Xi
=
∑
a
ˆ
Bη,a
(
|∇A∞Θ∗η,a,∞|2gik − 2〈∇A∞Θ∗η,a,∞(∂i),∇A∞Θ∗η,a,∞(∂k)〉
)
gij [φη,a(1− χη)Xk];j
=E1.
(220)
On the other hand, since the stationarity equation (25) holds for Θl, the left hand side of (220) is identically
zero. Therefore E1 = 0. Next we estimate E2. Without loss of generality, we assume 2η = 2
−P0 . We we
apply (216) together with the fact that sup |∇φη| ≤ Cη−1 to obtain
|E2| ≤ C(X)η−1
∞∑
α=P0
ˆ
B3η(x∗)
|dΘ∗∞|2 ≤ C(X)η−1 · Cη2 ≤ C ′η. (221)
Due to the arbitrariness of η, we see that the left hand side of (217) vanishes. Therefore, Θ∞ is stationary
on B3γ−1/4(y∗).
Next, we prove the stability of Θ∞. Choose arbitrary ξ(t) : [0, ǫ] → C∞c (B5γ−1/6(y∗), g), by (129) we
have
d2
dt2
∣∣∣∣
t=0
ˆ
B5γ−1/6(y∗)
|d( exp(ξ(t))Θ∗∞)|2
=2
ˆ
B5γ−1/6(y∗)
|dξ′(0)|2 + 2
ˆ
B5γ−1/6(y∗)
〈([dξ′(0), ξ′(0)] + dξ′′(0))(Θ∗∞), dΘ∗∞〉.
(222)
For arbitrary η > 0, consider a standard cutoff function φη such that φη ≡ 1 inB2η(x∗) and vanishes outside
B3η(x∗); moreover sup |∇φη| ≤ Cη−1. Now let us write the right hand side of (222) as
2
ˆ
B5γ−1/6(y∗)
|d(φηξ′(0))|2 + 2
ˆ
B5γ−1/6(y∗)
〈(
[d
(
φηξ
′(0)
)
, φηξ
′(0)] + d
(
φηξ
′′(0)
)
(Θ∗∞), dΘ
∗
∞
〉
+Errη,ξ,
(223)
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where the error term Errη,ξ could be estimated as follows:
|Errη,ξ| ≤ C(ξ)
ˆ
B5γ−1/6(y∗)
(
|∇φη |2 + |∇φη|
(
1 + |dΘ∗∞|
)) ≤ C(ξ,Λ)η2. (224)
Here we have used the fact that sup |∇φη| ≤ Cη−1 together with the estimate (216). Now let us estimate
the first term in (223). By defining
ξ0 =: φηξ : [0, ǫ]→ C∞c (B5γ−1/6(y∗)\B2η(x∗), g), (225)
the first term in (223) becomes
2
ˆ
B5γ−1/6(y∗)
|d(ξ′0(0))|2 + 2
ˆ
B5γ−1/6(y∗)
〈(
[d
(
ξ′0(0)
)
, ξ′0(0)] + d
(
ξ′′0 (0)
)
(Θ∗∞), dΘ
∗
∞
〉
=
d2
dt2
∣∣∣∣
t=0
ˆ
B5γ−1/6(y∗)
|d( exp(ξ0(t))Θ∗∞)|2.
(226)
Unlike verifying the stationarity where we simply use the same test vector field X for all Θl in the limiting
sequence, this time the situation becomes more complicated. Indeed, we have to find for all Θl the test
functions ξl ∈ W 1,2(B5γ−1/6(y∗)\B2η(x∗), gPl) (which are sections all living on different bundles), such
that when l goes to infinity ξl “converges” to ξ0 in a certain sense to be made precise later. To rigidify
the process, we need to prove the following proposition; in the statement, we follow the same notations
of the cover {Bη,a}a of B5γ−1/6(y∗)\B2η(x∗) and the Uhlenbeck gauges on each Bη,a as in the preceding
paragraphs.
Proposition 8.7. Fix η > 0. For any smooth mapping ξ(t) : [0, ǫ] → C∞c (B5γ−1/6(y∗)\B2η(x∗), g) with
ξ(0) ≡ 0, up to a subsequence for all l there exists a smooth mapping
ξl(t) : [0, ǫ]→W 1,2(B5γ−1/6(y∗)\B2η(x∗), gPl)
with ξl(0) ≡ 0 satisfying the following: for every a, there exists an element ga ∈ SU(2), such that all
following convergences hold inW 1,2(2Bη,a/3):
ξ∗η,a,l(t)→ Adga−1ξ(t) for all t ∈ [0, ǫ], ξ∗η,a,l ′(0)→ Adga−1ξ′(0),
ξ∗η,a,l
′′(0)(Θ∗η,a,l)→ g−1a · ξ′′(0)(Θ∗∞),
[dξ∗η,a,l
′(0), ξ∗η,a,l
′(0)](Θ∗η,a,l)→ g−1a · [dξ∗∞′(0), ξ∗∞′(0)](Θ∗∞).
(227)
Here “Ad” stands for the adjoint action of SU(2) on g ≡ su(2), and ξ∗η,a,l denotes the trivialization of ξl
under the Uhlenbeck gauge ση,a,l.
Proof. Without ambiguity we drop the symbol “t”. For any ξ : [0, ǫ] → C∞c (B5γ−1/6(y∗)\B2η(x∗), g),
define ξ0 : [0, ǫ] → W 1,20 (B5γ−1/6(y∗)\B2η(x∗), gP∞) by ξ0 ◦ s0 = ξ, where s0 is the same as in (208).
Consider ξ′ =: ξ0 ◦ Θ∞. Apparently, ξ′ = AdΘ∗∞−1ξ. Define ξl ∈ W
1,2
0 (B5γ−1/6(y∗)\B2η(x∗), gPl) by
ξl ◦σl =: ξ′, where Θl ◦σl ≡ 1. We will prove that, upon subsequence, {ξl}l is as desired. By the following
identities:
ση,a,l ·Θ∗η,a,l = Θl, ξl ◦ σl = AdΘ∗∞−1ξ, (228)
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it is straightforward to verify that
ξ∗η,a,l = AdΘ∗η,a,l ◦AdΘ∗∞−1ξ = AdΘ∗η,a,l·Θ∗∞−1ξ,
ξ∗η,a,l
′′(0)(Θ∗η,a,l) = Θ
∗
η,a,l ·Θ∗∞−1 · ξ′′(0) ·Θ∗∞,
[dξ∗η,a,l
′(0), ξ∗η,a,l
′(0)](Θ∗η,a,l) = Θ
∗
η,a,l ·Θ∗∞−1 · [dξ′(0), ξ′(0)] ·Θ∗∞.
(229)
To prove the convergences in (227), the key ingredient is the weak convergence of Θ∗η,a,l inW
2,2
loc (Bη,a\Σ),
again a consequence of the ǫ-regularity theorem 3.1. Combining this with a capacity argument similar to
that in the proof of Theorem 4.1 will suffice to conclude Proposition 8.7. Since the proof of all the three
convergences in (227) are almost identical, we only prove the first one in details.
Using the first expression in (229), we have
|∇2ξη,a,l| ≤|∇2Θ∗η,a,l||ξ|+ |∇2Θ∗∞||ξ|+ |∇2ξ|+ 2|∇ξ||dΘ∗η,a,l|+ 2|∇ξ||dΘ∗∞|
+ 2|dΘ∗η,a,l||dΘ∗∞||ξ| = W1 +W2 +W3 +W4 +W5 +W6;
(230)
|dξη,a,l| ≤|∇ξ|+ |dΘ∗∞||ξ|+ |dΘ∗η,a,l||dΘ∗∞||ξ| = V1 + V2 + V3. (231)
By (210), (213), and (230), there exists ξa ∈W 2,2loc (Bη,a\Σ) such that ξη,a,l → ξa weakly inW 2,2loc (Bη,a\Σ)
and strongly in W 1,2loc (Bη,a\Σ). Next we show that for every τ > 0 one could find a cutoff function ζτ ∈
C∞c (Bη,a) such that ζτ ≡ 1 in a neighborhood N of Σ∩ 2Bη,a/3, and that supl
´
Bτ,a
|dξ∗η,a,l|2ζ2τ ≤ C(ξ)τ .
Indeed, by the convergence Θη,a,l → Θη,a,∞ inW 1,2(Bη,a), A∗η,a,l → A∗η,a,∞ in L2(Bη,a), as well as (127)
applied to Θ∗η,a,l, it is not hard to see that for all ζ ∈ C∞c (Bη,a) the following holds:ˆ
Bτ,a
|dΘ∗η,a,∞|2ζ2 ≤ C
(ˆ
Bτ,a
|A∗η,a,∞|2ζ2 + |∇ζ|2
)
. (232)
The fact that H2(Σ ∩ Bη,a) < ∞ implies that the 2-capacity Cap2(Σ ∩ Bη,a) = 0. Therefore, one could
find a small neighborhood N of Σ ∩ 2Bη,a/3 (which could be made arbitrarily small) and a cutoff function
ζτ ∈ C∞c (Bη,a) such that ζτ ≡ 1 on N andˆ
Bτ,a
|∇ζτ |2 < τ. (233)
In addition, upon further shrinking N , one can achieve
sup
l
ˆ
Bτ,a
|A∗η,a,l|2ζ2τ < τ,
ˆ
Bτ,a
|A∗η,a,∞|2ζ2τ < τ. (234)
Now, combining (127) applied to Θη,a,l, (232), (233), (234), and (231), we haveˆ
Bτ,a
|dξ∗η,a,l|2ζ2τ < C(ξ)τ. (235)
Now from (235) together with the strong W 1,2loc (Bη,a\Σ) convergence, we conclude that ξη,a,l → ξa in
W 1,2(2Bη,a/3) for some ξa.
Lastly, by (212), the convergence Θη,a,l → Θη,a,∞ in W 1,2(Bη,a), ξη,a,l → ξa in W 1,2(2Bη,a/3), and
the expression (229), we see that ξa = Adga−1ξ a.e.. This finishes the proof of the first convergence in
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(227). For the other two convergences we use the other two expressions in (229) to derive similar estimates
as (230), and the rest of proof are verbatim. We thus complete the proof of Proposition 8.7. 
Now we continue to estimate the first term in (223). Let us apply Proposition 8.7 to ξ0 defined in (225).
Then upon passing to a subsequence we obtain for each l a mapping ξl described in Proposition 8.7. Choos-
ing the same partition of unity {φη,a} that is subordinate to the cover {Bη,a}a, we estimate as follows:
d2
dt2
∣∣∣∣
t=0
ˆ
B5γ−1/6(y∗)
|∇Al
(
exp(ξl(t))Θl
)|2 =∑
a
d2
dt2
∣∣∣∣
t=0
ˆ
B5γ−1/6(y∗)
|∇Al
(
exp(ξl(t))Θl
)|2φa
=
∑
a
d2
dt2
∣∣∣∣
t=0
ˆ
Bη,a
|∇Al
(
exp(ξl(t))Θl
)|2φa =∑
a
d2
dt2
∣∣∣∣
t=0
ˆ
Bη,a
|∇Al
(
exp(ξ∗η,a,l(t))Θη,a,l
)|2φa
=
ˆ
Bη,a
eξ∗η,a,lφa +
ˆ
Bη,a
mξ∗η,a,lφa,
(236)
where eξ∗η,a,l andmξ
∗
η,a,l
correspond to the two terms in (129) respectively. Trivially we have
eξ∗η,a,l ≤ Cξ0 |A∗η,a,l|
(|dΘ∗η,a,l|+ |dΘ∗∞|),
mξ∗η,a,l = 2|dξ∗η,a,l
′(0)|2 + 2
〈(
[dξ∗η,a,l
′(0), ξ∗η,a,l
′(0)] + dξ∗η,a,l
′′(0)
)
(Θ∗η,a,l), dΘ
∗
η,a,l
〉
.
(237)
By the convergence A∗η,a,l → A∗η,a,∞ = 0 in L2(Bη,a) and the uniform boundedness ofΘ∗η,a,l inW 1,2(Bη,a),
we see that ˆ
Bη,a
eξ∗η,a,lφa → 0 (238)
as l → ∞. Next, we apply the convergences (227) in Proposition 8.7, together with the convergence
Θ∗η,a,l → Θ∗η,a,∞ inW 1,2(Bη,a) to obtain the following convergence:
lim
l→∞
ˆ
mξ∗η,a,lφa
=
ˆ
Bη,a
(
2|Adg−1a dξ0′(0)|2 + 2
〈
g−1a ·
(
[dξ0
′(0), ξ0′(0)] + dξ0′′(0)
)
(Θ∗∞), dΘ
∗
η,l,∞
〉)
φa
=
ˆ
Bη,a
(
2|dξ0′(0)|2 + 2
〈
g−1a ·
(
[dξ0
′(0), ξ0′(0)] + dξ0′′(0)
)
(Θ∗∞), g
−1
a · dΘ∗∞
〉)
φa
=
ˆ
Bη,a
(
2|dξ0′(0)|2 + 2
〈(
[dξ0
′(0), ξ0′(0)] + dξ0′′(0)
)
(Θ∗∞), dΘ
∗
∞
〉)
φa.
(239)
Using (236), and summing over a in both (239) and (238), we achieve
lim
l→∞
d2
dt2
∣∣∣∣
t=0
ˆ
B5γ−1/6(y∗)
|∇Al
(
exp(ξl(t))Θl
)|2
=
∑
a
ˆ
Bη,a
(
2|dξ0′(0)|2 + 2
〈(
[dξ0
′(0), ξ0′(0)] + dξ0′′(0)
)
(Θ∗∞), dΘ
∗
∞
〉)
φa
=2
ˆ
B5γ−1/6(y∗)
|d(ξ′0(0))|2 + 2
ˆ
B5γ−1/6(y∗)
〈(
[d
(
ξ′0(0)
)
, ξ′0(0)] + d
(
ξ′′0 (0)
)
(Θ∗∞), dΘ
∗
∞
〉
.
(240)
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Note the right hand side of the above equality is exactly the first term on the right hand side of (223). Now
applying (240), the stability of Θl, (224) as well as the arbitrariness of η to (223), we conclude that
d2
dt2
∣∣∣∣
t=0
ˆ
B5γ−1/6(y∗)
|d( exp(ξ(t)) ·Θ∗∞)|2 ≥ 0. (241)
Thus finishes the proof of the fact that Θ∗∞ is stable in B5γ−1/6(y∗). We hence complete the proof of
Proposition 8.6. 
Now we shall give a detailed definition of deg(Θ)|∂Brl (yl) that appears in (197) as promised. First rescale
BγJl−1/2(yl) to B10γ(yl) and identify all yl with y∗. Choose a Vitali cover B of B5γ(y∗)\{x∗} such that
for every ball B ∈ B if B ∩ ∂Br(x∗) 6= ∅ then rad(B) ≥ r/10, for all r ∈ [0, γ]. Let us a sub-collection of
B that covers Aγ2,2γ2(y∗) denoted by {Ba}Na=1 where N is a universal constant. In addition, by Claim 5.3
we could assume without loss of generality that for every sphere ∂Br(y∗) ⊆ Aγ2,2γ2(y∗) satisfies
dist(∂Br(y∗),Sing(Θl)) ≥ γ3/2 (242)
upon further decreasing γ if necessary. Next, choose for each a an Uhlenbeck gauge σa,l of Al with connec-
tion form A∗a,l. By the same argument as before, we have
A∗a,l → A∗a,∞ ≡ 0 inW 1,2(Ba), (243)
Denote by Θ∗a,l the trivialization of Θl under σa,l. Then by the same argument for obtaining 212, one see
that there exists a ga ∈ SU(2) such that
Θ∗a,l → ga ·Θ∗∞ inW 1,2(Ba). (244)
For future purpose define
τa,l =: σa,l · g−1a . (245)
Now let {φa}a be a partition of unity subordinate to {Ba}a, such that
∑
a φa ≡ 1 on A11γ2/10,19γ2/10(y∗).
By pigeonhole principle, there exists some r0 ∈ [13γ2/10, 17γ2/10] such that the following holds for all l:ˆ
∂Br0 (y∗)
|FAl |2 ≤ Cr−10
ˆ
A11γ2/10,19γ2/10(y∗)
|FAl |2 < C(γ)γKl ,
ˆ
∂Br0 (y∗)
|∇2AlΘl|2 ≤
∑
a
ˆ
∂Br0 (y∗)∩Ba
(|A∗a,l|4 + |dΘ∗a,l|4)φa
≤ Cr−10
∑
a
ˆ
A11γ2/10,19γ2/10(y∗)
(|A∗a,l|4 + |dΘ∗a,l|4)φa ≤ C(γ),
(246)
where we have used (242) as well as Theorem 6.5 in the last inequality. The first inequality above allows us
to apply the Uhlenbeck’s Coulomb gauge theorem (see [Uhl82a], Theorem 1.3) to the bundle Pl restricted
on two hemispheres of ∂Br0(y∗) (with definite overlap): (Pl, Al)|∂±Br0(y∗), to obtain the Coulomb gauges
{U±l }l such that
‖U±l
∗
Al‖W 1,2(∂±Br0 (y∗)) ≤ Cγ‖FAl‖L2(∂±Br0 (y∗)) < Cγ
Kl → 0 as l→∞. (247)
Define ul by U
+
l = U
−
l · ul. The above then implies that ‖ul‖W 2,2(∂+Br0 (y∗)∩∂−Br0 (y∗)) → 0. Now by
the compact Sobolev embedding C0 →֒ W 2,2 in dimension 3, we see that ul → el ∈ SU(2) uniformly on
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∂+Br0(y∗) ∩ ∂−Br0(y∗). Hence for l sufficiently large, by a standard cutoff argument one could patch up
U+l with U
−
l · el continuously inW 2,2 to obtain a section Ul defined globally on ∂Br0(y∗), satisfying
U∗l Al =: AUl → 0 inW 1,2(∂Br0(y∗)). (248)
Define ΘUl to be the trivialization of Θl under Ul. By the second inequality in (246) and the Sobolev
embedding C0 →֒ W 2,2 in dimension 3, ΘUl is aW 2,2 (and hence continuous) mapping from ∂Br0(y∗) ∼=
S3 into SU(2) ∼= S3, and therefore has a well-defined degree.
Definition 8.8. For all sufficiently large l we define deg(Θl)|∂Br0 (y∗) to be deg(ΘUl).
Remark 8.1. It is an immediate consequence of (248) that the definition of deg(Θl)|∂Br0 (y∗) is independent
of the choice of the gauges {Ul} for sufficiently large l. In other words, given two sets of gauge {Ul}l and
{U ′l}l such that both satisfies (248), then for l large enough, degΘUl = degΘU ′l .
By the assumption we make at the beginning of the proof of Lemma 8.5, it is now straightforward to
verify that a sphere fulfills the requirements in (197) exists, by adjusting the parameter Jl. Finally we
rescale ∂Br0(y∗) back to ∂Brl(y∗) to obtain the desired sphere described in (197).
Next, we continue to finish the proof of Lemma 8.5. By (244), the second inequality in (246), and the
expression introduced in (245), as well as the compact Sobolev embedding W 1,3 →֒ W 2,2 in dimension 3,
we obtain the following convergence upon a subsequence:
τ∗a,lΘl → Θ∗∞ weakly inW 2,2(Ba ∩ ∂Br0(y∗)) and strongly inW 1,3(Ba ∩ ∂Br0(y∗)). (249)
Now let us define the gauge transform Va,l by τa,l · Va,l = Ul. Due to (248) and the following convergence:
τ∗a,lAl → 0 inW 1,2(Ba ∩ ∂Br0(y∗)), (250)
it is easy to see that
V −1a,l dVa,l → 0 inW 1,2(Ba ∩ ∂Br0(y∗))), (251)
which implies that for each a there exists some ha ∈ SU(2), such that Va,l → ha strongly in W 2,2(Ba ∩
∂Br0(y∗)). But on the other hand, (249) together with the expression τa,l · Va,l = Ul implies that
U∗l Θl → h−1a ·Θ∗∞ weakly inW 2,2(Ba ∩ ∂Br0(y∗)) and strongly inW 1,3(Ba ∩ ∂Br0(y∗)). (252)
Thanks to the connectedness of S3, there exists some h ∈ SU(2) such that ha ≡ h for all a. Applying the
convergence ΘUl = U
∗
l Θl → h−1 · Θ∗∞ in W 1,3(∂Br0(y∗) ∩ ∂Br0(y∗)), and scaling r0 back to γ2 as in
(200), we obtain
deg(Θl)|∂Bγ2 (y∗) → deg(h
−1 ·Θ∗∞) = deg(Θ∗∞). (253)
Combining (253) with (200), we see that deg(Θ∗∞)|∂Bγ2 (y∗) 6= 0. Hence there exists w∗ ∈ Sing(Θ∞) ∩
Bγ2(y∗). In addition, (199) implies that z∗ ∈ Sing(Θ∞). Therefore, w∗ and z∗ both are singularities
of Θ∞, a stable stationary harmonic map defined on B5γ−1/6(y∗) (see Proposition 8.6), and that γ3/2 <
dist(w∗, z∗) < 3γ according to (199). Nevertheless, this is impossible due to a result by [LW06], saying that
on B1/2 two singularities of a stationary-stable harmonic map defined on B1 has distance bounded below
by some universal number δ∗, provided γ < δ∗/10 (see also Theorem 3.4.12 of [LW08]). Thus we arrive at
a contradiction. Note this also helps us fix γ. Now the proof of Lemma 8.5 is completed. 
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Now one sees that Theorem 8.1 is an immediate consequence of a combination of applications of Theorem
6.5, Theorem 6.1, and Lemma 8.5. 
9. APPROXIMATION BY SMOOTH CONNECTIONS
In this section, we shall prove Theorem 1.2 for general W 1,2 connections, by using an approximation
by smooth connections. Let us fix an arbitrary A ∈ W 1,2. Firstly, by a density result (see, for example,
[KR08]), smooth connections are dense in W 1,2-connection space on compact 4-manifold. Hence there
exists a sequence of smooth connections {Ai}i such that
Ai → A inW 1,2. (254)
Due to the smoothness of the bundle P , we might find a global reference frame on P denoted by Θ1, such
that Θ1 is smooth away from k0 points in M , where k0 equals the Chern number c2 of P . For each i, let
Θi be a Coulomb minimizer associated to Ai, with connection form Aˆi. Let us fix a ball B∗ ⊆ M with
10rad(B∗) < r(M), such that on 2B∗ (the concentric ball with two times radius) the following holds upon
passing to a subsequence of {i}:ˆ
2B∗
|FAi |2 < ǫ0/2,
ˆ
2B∗
|dΘi|4 +
ˆ
2B∗
|∇2Θi|2 <∞, ∀i. (255)
In other words, 2B∗ is a ball where not only the curvature is small, but contains no singularity of Θi as
well. We might find an Uhlenbeck gauge A∗i over B∗ satisfying (27) for each i. By Uhlenbeck’s weak
compactness result in [Uhl82b] (see also Theorem 6.1 and Remark 6.2, [Weh04]), we see that the following
convergences holds up to passing to subsequence:
A∗i → A∗ weakly inW 1,2(
3
2
B∗) and strongly in L2(
3
2
B∗). (256)
Let Θ∗i be the trivialization of Θi under A
∗
i . By (256) and Theorem 4.1, there exists some Θ
∗ such that the
following holds:
Θ∗i → Θ∗ inW 1,2(B∗). (257)
In addtion, we let Vi ∈W 1,2(B∗,SU(2)) be the gauge transform such that
V ∗i A
∗
i = Aˆi. (258)
From Theorem 6.5, we have
sΘi(x) > c0rad(B∗), ∀x ∈ B∗. (259)
for some universal constant c0.
Claim 9.1. There exists C such that it holds:
sup
i
‖Vi‖W 2,2(B∗) ≤ C,
sup
i
(‖Aˆi‖L4(B∗) + ‖Aˆi‖W 1,2(B∗)) ≤ C.
(260)
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Proof. Note that the second uniform bound follows immediately from the assumption (255) and Theorem
6.5. So let us focus on proving the first uniform bound. Using the second uniform bound, (256), (27), the
gauge transformation formula, and the Sobolev embedding, we could estimate as follows:
‖dVi‖L4(B∗) = ‖V −1i dVi‖L4(B∗) ≤ C0‖Aˆi‖W 1,2(B∗)
+‖V −1i A∗i Vi‖L4(B∗) ≤ C0C + CUh‖FA‖L2(B∗) ≤ C1.
(261)
Using this, we further estimate
‖∇2Vi‖L2(B∗) = ‖∇(V −1i dVi)‖L2(B∗) + ‖∇Vi ⊗ V −1i dVi‖L2(B∗)
≤‖Aˆi‖W 1,2(B∗) + ‖V −1i A∗iVi‖W 1,2(B∗) + ‖dVi‖2L4(B∗)
≤C + ‖A∗i ‖L2(B∗) + ‖∇A∗i ‖L2(B∗) + 2‖A∗i ‖L4(B∗)‖dVi‖L4(B∗) + C21
≤C + C3CUh‖FA‖L2(B∗) + 2C1CUh‖FA‖L2(B∗) +C21 ≤ C4.
(262)

On the one hand, by the first uniform bound in Claim 9.1, the convergence (256), and up to passing to a
subsequence, we can assume
Vi ⇀ V inW
2,2(B∗). (263)
Therefore we have
V ∗i A
∗
i → V ∗A∗ a.e. (264)
On the other hand, by the second uniform bound in Claim 9.1, and up to passing to subsequence, we can
assume
V ∗i A
∗
i = Aˆi ⇀ Aˆ in both L
4(B∗) andW 1,2(B∗). (265)
By (264) and (265), the following must hold:
Aˆ = V ∗A∗ ∈W 1,2(B∗) ∩ L4(B∗), dΘ∗i ⇀ dΘ∗ in L4(B∗). (266)
Then we could estimate ‖Aˆ‖L4,∞ . Firstly, choose any α > 0 (this will be the height that appears in the L4,∞
quasi-norm). Note that there exists a finite collection of balls given by {B∗,β}β such that each B∗,β satisfies
(255), that forms a cover of the sub-level set {sAˆi < α}:
{sAˆi < α} ⊆
⋃
β
B∗,β. (267)
Using the L4-weak convergence in (266) on each B∗,β , as well as the norm-semicontinuity under weak-
convergence, we obtain for all large i that
{x ∈ B∗,β : sAˆ < α} ⊆ {x ∈ B∗,β : sAˆi < α}. (268)
Combining (268) with the L4,∞-estimate on each Aˆi, we arrive at the following:
‖Aˆ‖4L4,∞(M) ≤ C(M,Λ). (269)
Finally, using the convergences in (265), we see that Aˆ is weakly-Coulomb. Define si : M → P by
Θi ◦ si = 1. Now one could verify in the same way as in (149) that, upon a subsequence, si → s0 weakly
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in W 1,2 for some section s0 : M → P , and that s∗0A = Aˆ. To sum up, we find a global section s0 for A
such that d∗(s∗0A) = 0 weakly. Moreover, away from finitely (and indeed controllably) many singularities
s∗0A is L
4 integrable. Most significantly, s∗0A admits the desired L4,∞ estimate. This completes the proof
of Theorem 1.2.
APPENDIX
We prove the fact mentioned in Remark 1.2; namely, the new space L4,∞ possesses the property of being
weaker than L4 while stronger than L4−ǫ for all ǫ > 0. The following lemma is sufficient to conclude the
inequalities (3):
Lemma 9.1. Let u be a measurable function defined on a bounded Riemannian domain (U, g) with the
diameter diam(U) ≤ 1, the sectional curvature secg ≤ 1/100, and the injectivity radius injg ≥ 10. Then
there exist C0 > 0, and C(ǫ) > 0 for every small ǫ > 0, such that:ˆ
U
|u|4−ǫ ≤ C(ǫ)‖u‖4L4,∞(U),
‖u‖L4,∞(U) ≤ C0‖u‖L4(U).
(270)
Proof. Let us assume the right hand side of the first inequality in (270) to be finite. Fix ǫ. Consider a Vitali
cover of U given by {Bri(xi)}i, where ri = su(xi) and {Bri/5(xi)}i are disjoint. We haveˆ
U
|u|4−ǫ ≤
∑
i
ˆ
Bri (xi)
|u|4−ǫ ≤
∑
i
( ˆ
Bri (xi)
|u|4) 4−ǫ4 (
ˆ
Bri(xi)
1
) ǫ
4
≤ C
∑
i
rǫi = C
∑
k≥0
∑
ri∈[2−k−1,2−k)
rǫi ≤ C
∑
k≥0
Nk,ǫ2
−kǫ,
(271)
where Nk,ǫ is the number of ris that lie in [2
−k−1, 2−k). From Definition 6.3 it is easy to verify that
rxj
4
≤ rxi ≤ 4rxj , (272)
whenever Bri(xi) ∩Brj(xj) is non-empty. Due to (272), for each ri ∈ [2−k−1, 2−k) it holds
B ri
5
(xi) ⊆ {x : su(x) < 5ri} ⊆ {x : su(x) < 5 · 2−k}. (273)
Thus by the disjointness of {Bri/5(xi)}i we have
Nk,ǫ2
−4(k+1)5−4 ≤
∑
ri∈[2−k−1,2−k)
(
ri
5
)4 ≤ |{x : su(x) < 5 · 2−k}|. (274)
By definition, we have
(5 · 2−k)−4|{x : su(x) < 5 · 2−k}| ≤ ‖u‖4L4,∞(U). (275)
Therefore the following holds:
Nk,ǫ ≤ 108‖u‖4L4,∞(U). (276)
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Insert this back to (271) we obtainˆ
U
|u|4−ǫ ≤ C‖u‖4L4,∞(U)
∑
k≥0
2−kǫ ≤ C(ǫ)‖u‖4L4,∞(U). (277)
This concludes the first inequality in (270). Now we start to prove the second, whose right hand side
is also assumed to be finite, for otherwise nothing needs to be proved. For each α > 0 cover the set
{x : su(x) ≤ α/6} by a (finite) Vitali cover {Bα(xi)}Mi=1 with {Bα/3(xi)}Mi=1 being disjoint. Using the
disjointness and Definition 1, we haveˆ
U
|u|4 ≥
∑
i
ˆ
Bα
3
(xi)
|u|4 ≥M. (278)
On the other hand by the covering property we have
M · α4 ≥ |{x : su(x) ≤ α/6}|. (279)
Therefore, by Definition 1 we obtain
M ≥ α−4 · |{x : su(x) ≤ α/6}| ≥ 6−4‖u‖4L4,∞(U). (280)
Combining (280) with (278), we see that
‖u‖4L4,∞(U) ≤ 64
ˆ
U
|u|4, (281)
which proves the second inequality in (270). 
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