Abstract-This paper presents the architecture and implementation of a tele-presence wheelchair based on tele-presence robot, intelligent wheelchair, and smart pad TIUI technologies. The tele-presence wheelchair is just a commercial electric wheelchair equipped with a tele-presence interaction system. The tele-presence interaction system is an add-on module which consists of three parts: tele-presence, tele-operation imaging, and user interface. The tele-presence part is mounted on the front of the wheelchair for an elderly person to communicate with family members through video and voice. The tele-operation imaging part captures the live video for tele-operation and semi-autonomous navigation. The user interface developed in our lab for a smart pad [12] is the TIUI, which allows an operator to directly touch and push the wheelchair's image in the live video of a remote environment as him/her to do in the presence. This paper also discusses the preliminary evaluation of the user experience.
I. INTRODUCTION
Wheelchairs are powerful assistant devices for elderly people to have mobility. Wheelchairs have evolved from manual wheelchairs (MW), electric wheelchairs (EW), to intelligent wheelchairs (IW) (or robotic wheelchair, smart wheelchair) [1] [5] . Intelligent wheelchairs improve the traditional Wheelchair features with navigation capability and automatic adaptation of the interface to an operator or a user [22] [5] [1] . Intelligent wheelchairs commonly set three operation modes: manual mode, electric mode, and intelligent mode. And it is easy to switch among the three modes for different users and different cases. In this paper, we present a tele-presence wheelchair (TW) which is working in the fourth operation mode, called tele-presence mode. This mode allows an operator (family member or caregiver) to use a pad to tele-operate the wheelchair in anywhere as him/her to do in the presence, as shown in Fig.1 .
Our work is motivated by two observations. The first observation is that tele-presence robots have been successfully used in accompanying elderly and disabled people to alleviate loneliness problem and to play etiological role in physical and mental health problems [10] , but existing tele-presence robots do not offer the assistance of mobility for elderly and disabled people. The second observation is that intelligent wheelchairs have received considerable attention in robotics and artificial intelligent communities, but most projects use expensive devices and sophisticated technologies to perform autonomous navigation and adaptable interface to users with (E-mail: {shenjiajun, xubinak47, jiayunde, peimt}@bit.edu.cn).
high cost and heavy training, which blocks intelligent wheelchairs to move into commercialization phrase. Our tele-presence wheelchair is just to add a tele-presence interaction hardware module on an electric wheelchair with very low cost and high safety, and assist elderly people's mobility as well as the embodiment of family members or caregivers to accompany them.
This paper presents the architecture and implementation of the tele-presence wheelchair based on tele-presence robot, intelligent wheelchair, and smart pad TIUI technologies. The tele-presence wheelchair is just a commercial electric wheelchair equipped with a tele-presence interaction system which consists of three parts: tele-presence, tele-operation imaging, and user interface. The tele-presence part is mounted on the front of the wheelchair for an elderly person to communicate video and voice with the other family members. The tele-operation imaging part contains a front-facing camera (F-F Cam) and a down-facing camera (D-F Cam). The F-F Cam is used to capture the live video of a remote environment for a user to recognize the objects for tele-interaction, and the D-F Cam to capture the live video of the robot around for a user to tele-operate the wheelchair. The user interface is the TIUI, which is an abbreviation of touching live-video-image user interface for a smart pad which is developed in our lab [12] . The TIUI on a smart pad allows an operator to directly touch and push the live video images of a tele-presence wheelchair in a remote location as him/her to do in the presence. The tele-presence wheelchair can be easily tele-operated by any user, especially novice users, and will be applicable to elderly people aging in place or in nursing home. It is a good solution of the physical limitation of presence i.e. one person cannot be present in two places at the same time has been overturned by tele-presence systems [13] .
II. RELATED WORK
Our world is facing problems associated with an increasing elderly population. It was found that activities concerning mobility, self-care, and interpersonal interaction & relationships are most threatening with regard to the independent living of the elderly [16] . In order to maintain the quality of home care for the elderly, assistive robots and other technologies have been given increased attention to support the care and independence of elderly people [1] . Our wheelchair is one of such robots and related to tele-presence robot and intelligent wheelchair technologies.
A. Tele-presence robots
A tele-presence robot is a mobile robot incorporating a video conferencing device installed on it and provides a more flexible tele-presence experience by allowing participants to have some degree of mobility in the remote environment [15] .
One of the important application domains for tele-presence robots is elderly care and health care, where tele-presence robots can be profitable and contribute to the prevention of problems related to loneliness and social isolation [6] .
Boissy et al [2] presented the concept of a tele-presence robot in home care for elderly people in 2007, and their qualitative research identified potential applications where older people might use such a robot, such as to connect with family members. In 2007, Tsai et al [23] also developed a tele-presence robot to allow elderly people at home to communicate with the family members or caregivers. They found that the tele-presence robot enabled elderly people to regard the tele-presence robot as a representation of the robot operator, for example family members or caregivers, Nowadays, commercial available tele-presence robots include the Giraff [8] and VGo [25] , designed specifically for elderly and disabled people. There are many other general tele-presence robots available to provide facilities in nursing homes and health care [15] . But so far, none of tele-presence robots takes into account the mobility of elderly or disabled people, which is one of the most important daily life activity. Another critical issue is the interface which is typically designed for tele-operation on desktop computer with keyboard or mouse and needs specific training for a user. This interface is not suitable for a user in any place to access the system to tele-operate the robot via smart mobile devices, such as pads and smartphones popular used today.
B. Intelligent wheelchairs
Intelligent wheelchairs (IW) or smart wheelchairs to help the mobility of elderly and disabled people were introduced in the 1980s [17] [5] . Simpson et al [22] and Faria [7] provide two comprehensive reviews of intelligent wheelchairs. Typically, an IW is controlled by a computer which can perform the perception of the environments around the wheelchair through many sensors by using intelligent algorithms [22] .
User-machine interface and autonomous navigation are two of the most important techniques in developing intelligent wheelchairs. The interface consists of not only conventional wheelchair joystick, but also controls based on voice, facial expressions, gaze, body action, and multimodal perception [8] . Another emerging interface is brain-based control and has received a significant attention [22] . Autonomous navigation mainly ensures the wheelchair's safety, flexibility, and obstacle avoidance capabilities based on many sensors and high powerful computation. Most autonomous navigation techniques of intelligent wheelchairs have been derived from autonomous robot technologies. Recent work includes wheelchair navigation based on artificial intelligence (AI) and advanced computing technologies [9] [19], obstacle-avoidance [4] , and automatic target tracking [5] . But so far there are few intelligent wheelchairs commercial available and still need long time to overcome the limitation and challenges such as the adaption, safety and cost, especially expensive sensors and complicated environments [10] [14] [24] .
Our tele-presence wheelchair is just an electric wheelchair equipped with a tele-presence interaction hardware with very low cost and high safety. It can assist elderly people's mobility as well as the embodiment of family members or caregivers to accompany them. Through our user interface TIUI, any user can easily tele-operate the wheelchair without training.
III. SYSTEM OVERVIEW Our tele-presence wheelchair simply combines a commercial electric wheelchair and a tele-presence interaction system, linked by a joystick interface. Fig.2 shows the prototype of the tele-presence wheelchair developed in our lab. We define the space in which the tele-presence wheelchair moves as the presence space, and the space in which an operator (family member or caregiver) operates the wheelchair as the operation space. Fig.3 shows the architecture of the tele-presence wheelchair, where the two spaces are connected by Wi-Fi internet.
The tele-presence interaction system consists of three parts: tele-presence, tele-operation imaging, and user interface. The tele-presence part is mounted on the front of the wheelchair for an elderly person to communicate with family members through video and voice. The tele-presence is realized by a Web-Cam, a microphone, a speaker, and a light LCD screen, and makes an elderly person experience the presence of his/her family members in the presence. The tele-operation imaging part uses F-F Cam to capture the live video of the environment for a user to recognize the objects in the presence space for tele-interaction, and D-F Cam to capture the live video of the ground around robot for a user to tele-operate the wheelchair. Both the F-F Cam and D-F Cam are mounted on the Pan-Tilt platform hold on the vertical lifting post.
Existing systems often use two live video windows respectively from the F-F Cam and D-F Cam as user interface. We found in our testing system that the two windows would introduce some confusion over a presence space, which makes a user to feel missing some views of a presence space, and often change his or her focus between the two windows. Fortunately, the two views from the two cameras in a presence space are overlapping and can be easily stitched as one view for producing one live video streaming and displaying in one window. We discuss the detail of live video images produced by stitching the two images from the F-F Cam and D-F Cam in Section 4.
The on-board computer performs live video acquisition through the F-F Cam and D-F Cam, and stitching of the two videos for use of the TIUI. Moreover, the computer also compresses the large original images for elevating limit bandwidth of network communication.
The user interface of the tele-presence wheelchair is located in the operation space where an operator uses a pad or tablet to tele-operate the wheelchair. We use the TIUI as the user interface in the operation space to drive the wheelchair. The TIUI is developed in our lab for tele-presence robots and submitted to another conference [12] .
As mentioned above, a live video image for the TIUI can be divided into the upper part from the F-F Cam and the lower part from the D-F Cam. It implies that in a live video image, the context of the upper part is focusing on objects we are going to interact with, and the context of the lower part is on the ground for navigation.
In our system, we use three gestures to operate the wheelchair and to interact with the presence space, as shown in Fig.4 . In our daily life, we can use our one-finger and two-finger to operate almost all the device panel or interface as most of them contain switches, buttons, and sliders. As for a joystick, it can be regarded as a combination of multiple buttons or a track-point of a ThinkPad computer. We can use one-finger and two-finger gestures to operate most common devices of daily life in a remote environment.
 We use one-finger gestures on the lower part of the live video image (Fig.4b) to tele-drive the wheelchair to move forward and backward, and turn left and right, where the red circle on the low part is a virtual "track 
. Illustration of a live video image on the TIUI (c) by stitching F-F Cam image (a) and D-F Cam image (b)
point" of the wheelchair, similar to the joystick of a commercial electric wheelchair.
 We use one-finger gestures on the upper part of the live video image (Fig.4c) to interact with objects in the presence space, such as doors, elevators, or vehicles.
 We use two-finger gestures to control the tele-operation imaging device (Pan-Tilt cameras) of the wheelchair to look around or lift up and down to change the height of the camera (Fig 4d) .
The gestures are simple and natural, and easily understood and performed by any user, especially novice users.
IV. STITCHING LIVE VIDEO STREAMS FOR USER INTERFACE
The F-F camera is used to capture the live video of objects in the remote space for positioning, tracking, and recognition. The D-F camera is used to capture the live video of the ground the robot moves on for navigation. The D-F camera is much more important for the user to remotely operate the wheelchair. The D-F camera uses a wide angle lens to acquire rich navigation information around the wheelchair. The user interface of existing systems often involves two live video windows respectively from the F-F camera and D-F camera. We found in our testing system that the two windows would introduce some confusion over the remote space, which makes the user feeling missing some views of the remote space. Fortunately, the two views from the two cameras in the remote space are overlapping and can be easily stitched as a big view to produce one live video window. Figure 5 demonstrates an example of the live video image produced by stitching the two images from the two cameras. overlapping and the overlapping areas can be used to stitching the two images to have a broad view of the remote space. We use similar method as [28] to stitch the two images, but we use SURF instead of SIFT to do the feature matching since SURF is more efficient than SIFT. Fig 5 (c) shows the stitched image.
V. SEMI-AUTONOMOUS NAVIGATION
Suppose the operator wants to control the wheelchair to traverse a doorway on the left. The operator needs to use the "turn left" gesture to control the wheelchair to turn left. The wheelchair may turn too left, then the operator needs to use the "turn right" gesture to adjust the moving direction of the wheelchair. This may repeat several times, which will make the operator and the person in the wheelchair feel uncomfortable.
We propose a semi-autonomous navigation method to enable the operator to operate the wheelchair more efficiently and give the person in the wheelchair a good experience. First, the doors in the environment are detected automatically, and wheelchair trajectory are predicted according to the operator's input and the environment. Then the operator can control the wheelchair to move along the predicted trajectory without the need of using very precise gestures.
The doors in the environment are detected by combining edge and corner features [29] . After the doors are detected, the operator can choose the door to enter by gestures. When the operator uses "move forward" gesture, the door in front of the wheelchair will be selected. When the operator uses "turn left" gesture, the door on the left will be selected. If there are two or more doors on the left, the door on the far left will be selected and the operator can switch to the next door in anticlockwise order by using "turn left" gesture again.
After the door is selected, the trajectory is predicted. The safest way to traverse a doorway is vertical to the door and pass from the midpoint of the door. The Bé zier curve is used to predict the trajectory. As shown in figure 6 , the start point (P0) is wheelchair and the end point (P3) is the midpoint of the door. The other two curve points P1 and P2 are selected as follows: P1P0 is perpendicular to the wheelchair and P2P3 is perpendicular to the door. Suppose angle between the door and the horizontal line is θ, and the distance between P1 and P0 is l, then l can be determined by lK   Then the trajectory can be predicted by
The operator can control the wheelchair to move along the predicted trajectory by using "approximate" gestures. For example, for the trajectory in figure 6 , the operator can just use "turn right" gesture to control the wheelchair move alone the predicted trajectory without worrying about the wheelchair turning too right. When the operator uses gestures other than "turn right", the trajectory will be aborted and the wheelchair will move according to the operator's gesture.
VI. PRELIMINARY EVALUATION

A. Wheelchair experience
We recruited 10 able-bodied volunteers (5 males, 5 females) to participate in the experiment to evaluate that our system can remotely do the same thing as someone pushing a wheelchair in the presence. They alternately play the role of operator and the person sits in the wheelchair. Each one experiences the two roles once, then fills in a brief questionnaire.
In order to simulate the environments wheelchairs mostly used in, we set a room like the normal home environment shown as Figure 7 . There is a door, a suit of sofa, a desk with chairs around it and a window. Each participant completed two sessions continuously. During the first session, one participant sits in the wheelchair and another participant moves the wheelchair using handles in the back, like the upper part of Figure 7 . The operator should moves the wheelchair to follow the path (Figure 7 A: door in B: lamp C: sofa D: window E: desk D: door out) and back to the start point. During the second session, the same participant sits in the wheelchair and the same one moves the wheelchair. But in this time the operator uses a smart pad to move the wheelchair in another room to follow the same path, just like the lower part of Figure 7 . The time used during the two sessions are recorded and converted to a 4 score format (the less time used, the score is higher).
After the experience task is completed, the participants fill questionnaires to give us the feedback about the difficulty, comfort and safety of our system. Participants were asked questions like following: "How do you feel about the difficulty of the operation?" They rated their attitudes ranging from 1(described very poor) to 4 (describes very well). Figure  8 shows the comparison results. The score of feedback describes how well the tele-operation can replace the presence operation. The images on the tele-presence wheelchair screen were rated to calculate an average score of how well the participant presented herself or himself in terms of the quality of the operator's on-screen appearance.
The time used in the two operation modes is almost the same, and the result shows that it is easy for operators to use gestures to operate the wheelchair. The TIUI we designed is well accepted. The participants think that the tele-presence system can't totally do the same thing as actually in the presence, but can do most things remotely. When the participants sit in the wheelchair, they have almost the same feeling that someone is with them. It's the first time for the participants to tele-operate a wheelchair. The appearance on their faces showed that they were excited. The participants indicate that the safety is not very good, that is what should be improved lately. Synthetically, the tele-presence wheelchair we designed is widely accepted.
B. Navigation system evaluation
Ten different doors around the office of our lab are used to evaluate the semi-autonomous navigation method. Four kinds of doorway configurations, which are commonly encountered in daily life, are employed to test the navigation method, and each configuration is tested with several different offset angles. The four configurations are: A: one doorway in the scene; B: two doorways in the scene; C: 3 doorways in the scene; D: more than 3 doorways in the scene.
The performance consists of 5 parts: door detection, door selection, trajectory prediction, difference between real trajectory and predicted trajectory, and the running time (not longer than doing the same task without semi-autonomous navigation). If the 5 parts are all done well, the performance is perfect, if more than 3 parts are done well, the performance is good, and otherwise, the performance is bad. The result is presented in table 1. It shows that the semi-autonomous navigation method performs well in most cases. With the increase of the doors number, the performance decreases as some doors are miss detected. Figure 9 presents the influence of the variable offset angles (angle between the door and the horizontal line) to the performance of system. Time difference is the time saved by using navigation system. When the offset angle is small, the wheelchair can enter the door easily, and the difference between with and without semi-autonomous navigation is very small. As the offset angle becomes bigger, the advantage of semi-autonomous navigation is more obvious. The operator can control the wheelchair to pass the door more easily with the semi-autonomous navigation. When the offset angle is bigger than 90 degree, the time it takes to complete the task is much less than it takes without navigation. So our algorithm really benefits the experience of operating a wheelchair remotely.
VII. CONCLUSION
This paper presents the architecture and implementation of a tele-presence wheelchair based on tele-presence robot, intelligent wheelchair, and smart pad TIUI technologies. The tele-presence wheelchair is just a commercial electric wheelchair equipped with a tele-presence interaction system. The tele-presence interaction system is an add-on module which consists of three parts: tele-presence, tele-operation imaging, and user interface. The tele-presence part is mounted on the front of the wheelchair for an elderly person to communicate with family members through video and voice. The tele-operation imaging part captures the live video for tele-operation and semi-autonomous navigation. The user interface developed in our lab for a smart pad [12] is the TIUI, which allows an operator to directly touch and push the wheelchair's image in the live video of a remote environment as him/her to do in the presence. This paper also discusses the preliminary evaluation of the user experience.
