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Abstract-Hybrid acoustic prediction combines the use of unsteady computational fluid dynam- 
ics for calculating the properties of acoustic sources with some form of Lighthill’s acoustic analogy to 
calculate the resulting far-field noise radiation. This approach avoids some of the difficult issues in- 
volved in computing both the acoustic sources and the acoustic propagation in a single computation. 
However, hybrid acoustic prediction still faces numerous uncertainties associated with the compu- 
tation of the properties of the acoustic sources, and the coupling of the noise-source computation 
with the acoustic propagation computation. Several of these uncertainties are discussed, including 
examples where some of the issues have been successfully resolved. @ 2003 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Today, noise reduction is an important part of product design in the transportation industries. 
Automobiles, trains, and airplanes all produce noise that disturbs passengers, operators, and the 
surrounding community. In the case of aircraft noise, the success in reducing the noise from 
the propulsion system over the past 30 years has meant that the aerodynamic noise from the 
unsteady turbulent flow over the aircraft surfaces (called airframe noise) now accounts for a 
significant proportion of the total noise. 
To address the noise issues at the source in the design stage, before these issues become design 
problems, designers need to become more familiar with the modern methods for aerodynamic 
noise prediction, and have a better appreciation of the combination of computational techniques 
and experiment that are used to formulate these methods. For configurations similar to previous 
designs, empirical design methods will continue to be important. However, the market push 
for innovation is likely to move future designs into the realm for which established noise design 
curves do not apply. To successfully predict noise in these circumstances, prediction methods 
need to include models of noise sources based more on fundamental physics than is embodied in 
an empiricai method based largely on curve fits to an experimental dataset. 
Ideally, “aerodynamic noise should be computed by accurately solving the full compressible 
flow equations in a domain that includes both the aerodynamic noise source and the observer 
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of the noise. Various aspects of the methodologies that focus on achieving such an ambitious 
goal are discussed by Tam [l] H owever, in most practical cases, approximations need to be 
introduced to enable results to be obtained without requiring excessive computational resources. 
Even with appropriate approximations, the theoretical and computational techniques employed 
are very demanding on available facilities. Aerodynamic noise prediction requires the time- 
accurate computation of the noise generation and its propagation from the unsteady and generally 
turbulent flow field. 
In the methods discussed in this paper, concentration is placed on the noise characteristics 
received by an observer in the far field of the noise source, as, for instance, an aircraft flying past 
an observer at ground level. Such methods involve not only the detailed understanding of the 
flow physics accompanying the noise sources, but also the complex propagation characteristics 
of the emerging sound field from the flow. The methods should resolve the sound as it suffers 
refraction, diffraction, and scattering during its transmission through the flow. To distinguish 
the computational techniques that are used to predict aerodynamic noise from more conventional 
computational fluid dynamics, the term computational aeroacoustics (CAA) is normally used. 
The combined computation of both the detailed noise sources and the resulting acoustic propa- 
gation external to the flow field is currently impractical for most problems of engineering interest. 
Because important noise sources in subsonic flows are typically generated in the vicinity of irreg- 
ularly shaped solid bodies, the computation of the noise sources requires a numerical approach 
suitable for complex geometries. Curvilinear grids with mesh concentrations in the vicinity of 
strong gradients of the fluid flow are preferred. Such codes typically include some dissipative 
means to stabilize the numerics. The stabilization helps make the codes useful for a wider ar- 
ray of practical applications than they might otherwise be able to handle. In contrast, codes 
that directly compute acoustic propagation over many wavelengths require that dissipation and 
dispersion be minimized. The computation of acoustic propagation is most easily accomplished 
on a uniform grid, with little or no numerical stabilization. Such methods are difficult to use in 
complex geometries, and tend to be very sensitive to the details in the implementation of the 
boundary conditions. The early development of CAA methodology was based on unsteady flow 
fields and was focused on improved methods involving more accurate boundary conditions. How- 
ever, these methods were found unsuitable for use when the unsteady flow fields were turbulent 
because of the need to resolve the necessary large range of length scales in the turbulent flow. 
Today, the computation of the aerodynamic noise radiated from a given source of unsteady 
turbulent flow can be performed with a variety of hybrid approaches that exploit Lighthill’s 
acoustic analogy [2]. A caustic analogies are discussed in more detail in Section 2.2. Here, we 
mention only that in the acoustic analogies, the noise-producing turbulent flow field is split into a 
relatively small, finite volume assumed to contain all the noise sources and a much larger external 
region free of sources. The only fluid motion in the larger external region is that caused by,sound 
waves. In the acoustic analogy, the sound pressure in the source-free region occupied by the 
observers is governed by an inhomogeneous acoustic wave equation, which has a formal analytic 
solution when the source distribution is known. The actual numeric value of the sound pressure at 
any particular-observer position is obtained by a relatively inexpensive integration. The forcing 
is determined from the flow in the region that contains the noise sources. In hybrid techniques, 
unsteady computational fluid dynamics methods are used to accurately compute the space-time 
properties of the flow in a region that contains all the equivalent noise sources. The strength and 
distribution of these equivalent noise sources are found from the results of this computation. These 
equivalent noise sources are then used as input to a propagation equation solver that calculates 
the sound pressure at the observer position in the far field. This approach relies on having a 
time-accurate flow solution only in the noise-producing region, and therefore, is far less costly 
than accurately computing the sound radiation all the way to any observer positions. However, 
computing the flow accurately in the noise-producing region can be difficult. Resolving all of 
the relevant time and length scales can be computationally expensive. Furthermore, boundary 
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conditions require special attention, to ensure that nonphysical reflections from the boundary and 
the grid do not contaminate the solution. 
Implementation of the hybrid methodology raises additional issues. Progress has been achieved 
by alternating between contrived test problems that seek to resolve specific issues and real appli- 
cations that illuminate the issues that need further study. 
Section 2 starts with a short discussion of the basic fluid-dynamic equations used to compute the 
equivalent noise sources. We follow that with an introduction to acoustic analogies. In Section 3, 
we introduce the hybrid noise-prediction schemes and then focus on some of our experiences in 
which hybrid methods have been used to predict noise. Finally, we conclude in Section 4 with a 
summary of what we think we understand and what issues still need to be addressed. 
We conclude this introduction with a warning. The field of aeroacoustics is far from being 
a mature science. In spite of the impact of the computer in recent years to complement the 
use of experiment in the determination of the turbulent-flow noise-generating mechanisms, much 
remains to be learned. To assume that in the near future all aerodynamic noise prediction will 
be based on computational methods would ignore the extrsordinarily difficult realities of such 
calculations. Aeroacoustics and its applications to the design of quieter aircraft will remain the 
goal of a combined experimental and computational effort. The prediction and reduction of the 
external noise of an aircraft will remain an extremely complex process and demands the closest 
collaboration between the experimentalist, using all the resources and techniques available, and 
the theorist/computationalist effort centered on CAA. 
2. BASIC PRINCIPLES 
In this section, we briefly review the underlying compressible fluid-dynamic equations used and 
then introduce the concept of acoustic analogies. 
2.1. Fluid Dynamics 
The field of fluid mechanics is based on the fundamental physical principles of the conservation 
of mass, momentum, and energy. A more thorough treatment can be found in [3,4], or any of a 
number of other texts on fluid mechanics. Here, we just summarize some important aspects. 
The conservation of mass is expressed mathematically in the continuity equation. With the 
assumption that the flow does not contain any mass sources or sinks, the continuity equation is 
written as 
(1) 
where p is the density of the fluid, ui is the velocity in the i direction, t is the time variable, 
and xi is the spatial coordinate in the i direction. Summation over repeated indices is assumed 
in this paper. 
Conservation of momentum is written a.9 
apui + +wj) -- at aXj =-$+$+B,, t 3 
where p is the pressure, aij is the viscous stress tensor, and Bi is a body force in the i direction. 
Here, we will neglect the body force. In addition, we will assume a Newtonian fluid that obeys 
Stokes’s hypothesis; therefore, the viscous stress tensor is 
where p is the dynamic viscosity of the fluid and 6ij is the Kronecker delta. 
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The thermal energy conservation equation can take many forms, one of which is 
(4) 
where h = e + p/p is the enthalpy with e the internal energy, T is the temperature, and K is the 
thermal diffusivity. 
Thermodynamic relations couple the internal energy, the temperature, the pressure, and the 
density. For a perfect gas, 
P = PRT, (5) 
where R = C, - C, is the gas constant, C, = e/T is the specific heat at constant volume, and 
C, = h/T is the specific heat at constant pressure. 
Many engineering flows are characterized by two nondimensional parameters: the Mach number 
A40 z Uc/cc and the Reynolds number Re = UsLcpc/pc. In these parameters, Uc is a velocity 
scale in the flow and Lo is a length scale. The reference density, viscosity, and sound speed are 
denoted ~0, ~0, and cc, respectively. Typically, freestream values are chosen as the reference 
quantities. The Mach number is a measure of the compressibility of the flow. Often flows 
with a peak Mach number in the range between 0 and about 0.3 are largely insensitive to Mach 
number, although many practical flows at low Mach number are not entirely free of compressibility 
effects. The Reynolds number represents a ratio of inertial forces to viscous forces. In a typical 
aerodynamic flow past a body, the Reynolds number is based on velocity and length scales equal 
to the freestream velocity and the body length, respectively. With these scales, Reynolds numbers 
typically range from lo4 for a small bird in flight to 10’ for a large civil airplane in cruise. 
Aerodynamic flows over streamlined bodies with Reynolds numbers less than about 5 x lo5 are 
generally laminar in nature. Laminar flows are characterized by smooth, regular streamlines. For 
flows in which the Reynolds number exceeds about 5 x 105, a transition from laminar to turbulent 
flow typically occurs. The resulting turbulent flow is characterized by unsteady, three-dimensional 
swirling motions called eddies. Eddies of many different sizes are common in turbulent flows. 
The largest eddies interact most strongly with the mean flow and extract kinetic energy from it. 
Intermediate-sized eddies drain kinetic energy from the largest eddies and supply kinetic energy 
to the smallest eddies. The kinetic energy is ultimately dissipated as heat in the smallest eddies, 
which are characterized by velocity and length scales that correspond to a local eddy Reynolds 
number near unity. When the global Reynolds number of the flow is large, the flow contains 
turbulent eddies that span a large range of size scales, from the large scales that determine the 
bulk fluid dynamic forces, to the small scales at which the fluid motions dissipate as heat. 
In practice, resolving equations (l)-(4) numerically becomes exceedingly expensive, especially 
in cases where the Reynolds number is large. Numerical computations intended to resolve all 
the scales are known as direct numerical simulations (DNS). DNS are usually reserved for basic 
research projects in which the output of the simulation helps clarify physical mechanisms and/or 
forms the basis for modelling the flow. Because of the computational cost, DNS is restricted 
practically to cases in which the Reynolds number is small, and hence, the range of turbulent 
length scales is very small and unrepresentative of most practical flows in aeronautics. Somewhat 
less expensive than DNS are large-eddy simulations (LES), in which the unresolved smallest 
scales of the turbulence are modelled and the large turbulent scales are simulated. An important 
characteristic of LES is that the model used for the small scales depends explicitly on the grid. As 
the grid resolution is increased in an LES, the effect of the model for the small scales diminishes. 
LES is used for a wider range of Reynolds numbers than DNS, but is still largely a research- 
oriented computation. 
Most engineering calculations today rely on splitting each independent flow variable g into a 
time average 3 and a fluctuation about the mean g’ such that 
g=g+g’ 
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The time average of a fluctuating quantity is zero. The split variables are introduced into equa- 
tions (l), (2), and (4), and the equations are averaged to remove terms that are linear in the 
fluctuating quantities, because their average is zero. The averaging process is known as a Reynolds 
average and the resultant equations are known as the Reynolds-averaged Navier-Stokes (RANS) 
equations. For simplicity, averages of flow quantities involving the fluctuating density, such as p’u: 
-7 and p’uiui , will be neglected here. Neglecting these terms is permissible whenever ]p ui ] <( ]p~li 1, 
which is typical in low-speed, unheated subsonic flows. (For other cases, either a Favre aver- 
age [5] or.some additional modelling should be considered.) The Reynolds-averaged momentum 
equation is written as 
a(@iifij) a?s 
axj =-Q- 
a(Tij + dij) 
axj ’ (7) 
where ?Q E --jiu~u~ is the Reynolds stress. To close the equations, a turbulence model is required 
to relate ?ij to the mean flow variables. 
A detailed discussion of turbulence models is beyond the scope of this work. However, some 
discussion of this topic is warranted, if only to illustrate the complexity of the subject. 
A common assumption made in turbulence modelling is that the deviatoric portion of the 
Reynolds stress tensor is proportional to the strain rate of the mean flow; i.e., 
where Sij = l/2(% + 2) is the mean flow strain rate and the proportionality parameter vt 
is known as the turbulent, or eddy, viscosity. This approximation (known as the Boussinesq 
approximation) works well in simple shear flows, but breaks down in more complex geometries 
(e.g., in square ducts, and when the flow is separated from solid walls). Nevertheless, the pro- 
portionality assumption is convenient because it reduces the turbulence modelling problem to 
the determination of the scalar quantity vt, rather than the tensor 7ij. In incompressible flows, 
the rate of dilatation sk;r, E $$ is identically zero. The second term on the left of equation (8) 
ensures that the trace of the equation is zero without requiring Fkk to be zero. Although the 
instantaneous value of the rate of dilatation is important for acoustics, its mean value is typically 
not important for turbulence modelling except at very high speeds. 
Turbulence models are often classified by the number of additional transport equations used 
to determine vt. Algebraic models, such as the Baldwin-Lomax model [6], do not require the 
solution of any additional transport equations and are sometimes called zero-equation models. 
A common one-equation model developed by Spalart and Allmaras [7] directly solves a single 
extra transport equation for the eddy viscosity. Two-equation models require the solution of two 
additional transport equations: typically one for the mean turbulent kinetic energy f = u:u’,/2 
and another for Z, the mean dissipation rate of turbulent kinetic energy. (The overbars are 
not typically included on k and E in most texts. Here, we retain the overbars so that we can 
later distinguish the mean quantities from short-time average quantities.) The eddy viscosity 
is then determined as vt = C,f,~2/~ where C, is a generally constant parameter and f,, is a 
function that accounts in particular for near-wall effects. A variety of different k - E models have 
evolved from the early work of Launder and Spalding [8]. W’l 1 cox [9] has popularized another 
common two-equation model known as the k - w model. In these models w = c/k. More complex 
turbulence models that do not utilize the Boussinesq approximation are available, but their 
greater computational cost has discouraged their widespread use, especially for time-dependent 
calculations. 
Although the choice of turbulence model is often important for obtaining useful results, an 
evaluation of the various turbulence models is beyond the scope of this paper. 
Traditionally, the procedures for solving the RANS equations have focused on obtaining a 
steady-state solution. Almost all turbulence models have been calibrated for this situation. 
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However, time-dependent flow data is needed as input for the acoustic-propagation part of a hy- 
brid acoustic computation. Therefore, unsteady RANS (h ereafter denoted URANS) calculations 
have been performed. 
The question of what turbulence model is appropriate for URANS calculations has not been 
sufficiently explored. Some individuals may contend that no turbulence model that works for 
obtaining a turbulent mean flow can give accurate results for the unsteady flow without modifying 
at least some of the constants in the turbulence model. 
To address this question, we form a triple decomposition of the flow variables, such that 
g = 3 + g’ + g” where g” represents the small eddies that will not be resolved by a URANS 
calculation. By introducing tilde variables, which are short-time averaged quantities defined by 
g = 3 + g” (or equivalently by g = ij + g’), and averaging over times that are long compared 
to the time scales of the double-primed variables, but short compared to the tilde variables, the 
large-scale momentum equation can be written as 
which is the same as equation (7), except for the time derivative term and the change from the 
overbar to the tilde variables. 
Now, consider a generic k - E turbulence model. Assume that an unsteady flow is computed by 
solving equation (9) and its associated mass-conservation, energy-conservation, and turbulence 
modelling equations. This unsteady flow is computed with the same code as is used to solve its 
steady counterpart (i.e., equation (7) and its associated equations), by simply switching on or off 
the time-dependent term. In particular, the same turbulence model as that used to compute i 
and E is used to compute ,& and E. In practice, many flows probably will require some forcing to 
excite the unsteadiness. The issue of forcing will be addressed later. 
In the steady computation, the modelled mean turbulent kinetic energy i is determined by all 
the turbulent fluctuations, and the modelled turbulence dissipation rate c is the rate at which the 
turbulent kinetic energy is dissipated as heat. In the corresponding physical flow, the dissipation 
occurs at the length scales associated with the smallest eddies. For turbulence in equilibrium, 
the rate at which turbulent kinetic energy is dissipated is also the rate at which the mean flow 
provides energy to the turbulence. 
In the unsteady computation, the tilde variables are calculated. Hence, the large unsteady 
scales of turbulent motion are computed, rather than modelled. Because the large eddies contain 
most of the turbulent kinetic energy, the average value of i E u~u~/2 in the unsteady computation 
will be much reduced compared to its value in the steady computation. Therefore, k models only 
the turbulent kinetic energy in the small scale eddies. In fact, we should expect that 
where the left-hand side is calculated from a steady computation and the terms on the right- 
hand side are calculated from an unsteady computation. Hence, the resolved, unsteady motion 
represented by the single-primed terms contributes to the long-time-averaged turbulent kinetic 
energy in an amount sufficient to make up the difference between ~ and k. 
However, the dissipation rate C is determined by the smallest eddies. The smallest eddies in the 
flow are unresolved and therefore are modelled for both the steady and the unsteady calculations. 
The resolution of the large eddies in the unsteady calculation should not affect the rate at which 
energy is dissipated by the smallest eddies. The rate of dissipation must be the same from both 
steady and unsteady calculations. Therefore, on average, E from the unsteady calculation must be 
the same as 5 for the steady calculations. Given the similarity between the steady equation (7) 
and the unsteady equation (9), and assuming that on average equation (10) is correct, then 
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for c 73 Z to hold, similar turbulence models should.be used in both the steady and unsteady 
calculations. Therefore, providing that we stay in the context of an eddy-viscosity model, in the 
case of URANS calculations, at this time we recommend that the turbulence models used be 
substantially unchanged from their steady counterparts, at least for wall-bounded flows. In the 
case of free-shear layers, sufficient experience is lacking. 
For steady flow calculations, the use of an eddy-viscosity model for wall-bounded shear flow 
turbulence is well established. The turbulent kinetic energy and turbulent vorticity equations 
clearly indicate that energy is extracted from the mean flow and eventually is dissipated. The 
eddy-viscosity model provides the overall effect but does not represent the unsteady physical 
processes, and therefore, cannot discriminate between the different scales of turbulence in the 
energy flow path ,and in the life cycle of the turbulent eddies. 
In URANS, the life cycle of the largest eddies is computed. However, unlike a DNS, dissipa- 
tion of the remaining eddies now occurs at a much lower frequency than the true Kolmogorov 
frequency. Ideally, a URANS calculation captures the nearly inviscid evolution of the large-scale 
motion in the shear layer, including its nonlinear distortion. Once nonlinear effects are important, 
energy is transferred from the larger scales to the smaller scales and an equilibrium is established 
such that the growth of the .large-scale structures is limited. The rate of energy transfer to 
the smaller unresolved scales is itself controlled by the turbulence model. In conventional eddy- 
viscosity models, this control is dominated by diffusion. Experience suggests that this exhibits 
too great a damping effect on the large-scale structures and prevents the energy cascade from 
evolving down to the smallest resolved scale, which is of the order of the grid size. To overcome 
this problem, some change is appropriate in the turbulence model. Analysis of the Navier-Stokes 
equations (Lilley, personal communication) suggests that flow body forces (proportional to the 
cross product of velocity and vorticity), and not diffusive effects, are responsible for the nonlin- 
ear saturation of the large eddies. Currently, research is continuing to explore the feasibility of 
incorporating these concepts into a new turbulence model. 
Successful applications of URANS for computing acoustic sources has generally been limited 
to cases in which a clear separation exists between the turbulent eddies that are resolved and are 
responsible for generating noise and the eddies that remain unresolved and are modelled by the 
turbulence model. When a clear scale separation does not exist, the approximations involved in 
URANS are no longer appropriate and the usefulness of the calculation is questionable. Simply 
using a more highly refined grid does not always help. Although a highly resolved URANS calcu- 
lation is sometimes called a large-eddy simulation or, occasionally, a very-large-eddy simulation 
(VLES), this terminology is deceiving. Unlike a true large-eddy simulation, the effect of the 
turbulence model in a URANS calculation does not necessarily diminish as the grid resolution 
increases. Whether the lack of explicit dependence of the turbulence model on the grid resolution 
is important must be determined on a case-by-case basis. 
A more satisfactory approach than URANS is being developed by Spalart [lO,ll]. Spalart’s ap- 
proach is known as detached-eddy simulation (DES). In DES, the turbulence model of a URANS 
calculation is unaltered in the vicinity of a wall, but assumes an explicit dependence on the grid 
in the region away from the wall. This approach allows for the numerical simulation of large-scale 
detached flow structures without the need to resolve the details of the wall flow and should apply 
to all free-shear flows. However, in its current form, DES relies on an eddy viscosity, rather than 
a Aow body force, to limit the growth of the large eddies. 
2.2. Acoustic Analogies 
Aeroacoustics is a subcategory of fluid mechanics, and the deviation of the Lighthill acoustic 
analogy [2] appropriately starts with a consideration of equations (1) and (2). By differentiating 
and rearranging the equations for conservation of mass and momentum, Lighthill obtained a 
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forced wave equation 
6 a257 -- 
at2 
&72p = ---c 
axi axj 1 (11) 
where 
Ttj = puiuj + 6ij (p - c;,) - aij (12) 
is known as the Lighthill stress tensor, CO being the ambient speed of sound. In the Lighthill 
acoustic analogy, the actual flow is replaced by the Tij distribution produced by the actual flow. 
Tij is assumed known either from computation or from experiment. Then, equation (11) governs 
the sound propagation in a uniform acoustic medium at rest, subject to the Tij forcing. If Tij is 
known exactly, including not only the unsteady flow, but also the sound field generated by the 
flow and its interaction with the flow, then the density perturbation p’ = p -.po (where pa is the 
ambient density) has the solution 
47&p’(x, t) = 
J 
1 a’Tij(y, T) dy 
yr dxidxj ’ (13) 
where V is the finite volume of the flow field over which Tij is nonzero, r = Ix-y] is the separation 
distance between the source point y and the observer position x, and r = t - ]x - y]/cc is the 
retarded time. The retarded time accounts for the time required for sound emitted at the source 
point y to propagate to the observer point x. For an observer at x in the far field, the double 
divergence can be approximated with a second time derivative to give 
47rc~p’(x, t) = z$ 
J 
a2Zj (Y, 7) 
at2 dy, v 
where x = m. 
The solution to equation (11) was extended by Curle [12] to include the effects of solid walls at 
rest. Ffowcs Williams and Hawkings [13] (h ereafter referenced as FW-H) further generalized the 
form of the Lighthill acoustic analogy to include moving surfaces. Although the original paper [13] 
simplified the equations by restricting the surfaces to solid boundaries, the extensions of the 
FW-H equation to permeable surfaces has been known since the original derivation. However, 
the utility of the permeable surface form of the FW-H equation has only recently been realized. 
The derivation of the equations for a permeable surface is included in the discussion below. Like 
equation (ll), the FW-H equation is derived directly from the exact equations of conservation of 
mass and momentum. Following Brentner and Farassat [14], the FW-H equation may be written 
in differential form as 
where 0’ E (l/c;)(&) - V2 is the Dalembertian wave operator, f = 0 describes an integration 
surface, f < 0 is inside the integration surface, S(f) is the Dirac delta function, and H(f) is the 
Heaviside function. The quantities U, and L, are defined by 
u.= 1-P V.fpuj 
3 
( > PO 3 PO ’ 
and 
Li = PijAj + pUi(U, -2)n). (18) 
In the above equations, Vi is the velocity of the integration surface f = 0, Aj is the outward 
unit normal to the surface f = 0, and the subscript n indicates a dot product with Aj. In the 
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special case in which the surface f = 0 corresponds to a solid surface, un - v,, = 0 because u,. 
the fluid velocity normal to the solid surface, must be equal to vn, the normal component of the 
velocity of the solid surface. In these equations, Pij refers to the stress tensor with a reference 
pressure subtracted, including contributions from both the pressure and the viscous stresses. In 
the applications discussed here, the viscous stresses on the surface f = 0 are small compared 
to the contribution from the pressure; therefore, the approximation Pij = p’6ij (where p’ is the 
pressure difference from the reference pressure) is often sufficient. This approximation does not 
imply that viscous stresses in the source region (the volume where f < 0) can be neglected. 
However, viscous stresses on the surface that separates the region of flow (f < 0) from the region 
of acoustic propagation (f > 0) can often be neglected. 
An integral solution to the FW-H equation (15) can be written in a manner similar to formu- 
lation 1A of Farassat [15,16], 
where 
P’(X, t) = &(x,t) + #&(x7 t) + &(x7 G, (19) 
and 
(21) +L J [ L&-A& + C(MP - 2)) co f=O r2(1 - MT)3 1 dS + pgc,t). ret 
Here, the subscript “ret” indicates that the quantity is evaluated at the retarded time, the dot 
indicates a time derivative, and L M = LiMi where Mi = vi/~ is referred to as the acoustic Mach 
number because it is based on the reference speed of sound ~0. The vector ri extends from a source 
point on the surface to the observer, r = m is the length of that vector, and the subscript T 
indicates a dot product with ri/r. Therefore, MT = Mirilr and L, = Lg-i/r. This formulation 
allows the integration surface f = 0 to move and deform, so ri is the time derivative of the surface 
normal. The term pl,(x, t) is typically called the quadrupole term. Its exact calculation requires a 
volumetric integration of equation (13) over the volume V where V is the region of nonzero & 
exterior to the integration surface f = 0. The use of a permeable, or flow-through, integration 
surface gives the user a great deal of freedom in choosing the details of the integration surface. 
With an appropriate choice of integration surface, pb often can be approximated efficiently (e.g., 
see [17]) or, more often, simply neglected with little loss in accuracy. 
A similar approach involves the Kirchhoff equation, originally derived for electromagnetic wave 
theory. Although not an acoustic analogy in the Lighthill sense, the Kirchhoff equation has been 
used like one. Similar to the FW-H equation, the Kirchhoff equation is a wave equation forced 
by terms evaluated on an integration surface. However, in contrast to the FW-H equation, which 
is derived from conservation of mass and momentum, the Kirchhoff equation is derived from the 
wave equation. Therefore, the Kirchhoff equation is valid in the region of the flow where the 
wave equation is the appropriate governing equation. As shown by Brentner and Farassat [14], 
the FW-H equation can be rewritten in a form similar to the Kirchhoff equation with additional 
terms on the right-hand side. These additional terms are negligible in regions where the wave 
equation is the appropriate governing equation, but not in any region near a source flow field. 
3. HYBRID NOISE COMPUTATIONS 
In hybrid noise computations, a judgment must first be made as to where the dominant sources 
of sound exist within the total unsteady flow field. The latter may be extensive, but a large portion 
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of it will normally be quiescent. The unsteady flow field must then be accurately computed within 
a region containing the sources. Ideally, this region extends to a surface where the flow field is 
completely uniform and where boundary conditions on this surface can be accurately defined. 
(In practice, the region rarely extends to where the flow field is uniform. Some of the errors 
generated by the introduction of the integration surface into a region of nonuniform flow are 
discussed below.) With accurate information of the flow within the region, the acoustic analogy 
then replaces the flow with an equivalent time-dependent distribution of sources. The propagation 
of sound to and within the external acoustic field does not influence the previously computed 
flow field. 
Because the flow is compressible, sound waves exist within the flow. The negligible amplitude 
of the sound waves, compared to the characteristic flow perturbations, means that the sound 
waves do not change the flow. However, the flow interacts with the sound waves and these then 
suffer refraction, diffraction, and scattering. The resolution demanded for these flow-acoustic 
interaction effects is very great and is not always realized. 
Hybrid methods had been suggested for propeller and rotor noise [18] at least as early as the 
late 1970s and were in regular use in the 1980s. (In particular, see [19-211 for examples of hybrid 
methods that solved the Kirchhoff equation in the far field.) These flows are largely driven by 
the motion of the rotor blades. The flow oscillations are periodic and develop into very strong 
noise sources. The solution of the inviscid flow equations, often with additional simplifications, 
was typically sufficient for noise prediction in these flows. All these factors helped make these 
flows ideal candidates for early hybrid approaches. 
The more widespread use of hybrid methods for noise calculations required improvements in 
the ability to compute more complex flows, including turbulent ones. In many applications, the 
viscous stresses inside the flow region are important, so the accurate computation of viscous, 
unsteady flows is required. Confidence-building demonstrations were needed to address uncer- 
tainties. Numerous researchers have made substantial contributions to our understanding and 
use of hybrid approaches for noise calculations. In particular, the interested reader is referred 
to the following sources: [22] and [23] f or comparisons of acoustic analogy predictions with DNS 
for simple turbulent flows; [24] for comparisons between an acoustic analogy and DNS of sound 
scattered by a vortex; [25] for a careful verification of the acoustic analogy of Lilley [26] for 
a two-dimensional mixing layer; [27] for a discussion on the errors in Tij that arise, especially 
in the higher frequencies, when a DNS database is exposed to the filtering needed in an LES 
computation; and (281 for an early hybrid prediction with URANS. 
Here, we will concentrate on issues in which at least one of the authors has some first-hand 
experience. In a hybrid approach the flow solution needs to be accurate in the region of the noise 
sources, but not necessarily outside that region. However, care should be taken to ensure that 
inaccuracies outside of the noise-source region do not propagate into the noise-source region and 
contaminate the solution where accuracy is required. Problems with boundary conditions are 
perhaps the most common source of inaccuracy in computing the flow field. 
The boundary conditions are most problematic where the computational domain is truncated, 
but the domain in the physical problem extends to infinity (or at least a very large distance). 
At these boundaries, reflections of waves into the domain are numerical artifacts. In acoustic 
problems, these numerical artifacts can have amplitudes that dwarf the actual acoustic wave am- 
plitudes. Therefore, care should be taken in choosing and implementing the boundary conditions. 
In two of the computations that will be discussed in more detail later, both Singer et al. [29] 
and Khorrami et al. [30] took advantage of special circumstances specific to their flows to avoid 
any adverse influence of the boundary conditions. In both cases, the frequencies of interest in the 
problems produced acoustic waves with wavelengths that were small relative to the physical body 
lengths in the problems. This enabled the use of computational domains sufficiently large that the 
time required for an acoustic wave to reflect from the computational boundary and return to the 
region of interest exceeded the length of time simulated in the calculation. In addition, the grids 
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in both cases were stretched near the computational boundaries to diffuse any flow structures 
that might cause reflections from the computational boundaries. No evidence of reflections from 
the inflow or outflow boundaries was found in either of these works. Most problems will not 
permit such a simplistic implementation of the boundary conditions. 
Several classes of radiation and outflow boundary conditions have been applied successfully 
in aeroacoustic computations. Radiation boundary conditions derived from asymptotic solutions 
were developed by Bayliss and Turkel [31,32] and popularized by Tam and Webb [33]. These 
conditions are commonly used in computations that do not contain nonlinear vertical motions 
near their boundaries. 
Another popular boundary condition was developed by Colonius, Lele and Moin [34] who modi- 
fied the characteristic-based, nonreflecting boundary conditions developed by Giles [35]. The new 
boundary conditions are applicable to nonlinear Navier-Stokes computations. A small amount 
of damping was introduced into the boundary conditions to ensure stability in the presence of a 
mean shear flow. Colonius, Lele and Moin [34] found that nonlinear vertical disturbances con- 
vecting through the outflow boundary degraded the accuracy of the boundary conditions. An 
exit buffer region was added. In this region, the disturbances were strongly attenuated through 
the use of grid stretching and filtering. 
The use of various types of buffer regions to attenuate nonlinear flow structures before they 
encounter the computational boundary is now commonplace. Ashcroft, Takeda and Zhang [36] 
used a buffer domain with damping terms that are similar to those described by Wasistho, Geurts 
and Kuerten [37]. The damping terms were chosen to be proportional to the differences between 
the time-dependent conserved variables and a set of target values for the conserved variables. 
The target values were set to the observed values of the conserved variables in the buffer domain 
without the damping terms being used. This technique is likely to be particularly useful in cases 
in which the buffer zone is placed in a region where the mean flow is substantially nonuniform. 
Various buffer regions were found to be useful, all having a thickness less than or equal to half 
a wavelength of the fundamental tone observed in the particular flow investigated. Without the 
buffer zone, spurious numerical reflections from the external boundaries seriously degraded the 
acoustics. 
Another important issue for hybrid acoustic calculations is the choice of the surface that sep- 
arates the source region from the external field. As discussed briefly in Section 2.2, the use of 
permeable integration surfaces with the Brentner and Farassat [14] form of the FW-II equation 
provides considerable flexibility in choosing an integration surface. Provided that the compress- 
ible unsteady flow data on the integration surface is accurate, the contribution of noise sources 
fully contained within the integration surface will be properly included in the computed radiated 
noise. One concern with the use of a permeable integration surface is that nonacoustic flow 
variations passing through the integration surface might seriously degrade the resulting acoustic 
calculation. Singer et al. 129,381 addressed this issue by revisiting a circular cylinder problem 
previously studied by others [39]. C ox, Brentner and Rumsey [39] showed that in the speed 
range considered, for most observer positions, the unsteady forces on the solid surface of the 
cylinder were responsible for generating far more of the total noise than the volumetric noise 
produced away from the solid surface. Therefore, solutions to the FW-H equation should not 
differ appreciably with the choice of integration surface. 
Figure 1 shows an instantaneous vorticity field from a two-dimensional, time-dependent, viscous 
computational fluid dynamics (CFD) calculation at a Reynolds number of 1000 and a Mach 
number of 0.2. No turbulence model was used in the calculation. The grid distribution is 
superimposed on the lower half of the figure. As noted by Cox, Brentner and Rumsey [39], 
the noise heard by an observer 128 cylinder diameters below the cylinder is dominated by the 
unsteady loading on the cylinder surface. The contribution of the volumetric noise sources in 
the wake is expected to be small; therefore, the noise computed with the different integration 
surfaces indicated in Figure 1 should be quite similar. 
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Figure 1. Vorticity field computed from CFD; FW-H integration surfaces are at 
r = 0.50, P = 1.50, T = 2.50, and r = 5.10. 
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(a) Computations with FW-H scheme. 
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Figure 2. Acoustic signals at observer 128 cylinder diameters below the cylinder, 
as computed from various integration surfaces that correspond to those indicated in 
Figure 1; integration surfaces at __ r = 0.50, - - - r = 1.50, -. -. - T = 2.50, 
-..-..- I. = 5.10. 
Figure 2a shows the results when the FW-H equation is solved. The fact that the wake passes 
through the integration surface does not appear to adversely affect the result very much. In 
contrast, Figure 2b shows the corresponding results when the Kirchhoff equation is solved. The 
results vary wildly between integration surfaces. Because the Kirchhoff equation is derived from a 
wave equation, nonacoustic contributions to the flow variables on the integration surface seriously 
degrade the results. The solution of the FW-H equation, which is derived from conservation of 
mass and momentum, is not affected so strongly. 
Another important aspect of many aeroacoustic problems is the scattering or diffraction of 
sound from sharp edges. This phenomenon commonly occurs as turbulence passes over the 
trailing edges of wings. The scattering delocalizes the noise sources and results in noise radiation 
from a distributed region in space that extends over a distance approximately equal to that of an 
acoustic wavelength. An effective tool for noise computation must have the ability to compute a 
scattered acoustic field. 
Singer et al. [29,38] confirmed that the FW-H form of the acoustic analogy contained sufficient 
physics to handle a scattered acoustic field. That work considered a model problem solved 
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Figure 3. Line vortex moving around semi-infinite plate 
Figure 4. Acoustic pressure squared for observers at a constant distance from the 
plate trailing edge. 
analytically by Crighton [40] and more recently revisited by Schouten [41]. In that problem, a 
vortex of strength K travels around the edge of a rigid semi-infinite flat plate, as illustrated in 
Figure 3. Crighton [40] determined the path of the vortex from complex potential theory. The 
maximum velocity of the vortex occurs as the vortex passes from the top to the bottom of the 
plate and is given by u = n/4?ra where a is the distance of closest approach. 
Crighton [40] then assumed the flow to be slightly compressible (i.e., M EZ u/c < 1) and 
matched the compressible far-field solution with the near-field complex potential solution. The 
matched solution indicated that the noise radiated with a cardioid directivity pattern. The 
compressible solution was then used to determine input conditions on an integration surface 
close to the semi-infinite plate. Figure 4 shows the directivity of the time average of the squared 
acoustic pressure at a constant distance from the trailing edge. The solution of the FW-H equation 
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with M = 0.01 is in close agreement with Crighton’s analytical solution. Because the source is 
noncompact, to obtain this level of agreement, the integration surface needed to be continued 
200~ upstream of the plate trailing edge. This distance is somewhat greater than, but consistent 
with, the a/M radius of acoustic influence estimated by Crighton (401. 
A common inquiry that arises with respect to low-speed aeroacoustic calculations is whether 
an incompressible-flow solution can justifiably be used as input to an acoustic analogy. Singer 
et al. [29,38] addressed this question by using the incompressible potential-flow solution for the 
Crighton [40] vortex as input to the FW-H solver. In that work, the computed directivity pattern 
changed from the cardioid of Figure 4 to a dipole pattern and the amplitude of the signal was 
very sensitive to the details of the integration surface. Singer et al. [29,38] concluded that the 
incompressible flow solution is insufficient if the FW-H equation is used to find the radiated 
noise of a distributed source. However, Howe [42] showed that data from an incompressible 
calculation can be used in a vorticity-based acoustic analogy formulation that employs the exact 
Green’s function for the geometry of a given flow. The differences in the conclusions reached by 
Howe [42] and Singer et al. [29,38] relate to the Green’s function used in the respective acoustic 
analogy. In Howe’s treatment, the Green’s function was exact for the given geometry, whereas in 
the FW-H equation, the Green’s function for all geometries is the free-field Green’s function. The 
simpler Green’s function in the FW-H equation comes with the price of requiring a compressible- 
flow solution for a distributed acoustic source. However, the FW-H equation approach has the 
advantage of being applicable to all geometries. Both treatments are exact. 
Using a compressible URANS solver, Singer et al. [29,38] extended the work on acoustic scatter- 
ing by computing the flow of vortices past the sharp trailing edge of a two-dimensional symmetric 
airfoil. The question of how to introduce the vortices into the ilow with a minimum of spurious 
effects needed to be addressed. Related problems arise in many URANS calculations. In some 
cases, an initial excitation of sufficient magnitude can establish a self-generating cycle of unsteady 
motion that persists even after the initial excitation is discontinued. Optimally, after a number 
of flow-through times, the average of the unsteady motion becomes essentially independent of 
the initial excitation. In such circumstances, the details of the .initial excitation are not reflected 
in the subsequently computed data. In other cases, continuous excitation is required to maintain 
the unsteady motion. In such cases, the excitation generally should be introduced as far upstream 
of the region of interest as is feasible. For turbulent flows, the disturbances introduced should 
either have an approximate predetermined spectrum, or should be introduced as a broadband 
disturbance. 
In the case considered by Singer et al. [29,38], considerable experimentation eventually led 
to a method for introducing a continuous stream of vortices into the flow without nonphysical 
deleterious effects. A very small flat plate was placed offset from the surface and perpendicular 
to the flow, upstream of the trailing edge. Although the calculation was performed inviscidly, the 
inherent numerical diffusion in the code was sufficient to cause vortices to shed from the top and 
bottom edges of the plate. This physically based method of introducing the vortices provided 
confidence that the solution obtained was consistent with the physics of the problem and was not 
a numerical response to a completely artificial disturbance. The very fine grid used in the region 
between the vertical flat plate and the trailing edge allowed the vortices to propagate as coherent 
structures in this region, with very little numerical diffusion. Figure 5 shows vorticity magnitude 
contours at a single time instant. Although the vortices were shed regularly, their subsequent 
Biot-Savart interaction resulted in aperiodic passage of the vortices past the trailing edge. Not 
all problems will be amenable to physically based methods for introducing disturbances. In some 
cases, even where a physically based method for introducing disturbances is available, a desire or 
requirement for extensive control over the details of the disturbance may result in a preference 
for some other means of initiating the disturbance. 
As with the Crighton [40] problem, the motion of the vortices past the edge created a scattered 
acoustic field. The acoustic field 10 chordlengths from the trailing edge was determined by solving 
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Figure 5. Instantaneous vorticity magnitude contours in vicinity of trailing edge for 
M = 0.2. Approximately 2% of the airfoil near the trailing edge is shown. 
the FW-H equation. The calculations showed that in a downstream quadrant centered about the 
trailing edge, the acoustic directivity had the form of a cardioid, in accordance with the three- 
dimensional, semi-infinite flat-plate theory of Ffowcs Williams and Hall [43]. Deviations from the 
cardioid shape outside of the downstream quadrant were attributed primarily to the finite chord 
of the airfoil. Calculations were performed at three Mach numbers so that the velocity scaling of 
the squared acoustic pressure could be determined. For the velocity scaling, the three-dimensional 
theory differs from the two-dimensional theory that applies to the two-dimensional computations 
that were performed. The two-dimensional theory suggests that the squared acoustic pressure 
varies with the fourth power of fluctuating velocity in the vicinity of the trailing edge. For 
the particular flow studied, in the range of Mach number between 0.2 and 0.4, the fluctuating 
velocity near the trailing edge varied with M1.34. Therefore, the expected variation of the squared 
acoustic pressure with Mach number was M5.36. In Figure 6, the symbols show the computed 
data, and the lines are linear least-squares fits to the logarithm of the data. For an observer 
positioned 30deg from the downstream direction, the squared pressure varies as the 5.2 power 
of Mach number. For an observer at 45 deg, the least-squares regression indicates variation with 
the 5.0 power of Mach number. These calculations gave confidence that the scattered acoustic 
field could be predicted with this hybrid approach. 
The transition of a computational technology into a truly useful tool requires that the compu- 
tations do more than simply replicate experimental results. The computations need to be used as 
a physical laboratory would be used, to probe a flow and test various hypotheses. Hybrid noise 
Mach 
Figure 6. Variation in mean squared acoustic pressure versus Mach number; 0 data 
for 30deg, - least-squares fit for 30deg, o data for 45deg, - - - least-squares fit 
for 45 deg. 
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calculations that combine URANS simulations with the solution of an acoustic analogy have 
recently been used in this manner. In a pair of papers, Khorrami et al. [30] and Singer et al. [44] 
sought an explanation for an exceedingly loud, high-frequency tone observed in aeroacoustic 
experiments of a high-lift wing with a slat and flap. In the experiments, an acoustic microphone 
array was mounted in the ceiling of a hard-walled wind tunnel. The microphone array and the 
subsequent data processing were designed to determine the noise radiated from localized sources, 
even in a hard-walled, nonanechoic wind tunnel. The array had been used the previous year 
to investigate noise radiating from the flap side edge of the same wing model without the slat. 
However, when the slat was investigated, an extremely loud, high-frequency tone was produced. 
The amplitude of the tone and its related reverberations made localization of the noise source 
impossible. However, the integral of the sound pressure level over the vicinity of the slat gave 
some measure of how loud the tone was. Figure 7 shows the sound pressure level for a typical 
case with the slat deflection set to 30deg, and for a typical case with the slat deflection set 
to 20deg. In the experiment, the change in the slat deflection was one of the few modifications 
to the configuration that had a sizeable impact. 
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Figure 7. Acoustic spectra based on 1/12th octave bins with array focused on slat 
region. Configuration angle of attack is 10deg; Reynolds number is 7.2 million, Mach 
number is 0.2. 
During the course of the experiment, efforts to eliminate the high-frequency peak by altering 
the overhang of the slat were largely unsuccessful. Only for cases in which the overhang be- 
came unrealistically large was a significant change in the high-frequency acoustic peak observed. 
Increasing the configuration’s angle of attack from 10 to 15deg reduced the amplitude of the 
high-frequency peak by approximately 10 dB, but did not eliminate it. Similar experimental vari- 
ations were also reported by Storms et al. [45]. For some time, no consistent explanation of the 
observed phenomenon had been available. However, a subsequent series of computations illus- 
trated the progress that is possible with complementary experimental and computational attacks 
on a problem. 
After the experiment, Khorrami et al. [30] performed two-dimensional URANS calculations de- 
signed to mimic the experimental conditions. The calculations used the two-equation turbulence 
model of Menter [46] for computing the eddy viscosity. The grid for the calculations included a 
small, but finite, trailing-edge thickness of the slat. Slat deflections of both 30 and 20deg were 
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Figure 8. Instantaneous fluctuation pressure in vicinity of leading-edge slat from 
CFD calculation. Slat deflection is 30 deg; wiggles at edges of dark and light bands 
are contouring artifacts. 
simulated. These calculations clearly showed vortex shedding from the slat trailing edge for the 
case with a 30 deg slat deflection. Figure 8 shows a snapshot of the pressure fluctuations produced 
in the flow field. The dark and light bands indicate instantaneous reductions and increases in 
pressure in comparison with the local time-averaged pressure. 
The vortex shedding virtually disappeared for the case with a 20 deg slat deflection. Although 
Khorrami et al. [30] gave no reason for the lack of vortex shedding for the less-deflected slat, 
differences in the local boundary-layer properties near the slat trailing edge were probably impor- 
tant. Calculations with two different slat trailing-edge thicknesses indicated that the shedding 
frequency did not vary inversely with the trailing-edge thickness, but somewhat more slowly. 
Singer, Lockard and Brentner [47] estimated the displacement thicknesses of the upper and lower 
boundary layers near the slat trailing edge (6,*,, and Q,&,,,,, 
scale L = b& + S&tom 
respectively) and formed a length 
+ h, where h is the trailing-edge thickness. The shedding frequency varied 
nearly inversely with L. A parameter such as S&,/L or &&,,,JL would be a good candidate 
for determining whether shedding occurs. Small values of the parameter would favor shedding, 
whereas values approaching l/2 would not favor shedding. Although not discussed by Singer et 
al. 1441 or Singer, Lockard and Brentner [47], the possibility of a broad resonance between por- 
tions of the slat pressure surface and portions of the rounded leading edge of the main element 
are currently being investigated as a possible feedback mechanism for setting the frequency range 
and augmenting the acoustic amplitude. 
After vortex shedding was observed in the calculations, an estimate of the sound levels was 
required. Singer et al. [44] or Singer, Lockard and Brentner [47] used the output of the URANS 
calculations as input for the solution of the FW-H equation. Assuming that the shed vortices 
were two dimensional, they found the sound pressure level at the centroid of the acoustic array 
to be over 1OOdB for the 30deg slat deflection. Of course, for the 20deg slat deflection, the 
noise was negligible. As the assumption of strictly two-dimensional vortices was relaxed and the 
vortices were assumed coherent for shorter and shorter spans, the radiated noise decreased, but 
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Figure 9. Squared acoustic pressures at individual microphones compared to those 
predicted computationally. Squares indicate relative microphone positions and val- 
ues; dashed line indicates computationally predicted values. 
for all cases tested, the computed levels for the tone were still loud enough to account for the 
tone observed in the experiment. 
Although the acoustic array used in the experiment was not intended to provide any directivity 
information, the high-frequency acoustic signal was so loud that it overwhelmed the intrinsic wind 
tunnel noise and could be identified from the spectrum of some of the individual microphones 
used in the acoustic array. Figure 9 shows the relative amplitudes of the mean square fluctuating 
pressure in a frequency range around 50 kHz from a .subset of microphones with approximately 
the same cross-stream location. The abscissa in the figure indicates streamwise distance. The 
microphone locations are shown as squares in the figure, and their positions relative to the 
airfoil are easily deduced. The computed mean square fluctuating pressure projected ‘to the 
acoustic array surface is shown as the dashed line. Note that the microphones and the computed 
fluctuating pressures indicate far-field quantities, not locations of the sources. 
The maximum amplitude of the microphone data is scaled with the maximum amplitude of the 
calculation. Far upstream of the airfoil, both the microphone response and the computed noise 
level are flat. The nonzero microphone response is probably associated with the wall-pressure 
fluctuations of the turbulent boundary layer along the wind tunnel ceiling. These fluctuations 
are, not included as part of the CFD calculations. Slightly upstream of the slat leading edge, the 
noise level rises. Unfortunately, the construction of the wind tunnel prevented the positioning 
of microphones over an extensive region that would include the streamwise location of the slat 
trailing edge. The maximum amplitude occurs in the midchord region and is followed by a sharp 
drop in amplitude. The qualitative features of the computations agree remarkably well with the 
microphone data and were used to aid in the redesign of the acoustic array for a subsequent wind 
tunnel test. 
An issue that arose in the work of Singer et al. (441 or Singer, Lockard and Brentner [47] 
involved the choice of an appropriate integration surface on which to obtain the unsteady data 
for use in the FW-H equation. Important differences in the directivity pattern were observed, 
depending on whether the integration surface included the slat cove region. The nonuniform flow 
between the slat and the main element are responsible for these observed differences. To quantify 
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Figure 10. Overview of test problem; contours of acoustic wurce function, __ 
contours of azimuthal velocity of mean flow, - - - integration surfaces used in FW-H 
computation. 
the effects of nonuniform flow, Singer and Lockard [48] initiated a preliminary study in which 
they have focused on identifying the types and sizes of errors introduced into an FW-H noise 
calculation when the integration surface excludes regions of nonuniform mean flow. 
An overview of an early version of the test problem studied by Singer and Lockard [48] is shown 
in Figure 10. A two-dimensional, single-frequency acoustic source has a Gaussian amplitude 
distribution centered at the origin. The intensity contours of the source are shown with dotted 
lines in the figure. An imposed mean flow of azimuthal velocity ue, with ug contours shown with 
solid lines, has a Gaussian distribution in the radial direction and a sinusoidal variation in the 
azimuthal direction, such that 
~0 = UO exp 
[ 
142) 
- b2(T _ rt)2 
I 
sin *7 (22) 
where Uc is the maximum azimuthal speed, b is the radial distance in which ue drops to half 
of Uc, T is the distance from the origin, rt is the radial distance of maximum UQ, and 8 is the 
azimuthal angle. All velocities are normalized with the ambient speed of sound, and all distances 
with the acoustic wavelength in the ambient medium. The distribution shown in the figure was 
produced with b = 5 and rt = 20. A corresponding mean density distribution was also imposed 
through the use of isentropic flow relations. 
A seven-point, sixth-order accurate finite difference code was used to solve the harmonic version 
of the Euler equations linearized about the imposed mean flow. Analytic solutions for cases with 
no mean flow agreed with the finite difference results to better than one percent over the entire 
domain of interest for the grid used in this test. Comparisons with a second-order accurate 
finite difference code for one of the test cases that included the mean flow showed differences 
of approximately 10 percent of the peak, but all of the qualitative features of the flow were 
replicated in the two codes. The solution of the Euler-solver was extracted on three integration 
surfaces, indicated in Figure 10 by dashed lines. The innermost integration surface is outside the 
distributed source region, but inside the mean-flow annulus. The outermost integration surface is 
outside of both the distributed source region and the mean-flow annulus. The middle integration 
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Figure 11. Directivity plot of noise at 128 wavelengths for case of monopole-like 
source with shear layer defined by equation (22) with UO = 0.5, b = 5.0; - 
innermost integration surface, integration surface passing through shear layer, 
--- outermost integration surface. 
region passes through the mean-flow annulus. The data on the integration surfaces were then 
used as input into the two-dimensional FW-H solver of Lockard [49] to compute the far-field noise 
distribution. The FW-H solver has been verified with a number of test cases. 
Illustrative results for the far-field noise are shown in Figure 11. The data on the innermost 
integration surface represents acoustic waves that have not yet propagated through the shear 
layer, so the far-field noise predicted by the FW-H solver (indicated with the solid line) is predicted 
as if no shear layer exists. The data on the outermost integration surface represents acoustic 
waves that have passed entirely through the region of sheared flow and are again in a quiescent 
medium. The predicted far-field noise (indicated with the dashed line) includes all noise sources 
and acoustic-flow interactions. The data on the middle integration surface is representative of 
acoustic waves that have propagated through varying amounts of the shear layer. The predicted 
far-field noise (indicated with the dotted line) is irregularly shaped, as might be expected for this 
situation. Similar calculations with b = 2 and b = 1 show progressively smaller effects. Although 
these results are not surprising, they represent an important step in quantifying the impact of 
the integration surface location. At least for simple sources in subsonic flows, the effect of a shear 
layer is small until the shear layer thickness is several acoustic wavelengths thick. 
One interesting, although not unexpected, result is illustrated with the directivity plots shown 
in Figure 12. Here, the far-field noise is computed with the outermost integration surface for 
three different cases. The solid line illustrates the case in which no shear is imposed. The dotted 
lines shows the directivity for the case in which Uc = 0.1 and b = 5. The dashed line illustrates 
the directivity for the case in which Vc = 0.5 and b = 1. Intuitively, the effect of the shear for 
the dashed- and dotted-line cases might be expected to be the same. In the dotted-line case, 
the maximum speed in the shear layer is one-fifth that used for the case shown in Figure 11. 
In the dashed-line case, the shear-layer thickness is one-fifth that used for the case shown in 
Figure 11. The fa: directivities of the dashed and dotted line cases coincide closely, but the fy 
directivities differ noticeably. Even at these relatively low speeds, the nonlinear relationship of 
the mean density to the flow speed must account for these differences. To test this hypothesis, 
another set of test cases was run; in these additional cases, the density variation in the mean flow 
was neglected. Under those circumstances, the directivities of the dotted- and dashed-line cases 
match quite closely. 
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Figure 12. Directivity plot of noise at 128 wavelengths for the csse of monopole-like 
source with shear layer defined by equation (22). Outermost integration surface used; 
- Uo = 0; U. = 0.1, b = 5; - - - U. = 0.5, b = 1. 
4. CONCLUSIONS 
This work overviewed the’use of hybrid methods for aeroacoustic computations. In general, 
hybrid methods separate the computation of the unsteady flow field that generates the noise from 
the calculation of the far-field propagation. 
The unsteady flow is directly computed from the equations of fluid motion, typically supple- 
mented by a model for the turbulence. Unsteady Reynolds-averaged Navier-Stokes (URANS) 
calculations are still in their infancy. Issues associated with turbulence modelling, boundary 
conditions, and initial excitation are discussed. 
After an unsteady flow field is obtained, some form of Lighthill’s acoustic analogy [2] is used 
to compute the sound propagated to the far field. In this paper, we used the permeable-surface 
form of the FW-H equation, without the volumetric source term, as the acoustic analogy. This 
form requires that all of the important noise sources and acoustic-flow interactions be included 
within an integration surface on which accurate flow data is available. We demonstrated the use 
of the hybrid method with the FW-H equation on several test problems. 
The first test problem showed that, provided the dominant noise sources and acoustic-flow 
interactions are contained within the integration surface, the permeable-surface form of the FW-H 
equation can allow nonacoustic-ilow fluctuations to pass through the integration surface without 
serious adverse effects. In contrast, when the Kirchhoff equation was solved on the same surfaces 
with the same input data, none of the results could be trusted. 
Another test case demonstrated that the FW-H equations correctly propagate the acoustic 
field scattered from a sharp edge. However, the input flow data for the FW-H equations must 
be compressible, even at very low speeds. Otherwise, the permeable-surface form of the FW-H 
equation using the free-space Green’s function is unable to correctly propagate the noise produced 
from a distributed source. 
In a third test case, a complex input flow including turbulence-like vortices was computed and 
shown to exhibit the expected scaling properties. 
A real application of the hybrid method to a two-dimensional high-lift wing helped explain some 
unexpected experimental observations. URANS calculations revealed that vortex shedding from 
the trailing edge of a leading edge slat might be the source of a high-amplitude, high-frequency 
tone observed in a corresponding experiment. Solution of the FW-H equation with URANS 
data as input confirmed that the strength and the general directivity of the radiated noise was 
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consistent with the experimental observations. Any resonance mechanism that participated in 
the noise generation was implicitly included in the URANS calculations and subsequent FW-H 
solution. 
In the high-lift wing problem, sensitivity of the directivity to the details of the integration 
surface led to some current work designed to help quantify the errors likely to arise when all the 
noise-flow interactions are not included within the FW-H integration surface. This work is just 
a start on some of the more difficult issues that still need to be addressed with hybrid methods 
for aerodynamic noise calculations. 
Perhaps some of the most difficult problems associated with these methods reside in the un- 
steady calculation of the noise sources and the acoustic-flow interactions. We need to evaluate 
more carefully the use of standard turbulence models for the calculation of unsteady flows, and/or 
we need to develop more experience in the use of detached eddy simulations. In a hybrid calcula- 
tion, the acoustic radiation computations can be trusted no further than we can trust the results 
of the unsteady flow calculation. 
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