Abstract. Current retrieval methods for wind vectors from scatterometer observations over the ocean surface requires a sensor model relating the measured backscatter to the wind vector.
Introduction
Obtaining wind vectors over the ocean is important to Numerical Weather Prediction (NWP) since the ability to produce a forecast of the future state of the atmosphere depends critically on knowing the current state accurately Haltiner and Williams, 1980] . However, the observation network over the oceans (particularly in the southern hemisphere) is very limited Daley, 1991] . Thus it is hoped that the global coverage of ocean wind vectors provided by satellite borne scatterometers O ler, 1994] will improve the accuracy of weather forecasts by providing better initial conditions for NWP models Lorenc et al., 1993] . The scatterometer data also o ers the ability to improve wind climatologies over the oceans Levy, 1994] and the possibility of studying, at high resolution, interesting meteorological features such as cyclones Dickinson and Brown, 1996] . This study uses scatterometer data from the ERS-2 satellite; the on-board vertically polarised, microwave radar operates at 5.3 GHz and measures the amount of backscatter from gravity-capillary waves on the ocean surface of around 5 cm wavelength. Measured backscatter from the ocean surface is given as the normalised radar cross section, generally denoted by o , and has units of decibels 1 .
A 500 km wide swathe is swept by the satellite along the track of its polar orbit, with nineteen cells sampled across the swathe, each cell having dimensions of roughly 50 by 50 km. Thus there is some overlap between cells. Each cell is sampled from three di erent directions by the fore, mid, and aft beams respectively, giving a triplet, o = ( o f ; o m ; o a ). This o triplet, together with the incidence angles of the beams (which varies across the swathe) is related to the average wind vector, (u; v), within the cell O ler, 1994] . We assume that the stability of the lower boundary layer and longer sea waves are largely related to wind speed and thus their e ects are implicitly included in the empirical models. Other geophysical parameters such as rain, sea ice are believed to also have a small a ect on 1 We shall always assume we are working in decibel (or log) space where we write o or o dB if the distinction is important, unless we write o lin , in which case we mean the raw measurement space, o = o dB = 10 log 10 ( o lin ).
the backscatter Sto elen 1998a] ; however these are treated as additional noise sources in this paper since we have no independent measurements of them.
Section 2 reviews the current scatterometer forward models, while the neural network forward models are introduced in Section 3. The e ect of training a non-linear model while accounting for noise on the inputs, (u; v), is discussed, as is data selection for training the model and the estimation method itself. Section 4 compares the performance of the neural network models with Cmod4 (the current operational model) using visualisation, distance to cone and wind retrieval. The results are summarised in Section 5 and conclusions are given in Section 6.
Scatterometer Forward Models
Understanding the theoretical relationship between o and (u; v) is essential to retrieving wind vectors using scatterometers O ler, 1994 ]. This has been based both on studies of the physical processes that govern backscattering from water surfaces Ebuchi et al., 1993; Janssen et al., 1998] and analysis of the relationship between wind vectors (both buoy observed and NWP derived) and scatterometer measurements Sto elen and Anderson, 1997a] . From these studies empirical forward 
where the wind vector (relative to the satellite azimuth angle) is given in terms of wind speed, s, and relative wind direction, and denotes the beam incidence angle. Since there are three o measurements for each observation, this functional form implies a double skinned cone-like response in o space. Considering a point on the cones surface, the distance along the axis of the cone is largely related to wind speed, while the location around the cone is related to wind direction. The cos (2 ) term dominates and, together with the presence of noise, is the source of the direction ambiguities in the solutions. (Figure 1 ). This is probably related to the choice of training set used for parameter estimation. During the calibration of Cmod4 the data was carefully selected, using various lters to ensure an even distribution of training examples over the three scatterometer beams and to minimise spatial correlation between examples Sto elen and Anderson, 1997a]. A`steadiness' lter was applied to exclude cases in which the wind changed rapidly with time.
The accepted winds were sampled randomly to construct the training set. The training process was based on a maximum likelihood method accounting for errors on the input wind vectors.
In our work we seek to improve the performance of the forward models across the whole range of wind speeds. We carefully selected two training sets; one with as near a uniform distribution of wind speed as possible and a second with as near an atmospheric distribution of wind speed as possible.
Using di erent distributions in the training set is equivalent to changing the cost function used to train the model. For instance using a training set with uniform distribution in wind speed is equivalent to changing the cost function to require equal performance over all wind speeds. This is, however, likely to result in poorer performance at more typical wind speeds. We combine the two training sets, re ecting a desire to perform equally well on atmospheric and uniform wind speed distributions. This gives us a training set with almost 38,000 examples, 2,000 for each track.
Cmod4 is the operational model and, as such, provides the benchmark by which other models may be measured. However, operationally Cmod4 is used together with some empirical corrections; for instance the UK Meteorological O ce increase the retrieved wind speed by ve percent. The VIERS-1 physically based theoretical ocean backscatter model Janssen et al., 1998 ] is shown to improve upon wind vector retrieval at high wind speeds when compared with Cmod4, although it does not t the observed o manifold as well as Cmod4. The VIERS-1 model was not available to us for comparison.
Neural Network Scatterometer Forward Models
One of the reasons that Cmod4 ts the o observations poorly at high wind speeds is the restrictive functional form imposed by the use of up to second order Legendre polynomials in the parameterisation. We relax the restrictions imposed by the functional form and produce two alternative models. In the rst model we use a Multi-Layer Perceptron (MLP) without the Cmod4 functional form to predict the backscatter directly. In the second model we combine an MLP with the Cmod4 functional form to produce a more exible, hybrid model.
Neural Networks
Neural networks are universal, non-linear function approximators which can approximate any continuous mapping to arbitrary accuracy, given su cient hidden units. In this paper we use only one type of neural network, the MLP. This is a non-linear statistical model, which has the advantage of being e cient to train, due to the back-propagation method for determining derivatives of the outputs (and thus the cost function) with respect to the weights Bishop, 1995] . MLPs are used to model non-linear mappings of the form x ! y and take the form:
where y k is the kth output, H is the number of hidden (sigmoidal) units and d is the number of inputs x = fx i ; i = 1; : : : ; dg. The w's represent the weights (or parameters) of the network, with w (1) ij the rst layer weights from the ith input to the jth hidden unit and w (2) jk the second layer weights from the jth hidden unit to the kth output. w (1) 0j and w (2) 0k are the bias parameters for the jth hidden and kth output units respectively. The function g is chosen to be the tanh sigmoid function. When carefully used, the MLP represents an important tool in non-linear statistics. The weights can be determined using standard gradient based algorithms to optimise a cost function derived using maximum likelihood.
More details of the implementation are given below. Further details on neural networks can be found in Bishop 1995] .
Multi-Layer Perceptron Model
The MLP model imposes only very weak restrictions on the functional forms possible, governed by the complexity of the MLP, which is related to the number of hidden units. MLPs with 12 hidden units were used, the number of hidden units being chosen on the basis of extensive experimentation in Ramage 1998 ]. The MLP is passed the wind speed, sin( ), cos( ), sin( ) and cos (2 ) as inputs. The output of the MLP is the normalised 2 backscatter measurement in decibel space. This design is show in Figure 2 and the model is referred to as Mlpmod.
Hybrid Model
In order to bring additional prior information on the physics of backscattering we imposed more 
where p, a 0 , A 1 , and A 2 are functions of the model inputs, however, the term (1+A 1 cos( )+A 2 cos(2 )) has to be strictly positive so that the expression is real for all p. This is achieved using the following 
2 When training neural networks it often helps the convergence of the optimiser if the inputs and outputs are normalised to have zero mean and unit variance.
In Equation (5), the values 0.1 and 0.8 are simply scaling parameters chosen so as to sum to a value less than 1. 
Bayesian Parameter Estimation in the Presence of Input Noise
The MLP and Nn2Cmod models both depend upon the weights, w = fw (1) ij ; w (2) jk g, which are determined from the training data. We adopt a pragmatic Bayesian approach for the estimation of the weight vector in the presence of input noise, details of which can be found in Cornford et al., 1999b] and Wright 1998 ]. If the input noise is not properly accounted for then non-linear models will learn a biased estimate of the true underlying function.
Using Bayes' theorem the posterior distribution of the weights given the noisy training data, p(w j D 0 ), can be expanded as:
where D 0 is the noisy training set, D 0 = ft n ; z n g, t n are the (noisy) targets in the training data, z n are the corresponding noisy inputs, and x n are the associated noiseless inputs. Training the network consists of determining the maximum a posteriori probability (MAP) weight vector and noiseless inputs, by minimising the negative logarithm of Equation (7). Here we are making a sub-optimal choice since ideally we should sample w from the distribution p(w j D 0 ) and use the samples to approximate the predictive integral:
where x is a new noise-free input and t is the corresponding predicted target. However in operational use this fully Bayesian approach would be too time consuming.
In order to evaluate the maximum a posteriori probability value of p(w j D 0 ), we compute four errors E i = ? ln(p i ), derived from Equation (7). Writing t n = f o g, z n = fs; g and x n = fs s ; s ; g these terms become: 
where the sum is over all patterns in the training set, 2 t is the variance of the errors in the o (target) measurements and f(s s ; s ; ; w) is the output obtained by propagating the sampled inputs (s s ; s ) and through the models. E 2 = ? ln( Q n p 2 (s; js s ; s )), the error due to the modi ed wind vectors di ering from the corresponding noisy wind vector. The distribution p 2 is assumed to be spherically Gaussian with variance 2 u :
the summation being over the patterns. Note u s = s s sin( s ), v s = ?s s cos( s ) following the meteorological convention and this is assumed independent of . E 3 = ? ln(p 3 (s s ; s )), the assumed prior distribution of noise free wind vectors in the training set. In practice we rarely know the true distribution of the wind vectors so in this case we assume a constant prior distribution. Future work could seek to relax this assumption.
E 4 = ? ln(p 4 (w)) is the prior over the weights which controls the complexity of the MLP Bishop, 1995] . The weight decay prior:
is used, where 2 w is the variance of the weights, which was xed on the basis of experimentation to be 0.005. The e ect of this term is to produce smoother network mappings as the weight variance is decreased. This is very similar to the cost function used to determine the parameters of Cmod4 in Sto elen 
Data Selection
When using data driven models, the quality of the resulting model is only as good as the data used to train it. It is possible to encode additional information in the model within the Bayesian framework adopted, but we still depend critically on careful data selection.
For the models described in this paper we have used ERS-2 data collected over the period March 1996 to January 1998 in the Northern Hemisphere to create our training sets. The ERS-2 data was collocated with European Centre for Medium Range Weather Forecasting (ECMWF) 10m wind vectors by the French Research Institute for the Exploitation of the Sea (IFREMER). To improve the quality of the wind vectors we carefully checked the o observations to account for calibration changes over the period. We also insisted that the signal to noise ratio in the scatterometer observations was less than 7%.
We make the usual assumption that the observations in the training set are independent, thus we selected the observations so that they are separated by at least 300 km. This distance was chosen to achieve a compromise between independence and obtaining su cient samples at high wind speeds. Regions with large spatial changes in the wind eld are most likely to be poorly estimated by the ECMWF model because the most harmful errors are likely to occur when a front or cyclone is incorrectly positioned. Thus a lter was designed which computed the variance of the wind eld within a circle of 1 degree of latitude or longitude. If the summed variance of the wind components was greater than 2.5 m 2 s ?2 the central wind vector was not selected. This variance was chosen on the basis of experimentation.
3.5.1. Outlier Removal. Having carefully selected the data to minimise spatial dependency, the errors due to poor numerical weather prediction (NWP) forecasts and noisy o observations, we further`clean' the data using an interactive, manual outlier removal procedure.
Since we know that the noise on the o observations is small, visualisation in o space can quickly identify outliers in terms of o , which we have found to be present. As the assumed o variance is very small these can have a very large e ect on the tted models. By using three linked plots it has proved possible to eliminate the extreme o outliers present in the dataset. A further two linked plots allow us to examine outliers in wind speed and direction.
We considered each track of the satellite separately ( xing the mid-beam incidence angle) and (9) and (10)). To verify these assumptions we trained models using these values and looked at their performance on an independent validation set, which had also undergone the process of outlier removal. In this exercise we paid particular attention to measures of t in o space. In practice we found that the accuracy of the models (over all statistics we computed) was not greatly a ected by reducing the input noise, 2 u , to zero, that is omitting p 2 in Equation (7). This is believed to be related to the size of the training set (38,000 observations) and the careful removal of outliers in the preprocessing stage, although more work is needed to verify this. In initial experiments using ERS-1 data, with training set sizes of almost 9,000 observations and no outlier removal, accounting for the input noise was important to wind vector retrieval accuracy.
In all the model results discussed here we did not account for input noise in training, since the results for models which accounted for the input noise are very similar.
Validation of Forward Models
There are several measures which one might use when determining the performance of the various forward models. The natural choice, related to the error function used during training, is the root mean square error (RMSE) of the o observations, although due to requirement for wind retrieval the vector RMSE (VRMSE) of the retrieved (u; v) observations is also important. Other measures include biases in the models, accuracy of the rst (most probable) solution or the so called Figure   of Cornford et al., 1999b ]. We present a wide range of performance indicators to allow a complete assessment of the models. In common with standard practice, since we are interested in the quality of the local models when computing error measures in (u; v) space we pick the wind vector (from the 2 to 4 returned) that is closest to the NWP winds O ler, 1994] . We employed three validation methods for our models: visualisation, quantitative measures in o space and quality of locally retrieved winds.
Visualisation
In this section we use several visualisation based methods to qualitatively assess the degree to which the models t the o observations. This has proved to be a powerful tool for the rapid examination of forward models, and can be instructive in suggesting where improvements may be necessary. Cmod4 can be seen in Figure 1 , where the model manifold is plotted over the range 2{28 ms ?1 . The o dB observations are plotted from an extensive set of ERS-1 observations (which are equivalent to ERS-2 observations assuming good calibration). For brevity the gures show only the middle track (mid-beam incidence angle, m 34:8 ). We observe that Cmod4 is a poor t to the o observations for large o values, corresponding to high wind speeds. We also note that the model cone extends well beyond the range of observations for large o values, indicating it is likely that the model will underestimate the retrieved speed, particularly at high wind speeds. Figure 4a shows the Mlpmod model, and the Nn2Cmod model can be seen in Figure 4b . The manifolds of these models can be seen to t the o observations better, particularly at high wind speeds. This may lead to better retrievals; however this cannot be directly inferred from these gures.
On visual assessment alone, Mlpmod might be the preferred model. Figure 5 shows the parameters of the Cmod4 model as a function of wind speed and beam incidence angle. These can be compared to the same parameters for the Nn2Cmod model in Figure 6 (a{c), with an additional plot for the power p (the gures for Nn2Cmod are scaled as in Equation (5) to be comparable to Cmod4). Comparing the bias term, B 0 , for the two models (Figures 5a and 6a) shows some similarities with larger values along the inside track and for high wind speeds. However, the fact that the values for Nn2Cmod are often negative shows the two models are quite di erent.
The upwind-downwind amplitude, B 1 , also behaves in a similar manner for both models, although the absolute values are di erent. The upwind-crosswind amplitude, given in Cmod4 by B 3 tanh(B 2 ) is rather di erent in response to wind speed and incidence angle, although the magnitudes are very similar. However, due to varying of the p parameter in Nn2Cmod care must be taken when interpreting these gures. The power to which the expression is raised in Equation (5) is shown in Figure 6d and agrees roughly with that determined in Sto elen and Anderson 1997b], although the limiting value would appear to be approximately 2.2, rather than 1.6, but this clearly varies with wind speed and, to a lesser extent, incidence angle. It is clear that despite the imposition of a very Cmod4 like functional form, the Nn2Cmod model evolves into something quite di erent although the cone is rather similar. This is despite the fact that the model was initialised to have similar parameters to Cmod4.
Distance to Model Cone -Validation in o Space
In order to obtain quantitative results on the t of the models in o space we have looked at the distance to the cone for a validation set which had an almost uniform distribution in wind speed and direction. The results can be seen in Table 1 where it should be noted that for this retrieval only the Jacobians of all the models shown were used to determine the exact minimum distance to the cone using a scaled conjugate gradient minimisation algorithm.
As expected Cmod4 ts the observations in o space very poorly if we assume the NWP wind vectors are correct and determine the corresponding location on the model manifold. This is related to mis-tting particularly at high wind speeds, as well as errors in the NWP winds.
For the neural network forward models it is thought that the distance to cone assuming NWP winds are correct is largely related to noise on the NWP winds, with a small component due to noise on the o observations. This can be seen by comparing the NWP distance to the minimum distance to the cone, which corresponds to the distance of the o observation from the model manifold for the most likely wind vector. The distance to the Cmod4 manifold is now much smaller, showing that the model ts the o observations well, however both neural network models t the o observations more closely, due to the greater exibility in the model forms.
A mean distance of 0:4 dB corresponds to a variance on o of 0:053 dB 2 . Thus these results indicate a slightly higher level of noise, due to the inability of the models to capture accurately the dependency of o on (u; v), than previously suggested. To investigate this further, the variance of the errors on the individual beams was calculated for the three models. This shows that the fore-and aft-beams have much smaller noise levels than the mid-beam. For Cmod4 (Figure 7a ) this is related to the poor tting of the model to o at large incidence angles (the mid-beam incidence angles are generally larger). However for the neural network models, as shown in Figures 7b and 7c there is less evidence of a systematic dependence on , rather there seems to be a distinctly di erent variance for the mid-beam o . Figure 7a also shows a large bias on the mid-beam o tting, which is present but less marked in the neural network models. This strongly suggests that it would be preferable to have a separate model for the mid-beam and a joint model for the fore-and aft-beams. Figure 8 shows the mis t of models in o space plotted as a function of retrieved wind speed (that is the wind speed at minimum distance projection of the o observation onto the cone surface). Cmod4 shows a great deal more scatter than the neural network models, particularly at high wind speeds.
The results for Nn2Cmod (Figure 8c ) suggest that the variance of the o observations decreases with increasing wind speed.
The mis t in o space as a function of retrieved relative wind direction can be seen in Figure 9 .
Cmod4 still shows some variability in the mean t, which appears to have a periodic dependency on relative wind direction (solid line, Figure 9a ), while the standard deviation (dashed line) also exhibits a periodic response. However reference to Nn2Cmod (Figure 9c ) shows this is not really a signi cant feature of the data, but rather an artifact of Cmod4. Mlpmod exhibits strong dependency of the mean and standard deviation on wind direction, suggesting the model is rather poor in representing the directional dependency of the o signal.
Finally, Table 1 also shows the VRMSE of the retrieved winds. This shows that, on this data, the neural network models are more accurate than Cmod4 in wind retrieval terms. One reason for the relatively poor performance of Cmod4 is the poor tting of o at high wind speeds, which results in a poor retrieval of those winds. This is further investigated in the next section.
Local Wind Retrieval -Validation in (u; v) Space
Since the forward models will ultimately be used for wind vector retrieval, it is this evaluation measure that is the most important from a user perspective. In this section we present the results of the local retrieval of wind vectors using the forward models. The models are inverted using look up tables (in speed, direction space with o values tabulated every 0.5 ms ?1 in the range 0 to 30 ms ?1 for wind speed and every 10 for relative wind direction) with quadratic interpolation to approximate the location of the exact minimum distance distance to the cone, and thus the appropriate wind vector.
4.3.1. ECMWF winds. Table 2 shows the results on a test set of independent observations, selected to have as uniform a distribution in wind speed as possible. Since priority was given to the selection of the training set, there are fewer high wind speed cases available in the test sets, particularly above 20 ms ?1 . This test set re ects the desire to perform equally well over all wind speed ranges (within the limits of the data). Table 2 shows that the neural network models have slightly better performances than Cmod4. The VRMSE of the models is similar, however, Cmod4 has a much larger bias in retrieved wind speed.
The bias in wind speed retrieval can be attributed to the impact of the training set winds used (through the parameterisation of the lower boundary layer in the NWP model used to generate the target winds) and a misspeci cation of the manifold in o space at high wind speeds. Table 3 shows the bias in wind speed retrieval as a function of NWP wind speed. Cmod4 clearly contains substantial bias which varies as a function of wind speed, and this roughly correlates to the +5% increment that is added to Cmod4 retrieved wind speeds at the UKMO. These results suggest this correction is rather too small, +10% being more realistic. This bias is not related to the computation of the error statistics in (s; ) space, but is a true bias with respect to the NWP model winds. As argued in Sto elen 1998b] some of the bias may be the result of calibrating or testing a model with respect to a noisy set of observations (the NWP wind vectors). However, we feel that since our models were trained accounting for and ignoring input noise and both produce unbiased wind speed and wind component estimates 3 , the bias of Cmod4 is more likely to be related to model mis-speci cation. This bias may be the result of bias in the training set winds vectors, related to the parameterisation of the boundary layer in NWP models.
Nn2Cmod shows very little bias over all wind speed ranges, while the more exible Mlpmod model shows some bias at high wind speeds. Comparing the the models on the basis of VRMSE in Table 2 shows there is little to choose between them. However, comparing the VRMSE as a function of NWP wind speed in Table 4 shows that the neural network models are more consistent, as a function of wind speed. Cmod4 consistently obtained lower VRMSE for wind speeds in the range 4{8 ms ?1 ; it is not clear why this is so but it may be related to the increase noise in o at low wind speeds (Figure 8c ).
At higher wind speeds, the neural network models, particularly Nn2Cmod, have lower VRMSE. The performance as a function of incidence angle is shown in Table 5 , and again, the neural network models are more consistent, particularly at low incidence angles (that is on tracks near the satellite sub-point). Table 6 shows the results on a test set that was randomly sampled from the atmospheric distribution of wind speeds, and thus re ects the likely performance on unseen data. It can be seen that training the neural networks to optimise their performance on almost uniform wind speed distributions reduces their performance on another distribution. Nn2Cmod still performs as well as Cmod4 but has a smaller wind speed bias.
UKMO winds.
We also compare the models performance on UKMO supplied test sets.
We obtained three days of ERS-2 data, for which we also had the UKMO retrieved winds (which used Cmod4 with a 5% correction to wind speed and a slightly di erent look up table method), and the UKMO Uni ed Model First Guess at Approximate Time (FGAT) winds. The Uni ed Model wind vectors were expected to produce di erent results due to di erences in the parameterisation of the boundary layer in the UKMO model, and the ECMWF model data used in training the neural networks. Tables 7, 8 and 9 show the results on the three test sets. There has been no selection of the data which is collected in both Northern and Southern hemispheres. In this dataset the VRMSE of our Cmod4 retrieval is always less than that of the hybrid neural network model. Our Cmod4 retrieval method also produces a smaller VRMSE than the UKMO retrieval. This is linked to the di erent look up table methods and possibly the 5% wind speed correction applied. The speed bias observed in Cmod4 using our retrieval is reduced by the UKMO correction, although a negative bias greater than the bias of the neural network models is still present. The bias of the neural network models is small, suggesting that the parameterisations of the lower boundary layers in the ECMWF and UKMO numerical models are similar, and thus our models could be used consistently with the UKMO Uni ed 
Discussion
When tuning a non-linear model, data selection and quality control is very important. Although interactive data manipulation demands a large amount of user time, it can greatly improve the modelling exercise. The more exible the model, the more important is data integrity. The preliminary ltering of the NWP wind elds using a spatial variance lter proved very e ective in removing those features whose misplacement might cause serious errors in the NWP wind eld. Thus the variance of the errors (with respect to the true wind eld) of the NWP wind eld was signi cantly reduced and therefore input noise was less important during the model training process. Even when input noise was not accounted for the results showed that the neural network models produced were still unbiased with respect to NWP wind speed.
The combination of the evidence from the t of the observations in o space and the retrieval of wind vectors using the neural network based models implies that the bias in Cmod4 is a real bias with respect to the NWP winds and not a pseudo-bias generated by the assumption of di erent variances on the NWP and scatterometer retrieved winds Sto elen, 1998b] . It seems likely that this bias is related to the parameterisation of the lower boundary layer in the data used to calibrate Cmod4. In general the hybrid model, Nn2Cmod, performed better than the MLP based model, Mlpmod. This is related to the extra prior information embodied in the functional form of Nn2Cmod. If a better tting functional form could identi ed, further improved models might be possible, although it is thought that the improvements in wind retrieval would be small, since the Nn2Cmod model retrieved winds with an accuracy very similar to that of Cmod4.
Conclusions
This paper has discussed two novel neural network based scatterometer forward models. Careful data selection minimises the need to account for the input noise when training the models. An interactive outlier removal method meant that models trained with and without accounting for this noise produced very similar results. We have shown how visualisation may be used in a preliminary assessment of model accuracy in o space.
Using the model Jacobians we have shown that the neural network models t the o observations better than Cmod4. We also show that the mid-beam antenna has a di erent response to the fore-and aft-beams. This strongly suggests that a di erent model is required for the mid-beam o measurements, although a joint model can be used for the fore-and aft-beams.
The neural network models are shown to be more accurate for wind vector retrieval above 8 ms ?1 , however Cmod4 is more accurate at lower wind speeds. The neural network models are unbiased with respect to wind speed retrieval on the ECMWF and UKMO datasets where Cmod4 is negatively biased. Thus there is no need for an ad-hoc +5% correction to the retrieved wind speeds in operational use. When using look up tables the models will take the same amount of time to invert, and thus on the basis of performance the hybrid neural network model might be preferred.
Future work will consider separate models for the mid and fore/aft beams, and will simultaneously estimate the variance of the scatterometer observations using a modi ed mixture density network Bishop, 1995] , since this appears to vary as a function of wind speed. A better model for the o error will improve the t of the model. Better understanding of the impact of the input noise in (u; v) (and its distribution) will also improve the model training. 
