Introduction
Throughout this paper, all schemes are assumed separated and of finite type over a perfect field. The finite field with q elements is denoted as F q and its characteristic as p.
By motivic (co)homology (with compact supports) with coefficients in an abelian group A, we mean the following four theories defined for schemes X over a perfect field k ( [2] , [11] , [14] ): (motivic homology) We refer to motivic homology with compact supports as Borel-Moore homology.
There is a canonical isomorphism
if X is quasi-projective and k admits resolution of singularities in the sense of The aim of this paper is to prove the following statement.
Theorem 1.1. Assume that resolution of singularities holds over F q . Let i and j be negative integers. Then, for all schemes X over F q , H i (X, Z(j)) = 0 if i ≤ −2 and i − j ≤ 1. In degree i = −1, the canonical map
is an isomorphism if i − j ≤ 1, i.e. j = −1, −2.
Here, π 0 (X) is defined as Spec O X (X)é t , where O X (X)é t is the largest finité etale k-algebra contained in O X (X). See [10, p.495-496] for basic properties of π 0 (X).
It is worth noting that if one assumes Parshin's conjecture, the statement in Theorem 1.1 holds for all negative integers i and j without the bound i − j ≤ 1. One only needs to invoke to [9, Proposition 4.1] instead of Proposition 2.4 in order to prove the claims of Lemma 4.1, Propositions 4.2 and 4.3 without the bounding conditions on i − j and also to prove the statements of Proposition 4.6, Lemmas 4.8 and 4.9 for all negative integers j. Remark 1.2. Assume that F q admits resolution of singularities. Then, for negative i and j, H i (Spec F q n , Z(j)) ∼ = H −i (Spec F q n , Z(−j)) can be explicitly calculated as follows [9, Remark 2.6] . 
The first and the last terms vanish because
Hence, if i = −1,
where l r l is the number such that q −nj − 1 = l l r l , and if i ≤ −2, 
This calculation and the isomorphism
1 is an analogue of and motivated by the following theorem by Kondo and Yasuda [9] . 
If X is proper, the pushforward maps
This theorem is a generalization of the work by Akhtar [1, Proposition 3.1], where the claim for j = −1 is proved for smooth projective scheme X over F q . Theorem 1.1 and Theorem 1.3 are related as follows. If X is a scheme over F q , Spec O X (X) is also a scheme over F q . (Recall our convention on schemes.) Thus, the canonical factorization
of the structure morphism of X gives, on applying Theorem 1.1, the isomorphisms
It is trivially true that the first map is an isomorphism if X is affine and so is the second if X is proper. Since motivic homology and Borel-Moore homology agree for proper schemes, the theorem of Kondo and Yasuda says that the first map is an isomorphism when X is proper. They proved this without assuming the resolution of singularities. Our Theorem 1.1 claims that both maps are always isomorphisms if we assume the existence of resolution of singularities. This paper is based on author's master's thesis. The author would like to express his gratitude to his advisor Thomas Geisser, who suggested the topic of this paper. The author would also like to thank Lars Hesselholt and Rin Sugiyama for their numerous helpful suggestions and comments in the course of writing his thesis.
Borel-Moore homology
In this preliminary section, we review some relevant results on Borel-Moore homology groups.
Proof. (i) For dimension reasons, the cohomology group in question vanishes unless 0 ≤ j and i ≤ j. By Bloch's formula, we have an embedding
(ii) Let us first note that, for dimension reasons, the cohomology group in question vanishes unless i ≤ j and j ≥ 0.
By de Jong's alteration, there is a smooth projective curve X whose function field k(X) is a finite extension of k. The composition of the canonical morphism and transfer
is multiplication by the degree of field extension [k(X) : k], so it is an isomorphism of Q-vector spaces. Hence, we may assume k = k(X). Now, consider the coniveau spectral sequence
Since X has dimension one, E
= 0 unless t = j = 1. Hence, if j = 1, the spectral sequence collapses at the E 1 -stage and gives
Thus, H i (k(X), Q(j)) is isomorphic to a direct summand of K −i+2j (X) Q , which, according to Harder's theorem [6] vanishes if −i + 2j ≥ 1. Therefore, if j = 1,
r have zero groups for their targets. Thus,
The last equality is by Harder's theorem as we are in the range −i + 2 > 1. Hence, we need i = j(= 1) for the cohomology group H i (k(X), Q(1)) to be nontrivial.
Proof. For dimension reasons, the group H i (X, Q(j)) is trivial if i > j + 1 or j < 0. Consider the coniveau spectral sequence
Since X has dimension one, E s,t 1 = 0 unless s = 0, 1. Also, by Lemma 2.1, E 0,t 1 = 0 unless t = j = 0, 1, and E 1,t 1 = 0 unless t = j = 1. Hence, it is clear that
Now, for i = 0, we can see that E
The next two lemmas are special cases of Proposition 4.1 and Lemma 4.2 of [9] . In [9] , a more general claim is proved under the assumption of Parshin's conjecture. The lemmas below are the part where Parshin's conjecture is not necessary. We include their proofs for the convenience of the reader. Proof. By definition, we have
We need to prove the remaining case where
In calculating the colimit in question, we may assume that U runs over affine open smooth subschemes of X. Now, there is a long exact sequence of motivic cohomology groups 
As −i + j = −1, the p-part vanishes. Since an affine curve over a finite field has cohomological dimension 2, the l-part also vanishes if i ≤ −2. The remaining case is (i, j) = (−1, −2), so it suffices to show H 2 (Ué t , Q l /Z l (3)) = 0. There is an exact sequence
and the last term vanishes as an affine curve over F q has cohomological dimension 2. We shall prove H 2 (Ué t , Q l (3)) = 0. The Hochschild-Serre spectral sequence reads
Since a finite field and an affine curve over a separably closed field have cohomolog-
also vanishes because the possible weights of H 1 ((U ⊗F q )é t , Q l (3)) are −4 and −5, in particular, not zero. This proves the lemma.
Proposition 2.4 ([9]
). Let X be a scheme over F q . Then, we have
Proof. We prove this by induction on dimension of X. If dim X = 0, we need to show the lemma for Spec F q n because we may take X red in calculating the Borel-Moore homology groups.
As in the previous proof, we obtain
Since a finite field has cohomological dimension 1, the l-part vanishes if i ≤ −3.
As before, there is a long exact sequence 
where Y runs through the set of reduced closed subschemes of X different from X red . The first term is zero by induction hypothesis and the last vanishes by the previous lemma. Hence, we obtain H BM i (X, Z(j)) = 0.
With Q-coefficients
Before proving Theorem 1.1 in Section 4 under the assumption of resolution of singularities, we shall prove here a weaker but unconditional result without assuming any conjectures. We utilize de Jong's alteration [7] in place of smooth compactification and invoke to the result due to Kelly [8] , in particular, the existence of localization sequence of motivic cohomology with compact supports with Z[1/p]-coefficients.
Theorem 3.1. For a smooth scheme X over F q and i, j ≤ −1 with i − j ≤ 1,
We need a lemma.
Proof. First, observe that the lemma is true for all d(≥ 1) if dim X = 0. Indeed, for a finite field F, we have
by Lemma 2.1 (i). We shall prove the lemma for a fixed d = d 0 by induction on dim X. In doing so, we may suppose that the lemma is true for d ≤ d 0 − 1 (by induction on d). Suppose the lemma is true for schemes of dimension ≤ n − 1, and let X be a scheme of dimension n. Let X sm denote the smooth locus of X. There is a localization sequence [8, Proposition 5.5.5]
The last term vanishes by induction hypothesis. As for the first term, if we write X sm = X i (X i are the connected components of X), H
So, in order to show that the first term is zero, it suffices to show H 1)) ). Thus, we see that there is an isomorphism
This means that in order to show the claim for X, it is enough to show it for some open subscheme U of X.
By de Jong's theorem [7, Theorem 4.1] (see also [3] ), there is an alteration φ : X ′ −→ X and an open immersion X ′ ֒→ X ′ into a smooth projective integral scheme X ′ . There is a nonempty open subscheme U of X such that the projection
is multiplication by δ( = 0), so it is an isomorphism. On the other hand, H
′ is an open subscheme of a smooth projective integral scheme X ′ and
by Proposition 2.4 (We used i, j ≤ 0 and i − j ≤ 2 here). Hence, we obtain H 2d0−i c (U, Q(d 0 − j)) = 0, so the lemma is proved.
Proof of Theorem 3.1
We may assume that X is an integral scheme. Let us write d := dim X. If U is an open subscheme of X, the associated localization sequence of motivic cohomology with compact supports [8, Proposition 5.5.5] gives an exact sequence
Here, we used [8, Theorem 5.5.14 (3)]. By Lemma 3.2, the first and the last terms vanish, so we have an isomorphism
As before, by de Jong's theorem, there is an alteration φ : X ′ −→ X and a nonempty open immersion X ′ ֒→ X ′ into a smooth projective integral scheme X ′ .
There is an open subscheme U of X such that the projection
−→ U is a finiteétale morphism of degree δ. The composition
is multiplication by δ, so it is an isomorphism. But H i (U ′ , Q(j)) = 0 because U ′ is an open subscheme of a smooth projective integral scheme X ′ , for which we know H i ( X ′ , Q(j)) = 0 by Theorem 1.3, Remark 1.2 and Proposition 2.4. Hence, we obtain H i (X, Q(j)) ∼ = H i (U, Q(j)) = 0. This proves the theorem.
Proof of Theorem 1.1
In the rest of this paper, we assume the existence of resolution of singularities in the sense of [14, Chapter 4, Definition 3.4 ]. This assumption is needed even to deal with smooth schemes because our argument depends on the existence of smooth compactification. Alternatively, the reader may choose to assume that schemes have dimension at most 3.
Lemma 4.1. Let X be a scheme over
Proof. If dim X = 0, X red is smooth over F q . Thus,
The last equality follows from Proposition 2.4.
We prove the second assertion by induction on the dimension of X. Let Z be the closed subscheme of X on whichX −→ X is not an isomorphism. Consider the abstract blow-up
There is a long exact sequence of motivic cohomology groups
If dim X = 1, then dim Z = dim Z ′ = 0; so we can immediately see that the lemma is true in this case. So, let us suppose that dim X ≥ 2 below. The induction hypothesis gives an isomorphism
Hence, the lemma follows. 
for all i ≤ −1 and j ≤ 0 such that i − j ≤ 1.
Proof. Since there is a localization sequence
and X ′ \X is proper, it suffices to show
We prove this for the first group. The proof for the second group is identical. First, note that by the first assertion of the previous lemma, we may assume that the irreducible components of X ′ \X have non-zero dimension. Now, let X ′ \ X be a desingularization of X ′ \ X and write its decomposition into connected components as X ′ \ X = s0 s=1 X s . With the above lemma, we can calculate
and the last group vanishes if i ≤ −1, j ≤ 0 and i − j ≤ 1 by Proposition 2.4.
We can now prove the first half of Theorem1.1.
Proof. If dim X = 0, the proposition holds by Proposition 2.4. Below, let us assume dim X ≥ 1. We prove this by induction on dim X. Let Z be a closed subscheme of X which contains all singular points of X and has dimension less than that of X. The abstract blow-up Lemma 2.7] ). For two finite fields F q n ⊂ F q m , the canonical map
is surjective if j < 0.
Proof. (We reproduce the proof in [9] for the convenience of the reader.) As we have seen in Remark 1.2, the cycle class map gives an isomorphism
for j ≤ −1 and a finite field F = F q m , F q n . Now, the cycle class map is compatible with the pushforward along a finite morphism ([5, Lemma 3.5 (2) Lemma 4.8. Let X be a scheme over F q , f :X −→ X be a desingularization, and j = −1, −2. Then, the map
is surjective.
Proof. We prove this by induction on dimension of X. Let Z be a closed subscheme of X which contains all singularities of X and whose dimension is less than that of X. The abstract blow-up
gives rise to a long exact sequence
The last term vanishes by Proposition 4.3. By an easy diagram chase, in order to show the surjectivity of f * , it is enough to show the surjectivity of π * . Let us write Z = ∪Z i , where Z i are the irreducible components of Z, and letZ i be a desingularization of Z i , and p : Z i −→ ∪Z i be the obvious morphism. Note that p is then a desingularization of Z. For each index i, choose a closed point x i ∈Z i . Let y i := p(x i ) ∈ Z i ⊂ Z be the image of x i under p. Since π is surjective, there is a closed point z i ∈ Z ′ with π(z i ) = y i for each i. Choose some finite field extension F of F q which contains all residue fields k(x i ), k(y i ) and k(z i ). The inclusions of these residue fields into F give rise to F-rational points
which are, by abuse of notation, denoted by letters x i , y i and z i . These points give the commutative diagram
Taking homology groups, we obtain
Hence, π * is surjective.
The next lemma compares motivic homology of a given scheme with that of its irreducible component.
Lemma 4.9. Let X be a connected scheme over F q and X 1 be an irreducible component. If j = −1, −2, the inclusion of X 1 into X induces a surjection
Proof. Let us write X = X 1 ∪X 2 ∪· · ·∪X r , where X i are the irreducible components of X. Since the lemma is obvious for r = 1, we assume r > 1 below. The abstract blow-up
(all the maps in the diagram are inclusions) gives an exact sequence
By induction on the number of irreducible components of X, it suffices to prove the surjectivity of ψ * : H −1 (∪ i≤r−1 X i , Z(j)) −→ H −1 (X, Z(j)), which, in tern, follows from the surjectivity of φ * :
Since X is connected, Z is not empty. In particular, it has a closed point, say, z ∈ Z. Choose a desingularization π :X r −→ X r and let a closed pointw ∈X r be a preimage of w := φ(z) ∈ X r . Choose some finite field extension F of F q containing all the residue fields k(z), k(w) and k(w), and regard z, w andw as F-rational points. Now, there is a commutative diagram
Passing to homology groups, we obtain (noting O(π 0 (X r )) ⊂ k(w) ⊂ F)
Hence, φ * is surjective.
We have already proved the first half in Proposition 4.3. So, it remains to prove the second half, i.e. Theorem: Let X be an arbitrary scheme over F q and j = −1, −2. Then, the canonical map α X :
If dim X = 0, α X is clearly an isomorphism (because we may assume X to be a disjoint union of reduced schemes, i.e. a union of spectra of finite fields).
We prove the theorem by induction on dimension of X. Assume that the theorem holds for schemes of dimension at most d − 1. Let X be a scheme of dimension d. We may assume without loss of generality that X is geometrically connected and reduced. Choose a nonempty closed subscheme Z of X such that X \ Z is smooth and dim Z < dim X. First, we claim that the inclusion Z ֒→ X induces a surjection
Indeed, there is some irreducible component, call it X 1 , of X such that Z ∩ X 1 = ∅. LetX 1 be some desingularization of X 1 . Choose a closed point x ∈ Z ∩ X 1 and its preimagex ∈X 1 . Let F be a sufficiently large finite field that contains both residue fields k(x) and k(x). is cocartesian in the category of sets. (φ and ψ are the canonical maps.) Because the map ψ is surjective and π 0 (X) consists of one element, it suffices to show that for any two elements x 1 and x 2 in π 0 (X), there are y 1 , y 2 ∈ π 0 (Ȳ ) such that φ(y 1 ) = x 1 , φ(y 2 ) = x 2 and ψ(y 1 ) = ψ(y 2 ). The connected components ofX correspond one-to-one to the irreducible components ofX. Let C 1 and C 2 be the irreducible components ofX corresponding to x 1 and x 2 , respectively. Sincē X is connected, C 1 ∩ C 2 = ∅. Choose y ∈ C 1 ∩ C 2 . Apparently,X is not smooth at y. This means that y ∈X \Z asX \Z is smooth by definition of Z. Thus, y ∈Z. Choose y 1 , y 2 ∈X lying above y such that y 1 belongs to C 1 and y 2 to C 2 . By definition of Y, y 1 and y 2 belong toȲ and we denote the connected components which they belong to by the same letters. We then have φ(y 1 ) = x 1 , φ(y 2 ) = x 2 and ψ(y 1 ) = y = ψ(y 2 ). This proves the theorem.
