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DKPTULO 11: DEflU~2ION DEL CDNcEJFDO DE CARGA DE
TRPJBPJG MENTAL
1.1. INTRODUCCION
La Ingeniería psicológica (Engineering Psycbology), también denominada
Ergonomía, tiene sus orígenes en la Segunda Guerra Mundial, y está interesada en el
problema general de la interacción hombre-máquina. Esta disciplina intenta ayudar
al diseño de sistemas de forma que la eftcicacia del operador humano sea máxima. El
diseño de los sistemas debe central-se en las capacidades de procesamiento de la
información humanas x’ acornodarse a las limitaciones del operador (Gopher y Kimnchi.
1989). Como la sociedad actual es cada vez más tecnológica, muchos psicólogos han
dedicado sus esfuerzos a acomodar los componentes del sistema a las personas. Es
necesario diseñar el sistema de forma que las operaciones de mantenimiento sean
fáciles, precisas y fiables (Chuistensen y F!oward, 1981). El desarrollo tecnológico ha
supuesto un aumento en el número de puestos de trabajo qoe incluyen actividades de
procesamiento y de respuesta que requieren la codificación, organización.
representación en la memoria y rocuerdo dc la infonnaciun,
Cuando los humanos interactúan ron las máquinas surge la cuestión básica de
hasta qué ponto ambos sistemas son compatibles. Weliord (1968) estableció el
problema de la compatibilidad como uno de traducción o conversión coenitiva.
interna. que interviene entre los estímulos y las respuestas. Algunas conversiones
parecen ser construidas rnaentras que otras, que inicialmente requerían mucha atención
y pensamiento, son aprendidas (escribir a máquina, conducir un automóvil, etc..). En
cualquier caso. el estudio de la cognición es necesario para poder comprender las
destrezas humanas.
Existen tres grandes áreas de investigación psicológica relevante al estudio de
la ejecución en actividades múltiples o complejas (Mivata y Nonnan. 1986):
Estudios sobre memoria: Especialmente los estudios sobre memoria de
trabajo y la organización del conocimiento en la memoria a largo plazo.
• Estudios sobre atención: Incluyendo los estudios de Conducta
automática y controlada, estudios de atención simultánea (¿cuántas
actividades pueden realizarse al mismo tiempo?), y los de atención
selectiva (¿qué actividades interfieren con otras?).
- Estudios de la acción: Cómo las personan realizan las tareas.
Estas tres áreas de investigación están íntimamente relacionadas, aunque
constituyen oes áreas distintas de estudio dentro de la Psicología. En la investigación
sobre memoria, se distingue entre memoria de trabajo y memoria a largo plazo. En
cuanto a la primera, lo más relevante para el tema de la ejecución en tareas complejas
es reconocer su limitada capacidad, que según Norman (1986) es de 5 items a la vez,
y que las distracciones (p.c. una llamada telefónica, la conversación de un compañero,
etc.) pueden causar pérdidas en el material contenido en la memoria de trabajo (Klapp,
1987). Los aspectos más importantes de la memoria a largo plazo incluyen la
dificultad para adquirir nueva información, y los problemas del recuerdo de la
información adquirida. (Para una discusión de los modelos de memoria, ver Card.
Moran y N’ewell, 1983; y pan una discusión sobre los problemas del recuerdo de
información, ver Nomian y Bobrow, 1979 y Schank, 1982).
En cuanto a los estudios sobre atención, aquellos relativos a la conducta
automática son los menos relevantes para la presente investigación. A partir de los
estudios sobre conducta controlada (también denominada de control consciente) y de
atención simultánea y selectiva. se ha desarollado la mayor parte, o la totalidad, de
los modelos de carga de trabajo mental que serán descritos posteriormente. El control
consciente será utilizado fundamentalmente en aquellas situaciones en las que (1) la
tarea ha ser realizada es nueva para el sujeto, o está mal aprendida; (2) la tarea se
percibe como especialmente crítica, dílici] o arriesgada (3) cuando es necesario
resolver determinados conflictos imprevistos; o (4) en situaciones en las que la
actividad se ve interrumpida por las demandas de otra actividad. Este último aspecto
relaciona la conducta controlada con los estudios sobre atención simultánea y
selectiva.
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La relevancia de los estudios sobre la actividad humana para la investigación
sobre Th ejecución en actividades complejas es evidente.
Cuando un sujeto tiene que realizar una tarea múltiple o compleja, en función
de los recursos de procesamiento que la tarea demande y de los que el sujeto posea,
este suele enfrentarse con los efectos de la carga de u-abajo mental (mental workload).
La carga es un importante área problema de la investigación y desarrollo de sistemas
hombre-máquina. Para evaluar soluciones alternativas en el diseijo de sistemas es
necesario medir, no sólo la ejecución del sistema, sino también la carga que sufre el
operador humano. En los últimos ados, la investigación aplicada ha demostrado
considerable interés por el concepto de carga de trabajo metal: ¿En qué medida está
ocupado el operador? ¿Hasta qué punto son complejas las tareas que tiene que
realizar? ¿Puede manejar tareas adicionales a la vez que realiza su tarea actual? ¿Será
capaz de responder a cienos estímulos? ¿Cómo se siente el operador cuando realiza
sus tareas?. El creciente número de artículos, libros y simposios en el campo (Leplat,
1978: Weldford, 1978: Moray, 1979; Roscoe. 1978; Williges y Wierwilie, 1979;
Wierwille r Williges, 1978, 1980) son testimonio de que el diseñador de sistemas
destaca la carga como un aspecto dc gran interés que debería ser esmdiado. De hecho,
un intportante tema de debate entre directivos y sus empleados en la indusula aérea
ha sido el concepto de carga, La Federal Aviation Administration de los Estados
Unidos pronto requerirá certificación del vehículo de vuelo en términos de su carga,
y el Air Force también impone criterios de carga en los sistemas de nuevo diseño,
Todos estos aspectos implican una muy relevante cuestión: ¿Qué es y cómo medir la
carca?. Sin embarco, no e\iste acuerdo en la definición y medida de carca.
1.2. DEFINICION DE CARGA DE TRABAJO MENTAL
Cuando se examina el concepto de carga, la conclusión general que obtienen la
mayoría de los autores es que se trata de un concepto multidimensional cuya
definición no es fácil,
Actualmente, y desde el punto de vista de autores como O’Donnell y
Eggemeier (1986) o Oopher y Donchin (1986), la carga de trabajo mental no viene
dada unicaniente por la dificultad de la tarea en sí misma (aspectos estructurales o
físicos de la tarea), sino que surge de la interacción entre un operador y una tarea
específica.
De este modo, la carga sería un constructo hipotético, resultante de la
interacción entre una persona y una tarea. Las tareas se definen en términos de sus
propiedades estructurales (estímulos, respuestas y el conjunto de reglas que adaptan
las respuestas a los estimulos), por tanto es posible tener una serie de expectativas,
relativas a la calidad de la ejecución, las cuales derivan del conocimiento de la
relacidn entre la estructura dc la tarea y la naturaleza de las capacidades y habilidades
humanas. En la mayoría de los casos, los individuos conocen estas expectativas e
intentan alcanzarlas a la hora de llevar a cabo la tarea, de forma que la carga de
trabajo tiene lugar cuando las demandas de la tarea exceden las limitadas capacidades
de la persona. La carga de trabajo mental es claramente una característica de los
sistemas de procesamiento de la infonnación y de control que median entre el
estímulo, las reglas y las respuestas; es un atributo del conjunto persona-tarea, y sus
efectos sobre la ejecución solamente pueden ser evaluados en relación a un modelo
de procesamiento humano de la información. Los autores no toman en cuenta los
efectos del aprendizaje puesto que, según ellos, lo interesante es conocer el empleo
de las respuestas disponibles del sujeto en un momento determinado, sin considerar
cómo ba sido creado su repertorio de habilidades,
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Por otro lado, la carga de trabajo mental puede ser vista como la diferencia
entre las capacidades del sistema de procesamiento de la información que son
requeridas para ejecutar la tarea según lo esperado (nivel de ejecución esperado) y la
capacidad disponible del sujeto en un determinado momento (nivel de ejecución real).
El nivel esperado de ejecución se establece en función del nivel de ejecución obtenido
en la misma tarea bajo las circunstancias menos demandantes, Esta definición implica
que la carga es una variable interviniente en vez de un consuucto hipotético (Navon,
1984).
Debido a que el único acuerdo sobre la definición de la carga de trabajo mental
está en que se trata de un concepto multidimensional, gran parte de las investigaciones
en este campo han intentado determinar los componentes o dimensiones que la
forman,
1.3. DIMENSIONES DE CARGA
En 1973 laSos (1973) divide el área global de carga en los tres siguientes
atributos relacionados funcionalmente: carga del input, esfuerzo del operador, y
ejecución. Conceptos similares de carga han sido propuestos por autores como
Rohmert (1971), Rohmert y Laurig (1972) y por Rolle y Lindsay (1973). Siguiendo
este punto de vista, las fuentes de carga del input pueden ser ambientales (mido.
vibraciones, temperatura, etc.), inducidas por diseño o situacionales (características de
displays y controles, etc.) y debidas a los procedimientos (instrucciones, secuencia y
duración de tareas,etc,).
El esfuerzo del operador es función de la carga, del criterio de ejecución interno
y del estado del operador (características psicofísicas, personalidad, experiencia,
motivación, atención, etc,). Ejecución y esfuerzo deben ser hallados a la hora de
evaluar sistemas hombre-máquina, mientras que la carga del input es generalmente un
factor predeternsinado.
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A partir de una metodología de tarea secundaria, destacan los trabajos de
Wickens y sus colaboradores (p.c., Wickens, 1980, 1983, 1984; Fracker y Wickens.
1989). Este grupo distingue diversas dimensiones de carga en función del tipo de
recursos de procesamiento que demande la tarea, y que serán descritas en el capitulo
siguiente.
En algunas ocasiones, se ha utilizado la técnica de análisis de escalamiento
multidirnensional (Kruskal y Wish, 1978) para determinar las distintas dimensiones
o fuentes de carga, a partir de los datos sobre carga subjetiva obtenidos mediante
cuestionarios y escalas (Derrick. 1981),
Siguiendo una metodología de análisis subjetivo de la carga (nivel de carga
percibida por el operador), los autores distinguen entre diversas fuentes de carga. Por
ejemplo, Han, Childress y Bortolussi (1981) propusieron las diez dimensiones
siguientes: carga global, dificultad de la tarea, presión temporal, ejecución.
mental/sensorial, esfuerzo físico frustración, nivel de estés, fatiga, y tipo de actividad.
La definición dada por los autores a cada una de estas dimensiones es la siguiente
(Kantowitz, 1987):
• Carga global: La carga total asociada a la tarea, considerando todas las
fuentes y componentes.
• Dificultad de la tarea: Si la tarea fue fácil o demandante, simple o compleja.
• Presión temporal: La presión sentida debida a la sasa de ocurrencia de los
clementos de la tarea. ¿Se trata de una tarea lenta o rápida?.
• Ejecución: En qué medida el sujeto se siente satisfecho con el nivel de
ejecucidn que ha alcanzado,
- Mental/Sensorial: Cantidad de actividad mental y/o perceptiva que fue
requerida (pe., pensar, decidir, calcular, recordar, mirar, buscar, etc,),
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-Esfuerzo fisico: Cantidad de actividad física que fue requerida (p.c., pulsar.
mover. ettiptsjar, tirar, girar, controlar, activas, etc.).
-Frustración: En qué medida el sujeto se ha sentido inseguro, irritado,
desagradado, frente a seguro, gratificado, contento.
-Nivel de estrés: En qué medida el sujeto se ha sentido ansioso, preocupado,
tenso, o calmado, tranquilo, plácido y relajado.
- Fatiga: En qué medida el sujeto se ha sentido cansado, aburrido, agotado, o
fresco, vigoroso, y energético.
- Tipo de actividad: El grado al cual la tarea requería actuar en función de
rutinas muy aprendidas, o de la aplicación de reglas, o requería toma de
decisiones y solución de problemas.
Posteriormente, Han y Staveland (1988) redujeron estas dimensiones a las seis
siguientes: demanda mental, demanda física, demanda temporal, ejecución, esfuerzo,
y nivel de frustración. Otros autores, Sheridan (1980), Sheridan y Simpson (1979) o
Reid y col. (1981) han propuesto c4ue las dimensiones anteriores se pueden reducir a
tres: proporción de tiempo ocupado o carga de procesamiento de la información.
esfuerzo mental ejercido o Complejidad de la tarea, y ‘estrés emocional”.
En esta misma línea, el grupo de colaboradores de Reid (Reid, Eggemeier y
Shingledecker, 1982; Reid. Shingledecker y Eggemeier, 1981; Reid, Shingledecker,
.-,ycren y Eggemeier, 1981) ha asumido que la carga estA principalmente compuesta
por tres dimensiones: carga debida al tiempo. carga debida al esfuerzo mental y carga
debida al estrés, Estas tres dimensiones son adaptaciones de factores propuestos por
Sberidan y Sitnpson <1979) y otros autores (Jahns, 1973; Johatsssen y coL, 1979;
Kahneman. 1973: Moray. 1982), como principales fuentes de carga,
Mezclando las nedidas de carga de tipo subjetivo con las de tarea secundaria
y con las fisiológicas. Derrick (1981) evaluó las diferencias que percibían los
operadores ea la carga subjetiva de cuatro tareas, realizadas aisladameote, y después
en todas las combinaciones de tarea dual posibles. Aplicando la técnica de
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escalamiento multidimensional a los datos subjetivos, Denick encontró tres
dimensiones primarias: 1) competición de recursos, 2) adecuación del feedback. y 3)
la medida de la variabilidad del pulso.
En resumen, el número de dimensiones de la carga que distinguen los autores
suele venir determinado por supuestos a priori sobre las distintas frentes de carga, más
que partir del análisis estadístico de los datos, Con el tiempo, las distintas dimensiones
de carga se han ido reduciendo, de manera que algunas de ellas han entrado a formar
parte de una sola dimensión más general (Han y Staveland, 1988). Aunque se ha
propuesto un número variable de dimensiones, parece existir cieno acuerdo en que la
carga, fundamentalmente la subjetiva, se debe a tres grandes áreas o fuentes. La
primera englobaría todos los aspectos relativos a la presión temporal de la tarea
(tiempo disponible, tiempo necesitado). La segunda estaría fonnada por variables que
hacen referencia a la cantidad de recursos de procesamiento que demanda la tarea
(mental, sensorial, tipo de tarea,,,), Por último, la tacen dimensión general de carga
se relacionarla con aspectos de naturaleza más emocional (fatiga, frustración, nivel de
estrés, etc,).
1.4. IMPORTANCIA DE LA CARGA
Según los diseñadores y los operadores de sistemas, la ejecución no es Siempre
lo más importante en el diseño de un buen sistema, Es más importante considerar qué
demandas impone una tarea sobre los limitados recursos del operador. Esto puede o
no corresponder con la ejecución. Más específicamente, la importancia de la carga
puede verse en tres contextos diferentes: la predicción de la carga, la evaluación de
la carga impuesta por los equipos, y la evaluación de la carga experimentada por el
operador humano, La diferencia ente el segundo y el tercer aspecto radica en sus
implicaciones para la acción, Cuando se evalúa la carga de un sistema, la finalidad es
optimizarlo, Cuando se evalúa la carga experimentada por el operador, el objetivo
final es la selección y/o la formación de operadores.
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La carga, en los tres contextos anteriores, puede ser inicialmente representada
siguiendo un modelo simplificado de capacidad indiferenciada del sistema de
procesamiento humano (el modelo de recursos se expondrá en el capitulo siguiente).
Si la realización adecuada de una tarea demanda más recursos de los que el operador
dispone, la ejecución fallará, Por oto lado, cuando los recursos son superiores a las
demandas, la diferencia entre ambos representa la “capacidad residual”,
Se asume que el concepto de carga está expresado en términos de la relación
entre los recursos proporcionados y las demandas de la tarea. La capacidad de reserva
y el nivel de ejecución son lo que principalmente interesa predecir a los diseñadores
de sistemas, Es importante notar que, según esta concepción, los cambios del nivel de
carga pueden deberse a las fluctuaciones de la capacidad del operador o a las
variaciones de las demandas de recursos de la tarea.
A continuación se describen los oes aspectos en los que la evaluación de la
carga es un aspecto clave,
1.4,1. Predicción de la carca
Frecuentemente es deseable conocer si un sistema será satisfactorio antes de
que se proceda a su establecimiento final. El sistema debería ser capaz de realizar su
misión adecuadamente, sin suponer excesivas demandas para el operadorhumano. Para
tomas una decisión sobre cual de dos sistemas es mejor, es esencial tener algún
modelo predictivo que adecue las demandas a las capacidades del operador y
determine el grado al cual las primeras exceden o no dichas capacidades. Si las
demandas exceden la capacidad del operador, entonces tendrán lugar fallos en la
ejecución. Por contra, si las demandas no la exceden, es importante asegurarse deque
el sistema está diseñado con un margen suficiente de capacidad residual o recursos,
de manera que sucesos inesperados puedan ser resueltos satisfactoriamente,
Por tanto, a este nivel, los modelos de carga son totalmente necesarios.
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¡.4.2. Evaluación de la carea del sistema actual
Mientras que la predicción de la carga anterior al diseño de un sistema es algo
muy deseable, frecuentemente es necesario evaluar la carga de un sistema ya existente.
Esta evaluación puede ser realizada con el fm de identificar los periodos temporales
o las operaciones en los que las demandas exceden momentáneamente los recursos
disponibles.
Altemativan,ente, la carga puede ser evaluada para comparar dos componentes
o piezas del equipo alternativas, que pueden dar lugar a niveles de ejecución similares
pero que difieren en sus demandas. A veces los criterios de carga pueden ofrecer el
único medio satisfactorio de elección entre alternativas.
Un mayor desafío es determinar el nivel absoluto de carga impuesto por un
sistema que es superior o inferior a un criterio dado,
1.42. Evaluación de las diferencias del ooerador
Las medidas de carga pueden también evaluar las diferencias de la capacidad
residual disponible de un operador, en lugar de las impuestas por el sistema, Esto
puede hacerse en uno de dos contextos:
1. Puede compararse el nivel de destreza o de automatización alcanzado por
diferentes operadores quienes pueden obtener niveles de ejecución equivalentes
al realizar la tarea primaria, en situaciones de simulación, Por ejemplo, Damos
(1978) y Crosby y Parlánson (1979) mostraron que los instructores de vuelo
diferían de los pilotos estudiantes en su nivel de atención residual, Aún más,
Damos encontró que esta medida aplicada a los estudiantes era un buen
predictor del éxito en la formación del piloto,
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2. Por otro lado, los operadores pueden ser observados durante la realización de
tareas reales. En este caso, sistemas inteligentes basados en computador
podrían decidir la responsabilidad para realizar ciertas tareas propias del
operador cuando las demandas excedan momentáneamente su capacidad
(Ensn-om y Rouse, 1977; Wickens, 1979; Wickens y Gopher, 1977),
LS. RELACIONES ENTRE ATENCION Y CARGA MENTAL
Al definir carga de trabajo mental en términos de las limitaciones del sistema de
procesamiento de la información, se encuentra una rut afinidad entre la literatura
dedicada a carga y aquella focalizada en atención, Las limitaciones atencionales
cuando se realizan des tareas a la vez parecen estar, como en el caso de la carga de
trabajo, en la capacidad del sistema para manejar demandas múltiples. Al igual que
con la carga. los investigadores han sugerido que las limitaciones atencionales reflejan
restricciones inherentes de la estructura y organización de un procesador central, La
mayoría de los métodos propuestos y empleados en el estudio de la carga representan
intentos para identificar y cuantificar las limitaciones de este procesador central.
El término atención engloba un conjunto de fenómenos diversos, así Posner y
Boies (1971) distinguen tres caracterizaciones de la atención: a) La atención como
mecanismo de selección de la información; b) La atención como mecanismo de
capacidad limitada: y c) La atención como mecanismo de alcoa. La segunda
concepción mencionada es la más directamente relacionada con la carga mental
(Reason, 1 990)- La capacidad limitada de la atención se pone de manifiesto cuando
se intenta la realización simultánea dedos tareas complejas, ya que, o estas se realizan
de forma ineficaz, o los recursos atencionales deben diso-ibuirse entre ellas, y por
tanto, se produce interferencia y bajo rendimiento,
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Figura 1.1. Propiedades de las estructuras asociadas con dos modelos del control
cogr.itivo: control atencional asociado con la memoria activa y control central asociado
con la base de conocimiento (Adaptado de Reason. 1990).
Con el tiempo se ha producido una convergencia entre los estudios de la
memoria basados en la teoría multialmac6n y las teorías de la atención (De Vega,
1984). El punto de convergencia se sitúa en la memoria activa (memoria operativa o
de trabajo). Desde esta perspectiva, la memoria operativa se considera un espacio de
trabajo de capacidad limitada, en donde se ejecutan procesos de control y
coordinación, En este sentido, la memoria activa resulta indistinguible de los procesos
atencionales controlados. En este punto, es relevante la distinción entre procesos
automáticos y procesos controlados (Shiffrin y Schneider, 1977; Posner, 1978;
Kahneman, 1973). Los procesoscontrolados a diferencia de los automáticos, consumen
recursos atencionales y dan lugar a fenómenos de interferencia en situaciones de doble
tarea
Resulta especialmente significativo el hecho de que las investigaciones sobre
la memoria activa y sobre la atención utilicen frecuentemente los mismos paradigmas
experimentales. Por ejemplo. Baddeley y Hitch (1974) utilizaron una técnica
experimental que consistía en sobrecargar la memoria activa del sujeto durante un
periodo de tiempo en que éste realiza otra tarea concurrente de razonamiento abstracto.
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El grado de interferencia eno-e la tarea de retención y la de razonamiento se
consideraba como un índice de que ambas tareas demandan recursos del mismo
sistema de capacidad limitada.
El paradigma de atención dividida (Gopher y coL, 1982; Posner, 1978;
Wickens, 1988) es esencialmente igual que el anteriormente mencionado, con la ónica
diferencia de que los resultados se interpretan en términos de recursos atencionales
limitados.
En conclusión, se puede aftrtnar que la carga mental es un índice de las
limitaciones de la memoria activa o de los procesos atencionales controlados que
refleja la sensibilidad del sistema a fenómenos tales como: a) el número de
alternativas de respuesta o de itetos de información; b) la interferencia entre tareas
simultáneas; c) la interferencia entre tipos de respuesta; y, d) el formato de la
información de entrada.
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C6t?TPJLD 2. MCDSLOS DE CARGA
2.1. INTRODECCION
En los últimos años del siglo pasado, James (1890) y sus contemporáneos
identificaban las limitaciones del procesador central con las de la conciencia. Sin
embargo, muchos de los procesos de interés clave para los teóricos del procesamiento
de la infomación humano no son y no pueden ser accesibles a la conciencia (Kaufman,
1979; Broadbent, 1982; Posner y McCleod, 1982; Kahneman y Treisman, 1983). El
fenómeno de la atención y el de la carga de trabajo mental engloban un conjunto de
actividades de selección, transformación y procesamiento sólo en parte accesibles a
la conciencia, Las limitaciones impuestas a la ejecución derivan de mecanismos que
son opacos a la evaluación subjetiva, como por ejemplo la búsqueda en la memoria,
la construcción de sentencias gramaticales y la focalización de la atención en uno de
varios canales,
Con el paso del tiempo han ido surgiendo diversos modelos sobre el procesador
central de capacidad limitada. Todos estos modelos tienen sus orígenes en la Teoría
de la Información (Shannon y Weaver, 1949). y fundamentalmente utilizan los
conceptos de canal de comunicación, flujo de información y capacidad del canal para
desarrollar sus modelos de atención y carca,
Una gran variedad de estudios experimentales intentaron probar la aplicabilidad
de la Teoría de la Información al análisis de la ejecución humana. Explícitamente,
estos estudios fueron diseñados para evaluar las limitaciones en la capacidad del
sistema de procesamiento. Para estos modelos, la dificultad de la tarea es equivalente
a la carga del canal de comunicación, Entre los autores que aplican los conceptos y
supuestos de la Teoría de la Información a la investigación psicológica destacan Fiíts
y Posner (1967), Garner (1970. 1978), Keele (1973). y Sheridan y Ferreil (1974), entre
otros-
La Teoría de la Información tuvo éxito para modelar las situaciones más
simples; sin embargo, no pudo describir muchos aspectos de la ejecución, como por
ejemplo el efecto de anclaje. Otra dificultad de la conceptualización del sistema de
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procesamiento humano como un canal de comunicación surgió al intentar generalizar
las conclusiones de una investigación a otra.
l.os estudios realizados bajo el marco de la Teoría de la Información han influido
en todos los modelos de carga mental posteriores, De hecho, el concepto de capacidad
de procesamiento limitada se debe a este paradigma. Sin embargo, la metáfora del
canal de comunicación y las herramientas dadas por la Teoría de la Información para
el estudio de la ejecución humana resultaron ser de limitada aplicabilidad.
2.2. MODELOS DE FILTRO
Los intensos de desarrollar modelos siguiendo estrictamente el esquema de la
Teoría de la Información fueron abandonados a finales de la década de los 50. en
favor de modelos acerca de los mecanismos internos que operan sobre la información
y determinan la capacidad del canal. Los nuevos modelos se basaron en el estudio y
análisis de uno u otro de los mecanismos responsables de las limitaciones observadas
sobre la ejecución, olvidando el interés por la medida de la información.
Principalmente, las investigaciones se centraron en postular y demostrar
empíricamente la existencia de filtros en el flujo de información, En su mayoría, estos
estudios se focalizaron en la atención. la cual, como ya se ha visto, está íntimamen~
relacionada con el constructo de carga de trabajo mental y su desarrollo.
Los modelos de filtro representan un esquema del flujo de la información que
comprende vatios mecanismos, uno de los cuales está más constreñido que los otros,
La capacidad de este mecanismo es la que determina los límites del sistema completo
al compilar las demandas de la tarea,
El primero de estos modelos fue propuesto por Hroadbent (1958). El constructo
central de su teoría fue el de un canal de comunicación precedido por un filtro y un
almacén a cono plazo. Este procesador se comunica con un almacén a largo plazo y
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con un mecanismo que selecciona y conuola las respuestas del sistema, El filtro actúa
sobre la entrada de información, de forma que solamente aquella que es relevante es
analizada al completo, lo cual afecta a la selección de la repuesta y al traspaso de
información a la memoria a largo plazo.
Mientras que para los teóricos de la información el canal de comunicación es
algo pasivo, Broadbent lo concibió como un mecanismo activo, el cual es un
procesador flexible además de un transmisor de información. La función de este filtro
selectivo es bloquear la información de entrada que no es buscada por el sujeto,
dejando el paso libre sólo a aquellos mensajes que merecen un ánalisis cognitivo
completo. El filtro sólo permite la entrada a los mensajes que tienen ciertas
características físicas, Además, entre los sentidos y el filtro existe un almacén de
memoria en el que se mantiene toda la infonnación que no ha sido analizada, lo que
permite que esta sea atendida más tarde.
Según este modelo, sólo la información consciente entra en la memoria a larzo
plazo y pasa a formar parte o a modificar nuestro conocimiento del mundo. Su modelo
permite algún análisis perceptivo no consciente del input no atendido, pero este
análisis es muy simple, sin permitir el análisis por el significado,
La memoria a largo plazo puede influir en el flujo de información a través de
todo el sistema, Por tanto, la actuación del filtro está influida por propiedades del
input y por la información almacenada en la memoria a Irgo plazo.
El modelo de Broadbent implica un procesamiento estrictamente serial. Su
teoría aparentemente explica el procesamiento en paralelo como tínie’shoring o
nsuftiplaing: dos o más tareas pueden ser realizadas simultáneamente, simplemente
distribuyendo la atención entre ellas, Por tanto, debería ser imposible realizar dos
tareas en paralelo sí ambas requieren atención continua.
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Este modelo se focalizó en los fallos en la ejecución y, por tanto, es un modelo
tanto de atención como de carga. Según este modelo, la carga impuesta a un sujeto
por una o “arias lateas estÉ determinada por el grado al cual las demandas de
las tareas exceden la capacidad del filtro. De esta forma, el filo-o es un mecanismo
activo y temprano que limita la carga de información del sistema.
El modelo sugiere que puede haber costos adicionales cuando las tareas requieren
la integración de diversos atributos físicos. Treisman y Celade (1980) encuentran que
la identificación de una conjunción de atributos que requiere procesamiento en
paralelo del estímulo en varias dimensiones impone una gran carga sobre el sistema.
Por otro lado, el sistema cenoal de procesamiento puede ser capaz de gestionar
tareas que requieren análisis semántico (identificación de palabras, categouización. o
toma de decisiones) sin la protección que. según Broadbent, recive del filtro,
En resumen, el modelo de Eroadbent propuso varios principios generales que
hacen posible describir el flujo de información en el sistema de procesamiento humano
y que sirven como punto de referencia para gran parte de la investigación actual sobre
la evaluación de la carga de trabajo. El sugirió que cl camino entre estímulos y
respuesta podía ser visto como siguiendo tres estados sucesivos y describió las
propiedades funcionales de cada estado en ténrúnos que podrían ser aplicados al
análisis de los componentes de las tareas. Además, asignó una función de costo de la
ejecución de las operaciones mentales, identificando las operaciones más y menos
costosas para el sistema. Finalmente, Broadbent enfatizó el estudio de la atención
selectiva como parte inherente al análisis de la carga de trabajo al sugerir cómo la
eficacia dc la selección podía afectar al nivel de carga del sistema total,
Otro modelo de filo-o es el de Welford (1967>. La diferencia entre este y el
anterior reside en que mientras el o-abajo de Broadbent se focalizó en las diferencias
cualitativas en la ejecución, como los fallos en el recuerdo, Welford se interesó más
por los aspectos temporales de la misma. Welford disefla su teoría para explicar que
la respuesta a tan segundo estímulo se ve retardada si el sujeto no ha respondido
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todavía al inmediatamente anterior, El atribuye este retraso a las limitaciones de un
mecanismo central de decisión (selección tardía) que puede procesar sólo una tarea en
cada momento. El tiempo requerido por este mecanismo para procesar un tarea se
denomina periodo refractario psicológico (PRP): los datos procedentes de una señal
que llegan a este mecanismo durante el tiempo de reacción a una señal previa tienen
que esperar a que el mecanismo de decisión se encuentre libre, el cual se encuentra
frecuentemente ocupado por el feedback de la ejecución de la respuesta. Sin embargo,
el modelo también reconoce que se pueda producir una agrupación de estímulos
cuando estos son presentados con un intervalo de tiempo muy corto (alrededor de 30
ms).
Los experimentos realizados por Weiford y otros autores mostraron que estos
retardos no eran eliminados con el entrenamiento y que estaban localizados en un
procesador central mas que en los órganos periféricos sensoriales o motores (Fraise,
1957; Davis, 1959; Welford, 1959, 1967),
En cuanto a las conclusiones derivadas para el estudio de la carga, ambos
modelos, el de Sroadbent y el de Welford, descansan en gran medida en el paradigma
de la Teoría de la Información, ambos proponen tres estados generales en el flujo de
información y ambos localizan el filtro en la actuación del mecanismo central de
procesamiento. Sin embargo, difieren sustancialmente en sus supuestos acerea de las
reglas operacionales que gobiernan este mecanismo, El modelo de Broadbent pertnise,
en cieno modo. el procesamiento en paralelo siempre que las demandas totales de la
tarea no excedan el límite del procesador central. Por tanto, si las tareas que se están
procesando en un determinado momento no exceden la capacidad del procesador,
podrán entrar tareas adicionales en cualquier momento. Los decrementos en la
ejecución que son manifestaciones de la carga de trabajo aparecen como tiempos de
respuesta prolongados o como omisiones de respuesla, Por contra. el modelo de
Welford es consistente con el procesamiento parcial y los errores de interacción,
Ambos modelos estimularon la investigación experimental pero fueron
insuficientes para explicar el creciente cuerpo de datos resultante, El modelo de
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Welford no pudo explicar, por ejemplo, que la variación de la dificultad asociada con
la respuesta a un segundo estímulo afecte al patrón de respuesta de ambos estímulos
(Karlin y Kastenbaum, l968; Keele, 1973).
Otra crítica al modelo de Welford fue sugerida por Rahoeman (1973>. Según este
autor la rapidez con la que un sujeto responde a un segundo estímulo no debe ser
examinada como función del intervalo entre estímulos sino como función del intervalo
entre respuestas. Cuando se utiliza esta última medida, el procesamiento en paralelo
de ambos estímulos es más evidente, Es decir, el segundo estímulo no espera a que
se completen el análisis y la respuesta al primero,
Igualmente, las pruebas experimentales de las predicciones derivadas del modelo
de Broadbena demostraron la inconsistencia de sus primeras hipótesis y de la idea de
que el filo-o sirve para proteger al mecanismo central de la posible sobrecarga de las
demandas de procesamiento semántico de alto nivel (Pairbank, Ourtman y Miron.
1957; Treisman, 1965). Otra serie de estudios examinaron si el filtro descartaba, por
características físicas, la información irrelevante, En expetinrentos de enmascaramiento
se encontró que se podía procesar, por el significado, información inelevante
ITreisman, 1960: Moray, 1959, 1967). Además. se demostró que el recuerdo de
información era más demandante que la entrada de inputs múltiples (Martin. 1970;
Tnrmbo y Milone, 1971).
Estos hallazgos llevaron a varios investigadores a proponer un filtro tardío, en vez
de temprano, en el flujo de información (Deutsch y Deutsch, 1963; Norman, 1968;
Keele, 1973), En general, esta alternativa propone que la codificación y entrada de
información no es tan demandante, de manera que puede ser procesada en paralelo.
Las versiones actuales de esta aproxÁmación se asemejan al modelo de filtro propuesto
por Treisman (1964, 1969). El modelo de Treisman difiere del de Broadbent en dos
aspectos generales: 1) asome que el filtro atenúa la entrada de información más que
bloquearía, y 2) que el filtro está dotado de una estrategia flexible, Este tipo de filtro
constituye una estrategia de atención” más que una estructura fija. es decir, los filtros
pueden actuar en diferentes puntos dependiendo de las condiciones en las que se aplica
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una tarea y la naturaleza del ambiente de la misma. Según Treisman, el filtro a veces
actúa sobre la base de las características físicas del input (como postula Broadbent)
pero en otras ocasiones lo hace en fonción de propiedades más abstractas, como es por
el significado, El filtro sería selectivo a lo largo de un continuo de características del
input.
Desde este punto de vista la evaluación de la carga impuesta por una tarea
debe expresarse en términos de los componentes de procesamiento implicados. Esta
visión de las limitaciones del sistema de procesamiento implica un concepto
multidimensional de carga menlal puesto que existen varias razones del decremento
en ejecución. Aunque el modelo de Treisman sigue siendo un modelo de canal simple,
permite una definición más elaborada del mismo, cambiando considerablemente la
visión anterior del concepto de canal.
Posteriormente, el interés de los modelos derivados de la Teoría de la Información
se centró en el examen de la estructura interna del procesador central con un interés
específico en sti arquitectura. Uno de los conceptos centrales de este paradigma fue
el de estados de procesamiento’. Las investigaciones muestran un sistema más
complejo, en el que las limitaciones de procesamiento pueden aparecer en una gran
variedad de nodos del sistema, ‘~ el coste de diferentes operaciones mentales emerge
como un aspecto central al intentar enlazar las limitaciones del procesador y las
demandas de la tarea (Ssernberg, 1969: Sanders, 1980>.
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2.3. MODELOS SOBRE LA ARQUITECTURA DEL
PROCESADOR CENTRAL
Surge el interés por la identificación de los múltiples componentes del sistema de
procesamiento, cada uno de los cualeses concebido como una entidad funcional (cada
componente tiene un papel específico en la transmisión de información). Así mismo,
se establecen reglas simples que gobiernan la interacción entre estos componentes.
Cada componente representa un estado en una secuencia de procesamiento, Según este
modelo, la actuación de un estado no comienza antes de que los estados anteriores a
él hayan completado sus operaciones (Sternberg, 1969; Sanders, 1980). Otros autores
propusieron aproximaciones diferentes, Así, McClelland (1979) propone un modelo
en cascada y Eriksen y Schultz (1979) un modelo de flujo continuo según el cual
todos los estados de procesamiento operan continuamente transmitiendo información
de un estado al siguiente a medida que la infonnación se hace disponible.
El término estado de procesamiento se define como la agrupación de las
estruturas de procesarrtiento que representan una operación mental común. En este
sentido, ejemplos de estados de procesamiento son el preprocesamiento de un
estímulo, la extracción de características, la elección de la respuesta y su programación
y el ajuste motor (Sanders. 1983), El número de estados no es fijo, depende de los
requisitos de cada tarea específica.
La herramienta experimental de estos modelos es la prolongación del tiempo de
respuesta resultante de la manipulación de las variables de la tarea. En la mayoría de
los estudios este análisis está basado en el paradigma de factores aditivos de Síernberg
(19691. Según Sternberg, las variables que tienen un efecto aditivo sobre el tiempo de
reacción deben operar en estados diferentes, mientras que las variables que interactúan
influyen, al menos, en un estado común- La estructura general del flujo de información
y la lógica de la metodología de factores aditivos fueron generalizadas a una gran
variedad de tareas y a diferentes campos de estudio, como la evaluación de la carga
de trabajo y la ejecución en tareas duales (Logan. 1978, 1979; Wltitaker, 1979;
Wickens, 1980) y el análisis de tareas (Mme, Coles, Wickens y Donchin, 1983>.
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Estos modelos implican una concepción multidimensional de la carga mental.
El hecho de que las variaciones de una tarea limiten en forma diferente la ejecución
se debe a que se requiera la actuación de uno o vatios estaños de procesamiento. El
efecto de la variación de la esa-uctura de la tarea y de sus demandas puede ser aditivo
para algunas variables e interactivo para otras. Tambien puede ocurrir que las
demandas de una tarea no se vean afectadas por la manipulación de sus características
estructurales. Una de las grandes ventajas de la técnica de factores aditivos es que
proporciona una metodología para analizar la estructura de una tarea en función de sus
variables.
En conclusión y de acuerdo a este punto de vista estructural. dos tareas
interfieren porque ambas demandan mecanismos de procesamiento o estructuras
comunes (estados de procesamiento, modalidades de input, requisitos de respuesta
manual, etc.),
La complejidad de la estructura del procesador y el procesamiento en paralelo.
propuestos por estos modelos, hacen muy difícil la medida de la carga. Sin embargo.
se ha intentado solucionar este problema adoptando una metáfora nueva. Esta es la
metáfora de la energía. o también denunimada del recurso, la cual ha jugado un papel
dominante en el análisis de la carga de trabajo mental. Durante los años 70, los
o-atamientos teóricos de Kahneman (1973), Norman y Bobrow (1975), y Navon y
Gopher (1979) han contribuido inmensamente al desarrollo del concepto de capacidad
o recurso como una variable implicada en la realización de tareas duales.
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2.4. MODELOS DEL RECURSO
Una importante raiz histórica de la teoría del recurso descansa en la medida
de la carga de trabajo del operador humano. Knowles (1963) presentó un modelo
según el cual el sujeto posee un conjunto de recursos de capacidad limitada. A medida
que una tarea primaria demanda mis de estos recursos (se hace más difícil) menos
recursos quedan disponibles para una tarea secundaria concurrente, y su ejecución se
verá deteriorada.
Muchos psicólogos industriales adoptaron un modelo conceptual por el cual la
carga de trabajo es proporcional a las demandas impuestas por la tarea sobre la
capacidad limitada del operador (Rolfe, 1971). Así, desde ftnales de los años ‘70 se ha
dado un gran interés a la investigación aplicada sobre la representación y medida de
la capacidad utilizada y la disponible, y sobre la relación entre las medidas de carga
de trabajo basadas en la capacidad y los índices alternativos como escalas subjetivas
o parámetros fisiológicos G~4orav. 1982; Moras’, Sobanssen, Pew, Rasmussen, Sanders
y Wickens, 1979>,
El concepto de capacidad (Moray, 1967) enfatiza la naturaleza flexible de los
recursos de procesamiento. Las tareas demandan más de estos hipotéticos recursos
(‘esfuerzo mental’) a medida que se tornan más difíciles o se requiere un nivel de
ejecución más elevado, El concepto de recursos de procesamiento es propuesto como
una variable hipotética que permite tomar en cuenta las variaciones que se producen
en la eficacia con la que se realizan actividades al mismo tiempo; esto es, el grado al
que dos tareas pueden ser realizadas a la vez del mismo modo que aisladamente, Se
asume que las tareas demandan una serie de recursos para poder ser realizadas, siendo
dichos recursos de disponibilidad limitada, Así, cuando el conjunto de recursos
demandados por dos tareas excede a los disponibles, la eficacia en tiempo compartido
disminuye, descendiendo más a medida que aumenta la dificultad de alguno de los
componentes de la tarea,
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El concepto de atención como un recurso de procesamiento flexible de
capacidad limitada fue elaborado por Kahneman (1973), Norma,, y Bobrow (1975)
y Navon y <Jopher (1979).
Se distingue entre modelos de recurso único y modelos de recurso múltiple.
Ninguno de ellos representa un modelo estructural del sistema de procesamiento de
la información; son afirmaciones sobre la posibilidad de tratar las limitaciones del
sistema como si este dependiera de la disponibilidad de algún hipotético recurso. En
este sentido, no es muy necesario conocer por qué un operador falla al realizar una
tarea, sino que lo importante es cuantificar la diferencia entre la ejecución esperada
y la obtenida. En la mayoría de las investigaciones qte se basan en el concepto de
capacidad, se asume que la capacidad utilizada al realizar una tarea primada puede ser
inferida a partir de la capacidad residual de la tarea secundaria (Eysenck y Eysenck,
1919; Posner y Keele, 1969; Posner y Enies, 1971; Tyler, Henal, McCalum y Ellis,
1979; Underwood, 1976). Por ejemplo, se presume que tiempos de reacción más
largos, reflejan mayores demandas de capacidad (menor automatización, procesamiento
más profundo) de la tare, primada. La técnica de tarea secundaria ha sido utilizada
en vados estadios sobre los requasttos atencionales de varios procesos de memoria
(Johnson, Oreenberg. Fisher y Martin, 1970).
2.4.1. Modelos de recurso único
El intento más comprensible para emplear la metáfora de la energía en el
estudio de la carga mental y de la atención aparece en el libro de Kahneman
“Atención y Esfuerzo (1973), Kaln,eman (1973) propone la existencia de un único
e indiferenciado conjunto de recursos disponible para todas las tareas y actividades
mentales. A medida que aumentan las demandas de una tarea, impuestas por un
aumento en su dificultad o por la adición de tareas adicionales, los mecanismos de
arousal fisiológico producen un incremento en la provisión de recursos. Sin embargo.
en ocasiones, este incremento es insuficiente para compensar por entero el aumento
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de las demandas: así, la ejecución descenderá a medida que aumente el desfase entre
las demandas y los recursos provistos. Esto es, el límite de los recursos varia con el
nivel de arousal de acuerdo a la clásica función de U invertida que relaciona la
eficacia de la ejecución con la activación. Los cambios en la capacidad están
controlados por el feedback procedente de la ejecución. Por lo tanto, en la formulación
de Kahneman, el concepto de recursos de procesamiento está estrechamente
relacionado con el de arousa],
Los sujetos pueden focalizar toda su atención en una de las actividades posibles
o pueden dividirla entre varias de ellas, La política de asignación de recursos está
gobernada por reglas muy aprendidas o inconscientes (Endw’ing Dírpositíons) y por
decisiones conscientes (Monrentary Inzer.dons). La política de asignación de recursos
está también determinada por la diftcultad de la tarea y el feedback de las actividades
que se están realizando (Eralua:íon ofDeniands o,, Capací~’). Los sujetos focalizan
más su atención en las tareas más difíciles.
En un modelo eso-ucnral, los fallos en la ejecución ocurren cuando se requiere
que un mecanismo realice operaciones incompatibles. En un modelo basado en la
metáfora de la energía, los decrementos de la ejecución se deben a que las demandas
de dos actividades concurrentes exceden la capacidad disponible. Así, un modelo
estructural implica que la interferencia entre dos tareas es específica, mientras que para
un modelo de capacidad esta interferencia es no específica y sólo depende de las
demandas totales de las dos tareas,
Por tanto, en el modelo de Kahneman, el procesamiento en paralelo podría ocurrir
cuando la capacidad de procesamiento combinada de varias tareas es menor que la.
capacidad toral de la persona. Mientras las tareas no excedan la capacidad de:
procesamiento del sujeto, estas podrán ser realizadas simultáneamente sin pérdida de
eficacia en ninguna de ellas,
El modelo de asignación de recursos de Kal~neman sugiere cuestiones como::
si la dificultad de la tarea afecta a la asignación de recursos y la urea se toma más
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fácil con la práctica. ¿incrementa la práctica la capacidad?, ¿pueden, con la práctica,
realizarse dos tareas simultáneamente?. En este sentido, L’nderwood (1974) y Oste’,
Moray y Marks (1976). entre otros, mostraron como la práctica produce cambios en
la asignación de recursos atencionales.
Este concepto de recurso de procesamiento implica la utilización de medidas
fisiológicas. En este sentido, destacan estudios que utilizan el diámetro pupilar corno
medida del esfuerzo (Kahneman y col., 1967, 1968. 1969, 1981; Beatry. 1982). Datos
procedentes de una gran variedad de condiciones experimentales han mostrado que la
ejecución de algunas tareas interfiere con la realización de cieno tipo de tareas pero
no con las de otro, mientras que una tercera clase de tareas se ve igualmente afectada
cuando se realiza con miembros de los dos primeros grupos (Navon y Copher, 1979;
Ogden . Levine y Eisner, 1979; Wickens, 1980, 1983). Otros estudios han mostrado
que algunas manipulaciones de las características de tareas que se realizan a la vez
afectan a ambas, mientras que otras degradan la ejecución solamente de una de ellas.
no pudiendo ser cdmpensada por la transmisión de recursos de una a otra tarea
(Wickens y ICeasel, 1981; Gopher y Navon. 1980; Oopher, Bdckner y Navon, 1982).
Estos resultados son inconsistentes con la noción de un único y no diferenciado
conjunto de recursos o energía de procesamiento. Más bien, ellos sugieren la
existencia de varias fuentes de interferencia y competición más especificas. De nuevo.
el concepto de una única y general causa de las lin-titaciones en la ejecución atribuidas
a la carga no parece adecuado,
Como va se ha visto anteriormente, la teoría de la capacidad ha sido
desarrollada en la investigación sobre tareas duales. Hay cuatro fenómenos que
difícilmente pueden ser explicados por el modelo del recurso simple. Estos son los
siguientes:
1. Insensibilidad a la dificultad: Se pueden citar varios ejemplos en los cuales
los incrementos en la dificultad o demandas de la tarea primaria
(presumiblemente mayor consumo de recursos) no influye en la ejecución de
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una tarea secundaria, Es necesario asegurar que el decremento en la tarea
primaria causado por la realización de la secundaria no aumenta en función de
los niveles de dificultad de la tarea primaria. Ejemplos de insensibilidad a la
dificultad pueden encontrarse en los trabajos de North (1971), Isreal, Chesney,
Wickens y Donchin (1980), o Wickens y Kessel (1979),
2, Ejecución perfecta en tareas concurrentes: Ejemplos de realización perfecta
de dos tareas a la vez pueden encontrarse en los trabajos de Allport. Antonis
y Reynolds (1972, Shaffer (1975), Spelke. Hirst y Neister (1976) y Wickens
(1976), entre otros,
Una posible explicación a los efectos de insensibilidad a la dificultad y a la
ejecución perfecta en tareas realizadas al mismo tiempo es que las tareas utilizadas
contengan amplias regiones limitadas de datos. Sin embargo, esta explicación no
parece plausible ya que en los estudios mencionados se utilizaron tareas que
dudosamente pueden ser muy limitadas de datos (tareas de seguimiento (tracking), de
procesamiento de dígitos, de detección de señales auditivas, de enmascaramiento
auditivo, etc,,)-
3, Efectos de la alteración estructural: Estos efectos hacen referencia a los
casos en los que la modificación en la estructura de procesamiento (modalidad
de display, código de memoria, modalidad de respuesta) produce un cambio
en la interferencia con una tarea concurrente (siempre que la dificultad se
mantenga constante). Así, en cuanto a las variaciones en la modalidad del
input destacan los estudios realizados por Treisman y Davies (1973), Isreal
(1980). Martin (1980), Rollins y Hendricks (1980), Vidulich y Wickens (1981)
y Wickens y col, (1983). Igualmente, estudios sobre la modalidad de respuesta
son los de McLeod (1977), liarais, Owens y North (1978), Wickens (1980) y
Wickens y col. (1983). Finalmente, estudios sobre los efectos del cambio en
el código de procesamiento son los realizados por McFarland y Ashwn (1978).
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Friedman, Polson, Dafoe y Caskill (1982). Wickens y Sandry (1982) y
Wickens y col. (1983). Si la dificultad de la tarea modificada no cambia, las
demandas de recursos deberían ser similares o idénticas para todas las tareas.
Por lo tanto, bajo el supuesto de la existencia de un recurso no diferenciado
no se podría predecir ningún cambio en la interferencia de tareas concurrentes,
4. No emparejamiento entre dificultad y estructura: Este efecto fue notado por
Wickens(1976) y hace referencia a aquellos casos en los que la más difícil de
dos tareas interfiere menos con una tercera tarea de lo que lo hace la más fácil,
2.4,2- Modelo de reeursos múltiples
La debilidad del modelo anterior lleva al planteamiento de modelos de recurso
múltiple. Según estos modelos, el sistema humano posee un número de mecanismos
de procesamiento cada uno de los cuales requiere su propia provisión de ~ecursos.La
capacidad de cada una de estas estructuras depende del nivel de arousal y de su
dependencia específica de dicho nivel, y puede ser desplegada para varias tareas. De
este modo, existe una competición continua entre las tareas que requieren los mismos
recursos (Norman y Bobrow. 1975; Navon y Gopher, 1979; Wickens, 1980, 1983;
Sanders, 1983; Gopher y Sanders, 1984; Fracker y Wick-ens, 1989).
Norma,, y Bobrow (1975). los primeros en utilizar el térmtno recursos,
definieron, utilizando una analogía global con los sistemas de computador, los recursos
de forma muy general, con referencia a todas las facilidades de procesamiento.
Navon y Gopher (1979, 1980) no fueron más específicos en su análisis teórico
inicial, en el cual utilizaron una metáfora económica, En so posterior trabajo
experimental (Oopher y Brickner, 1980; Gopher y col., 1982) concluyeron que es
razonable asumir la existencia de al menos dos tipos de recursos relativamente
independientes. Uno está relacionado con los procesos perceptivos y computacionales,
y el oao con la selección y la generación de la actividad motora.
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Las figura 2.1. y 2.2, muestran graflcameine las ideas ceno-ales del modelo de
recursos múltiples propuesto por Navon y Gopher (1979), en referencia a las dos
medidas de ejecución más usuales: latencia y precisión de la respuesta.
En las figuras se puede apreciar que, como postula el modelo, para una misma
cantidad de recursos de procesamienco invenidos por el sujeso en la realización de la
tarea (1%), el aumento en el nivel de carga de la tarea produce un incremento en la
latencia de la respuesta (figura 2,1), mientras que disminuye su precisión (figura 22,).
Además, la figura 2,2. muestra que el aumento en el tiempo disponible para realizar
la tarea mejora la precisión de la respuesta.
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Figura 2.1. Representación de dos funciones latencia-
recurso. Tomado de Navon y Oopher (1980),
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Figura 2.2. Representación de cuatro funciones
precisión-recurso, Tomado de Navon y Gopher (1980).
Las implicaciones de esta teoría en cuanto a la ejecución de tareas duales son
cuatro:
1.En la medida en que dos tareas demanden más recursos diferentes que
comunes, ellas podrán ser realizadas a la vez más eficazmente.
2. Si dos tareas demandan recursos comunes la POC será una curva suave;
mientras que en el caso contrato se generará eno-e ambas tareas una POC (ver
apanado 2.4.3) en forma de caja (ver figura 2,3). Esto es así porque si los
recursos de ambas tareas son independientes entre sí, los recursos de una de
las tareas no pueden ser utilizados para mejomr la ejecución en la otra. Por lo
tanto, cuando dos tareas concurrentes demandan recursos totalmente diferentes
AMOtJN? O; INVFSttD UtSO4flCtS
32
tiene lugar la realización perfecta de ambas. Además, el desemparejantento
entre estructura y dificultad tendrá lugar cuando se compara la ejecución en
dos tareas muy demandantes pero de recursos diferentes con la de otras dos
menos demandantes pero de recursos comunes,
3. El cambio en la dificultad de una tarea se define como el incremento en la
demanda de uno o más de los recursos de los que depende la ejecución. Si
parte de estos recursos son también requeridos para realizar una tarea
concurrente, esta últitna se verá afectada Si, por el contrario, estos recursos
afectados por la modificación de la dificultad de la tarea no son necesarios
para realizar la tarea secundaria, esta no se verá afectada. De este modo, la
insensibilidad a la dificultad tiene lugar cuando los recursos adicionales no
pueden ser transferidos desde la tarea secundaria para compensar las demandas
impuestas sobre la tarea manipulada, o cuando los recursos son u-annsferidos
pero la ejecución de la tarea manipulada no puede beneficiarse de su mayor
disponibilidad.
4. Si una tarea se hace más difícil porque demanda más recursos de los
compartidos con otra concurrente, la ejecución será más dependiente de dichos
recursos, y en consecuencia, habrá un mayor efecto de las prioridades en la
asignación de recursos. En otras palabras. el efecto de la dificultad debería
interactuar con el de las prioridades siempre que la dificultad surja de la
manipulación de la demanda de los recursos comunes. La extensión a la que
las tareas comparten un recurso común dicta el grado al cual la ejecución en
la tarea primaria (para la cual se varía la dificultad) puede ser preservada
mediante la reasignación de los recursos a dicha tarea en contrade la ejecución
de la tarea secundaria.
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rigura 2.3. flusfración de tres posibles efectos de la manipulación de un parámetro
de los recursos relevantes sólo a la ejecución de la tarea Y. A representa el caso de
recursos completa ausencia de recursos comunes entre las tareas. B representa el caso
de existencia de recursos tanto comunes como independientes utilizados en
proporciones fijas. C representa el caso de existencia de recursos tanto comunes como
independientes utilizados sustitutivamense. Tornado de Navon y Copher (1979).
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La naturaleza de los recursos es una cuestién ceno-al en el trabajo de Wickens
(1980, 1981, 1983, 1988) y sus colegas (isreal, Chesney, Wick-ens y Donchin, 1980;
Frack-er y Wickens. 1980; Vidulich y Wickens, 1983; Wickens y col,, 1981, 1982,
1983). Examinando un gran número de estudios sobre tarea dual en los que se
producían efectos de la alteracton estructural e insensibilidad a la dificultad, Wickens
(1980) encuentra que los recuasos pueden ser definidos a partir de tres dimensiones:
a> estados de procesamiento (perceprual-ceno-al ‘ersus respuesta), b) códigos de
procesamiento peí-cepti~o y central (verbal vctsus espacial) y c) modalidades de
input (visual versos auditivo> y respuesta (manual versos oral). Asumiendo que tas
respuestas manuales generalmente están guiadas espacialmente y las orales son
verbales, las dimensiones tnodaiidad de respuesta y código de procesamiento central
son similares. Si esta es el caSO, la “estructura” de los recursos puede representarse
concep;ualrnente según la figura 2.4.
_________ — Sr.,.,
Figura 2,4. Estructura de recursos de procesamiento. Tomado de
Wickens (1984).
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La clasificación por estados de procesamiento tiene su procedencia en la
metodología de factores aditivos (Sternberg, 1969; Sanders, 1979, 1980). Los códigos
de procesamiento son sugeridos a partir del análisis teórico y trabajo experimental que
ve a los hemisferios como reservas de recursos que actúan separadamente en virrud
de su separación funcional y estructural (Kinsboume y Hicks, 1978; Friedrnan y
Polson. 1981; Fdedman, Polson, Defoe y Goskill, 1982), Los estudios que compararon
las formas de presentación visual y auditiva y los modos de respuesta verbal versos
manual en los paradigmas de tarea dual (Gopher, Erickner y Navon, 1982; McLeod,
1972, 1978; Wickens, 1988; Wickens y Kessel, 1981; Wick’ens y Sandrv, 1982;
Wickens. Sandzy y Vidulich, 1983) son la justificación de las modalidades de
procesamiento y de respuesta como criterios de clasificación,
Para organizar estas categorías, Wickens (1981, 1983) propone un esquema
descripdvo tridimensional que incluye una distinción entre los tipos de códigos de
representación (verbal y espacial), A continuación se describen estas tres dimensiones:
2.4.2.1. Estados de procesamiento
Según esta dimensión, el procesamiento perceptivo y el ceno-al requieren
recursos comunes y estos, en cambio, son funcionalmente independientes de los
recursos propios de los procesos de respuesta. Evidencia de esta afimiación se obtiene
cuando la dificultad de respuesta de una tarea es manipulada sin que esto afecte a la
ejecución de una tarea concurrente para la que las demandas son más cognitivas o
perceptivas. Esta insensibilidad a la dificultad ha sido demostnda en los experimentos
realizados por Isreal, Chesney. Wickens y Donchin (1980) y por Isreal, Wickens,
Chesney y Donchin (1980), que utilizaron medidas fisiológicas (potenciales evocados)
de la carga mental. En estos trabajos, la amplitud del componente P300, que se supone
depende de recursos de procesamiento perceptivo y central, se vió afectada por las
manipulaciones de la carga perceptiva de una tarea concurrente, pero no quedó
afectada por los requisitos para generar respuestas manuales ni por las manipulaciones
de la frecuencia de respuesta en una tarea concurrente de seguimiento.
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La relevancia de esta dimensión también quedó demostrada por Wickens
(¡976), en cuyo experimento se produjo un no emparejamineso estructura-dificultad
cuando se realizaban a a vez tareas de detección de señales y de seguimiento. Otra
evidencia resulta de la insensibilidad a la dificultad encontrada por Kantowitz y
Knight (1976) y Wickens y Kessel (1980). Aún más, Shaffer (1971, 1975) comprueba
que procesos perceptivos, de o-aducción y de respuesta, pueden proceder en paralelo
de l’ortna muy efectiva. Finalmente, parece que la manipulación de la competición de
recursos entre tareas al nivel de codificación es relativamente independiente de esta
manipulación al nivel de respuesta (Vidul,ch y Wickens, 1981; Wickens, 1980;
Wick’ens y col., 1983), Una independencia de este tipo de los efectos de codificación
y de respuesta indica una independencia de los recursos correspondientes.
2.4.2.2. Códigos de procesamiento perceptivo y ventral
La idea de que los procesos espacial y verbal pueden ser descritos a partir de
recursos funcionalmente diferentes, y que estos pueden relacionarse anatómicamente
en la mayoría de los sujetos con los hemisferios cerebrales derecho e izquierdo
respectivamente, está avalada por la investigación y teoría de Kinsbourne y sus
colegas (Kinsboume y Hicks, 1978)- En un típico experimento, ellos observaron una
mayor interferencia de una tarea verbal con otra de equilibrio cuando esta última era
realizada con la mano derecha (controlada por el hemisferio de procesamiento verbal)
que con la izquierda (controlada por el hemisferio espacial). McFarland y Ashton
í.19784 mostraron que esta asimetría manual de interferencia se invertía cuando la tarea
verbal era sustituida por una de memoria espacial. Por tanto, existen condiciones en
las que las funciones de procesamiento y de respuesta están bajo el control de
diferentes hemisferios. Demostraciones similares de esta interferenck específica de
códico se encuentran en Baddelev, (lrant, Wight y Thompson (1975) y Baddeley y
Lieberman (1980),
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En el dominio perceptivo, Moscovit:h y K]ein (1980) observaron cuc la
ejecución en tareas de reconocimiento era peor si sc presentaba simultdrteamen:e ¿os
estímulos diana espaciales que cuando uno de ellos era espacial y el otro verba!.
Finalmente. se han obtenido conclusiones sobre los recursos definidos
hemisféricamente a partir de tareas de tiempo de reacción. En este caso, se obteren
tatenciasde respuesta más largas cuando el hemisferio de procesamiento del estin.to
es el mismo que el que cono-ola la respuesta (Allwitt, 1981; Ditnond ~ Eeaur-zrx.
1972; Wickens y Sandry, 1982).
El supuesto dc que el procesamiento central espacial y verbal xcu:eren
recursos distintos permite explicar los resultados obtenidos por Allport y colaboradores
(1972), quienes observaron una ejecución perfecta en dos tareas de procesanrien:: ¿e
información realizadas a la vez y que envolvían todos los estados de procesamnies:o
(lectura muy rápida de música y enmascaramiento verbal),
2.4.2.3. 3Iodal¡dades de input y de respuesta
Parece evidente que en muchas ocasiones se puede dividir la atención erre
y nido mejor que cnn-e los dos ojos o los dos oidos. Esta observación es clra-rtzt±
cierta si se acude al concepto de interferencia periférica, la cual dorr=z
condiciones intramodales.
Isreal (1980), Martin (1980). Rollins y Hendricis (1980) y Treisman y Da—ves
(1973), han sugerido que existen ventajas en la presentación entremodal Te’s-_
flavies observaron una detección más eficiente de patrones temporales-espaciales y
dianas semánticas en una presentación eno-emodal que en una intramodal. Rci=-v
Hendricks (1980) y Martin (1980) replicaron este resultado cuando la profundidad dei
procesamiento semántico del estímulo auditivo se variaba sistemáticamente,
replicó el mayor efecto de la interferencia anac versus la intramodal entre una ta.’,a
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de seguimiento y otra de tiempo de reacción cuando la niodalidad de ambas tareas era
manipulada orsogonalmente utilizando estímulos de tiempo de reacción visual o
auditivos emparejados con un display de seguimiento visual o auditivo,
Considerando las modalidades de respuesta, los trabajos de Harris y col.
(1978). McLeod (1971>, Vidulich (1988), Vidulich y Wiclcens (1981>, Wickens (1980,
1988) y Wick’ens y col, (1983) han mostrado la mayor eficacia de la realización
conjunta de la tarea de seguimiento con tareas discretas que utilizan respuestas orales
en oposición a las manuales,
Por otro lado, el esquema propuesto por Wickens tiene en cuenta los factores
que influyen en el patrón de interferencia entre dos tareas concurrentes y que se
relacionan con la competición en el acceso al mecanismo central, Sin embargo, es
muy poco explicativo de la forma en la que los elementos estructurales y energéticos
se relacionan unos con otros. Este aspecto se encuentra más desarrollado en el modelo
de estado energético-cognitivo propuesto por Sanders (1983) y Gopher y Sanders
(1984). Este modelo intenta integrar los conceptos energéticos con una descripción
estructural del sistema. Su desarrollo derivó de las investigaciones acetra de los
efectos de estresores (falta de sueño, tiempo de tarea, drogas) sobre la ejecución en
tareas de reacción de elección (Frowein, 1981; Sandera, Wijmen y Van Arkel, 1982).
Estas investigaciones mostraron el efecto selectivo de dichos estresores, esto es,
afectan a mecanismos específicos; su efecto sobre la ejecución no es general Estos
resultados fueron interpretados dentro del esquema del modelo neurofisiológico del
cono-el de alención propuesto por ~ibnm y McGinness (1975), quienes identificaron
tres generadores energéticos globales de la actividad de procesamiento: arousal,
activación y esfuerzo. Según este modelo, el arousal se relaciona con la codificación
del input, la activación con los procesos de respuesta y el esfuerzo activa los
mecanismos centrales de toma de decisiones y elección. AdemÁs, se asume que el
esfuerzo actúa como un regulador del nivel óptimo de operación de las otras dos
fuentes energéticas y como coordinador de sus actividades, El esfuerzo depende de la
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evaluación que el sujeto realiza de la situación y de su motivación. Es un modelo
similar al anteriormente expuesto de K’ahneman (1973) aunque, en el que ahora nos
ocupa, los mecanismos de evaluación tienen un enlace independiente con cada uno de
los ts mecanismos energéticos y por tanto tienen una influencia separada sobre
diferentes aspectos de la ejecución.
2.4.3. Metodolosía de anólisis de la carsa uronia de los modelos del recurso
La teoría del recurso utiliza como elementos gráficos básicos de análisis de la
carga la función ejecución-recursos (?erformance-Resow-ces Funcñon’> y la
Perfornsance Operañng Charoc¡erisñc (?OC).A continuación se describe brevemente
cada una de ellas:
2.4.3.1. La fundó» ejecuciónrecursos (PRF)
La calidad de la ejecución es una función monótona no decreciente de los recursos
invertidos en una tarea. Esta proposición se pone de manifiesto de dos formas. Bajo
condiciones de tarea simple, si un sujeto invierte un gran esfuerzo en la tarea, la
ejecución mejorará o al menos no decrecerá. Aunque esta proposición es intituitiva,
ha recibido poca confirmación experimental directa. Bajo condiciones de tarea dual,
la relación entre ejecución y recursos es más fácil de medir, pero requiere mayores
supuestos sobre los procesos que subyacen. Cuando un sujeto realiza dos tareas a la
vez, y se le pide que focalice su atención principalmente sobre una de ellas, la
ejecución varia consisrentemente de acuerdo a estas instrucciones (Gopher. 1980;
Navon y Oopher, 1980: Friedman, Folson, Gaskill y Dafoe, 1982; Vidulich y Wickens,
1981). Bajo estas circunstancias, la teoría dcl recurso infiere que el sujeto está
modulando la provisión de recursos entre las tareas con el fin de obtener los niveles
deseados de ejecución.
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Norman y Bobrow (1975) introducen el importante concepto de función
ejecución-recursos (PRF). Esta hipotética función relaciona la calidad de la ejecución
y la cantidad de recursos invertidos en la tarea
Figura 2.5. Una hipotética función ejecución-recurso. Los puntos A, B,
y C se describen en el texto a continuación. Tomado de Wickens
(1984).
La ejecución perfecta en la tarea simple tiene lugar cuando se invierten en ella
todos los recursos (punto A) y es la mejor ejecución que se puede obtener. A medida
que se traspasan recursos de esta tarea a otra concurrente la ejecución decrece (punto
E). Cuantos más recursos son reinvertidos en la tarea, la ejecución mejorará hasta
alcanzar el punto C, en el cual no es posible un cambio posterior en la ejecución. En
la región a la derecha de este punto (C) se dice que la tarea es limitada de datos
(limitada por la calidad de los datos, no por los recursos puestos en juego), Cuando
la ejecución cambia con modificaciones en el número de recursos utilizados. se dice
que la tarea es limitada de recursos (región a la izquierda del punto C).
0% 6
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2.4,3.2. Tite Performonce Operating Characteristic (POC)
Cuando dos tareas son realizadas a tiempo compartido, y los recursos son
asignados diferenciabtenxe entre ellas, la ejecución conjunsa de ambas puede ser
representada en dos separadas PRF. Además, estos datos pueden ser captados
representando un solo punto para cada condición en una Fe~ornsance Operaeing
Characrerirtic (POC), en la cual la ejecución para cada tarea está representada sobre
los dos ejes. Las diferentes formas que puede asumir una POC reflejan las diferencias
en la naturaleza de los intercambios entre la ejecución de las dos tareas. Si se aumenta
la dificultad de una de dos tareas concurrentes incrementando las demandas de un
recurso necesario para la ejecución de ambas tareas, la forma de la POC cambiará, ya
que un mayor sacrificio de ejecución será requerido sobre la otra tarea para hacer
posible una mejora sobre la tarea ahora más difícil. Si, por otro lado, ci incremento
en la dificultad se realiza aumentando las demandas en una dimensión que no es
relevante para la ejecución conjunta, la ejecución de la tarea en la que se hizo la
manipulación puede estar afectada, pero la forma de la POC no debería cambiar,
La idea de la construcción de POCs como una aproximación general al
análisis del comportamiento del sistema de procesamiento humano fue introducida por
Norman y Bobrow (1975), con referencia a la metáfora del computador, y
posterion-nente elaborada por Navon ~ Copher (1979, 1980), quienes adoptaron
conceptos de la teoría microeconómica. Sperling y Dosher (1986) usan el término
Arrenrion Operoring Cho,’octerishcs (AOC) para dar nombre a estas cunas y
discutirías en el esquema general de la teoría de la detección de señales. Sin tener en
cuenta la metáfora de fondo, la técnica empleada por todos los investigadores es la
misma: los sujetos son instruidos a realizar dos tareas, con cambios graduales en las
prioridades relativas de tareas bajo condiciones de tarea dual (los diferentes niveles
de énfasis son indicados verbalmente, y frecuentemente aumentados con información
de feedback y atención diferencial).
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Las POC tienen cinco características paniculares:
1. Ejecución en la tarea simple: Esta característica es mostrada por el punto de
intersección de la POC con los dos ejes. Cuando la ejecución para cada tarea simple
es superior a la compartidahay. en palabras de Navon y Oopher (1979), un costo de
concurrencia. Esto puede ser explicado por las demandas de recursos de un ‘ejecutor
a tiempo compartido, que es utilizado únicamente en situaciones de tarea dual. Por
tanto, las demandas de este ejecutor y en consecuencia sus efectos sobre la ejecución
no se ponen de manifiesto en las situaciones de tarea simple.
Una fuente alternativa del costo de concurencia resulta de la interferencia
periférica. Este sénnino, interferencia periférica, se refiere a las situaciones en las
cuales la ejecución de la tarea dual se deteriore como consecuencia de las
restricciones físicas o fisiológicas del sistema de procesamiento. Interferencia
periférica es distinto al concepto de interferencia estructural, aquella que hace difícil
la ejecución a la vez de dos actos motores independientes La interferencia periférica
puede resolverse con la práctica. La interferencia estructural es compatible con los
conceptos de la teoría del recurso mientras que la periférica no lo es,
2. Eficiencia a tiempo compartido: Esta característica de las dos tareas está indicada
por la distancia media de la curva al origen.
3. Grado de intercambio lineal: Esta relación entre las dos tareas indica la extensión
a la que los recursos están divididos o son intercambiables entre las tareas.
4. Sesgo de asignación: Manteniendo en mente que la ¡‘OC es una serie de puntos,
cada uno relativo a un ensayo distinto de la tarea dual, el sesgo de asignación está
indicado por la proximidad de un punto dado de la ¡‘OC a un eje sobre el otro. Por
tanto, los puntos situados en la diagonal positiva reflejarán una asignación del recurso
del 50% eno-e ambas tareas, y las PRF de cada tarea serán equivalentes.
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S. Combinación de eficiencia y asignación: Existe un grave problema teórico cuando
se intenta comparar puntos de la POC que difieren en eficiencia y asignación de
recursos y que no están cercanos a la diagonal positiva. Para salvar esta dificultad se
han intentado encontrar equivalencias con la teoría de la detección de señales. Sin
embargo, se encuentran dos problemas en particular:
1) A diferencia de la ratio de falsas alarmas y aciertos en la teoría de detección de
señales, las medidas de ejecución de las dos tareas pueden estar expresadas en
unidades totalmente distintas; 2) A menos que se establezca algun supuesto sobre la
fortna invariante de todas las PR?, no hay una escala que pueda adaptar un cambio
de unidad de ejecución a un cambio de unidad de asignación del recurso.
En relación al primer punto, Wickens y sus colaboradores (Wickens. 1980;
Wickens, Mountford y Schreiner. 1981; Wickens y col., 1983) han asumido que los
cambios iguales en la asignación del recurso entre diferentes tareas son equivalentes
a unidades iguales de la variabilidd dentro de dichas tareas. Esta asunción, análoga a
la realizada por Fechner (¡860) en escalamiento psicofísico. hace que los ejes de la
POC sean normalizados por una evaluación de la variabilidad mo-a sujeto.
El segundo problema, relacionado con las diferencias entre niveles de ejecución
es también complejo. En este caso las presunciones sobre la forma de la PRF tienen
algunas implicaciones estadísticas. Si se asume una función logarítmica, variaciones
iguales en la asignación de recursos producirán menores variaciones en ejecución en
los niveles altos de la misma que en los bajos. Por otro lado, si se asume una
lineal las diferencias estadísticas serán fuertemente equivalentes para todos los niveles.
La metodología POC supone una serie de supuestos implícitos. El primero y
principal es la sensibilidad de la ejecución a los esfuerzos de procesamiento. Se asume
que la ejecución en una tarea está monótonamente relacionada con el conjunto de
recursos invertidos. Aun más, se asume que este conjunto es la fuente general de
variabilidad en la ejecución a tiempo compartido. Otro supuesto es que el humano es
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capaz de controlar los recursos y su aportación, al menos a lo largo de la porción
general del rango sensible a la respuesta. Un tercer importante supuesío es que la POC
refleja la limitación de la ejecución del sistema a capacidad total, y que esta capacidad
es fija. Si los sujetos no operan al niáximo de capacidad o si la capacidad puede
aunientarse (Xahneman.1973), la interpretación de una ¡‘OC es imposible.
Dos supuestos adicionales son la independencia de las careas y la invarianza
de los procesos. Una manipulación de las prioridades relativas bajo condiciones de
tarea dual no tiene sentido a menos que las tareas componentes mantengan su
independencia de recursos. Así mismo, se asume que cuando se alteran los niveles de
énfasis, las tareas no cambian su estructura de procesamiento básica. Solamente se
asume que puede variar el nivel al cual estas estructuras están en juego,
La adopción del método ¡‘OC conlíeva una consideración sistemática de los
efectos de la política de asignación. La metodología POC ha generalizado
considerablemente el oso de patrones de interferencia entre careas realizadas
concurrensemente, como método para el estudio de la carga. Cuando la carga se define
en ttrminos de la interacción entre operadores y tareas, y debido a que las curvas ¡‘OC
reo-atan estas interacciones, su valor dentro de este esquema es evidente.
El inconveniente general de esta aproximación es que el diseño de
experimentos es considerablemente más complejo. También consume más tiempo en
la recogida y análisis de los datos. Otro inconveniente, más importante, resulta de la
posible interferencia de la tarea secundaria con la primaria. Por tanto, hay una
necesidad de encontrar tareas secundadas que no interfieran oque interfieran lo menos
posible con la tarea primaria. Una categoría de estas tiu-eas ha sido propuesta y
desarrollada por Donchin y sus colegas (Donchin, 1975; Donchin, Kramer y Wickens,
1982; Donchin, 1984) usando los potenciales evocados como fuentede datos a partir
de la cual inferir las variaciones sobre la carga de la tarea primaria.
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Una importante característica dc la teoría del recurso es su habilidad para o-asar
los efectos de la práctica y la dificultad de la tarea como manifestaciones diferentes
del mismo conso-tacto: la eficacia marginal de la inversión del recurso o ganancia
de ejecución conseguida por unidad de recursos invertidos (Navon y Oopher, 1979).
En sénninos de la representación ¡‘OC. la versión más fácil o más practicada de una
tarea genera una curva más alejada del origen que la ¡‘OC de oua más difícil.
Para evitar confusiones en la interpretación de la ¡‘OC cuando se utiliza la tarea
secundaria como m¿todo de investigación, es importante representar los resultados de
la tarea dual en un espacio de POC (siempre que se utilice una sola poitica de
asignación),mas que recoger únicamente los decrementos de la ejecución de la tarea
secundaria. De esta manera, el investigador puede representar más adecuadamente
cómo los sujetos están asignando recursos segiln las diferentes condiciones,
Al tratar estos aspectos surge de nuevo la analogía con la teoría de la detección
de seóales, en cuanto a sus índices de eficacia (di y de sesgo cognitivo (a). En la
-realización ‘de la tarea dual, los decrementos en la tarea secundaria y en la primaria
son-recogidos e interpretados análogamente en términos de un indice de eficacia (la
distáncia desíleel origen de la ¡‘OC) y de un sesgo de asignación (la distancia desde
la diagonal positiva).
2.4,4. Recurso único “ersus mólliule: la influencia de las prioridades
Un examen cuidadoso revela que realmente no existen grandes diferencias entre
el modelo de recursos múltiples y el de Kahneman, el cual asume un recurso
indiferenciado con competencia para esa-ucturas satélite. Ambos predicen que la
eficacia de las tareas duales será menor si ambas comparten eso-ssctstras comunes. Al
igual que la senda del recurso múltiple, el modelo de Kahneman puede también
explicar la insensibilidad a la dificultad invocando al concepto de ‘límites de datos”.
Sin embargo, el modelo de recurso indiferenciado no puede explicar fácilmente la
ejecución perfecta en tareas duales. Es posible, en este modelo, asumir que ¿os tareas
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puedan ser realizadas a la vez de forma eficaz, pero no perfectamente, si sus
estructuras de codificación y de respuesta son diferentes. Pero si ambas tareas
demandan algún grado de procesamiento ceno-al de un único recurso (soma de
decisiones, memoria u operaciones de o-aducción) habrá interferencia a menos que las
tareas sean fuertemente limitadas de datos, Si este no es el caso, para poder explicar
la ejecución perfecta en tareas duales es necesario asumir la existencia de recursos
separados o diferentes a nivel ceno-al.
Según Broadbent (1982) la tarea de lectura muy rápida de Allport y coL (1972)
permite el uso de una secuencia de estímulos previa.de forma que estrategias eficaces
de muestreo de los estímulos empleadas por los sujetos, junto con medidas de la
ejecución insuficientemente sensibles, oscurecen los decrementos en ejecución de la
tarea dual, Aunque estos argumentos pueden ser válidos, lo importante no es tanto si
la ejecución es totalmente perfecta o no, sino que el decremento sea tan pequeño como
lo es,
Quiatis la diferencia más clara eno-e estos dos modelos es que mientras uno
postula la existencia de un único recurso, el otro postula la de varios. Para establecer
este último supuesto empíricamente se requieren una de las dos técnicas
experimentales siguiernes: A- aquella que relaciona los cambios en la ¡‘OC
(Perforntance Opcraring Charoctcrisric) con cambios en el solapamiento de recursos,
y E- el efecto de las manipulaciones de la dificultad sobre la ¡‘OC. A continuación se
describe brevemente cada una de ellas,
t- POC y cambios en el solapamiento de recursos
Es necesario no sólo identificar una ¡‘OC suave entre dos tareas, sino también
mostrar que la ¡‘OC es discontinua cuando los recursos no se comparten.
Vidulich y Wickens (1981) compararon la asignación de recursos intramodal
con la eno-emodal, en los estados de codificación y de respuesta. Sus sujetos realizaron
la tarea de búsqueda en la memoria de Sternberg (1969) a la vez que otra de
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seguimiento. La primera de estas tareas fue presentada en sus versiones auditiva y
visual y los sujetos podían responder de forma oral o manual. Además los
participantes recibieron dos instrucciones diferentes de asignación de prioridades a una
u otra tarea en cada condición,
Como predicen ambos modelos, la eficacia de la tarea dual fue una función
inversa del total de recursos solapados entre la tarea de seguimiento visual.manual y
las modalidades de input-output de la tarea de búsqueda en la memoria. Sin embargo,
aparecieron dos resultados directamente compatibles con la teoría de recursos
múltiples: a) en la condición auditiva-oral la ejecución fue prácticamente perfecta, b)
el efecto de la manipulación de la asignación de prioridades fue una función monótona
creciente del nivel de solapamiento eno-e modalidades de input-output de ambas tareas.
Estos resultados confirman que cuantos más recursos compartan las tareas habrá un
mayor grado de capacidad asignable insextambiable. definida operacionalmentecomo
recursos que pueden modular la ejecución según las prioridades de la tarea.
Conclusiones similares fueron encontradas por Friedman y col- (1982). Ellos
utilizaron una tarea dual formada de una tarea de memoria y otra de detección, y
diferentes asignaciones de prioridades entre ambas tareas según el hemisferio cerebral
utilizado. Ellos observaron que cuando sc utilizaba el mismo hemisferio para las dos
tareas se producía una gran interferencia, y que la manipulación de prioridades tenía
un gran efecto sobre la ejecución. El uso de hemisferios diferentes mejoró en gran
medida la ejecución y asenuó el efecto de la manipulación de prioridades.
B.- Efectos de la manipulación de la dificultad sobre la ¡‘OC
Para Navon y Gopher (1979) la interacción entre la dificultad de la tarea y las
prioridades proporciona apoyo a la teoría de múltiples recursos. Según esta
interacción, las prioridades ejercen una influencia más fuerte sobre La ejecución cuando
la demanda de recursos comunes es alta que cuando es baja.
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Oopher. Brickner y Navon Q982) utilizaron tres niveles diferentes de énfasis
en la prioridad de una tarea de seguimiento y oua de clasificación de dlgitos, En esta
última la dificultad se modificó en dos dimensiones; tana variando sus demandas
cognitivo-verbales y otra modificando la complejidad de su respuesta motora. El efecto
de las prioridades sólo se puso de manifiesto en la segunda dimensión. Los autores
explicaron estos resultados asumiendo que el incremento en la demanda pan las
respuestas espaciales-motoras asociado con el incremento en la complejidad de la
respuesta creó una mayor demanda de las respuestas espaciales y motoras de la tarea
de seguimiento, y que el incremento en las demandas de recursos cogriitivo-verbales
de la tarea de dígitos no impuso demandas sobre los recursos del segtimaento.
En el estudio de Vidulich y Wick’ens (1981) los sujetos realizaron la tarea dual
en dos diferentes niveles de dificultad de seguimiento, determinados por el orden de
los controles. Los autores encontraron que el coste de las respuestas manuales de la
tarea de memoria fueron mayores en el segundo orden que en el primero, lo que
sugiere que el locas de control de orden más alto estuvo en los recursos relacionados
con la respuesta. Este resultado permite predecir que las prioridades intcractóan con
el orden de control cuando hay competencia entre recursos comunes de respuesta
(cuando la tarea de memoria requiere respuesta manual) en mayor medida que cuando
no la hay.
2.4.5. Recursos versus nrocesador central
Long (1976) y Tulving y Lindsay (1967) han concluido que en tareas de
detección y de reconocimiento el procesamiento es compartido simultáneamente entre
las señales auditivas y las visuales más que discretamente distribuido. Esta
demostración de ‘capacidad compartida está relacionada con la cuestión del
procesamiento paralelo versus serial (Taylor, 1916; Townsend, 1974) y establece un
punto de convergencia entre el modelo de un procesador central de capacidad limitada
<LCCP) y la teoría del recurso <único o múltiple). Claramente, el procesador del
modelo de filo-o o el del de LCCP puede tener las cualidades de un recurso si el
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procesador a) puede distaibuirse con suficiente rapidez ente tareas o canales de
infonnación. y b) es capaz de ajustar el tiempo de actuación proporcionalmente según
las estrategias del operador y las prioridades de la tarea.
En muy bajas frecuencias de muestreo (como las de las estrategias de fijación
visual) la última es una estrategia claramente disponible y por tanto, puede ser
fácilmente validada por medidas objetivas (Senders. 1964). Si, por el contrario, se
posrula una disuibución de mayor frecuencia, parece imposible distinguir si los
recursos de procesamiento o las estructuras son verdaderamente compartidos por las
tareas o son modulados por la rápidadistribución. Realmente, parece que en algunos
niveles de procesamiento, la distribución discreta de la atención es claramente un
fenómezáo ideAtificable (Laflerge. Van Gilder y Yellott, 1971).
2,4.6. Estruéts,ra ierérsmica de los recursos
Las implicaciones de la represención tridimensional de la estructura de los
recursos son: 1) las taitas que completamente no demandan un solapamiento de
ningún recurso serán realizadas perfectamente en condiciones duales, y 2) si dos tareas
utilizan parcialmente recursos diferentes su grado de interferencia se verá afectado
o no según sea la distancia funcional eno-e el componente de no solapamiento de estos
recursos.
Varias investigaciones (Treisman y Davies, 1973) han mostrado que dos tareas
dentro de una única celdilla de la representación (por ejemplo, dos tareas auditivas-
verbales) intereferirtt en mayor grado que dos tareas de celdillas adyacentes (por
ejemplo, una tarea auditiva-verbal y otra visual-verbal o una auditivo-verbal y otra
auditivo-espacial). Sin embargo, los datos no muestran que dos tareas que demandan
celdillas adyacentes serán realizadas al mismo tiempo perfectamente. Estas
consideraciones sugieren que los recursos de procesamiento humano pueden ser
definidos jerárquicamente. lb ejemplo de este esquema propone la existencia de
recursos auditivos y visuales en algún grado diferentes, cada uno exclusivo de su
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específica modalidad. Estos no pueden ser transferidos a otra modalidad para facilitar
la ejecución, pero pueden ser compartidos por dos tareas de la misma modalidad.
Además, existen recursos perceptivo-verbales y perceptivos-espaciales más generales.
cada uno de los cualespuede ser compartido entre modalidades pero no entre códigos.
Por encima de este nivel en la jerarquía, existe un conjunto de recursos de
procesamiento general perceptivo-central disponible tanto para el procesamiento
espacial como el verbal de la información auditiva y de la visual, pero que no está
disponible para los procesos de respuesta. Finalmente, en un nivel más general
existiría un conjunto de recursos indiferenciados disponible para y demandado por
todas las tareas, en las modalidades, códigos y estados que se requieran. Se podría
asumir que estos recursos más generales representan lo convencionalmente
denominado como atención, conciencia, filtro o LCCP. Sin embargo, la existencia de
recursos generales no elimina el valor explicativo del concepto de recursos múltiples.
Según Wickens (1986) esta representación jerárquica, aunque permite explicar
el incremento de la interferencia como una función del incremento en la proximidad
de las tareas en el espacio total de recurso, no es enteramente adecuada. El problema
es que esta jerarquía explícitamente propone un orden de dominancia de dimensiones
que situa a las modalidades por debajo de los códigos y a estos bajo los estados,
Según esta representación el efecto de una alteración estructural no será observado
dentro del nivel de una estructura compartida superior en la jeraqufa Más
especificamente, este esquema predice que el efecto de las modalides separadas versus
compartidas en condiciones de tarea dual sólo será observado si ambas tareas
comparten un código común de procesamiento (por ejemplo, ambas son espaciales).
Los datos recogidos por Vidulich y Wickens (1981) sugieren claramente que esto no
es así- Igualmente, el modelo jerárquico descrito predice que el efecto de códigos
separados versus compartidos sólo será observado si se emplea un estado de
procesamiento común. La demostración de Brooks (1968) de la interacción entre tareas
de memoria inmediata espacial y verbal y modalidades de respuesta, da evidencia en
cono-a de esta interpretación jerárquica. De este modo, aunque puede de hecho existir
algún grado de dominancia de orden eno-e dimensiones, no parece que esta sea
unidireccional. Esto es, es probable que códigos diferentes mejoren la eficacia en
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tareas duales sobre los compartidos siempre que tambi¿n se utilicen estados diferentes.
Además es probable que algún aspecto de un modelo de características compartidas
deba ser empleado para predecir la interferencia; siendo una característica definida
como un nivel a lo largo de cada una de las dimensiones dicotómicas del espacio de
recurso. Así, Derrick (1981) encontró una correlación alta (r4.76) entre la
interferencia pronosticada según un modelo de características compartidas, y la
interferencia obsen-ada a o-av¿s de 10 condiciones creadas por 4 tareas compartiendo
todas las combinaciones posibles en las distintas dimensiones.
1.4.7. Estrateojas y carfl
Las estrategias que un operadór puede seleccionar cuando realiza una tarea son
relevantes al tema de la carga ya que el operador puede elegir realizar una tarea de
forma cualitativamente distinta a medida que aumenia la dificultad. Este cambio puede
realizarse de forma que se mantengan cienos aspectos de la ejecución mientas que
se sacrifican otros (Welford, 1978). La habilidad del operador para utilizar estrategias
de este tipo es una consecuencia natural del hecho de que la ejecución puede variar
a lo largo de diferentes dimensiones (aciertos y falsas alarmas, rapidez y precisión.
asignación de recursos a la tarea A y a la B). Por tanto, el operador es capaz de alterar
la ejecución de varias formas según la situación (demandas de recursos) lo requiera.
En consecuencia, para asegurar un conocimiento adecuado de los efectos de las
variables de carga, todos los aspectos de la ejecución deben ser medidos
cuidadosamente.
Un ejemplo hipotético es aquel en el que el operador elige sacrificar la latencia
de sus respuestas, a medida que las demandas de recursos incrementan en los niveles
bajos. y la precisión cuando las demandas son impuestas en niveles altos. Las
estrategias de búsqueda de información del operador y la focalización de la atención
se alteran en condiciones de alta carga, focalizándose relativamente más ea menos
canales dc información más alta. La distinción de Rasmttssen (1981) entre estrategias
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de solución de problemas sintomáticas y topográficas, proporciona un ejemplo más de
como las estrategias cambian del primer tipo al segundo cuando la carga incrementa.
Como ejemplo final, Sperandio (1978) investigó la carga experimentada por
controladores aéreos a medida que aumentaba el número de aviones en su pantalla. El
encon~ó que los controladores empleaban diferentes estrategias de agrupación de los
aviones por sus atributos cuando la carga aumentaba de niveles bajos (menos de 6
aviones) a moderados (de 6 a 10) o a altos (más de 10 aviones).
La discusión previa enfatiza las dificultades que la flexibilidad de la conducta
humana impone a la precisión de la medida. Otra variable intervmiente debe ser
considerada frecuentemente eno-e las demandas de la tarea y la ejecución- En un
sistema inflexible, no estratégico, el incremento en las demandas de la tarea
invariablemente sacrificará a la ejecución o a la capacidad residual de forma constante.
En un sistema que se adapta estratégicamente, como es el operador humano, el
incremento en las demandas puede alterar (quizás de forma más eficiente) las
estrategias. Estas estrategias consumen menos recursos para obtener el mismo nivel
de ejecución en la dimensión de mayor importancia o de mayor utilidad para el
operador (mientras sacrifica la ejecución en otras dimensiones). Los modelos de carga
deben tomar en cuenta esta flexibilidad,
2.4.7.1. Relaciones entre recursos y estrategias
La relación entre los recursos y las estrategias adoptadas por los sujetos al
llevar a cabo tareas duales puede ser vista en dos niveles: mo-a e inter tareas.
A un nivel intratarea, se pueden emplear diferentes estrategias de ejecución que
pueden incrementar o disminuir las demandas de recursos de las tareas componentes.
Por ejemplo, la codificación y la lectura en voz alta de material verbal pueden diferir
en cuanto a la profundidad de procesamiento (Craik y Lockhart, 1972), y esto
presumiblemente altera el énfasis sobre el código fonético frente al semántico
(Posner, 1978). Esto modificaría la interferencia relativa entre tareas que difieren en
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su dependencia de recursos verbales frente a auditivos (Martin, 1980). Con rareas de
seguimiento, Wickens, Gil!, Kramer, Ross y Donchin (1981) han comprobado como
el uso de estrategias puede modificar los niveles de error.
A un nivel eno-e tareas, se pueden emplear las estrategias para adoptar distintas
políticas de asignación de los recursos eno-e las tareas. Por ejemplo. Schneider y Fisk
(1982>, Schneider y Shiffrin (1917) y Schneider y col. (1985> han demostrado que
cuando los sujetos son instruidos pan enfatizar la tarea limitada de recursos de una
tarea dual, la eficacia se aproxima al nivel máximo.
Otra demostración de la importancia de la estrategia de asignación en tareas
duales fue establecida por el estudio de Brickner recogido en Gopher (1980). En esta
investigación, dos grupos de sujetos practicaron una tarea dual baje dos condiciones:
asignación de prioridades fija o variable, Se observó que la ejecución de los sujetos
- entrenados fue mejor- Posiblemente, las habilidades ¿st asignación diferencial de
recursos que tos sujetos adquirieron durante el entrenamiento les fueron muy útiles
para ajustar de forma óptima los recursos proporcionados a tareas de demandas
variables.
Tsang (1983) demostró la importancia de entrenar a los sujetos para asignar
recursos apropiadamente eno-e dos tareas en un ambiente dinámico, en el cual la
dificultad (demandas) de la tarea primaria está continuamente variando. 6n
circunstancias normales, los sujetos manejan la dificultad manteniendo la ejecución
de la tarea primaria a niveles óptimos por medio de la prestación y devolución de
recursos de la tarea secundaria a la primaria según se necesiten (Wickens, Tsang y
Benel, 1979>, Sin embargo, cuando el sujeto se atiene explícitamente a las estrategias
de asignación óptimas, la ejecución es aún mejor.
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CtY3TISLG 3. iS~ WRVDA IDE LA CARGA: PItED2CCION Y
TE~N2CAS DS ISVALUACON.
3.1. LNTRODUCCION
Las diferentes tknicas de evaluación de la carga propuestas varían en un
número de dimensiones que pueden servir como criterios para la selección de un
procedimiento concreto, adecuado para una determinada aplicación. Un procedimiento
puede ser adecuado para un cieno propósito, o para una detenrtinada aplicación, pero
no serlo para otro- Varios autores (Chiles. 1982; Eggemeier, 1984; Gartner y Murphy.
1976; Sheridan y S¡assen 1979; Shingledecker, 1983, 1987; Wickens, 1984b;
Wierwille y Williges. 1978) han discutido sobre la mayoría de las dimensiones de las
técnicas de evaluación y predicción de la carga que pueden afectat a su aplicabilidad.
A continuación, se describen estos criterios. -
3,1.1. Criterios Dan la selección de los índices de carca
Se ha propuesto un numero de criterios que idealmente deberían ser
alcanzados por cualquier técnica de e~ aluación de la carga. Desde luego, es cieno que
algunos de estos criterios pueden antercambiarse unos por otros (Wick’ens, 1979,
1981), y . de este modo, raramente encontraremos una técnica que los posea todos.
Estos criterios son los siguientes:
1, Sensibilidad: Se refiere a la capacidad de una técnica para detectar cambios
en los niveles de dificultad de la tarea o en sus demandas
2. Poder de diagnóstico: Un índice debería no sólo identificar cuando la carga
varia, sino tarnbiún la causa de cnn variación. En términos de la teotia de
recursos múltiples, debería indicar cual de las capacidades o recursos varian
por los cambios en las demandas del sistema, Esta información hace posible
la implementación de mejores soluciones.
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3. Selectividad: El índice debería ser selectivamente sensible sólo a las
diferencias en las demandas de capacidad y no reflejar los cambios en factores
corno la carga física o el estrés emocional que pueden no estar relacionados
con la carga mental o capacidad de procesamiento de la información.
4. Intrusión de la tarea primaria: El índice no debería interferir con,
contaminar o perturbar la ejecución de la tarea primaria cuya carga esta siendo
evaluada.
5. Viabilidad: Como con cualquier medida de la conducta, un Indice de carga
debería ser fiable- Sin embargo, si la carga es evaluada en diversos momentos
(p.c., si es necesario estudiar los cambios de carga que se producen durante el
curso de una tarea u operación), es importante que el índice ofrezca una
estimación fiable de la carga lo suficientemente rápida de manen que los
cambios transitorios puedan ser evaluados.
6. Requisitos de implementación: Incluye aspectos como la instrumentación y
sofr~t’are necesarios para la recogida y análisis de los datos, y el grado de
entrenamiento del operador requerido para poder obtener resultados válidos,
‘7. Aceptación por el operador: Hace referencia a la percepción que tienen los
sujetos de la validez y utilidad del procedimiento.
Se ha propuesto una variedad de técnicas de predicción y evaluación de la
carga, algunas tienen muchos de los criterios descritos anteriormente, pero pocas los
satisfacen todos. Por ejemplo. Wierv’ille y Williges (1978) identificaron 28 técnicas
específicas utilizadas para medir la carga, A pesar de esta diversidad, la mayoría de
los procedimientos de evaluación empíricos pueden ser clasificados dentro de cinco
casegorias generales. La primera es la técnica de predicción de la carga basada en el
análisis de linea de tiempo. Las restantes cuatro categorías de evaluación (Wier’wille
y Williges, 1978) son las medidas de tarea primaria, tas de tarea secundaria, las
fisiológicas y las técnicas subjetivas.
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3,2. ANALISIS DE LINEA TEMPORAL
Esta técnica está diseñada principalntente para la predicción de la carga, y
proporciona al diseñador de sistemas un perfil de la carga que soportan los operadores
durante una tarea u operación típica (pe. aterrizaje de un avión, puesta en marcha de
una planta generadora de energía, etc). En una simplificada pero muy útil versión.
asume que la carga es proporcional a la razón entre el tiempo ocupado realizando la
tarea y el tiempo disponible para llevarla a cabo. Si el operador está ocupado con una
tarea el 100% del tiempo, entonces la carga es del 100% durante ese intervalo. Así,
por ejemplo, la carga de una actividad podría ser computada dibujando lineas que
representen cada operación o subtarea, de longitudes proporcionales a su duración. Se
sumaría la longitud total de las lineas, y la cantidad resultante se dividiría por el
tiempo total (Parks, 1979), De esta forma, se puede comparar la carga obtenida para
diferentes miembros del equipo (p.c., piloso, copiloto, e ingeniero de vuelo), y
reasignar las tareas entre los miembros si es que existiera un gran desequilibrio. Aún
más, permite identificar y representar momentos de carga punta o dc sobrecarga. en
los que la carga es mayor del 100%,
3.2.1. Limitaciones
El análisis de linea de tiempo, aunque es una valorable herramienta predictiva,
tiene algunas importantes limitaciones. Normalmente asume un modelo simplificado
de “canal único” de la atención humana., en eí cual cualquier actividad observable
demanda una completa atención (independientemente de sus demandas de recursos o
de los recursos particulares de dicha tarea), mientras que a las actividades no
observables (toma de decisiones. solución de problemas) se les asigna el valor cero,
va que no están asociadas con actos motores, Según esta técnica, cuando se realizan
des tareas a tiempo compartido se trabaja a un 200% de carga. Sin embargo, en
ciertos casos se pueden realizar dos tareas concurrentemense de forma muy eficaz si
ambas demandan pocos recursos o si ¿entandan recursos de diferente naturaleza.
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Otra limitación de esta técnica esque es aplicable en un esquemarelativamente
‘forzado en el cual no se pueden intercambiar las actividades en ningún momento.
Por otro lado, como Gousdanlcer y Sendera (1980) han puesto de manifiesto, en una
variedad de situaciones (típicamente pc,, del transporte aéreo) el operador tiene un
considerable grado de flexibilidad para realizar las tareas requeridas en momentos
alternativos. El operador es por santo capaz de minimizar las demandas sobrecargantes
siguiendo un esquema eficaz. Cuanto más posible es el autoesquema (más flexibilidad
tiene el operador para programar sus tareas>, mayores dificultades se encuentran para
aplicar la técnica de análisis de linea temporal, para predecir momentos de carga
extrema o punta.
3.3. MEDiDAS DE TAREA PRIMARL4
Estas medidas describen la ejecución de la tarea en la que se está midiendo la
carga. Normalmente, se espera que el incremento en la dificultad de la sarta
incremente la demanda de recursos o carga. En un primer momento, los parámetros
de dificultad de la tarea son expresados por medidas como el intervalo entre estímulos,
el número de fuentes de información, la complejidad de control. u la compatibilidad,
que deberían ofrecer buenas medidas predictivas de la carga de la tarea. Sin embargo,
hay importantes inconvenientes en el uso de los parámetros de tarea primaria para
predecir y evaluar carga,
3.3.1. Limitaciones
En primer lugar, frecuentemente es difícil cros-calibrar estas distintas medidas
entre las tareas. Por ejemplo: ¿Cuántas teclas pueden ser ai¶adidas a un teclado en una
tarea de transcripción compleja a máquina?, o ¿Cuánta inestabilidad de control puede
aiiadirse a una tarea de seguimiento para producir un incremento de carga que sea
equivalente a incrementar la infonrnción transmitida dc 2 a 3 bits en una tarea de
tiempo de reacción de elección o a incrementar la carga sobre la memoria de trabajo
de 5 a ‘7 chunlcs?.
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En segundo lugar, es imposible decir que la dificultad de la tarea (manipulada
por el experimentador) produce carga (experimentada por el sujeto) a menos que la
ejecución de la tarea primaria sea controlada y medida cuidadosamente. En términos
de una PR? el incremento en la dificultad de la tarea claramente incremensa la carga
(recursos demandados), si en todos los casos el operador esta asignando suficientes
recursos para obtener la ejecución máxima. A medida que aumenta la dificultad, el
conjunto de recursos incremensa proporcionalmente. Sin embargo, si el operador
adopta una política de asignación de recursos habrá progresivos decrementos en
ejecución a medida que aumenta la dificultad. Por santo, no parece apropiado concluir
que la carga ha variado en este último caso, ya que la misma cantidad de recursos es
invenida en todas las condiciones.
En resumen. se debe ser cuidadoso de asumir a priori que una manipulación
de las demandas de la tarea ha incrementado la carga. Esta afim,ación solamente
puede hacerse si se sabe con certeza que el sujeto está poniendo en juego la cantidad
suficiente de recursos para producir la mejor ejecución posible en cada condición,
Un medio para determinar el nivel de capacidad residual dc una tarea particular
realizada a un determinado nivel es la evaluación del margen de carga de la tarea
primaria. Para obtener el margen de carga se siguen los siguientes pasos: 1) Se
especifica un ni~’el del criterio al cual debe ser realizada la tarea. En contextos
aplicados el criterio es normalmente establecido por el ingeniero de sistemas (p.c., la
desviación máxima permitible de un patrón de vuelo próximo al aterrizaje de un avión.
o la rapidez de escritura de un mecanógrafo). 2) Se elige un parámeo’o de tarea
primaria que afecte a las demandas de recursos de un tipo particular. 3) Finalmente.
este parámetro es manipulado basta que se alcance el nivel de ejecución dado por el
criterio. La magnitud de la manipulación de este parámetro es el margen de carga.
Esto proporciona un índice de la cantidad de demandas adicionales, a partir de las
condiciones iniciales, que puede darse en los recursos en cuestión antes de que la
ejecución sea insatisfactoria.
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En el contexto de la teoría de múltiples recursos, el margen de carga es un
vector cuyas dimensiones reflejan los distintos tipos de recursos. Por ejemplo, una
tarea que en gran medida requiere recursos de procesamiento perceptivos/centrales
(p.c., detección de seilales o comprensión verbal) se verá mas afectada por el
incremento en sus demandas de codificación que por incrementos en la complejidad
de la respuesta. Por otro lado, una tarea con mayores demandas motoras, como es la
de seguimiento, será relativamente más sensible a un incremento en la dificultad de
las características de su respuesta que a un decremento en la calidad del display.
3.4. LA TECNICA DE TAREA SECUNDARIA
La imposición de una tarea secundaria como una medida de los recursos
residuales o capacidad no utilizada en la tarea primaria (Ogden,Levine y Rolfe, 1973)
es una técnica que en algunos aspectos está muy relacionada con el margen de carga
de la tarea primaria. En el margen de carga, la capacidad de reserva es absorbida’
por el incremento de la dificultad de la actividad original. En la técnica de tarea
secundaria, los recursos residuales son absorbidos por la introducción de una nueva
actividad, la tarea secundaria. De esta fonna, la ejecución de la tarea secundaria es
idealmente inversamente proporcional a las demandas de recursos de la tarea primaria.
Así, las tareas secundarias pueden reflejar diferencias en las demandas de recursos,
automatización, o práctica que no están reflejados en la ejecución de la tarea primaria.
Como ejemplos del uso de esta técnica, Garvey y Taylor (1959) encontraron que las
diferencias en controles de seguimiento eran reflejadas sólo con la adición de una
medida de tarea secundaria. Bahrick y Shelly (1958) encono-aron que la tarea
secundaria era sensible a las diferencias en automatización. La ejecución de sus sujetos
en una tarea de tiempo de reacción serial no difería entre una secuencia de estímulos
predecible y otra aleatoria- Sin embargo, la ejecución de la tarea secundaria discriminó
entre las dos: con la práctica la secuencia repetida requería menos recursos. Los
artículos de Rolfe (1973) y Ogden y col. (19’79) proporcionan otros numerosos
ejemplos del uso de técnicas de tarea secundaria.
61
Una variante de la técnica de tarea secundaria es el uso de una tarea cargante
(Ogden y col, 1979; Rolfe, 1973). Cuando se utiliza una técnica de tarea secundaria
el investigador está interesado en la variación en el decremento de la tarea secundaria
(a partir de una condición de control de tarea secundaria en solitario) para inferir
diferencias en las demandas de recursos de la tarea ptimarit Así, la tarea primana es
santo la tarea de interés como la tarea cuya prioridad es enfatizada. En la técnica de
tarea cargante, por otro lado, se proporcionan diferentes instrucciones de asignación
(prioridades). El sujeto tiene que poner en juego todos los recursos necesarios en la
tarea cargante, y el grado de intrusión de esta tarea sobre la ejecución de la tarea
primaria es examinado para comparar diferencias entre tareas primarias. Dentro del
contexto de la discusión previa sobre la teoría del recurso, es claro que las técnicas
de tarea secundaria y de tarea cargante solamente dirigen el foco de interés
experliwertteal a diferentes áreas de la [‘OC. Cuando se emplea la técnica de la tarea
secundaria, la tarea primaria es enfatizada y la varianza de la ejecución se pone de
manifiesto en la tarea secundaria. Cuando se utiliza la técnica de tarea cargante la
varianza de la ejecución se muestra en la tarea primaria. A partir de esta
representación (‘[‘OC) podemos ver que el método de tarea secundaria reflejará
mayores diferencias que el de tarea cargante.
Una multitud de tareas secundarias han sido propuestas y empleadas muchas
veces para evaluar la capacidad residual de las tareas primarias. A continuación se
describen algunas de las más utilizadas (ver Ogden y col, 1919 y Wierv¿tte y
Williges. 1980 para una revisión más exhaustiva).
1- Rhythmic-tapping o tarea de producción de míen-abs: Michon (1966)
ha propuesto una tarea secundaria en la cual los sujetos tienen que mantener una
velocidad constante de pulsaciones en un teclado. Michon asume que las demandas
de la tarea primaria alectarán a la capacidad de selección de la respuesta para iniciar
el movimiento (pulsación) en los intervalos de tiempo precisos. La carga de la tarea
primaria se vera reflejada por el incremento en la variabilidad del intervalo entre
pulsaciones. La principal limitación de esta técnica es su obsu’usividad. Una mano del
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operador debe estar continuamente disponible para pulsar las teclas y por santo no
puede ser empleada para realizar ninguna actividad de la tarea primaria.
2- Tarea de Posner y colaboradores (“Probe reoction time”): Posner y sus
colegas han empleado esta técnica con considerable éxito al explorar las demandas de
recursos asociadas con un número de tareas perceptivo-motores y cognitivas (Elís,
1973; Posner y Eoies, 1971; Posner y Keele, 1969). Se presenta un estimulo
impredecible y se requiere una rápida respuesta. A medida que la tarea primaria
demanda más recursos, el procesamiento de la tarea secundaria es más lento.
Desafortunadamene, debido a sus escasas demandas de procesamiento central, esta
técnica parece ser en gran medida perceptivo-motora’ y por tanto particularmente
sensible a la competición de modalidades de input y de respuesta, En consecuencia,
puede proporcionar resultados diferentes en función de si se utilizan probes intra. o
entre modalidad. (McLood, 1978; Wickens y coL, 1983).
3- Tarea de búsqueda en la memoria de Sternberg: Al igual que en la
anterior, se mide el tiempo de reacción a un estímulo inesperado, pero en este caso
la respuesta es una decisión si-no, o un miembro de un anteriormente memorizado
‘posidve ser” de caracteres mantenidos en la memoria de o-abajo. A medida qoe se
incremenl.a el tamaño de este conjunto de caracteres (pc., de 2 a 4 caracteres), el
tiempo de reacción aumenta, pues un número mayor de items deben ser buscados en
la memoria de trabajo. Debido a que el tiempo de reacción es normalmente
representado gráficamente como una función de la carga de la memoria en el eje de
abcisas, el ‘tncremento en el tiempo de reacción viene dado por la pendiente de la
gráfica.
Cuando se mide la carga, el tiempo de reacción es medido bajo alta y baja
carga de memoria, tanto para la tarea sola como para cuando es realizada
simultáneamente con otra. La comparación de las dos funciones permite al
experimentador hacer inferencias sobre la naturaleza de las demanadas de recursos de
la tarea primaria. Si la pendiente de la gráfica es más pronunciada en la condición
dual que en la simple, entonces se concluye que la tarea primaria disminuye la razón
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de búsqueda en la memoria. Debido a que la búsqueda en la memoria es una actividad
de procesamiento central, esto indicaría que la tarea primaria tiene una carga de
procesamiento central. Si sólo el “intercepto’ es alcanzado por la tarea primaria pero
la pendiente no cambia, entonces se asume que la fuente general de demandas de
recursos de la tarea primaria es perceptiva-motora. Desde luego, puede haber casos en
los que ambos, intercepto y pendiente, pueden verse afectados.
La técnica puede ser igualmente empleada con una versión fácil y difícil de la
tarea primaria para evaluar la naturaleza de las demandas de recursos impuestas al
incrementar la dificultad. Esta capacidad para discriminar los efectos de la carga
proporciona a la técnica diagnosticidad. mientras que sacro-ka su sensibilidad. La
técnica ha sido bien validada en laboratorio y situaciones de simulación (Crosby y
Parltinson, 1979; Schifleta, 1980; Spicuzza, Pincus y O’Donnel, 1974; Wickens,
l-iyman. Dellinger. Taylor y Meador, 1985).
4- Estimación y producción de tiempos: Intuitivamente, se hace evidente que
el paso subjetivo del tiempo está de algún modo afectado por lo ocupado que esté el
sujeto. Este fenómeno ha sido trasladado a dos diferentes técnicas de medida de carga:
estimación y producción de tiempos. De hecho, dos modelos diferentes subyacen a
cada técnica. En la sai-ea de producción el sujeto tiene que producir intervalos
constantes de tiempo (pc,., levantar un dedo cada 10 segundos). 1-lan (1975) asume
que para producir estos intervalos se utiliza un contador mental interno, A medida que
aumenta la carga de la tarea primaria, el contador se verá más afectado, y los
intervalos serán sistemáticamente sobreestimados.
En la tarea de estimación retrospectiva el sujeto tiene que estimar, después de
haber realizado la tarea, la cantidad de tiempo que ha pasado. Hicks, Miller y Gales
(1977) obsen-aron que las duraciones de tiempo son infraesrimadas en condiciones de
alta carga. Así, ellos encontraron que la ejecución de una tarea de tiempo de reacción
más difícil lleva a los sujetos a infraestimar el tiempo que ellos tardaron en realizar
la tarea. En un segundo estudio, ellos observaron que el tiempo era infraestimado
cuando los sujetos realizaban una tarta de memoria en comparación a una condición
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control durante la cual no hacían nada. Los efectos obtenidos por Hicks y col. son
explicados mediante un modelo de contador activo o por el razonamiento intuitivo de
que el tiempo pasa más deprisa cuando se está entrenido, y más despacio cuando se
está aburrido. Por otro lado, usando la técnica de estimación retrospectiva con tareas
de aviación. Han (1975) observó efectos opuestos: mayor dificultad de la tarea
primaria causaba estimaciones más largas del tiempo. Sus datos fueron explicados por
un modelo de “nivel de adaptación’ en el cual se presupone que los sujetos basan sus
evaluaciones del tiempo en un nivel “típico” de actividad, Si un periodo de tiempo
está vacio, ha ocurrido menos actividad de la normal y el intervalo será infraestimado.
Si el periodo está al completo (alta carga) la duración será sobreestimada (para poder
hacer tantas cosas necesito un tiempo de por lo menos X segundos).
El problema general de la estimación de tiempos como una medida de carga
es la inconsistencia de los posibles procesosy resultados. Su principal beneficio es su
bajo grado de interferencia. Las producciones de tiempo necesitan ser realizadas sólo
infrecuentemente durante la tarea primaria, y las estimaciones retrospectivas deben ser
dadas una vez que la tarea primaria ha sido completada.
5- Generación de números aleatorios: Baddeley (1966) ha investigado una
tarea secundaria en la cual los sujetos tienen que generar una serie de dígitos
aleatorios. Al calibrar tu urea. B-addeley observó que el grado de aleatoriedad (medido
según la teoría de la información) declina monótonamente a medida que incrementa
la carga de la tarea primaria. A medida que la carga aumenta, los sujetos generan
secuencias repetidas como 123, 123. 123. En términos de la teoría de la información,
a mayor carga, menos información es suministrada. Esta, como la tarea de producción
de intervalos de i’iichon, es también algo intrusiva ya que se debe generar una serte
continua de respuestas.
6- La tarea de seguimiento de inestabilidad crítica: Jex (1967. 1979) ha
desarrollado una tarea de seguimiento que es el análogo computetizado de la tarea de
balancear un anillo al final de un dedo. El anillo puede ser acortado o alargado.
disminuyendo o incrementando respectivamente la estabilidad de la tarea, y alterando
65
así la frecuencia con la cual es requerido el control de estabilización. lex encontró que
la ejecución en esta tarea es más efectiva para medir diferencias en la carga que otras
tareas de seguimiento. Aún más, es más útil como tarea cargante ya que un nivel dado
del parámetro de dificultad lambda (análogo por computador del recíproco de la
longitud del anillo) esencialmente fuerza al sujeto a asignar una cantidad mínima de
recursos a la tarea para no perder el control completamente. A medida que lambda
aumenta (la longitud del anillo decrece), este requisilo mínimo aumenta, Al igual que
la tarea de Ssernberg y la de producción de intervalos, la tarea crítica ha sido
comercializada ([ex, 1979). Como la generación de números aleatorios, tiene la
desventaja de que requiere una generación continua de respuestas y por tanto es muy
intrusiva.
3.4.1. Ventajas e inconienienles
La técnica de tarea secundaria posee dos muy distintos beneficios. En primer
lugar, tiene un alto grado de validez aparente, ya que precisamente mide la cantidad
de atención residual de que dispondrá un operador en el caso de que ocurra un fallo
inesperado. Desde luego, el margen de carga de la tarea primaria también posee la
misma ~‘alidezaparente. Sin embargo, las medidas de tarea primaria del margen de
carga pueden ser más difíciles de comparar entre diferentes tareas ya que el
tovesusador está limitado a manipular una dimensión de dificultad que es parte de la
tarea primaria. La misma dimensión de dificultad puede no estar presente en dos tareas
primarias las cuales son comparadas. Por contra, una tarea secundaria dada puede, en
principio, ser aplicada a cualquier tarea primaria. Sin embargo, este supuesto oene
algunas dificultades teóricas,
Un costo asociadocon esta técnica es que, como el margen de carga, la técnica
de tarea secundaria, como cantidad vectorial, debe tomar también en cuenta el hecho
de que hay diferentes clases de recursos. Las diferencias en carga que resultan de la
manipulación de una variable de la tarea primaria pueden ser muy infraestimadas si
los recursos demandadospor la tarea primaria no concuerdan con los demandados por
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la tarea secundaria. Wickens y Kessel (1980). por ejemplo, encontraron que la tarea
crítica de seguimiento de respuesta cargante desarrollada por Jex (1967) no era
apropiada como tarea cargante cuando era empleada con una tarea de monitorización
perceptiva. Otro ejemplo de este desemparejamiento ocurriría si una taita de
comprensión auditiva de palabras o una de aritmética mental (auditiva, verbal,
demandas perceptivo/centrales> fuera utilizada para evaluar la carga atribuible a las
manipulaciones de la carga de respuesta de seguimiento (visual, espacial, demandas
de respuesta). Estas dos tareas demandan recursos muy diferentes y por tanto, las
demandas de la tarea de seguimiento serían, en gran medida, ‘tnfraestimadas,
Un segundo problema que se encuentra frecuentemente con la técnica de la
tarea secundaria es que puede interferir o disturbar la ejecución de la tarea primaria.
Por un lado, esto puede ser no conveniente o peligroso si la tarea primaria es una
como la de vuelo: una diversificación de los recursos en el peor momento podría
llevar a un grave accidente. Por otro lado, la intrusión de la tarea primada podría
presentar problemas de interpretación. Cuando dos tareas primarias son comparadas
por una tarea secundaria y hay una correlación negativa entre los decrementos de la
tarea primada y la secundaria entre las dos comparaciones, puede ser difícil interpretar
cuál de las titeas primarias realmente demanda más recursos,
Es interesante subrayar que una de las soluciones ofrecidas a estos problemas
es la elección de tareas secundarias que sean altamente distintas de la tarea primaria
(Rolfe, 1973)- Este remedio puede ser empleado solamente con un costo potencial -una
reducida sensibilidad para los atributos específicos de los recursos de la carga de la
tarea primaria. De hecho, la mejor respuesta a todos estos problemas está en las
inso-ucciones. l-!a~’ que enfatizarconsisrentensenle quela tarea secundaria es secundaria
y que los decrementos de la tarea primaria deberían ser iguales en todas las tareas
primarias y lo más pequeños posible.
Kahneman (1973) ha propuesto que la técnica de tarea secundaria ideal es
aquella que emplea una batata de medidas de tarea secundaria sensibles a los
diferentes recursos del sistema. Brown (1968) propone que la tarea de generación de
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números de Eaddeley está asociada con carga perceptiva/cognitiva, y la tarea de
producción de intervalos de Michon (o la tarea crítica de Jex) con carga de la
respuesta. En los casos en que es claro que un nivel de una dimensión no contribuye
a la ejecución de la tarea primaria, la dimensionalidad de la batería puede ser reducida
eliminando este tipo de tareas secundarias. Por ejemplo, una tarea de procesamiento
verbal sin componentes espaciales no necesita ser evaluada usando una tarea
secundaria espacial. Sin embargo, en los casos en los que se realiza una actividad que
potencialmente requiere recursos de todos los tipos, ursa medida de carga segura
debería suponer una batería que también incorporase estos tipos de recursos (Wickens.
1986a).
Las diversas medidas de carga de la tarea secundaria pueden, desde luego. ser
evaluadas en función de su grado de intrusión. Este factor está negativamente
correlacionado con la aceptación del operador. Métodos como la tarea de seguimiento
crítica, la tarea de producción de intervalos, o la generación de números aleatorios.
que requieren una respuesta continua, son altamente intrusivos. La estimación de
tiempos, por otro lado, es ideal en este sentido ya que requiere pocas respuestas. Las
tareas de tiempo de respuesta de Posner o la de Síernberg son intermedias si la
frecuencia de estímulos es relativamente baja (un estímulo cada 4 a 7 segundos). £1
problema que surge al reducir el número de estímulos es que cuando se hace la
respuesta menos frecuente para evitar la intrusión, los datos se vuelven por definición
menos fiables.
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3.5. MEDIDAS FISIOLOGICAS
Una solución al problema de la intrusividad encontrado en la tarea secundaria
es registrar, no intrusivamente. las n,anifessaciones de carga o incrementos en la
movilización de recursos a través de medidas fisiológicas, apropiadamente elegidas,
de la actividad del sistema nervioso central o el autónomo.
A partir del punto de partida de la teoría de recursos múltiples, las medidas
fisiológicas son generalmente menos precisas que las tareas secundarias. La tarea
secundaria puede estar asociada razonablemente bien con las demandas impuestas de
los diferentes recursos. Sin embargo, todavía no hay suficientes datos para establecer
conclusiones definitivas sobre si los cambios en un índice fisiológico particular
reflejan cambios en las demandas de cienos recursos específicos, en cuyo caso la
medida es diagnóstica, o cambios en cualquiera o en todos los recursos, en cuyo caso
su diagnosticidad es sacrificada a expensas de su sensibilidad. Tres medidas
prototípicas serán descritas de forma general y contrastadas en términos de dos
criterios, diagnosticidad y sensibilidad.
1.- Potenciales evocados: Cuando se utilizan potenciales evocados se asumen
muchos de los supuestos de la técnica de tarea secundaria. Estudios realizados con los
potenciales evocados como tarea secundaria (lsrtal. Chesney. Wickens y Donchin,
1980; isreal, VVickens, Chesnev y Doachin. 1980: Krarner, Wickens y Donchin, 1983;
Natani y Comer, 1981), encontraron ~ue la introducción de una tarea primaria
concurrente de naturaleza perceptivo/cognitiva. típica de la tarea de un controlador
aéreo, atenún la amplitud P3t}0 <el componente de los potenciales evocados más
frecuentemente utilizado). El incremento en la dificultad de la tarea por requerir más
elementos del display a ser monitorizados reduce aún más la amplitud P300, La
medida de potenciales evocados es algo diagnóstica, en el sentido que refleja carga
cognitivo/perceptiva, pero es relativamente insensible a las variaciones de la carga de
respuesta. Así, su diagnosticidad es obtenida a expensas de la sensibilidad. La medida
de potenciales evocados tiene dos particulares ventajas.
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En contrasle a las demás medidas fisiológicas descritas a continuación.
proporciona una medida graduada directa de la actividad cognitita más que una
medida indirectade la actividad autónoma. En contraste con la mayoría de las tareas
secundarias, por otro lado, no requiere que el sujelo dé respuestas, y por santo es
menos intrusiva.
2-- Diámetro pupilar: Varios investigadores han observado que el diámetro
de la pupila correlaciona de forma muy precisa con las demandas de recursos de un
gran número de diversas actividades cognitivas (Beatty, 1982) Estas incluyen la
aritmética mental (Kahneman, Beatty y Pollack, 1967), carga de la memoria de trabajo
(Beatty y Kahneman. 1966; Peovíer, 1974), y solución de problemas lógicos
(Bradshaw, 1968; Beany, 1982). Esta diversidad sugiere que la medida del diámetro
pupilar puede ser altamente sensible, aunque a costa de no ser diacnóstica. Refleja las
demandas impuestas en cualquier lugar del sistema. Su desventaja es que los cambios
relevantes de la pupila son del orden de décimas de un milímetro. Esto significa que
la medicción precisa requiere considerables equipos de medida. Además, los cambios
en iluminación ambiental deben ser controlados ‘a que estos afectan a la pupila.
Debido a su asociación con el sistema nervioso autónomo, la medida también es
sensible a los cambios emocionales.
3.- Variabilidad en las pulsaciones del corazón: Un número de investigadores
han examinado diferentes medidas asociadas con la variabilidad o regularidad del
pulso como una medida de la carga mental. Generalmente se encuentra que la
variabilidad decrece a medida que la carga aumenta (Muldery Mulder, 1981). Cuando
esta variabilidad está especificamente asociada con las periodicidades resultantes de
la respiración. la medida es denominada “sinos arrúnilo’ (Kalsbeek y Sykes. 1967:
Mulder y Mulder, 1981). Como el diámetro pupilar, la medida de sinus aritmia es
sensible a un número de diferentes manipulaciones de la dificultad y parece ser mas
sensible que diagnóstica. Wickens y Derrick (1981) investigaron esta medida con 4
tareas diferentes realizadas en distintas combinaciones siguiendo el esquema del
modelo de múltiples recursos. Ellos concluyeron que la medida de la variabilidad
refleja el total de las demandas impuestas en todos los recursos del sistema de
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procesamiento mas que la cantidad de recursos en competición (y por unto los
decrementos en tarea dual) entre tareas.
Las medidas descritas anteriormente son las más utilizadas, sin embargo
también podemos encontrar algunos estudios que utilizan el nivel de conductancia de
la piel para determinar el esfuerzo realizado por el operador (Roelega, Brinkman,
Hendriks y Verbaten. 1989), o los movimientos oculares (May, Kennedy, Williams,
Dunlap y Brannan, 1996).
3.5.1. Ventajas y limitaciones
Los índices fisiológicos tiene dos grandes ventajas: 1) proporcionah. un registro
relativamente continuo de los datos sobre el tiempo, 2) no son innusivas de la
ejecución de la tarea primaria. Por otro lado, frecuentemente requieren el uso de
electrodos (potenciales evocados y pulso) o la imposición de restricciones de tipo
físico (medida pupilar), y no son por tanto realmente no intrusivas en un sentido
físico. Estos requisitos influyen en su aceptación. Tienen un mayor costo potencial:
las diferencias de carga medidas por medios fisiológicos deben ser utilizadas para
inferir qué fallos en la ejecución se producirán, o para inferir cómo el operador se
sentirá con la tarea. Las medidas de tarea primaria y secundaria evalúan lo primero
directamente, mientras que las medidas subjetivas evalúan lo segundo.
3.6. MEDIDAS SUEJETIVAS
Las medidas subjetivas han sido muy utilizadas para evaluar la carga de los
operadores (Moray, 1982; Williges y Wierwllle, 1979; ICoelega. Brinkman, Hendaiks
y Verbaten, 1989). Eno-e las razones para este uso frecuente destacan sus ventajas
prácticas (p.c. fácil implemensación. no intrusividad) y la existencia de datos actuales
que avalan su capacidad para suministrar medidas sensibles de la carga. Se asume que
un mayor gasto de capacidad está asociado con los sentimientos subjetivos de esfuerzo
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que pueden ser adecuadamente registrados por los sujetos. La aceptación de este
supuesto ha llevado a un gran número de investigadores (Gartner y Murphv, 1976;
Sohannsen y col., 1979; Sheridan, 1980) a sugerir que las medidas subjetivas pueden
dar unos válidos y sensibles indicadores de la carga.
Las estimaciones subjetivas de la dificultad de la tarea representan quizás la
medida más aceptable de carga desde el punto de vista del usuario de sistemas actual,
el cual se siente confortable al establecer u ordenar los sentimientos subjetivos de
esfuerzo o demandas atencionales encontradas al realizar una tarea o conjunto de
tareas (Eggemeier, 1981; Moray. 1982; Reid, Shingledecker y Eggemeier. 1981).
Puede haber circunstancias en las que un diseñador de sistemas prefiera utilizar datos
relativos a como se siente un operador con una salta que a como esta es ejecutada. Es
importante, sta embargo, saber con que precisión un operador puede evaluar las
demandas impuestas a sus limitados recursos, qué dimensiones subyacen a estas
estimaciones, y cómo son escaladas.
A continuación se describen brevemente las escalas y procedimientos de
evaluación de la carga subjetiva más imporlanles.
1.- Escala de Cooper.Harper: Quizás la medida subjetiva de carga más
antigua y mejor validada es la Escala de Características de Manejo de Aviones de
Cooper-Harper. Incluye numerosas referencias a las demandas de la tarea y a la
compensación que realiza el piloso. El uso de esta escala como un índice de carga
implica asumir que las habilidades de vuelo y la carga del operador están directamente
relacionadas (Moray. 1982; Williges y Wierwille, 1979). Es un procedimiento de árbol
de decisión que presenta las cualidades de vuelo en una escala de 10 puntos (Cooper
y 1-larper, 1969).
Los datos disponibles avalan la relación eno-e la escala de Cooper-Harper y la
carga. Por ejemplo. Hess (1917) demostró una relación monotóna entre las
puntuaciones obtenidas con la escala y el parámetro “fracción de atención” del modelo
de control óptimo de Kleinman, Baron y Lcvinson (1910), el cual ha sido propuesto
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corno un fridice de carga. Esta conclusión también ha sido encontrada por Moray
(1982). Jex y Clement (1979) y McDonnell (1968) utilizando tareas de seguimiento.
McDonnell (1968) encontró una clara evidencia de una alta correlación entre las
puntuaciones obtenidas con la escala de Cooper y el grado de inestabilidad de la tarea
secundaria. Jex y Clement (1979) encontraron que esta medida correlaciona altamente
(r=096) con una medida de la capacidad residual evaluada por una tarea de
seguimiento. De forma similar, Moray (1982) encontró una r=0.99,
Además, la escala parece ser una medida sensible, pero no diagnóstica, de una
gran variedad de variables de la tarea de vuelo, como complejidad peteeptiva del
display, estabilidad del vehículo, etc. (CraSo-ce, 1975; Kirbs y Wingen, 1976: Lebacqz
y Aticen, 1975; Schultz, Newell y Whirbeck, 1970).
Se puede concluir que en el dominio restringido de las tareas de seguimiento
o de control manual, la escala de Cooper-Harper proporciona una medida fiable y
aceptable. Sin embargo, la escala es totalmente específica de la tarea de vuelo y por
santo no es aplicable a tareas de otra naturaleza.
Varios investigadores (North y col., 1979; Wierwille y Casali. 1983; Wierwille,
Rahimi y Casali, 1985; Wolfe. 1978) han propuesto algunas versiones modificadas de
la escala original de Cooper-Harper. Wolfe (1978) y Norsh y colaboradores (1979)
utilizaron una escala muy similar a la de Cooper-Harper en cuanto a su formato pero
en la que se sustituyeron las referencias sobre las características de vuelo por
descripciones de la carga y el esfuerzo del piloto. Los datos disponibles avalan la
sensibilidad de la escala, pero no parece ser diagnóstica de las fuentes de variación de
la carga,
Una modificación de la escala de Cooper-Harper más aplicable a un rango
general de tareas, es la propuesta por Wierwille y Casali (1983), En esta modificación,
las referencias a características de manejo del avión se han sustituido por términos
sobre el esfuerzo y la carga de las funciones de procesamiento de la información
realizadas por un amplio rango de operadores de sistemas. Esta escala ha sido
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evaluada mediante varios experimentos de simulador de vuelo (CasaIl y WiexvAlle.
1982. 1983; Rahimi y Wierwille, 1982; Skipper. Rieger y Wierwille, 1986; Wierwille,
Rahimi y Casali. 1985). en cada uno dc los cuales se manipularon diferentes tipos de
carga (perceptiva, de procesamiento central y de comunicaciones). La carga percepova
(Casali y Wierwille, 1982) fue variada manipulando eí grado de presentación y el
número de condiciones de alarma a ser detectadas por los pilosos en el panel de vuelo
del simulador. Los niveles de procesamiento central (pe- toma de decisiones, solución
de problemas), fueron manipulados (Rahimi y Wiet’wille, 1982) variando el número
y complejidad de las operaciones aritméticas y geométricas requeridas para resolver
una serie de problemas de navegación. La carga de las comunicaciones (Casali y
Wierwille, 1983) fue variada cambiando el grado de presentación de señales de
llamada y la similaridad entre las sedales extrañas y aquellas a las que el piloto debía
responder. En los tres casos, las puntuaciones obtenidas con esta escala demostraron
tener una relación monótona con los niveles de carga. La escala parece ser altamente
sensible; sin embargo, proporciona una medida de carga global más que altamente
diagnóstica. Como otras escalas, no requiere mucha práctica ni mucha instrumentación
para ser aplicada convenientemente. Guías para su uso pueden ser encontradas en
Wierwille y Casali (1983).
2.- Escalas de la Universidad de Estocolmo: Muy pocas escalas han sido
utilizadas para medir la carga o factores asociados, como la dificultad percibida. Dos
de estas escalas han sido etaluadas en la Universidad de Estocolmo, una relacionada
con la dificultad percibida y otra con el esfuerzo percibido.
* Escala de dificultad peralbida: Es una escala de nueve puntos utilizada para
evaluar la dificultad percibida de isems de sests de inteligencia que implicaban
razonamiento, habilidad espacial y comprensión verbal (Brafflsch, 1972; flradisch,
Borg y Dornic, 1972; Hallsten y Borg, 1975)- Es una escala simétrica, con niveles
verbales asociados a cada una de las nueve categorías de dificultad- La escala produjo
punsuaciones de dificultad que estuvieron altamente correlacionados con índices
objetivos de dificultad en cada tarea. Las puntuaciones de dificultad estuvieron
altamente correlacionadas (r=-081) con la frecuencia de solución de cada itetn. lo que
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se consideró un Indice objetivo de dificultad. Hay datos (Dornie y Andersson. 1980)
que indican que, en algunos casos, las puntuaciones de la dificultad percibida difieren
de las de esfuerzo percibido en tareas de procesamiento de la información, por lo que
hay que ser cuidadoso al interpretar las puntuaciones de dificultad percibida como
indicadores directos del esfuerzo o carga del operador. El poder de diagnóstico de esta
escala no pudo ser evaluado. Requiere mínima instrumentación y no es necesario tener
mucha práctica para aplicarla adecuadamente.
* Escala de esfuerzo percibido: Otra escala de la Universidad de Estocolmo
deriva juicios del esfuerzo asociado con la realización de una tarea (Dornie. 1980a,
1980b; Dornic y Andersson, 1980). Es una escala gráfica anclada en los extremos por
los números O y lúy tambi¿n tiene niveles verbales. Aunque la escala no ha sido muy
utilizada, los datos disponibles sobre su sensibilidad han sido favorables. Sin embargo.
se necesitan más datos para poder establecer conclusiones sobre las características
(sensibilidad, poder de diagnóstico, etc.) de esta escala. Requiere poca iosovmentación
y consume menos tiempo que el método de comparación de pares (Domic y
Anderason, 1980’,.
3,- Escala dimensional de Sheridan: ISheridan y Simpson. 1979) Sheridan
(1980) ha propuesto que tres dimensiones definen la experiencia subjetiva de la carga
mental, Estas son relativas a la proporción de tiempo ocupado o carga de
procesamiento de la información, el esfuerzo mental ejercido o la complejidad de la
tarea, y el “estrés emocional” de la tarea, Reid y col. (1981) encontraron que los
sujetos son capaces de ordenar las tareas a lo largo de estas dimensiones, y parece
encontrarse un buen grado de acuerdo entre operadores en estas ordenaciones. Lo que
no está claro. sin embargo, es siestas dimensiones son verdaderamente independientes,
si reflejan toda la varianza de la carga subjetiva, ni como se relacionan con las
dimensiones de recursos de procesamiento que subyacen a la ejecución de la tarea,
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4.. Mittion Operohi&y Assesnnent Technique: En esta técnica, una serie de
factores, incluyendo la carga del piloto y la efectividad técnica del sistema (grado al
cual el sistema ayuda al operador a realizar la tarea con éxito) son combinados dentro
de un concepto global denominado “operatividad del sistema’ (Donneil y col., 1981;
Helm y Donneil. 1979). Consiste en dos escalas ordinales, cada una de 4 puntos, una
relativa a la carga del operador y oua sobre la efectividad técnica, que dan lugar a una
matriz de 16 elementos sobre la operatividad del sistema- La escala es muy específica
de tareas de vuelo, sin embargo se necesitarían muy pocas modificaciones pan que
aumentan su aplicación a otro tipo de tareas (O’Donnell y Eggemeier. 1986). La
escala no representa una medida directa de la carga, aunque la carga es un factor
primordial dentro del concepto de operatividad del sistema, las relaciones especificas
eno-e carga y operatividad no han sido especificadas.
5.- Szsbjecñve Worldoad Assessment Teehnfque (SWAT): (Reid, Eggemeier
y Shingledecker, 1982; Reid, Shingledecker y Eggemeier, 1981; Reid, Shingledecker,
Nvgren y Eggemeier, 1981). Asume que la carga está principalmente compuesta por
tres dimensiones: carga debida al tiempo, carga debida al esfuerzo mental y carga
debida al estrés. Estas oes dimensiones son adaptaciones de factores propuestos por
Sheridan y Simpson (1979) y otros autores (Jahns, 1973; Johannsen y col.. 1979:
Kahneman, 1973; Moray, 1982), como principales fuentes de carga En esta escala,
cada dimensión está representada por una escala individual de tres puntos con
descripciones verbales,
La técnica SAW’l’ ha demostrado ser sensible a las variaciones de la carga y
de la dificultad de una gran ~‘ariedadde diferentes tartas <Eggemeier, Crabtree, Zingg,
Reid y Shingledecker, 1982; Reid, Shingledeck-er y Eggemeier, 1981; Notestine, 1983.
1984; Skelly. Reid y Wilson, 1983: Shingledecker. Crabtree, Simons, Courtright y
O’Donnel, 1980). Esta gran sensibilidad hace que la técnica no sea diagnóstica, en el
sentido de distinguir entre la carga de procesamiento ceno-al, la perceptiva y la de
respuesta. Es una técnica de papel y lápiz, sencilia y que no requiere mucho tiempo
de aplicación.
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6,- NASA Task Load Índex (TLX): Este instrumento de evaluación ha sido
descrito en detalle por Han y Staveland (1988). El instrumento distingue las seis
dimensiones de carga subjetiva siguientes: demanda mental, demanda física, demanda
temporal, ejecución, esfuerzo, y nivel de frustración. En general, este instrumento
supone dos pasos secuenciales, uno de los cuales es completado antes de comenzar la
sesión experimental, y otro inmediatamente después de que se haya realizado la Urea.
En el primer paso, el sujeto compara cada una de las seis dimensiones de carga
con las demás, en forma de comparaciones de pares, para determinar qué dimensión
de cada par es peiribida como mayor fuente de carga. En función del número de veces
que haya sido seleccionada una dimensión en las 15 comparaciones de pares, se
atribuye un peso a cada una de ellas. Este peso puede, por tanto, variar entre O (la
dimensión no ha sido ninguna vez elegida como mayor fuente de carga) y 5 (la
dimensión ha sido elegida en todos los pares en los aparecía).
En el segundo paso, el sujeto tiene que estimar, en una escala de O a 100
subdividida en intenalos de 5 unidades, el papel que ha jugado cada dimensión en la
tarea que acaba de realizar. Normalmente estas estimaciones se repiten para cada
ensayO.
Con el peso y las estimaciones de cada dimensión se computa un índice global
de carga, El valor de este índice tiene dado por la suma de las estimaciones de cada
dimensión, ponderadas por su peso inicial, dividida por 15 (el número de pares total).
Recientemente, esta técnica ha sido utilizada por investigadores como Vidulich
y Tsang (1986) o Hancock (1989).
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3.6.1. Ventajas y limitaciones
Los beneficios de las técnicas subjetivas son aparentes. No son intrusivas y son
relativamente fáciles de obtener. Su principal costo es la incertidumbre con la que un
estamento verbaldel operador verdaderamente refleja la disponibilidad olas demandas
de recursos de procesamiento.
A pesar de las ventajas de las técnicas subjetivas, hay un nómero de
mporlantes restricciones en su interpretación. Exisen varias guías para su uso que
deberían ser consideradas en cualquier aplicación (p.c.. Gartner y Murphy, 1976;
Sanders. 1919; Sheridan y Simpson. l979~ Williges y Wierwille, 1979). Estas
limitaciones generalmente se refieren a la influencia potencial sobre las estimaciones
subjetivas de, por un lado, factores que pueden influir en el grado de carga
experienciado por el operador (p.c., confusión entre la carga mental y la física), o, por
otro lado, limitaciones rnetodológicas que pueden influir en los niveles de carga
registrados (pe.. retrasos en la recogida de datos).
Una limitación potencial en la interpretación de las medidas subjetivas es la
posibilidad de que el operador confunda la carga mental con la física. Varios autores
(Johannsen y col., 1979; Mora-y, 1982) han sugerido que los sentimientos de carga
pueden estar relacionados con la activación fisiológica, lo que haría posible que se
diera una confusión entre ellas. Si se está interesado en una medida global de carga,
este no es un problema serio. Sin embargo, si interesa más una distinción entre carga
mental y carga física, esta posibilidad de confusión debería ser considerada al
interpretar resultados.
Un segundo problema posible es la incapacidad del operador para distinguir
las demandas externas, o dificultad de la tarea, del esfuerzo actual o carga
experimentada al enfrentarse con esas demandas (Gartner y Murphy, 1976). Esta
confusión puede producIr estimaciones sesgadas de la carga actual, pudiendo ser sobre
o mfra estimada ya que el operador siente que la tarea ‘deberla’ requerir más o
menos trabajo del que el actualmente experimenta (Domic y Andersson, 1980).
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Un tercer factor que podría limitar la utilidad general de las técnicas subjetivas
de análisis de la carga hace referencia a la naturaleza de las relaciones ene-e el gasto
actual de capacidad y el esfuerzo experimentado por el operador. El supuesto de que
el inc,en,enío en el gaslo de capacidad esrard asociadocon los sentimientos subjetivos
de esfuerzo lom~a la base teórica de la sensibilidad de las medidas subjetivas. Sin
embargo, es muy probable que no toda la actividad de procesamiento realizada por el
operador esté disponible para una introspección consciente (Gopher y Donchin, 1986).
Una cuarta restricción en la interpretación de las medidas subjetivas de carga
ha sido puesta de manifiesto por varios autores (Vidulich y Wickens. 1986; Wickens
y Derrick, 1981; Wickens y Ye>,, 1982, 1983), basados en alguna disociación entre las
estimaciones subjetivas de la carga y la ejecución de la tarea primaria en una serie de
tareas de procesamiento y de control motor. El patrón de esta disociación sugiere que
las medidas subjetivas están muy afectadas por factores como el número de tareas o
de elementos de la tarea a ser realizados, con relativamente poca atención a si las
tareas demandan los mismos o diferentes recursos de procesamiento.
En cuanto a las limitaciones de tipo metodológico, una guía muy importante
en el uso de las técnicas subjetivas, es determinar específicamente qué tareas o
clemensos van a ser evaluados por el operador. Sanders (1979) mantiene que los
juicios que deben hacer los sujetos sobre la carga deben ser específicos (cuestiones
relativas a la influencia de determinadas variables espécificas sobre la carga)más que
de tipo global.
Otra limitación de las técnicas subjetivas es su dependencia de la memoria a
corso plazo del operador que está completando la escala. Cuanto mayor es el periodo
de tiempo entre la realización de la tarea y la estimación de la carga, mayor
probabilidad habrá de obtener estimaciones distorsionadas. Sin embargo, existen muy
pocos datos al respecto (Eggemeier y col.. 1983; Notestine, 1983) y además estos no
parecen ser muy concluyentes. De todas formas, y hasta disponer de más datos, la
mejor guía para minimizar la pérdida de información en la memoria a corto plazo, es
que el sujeto estime la carga percibida inmediatamente después de la tarea.
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3.7. RELACION ENTRE LAS MEDIDAS DE CARGA
Si todas las medidas de carga demostraran alta correlacióncon las demás y la
varianza residual fuera debida al error aleatorio no sería necesario realizar más
investigación para su validación. Se podría aplicar cualquiera de ellas, la que pareciera
más fiable y menos costosa para el problema concreto que se esté tratando.
Generalmente, se encontrarán altas correlaciones entre las medidas si estas son
evaluadas entre tareas de estructura similar y con grandes variaciones de la dificultad,
la y Clement (1979) encontaron una alta correlación ene-e las medidas
subjetivas y las de tarea secundaria de la dificultad del control de vuelo. Sin embargo,
las correlaciones pueden no ser altas, e incluso ser negativas cuando se comparan
tareas muy diferentes. Un ejemplo es el experimento dirigido por Heron (1980) en el
cual una innovación diseilada como ayuda a una tarea fue preferida por los usuarios
al prototipo original, pero getieró una peor ejecución. Disociaciones similares han sido
observadas por Childress. Han y Bortolussi (1982) midiendo la carga de los pilotos
asociada con las innovaciones del display de la cabina de vuelo. Por tanto, es
importante determinar que características de una tarea influyen más fuertemente en
una determinada medida de carga mientras que no afectan a otra medida. Por ejemplo.
Yeh y Wickens (1988), Wiclcens y Derrick (1981) y Wickens y Yeh (1983)
concluyeron que las medidas subjetivas eran relativamente más sensibles al nómero
de actividades que comparten los mismos recursos que debe realizar un operador,
mientras que las medidas de la ejecución de la tarea primaria reflejaban en mayor
grado la dificultad de una tarea simple. La ejecución de la tarea primaria es también
relativamente más sensible a la competición de recursos entre tareas que las medidas
subjetivas.
Cuando aparecen estas disociaciones entre medidas, la cuestión de cual es la
mejor depende claramente del uso que se vaya a dar a la información recogida. Si se
utiliza la carga para predecir los márgenes de ejecución o “atención residual”
disponible para enfrenuarse con los fallos en ambientes operativos críticos, lo más
adecuado sería utilizar las medidas de tarea primada o secundaria como gula para la
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elección entre sistemas, a pesar de que el sistema elegido pueda presentar mayores
puntuaciones subjetivas o fisiológicas de dificultad. Por otro lado, si la cuestión es la
facilidady grado de uso por el consumidor, el establecimiento de esquemas de trabajo-
descanso, o Ja satisfacción en el puesto, y las variaciones en ejecución son
relativamente menos criticas, entonces se debería dar más importancia a las medidas
subjetivas (y quizás también a las fisiológicas).
La selección de una u otra técnica de medida de la carga debe estar gtaiada por
los objetivos de cada aplicación y por el estudio y análisis de las características de
cada una de ellas.
En cuanto a su sensibilidad, las medidas de tarea primaria parecen ser
insensibles a las variaciones de carga cuando los niveles de carga son ente bajos y
moderados y la ejecución del operador es adecuada. En este caso, el incremento en
el nivel de carga no varía el nivel de ejecución ya que el operador dispone de
suficiente capacidad o recursos para compensar los aumentos de carga (la ejecución
será siempre adecuada). En este caso, las medidas subjetivas, fisiológicas o las de
tarea secundaria serán más sensibles. En particular, la técnica de tarea secundaria está
especialmente diseñada para evaluar la capacidad de procesamiento de reserva que
queda cuando se han asignado los recursos suficientes a la tarea primada-
En el caso de situaciones con niveles más altos de carga, a medida que la carga
aumente disminuirá la ejecución. En este caso, el procedimiento más adecuado es el
de tarea primaria- Aunque también serian adecuados los demás procedimientos, ellos
sólo serán requeridos cuando el método de tarea primaria no sea lo suficientemente
sensible como pan detectar pequeñas variaciones de la carga. En situaciones de carga
extrema la ejecución será catasu’óficamente baja y, aunque se podría utilizar cualquier
técnica, la evaluación de la carga en estas situaciones sería mas difícil utilizando
procedimientos de medida de la ejecución.
En cuanto al poder de diagnóstico, las medidas subjetivas, generalmente son
poco diagnósticas debido a la incapacidad del operador para discriminar recursos
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‘tndividuales. Igualmente, las medidas de tarea primaria muestran un bajo poder de
diagnóstico en la mayoría de los casos, ya que normalmente no es posible identificar
la fuente específica de un fallo en la ejecución. Las medidas de tarea secundaria son
consideradas como altamente diagnósticas y proporcionan un índice de la carga
impuesta sobre recursos específicos. Las medidas fisiológicas pueden ser globales
(diámetro pupilar) o altamente diagnósticas (potenciales evocados).
No hay datos sistemáticos sobre el grado de intrusión de cada una de las
técnicas. Aunque ha habido algunos estudios al respecto (Casali y Wierwille. 1982,
1983, 1984; Rahimi y Wierwille, 1982; Wierwille y Connor. 1983; Wierwille. Rahimi
y Casali, 1985) que permiten alguna comparación entre distintas técnicas, no hay datos
concluyentes. De todos modos, el procedimiento más intrusivo parece ser el de tarea
secundaria. Las técnicas subjetivas parecen ser las menos inu’usivas, ya que las escalas
se rellenan una vez realizada la tarea.
Por otro lado, las técnicas subjetivas presentan generalmente los menores
requisitos de implemensación ya que normalmente son pruebas de papel y lápiz. Las
técnicas de tarea primaria también pueden ser frecuentemente utilizadas con una
dificultad de implemensación mínima. Los aparatos necesarios y los requisitos para el
análisis de los datos son normalmente w1ás elevados cuando se utilizan las medidas
fisiológicas y los procedimientos de tarea secundaria. Además, la mayoría de las
técnicas de tarea secundaria requieren un periodo de entrenamiento del operador.
Con muy pocas excepciones (Halisten y Borg, 1975: Katz. 1980), hay muy
pocos datos relativos al grado de aceptación de cada una de las técnicas. El grado de
aceptación depende en gran medida de la población a la que pertenecen los sujetos.
Cuanto más familiarizados estén los participantes con este procedimiento o con la
tarea, mayor aceptación tendrá. En este sentido es muy importante explicar
adecuadamente a los sujetos los propósitos y procedimientos de evaluación, lo cual es
especialmente importante cuando se utilizan medidas fisiológicas.
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C/27rJLO 4. LA CARGA MENTAL EN TAREAS IDE
DSrBCCON Y DJIAGNOSTKCO DE FALLOS
4.1. INTRODUCCION
Ha habido un gran interés por el análisis y estudio de las variables relacionadas
con la detección y el diagnóstico de fallos en multitud de sistemas y operaciones de
diferentes tipos. Las razones principales de este gran interés se relacionan, por un lado
con los grandes avances y cambios que ha sufrido la mayor parte de los puestos de
trabajo actuales, que han cambiando en cuanto a los recursos que demandan, dejando
atrás las tareas de tipo manual y siendo cada vez más actividades fundamentalmente
de tipo cognidvo; y. por otro lado, por necesidades prácticas del mundo real. De esta
forma, la mayoría de los estudios de campo realizados sobre las tareas u operaciones
de mantenimiento (Christensen y Howard, 1981), concluyen que la mayor parte del
tiempo de mantenimiento (entre el 65 y el 75%) se dedica al diagnóstico de fallos, y
que además, la mayor parte del tiempo dedicado al diagnóstico no es utilizado
adecuadamente (errores que llevan al operador a pensar que el fallo está en un
componente o pieza que después resulta no estar defectuoso). Por ejemplo, Gardenier
(1981), esrudiandolos procesos de detección y diagnóstico enla navegación maritima,
pudo concluir que en la mayoría de los accidentes (sobre el 80%) la causa está en un
fallo humano. Los estudios realizados en este campo (Paramore y col., 1979; Grey.
1978) demuestran que en la mayoría de los casos de accidentes, el personal
responsable estaba bien preparado y entrenado, era competente y no estaba bajo los
electos de drogas ni alcohol, ni estrás emocional ni estrés ambiental. Además, rara vez
ha habido problemas en la acwacidn de control. Una vez que se ha tonado una
decisión, las operaciones se realizan rápida y adecuadamente,
Los problemas más frecuentes son, por santo, debidos a errores en la detección
y el diagnóstico del fallo- Muchas ‘eces estos errores se deben a la confusión de
información vista o a mirar un display que no es el adecuado, o a errores de
detección, los cuales dan lugar a diagnósticos incorrectos
Los errores al detectar o diagnosticar una situación anormal en un sistema
hombre-máquina multivariado pueden ocurrir por mochas razones, Por ejemplo, puede
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ocurrir que la variable relevante no sea mostrada al operador, como fue el caso del
valor electromagnético en el accidente de Threc Mile Island (IEEE Spectrum, Special
lssue on Three Mile Island, 1979). 0 también puede ser que las expectativas de los
operadores les lleven a la no interpretación de la información mostrada, como sucedió
en el accidente aéreo de Tenerife (Human Facsors Repon on the Teneriffe Accident.
1979). Puede ser que el operador ignore información que estA disponible, concentrando
su atención en unas variables y excluyendo otras, como sucedió en el accidente de la
liasten Air Lines 401 en Evergíades (Weiner, 1977). 0 puede ser que el operador
humano esté aturdido por demasiada información, como acurrió de nuevo en TInte
Mile Island, donde un operador testificó que podría haber apagado todas las luces de
alarma ya que no proporcionaban ninguna información útil para el diagnóstico.
Se asume que la intervención humana apropiada en el manejo de fallos o
anomalías del sistema implica tres tareas o etapas diferentes:
- Detección del fallo.
- Diagnóstico.
- Acción de remedio,
La intervención inadecuada puede deberse al error en cualquiera de estas tres
etapas, y fundamentalmente será el resultado de la descompensación entre los recursos
del operador y las demandas de la tarea (carga mental).
A continuación se expondrán los factores que la mayor parte de las
investigaciones resaltan como los que tienen una mayor influencia en la detección y
el diagnóstico de fallos. Algunos de estos factores se deben principalmente a
características de la tarea, mientras que otros harán referencia fundamentalmente a las
capacidades y recursos o características de los sujetos. Debido a que la mayoría de
estos factores afectan a ambos procesos, y a que normalmente ambos van unidos (en
las operaciones de los sistemas reales, los operadores no sólo deben detectar un fallo
sino también emitir un diagnóstico del mismo), no se distinguid entre factores que
afectan a la detección y factores que afectan al diagnóstico, si bien resulta evidente
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que algunos de ellos afectan más a la detección y otros al diagnóstico. No se
expondrán los factores que pueden influir en la realización de las acciones de remedio,
ya que esta no es la finalidad de esta investigación.
4.2. FACTORES QUE AFECTAN A LA DETECCION Y
DIAGNOSTICO DE FALLOS
Estudios experimentales han demostrado que los sujetos que tienen que
solucionar un problema no siguen estrictamente reglas, como por ejemplo la de
reducción de la incertidumbre (Rigney, 1968; Rouse. 1978). Los sujetos del estudio
de Rigney (1968) operaron con una eficacia máxima de un tercio, y en otro
experimento (Bryan y col, 1956), sólo la mitad de los test electrónicos realizados por
los sujetos tenían sentido, Esta relativa ineficacia no debería ser au’ibuida a torpeza
o estupidez, sino más bien a que la base de información de los técnicos puede ser
incompleta o incorrecta.
Otro factor implicado en la ineficacia podría ser la tendencia a hacer algo”;
Rasmussen y lensen (1974) encontraron que los técnicos parecían estar poco
interesados en seguir una búsqueda lógica del problema, sin embargo estaban muy
preocupados por la corrección del problema particular que estaban tratando (Bonó.
1981).
Einbom (1970) resalta la importancia de la tarea, la personalidad del sujeto y
las condiciones ambientales, como determinantes de la estrategia de decisión
seleccionada,
A continuación se describe la importancia y efecto que sobre la detección y el
diagnósticode fallos en el sistema, pueden tener cienos factores. El conocimiento de
estos factores nos ayudará a determinar aquellas situaciones en las que se producirán
mayores o menores niveles de carga,
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4.2.1. Características de los disnla”s
Es evidente la influencia de este factor en la detección y el diagnóstico de
fallos. El tipo de display, la saliencia de la información, el oso de determinadas luces.
colores, la localización de la información, etc., son características que pueden facilitar
o dificultar la detección de una situación anómala, haciendo más u menos perceptibles
ciertas informaciones. Es decir, la ejecución puede verse afectada por las
características visuales del problema. Por ejemplo, Brooke y Duncan (1981),
utilizando redes funcionales para representar el sistema, encontraron que se cometían
menos errores de diagnóstico y se necesitaba menos tiempo para emitirlo cuando las
conexiones ente los componentes de la red eran líneas rectas y la información fluía
de izquierda a derecha- Otro autor, Earing (1977) encontró efectos de la saliencia de
las variables que indicaban el estado del sistema.
Hay suficiente evidencia que sugiere que la habilidad del operador para
monitorizar y diarnosticar fallos del sistema eficazmente, depende de la forma en la
que la se muestra la información (Bamets y Wickens, 1988; Boulette, Cousy y Bezar,
1987; Carswell y Wickens, 1987; Courv, Boulette, Zubritzky y Fisher, 1986; Coury
y Pietras, 1989; Woods, Wise y Flanes, 1981). Por cjemplo, Coury y Pietras (1989)
encontraron que la información necesaria para supervisar el funcionamiento normal
de una planta de procesamiento de fluidos simulada, era significativamente diferente
a la información requerida para controlar una planta en condiciones de fallo. Además,
la forma en la que la información y los datos eran presentados a los operadores tuvo
un efecto significativo sobre su habilidad para controlar el sistema ~ dar solución al
problema. De particular interés fue el hecho de que los operadores alteraron
signiftcativamente sos estrategias de obtención de información cuando los datos y la
información eran mostrados de forma subóptima.
Las formas eficientes de mostrar información han sido un gran tema de interés
de la Ergonomía desde sus comienzos (‘Wickens y Kramer, 1985). Debido a los
grandes y rápidos avances en tecnología de computadores, las capacidades gráficas
87
incrementaron, y se han introducido nuevos tipos de problemas de investigación. La
creciente complejidad de los sistemas dinámicos actuales requiere la presentación de
una gran cantidad de información al operador humano. Al mismo tiempo, los rápidos
avances en computador y tecnología de displays han incrementado la capacidad para
presentar información compleja, multielemento, en un único display, y la libertad para
seleccionar el aspecto y el modo de presentación.
Hay dos grandes cuestiones en el diseño de displays: a) su habilidad para
representar propiamente el mundo que se desea representar, y b) las propiedades
físicas del propio display. Las guías para el diseño de displays todavía se focalizan en
las cualidades psicofísicas del mismo, con el objetivo de mejorar su legibilidad (p.c.
Helander. 1987). Sin embargo, hay un reconocimiento creciente de la necesidad de
considerar además el procesamiento perceptivo y cognitivo humano (Foley y Moray,
1987; Wickens, 1987). La literatura de la Ergonomia Cognitiva de los últimos años
rnueswa un creciente interés en aspectos t’epreset’ttacionales y de procesamiento de la
información, lo que une a esta disciplina con la Psicología Cognitiva-
Si la función de un display es comunicar información y asegurar el
procesamiento eficiente de la misma, el diseñador debe representar la información
contenida en el display de forma que proporcione la información ha ser representada
y las operaciones ha ser realizadas sobre ella.
Podemos aprender mucho sobre cómo organizar, acceder y manipular la
inlonrtacion mostrada de la investigación actual en Psicología Cognitiva, incluyendo
ci reconocimiento de paflones, la búsqueda visual, mapas cognisNos (Chase, 1986) y
la organización perceptiva. Particularertenre relevantes son los estudios teóricos y
empíricos que se están realizando sobre agrupamiento, interacciones dimensionales,
procesamiento analítico y holísrico, relaciones perceptivas entre aspectos globales y
locales de patrones visuales, procesamiento de arriba a abajo o top-down (Treisman,
1986) y el papel del análisis de la frecuencia espacial en la percepción de formas y
objetos (Ginsburg, 1986).
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4.1.1.1. Compatibilidad entre el procesamiento central y el estímulo
La imporsancia de la compatibilidad entre el fonnato de la información
mostrada y los códigos de procesamiento central, particularmente en la memoria de
trabajo, es bien reconocida (Wickens, 1987).
A medida que los displays visuales son más frecuentemente utilizados para
representar sistemas complejos, hay un mayor interés en la compatibilidad entre la
información mostrada y el modelo mental que los operadores humanos tienen de los
sistemas. Los displays de sistemas complejos pueden mejorar la ejecución humana si
ellos se ajustan a los modelos mentales humanos del sistema, o si ayudan a construir
modelos mentales correctos (Eberta y Schneider, 1985; Eberts, 1986; Cou,y y col.,
1986; Goettl, Wickens y Kramer, 1991; Sanderson, 1986; Woods, 1986).
La información mostrada puede siruarse a lo largo de un continuo, definiendo
la extensión a la cual esta información es inherentemente espacial-analógica (p.c..
información relativa a localizaciones, transformaciones análogas o movimientos
continuos) o lingilística-simbólica y verbal (pc., instrucciones, códigos alfanuméricos,
direcciones u operaciones lógicas)- Los dos extremos de este continuo “espacial-
verbal” también parecen definir dos diferentes sistemas de memoria de trabajo que
pueden ser utilizados para realizar las transformaciones mentales necesarias para llevar
a cabo las tareas (Baddeley y Hitch, 1974). Estos sistemas de memoria pueden ser
denominados “espacial” y ‘verbal”. Además, los cuatro formatos de display principales
(habla, sonidos. imagenes, dibujos analógicos) pueden ser definidos en términos de la
modalidad sensorial (auditiva vs. visual) y el código de procesamiento (verbal vs.
espacial-analógico).
Existe una serie de guías para elegir el formato de display más adecuado a las
demandas de una tarea. Estas guias especifican enlaces de alta compatibilidad ente
formatos del estímulo y las operaciones de procesamiento central (Wickens, Sandry
y Vidulich, 1983; Wick’ens, Vidulich y Sandry-Oarcía, 1984). Esto es conocido como
compatibilidad estimulo-procesamiento central. Específicamente, las tareas con
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requisitos espacial-analógicos (p.c., navegación, seguimiento, o evaluación de
localizaciones relativas) se benefician más de formatos visuales, particularmente
visual-espaciales. Por contra, las tareas que utilizan extensamente la memoria de
trabajo verbal o fonética (p.c., cuando dígitos y palabras deben ser repetidos o
recitados) se benefician más de inputs de tipo auditivo-verbal (pe.. habla). Debido a
que el canal del habla es necesariamente serial y transitorio, puede ser importante
añadir a los mensajes información visual redundante, particularmente si el mensaje es
largo. El formato espacial-auditivo (pc.. intesidad de tonos, localización espacial
aparente) no parece ser óptimo para el procesamiento de cualquier tipo de
información, exceptuando las alarmas simples, pistas redundantes o cuando otros
formatos están fuertemente sobrecargados (Thompson, 1981; Vinge y Pitlrin, 1972;
Wickens y col., 1984).
La coddicación redundante en diferentes formatos es de gran importancia- Si
la información es presentada para su uso inmediato (damer y Fefoldy. 1970) o se trata
de instrucciones sobre procedimientos (Booher, 1975), el oso redundante de diferentes
formatos es beneficioso. Por ejemplo, la presentación redundante de información en
modalidades auditiva y visual permitirá evitar el mido del ambiente de procesamiento
(pe., distracción verbal, ruido de fondo, etc.) que puede influir en un formato más que
en otro, El uso redundante de instrucciones espaciales (pictóricas) e impresas pennitirá
su utilización adecuada por erupos de sujetos con diferentes habilidades (p.c., usuarios
con alta habilidad espacial vs, sujetos con alta habilidad verbal). Les costos de
construir formatos redundantes en términos de displays extra serán usualmente
compensados por el aumento de la fiabilidad humana que produce la redundancia-
Un segundo aspecto de la compatibilidad estímulo-procesamiento hace
referencia al modelo interno. Los operadores tienen modelos internos que describen
sus concepciones de! sistema. Estos modelos internos frecuentemente se corresponden
con la manera en que estos sistemas se comportan en el mundo real (Gensner y
Stevens, ~9S3; McCloslcy, 1983). La información debería ser mostrada de forma que
se corresponda con estos modelos internos (Roscoe, 1968). La generación de estos
modelos internos está determinada por las experiencias previas de los operadores con
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el sistema- El papel del conocimiento anterior o expectativas también ha sido
estudiado. La mayoría de los modelos actuales de percepción de objetos y eventos lo
ven como un proceso interactivo entre el procesamiento botton-up (dirigido por los
datos> y el procesamiento íop-down (dirigido conceptualmente) (Ruznelhart, 1977;
Treisman y Schmidt, 1982). Este aspecto de los modelos mentales del operador, y su
relevancia para la detección y el diagnóstico de fallos, serán discutidos posteriormente
(ver apartado 4.2.2).
4,2.1.2. Principio de Compatibilidad de Proximidad.
Disp!ays Integrales ‘s. Separados
Cómo se combinan las dimensiones físicas para formar dimensiones
perceptivas ha sido extensamente estudiado por Garner y sus colegas (Garner, 1974,
1978). Garner distingue entre dimensiones separables, integrales y configurales.
Estímulos que varían en una sola dimensión son percibidos como una entidad unitaria,
mientras que los que varian en dimensiones diferentes son percibidos en función de
sus distintas dimensiones o atributos. El sistema perceptivo humano tiene una
capacidad limitada para procesar información de diferentes estímulos a la vez, sin
embargo, puede procesar en paralelo diversas dimensiones de un solo objeto
(Kahneman y l-lenik. 1981). Por tanto, cuando es necesario observar e interpretar
diversas variables dentro de un solo display, estas serán más rápida y eficazmente
interpretadas si son representadas en un formato integrado. Las dimensiones integrales
facilitan la ejecución cuando están perfectamente correlacionadas, y en aquellos casos
en los que la atención selectiva a cada dimensión es imposible. Las dimensiones
separables permiten la atención selectiva a cada dimensión, pero no facilitan la
ejecución cuando son redundantes.
En un esfuerzo para proporcionar un esquema organizador de la investigación
sobre los aspectos cognitivos de la interpretación de datos. Wickens y sus
colaboradores (Barnetz y Wickens, 1988; Boles y Wickens, 1987; Carswell y Wickens,
1987; Casey y Wickens, 1986; Fracker y Wickens. 1989; Wickens, 1986b; Wickens
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y Boles, 1983; Wickens y Andre. 1990), han propuesto y probado el principio de
compatibilidad de proximidad. Según cte principio, cuando la información tiene que
ser integrada debería estar próxima en el display. Es decir, en aquellas tareas en las
que se requiere una ‘alta proximidad mental’ (pe., integración de la información), la
ejecución mejorará cuando las variables estén próximas, mientras que en las tareas que
requieren “baja proximidad mental” pe., procesamiento independiente de dos o más
variables, o la focalización de la atención en una mientras se ignoran otras), la
ejecución se beneficiará de variables o displays más separados.
En principio, la proximidad puede ser definida por la cercanía en el espacio o
en el tiempo, pero también en términos de otros atributos relativos a la forma del
estímulo, objecrness. integrabilidad, u otros principios de agrupamiento de la Gestalt
(Bamett, Goetil, Kramer y Wickens, 1986). Aunque Wickens y Boles (1983)
propusieron que la proximidad podía ser definida en términos de la proximidad
espacial. Wickens y Andre (1990) concluyeron que la proximidad espacial no parece
conformar con este principio. En su estudio (Wickens y Andre, 1990), los autores
hacen referencia a dos posibles formas de definir la proximidadde las variables: una
por atributos físicos (cercanía espacial y similaridad del color) y otra por objecrness
<p.c., dos dimensiones combinadas en un solo objeto están más próximas que dos
dimensiones de diferentes objetos). Los resultados de este estudio avalan el principio
de compatibilidad de proximidad cuando esta está definida por el colot La separación
espacial tuvo un efecto muy limitado sobre la atención y la integración de la
información. Por tanto, parece que el espacio, por sí solo, no es una dimensión
relevante en el display. Por otro lado, el grado de objecrnesr resultó ser una buena
medida de la proximidad, y facilitó. corno había sido previsto por el principio de
proximidad, la integración, mejorando la ejecución.
Las discrepancias ente estos resultados y los de investigaciones previas (Andre
y Wicltens, 1988, 1989) sobre este principio, pueden ser aribuidas al diseño
expenmental utilizado ya que, en los anteriores experimentos, la proximidad espacial
y de color fueron manipuladas conjuntamente.
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Una solución muy utilizada para resolver el problema de presentar información
multidimensional de sistemas complejos ha sido utilizar displays integrales (object-
11/4. Los formatos de display integrales usan varias dimensiones de un único objeto
para retratar el estado del sistema (pe. polígonos, canas esquemáticas, etc). Los
formatos de display separables usan displays utxivariados separados, bien en un
formato digital tradicional (alfanumérico) o bien utilizando la misma dimensión de
varios objetos para mostrar informacion multivariada (p.c. diagramas de baras).
Muchos estudios han encontrado que los displays integrales son superiores a los
separables cuando las variables de los datos están altamente correlacionadas y/o
cuando la integración de los datos a partir de varias fuentes es requerida antes de
tomar una decisión (Goldsmith y Schvaneveldt, 1984; Carswell y Wickens, 1988;
Beririger, 1985; Beringer y Chrisman, 1987; Boulette y col,, 1987).
En este sentido Cooper y colaboradores (Cooper, 1976, 1982; Cooper y Regan,
1982) llegaron a la conclusión de que los sujetos utilizan diferentes estrategias
(analíticas y globales) en la comparación de representaciones visuales. Cuando los
estímulos son multidimensionales los sujetos son consistentes con el modelo analítico,
mientras que cuando se trata de representaciones holísticas (p.c., fotografias humanas),
la mayor parte de los sujetos utilizan una estrategia de tipo global. Además, los sujetos
globales son más flexibles en el uso de estrategias alternativas que los analíticos.
Cooper (1982) consideró que estas distinciones se podían deber a diferencias en el
modo de representación y codificación de patrones visuales en la memoria. Por tanto,
la forma (integral o separada) en la que se muestra la información determina en
mochos casos la estrategia (global o analítica) que van a utilizar los sujetos.
La superioridad del display integral (objec¡-Iíke) puede ser an-ibuida a dos
propiedades de la percepción humana: a) El sistema perceptivo humano tiene una
capacidad limitada para procesar una única dimensión con objectos múltiples al mismo
tiempo, mientras que es capaz de procesar en paralelo varias dimensiones de un único
objeto (Kahneman y Treisman, 1984); b) Las características globales u holísticas
pueden ser procesadas más rapidamente que las características locales ~Ñavon, 1977,
1981: Pomerantz, 1981). En los displays integrales, los cambios en el estado del
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sistema son representados mediante cambios en la forma global del objeto. de forma
que pueden ser procesados globalmente (Munson y 1-1orst, 1986). En términos de la
teoría de múltiples recursos (Wickens, 1984), este tipo de displays produce un código
espacial que permite el procesamiento integral de los datos del sistema-
Sin embargo, la ventaja de un display integral puede anularse bojo ciertas
condiciones. Uno de los factores que puede tener un profundo efecto sobre el
procesamiento de datos correlacionados, mulsidimensional, es la incertidumbre. Por
ejemplo, Coury y col. (1986a; 1989) demoso-aron que cuando el estado del sistema era
cierto, el operador era capaz de clasificar más rapidamente los displays integrales que
los separables, pero cuando el estado del sistema era incierto, los displays separables
eran supeuiores a los integrales.
Otro importante determinante de la efectividad de los displays integrales son
los requisitos atencionales de la tarea. Por ejemplo. Casey (1987) comparó displays
integrales y separables en la detección y el diagnóstico de fallos de sistemas cuyas
variables estaban relacionadas por correlación o por causalidad. En ambos tipos de
sistemas los displays separables fueron superiores. La tarea de diagnóstico requería
focalizarse en los componentes del display en orden a identificar la causa del fallo,
Así, mientras el procesamiento bolisúco proporcionado por el display integral es mil
para el análisis del estado general, “a en detrimento de la ejecución cuando las tareas
requieren atención selectiva, siempre que los componentes del sistema estén
fuertemente interrelacionados. Esta idea ha sido puesta de manifiesto muy
rectensemente en el estudio realizado por Goettl, Wickens y Kramer (2991), en el que
se comparan dos fornas de representación gráfica de datos, diorama de puntos
(información separada) y gráfico de barras (display integrado) (Cousy. Bouleste y
Smith, 1989). Los autores concluyen que la forma más eficaz para representar datos
gráficos depende de la tarea que se esté realizando.
Se ha dedicado un gran esfuerzo de investigación al estudio de la relación entre
el tipo de display (integral vs. separable) y dos factores: la estructura de la
información ha ser presentada (correlacionada vs no correlacionada) y la naturaleza
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de la tarea (integral vs no integral). Las dimensiones físicas utilizadas para representar
la información han recibido mucha menor atención. Aunque se admita que no hay una
relación uno-a-uno entre las dimensiones físicas y las perceptivas, sería importante
considerar cómo las dimensiones físicas interacttian para formar las dimensiones
perceptivas en función de su integrabilidad, separabilidad y configurabilidad. Un paso
en esta dirección ha sido dado recientemente por Barnett y Wickens (1988).
Los displays objecr-hk-e han mostrado ser de gran utilidad para reducir el
desorden o desorganización de los displays de las cabinas de aviones (Taylnr, 1987)
y de las salas de control de plantas nucleares CWoods. Wise y Hanes, 1981). La
cuestión clave para establecer el éxito de estos displays descansa en su apropiada
configuración para generar características emergentes que son críticas para el operador
(Wickens y Andre, 1990)-En este sentido Sanderson, HacIa, Butfigieg y Casey (1989)
han mostrado como un display en forma de diagrama de barras puede ser superior al
de un objeto en una tarea de integración, si el gráfico de barras tiene características
fuertemente emergentes.
4.2.1.3. Displays Créticos ‘s. Alfanuméricos
Una eran línea de investigación se focaliza en cuestiones representacionales.
Cuestiones típicas de esta línea de investigación son la selección y evaluación de
simbología de displays, las ventajas de un tipo de formato sobre otro, y los beneficios
de formatos puros versus mixtos en displays complejos.
Se comparan los formatos analógicos con los digitales. En este contexto los
formatos analógicos se refieren y se definen en función de lo espacial. de la
representación continua, En muchos casos, formatos analógicos y representaciones
gráficas se refieren a lo mismo, son intercambiables, Los formatos analógicos
tradicionales incluyen diagramas de barras, clusters de puntos, y diales. Los fonnasos
digitales incluyen codificación alfanumérica como dígitos, letras y palabras. La relativa
eficacia de estos formatos ha sido investigada con una gran vaijedad de tareas. Por
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ejemplo. Boles y Wickens (1987) compararon formatos analógico (diagramas de
barras), digital y verbal en una tarea de juicio numérico y encontraron que los
indicadores analógicos fueron respondidos más rapidarnente que los digitales o los
verbales. Schwartz y Howell (1985) compararon la ejecución en una tarea de
seguimiento bajo condiciones en las que la información de la posición fue presentada
gráfica y digitalmente. La ejecución mejoré con los displays gráficos, particularmente
bajo condiciones de cambio rápido. Bauer y Eddy (1986) estudiaron la representación
de sintaxis de lenguage de comandos. Ellos compararon el uso de metacaracteres
especiales y de representaciones gráficas para representar relaciones gramaticales, y
encontraron que la representación gráfica era superior tanto durante el aprendizaje
como en una tarta de referencia. Además, Eberts (1987) concluyó que los gráficos
disminuyen la carga.
Boles y Wickens (1987) encontraron que las tareas que requerían la integración
de elementos del display se beneficiaban de displays de formato puro, mientras que
las tareas duales lo hacían de displays de formato mixto,
Los símbolos gráficos, especialmente pictogramas, pueden ser preferidos a los
alfanuméricos debido a la semejanza entre la forma del símbolo y la del objeto que
representa. Esto puede ser especialmente beneficioso bajo demandas muy duras de
memoria. Sin embargo, la similaridad intra-crupo entre pictogramas puede incrementar
el tiempo de búsqueda y de identificación. Por ejemplo, Remington y Wllliams (1986)
usaron una tarea visual con un sólo target para evaluar un conjunto de símbolos de
CRT en una situación de display de un helicóptero, Ellos encontraron que los símbolos
numéricos eran superiores a los ráftcos, Los autores atribuyen este hecho a la
familiaridad y discriminabilidad de los símbolos numéricos, por un lado, y al alto
rado de similaridad intragrupo entre los símbolos gráficos, por el otro. Más
recientemente, Workman y Fisher <1987) propusieron una nueva métrica de la
similaridad basada en el grado de solapamiento entre “dibujos borrosos” de los
símbolos, Las puntuaciones en similaridad derivados de esta méo’ica pueden ser
utilizadas para seleccionar el subcnnjunto más discriminable de un conjunto de
símbolos con significado.
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Cowy y Pietras (1989) compararon los efectos de tres tipos de display: display
digital. display gráfico, y display múltiple (con información digital y gráfica>, sobre
la detección de fallos en un sistema dinámico simulado. Ellos encontraron que la
información digital, por si sola, era insuficiente para la tarea de detección de fallos.
Con el display digital los operadores tardaron más tiempo en detectar el fallo que con
el display gráfico. Pero la conclusión más importante fue la gran superioridad del
display múltiple. Esta superioridad del display múltiple fue atribuida, en parte, a la
presentación redundante de información y datos del sistema, y a la evidencia
conftrmatoria suministrada por dos diferentes representaciones del estado del sistema.
Además, aunque en su investigaciones no se consideró el efecto de la presión
temporal, los resultados sugieren que el display múltiple proporcionaría la mejor
ejecución de detección de fallos en tareas con limitación temporal.
Por otro lado, Coury. Bouletse y Smith (1989>. Bunigieg y col. (1988) y Coury
y Purcell (1988) encuentran que los gráficos de barras pueden poseer propiedades
integrales y separables. Sus resultados sugieren que el display de gráfico de barras
puede ser un formato muy versátil y es potencialmente la mejor elección para mostrar
datos correlacionados, multidimensionales, cuando el rango de incertidumbre es alto.
Una línea relacionada de investigación se focaliza en la representación de
gráficos generados por computador (Hochberg, 1986). El diseñador de estas
representaciones debe considerar tanto la estructura física relevante (pe. varias
perspectivas> como los procesosperceptivos relevantes (Powrie, 1989). Un intento para
desarrollar displays más eficaces para representar información tridimensional sobre
pantallas bidimensionales fue el display en perspectiva para el control del tráfico
aéreo (Ellis y col.. 1987; Mcflreevy y Ellis, 1986). El oso del display en perspectiva
se consideró más “natural” que el convencional (plano), y mejoró el tiempo de
decisión lEus y col., 1987).
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4.2.1.4. D¡splavs Predicth’os
Los humanos no son buenos prediciendo estados futuros a partir de la
infonnación actual. Las tareas que requieren que el operador realize predicciones del
estado futuro del sistema, será.n realizadas de forma inadecuada, y nornalmente el
operador se tendrá que enfentrar con una fuerte carga En consecuencia, no es
sorprendente que la mayoría de las investigaciones encuentren que los displays
predictivos mejoran la ejecución de control y planificación (West y Clarlc, 1974;
Whitfield, Bali y Ord, 1980; Smith y Crabtree, 1975; Jensen, 1981). Este tipo de
dispia~s liberan a la memoria de trabajo de la complejidad computaciottal de imaginar
el estado futuro de un sistema a partir del estado actual. También liberan a la memoria
de la necesidad de aplicar algoritmos para predecir cómo responderá el sistema a sos
inputs presentes y esperados.
Tipicamente. los displays predictivos trabajan de acuerdo a uno de tres
principios. Si le es posible al sistema conocer actualmente los inputs a los cuales debe
responder el humano, deforma anticipada, entonces estos inputs pueden ser mostrados
al operador. En aquellas situaciones en las que no es posible conocer de antemano el
estado futuro del sistema, debido a la influencia de múltiples variables ambientales,
este puede ser inferido o estimado mediante la simulación de la dinámica del sistema
(Sheridun, 1981). También se pueden utilizar técnicas predictivas de análisis, como por
ejemplo la regresión (Jensen, 1981).
4.2.1.4. Utilización del color. Efectos de la redundancia
La posibilidad de implementar gr’áftcos de color en los displays ha fomentado
el interés por la efectividad del cotor como un medio de codificación de la
información. El interés principal ha sido investigar si el efecto redundante del color
mejoraba la ejecución (Christ, 1975, 1983; Christ y Corso, 1983; Thaclny y
Touchstone, 1991). La codificación redundante del color hace referencia a los casos
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en que las variables o estímulos son codificadas por su color y su forma, pero pueden
ser totalmente identificadas solamente por el color o sólo por la forma (p.c., cuando
todos los círculos son rojos y sodas las figuras rojas son círculos).
En general, no se ha encontrado que la condición redundante sea más eficaz
que la no redundante (Christ, 1975; Jubis y Turner, 1988; Thackray y Tonchstone.
1991).
También se ha propuesto como alternativa una condición de color parcialmente
redundante (p.c., los estímulos difieren tanto en color como en su forma, pero sólo la
forma es totalmente definitoria de los mismos). Najiar, Paelerson y Corso (1982)
compararon los efectos del color parcialmente redundante con el color redundante, y
no encontraron diferencias sobre la ejecución. Jubis (1990) cornparó cuatro
condiciones de codificación (forma, color redundante, color parcialmente redundante,
y sólo color) en dos tareas, una de identificación y otra de búsqueda. bajo diferentes
niveles de carga de inspección (número de estímulos a ser idenrificados) y de densidad
del display (número de estímulos presentados). En general, los resultados de este
experimento sugieren que las condiciones de color y color redundante producen una
mejor ejecución que la codificación por la forma en tareas de búsqueda, pero no en
tareas de identificación (Davidoff, 1987; Ludery Barber, 1984; Zwagay Duijnhouwer,
1984). Además, este efecto fue más pronunciado cuando aumentaba la densidad de los
displays (Carter, 1982; Christ, 1975; Jubis y Turner, 1988; Luder y Barter, 1984;
Noble y Sanders, 1980; Treisman y Gelade, 1980).
Sin embargo, y a pesar de estos resultados, muy pocas ventajas objetivas del
color han sido encontradas en la investigación experimental en situaciones de tarea
más complejas que la búsqueda visual (Hale y Bilmayer, 1988).
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4.2.2. Modelo Interno
En los últimos altos, un gran área de investigación empírica, cada vez más
creciente. se ha focalizado en la manera en que los modelos mentales de los usuarios/
operadores de sistemas simples y complejos influye en sus interacciones con dichos
sistemas (Adelsots, 1981; Eberts y Schneider, 1985; Halasa y Moran, t983; lCay y
Black, 1985; Mayer, 1975; Norman, 1983b).
Los modelos mentales del sistema facilitan el aprendizaje, la retención de
procedimientos y la intervención (Halasz yMoran, 1983; McKeithen yReitsnan, 1981;
Jagcinsld y Miller, 1978). En el proceso de control es tan importante la información
mostrada al operador como el conocimiento que este tiene del sistema (Curry, 1981;
Ferguson, 1980). Además, la detección de anomalías y fallos en un sistema complejo,
realista, requiere que el operador utilice una gran variedad de “pistas” (olores, luces,
tonos, etc.) y una representación interna o modelo muy compleja del sistema (Curn’,
1981).
El término ‘modelo mental” puede tomar un significado diferente para cada
autor (Eberts. 1987). De forma simple, el concepto de modelo mental o modelo
interno hace referencia a la concepción que tiene el operador del funcionamiento del
sistema (Wickens y Kramer. 1985). Un definición más completa, y que en general
recoge la concepción de autores como Nornan (1983, 1986) y Young (1983) podría
ser la siguiente: un modelo mental es una representación, formada por el operador. de
un sistema “lo tarea, basada en la experiencia presia y en las observaciones presentes.
la cual proporciona la mayoría de su entendimiento o comprensión posterior del
sistema, y, por tanto, dicta el nivel de ejecución en la tarea.
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Rouse y Monis (1986) definieron los modelos mentales como:
“los mecanismos por los cuales los humanos son capaces de generar
descripciones de la finalidad y la forma del sistema, explicaciones del
funcionamiento y de los estados del sistema observados, y predicciones
de los estados futuros del mismo” (p 351).
Para Raamussen (1979, 1986) los modelos mentales son representaciones
intemas de los factores ambientales que determinan las interrelaciones entre los datos
observables.
A diferentes niveles de abstracción, Rasmussen (1979, 1986) consideró que
diferentes modelos mentales podían ser construidos a partir de la forma física, la
función física, la estructura funcional, la función abstracta y el significado funcional
del sistema. Desde el mismo área de o-abajo que Rasmussen, Rouse y Monis (1986)
opinan que se pueden desarrollar diferentes modelos mentales en función de la
propuesta del sistema, su función, su estado, o su forma- Sin embargo, Carroll y Olson
(1987), a partir de su trabajo sobre la interacción hombre-computador, consideran que
sólo es útil para la ejecución la información sobre la función y el estado del sistema,
por lo que no toman en cuenta la información relativa a la propuesta o a la forma del
sistema-
En el campo de la Ergononifa. los modelos mentales son usualmente
concebidos como una forma de representación analógica. Rouse y Monis (1986)
opinan que es razonable sugerir que los modelos mentales son frecuentemente
pictóricos o similares a una imagen. Otro autor, Lindgaard (1987) piensa que el rango
de las representaciones internas parte de dibujos mentales de objetos concretos y llega
hasta concepciones e inferencias abstractas Rasmussen (1986) concibe las
representaciones del sistema, en su forma interna como un modelo mentalcomo
visualizaciones del sistema físico o como modelos más abstractos de procesamiento
de datos Los ergónomos tienden, dada la naturaleza tisualizable de muchos de sus
101
sistemas de interés, a ver los modelos mentales en términos de representaciones
analógicas y como formas gráficas mas que simbólicas de las mismas (para una
discusión sobre la concepción del modelo mental en Ergonomía y en la Psicología
Cognidva ver Wilson y Rotherford, 1989).
El concepto de modelo interno ha sido tomado en cuenta en numerosas
perspectivas (Gentner y Stevens, 1983), y es la base de los modelos de control manual
óptimo (Pew y Baron, 1978), de control de navegación (‘Veldhuyzen y Stassen, 1977>,
y de control de procesos (Rasmussen, 1983, 1986), entre otros campos.
El concepto de modelo interno puede guiar el diseño de programas de
entrenamiento del operador y de mejora de displays. Los programas industriales y el
disefio de displays deberían ser realizados de forma que fueran compatibles con el
modelo interno del operador, de manera que la respuesta del sistema sea la esperada
a partir de dicho modelo (Roscoe. 1968; Riley, 1936; Greeno, 1978; Greeno y Simon,
1984).
El concepto de modelo mental también ha sido utilizado para describir cómo
los operadores controlan sistemas dinámicos (Jagcinski y Miller, 1978) y cómo
detectan fallos en sistemas dinámicos (Gal y Cuny, 1976; Wickens y Kessel, 1981)
El modelo de Wickens y Kessel (1981) asume que el modelo interno del sistema que
mantiene mentalmente el operador consiste de un conjunto de resultados esperados del
sistema para conocer los inpuss del sistema, dado que el sistema está operando con
normalidad. La monitorización efectiva implicaría la constante comparación entre los
resultados obtenidos y los esperados en función de los inputs obsertados. Si existen
discrepancias entre los resultados obtenidos y los esperados, estas se almacenan y son
acumuladas. Si esta acumulación de discrepancias excede algún criterio interno, se ha
detectado un fallo. Según esta concepción, la latencia de la detección está influida por
factores como los siguientes:
(1) El establecimiento del criterio. Si el criterio es bajo, la detección será
rápida, pero se produc’u’án más falsas alarmas. Así, la variación en el
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establecimiento del criterio dicta qué aspectos de la eficacia de la ejecución
(rapidez-precisión) deben ser evaluados.
(2) La fidelidad del modelo interno. Esto hace referencia al rango de posibles
resultados esperados para un determinado input observado. Claramente, las
diferencias eno-e los resultados esperados y los observados serán acumuladas
más rapidamente si este rango se ve reducido por una mayor fidelidad del
modelo.
(3> El número de canales de input disponibles a partir de las variables o
displays del sistima observadas frente a la estimación interna del estado
actual del sistema. Cuantos más canales estén disponibles (más información
sea mostrada>, más facilitada se verá la detección.
(4) Los recursos de procesatniertto o atención asignada a los procesos de
acumulación y deteccióa. Algunos de estos factores serán expuestos con más
detalle en los apanados posteriores.
Brehmer (1987) ha atribuido el creciente interés en los modelos mentales al
cambio en la moderna tecnología, y Holínagel (1988) ha arguido que esto interés ha
surgido de la necesidad de tener un metáfora apropiada que permita describir al
operador moderno. La aceptación de la existencia y valor del concepto de modelos
mentales puede encontrarse en gran parte de la literatura relevante (p.c.. Brehmer,
1987; de Kleer y Brown, 1981; Moray, 1987; l-lanisch, Kramer y Hulin, 1991>.
Muchas de las posiciones de los investigadores pueden ser sumarizadas diciendo que
en la operación de sistemas,
en el dominio basado en conocimiento (k’nowledge-based), la
planificación de la interacción con el ambiente depende del
conocimiento estructural, y de las representaciones mentales de las
configuraciones estructurales de elementos y sus relaciones funcionales
[modelos mentalesí” (Rasmussen, 1986. p. 118).
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4.2,3. Estrate2ias de muesireo búsoueda de información
En general, la tarea de diagnóstico consiste en una búsqueda para identificar
un cambio en el funcionamiento normal de un sistema. Varias estrategias diferentes
son posibles para esta búsqueda y el dominio en el cual se realiza depende de la
situación específica y de los objetivos imnediatos dcl operador (Rasmussest, 1978,
1981; $4orris y Rouse, 1985). La estrategia óptima depende de la situación cOncreta
Básicamente, la búsqueda de información puede realizarse de dos diferentas
formas: a> búsqueda sintomática (a partir de los síntomas> y b) búsqueda topográfica
(a partir de la localización de cada componente en la estructura del sistema)
(Rasmussen, 1981). La diferencia principal entre estas dos clases de búsqueda está en
el diferente uso de la información observada- Cada observación implica la
identificación de una fuentede información y la lectura del contenido del mensaje. En
la búsqueda sitttomáúca, las referencias a la identidad del estado del sistema se
obtienen a partir del mensaje leido; en la topográfica, esta referencia se obtiene a
partir de la localización de la fuente de información, mienuas que los mensajes están
sujetos a juicios de bueno/malo que son utilizados para el control táctico de la
búsqueda-
A continuación se describen bretemente ambos tipos de estrategias.
4.2.3.1. Búsqueda topográfica
Esta búsqueda se realiza a partir de una adaptación bueno/malo del sistema por
la cual la extensión de campo potencialmente “malo” se va gradualmente reduciendo
hasta que la localización del cambio está determinada con suficiente cereza para
permitir la selección de la acción apropiada (se “a reduciendo el campo de atención).
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El dominio en el que esta búsqueda se realiza puede variar. La búsqueda puede
ser realizada directamente en el sistema físico, pero en la mayoría de los casos, esta
es una operación mental a un nivel de abstracción que depende de la finalidad e
intención inmediata del operador, de la forma del modelo disponible y de las
circunstancias particulares.
Los elementos principales de la estrategia son: el modelo del sistema utilizado
para estructurar la búsqueda, la clase de datos utilizados para representar el estado del
sistema, y las reglas tácticas utilizadas para controlar la secuencia de búsqueda.
La búsqueda depende de una representación gráfica o mapa del sistema que
informa sobre la localización de las fuentes potenciales de observación para las cuales
la información de referencia -la relativa al funcionamienío normal o adecuado del
sistema) está disponible. El mapa es un modelo que permite identificar estas fuentes
de observación potencial en ttrminos de la topología del sistema físico, de su
estrucora interna anatómica o funcional, o de sus propuestas externas o resultados
esperados del sistema. La secuencia de búsqueda está basada en un conjunto de reglas
o heurísticos que sirven para limitar el campo de atención. Si los resultados del
sistema están relacionados con distintas panes o subsistemas internos, el juicio
bueno/malo de estos resultados permitiría identificar eficazmente el campo interno en
el que se debe realizar la búsqueda. Además, si se ha identificado una relación
input/ourput no adecuada, debería encontrarse la nata causal relacionada con dicha
función input/outptat. Por tanto, las decisiones de búsqueda táctica estarán basadas
exclusivamente en la información obtenida a partir del juicio de tipo bueno/malo de
una sola observación. La información relativa a la posible naturaleza del fal]o será
utilizada por otras estrategias de búsqueda (que serán discutidas posteriormente) que
serán frecuentemente utilizadas para guiar la búsqueda topográfica.
En general, se pueden distinguir dos formas diferentes de localización del
cambio en el estado normal del sistema. Una en función de las panes o subsistenias
en las que se encuentra el cambio, y otra en función de un patrón o vía causal. En
ambos casos, la búsqueda puede estar basada en juicios de tipo bueno/malo, bien de
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la magnitud de las variables de estado, o bien a cerca de sus mutuas relaciones.
Cuando la búsqueda está basada en datos de referencia (valores de las variables
cuando el sislenia funciona con normalidad) esta se realiza como una secuencia de
juicios bueno/malo de estas variables individuaimente. Esta secuencia puede tievarse
a cabo tazando la anormalidad a lo largo de un patrón causal, o buscando un estado
anormal. En ambos casos, el sistema debe coeresponderse con el modelo de referencia
disponible. Sin embargo. se podría obtener una búsqueda más eficaz si el sistema
puede ser dividido por una secuencia de estados de prueba que afectan a diferentes
panes del sistema, establecidas por unas combinacionescuidadosamente seleccionadas.
y para las que se pueden preparar modelos de referencia. La administración y
evaluación de esta secuencia de pruebas depende de los argumentos lógicos,
combinatorios, obtenidos de una efectiva memoria a cono plazo.
La estrategia de búsqueda basada en juicios simples sobre la magnitud de cada
variable de estado individualmente, puede ser efectiva, sin embargo, las decisiones
tácticas dependerán de supuestos sobre la dirección de la causalidad. Por esto, las
estrategias basadas en juicios sobre las relaciones, que representan las propiedades del
sistema, son superiores en eficacia.
Las reglas tácticas controlan el uso de un determinado mapa del sistema. Este
mapa puede mostrar la estructura del sistema a distintos niveles de abstracción
(Rasmussen, 1980) y el nivel apropiado para la búsqueda depende de los objetivos y
las intenciones del operador que tiene que emitir el diagnóstico. Sin embargo, el nivel
de abstracción más efectivo puede también cambiar durante la búsqueda, p.c.
comenzando haciendo juicios sobre el conjunto del sistema, despu¿s pasando a juicios
sobre el funcionamiento de cada parte componente, y acabando la búsqueda
atendiendo a los elementos de que se compone cada parte del sistema (Lind. 1981).
La información disponible en las observaciones es utilizada de forma
antieconómica por la búsqueda topográfica, ya que este uso depende solamente de
juicios de tipo bueno/malo. Además esta estrategia no toma en cuenta el conocimiento
que puede proporrionar la experiencia del operador con otros fallos anteriores. Sin
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embargo, la búsqueda topográfica tiene la ventaja de depender de un modelo sobre el
funcionamiento normal dcl sistema, el cual puede ser desarrollado durante la fase de
diseño del sistema, o puede ser obtenido a partir de la observación del sistema durante
una situación de operación normal. Esto permite verificar la consistencia y el grado
de conección de la estrategia: ya que no depende de modelos sobre el mal
funcionamiento, estará menos influido por las anomalías múltiples o desconocidas que
las estrategias basadas en síntomas.
4.t3.2. Búsqueda sintomática
Las estrategias de búsqueda sintomática están basadas en la información
contenida en tas observaciones para identificar el estado del sistema, en vez de en la
localización de la fuente de información (búsqueda topográfica). Las decisiones de
búsqueda derivan de tas relaciones internas de los datos y no óe la eso-uctura
topológica de las propiedades del sistema,
En principio, la búsqueda se realiza a través de uno de los grupos de datos
anormales, síntomas, para encontrar aquel conjunto que se adapta mejor al patrón de
conducta actual del sistema. Los patrones de referencia pueden ser recogidos
empíricamente a partir de incidentes del sistema o derivados del análisis o la
simulación de las respuestas del sistema ame determinadas anomalías. Además, los
patrones de referencia pueden ser generados durante el proceso de búsqueda. si el
operador tiene disponible un modelo funcional que pueda ser modificado para que
tome en cuenta la hípotesis actual sobre el fallo del sistema.
Dependiendo de la estructura y memoria del operador, la búsqueda puede ser
paralela, mediante el reconocimiento de patrones, o secuencial, mediante tablas de
decisión.
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El reconocimiento de natrones juega un papel fundamental en el diagnóstico
humano puede identificar eficazmente estados familiares del sistema directamente,
pero también puede ser utilizado frecuentemente, por ejemplo, durante la búsqueda
topográfica para guiar las decisiones tácticas. Los recoriocirniernos suelen estar
basados en súuomas de referencia generales o difusos en ténninos de patrones de fallo
genéticos referidos a determinados tipos de funciones o partes físicas, como
características de mido. inestabilidad o formas de no linealidad.
La búsqueda por tablas de decisión depende de un conjunto de reglas tácticas
que guían la búsqueda y que pueden estar basadas en la probabilidad de ocurrencia,
la estructura jerárquica de los atributos, o las relaciones funcionales, almacenadas
como árboles de falk, etc. Los operadores humanos podrían usar tablas de decisión
para la verificación de reconocimientos más ambignos. Las tablas de decisión han sido
utilizadas en la monitorización de plantas por Berenblut y col. (1977) y Lihou (1981).
Si una búsqueda está basada en patrones de referencia generados durante la
tarea (on-llne) por la modificación de un modelo funcional en correspondencia con un
cieno problema, la estrategia se denomina búscueda por hipótesis y prueba. La
eficacia de esta búsqueda depende de las tácticas de generación de hipótesis.
Generalmente, en el diagnóstico humano, las hipótesis resultan de búsquedas
topográficas inciertas o de reconocimientos difusos. Hay evidencia que sugiere que las
personas pueden tener dificultad para generar hipótesis precisas y adecuadas. Por
ejemplo. Mehle (1980) y Fisher (¡980) encontraron que los sujetos generaban listas
de hipótesis incompletas, y además, los sujetos decían que sus listas eran más
completas de lo que en realidad eran (lo sobreestimaban).
La búsqueda por síntomas tiene ventajas desde el punto de vista de la
economía de la inforsuación, pero tiene la desventaja de necesitar un patrón de
referencia del estado anormal concreto, siendo necesario considerar múltiples fallos
y anomalías posibles del sistema,
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La carga mental, al utilizar un modelo del estado anormal del sistema para
generar un conjunto de síntomas para probar una hipótesis, es tan alta que muy
frecuentemente el operador humano preferirá probar la hipótesis haciendo correcciones
en el sistema de acuerdo a dicha hipótesis, y así probar si el pafrón de respuesta del
sistema cambia a su estado normal. Esta estrategia es generalmente efectiva en la
solución de problemas menores, sin embargo, no será efectiva cuando los problemas
o fallos del sistema son mayores, en cuyo caso debería considerarse ja ayuda por
computador al operador durante la prueba de hipótesis.
Las diferencias intrínsecas entre las diversas estrategias de diagnóstico y el
efecto de los cambios de estrategia utilizadas por los sujetos, ha sido un tema típico
en los experimentos de diagnóstico. Por ejemplo. Shepherd y col. (1977) estudiaron
los efectos de diferentes formas de entrenamiento para el diagnóstico y encontraron
que los operadores entrenados por las reglas obtenidas de operadores expertos fueron
superiores en el diagnóstico de fallos con los que no se habían encontado antes,
comparados con los operadores que habían sido entrenados en teoría de la planta.
Estos, en cambio, fueron superiores a los operadores entrenados practicando
diagnósticos. Estas diferencias pueden ser fácilmente explicadas ya que los diferentes
métodos de entrenamiento implican el uso de diferentes estrategias.
La búsqueda topográfica en estructuras de flujo abstractas es muy similar a la
búsqueda basada en reglas en las redes libres de contexto descritas por Ronse y col.
<1981). Como Reuse <1981) noca, el tnodelo basado en reglas describe razonablemente
bien las estrategias libres de contexto, pero no lo hace tan bien cuando las tareas son
específicas de contexto. Etto probablemente se deba a que el contexto inicie un
cambio en la estrategia hacia una búsqueda por síntomas, la cual depende de las
experiencias previas individuales de los sujetos.
En las salas de control futuras, la tarea de diagnóstico será realizada por una
compleja interacción entre los computadores y los operadores. La solución al problema
de asignación de las funciones de procesamiento de datos al computador y al operador
debe ser resuelto por el análisis cuidadoso de la carga mental impuesta a los
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operadores. En el cnt en tIque el sistema no funciona adecuadamente, el trabajo del
operador implica un ajuste multidimensional entre los recursos y las demandas. La
carga mental del operador dependerá en gran medida de las posibilidades que tenga
el operador para resolver los conffctos entre demandas y secursos, mediante la
selección de una eso-ategia apropiada a la tarea. La tabla 4.1 muestra los factores que
influyen en la elceción de una deten-trinada estrategia. Las estrategias son
frecuentemente complementarias en diversos aspectos.
El criterio de ejecución es claramente un factor complejo que no depende
únicamente (le aspectos como la carga mental o la cantidad de información mostrada.
El criterio s,abyacense a la elección de una estratetia en una desemtinaña simación será
subjetivo, ya que los recursos y sus valores asignados variarán para cada individuo.
Además, factores emocionales como la curiosidad, el gusto por el riesgo, etc., pueden
influir en esta elección. En personas muy capacitadas, con altas habilidades, existe una
relación enlat las diferentes situaciones de tarea y la estrategia utilizada en cada una
de ellas (Rasmusen y knsen, 1914~ Rasmussen, 1981).
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Tabla 4.1. Dependencia de diferentes factores en la elección de una u otra estrategia
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El criterio de ejecución que guía las elecciones humanas no es observable,
tiene que ser inferido a partir del análisis de la ejecución. Rasmussen (1981) menciona
algunos de los priocipios encontrados en estudios sobre estrategias (Rasmussen y
lensen, 1974) yen informes sobre errores ocurridos en plantas (Rasmussen. 1979). La
rcgla principal que subyace a las estrategias parece ser elegir la vía de menor
resistencia. En lugar de hacer planes generales de búsqueda, la tendencia de los sujetos
es tomar rápidas e impulsivas decisiones basadas en la información observada en cada
momento. Es decir, no se tiende a la recapitulación de los resultados previos ni a la
consideración de argumentos causales o funcionainiente más complejos. Al mismo
tiempo, hay un “punto de no retorno’ en la atención aplicada en el instante de la
decisión. Es decir. la información puede ser observada de nuevo después de haber
tomado una decisión sin que esto tenga ninmin efecto, aunque esta información
contradiga claramente a la decisión tomada. Estas tendencias suponen estrawgia.s que
demandan inferencias a partir de varias observaciones muy poco fiables silos datos
están disponibles de forma secuencial, ya que frecuentemente darán referencias de
diagnóstico individualmente. Este mismo efecto se observa en informes de accidentes
ocurridos. En súuaciooes complejas anormales, un conjunto de indicaciones anormales
tiende a ser interpretado como una coincidencia de ocurrencias familiares, más que
como un patrón relacionado con un estado complejo del sistema o de la planta
desconocido (Rasmussen, 1979).
El criterio que subyace a la elección de la “vía de menor resistencia’ es
minimizar la carga de la memoria a corto plazo. Para evitar ta carga impuesta sobre
la memoria a corto plazo. se pueden dar las siguientes recomendaciones para el diseño
del sistema: presentación simultánea de la información que debería ser utilizada junta,
relevar al operador de tareas secundarias como la memorización de la información
anatómica o funcional del sistema, conversión de los datos al dominio de la búsqueda.
gcneracíón de datos de referenctL etc.
La tarea de diagnóstico debería ser realizada por ambos, computador y
operador. El operador debe aceptar la ayuda que el computador le proporciona, para
lo cual debe ser capaz de entender las estrategias que este sigue. Además el
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computador debe ser capaz de adaptar-se a la estrategia de búsqueda preferida por el
operador y de presentarle la infon’nación al nivel de abstracción que este soYiciw
(Goodstein y Rasmussen. 1980; Coodstein, 1981; Rasmussen. 1981).
Por otro lado, hay evidencia de que las personas tienden a utilizar la
infon-nación positiva (aquella relativa a lo que falla). pero no toman en cuenta la
información negativa (información sobre lo que no ha fallado), cuando trata de
encontrar un fallo en el sistema (Rouse. 1978).
Los métodos de bósqueda de información, el criterio de selección de las
fuentes, y el valor de la información varían en función del tiempo (Rouse y Rouse.
1984), a medida que se realiza la tarea.
En la medida en que la frecuencia de muestreo requerida de una fuente o
fuentes aumenta, así incrementa la probabilidad de que la atención se vea
sobrecargada, y cuanto más sobrecargada esté la atención menos posible será que se
observe una variable cuyo valor es no normal. Moray propone como un modelo
plausible para el proceso de adquisición de datos, la teoría de la decisión secuencial
(Kvalseth, 1980; Moray, 1980). Serán este modelo se asumiría que el operador
establece criterios en función de probabilidades y utilidades a priori para cada
observación, y continua viendo una información hasta que haya acumulado suficiente
evidencia para satisfacer el criterio, y tomar una decisión como por ejemplo si el
sistema funciona adecuadamente o no. Esta teoría también ha sido utilizada por Cao
y Curry (1978) en combinación con la teoría de la decisión óptima para modelar la
detección de fallos con considerable éxito.
Hay abundante evidencia de que la atención puede afectar a la fuerza de las
señales que entran en el sistema nervioso y al criterio de respuesta del observador
(Moray y col.. 1976). Es decir, las expectativas a priori de las personas determinan o
tienen un gran efecto sobre la información a la que se le presta atención, y esto
determina su respuesta. La evidencia que es esperada (preconcepciones) por el
operador es rápidamente aceptada como evidencia conclusiva, y aquella que no es
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esperada tiende a no ser tomada en cuenta. La resistencia de los observadores
humanos a aceptar evidencia contraria a sus hipótesis preconcebidas está relacionada
con los sesgos de respuesta (Taylor, 1975; Gal y Curry, 1978: Moray, 1980). Parece
que los humanos quieren confirmar, más que explorar, la precisión de sus hipótesis.
4.2.4. Cotunlejidad del Sistema
Los efectos de la complejidad del sistema sobre el nivel de ejecución en tareas
de detección y diagnóstico de fallos ha sido estudiado por diversos autores,
encontrando la mayoría de ellos efectos muy claros de este factor @e., Rotase, 1978,
1979; WohI, 1981, 1982: Brooke y Duncan, 1981).
Por ejemplo. Rouse (1981) utilizó una serie de tareas en las que la estructura
del sistema estaba representada por medio de redes lógicas. en los que el sujeto debía
encontrar un fallo. La complejidad de cada red era principalmente función del número
de unidades que la formaban (25 y 49), y del tipo y número de operadores lógicos (Y
v/o O) que entraban en juego. Se realizaron diversos experimentos con estas tareas,
que permitieron concluir que la ejecución era peor a medida que aumentaba el tamaño
del problema, es decir aumentaba el número de unidades que formaban la red (Brooke
y Duncan, 1981). Los sujetos parecían mostrar una incapacidad para utilizar la
información relativa a lo que no fallaba que se hacía más aparente a medida que la
complejidad del sistema era incrementada Este efecto se puso de manifiesto en el
aumento de pruebas del sistema que realizaron los sujetos y en el tiempo que estos
necesitaron para emitir el diagnóstico. Una de las conclusiones generales que se
encontró en la investigación, fue que el tiempo requerido para resolver el problema
de diagnóstico del fallo, en términos de la complejidad del problema, está relacionado
con el nivel de entendimiento que tiene el sujeto del sistema, además de con las
propiedades intrínsecas del problema.
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Efectos similares de la complejidad del sistema han sido encontrados por
flrooke y Duncan (1981), McDonald y col. (1983) o, menos recientemente. Goldbeck,
Bernstein, Hillix y Marx (1957). McDonald y col. (1983) encontraron incrementos en
el tiempo requerido para realizar la tarea y en el número de pruebas realizadas cuando
aumentaba la complejidad del sistema.
Además, la complejidad del sistema influye en el tiempo necesario para realizar
el diagnóstico (Wohl, 1981). En su investigación, Wohl (1981), utilizando como
sistemas diversos circuitos electrónicos (muy similares a las redes del estudio de
Rouse (1981)), propuso como hipótesis inicial que la forma de la distribución de los
tiempos medios de diagnóstico estaban. determinados por los siguientes aspectos
(prácticamente todos ellos relativos a la complejidad del sistema):
a. El número de líneas, entradas o salidas, directamente asociadas con el
componente defecrunso.
h. La accesabilidad de los puntos de unión eléctrica como puntos de prueba o
comprobación
e. El número total de componentes directamente conectados a todos tos puntos
de prueba que tuvieran lecturas o valores fuera del rango de tolerancia (p.c.,
el conjunto de componentes sospechosos).
d. La capacidad de inferencia lógica del técnico.
Además, otra de sus hipótesis iniciales fua que el número de pasos de
búsqueda de información requerido para emitir cl diágnostico. estaba determinado por:
a. Densidad de lineas de unión (DLU): La frecuencia de componentes con un
determinado número de entradas o salidas (p.c.. número de componentes con
N entradas).
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b. Densidad de puntos de unión de las lineas (DPUL): La frecuencia de puntos
de unión con un determinado número de componentes implicado (p.c., el
número de puntos de unión que van a dar a M componentes).
Con estas hipótesis y otras en mente, se estableció como un índice de la
complejidad del circuito 0). la siguiente ecuación:
l=NM
donde N es la media de DLU, y M es la media de DPUL.
Este índice simplemente representa el número esperado de componentes
conectados con un componente detertnínado. Además se establece el índice lambda,
def’utido como el valor esperado del grado de diagnóstico (lambda = 1ff; donde T es
el tiempo medio de prueba para cada componente).
La reducción del índice de complejidad puede tener un fuerte impacto en el
tiempo de ejecución. Los valores de estos dos índices pueden establecerse a la hora
de elegir entre diseños alternativos, y además, el nivel y tipo de entrenamiento tienen
efectos diferenciales sobre estos índices.
4.2.5. Nivel de Automatización del Sistema
Debido a los grandes y rápidos avances técnologicos que han hecho posible
que los sistemas tengan altos niveles de automatización, muchos autores se han
planteado cual debe ser el papel del operador humano en los sistemas hombre-máquina
actuales. En este sentido, diversos autores (p.c.. Ephrath y Young, 1981; Kessel y
Wickens, 1978; Walden y Rouse, 1978; Wickens y Kessel, 1979, 1981) han
investigado las diferencias en rapidez y precisón de la detección y el diagnóstico de
fallos en función del tipo de control del sistema (manual vs. automático) y de la carga
(medida por el procedimiento de tarea secundaria).
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Por ejemplo, Ephrarh y Young (1981) encuentran que los mayores niveles de
carga asociados con el control manual producen una peor ejecución de diagnóstico
cuando el control es de cipo manual que cuando es automático. De igual fon-ra,
Wickens y Kessel (1979), utilizando niveles de carga intermedios, encuentran que la
carga que sufre el operador afecta de fortm adversa a la calidad de la detección de
fallos. Ellos encuentran, en principio, una superioridad global de la ejecución de
detección de fallos cuando el sistema es manual, sin embargo, encuentran que mientras
la precisión de la detección es mejor en condiciones de control automático, la rapidez
de la detección es mejor en los sistemas manuales.
Estos resultados parecen indicar que el nivel de carga asociado con una
situación puede dictar el modo de participación del operador (manual-automático)
preferido. En tareas de detección de fallos que suponen bajos niveles de carga la
ejecución será superior cuando el sistema es controlado manualmente, mientras que
cuando los niveles de carga son altos la ejecución es mejor cuando el sistema es
automático.
Además. Wickens y Kessel (1979). encontraron que durante las fases de
entrenamiento de los operadores. estos aprendían más y mejor como detectar y
diaznosticar fallos cuando el entrenamiento se realizaba con un sistema manual que
con sta versión automatizada. Realizaron un nuevo experimento en el que se puso de
manifiesto que los sujetos que operabai, con un sistema controlado automáticamente,
pero que habían sido entrenados en condiciones de control manual, mostraban una
ejecución mejor que los sujetos de los restantes grupos (con entrenamiento en sistema
automático y realización en sistema automático (AU-AU), con entrenamiento en
sistema manual y realización en sistema manual (MA-MA) y con entrenamiento en
sistema de control automático y ejecución en sistema manual (AU.MA)). Solamente
en el gripo MA-AU se observó esta trasferencia positiva, que además resulté ser
esencialmente perceptiva y atribuible a los requisitos que el control manual efectivo
impone al operador cuando tiene que extraer información relevante de displays
visuales.
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4.2.6. Relaciones de Correlación y Causalidad entre las ~‘ariables de Estado del
Sistema
En general, un sistema complejo no está uniformemente interconectado. Según
Moray (1981), el sistema total puede ser visto como un conjunto de subsistema,s. En
el nivel más simple, cada variable individual está muy relacionada con an pequeño
conjunto de otras variables, y muy poco relacionada con las demás. A partir de las
correlaciones entre variables y de sus conexiones causales, el sistema puede ser visto
como un conjunto de variables “atómicas”, que formarían parte a su vez de
“moléculas”, dentro de las cuales las intercorrelaciones son muy altas.
Esta estructura sugiere ciertas tácticas y estrategias óptimas que se pueden
utilizar para examinar el sistema total. Podemos partir de dos situaciones:
a) Asumimos que el operador ha realizado una serie de observaciones que le
hacen creer que el sistema está funcionando con normalidad, y que
simplemente el sujeto ha completado una observación. ¿Qué variables serán
las que debe observar a conunuación’?. En este caso, el operador no debería
observar una variable altamente correlacionada con la anterior, sino que
debería observar una variable perteneciente a otra “molécula”. Esto sc debe a
que la alta con-elación ya le da considerable información basada en la
observación que acaba de realizar. El puede predecir cl valor de las variables
altamente correlacionadas con una probabilidad a priori a partir de la
observación que ‘-a ha realizado, y observar estas variables no reducirá su
incertidumbre. Por tanto, la observación de una variable muy relacionada con
la que se acaba de observar es antieconómico. Por tanto, cuando el
funcionamiento del sstenia parece normal, las observaciones sucesivas
deberían realizarse para las variables muy poco correlacionadas con la anterior.
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b) Si, por otro lado, la última observación realizada por el operador le indica
alguna anormalidad, este debería examinar los valores de aquellas variables
correlacionadas con la anterior, con el fin de diagnosticar la causa de dicha
anor,nalidai Si ninguna de las posteriores observaciones indica una anomalia,
entonces se deduce que esa, la primera variable en que sc encontró un fallo,
debe ser la causa del mismo. En el caso contrario se deben seguir examinando
variables altamente correlacionadas.
Esta regla última tendrá el efecto de que el operador preste atención solamente
a tan pequeño conjunto de variables, las variables relevantes, basta que emit.a un
diagnóstico.
41.7. Características de la Tarea
Las fuentes de información seleccionadas por las personas están muy
relacionadas con el tipo de tarea (Bassili y Regan, 1977). Es decir, dado un
determinado problema, el esquema general de la tarea puede afectar a la elección de
determinados métodos de búsqueda de información.
En sus experimentos, Rotase (1981) utilizó dos tipos de tareas, unas libres de
contexto (tareas 1 y 2) y otra específica de contexto (tarea 3). Las dos primeras fueron
libres de contexto ya que no estaban asociadas a ningún sistema o pieza de equipo en
particular, y además los sujetos no se enfrentaban en ningún momento con el mismo
problema dos veces, de forma que no podían desarrollar habilidades particulares para
urs problema. La tercera tarea era especifica del contexto, ya que se trataba de un
sistema de circuito electrónico real, en el que aparecían etiquetas en cada unidad que
hacían referencia al nombre de esa pieza del equipo (turbina. compresor, sistema de
lubrificación, etc.).
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Como resultado general se encontró que la ejecución en tareas Ubres de
contexto está altamente correlacionada con la ejecución en tareas familiares específicas
del contexto.
Además, las estrategias de búsqueda de información utilizadas fueron
diferentes. En las tareas libres de contexto, los sujetos utilizaron principalmente una
estrategia topográfica, mientras que cuando se trataba de una tarea de una tarea
específica de contexto, la estrategia utilizada fue la sintomática.
4.2.8. Nivel y Tino de Entrenamiento del Operador
En prácticamente todas las investigaciones se pone de manifiesto el efecto que
el entrenamiento tiene sobre el nivel de ejecución. La incersidtambtt y. por tanto, la
necesidad de observar una mayor cantidad de información o de observar la misma
información varias veces, disminuye con el entrenamiento (Bainbiidge, 1978).
Además, investigaciones como la de Vessey (1985) encuentran diferencias en
el tiempo necesitado para realizar la tarea por expertos y novatos (los sujetos expertos
son más rápidos que los novatos). Sin embargo, los expertos tienden a invertir más
tiempo que los novatos en aspectos de planificación y evaluación (Gugerrv y Olson,
1986). Los expertos son más capaces de fortoarse una idea global del sistema, pero
esto les supone invertir más cantidad de tiempo en desarrollar su comprensión y
representación, y además, consideran más globalmente las interacciones entre los
componentes del sistema (Adelson y col., 1984). Los sujetos expertos forman un
modelo conceptual detallado del sistema y tienden a incorporar aspectos abstractos
más que objetos concretos específicos en su representación del problema (Laricin,
1983). Sus modelos añaden múltiples niveles y son lo suficientemente ricos para
Soportar simulaciones mentales (Jeffries y col., 1981; Adelson y Soloway. 1985).
Utilizando una tarea de discriminación de señales y de toma de decisiones, Bisseret
(1981) encontró diferencias en ejecución en función del nivel y tipo de experiencia.
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En los experimentos va tncnci-onaúos realizados por Rouse y sus colaboradores
(Rouse. 1981), se encontró una transferencia positiva erttre el entrenamiento en tareas
libres de contexto y la ejecución cts una tarea similar pero especifica de contesto. Esta
transferencia positiva del entrenamiento fue interpretada como un reordenamiento de
prioridades dentro de un conjunto de reglas de solución del problema. Este
reordenamiento de prioridades capacito a los sujetos para utilizar en mayor grado su
conocimiento de la estructura del problema, y así llevar a cabo pruebas del
funcionamiento de caña componente más eficaces para reducir la incenidumbre.
Resultados similares fueron encontrados por 1-luní y Rousc (l.9Síj.
Aunque la experiencia se ha mostrado como un importante factor que afecta
a la detección y el diagnóstico de fallos del sistema. las diferencias en ejecución
debidas a este factor son menos aparentes cuando se proporcionan pilas para la
solución del problema. En este sentido, Potter y Thomas (1976) encontraron que los
t~cnicos de mantenimiento con una experiencia de seis meses o menor solucionaron
menos problemas que el personal experimentado. Sin embargo, estas diferencias no
fueron observadas cuando los problemas estaban acompañados de procedimientos
detallados de sotución del problema. Resaltados similares fueron encontrados en el
estudio de Eliot y Joyce (1971). en el cual estudiantes dc bachillerato, utilizando una
gula de solución del problema. fueron capaces de identificar fallos cm, equipos
eccuonicos tan eficazmente como los técnicos de las Fuerzas Acreas utilizando
manuales tradicionales.
Según Zak’ay y Wooler (1984). la tranferencia del entrenamiento en toma de
decisiones desde condiciones normales hacia situaciones de presión temporal será muy
pobre.
Por ono lado, ei nivel de entrenamiento también afecta al modelo interno o
representación que el sujeto forma del problema (Chi y col, 1981; Adelson. 1981.
1984; Weiser y Shertz, 1983; Larlrin y col, 1980; Koubek y Salvendy, 1991). La
diferencia cualitativa en la representación del problema entre expertos y novatos es la
responsable de las diferencias en la ejecución de ambos grupos. Los modelos mentales
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de los sujetos inexpertos o novatos son incompletos e imprecisos, y están formados
por malas interpretaciones del sistema o sus componentes (Hanisch, lcramer y Hulin,
1991).
En un experimento muy reciente realizado por Koubek y Salvendy (1991), con
el fu, de encontrar diferencias en la ejecución cognitiva de dos pupos de sujetos,
expertos y superexpenos. no se han encontrado diferencias en el tiempo necesitado por
ambos grupos para resolver la tarea, Sin embargo, otras investigaciones han
encontrado diferencias en los tiempos de tarea entre sujetos novatos y expertos
(Vessey. 1985). Esto parece indicar que las diferencias en el tiempo necesitado para
solucionar el problema se ponen de manifiesto ente grupos extremos, pero no es así
cuando los grupos están más cercanos en sus habilidades (Henneman y Rouse, 1984).
Parece que las diferencias entre los niveles más altos de experiencia están más
directamente relacionadas con el desarrollo de la representación inicial del problema,
Sin embargo, y como uno de los más relevantes resultados de su investigación, si se
encontraron diferencias en las estrategias de búsqueda de información utilizadas por
los expertos y los superexpertos. Los sujetos superexpertos buscaron en primer lugar
la información de tipo más general, mientras que los expertos buscaban información
más específica relacionada con la tarea,
4.2.9. Tiempo Disponible
Diversas investigaciones sobre toma de decisiones han puesto de manifiesto
que la presión temporal es un factor que influye en la efectividad de la decisión
cWright, 1974; Ben Zur y Breznitz, 1981; Einhorn. 1970; Zakay y Wooler. 1984).
El diagnóstico correcto de los problemas que tienen lugar en sistemas
complejos requiere un considerable esfuerzo cognitivo y bastante cantidad de tiempo.
Si el tiempo disponible es muy limitado, la probabilidad de que se produzca tan error
de diagnóstico aumentará (Miller y Swain, 1987).
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Estudiando el íicmpo de relvrraoi¿n para dis-ersos sistemas. Wohl (l98 1)
encontró que, por un lado. (1) la probabilidad de localizar el componenete que falta
en un ssstema. aumenta con el tictopo. principalmente porque a medida que aumenta
el tiempo disponible para emitir un diaenósrico el conocimiento del operador aumenta
y se prodLce una rápida reducción de la ambigtc-dad: e. inversamcrtte. (2> la
probabilidad de localizar el Componente que filía decrecc con cl tiempo disponible.
posiblemente debido a la mayor dificultad para interpretar los sLntnmas y los valores
de tas variables de estado.
4.2.10. Diferencias Individuales
En la mayoría de las investigaciones sobre detección y diagnóstico de failos
y solución de problemas realizadas con multitud de sistemas diferentes, se ha
encontrado un factor de diferencias individuales de gran importanci~ Por ejemplo,
investigaciones sobre solución de problemas en diversos sistemas realizadas en los
anos cincuenta (p.c.. Saupe. 1954: Salta ~ NIcore, 1953: Moore, Salta y Hoehí. l955:
Glaser ¿ PhilIps, 1954: Highland, Newman y \\‘al]er. l 956), comprobaron Corno los
sujetos que podíamos llamar “malos solucionadores de problemas” (aquellos cuya
ejecución es peor) realizaban chequeos del sistema que eran irrelevantes para el
problema, y además ominar chequeos relevantes. Además los sujetos que encontraban
~r solucionaban los probletnas de forma más eficaz, conocizn más y mejor el
íoncíonamienro del sistema, y utilizaban este conocimiento más adecuadamente. Más
acualmente, Baldwin (1978). entre muchos otros, ha encontrado resultados similares.
La conclusión general de todos estos estudios es que los sujetos que riostraron
una peor ejecución en el diagnóstico del problema del sistema, se caracterizaron por
el uso inadecuado e incompleto de la información, la ineficaz generación y prueba de
hipótesis sobre el posible problema, y por el uso de estrategias poco flexibles.
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En general. se distinguen tres fuentes principales de diferencias individuales.
Estas hacen referencia a las habilidades y aptitudes de los sujetos, a sus estilos
cognitivus y a factores de personalidad.
4.2.10.1. Habilidades y Aptitudes
La conclusión general de la mayoría de los estudios realizados sobre este
aspecto podría ser que de todas las habilidades, las que tienen una mayor relación con
la ejecución en diagnóstico de problemas son aquellas relativas al conocimiento del
trabajo especifico. De esta forma, las medidas de aptitud general no son muy
predictivas de la ejecución en solución de problemas (Highland y col., 1956, Dentaste,
Crowder y Morrison, 1955; Gallwey, 1982).
Además, es dificil encontrar diferencias en ejecución entre el grupo de sujetos
con altas puntuaciones en tesis o pruebas de habilidad y aptitud, y el grupo con
puntuaciones medias. Por ejemplo, Henneman y Rouse (1984) encontraron que la
ejecución en solución de problemas podría estar relacionada con aspectos de la
habilidad de los sujetos solamente si algón nivel mínimo de esta no está presente; una
‘-ea superado este nivel mínimo, otros factores, como los estilos cognitivos, tienen más
importancia.
Por otro lado, existe un extenso debate en cuanto a la existencia de una aptitud
general de tiempo compartido. Esta aptitud hace referencia a la capacidad para realizar
diversas tareas al mismo tiempo. Las investigaciones dirigidas a buscar esta aptitud
han sido realizadas utilizando tareas duales de naturaleza diversa y con diferentes
niveles de dificultad. La existencia de este factor general de recursos atencionales ha
sido defendida principalmente por Hunt y colaboradores (Hunt, 1980; Hunt y
Lansman. 1982; Hunt y Pan, 1984: Lansman y Hunt, 1983: Lansman y col, 1983;
Sverko y col.. 1983). Sin embargo, otros autores han criticadoduramente la existencia
de esta aptitud y la metodología utilizada en estas investigaciones (Ackerman,
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Schneider y \\‘icbens. 198-4: Focar.v, 1 9S7). Los resultados disponibles hasta ci
momento no permiten concluir que exista una aptitud general para el tiempo
compartido. Esta capacidad para controlar la atención parece deherse tanto a un efecto
específico de la modatidad del input como a una especie de aptitud general (Hunt.
1987). Como concluyen Ackerman y colaboradores (1984). las pneúas y estudios de
la habilidad de tiempo compartido deben estar basadas en modelos explícitos y
técnicas confirmatorias iMulaik. 1912+
4.2.10.2. Estilos Cognitivos
Se ha encontrado Suc un número de medidas de estilos cognitivos
correlacionaban con la ejecución en tareas de solución de problemas. Dos dimensiones
de estilos cognitivos fueron las más discutidas en tos estudios revisados. Estas dos
dimensiones son dependencia’independencia de campo y reflexibidad.imputsividad.
Rocie y sus colaboradores (Hernenian u Rouse. 1984: t-3unt. Henneman y
Rouse. 1981: Rouse y t-lunt. 1984; Reuse y Rouse. 1919, 1912) analizaron los
resultados oc ‘ana tn~-es:icacién en la que les sujetos resolvían un número de tareas tic
so: ucino de problemas. Lan:o en situa cunes oc s:,nuiacón como en el equipo real. Los
estilos cosrisivos de los sujetos fueron medidos por dos tesis: Emparejarniento de
i0igura,s Familiares y Tcst de Figuras Ocultas. Los resultados encontados fueron los
siguientes:
a) Los sujetos dependientes de canopo fueron. inicialmente, más lentos en la
solución de tos problemas simulados, pero se tomaron más rápidos con ½
práctica, hasta un punto en cl que no había diferencias entre los dependientes
y los independientes de campo en cuanto al tiempo requerido para solucionar
el problema.
b) Los sujetos categorizados como impulsivos cometieron más errores que ]os
reflexivos. Los impulsivos no mejoraron con la práctica.
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c) Las medidas de habilidad <test ACT) no estuvieron significativamente
correlacionadas con las medidas de ejecución, pero se encontraron coeficientes
de regresión significativos para las medidas de habilidad y de estilos cognitivos
cuando ambas erar combinadas en una ecuación de regresión para predecir la
ejecución.
En esta misma línea. Seppala y Salvendy (1985) encontraron una relación
altamente significativa entre eí tiempo de ejecución y la puntuación en el Test de
Figuras Ocultas, la cual aumenta cuando la búsqueda de información se realizaba
mediante una estructura de menó jerárquica.
Así mismo, los resultados de t3allwey (1982) pusieron de manifiesto que el
T’est de figuras Ocultas era el mejor predictor de la ejecución en una tarea de
inspección visual y detección de fallos de diversos tipos.
Variedad de estudios han intentado identificar las relaciones entre los estilos
cogniti~’os y la conducta de búsqueda de información. Por ejemplo, los sujetos con
altas puntuaciones en «apertura a la información” tienden ajuzgar una gran proporción
de la información recordada como relevante (Davidson. 1977). Las personas“internas’
buscan más información que las “externas” (Prociuk y Breen, 1977). Los sujetos
“tolerantes a la ambigliedad” buscan información relativa a sucesos futuros. mientras
que los “intolerantes a la ambigiledad” prefieren información sobre la situación actual
(Dern,er, 1973). Los “sistemáticos” y los “intuitivos” difieren en su evaluación de la
información (McKenney y Keen, 1974). Por último, los sujetos muy “creativos”
tienden a hacer uso de una mayor variedad de fuentes de información que los menos
“creativos’ (Kasperson, 1978’).
Otros estudios, aunque no tan directamente relacionados con la ejecución en
el diagnóstico y detección de fallos o solución de problemas, han mostrado el efecto
de este tipo de tariables. Por ejemplo, los estudios realizados por Federico y sus
colaboradores (Federico, 1982. 1983; Federico y Landis. 1980) encontraron efectos de
los estilos cognitivos. las habilidades y las aptitudes de los alumnos de una escuela
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de Electrónica y Electricidad en sus cáliftcaciones y atsos rtecesitadns para tenninar
.a carrera,
Fuera del campo de la Ergonomía. diversas investigaciones han encontrado
relaciones entre algunos estilos cognirivos y la toma de decisior.es (Hunt y col., 1989;
Kotreman y Remos, 1990; Bass. 1983; Taylor, 1984; Volonin. 1987). Por elemplo,
[bol y col., (1989) encontrarott una congruencia entre el estilo coenitivo análitico
intuitivo y la estrategia de decisión preferida por los sujetos. Sin embargo. Rotaeman
y Remos (1990) encontraron que el estilo cognitis’o afecta a la conducta del decisor
durante las fases de aprendizaje, pero no en su conducta posterior.
Sin embargo, otras investigaciones han encontrado efectos muy poco
significativos o incluso nulos de estas variables sobre la ejecución en tareas de
dia nóstico de fallos. Por ejemplo. Rose, Fingemsan. Wbeaton, Eisner y Kramer
(1974) encontraron que la flexibilidad de clausura (como habilidad para localizar
figuras ocultas) junto con el scanning espactal (como rapidez de la exploración visual)
explicaban una modesta pero signiflcati~-a pone de la varianza en la ejecución de una
tarea simple de solución de problemas. Además, cuando los sujetos son entrenados en
la mejora de estas habilidades, no se encuentran diferencias en la ejecución (Levine
y co.. 1980: Brooke y col.. 1983).
4.2.10.3. Variables de Personalidad
Diversas investicaciones dobre detección y diagnóstico de fallos incluyen como
posibles variables predictoras de la ejecución, aspectos de la personalidad de los
sujetos’
La extroversión destaca como la variable mis tenida en cuenta en estos
estudios (Colquhaun. 1960; Wilkinson. 1961; Davies y Hockey, 1966). Sin embargo,
y debido a las discrepancias encontradas entre los resultados obtenidos en estas
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investigaciones, no hay posibilidad de extraer conclusiones definitivas sobre el poder
predictivo de estas sanables-
Por ejemplo. Callwey (1982) utilizando un tarea de fallos múltiples, midió la
personalidad de los sujetos mediante el cuestionario EH (Eysenek y Eyseock, 1968),
y encontró diferencias significativas en el tiempo modio requerido para realizar la
tarea, en la probabilidad del error de clasificación, y en la probabilidad global de
éxito, ente los extroverúdos “ los introvertidos. Sin embargo, el autor reconoce que
es difícil encontrar una explicación de este efecto, y que es necesaria mayor
investigación sobre la influencia de este tipo de variables.
Sin embargo, y utilizando el mismo cuestionario (EPI) Seppala y Salvendy
(1985) encontraron que las variables de personalidad como el neuroticismo o la
extroversión contribuyen muy poco (no fueron significativas en la ecuación de
regresión) a la predicción del tiempo de ejecución.
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DA}’mJLD 5. QDHaU’:DrrR~
La primera conclusión que se puede obtener, y que cabe destacar, es que la
denominada Ergonomía Cognitiva surge como una rama deja Psicología que pretende
aplicar tos conocimientos y hallazgos de la Psicología Cognitiva al mundo del trabajo,
con el fin de diseñar displas’s, procedimientos, métodos de entrenamiento, etc..
adecuados a las limitadas capacidades humanas, con el principal objetivo de mejorar
la eficacia y la fiabilidad de los operadores.
Uno de los más importantes temas de investigación actual en Ergonomía
Cognitiva se centra en el estudio de la carga mental asociada a tareas complejas o
múltiples. En este sentido, son principalmente relevantes los estudios sobre memoria
(fundamentalmente de memoria de trabajo) y los modelos de aención.
No existe una definición precisa ni única del concepto de carga de trabajo
mental. Actualmente parece existir cierto acuerdo en que se trata de un concepto
multidirnensional que surge de la interacción persona«uuea, y que, por tanto, depende
de las características de ambos (Copher y Donchin, 1986; Navon, 1984; ODonnel y
Eg~emeier. 1986)- Aunque se han distincuido diversas fuentes o dimensiones de carga.
en la actualidad parece que el rango se reduce fundamentalmente a tres:
mentallsensot’ial. temporal s’ emocional (también denominada estrés).
La principal fuente de desarrollo de la investigación sobre la carga de trabajo
mental ha surgido de los modelos atencionales. La Teoría de la Información de
Shannon y Weavcr (1949) fue el origen de la mayor parte de los modelos de carga
que se han ido desarrollando. La primeros fueron los modelos de filtro propuestos por
Broadbent (1958) y Welford (1967). los cuales han sido modificados y mejorados por
el grupo de Treisman §l’reisman y Celade. 1980). En general, según estos modelos la
carga impuesta por una o “anas tareas es función del grado al cual las demandas de
la tarea o tareas exceden la capacidad de un filtro que se encarga fundamentalmente
de la selección de la información de entrada que, por sus características, merece ser
analizada o procesada al completo.
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Posteriormente el interés se centré en el estudio de la estructura intenaa del
orocesador central y de sus componcoses utilizando el concepto de estado de
procesamiento (McClelland. 1979; Sanders, 1980; Sternberg, 1969). Para estos
modelos la interferencia entre dos tareas se debe a que ambas demandan estructuras
o mecanismos de procesamiento comunes. La complejidad de estos modelos hacía
muy difícil la medida de la carga. Para solucionar este problema surgieron los modelos
llamados del recurso. más interesados en la capztcidad del sistema de procesamiento
que en su estructura.
tino de estos modelos es el propuesto por Kalsneman (1973) por el cual se
postula la existencia de un único e indiferenciado conjunto de recursos disponible para
todas las tareas y actividades mentales. Esta teoría ha recibido fuertes críticas por no
tener en cuenta el grado de interferencia de las tareas y por no ser capaz de explicar
los ejemplos de insensibilidad a la dificultad encontados en diversas investigaciones
(N’avon y Goplier, 1979, 1980; Norman y Bobrow, 1975). Estos problemas llevaron
a Wickens (1980) a proponer un modelo de múltiples recursos, por el cual la carga
tiene lugar cuando las demandas de la tarea exceden los limitados recursos de las
personas, o cuando en condiciones de tarea dual ambas demandan recursos comunes.
En este modelo se distinguen tres clases de recursos en función del proceso en que
intervengan: procesos de codificación, procesos centrales y procesos de selección
producción de respuestas.
Los modelos del recurso han sido los que mis esfuerzo han dedicado al estudio
de la carga de trabajo mental y al desarrollo de procedimientos para su evaluación y
medida, Además estos modelos son los que mejor parecen explicar las diferencias
encontradas en los niveles de ejecución, tanto en condiciones de tarea simple como
en las de tarea dual, debidas a las diferencias en la capacidad de los individuos y a las
modificaciones de las demandas de la o las tareas.
Debido al gran auge que están teniendo en la actualidad los modelos
conexionistas o PDP (}.lcClelland y Rumethars, 1985, 1986; Rumelhart y MeClelland,
1986) algunos autores (Gopher y Kimchi. 1989) los incluyen como una rigurosa
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aproximación computacional al estudio de la carga. Sin embargo, la aplicación de
estos modelos es todavía muy escasa. Fundamentalmente destaca la aplicación
realizada al estudio de la adquisición de habilidades por Schneider y Decweiler (1988).
En cuanto a la medida de la carga de trabajo mental, los procedimientos
propuestos por los distintos autores y paradigmas no son exeluyentes, esto es, pueden
ser utilizados conjuntamente. El principal criterio para la elección de uno u otro
procedimiento depende fundamentalmente de los objetivos de la investigación y de las
características de cada uno de ellos. Por ejemplo, cuando se desea detectar momentos
puntuales de carga extrema se aplicaría fundamentalmente la técnica de análisis de
línea temporal.
Se han distinguido diversos procedimientos de medida que han sido evaluados
en función de una sede de criterios: sensibilidad, poder de diagnóstico, selectividad,
intrusividad. fiabilidad, requisitos de implementación. y aceptación del usuario. El
grado al cual los diversos procediensos poseen estas características es variable.
En cuanto a su sensibilidad, los procedimientos de tarea secundaria, los
ñsiológicos y las técnicas subjetivas pueden utilizarse para evaluar la carga potencial
de distintas opciones de diseño, tareas o condiciones de operación. Sin embargo. el
procedimiento de tarea primaria se utiliza para determinar si la ejecución del operador
será aceptable con un diseño, tarea o condición panicular.
En relación al poder de diagnóstico, las medidas de tarea primaria y las
subjeti”a«s no se consideran diagnósticas, representan una medida global de la carga.
El procedimiento de tarea secundaria y los potenciales evocados son los más
diagnósticos. Sin embargo, algunas medidas fisiolólcas. como por ejemplo el
diámetro pupilar, parecen más sensibles que diagnósticas.
Las técnicas de urea secundaria son las más intrusivas, mientras que las de
tarea primaria no representan problemas de intrusividad. Las técncias subjetivas no
presentan problemas de intrusividad. ya que suelen utilizarse una vez realizada la
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tarea. Por otro lado, aunque la intrusión de las técnicas ñsioíógicas no parece ser muy
problemática, hay algunos datos que indican que pueden dar lugar a alguna
interferencia
Por último, las técnicas subjeti’-as son las que tienen una mayor aceptación por
parte de los operadores y las que necesitan menos requisitos de implementación.
Aunque no hay datos sistemáticos, parece que las técnicas fisiológicas son las menos
aceptadas por el operador, y junto con los métodos de tarea secundaria, son tas que
implican mayores requtsitos de implentanuación.
Cuando se comparan los resultados obtenidos utilizando distintos
procedimientos a partir de tareas de naturaleza similar, se llegará a conclusiones
similares sobre los niveles de carga. Sin embargo, si esta comparación se realiza
utilizando tareas muy diferentes, en cada una de las cuales se evalúa la carga
siguiendo un procedimiento distinto, se pueden encontrar importantes disociaciones en
los resultados (Wick’ens y Derrick, 1981: Wickens y Yeh, 1983; Yeh y Wickens.
1988).
Por otro lado, autores como Wickens y Kessel (1981) han dedicado sus
esfuerzos a investicar la carga mental que imponen las tareas de detección y
diagnóstico de fallos. En este sentido, es preciso considerar las características tanto de
la tarea como del humano, teniendo en cuenta- además, la multidimensionalidad de los
recursos de procesamiento humanos, aspecto subyacente al concepto de carga
(Wickens. 1979). Desde este punto de vista. se pueden extraer las siguientes
conclusiones, relevantes al estudio y análisis de la carga mental impuesta por las tareas
de detección y diagnóstico de fallos:
1. En primer lugar, es importante advertir cómo las caracteristicas de los displays y
de los sistemas de alarma influyen en las demandas de la tarea. Por ejemplo, a medida
que las características de la información a monitorizar sean más salientes, menor carga
será impuesta sobre el operador.
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Por otro lado, Sheridan (1981) señala que cuando se disparan las alarmas
(auditivas y/o visuales> el operador sufre un gran estrés. Sin embargo. flaompson
(1981), resalta que el operador estará más cargado cuando no hay sistemas de alarma
que cuando las hay.
En aquellas tareas que demandan recursos de tipo espacial, la carga será menor
cuando la información se presenta visualmente, mientras que si las tareas demandan
recursos de tipo verbal, la carga será menor si se utilizan inputs de tipo auditivo.
verbal
La mayor parte de los estudios han encontrado que los displays integrales son
superiores a los separables cuando las variables de los datos están altamente
correlacionadas y/o cuando se requiere la integración de los datos a partir de varias
fuentes. En términos de la teoria de móltiples recursos (Wickens, 1984). este tipo de
displays produce un código espacial que permite el procesamiento integral de los datos
del sistema. Sin embargo, la ventaja de un display integral puede anularse bajo
condiciones de incertidumbre. Parece que cuando el estado del sistema es incierto los
displays separables producen menores niveles de carga. Otro importante determinante
de la efectividad de los displas integrales se relaciona con los requisitos atencionales
de la tarea (Casey. 1987). Parece que cuando las variables de estado del sistema están
altamente relacionadas. la urea de diagnóstico requiere que la atención se focalice
en cada uno de los componentes del display, los displays separables son preferibles.
Así, mientras el procesamiento hotistico proporcionado por el óisplay integral es útil
para el análisis del estado general, producirá menores niveles de ejecución cuando las
tareas requieren atención selccti-sa, siempre que los componentes del sistema estén
fuertemente intenelacionados (Goettt, Wickens y Kramer, 1991).
Eberts (1987) concluyó que los gráfleos disminuyen la carga. Sin embargo,
más recientemente, otros autores (Ooettl, Wickens y Kramer. 1991) han encontrado
que la forma más eficaz para representar datos gráficos depende de la tarea que se esté
realizando. Bajo demandas muy duras de memoria, parece preferirse la representación
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de tipo gráfica. Sin embarco, la similaridad intra’grupo entre gráficos puede
incrementar el tiempo de búsqueda y de identificación.
Segtin el estudio de Gourv y herías (1989) la información digital. por sí sola.
es insuficiente para la tarea de detección de fallos. En su casudio ressdtó que el display
de tipo múltiple (alfanumérico y gráfico) era superior a los displays de tipo simple
(alfanumérico o gráfico), fundamentalmente debido a la presentación redundante de
infonnación y a la evidencia confinnatoria suministrada por dos diferentes
representaciones del estado del sistema,
Boles y Wickens (1987) encontraron que las tareas que requerían la integración
de elementos del display sc beneficiaban de displays de formato puro, mientras que
las tareas duales lo hacían de displavs de formato mixto.
Por otro lado. Courv, Boulette y Smith (1989), Butticieg y col. (1988) y Couiy
y Purcelí (1988) encuentran que los gráficos de barras pueden poseer propiedades
integrales y separables. Sus resultados sugieren que el display de gráfico de barras
puede ser un formato muy versatil y es potencialmente la mejor elección para mostrar
datos correlacionados. miñridimensionales. cuando el rango de incertidumbre es alto.
Por otro lado, la mayoría de las investigaciones encuentran que los displays
predictivos mejoran la ejecución de control y planificación, puesto que reducen las
demandas sobre la memoria de trabajo.
2. El tipo de control que se ejerza sobre el sistema es otra variable que parece
intervenir en la naturaleza de los recursos que demandan este tipo de tareas.
Generalmente, en los sistemas que implican un control automático (la mayoría de los
sistemas complejos actuales), la existencia de un malfuncionantiento debe ser inducida
por el operador humano a partir de los cambios que se observen entre los inputs
ambientales y las respuestas del sistema. Utilizando el procedimiento de tarea
secundaria, Wickens y Kessel (1982) encontraron grandes diferencias en la ejecución
de detección de fallos entre los sujetos que operaban en un sistema manual (MA) t’
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los que lo hacían en un sistema de control automático (AU). Su conclusión general fue
que la automatización no necesariamente elimina o reduce la carga del operador
humano, sino que simplemente cambia la localización de las demandas de
procesamiento. Mientras que la interferencia con otras respuestas manuales podría
atenuarse con la automatización, la interferencia con las tareas cognitivas podría
aumentar. En tareas de detección de fallos que suponen bajos niveles de carga la
ejecución será superior cuando el sistema es controlado manualmente, mientras que
cuando los niveles de carga son altos la ejecución mejorará cuando el sistema es
automático.
3. La carga impuesta por una tarea puede verse influida por la estrategia de búsqueda
de información que sigan los sujetos. La carga mental del operador dependerá en gran
medida de las posibilidades que este tenga para resolver los conflictos entre demandas
y recursos, mediante la selección de una estrategia apropiada a la tarea. Además,
factores emocionales como la curiosidad, el gusto por el riesgo, etc., pueden influir
en esta elección. Por tanto, la elección de una determinada estrategia y el dominio en
el que se realiza la búsqueda depende de la situación específica, de los objetivos
imnediatos del operador y de las características individuales (personalidad, capacidad,
etc.) de los operadores. Además. el esquema general de la tarea puede afectar a la
elección de determinados métodos de búsqueda de información.
La bósqueda por síntomas es más económica, pero. en la mayoría de los casos,
y sobre todo cuando los sujetos no han sido bien entrenados, requiere la consideración
de los múltiples fallos posibles del sistema. La generación de un conjunto de síntomas
suele implicar una carga muy alta,
Un resultado panicular de la carga mental es la tendencia (observada en
contextos de la aviación, en plantas nucleares y en otros ambientes) de los operadores
a focalizarse en una hipótesis o idea preconcebida de lo que está funcionando mal y
de como solucionarlo, no tomando en cuenta mas que la información que satisface su
hipótesis, pudiendo pasar de largo información de alta relevancia para el diagnóstico.
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4. Parece que el factor dc complejidad del sistema que produce mayores niveles de
carga es la razón de aparición de nuetas tareas. Cuando el operador se encuentra que
tione que realizar un gran número de torcas y no puede atenderlas a todas, la
percepción subjetiva de la carga es extrema. El operador humano de un sistema
complejo puede ditidir su tiempo entre las tareas o asignar sus esfuerzos sensorial
motor y cognitivo entre varias tareas o demandas independientes, como una estrategia
de reducción de la carga y. por tanto. de mejora de la ejecución.
La ejecución será peor a medida que aumente el tarnafio del problema (Broolse
y Duncan. 1981). Además, la incapacidad mostrada por los sujetos para tomar en
cuenta información sobre lo que está funcionando adecuadamente, se acrecienta a
medida que aumenta la complejidad del sistema.
Además, la complejidad del sistema influye en el tiempo necesario para realizar
el diagnóstico (Wohl. 1981).
5. Los displas de sistemas complejos pueden mejorar la ejecución humana si ellos
se ajustan a los modelos mentales que los humanos tienen del sistema, o si ayudan a
consrrasr modelos mentales correctos. Cuando la información se muestra en un
formato que se con’esponde con tos modelos mentales que posee el operador, la carga
mental se verá considerablemente reducida (Roscoe. 1968).
6. La codificación redundante en diferentes (ornatos es de gran importancia como
factor que reduce la carga mental (G-arner y Fefoldv. 1970: Booher, 1975). Sin
embargo. no se han encontrado ‘entuias objetivas del color, como información
redundante. en la incesticacién experimental en situaciones de tarea más complejas
que la búsqueda visual (Hale ~ Bilímar-er. 1988).
7. En la medida en que la frecuencia de muestreo requerida de una fuente o fuentes
aumenta, así incrementa la probabilidad de que la atención se vea sobrecargada, y
cuanto más sobrecargada esté la atención menos posible será que se observe una
variable cuyo valor es inadecuado.
136
Por otro lado, las expectatias de los sujetos determinan la información a la
que prestan atención, lo cual determina su respuesta. La etidencia que es esperada
(preconcepciones) por el operador es rápidamente aceptadacomo evidencia conclusiva,
y aquella que no es esperada tiende a no ser tomada en cuenta La resistencia de los
observadores humanos a aceptar evidencia contraria a sus hipótesis preconcebidas está
relacionada con los sesgos de respuesta (‘l’aylor, 1975; Oai y Cuny, 1978; Moray,
1980). Parece que las personas quieren confirmar, más que explorar, la precisión de
sus hipótesis.
8. Aunque la experiencia se ha mostrado como un importante factor que afecta a la
detección y el diagnóstico de fallos del sistema, las diferencias en ejecución como un
resultado de la experiencia son menos aparentes cuando se proporcionan gulas para
la solución del problema.
Por otro lado, el nivel de entrenamiento también afecta al modelo interno o
representación que el sujeto forma del problema. La diferencia existente entre los
modelos internos construidos por los sujetos expertos y los no expertos es la
responsable de las diferencias en la ejecución de ambos grupos. Los modelos mentales
de los sujetos inexpertos son incompletos e imprecisos.
Recientemente, no se han encontrado diferencias en el tiempo requerido para
realizar la tarea entre sujetos expertos y superexpertos (Koubek y Salvendy. 1991). Sin
embargo, otras investigaciones han encontrado diferencias en los tiempos de tarea
entre no expertos y expertos (‘s’essey. 1985). Por tanto, parece que las diferencias en
ejecución, y carga percibida en función del nivel de experiencia de los sujetos, sólo
se ponen de manifiesto cuando se comparan grupos extremos. Sin embargo, se han
encontrado diferencias en las estrategias de búsqueda de información utilizadas por los
expertos y los superexpertos. Parece que los superexpersos buscan en primer lugar la
información de tipo más general, mientras que los expertos buscan información más
específica.
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9. El diagnóstico correcto de los problemas que se dan en sistemas complejos requiere
un considerable esfuerzo cognitio y bastante cantidad de tiempo. Si el tiempo
disponible es muy limitado, la probabilidad deque se produzca un error de diagnóstico
aumentará. La gran mayoría de los autores incluyen el tiempo disponible para realizar
la tarea como una fuente destacada de carga mental.
lO. En la mayoría de las investigaciones sobre detección y diagnósticode fallos se ha
encontrado un factor de diferencias individuales de gran importancia.
Los estudios resaltan que de todas las habilidades, las que tienen una mayor
relación con la ejecución en diagnóstico de problemas son aquellas relativas al
conocimiento del trabajo específico y que las medidas de aptitud general no son muy
predictivas de la ejecución en este tipo de tareas. Además, es difícil encontrar
diferencias en ejecución entre el erupo de sujetos con altas puntuaciones en tests o
pruebas de habilidad y aptitud, y el grupo con puntuaciones medias (Henneman y
Reuse, 1984). Parece nne, dado un determinado A~.’.h..A t~ ~ de estilos
cognisivos tienen mayor correlación con el nivel de ejecución.
En este sentido, la mayor parte de los estudios sobre detección y diagnóstico
de fallos encuentran una alta relación entre los estilos cognitivos dependencia-
independencia de campo y reflexibidad-impulsividad, con la ejecución. Estos estilos
coen,ttvos suelen ser medidos mediante los sests Test de Figuras Ocultas y
Emparejamiento de Figuras Familiares, respectivamente. Los resultados permitirían
concluir que eí efecto de los estilos cognitivos sólo aparece en las fases de aprendizaje
de la tarea, pero no se muestra una vez que la tarea ha sido suficientemente
practicada (Brooke y col.. 1983).
Por otro lado. los resultados de Callwey (1982> pusieron de manifiesto que el
Test de figuras Ocultas era el mejor predictor de la ejecución en una tarea de
inspección visual y detección de fallos de diversos tipos.
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Sin embargo, otras investigaciones han encontrado efectos muy poco
significativos o incluso nulos de es-tas variables sobre la ejecución en tareas de
diagnostico de fallos (Rose. Fingerman, Wheaton, Eisner y Kramer, 1974).
Diversas investigaciones dobre detección y diagnósticode talios incluyen como
posibles variables predictoras de la ejecución, aspectos de la personalidad de los
sujetos. La extroversión destaca como la variable más tenida en cuenta en estos
estudios (Colquhoun, 1960: Wilkinson. 1961; Davies y Hockey, 1966). Sin embargo.
~ debido a las discrepancias encontradas entre los resultados obtenidos en estas
investigaciones, no hay posibilidad de extraer conclusiones definitivas sobre el poder
predictivo de estas variables.
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LA2TPJLD 7. J-CRCDUD~DN E2mCnra
7.1. INTRODL’CCION Y OBJETIVOS
El análisis de diferentes accidentes ocurridos en grandes y complejos sistemas
(plantas nucleares, control aéreo, etc.) ha permitido concluir que en la mayor parte de
las ocasiones la causa está en el error humano que se produce a la hora de detectar
y diagnosticar fallos en el sistema. flebido a la importancia y a las graves
consecuencias que implican estos errores multitud de autores (Rasmussen y Rouse.
1981; Wickens y Kessel, 1981) han dedicado sus esfuerzos a investigar la carga
mental que imponen las tareas de detección y diagnóstico de fallos.
Al investigar la carga impuesta al operador por los procesos de detección de
fallos, se deben considerar las características tanto de la tarea como del humano.
Además, el análisis de la carga impuesta por este tipo de tareas debe tomar en cuenta
la multidimensionalidad de los recursos de procesamiento humanos, aspecto
subyacente al concepto de carga ~Wickens,1979). Esta mulddimensionalidad ha sido
el tema cenual de numerosas investigaciones (p.c.. Navon y Oopher, 1979; Wickens,
1980) y de la conferencia de la OTAN sobre carga (Moray. 1979).
Los niveles altos de carga contribuyen a la generación de una situación de gran
peligro. Cuando el operador está sometido a un alto nivel de estrés, su fiabilidad es
cero sSwain, 1975. 1981), es decir la probabilidad de que se cometa un error es la
total.
Por estas razones, esta investigación pretende como objetivos más generales
determinar los factores de complejidad de la tarea y de presentación de la información
que afectan a la ejecución de una tarea de diagnósticode fallos específica de contexto.
Por otro lado, también se pretende determinar hasta que punto estos factores afectan
a la percepción subjetiva de la carga y si ambos, ejecución y carga subjetiva, producen
evaluaciones similares de la carga de la urea o si por el contrario disocian (Gopher
y Braune, 1984; Vidulicb y Wickens, 1986; Yeh y Wiclcens. 1988).
141
Las técnicas subjetivas de evaluación de la carga han mostrado ser sensibles
a las variaciones de la dificultad de la tarea y a las modificaciones en el formato de
presentación de la información. Además, son una de las técnicas más utilizadas y cuyo
uso por los disefladores de sistemas -v evaluadores de la carga es cada dia más
creciente. No son intrusivas son fáciLmente utilizadas y aceptadas por los sujetos y
no necesitan grandes requisitos de implementación ni entrenamiento de los operadores
(ODonnel y Eggemeier, 1986). Debido a que en esta investigación no se pretende
determinar la capacidad o los recursos de los sujetos, sino que se trata de evaluar
diferentes formatos de display (numérico, verbal y gráfico), y los efectos de la presión
temporal y de otros factores de complejidad (perceptiva y de solución) de una urea
de diagnóstico de fallos especiflea de contexto, sobre la ejecución y los niveles de
carga, se optó por la utilización de una técnica subjetiva de evaluación de la carga,
que se descuibe más adelante.
Además, las técnicas subjetivas son las que necesitan una mayor investigación
y validación, pues todavía no se ha encontrado una que permita medir la carga de
manera válida y precisa. En este sentido, la utilización en esta investigación de la
técnica propuesta permitirá evaluar la validez de la misma en función de si se
encuentran o no discrepancias entre las puntuaciones de carga subjetiva obtenidas y
las medidas de la ejecución (disociaciones) y en función de la capacidad de la técnica
para detectar diferentes niveles de dificultad de la tarea determinados a priori
(Vidnlich y Tsang, 1986).
Por otro lado, no existen datos concluyentes sobre el poder predictivo de
distintas variables de aptitud, estilos cognitivos y de personalidad de los operadores.
sobre la ejecución. Mientras que algunos autores han encontrado diferencias en la
ejecución debidas a algunas de estas variables, en otras insestigaciones la predicción
de la ejecución a partir de este tipo de variables fue muy pequelta o incluso nula. Los
resultados más contradictorios se encuentran, sobre todo, en relación a las variables
de personalidad. En este sentido, en los diferentes experimentos realizados en la
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presente investigación se incluyeron diversas medidas de aptitud, personalidad y estilo
cognitivo, con el fin de clarificar en la medida de lo posible, el peso que estas
variables tienen sobre la ejecución.
En relación a los objetivos anteriormente expuestos. se plantean las siguientes
hipótesis generales:
1. El aumento en la complejidad, tanto perceptiva como de solución del problema, de
la tarea producirá un claro aumento en el tiempo necesitado por los sujetos pan
realizarla. Además, la probabilidad de emitir un diagnóstico incorrecto será mayor a
medida que se incremente la dificultad de la tarea.
2. El aumento en la complejidad de la tarea producirá mayores niveles de carga
subjetiva. Este efecto - será principalmente debido al incremento en la valoración
subjetiva de la demanda mental de la tarea.
3. La técnica subjetiva utilizada para la medida de la carga será sensible a las
variaciones de la dificultad de la tarea. Además, no se espera encontrar grandes
disociaciones entre la ejecución y la carga medida con esta técnica.
4, Se espera encontrar una relación aceptable entre el estilo cognitivo dependencia-
independencia de campo (DIC) de los sujetos y las medidas de la ejecución. Sin
embargo, las variaciones en ejecución no se deberán a las diferencias en la
personalidad de los sujetos. ni a su capacidad de razonamiento.
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7.2. ELAHORACION DE LOS MATERIALES
7.2.1. Pretest
Para elaborar los materiales quc compondrían los distintos ensayos de los
experimentos se realizó un pretest, en el que participaron 29 sujetos estudiantes de
Psicología, con edades comprendidas entre los 19 y los 29 aflos. de los cuales 7 fueron
varones y 22 mujeres. Se elaboró una prueba escrita (ver apéndice 1) en la que
aparecían 14 problemas relativos al mal funcionamiento de un sistema de conducción
de agua formado por los siguientes componentes:
llave de paso general
depósito de agua
bomba eléctrica.
tubería diso’ibuidnra del agua a los distintos pisos del edificio.
La urea de los participantes consistía en enumerar todas las posibles causas.
debidas al mal fstncionarnienío de alguno de los componentes del sistema. para cada
uno de los problemas que formaban la prueba. Así mismo, los sujetos debían indicar
al lado de cada una de las causas, la probabilidad de ocurrencia de las mismas.
valorándola defl a 10.
Al final de la prueba aparecía un espacio en blanco, titulado “otros”. en el que
el sujeto podía sugerir otros posibles problemas. distintos a los que formaban la
prueba. En el caso de que el sujeto respondiera a este espacio en blanco, debía además
enumerar las causas posibles, y su probabilidad de ocurrencia, para cada uno de los
problemas que había sugerido.
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En la corrección de la prueba se eliminaron aquellas causas que hacían
referencia a otros componentes distintos a los del sistema concreto que se había
propuesto, o que no cran en realidad causas posibles del mismo. En general, los
participantes siguieron con bastante fidelidad las instrucciones, por lo que estas
eliminaciones fueron muy infrecuentes, y algunas de estas se utilizaron para elaborar
los ensayos en los que en realidad la causa del problema no se debía al mal
funcionamiento del sistema (falsas alarmas). Por otro lado, ningún sujeto sugirió
problemas adicionales, distintos a los que formaban la prueba.
7.2.2. Resultados
Para cada problema se contabilizó el número de causas posibles dadas por los
sujetos, así como el número de personas que habían respondido cada causa. Además.
para cada una de las causas, se calculé el número de sujetos que habían valorado la
probabilidad de ocurrencia con un 1, el número de sujetos que habían valorado la
probabilidad de ocurrencia con un 2. con un 3, etc.. hasta 10. Con estos datos se
calculd la probabilidad media estimada de ocurrencia de cada una de las causas para
cada problema, según la fórmula siguiente:
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donde:
es el número de sujetos que dieron esa probabilidad.
5<, es el valor de la probabilidad (1-10).
.n~ es el número total de sujetos que dieron esa causa como posible.
-N es el número total de sujetos (N=29).
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La posibles causas de cada problema, que fucron emitidas por los sujetos, así
como la probabilidad media de cada una de ellas, se muestran en la tabla 7.1.
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7.2.1. Selección de los itenis
A partir de estos resultados se eligieron los problemas que mejor permitían
distinguir entre niveles de complejidad de solución del mismo. En primer lugar, se
seleccionaron aquellos problemas con un número de causas mayor o igual a 3, ya que.
por un lado, en los que sólo tienen una causa posible no se pueden distinguir niveles
de probabilidad de ocurrencia de la solución. y por otro, aquellos con dos causas estas
hacen, en todos los casos, referencia a los mismos componentes del sistema (tubería
y dep&ito).
De esta forma, se eligieron los dos problemas con 6 posibles causas, y otros
dos de los que tenían entre 3 y 4 causas, y que estimamos de similar frecuencia de
ocurrencia en el mundo real. Estos cuatro problemas fueron los siguientes:
El agua tarda bastante tiempo en salir.
Solo hay agua en los pisos bajos pero no en los más altos.
Se ha encontrado humedad cerca de la entrada general al edificio.
Sale más cantidad de agua de lo habitual.
Como causas de estos problemas se escogieron aquellas entre las que había una
dalererteja de PM igual para cada nivel del factor “número de causas”. Siguiendo este
razonamiento se eligieron, para los problemas con 6 causas. dos de ellas entre las
cuales esta diferencia fuera de aproximadamente 6.15 unidades. La diferencia entre la
PM de las causas para los otros dos problemas fue de aproximadamente 2.5. El
resultado de esta selección se muestra en la labIa 7.2.
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PROSLEI4A - CAUEhS
jiE~ og.~a tarda bastante 1 Bomba estropeada ¡
~empo ero salir. ~2 Tunería mal distribuida1
~5clo hay amad en los pisos botos 1 ‘oca potencia boinbá
pero no en los más altos. 2 Llave semiabierta
~e ha e”’contrado h’arr,edad cerca de 11 Depésico en mal estado
>a er-rada general al edific scape ero la bomba
mas cantidad de agua de o K Mucha potencia en bomba
~hati Val. j2 mubería contraída
Tabla 7.2. Problemas y causas seleccionadas para construir los materiales. Las causas 1 tienen
mayor PM que las 2.
7.2.4. Construcción de los materiales
Con estos problemas se elaboraron 32 ensayos (4 problemas x 2 causas x 4
niveles de complejidad perceptiva).
Por otro lado, se elaboraron 8 ensayos en los que el problema no se debía a
un mal funcionamiento del sistema (falsas alarmasí. En estos ensayos cada uno de los
cuatro problemas aparecía dos veces: una en la que se presentaban 4 componentes y
4 variables de estado, y oua en la que se mostraban 3 componentes y tres variables.
La solución correcta a estos ensayos siempre era “No hay fallo”. y siempre aparecía
un valor incorrecto o inadecuado en la primen casilla (primer componente y primera
~‘ariable), lo cual indicaba que el fallo se producía en algún otro sistema o lugar
anterior al sistema en cuestión.
Se establecieron, para cada ensayo. éuatro alternativas de respuesta. Una de
tilas siempre era la de no fallo. Las restantes tres alternativas variaban entre
problemas, pero para un mismo problema siempre eran las mismas. Dos de estas
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alternativas hacían referencia a las causas que aparecen en la tabla 7.2. La restante
alternativa nunca era la causa real del fallo, sin embargo también era una causa
posible (ver tabla 7.1). Las alternativas de respuesta de cada problema aparecen en la
sabía 7.3. El orden en el que aparecen estas alternativas en la sabía es el mismo que
el que tenían en el experimento. La última alternativa siempre era la de no fallo.
PROBLEMA ALTERNATIVAS
¡El agua tarda bastante
tiempo en salir.
1 Arreglar BombaLlenar DepósitoNueva Tubería
Solo hay agua era los pisos bajos
pero no en los más altos.
.Soldar Tubería
Abrir Llave
Regular Bomba
-Se ha encontrado humedad cerca de
‘la entrada general al edificio
Nueva Llave
Nueva Bomba
yO Dep¿s:to
1Sale más cantidad de aura de ~or Tuber:a¡ Oe3ula r Bomba«tabitual
C~’ var Llave
Tabla 7.3. Alternativas de respuesta utilizadas para cada problema.
Como variables más adecuadas para establecer el estado del sistema se
elicieron las sICuteotes:
- Presión de entrada al componente del acua.
- Presión de salida del componente del agua.
Nivel o flujo del agua en ese componente (en 4)
- Número de reparaciones que ha tenido el componente.
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El número de reparaciones se eligió como variable irrelevante para el
diagnóstico, pero cuya presentación podía tener un efecto de aumento de la
complejidad perceptiva. En aquellos niveles de complejidad perceptiva en los que se
presentabais solamente tres componentes, estos eran los mismos que los que aprecian
en las alternativas de respuesta para cada problema (al no aparecer entre las
alternativas, el componente restante era irrelevante para el diagnóstico). En los niveles
en los que se presentan solamente tres variables, la variable irrelevante en la que se
eliminaba de la presentación.
Los valores adecuados de la presión (tanto de entrada como de salida) podían
oscilar entre O y 9. significando O que no habla presión (tampoco habría agua), y 9
que la presión era muy elevada. Para representar una presión excesiva se utilizaba el
valor 10. El nivel o cantidad de agua venía expresado en porcentajes y sus valores
adecuados eran del 90% al 95%. En las instnacciones aparecían estos valores relativos
al buen funcionamiento del sistema y se advertía que la bomba solo funcionaria
adecuadamente cuando aumentan la presión del agua, pero en dos unidades como
máximo.
En principio, se espera que a medida que el rango de causas posibles es mayor.
los sujetos necesitarán más tiempo para encontrar el fallo. De igual forma, también se
espera que el aumento en el número de elementos del display (número de
componentes/variables del sistema) produzca un incremento en el tiempo necesitado
para emitir el diagnóstico. Por último, a medida que la probabilidad de ocurrencia de
la solución sea más elevada, el tiempo de realización de la tarea se verá reducido.
150
7.3. PROCEDIMIENTO DE MEDIDA DE LA CARGA
SUBJETIVA UTILIZADO
El instrumento de medida utilizado en la presente investigación parte de los
resultados encontrados en diversas investigaciones sobre las técnicas de medida de
carga subjetiva y sobre las dimensiones de la misma. La mayoría de los autores
utilizan versiones modificadas de diferentes técnicas con el fin encontrar aquella que
parezca más adecuada a las finalidades de cada investigación, en las que se recogen
tos resultados más actuales sobre las diferentes dimensiones de carga y sobre los
procedimientos para medirla.
En cuanto a las dimensiones de la carga subjetiva, la mayor parte de los
autores han llegado a la conclusión, algunos a partir del escalamiento multidimensional
de los datos, de que estas se pueden reducir a tres (iahns, 1973; Johanosen y col.,
1979; Kahneman. 1973: Moray, 1982; Reid, Eggemeier y Shingledecker, 1982; Reid.
Shingledecker y Eggemeier. 1981; Sheridan, 1980; Sheridan y Simpson, 1979). La
primera haría referencia a la actividad mental y perceptiva que requiere la tarea. La
segunda dimensión se relaciona con los aspectos de presión temporal de la tarea y la
tercera fuente de carga sería la emocional (también denominada estrés).
Las técnicas de evaluación de la carga subjetiva más utilizadas y estudiadas
son SWAT, TLX y la escala bipolar de la NASA fla escala de Cooper-Harpher (1969)
s’ sus verstones modificadas han sido también objeto de mucha investigación, sin
embargo su aplicación válida y fiable está restringida al campo de la aviación). Una
de las diferencias entre las tres técnicas mencionadas radica en el número de
dimensiones que analizan. SWAT (Reid y col., 1982) asume que la carga subjetiva
puede estar adecuadamente representada por las tres dimensiones de carga
mencionadas antetiormente (mental. temporal y estrés). La escala bipolar de la NASA
descompone la carga en nueve dimensiones (dificultad de la tarea, presión temporal,
ejecución, esfuerzo mental/sensorial, esfuerzo físico, fnistración, estés, fatiga y tipo
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de actividad). Por último. TLX (Han y Stavelan, 1988) distingue seis dimensiones
(demanda mental, demanda física, demanda temporal, ejecución, esfuerzo, y nivel de
frustración).
En cuanto al procedimiento, en tas oes técnicas este consta de dos fases: una
en la que recogen los parámetros o pesos iniciales de cada dimensión, y otra en la que
te estima el nivel de cada dimensión que ha requerido cada ensayo. TLX y la escala
bipolar de la NASA utilizan el mismo procedimiento en ambas fases, esto es, los
pesos iniciales son calculados a partir del número de veces que cada dimensión ha
sido elegida. para cada sujeto, como mayor fuente de carga en el total de
comparaciones depares que se puede establecer con el conjunto de dimensiones (15
y 36 respectivaniente). La recogida de esta información se realiza anterior al
experimento. Las estimaciones de cada dimensión se realizan inmediatamente después
de haber completado cada ensayo, situando una línea vertical en un punto de una
escala cuyo rango vade O (muy bajo) a 100 (muy alto).
El procedimiento de la técnica SWAT es algo más complejo en el cálculo de
los pesos iniciales. En esta técnica se distinguen tres niveles para cada dimensión
(bajo, medio, alto), que generan 27 s3x3x3> contparaciones binarias posibles de
dimensiones y niveles. El desarrollo de la escala requiere que los sujetos ordenen en
función del nivel de carga las 27 combinaciones. Mediante la metodología de medida
conjunta (Krantz y Tversky. 1971), de esta ordenación se obtiene una escala a nivel
de intervalos que asígna una puntuación de ti a 100 a cada una de las 27
combinaciones. Los sujetos son divididos en subgrupos en función de la dimensión a
la que dieron más importancia en la ordenación y se obtiene una escala separada de
carga para cada uno de estos subgrupos. En la segunda fase, los sujetos valoran la
carga de cada ensayo experimental asignando un 1 (bajo). 2 (medio). o3 (alto) a cada
una de las tres dimensiones. Estas puntuaciones son convertidasen una puntuación de
carp que se deriva de la anterior fase de desarrollo de la escala.
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Coma sefialan Vidulich y Tsang (1986). estas técnicas son igualmente sensibles
a las variaciones de la dificultad de la tarea, particularmente a las demandas de
procesamiento perceptivo/central (Vidulich, 1986; Wickens y Yeh, 1982). Sin
embargo, la variabilidad enrre’sujebos fue significativamente mis a]t.a con SWAT,
debido principalmente al procedimiento utilizado para desanollar los pesos iniciales.
El procedimiento de ponderación totalmente individualizado utilizado por la escala
bipolar de la NASA y por TUI, fue más efectivo en la reducción de la variabilidad
entre los sujetos. produciendo una estimación más estable de la dificultad de la tarea,
frente al procedimiento grupal utilizado por SWAT.
Otro de los costos relacionados con SWAT. que sefialan Vidulich y Tsang
(1986) es su dificultad de uso. La ordenación de las 27 combinaciones es una tarea
tediosa que normalmente requiere más de 20 minutos para ser realizada.
A partir de los anteriores resultados, se pensó que sería interesante utilizar una
nueva técnica en la que se combinaran las ventajas encontradas en las anteriores. De
esta forma la técnica que se utilizó en esta investigación combina las dimensiones de
SWAT con el procedimiento seguido por TLX y la escala bipolar de la NASA.
Las tres dimensiones utilizadas se denominaron “demanda mental”, ‘demanda
temporal” ~ “demanda física”. o se definieron como sigue:
- Demanda Mental: Nivel de acrividad mental (recordar, decidir, memorizar,
calcular, etc...) y perceptiva (mirar, buscar, distinguir, etc...) que requiere la
tarea. ¿Se trata de una tarea fácil o difícil, simple o compleja, exigente o
relajada, respecto a esta dimensión?.
- Demanda Temporal: Presión temporal sentida debida al tiempo disponible
para realizar cada ensayo de la taret ¿Es mucho tiempo, poco, suficiente?. ¿En
que medida el tiempo disponible para realizar la tare, te hace sentirte
inseguro/a o molesto/a?.
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Demanda Físka: Nivel de actividad física que requiere la tarea (tirar, empujar.
pulsar, mover, girar, deslizar, etc...) para alcanzar los objetivos o metas
establecidas por el investigador (o por ti mismo). ¿Se trata de una tarea fácil
o difícil, aburrida o amena, demasiado lenta o muy rápida, descansada o
laboriosa?. ~Estas satisfecho/a con tu nivel de rendimiento?. ¿Hasta que punto
te sientes molesto/a o agradado/a con la tarea’?.
La tercera dimensión (demanda física) incluye tanto aspectos de la demanda
de ejecución de la respuesta como de sentimientos del sujeto hacia la tarea (molestia,
insatisfacción, etc.).
Siguiendo el procedimiento utilizado por ThX y la escala bipolar de la NASA,
los sujetos realizaron con anterioridad al experimento tas tres comparaciones de pares
posibles, indicando cual de las dos dimensiones del par era, a so juicio, mayor fuente
de carga. Inmediatamente después de haber realizado cada ensayo el sujeto estimaba
en una escala de O a 100, separada para cada dimensión. el nivel de carga del ensayo
que acababa de realizar debido a cada dimensión Ó’er apéndice 1). En todo momento,
los sujetos disponían de la definición de las dimensiones.
Posteriormente, se obtenían los pesos iniciales para cada dimensión
individualizadamente en función del número de “eces que había sido elegida como
mayor fuente de carga en las comparaciones binarias. Estos pesos podían variar entre
O (la dimensión no había sido elegida ninguna vez) y 2 (la dimensión fue elegida en
todas las comparaciones en las que aparecía), y su suma para todas las dimensiones
debía ser igual a 3. Multiplicando la estimación de la dimensión por su peso inicial
se obtenía la estimación u puntuación ponderada de cada dimensión.
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Para calcular el índice global de carga para cada ensayo, la suma de las tres
puntuaciones ponderadas se dividía por 3 (número de comparaciones de pares
posibles), según la fórmula siguiente:
z p1 X~
IC• =
3
donde;
IC,: es el índice global de carga del ensayo j.
es el número de veces que la dimensión i fue elegida en las
combinaciones de pares. (p=O,l.2).
es la valoración subjetiva estimada para la dimensión i.
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CA?IflLO ~. ~EFEC~OSDEL SDRJ¿A¶’O DEL SISTEMA.
riEL tPO DE FSIDDBACK Y DE LA COM?LE1ItU>AD DE LA
TAREA SOERE LA CARCA. J4?Dfl~1AQCH N’IJYERXCA.
8.1. INTRODUCCION
En el capítulo seis se han mencionado aquellos aspectos que en mayor o menor
medida inciden sobre la carga mental impuesta por las tareas de detección y
diagnóstico de fallos. Siguiendo la definición propuesta de carga mental, estos
aspectos podrían dividirse en aquellos que hacen referencia a la tarea y aquellos
relativos al individuo.
En este sentido, uno de los factores con mayor incidencia sobre la ejecución
en tareas de este tipo era la complejidad del sistema a diagnosticar. Diversos autores
(Rouse y Rouse, 1979; Brooke y Duncan, 1981) han distinguido dos principales
fuentes de complejidad: a)Complejidad perceptiva y b> Complejidad de solución del
joblema. La primera de ellas se relaciona con aspectos relativos a la presentación.
fundamentalmente visual, del sistema, y viene dada principalmente a partir de las
modificaciones en el número de elementos del display. el número de conexiones entre
elementos, la forma de dichas conexiones <lineas rectas, cunas, etc.). etc. Por otro
lado, la complejidad de solución del problema se relaciona con la habilidad para
comprender la estructura del problema o las intenelaciones existentes entre sus
elementos. más que con la forma en que este es mostrado al sujeto. Por tanto. el
formato del problema influye en la complejidad perceptiva, la cual afecta, a su vez.
a la complejidad global de la tarea, pero no es una característica particular del
problema en st rn,smo.
En cuanto a las diferencias individuales, la evidencia de este factor es
contradictoria. Con el fn de controlar su posible efecto, en este experimento se
tomaron diversas medidas. Debido a que la tarea requiere que el sujeto elabore una
serie de hipótesis sobre el componente del sistema que falta y a que estos están
causalmente muy interrelacionados, se midió la capacidad de razonamiento de los
sujetos, ya que, en principio, los sujetos con baja capacidad de razonamiento no serian
capaces de realizar la tarea adecuadamente. Por otro lado, uno de los estilos cognitivos
más estudiado y que parece haber demostrado rener un mayor efecto sobre la
ejecución en tareas de diagnóstico de fallos, ha sido el de dependencia-independencia
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de campo (DIC), por lo cual también se incluyó una medida del tipo de estilo de los
sujetos. Por último, también se tomaron medidas de la personalidad de los sujetos, ya
que, aunque su efecto sobre la ejecución es muy poco claro, es un factor que suelen
incluir la mayor parte de las investigaciones en este campo.
Por otro lado, la mayor parte de las investigaciones utilizan un único tipo de
feedback, pero es posible que a diferentes tipos de feedback se obtengan diferentes
niveles de ejecución y distintas estimaciones de la carga, a medida que transcbffe el
experimento (Berkowitz, Lewis y Drury, 1983). Por este motivo, en este experimento
se incluyen dos tipos de feedback. El primero de ellos informa únicamente al sujeto
de que su respuesta ha sido correcta o no correcta, mientras que el segundo informa
de cual era la respuesta correcta. El segundo tipo de feedback es más informativo, por
lo que cabe esperar que su efecto de ayuda al aprendizaje y a la ejecución sea
superior.
Los objetivos principales de este experimento son los siguientes:
1. Analizar los efectos diferenciales de la complejidad tanto perceptiva como de
solución del problema, sobre la ejecución y sobre la percepción subjetiva de la carga.
2. Analizar el posible efecto sobre la ejecución y la carga subjetiva de dos diferentes
formatos de representación del sistema.
3. Analizar los posibles efectos que tiene el tipo de feedback proporcionado a los
sujetos sobre las estimaciones subjetivas de carga, así como de factor de aprendizaje.
4. Establecer diferentes aspectos, cognitivos. perceptivos y de personalidad, de los
individuos, que pueden afectar a los niveles de ejecución.
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En relación a estos objetivos, y en función de los trabajos revisados se pueden
establecer las siguientes hipótesis:
1. Se espera encontrar un importante efecto de la complejidad tanto perceptiva como
de solución del problema sobre la ejecución. Es decir. se espera que el aumento en la
complejidad perceptiva y/o de solución del problema, incremente el tiempo necesario
para emitir el diagnóstico, el número de datos relativos al estado del sistema que
observen los sujetos, y que disminuya el número de acieflos. Además, también se
espera encontrar efectos significativos de las interacciones entre los factores, pues
como se ha mencionado en la introducción, están teóricamente muy relacionados.
2.No se espera encontrar efectos del fonrtaso de presentación del problema (matriz
normal o traspuesta>.
3’ Se espera que el efecto del tipo de feedback se ponga de manifiesto solamente
como factor que ayuda al aprendizaje de la urea. El tipo de feedback correcto-no
correcto es menos informativo, por lo cual, los sujetos que reciben como feedback la
respuesta correcta irán mejorando su ejecución más rápidamente a medida que
transcorre el experimento. Pero estas diferencias no se pondrán de manifiesto en los
primeros ensayos.
4. En cuanto a las medidas indisiduales. se espera que sólo la puntuación en DIC sea
predictora del nivel de ejecución.
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8.2. METODO
8,2.1. Sujetos
Participaron en este experimento 20 sujetos estudiantes de Psicología, con
edades comprendidas entre los 20 y los 30 años, de los cuales 3 eran varones y 17
mujeres. Todos ellos recibieron un aumento de 0.25 puntos en la nota final de una de
sus asignaturas del curso.
8.21. Diseijo
El disefio fue un factorial mixto de cinco factores. dos de ellos entresujetos y
tres innasujesos. Los factores entresujetos fueron el tipo de feedback proporcionado
(respuesta correcta vs. conecto-no conecto) y el formato de presentación de la
infotroación (matriz normal vs. matiz traspuesta). El primer tipo de feedbak consistía
en informar al sujeto sobre cual era la respuesta correcta a cada ensayo, mientras que
el segundo solo hacía referencia a la calidad de la ejecución (es decir, si la respuesta
del sujeto había sido la correcta o no). La infonnación sobre el estado del sistema
aparecía sobre la pantalla del ordenador en forma de una matriz en la cual cada
celdilla contenía el valor de una determinada variable para un componente específico
del sistema. Se consideró que la matriz era normal si las variables aparecían formando
las columnas y los componentes las filas de la matiz, y que era traspuesta en el caso
contrario. Los factores intrasujetos sirvieron para elaborar los distintos problemas o
ensayos. Estos factores fueron el nivel de complejidad perceptiva (4x4, 4x3, 3x4, 3x3),
el número de causas posibles del problema (3-4 vs. 6), y la probabilidad de ocurrencia
de la causa (alta vs. baja). Las niveles de complejidad perceptiva se refieren al número
de componentes x número de variables presentado y que componían la matriz de
información sobre el estado del sistema. Los niveles de los dos últimos factores están
relacionados con los resultados del pretest realizado con anterioridad a la elaboración
de los materiales del experimento, y que se describe en el capitulo anterior. Ambos
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facores, número de causas del problema y probabilidad de ocurrencia de la solución.
hacen referencia a lo que Rouse y Rouse (1979) denominan complejidad de solución
del problema.
Además se consideraron otras variables que podían tener relevancia pan la
investigación. Estas fueron medidas del estilo cognitivo dependencia-independencia
de campo (mC) de los participantes, así como de su personalidad y de su capacidad
de razonamiento.
Como variables dependientes sc recogieron las valoraciones subjetivas o
estimaciones de la carga de la tarea, el tiempo total necesitado para realizar la tarea.
el número de información considerada por los sujetos para emitir su diagnóstico y el
número de aciertos o diagnósticos correctos emitidos.
8.2.3. Tarea
La tarea del sujeto consistía en, a partir de la infonnación sobre el estado del
sistema, encontrar la causa de un problema que tenía lugar en un sistema de
conducción de agua. Es decir, el sujeto debía acojaj’ como un técnico de control y
mantenimiento de este tipo de sistemas para diversos edificios. Para emitir su
diagnóstico el sujeto debía clegir una de las cuatro posibles soluciones a dicho
problema, que aparecían en la parte inferior de la pantalla.
En cada uno de los ensayos aparecía, en primer lugar, una breve descripción
del problema (p.c., sólo hay agua en los pisos más bajos pero no en los más altos).
En la siguiente pantalla aparecía, en forma de matriz, el valor que tenía cada
componente del sistema en una serie de indicadores.
Durante la fase experimental, para cada ensayo aparecía en primer lugar uno
de los cuatro posibles problemas. Una vez que el sujeto habfa comprendido el
problema debía bajar el cursor basta el final de la pantalla y pulsar un botón del ratón
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para pasar a la pantalla siguiente, en la que aparecía la matriz de información
correspondiente. Las celdillas de la matriz aparecían cerradas, con su valor oculto, y
para descubrirlo el sujeto sdlo tenía que posicionar el cursor dentro de ellas. De esta
forma el sujeto buscaba la información que considerase adecuada para el problema
determinado que tenía que diagnosticar. Para elegir una de las cuatro alternativas de
respuesta el sujeto debía posicionar el cursor sobre ella y pulsar un botón del ratón.
Una vez que el experimentador había proporcionado el feedback del tipo
correspondiente, el sujeto debía bajar el cursor al tina) de la pantalla y pulsar un botón
del ratón para pasar a la siguiente. Para la mitad de los ensayos, a continuación
aparecían tres escalas consecutivas en las que el sujeto debía estimar cada una de las
tres dimensiones de carga subjetiva. Para la otra mitad de los ensayos se pasaba
directamente a resolver otro problema, a otro ensayo.
El experimento se compuso de 40 ensayos, resultantes del doble del producto
del número de niveles de los factores intrasujetos (2x4x2x2). más 8 ensayos en los que
el problema que aparecía no se debía a un fallo en el sistema, y que se introdujeron
con el fin de aumentar la validez ecológica del experimento.
No había tiempo límite para realizar la tarea.
8.2.4. Procedimiento
En primer lugar el sujeto era informado de la duración prevista para la sesión
experimental (entre 45 y 60 minutos en total, incluidos los test) Si el sujeto estaba
confonne y disponía del tiempo preciso pasaba a completar el tesí de Figuras Ocultas
y, una vez que habla transcurrido el tiempo permitido para la realización del mismo
(12 minutos), respondía al tesí de razonamiento. Una vez habían transcurrido los 6
minutos permitidos para la realización de este test. el sujeto era instruido en el
manejo del ratón, necesario para la realización del experimento. Una vez el sujeto
había comprendido y se había familiarizado con el manejo y funcionamiento del ratón,
aparecían en la pantalla del ordenador las instrucciones del experimento (ver apéndice
2). Una vez leídas las instrucciones se resolvían las cuestiones que el sujeto pudiera
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tener y se hacía hincapié en la importancia que tenía la memorización y recuerdo de
los val¿res que deberían tener las distintas variables para cada componente pasa que
el sistema estuviera funcionando adecuadamente. Además, previo a la fase
experimental se realizaba un ensayo de prueba. A continuación, y previamente a la
fase experimental, el sujeto completaba las tres comparaciones de pares de la escala
de carga subjetiva, con el fin de detenninar los pesos iniciales de cada una de las tres
dimensiones que componían dicha escala (demanda mental/ perceptiva, demanda
temporal y demanda ffsica/ emocional). A continuación comenzaba la fase
experimental. Inmediatamente después de que el sujeto eligiera una respuesta, el
experimentador le proporcionaba el feedback del tipo correspondiente. Si se trataba
de un ensayo en el que se medía la carga subjetiva, se pasaba a la estimación de cada
una de las dimensiones de la misma. En caso contrario, se pasaba directamente a
realizar el siguiente ensayo.
Una vez el sujeto había completado todos los ensayos, pasaba a responder el
cuestionario de personalidad utilizado.
8.2.5. Instrumentos
Para medir el estilo cognitivo dependencia-independencia de campo se utilizó
el Test de figuras Ocultas de Witkin y col. ljWitkio y col., 1982). El nivel de
razonamiento fue medido utilizando la escala de razonamiento o Factor R del Test de
Aptitudes Primarias (PMA) de Thurssone (1981). Se utilizó el EPI (Eysenck y
Es’senck, 1987) para medir la personalidad (neuroticismo, extraversión y sinceridad)
de los sujetos participantes en este experimento.
Para la presentación de las instrucciones y demás aspectos del experimento se
utilizó un ordenador PC/XT con disco duro y un ratón GM-6 PC Mouse. El
experimento fue generado y controlado mediante el programa Mouselab System
versión 4.2 (Johnson. Payne, Schkade y Bettrnan, 1989), el cual también se encargó
de recoger los datos (tiempos de inspección, secuencia. respuesta, valoraciones, etc.).
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8.3. RESULTA DOS
8.3.1. Análisis de la electación
Con el fin de determinar los efectos de los factores entresujesos. se realizó un
MA.’~JOVA para cada una de las variables dependientes: tiempo de tarea (‘IT), número
de datos observados (ND) y número de aciertos (NA). En ninguno de estos análisis
se encontraron efectos significativos simples de los factores entresujetos (formato y
tipo de feedback’). ni de su interacción (ver Tabla 1. apéndice 21.
Además, se realizó un MANOVA de los factores inmisujetos (complejidad
perceptiva. GP, número de causas del problema. NG. y probabilidad media de la
solución, PM) para cada una de las medidas de la ejecución. Los resultados de este
análisis se muestran a continuación (ver además Tabla 2. apéndice 2).
8.3.1.1. Tiempo de tarea
Los tres factores de complejidad del problema (complejidad perceptiva íCP).
número de causas posibles del problema (NG) y probabilidad media (PM) de
ocurrencia de la solución), tuvieron efectos simples significativos [F(348)=
?3.59.p<O.00l. para GP; F<1l6)= 18.65. pc0.005. para NG; F(l.16)= 35.21. p<0.OOI,
para PM] sobre el tiempo de tarea. Así mismo, resultaron sienificativas las
interacciones CPxNC [F(3,48)= 16.97, p<O.OOI]. CPxPM E~(~.~8)= 7.94, p<O.OOl] y
CRC’ICxPM [F(348)= ¡7.15, p’cO.O0lJ.
La figura 8.1. muestra el efecto de la interacción entre el número de causas
posibles del problema y la complejidad perceptiva del display, sobre el tiempo
necesitado por los sujetos para emitir su diagnóstico. La figura muestra como, en
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general, a medida que aumentó el número de causas posibles del problema, los sujetos
necesitaron menos tiempo para realizar la tarea. Este resultado puede deberse a que
las soluciones seleccionadas para construir los materiales de los problemas con mayor
numero de causas tenían una mayor probabilidad de octarrencia.
‘a
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38”’’
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Figura 8.1. Thteracc:on entre la
complejidad perceptiva y el número
de causas pcsibles éel problema,
para el tiempo de tarea sql.
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Figura 8.2. Interacción entre la
completidad rerceptiva y la
probabilidad inedia de la solución.
para el tiempo de tarea (sg.>.
PMI=prob. alta; PM’- proc baja.
La figura 8.2. representa el efecto de la interacción entre la complejidad
perceptiva y la probabilidad de ocurrencia de la solución, sobre el tiempo de
diagnóstico. Se observa claramente que a medida que aumentaba la probabilidad de
ocurrencia de la solución, el tiempo necesitado para emitir el diagnóstico era menor.
Se realizaron comparaciones de medias entre los tiempos de tarea de cada par
de las combinaciones formadas por los tres factores de complejidad, por el método de
Scbeff¿. La tabla 8.1. muestra el valor del estadístico T para cada contraste
significativo. Fi valor de la diferencia crítica o diferencia mínima significativa (5),
para p’cO.05, fue 6.7794. La tabla permite obsenar que en los ensayos pertenecientes
a la combinación 141 los sujetos tardaron significativamente más tiempo en realizar
la tarea. Además, a medida que disminuye la complejidad perceptiva del display,
aumenta el número de comparaciones no significativas
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41’42’6’’’’ 242 261 262 341 342 361 362 442 442 461[
Nl
142
161 áO 1 4 4 ¡
N2 7 45 4
141
242
261 1 ~4 7 e
262 >5 2.7
341 ‘5 S ~‘S 3.7 NS NS
342 4 ‘45 — NS 5.1 3.5
361.
5 5 5 e 4.2
441 Ns
442 5 4.2 NS ,e
NS 15 3-3 NS 3-4 ~1
5 NS e 4.6 SS YO
T.M. ea -‘ oc e 46 a ada <‘tritraste -ti; ‘nc e
oc teca raiab:snación representa el t.ivel Qe IeccmpLciidad perceptiva 1’4X4; 2>x-
3e4x3; 4e3531 . el segucio rerreserta Cl ;1’it.et’C- de cetoas ocR problera. y cl etCSrt
probabilidad de la eoNci~r. 1eP~, afta; 2~pM Q55; - >4-e valc-:’es §ucr<”’’’’~
5’ Norrgrn;:.zar:vz
Igualmente. se realizaron comparaciones de medias de los tiempos de
diagnóstico para cada par de combinaciones de la complejidad perceptiva con la
probabilidad media de la solución, siguiendo el método de Sheffé (S7.084, p<0.O5).
La tabla 8.2. muestra los valores del estadístico T que resultaron significauvos.
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A 12 21 22 31 12 41 42
11
12 NS
21 4.9 4.2
22 ¡ 2.1 NS 2.8
31 4.’? 4.0 NS 2.5
32 NS NS 4.0 NS 3.8 ¡
41 4.1 3.3 NS NS NS 3.2
42 NS NS 3.6 NS 3.6 NS 2.9
Tabla 8.2. Valor del estadístico Y de Scbeff¿ pan cada contraste significativo entre
los tiempos de tarea de cada combinación formada por la complejidad perceptiva y la
probabilidad de la solución. NSzNo Sicnificati~’o.
La tabla 8.3. muestra los valores del estadístico T de Scheffé que resultaron
significativos en las comparaciones de los tiempos de tarea medios, para cada par de
las combinaciones de la complejidad perceptiva (GP) con el número de causas posibles
del problema (NC) (S=6.867, pcO.05). En la tabla se observa que los tiempos de la
combinación 14 fueron significativamente más altos que los de las demás
combinaciones.
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.A 16 24 26 34 15 44 46
[Y:
16 3.1
‘a. 5 NS
26 ‘7.1 2.1 2.6
14 4.5 NS NS 2.6
16 5.5 NS NS NS NS
44 - s.~s.’s t?S NS NS NS
46 3.3 NS NS 3.2 NS NS NS
Tabla 8.3. Valor del estadístico T de Scheffé para cada contraste significativo entre
los tiempos de tarea de cada combinación formada por la complejidad perceptiva y el
número de causas del problema. NS=No Sicnificati”o.
Por otro lado, la comparación del tiempo medio de tarea para cada nivel de
complejidad perceptiva sólo resulté significativa para los contrastes en los que
aparecía el nivel más alto (ver tabla 8.4). La diferencia crítica (3) del contraste fue
igual a 5.659 (p<O.CS).
- 4>:4 3x4 4x3 lx:
““.4
¡ ,4.0
1.:
‘‘xl’ 2.3 NS NS
Tabla 8,4. Valor del estadístico T de los contrastes significativos entre los tiempos
medios de tarea de cada nivel de complejidad perceptiva. NS=No Significativo.
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8.3.1.2. Aciertos
Sólo los factores de complejidad de solución del problema ~NCy PM) tuvieron
efectos simples significativos sobre el númeto de aciertos [E(1.16# 8.17. p<O.Oi. para
NG; F(l,l6)= 18.15. p<0.065. para PMJ, resultando la complejidad pereepúva
significativa en interacción con NC [FQ 48)— 6 ‘n7 p<Q.OOfl.
La figura 8.3 muestra como a medida que el número de causas posibles del
problema era mayor, la probabilidad de cometer un error disminuía, Las figuras 8.1
y g.3 muestran que, debido a que la probabilidad de ocurrencia de las soluciones de
los problemas con seis posibles causas era mayor, estos problemas fueron solucionados
más correctamente y en menos tiempo.
7’
4 4 4 3.4
O~WLLJ1DAtI Ptsct?tIL>Ñ
Figura 8.3. lnteracc:cn entre <a
complejidad perceptiva y e numero
de causas posibles del problema.
para e’ numero de ac:ertcs.
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Se realizaron comparaciones entre las medias del número de aciertos para las
combinaciones de los nivcles dc complejidad perceptiva por los del número de causas.
siguiendo ci método de Scheffé (S=0.3238. p<O.OS). La tabla 8.5. muestra los ~‘dores
del estadístico T que resultaron significativos.
¡ .>~ 16 24 16 34 36 44 46
-‘ “5 MS
o ¡ 5 NS 2.8
‘a LS NS NS NS
-‘ ¡ ‘n 6 MS 1 . 9 NS MS
s
4 O NS 2.3 MS NS NS
‘8 RS NS NS MS 1.1 Ma
Fabla 8 \‘alores del estadístico T de Sehefié para los contrastes significativos.
pdl 05 ente el número de aciertos medio de cada combinación CPXNC. NS=No
significativo.
.S.3.l.3. Número de datos observados
Para la variable dependiente nimero de datos observados se obtuvieron efectos
simples significativos de los tres factores intrasujetos fF(3.48)= 9.79, p<0.OO1. para
PC; F(l.16)= 11.37. p<0.005. para NG; F(l.16)= 111.78, pc0.001. para PM]. sin
embargo no fueron significativas ninguna de sus interacciones.
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La tabla 8.6. muestra las medias y desviaciones típicas de las tres medidas de
ejecución.
NA ND
Media ST. Media ST. Media ST.
ICTAL 35.45 15.53 1.36 .65 9.01 3.85
¡O? 4x4 42.36 16.79 1.28 .65 9.75 4.5’?
¡ NC 4 51.02 19.71. 1.1’? .67 10.37 4.56
PM 1 60.69 21.21 1.40 .59 8.25 2.99
-: NC 2 41.44 12.42 .55 .68 12.50 4.93
6 33.71 13.15 1.40 .63 9.13 4.55
PM 1 26.60 9.08 1.45 .58 7.50 4.17
PM 2 40.83 12.90 1.35 .58 10.7’? 4.42
O? 3x4 31.13 14.22 1.35 .65 9.10 3.77
NC 4 35.62 15.50 1.12 .68 9.47 3.42
PM 1 29.25 9.23 1.50 .60 2.85 2.62
PM 2 41.99 17.95 .75 .55 10.10 4.14
NC 6 26.64 11.31 1.57 .54 8.72 4.05
PM 1 23.23 12.05 1.70 .47 7.50 4.52
PM 2 30.05 9.63 1.45 .60 9.95 3.17
O? 4x3 33.16 12.16 1.45 .63 9.20 3.80
NO 4 35.4s 1 2 1.12 .61 10.10 3.69PM 1 29.1’ 24 1.50 .51 8.82 3.07
PM 2 41.8’ “‘ 1.15 >6’? 11.37 3.89
NC 6 32.0’? ~ ~S 1.50 .63 8.31 3.73
PM 1 24.94 ‘“‘ ‘5 1.65 .58 7.20 4.27
PM 2 39.1 1.55.68 9.42 2.78
OP 3x3 34.5 4 4 1.3’? .68 9.00 2.96
NC 4 31.32 13.55 ‘ ‘0 .64 8.82 3.47
PM 1 23.50 7.36 3 .57 7.52 2.71
PM 2 39.1413.98 .65 10.12 3.72
NC 6 37.74 14.19 ¿5 .70 7.17 2.07
PM 1 35.10 16.77 5 .67 5.07 1.42
PM 2 40.39 10.86 15 .74 8.27 2.06
Tabla 8.6. Medias y desviaciones típicas de las tres medidas de ejecución en cada una
de las combinaciones intrasujeto. IT uempo MA Número de acienos_ND—Ntimero
de datos, CP=Complejidad perceptiva, NG=Número de causas, PM=Probabilidad
media de ocurrencia de la solución (l=Alta 2=Baja).
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8.31. Medidas de carga subjetiva
En primer lugar se realizó un MANOVA de los dos factores entresujetos para
cada medida de la carga subjetiva (para el índice global de carga y para las
estimaciones particulares de cada dimensión de carga). No resulté significativo
ninguno de los dos factores, ni tampoco su interacción (ver tabla 3. apéndice 1).
8.31.1. índice global de carga stabjetiva
Se calculé un índice global de carga para cada combinación a partir de la suma
de las estimaciones de cada una de las dimensiones (mental, temporal y física)
pondcradas por el número de veces que cada dimensión había sido elegida como
mayor fuente de carga en las tres comparaciones de pares. y dividido por el número
de comparaciones. según el procedimiento descrito en el capítulo anterior.
Para establecer los efectos de las variables experimentales sobre este índice de
carga se realizó un anílisis de ~‘arianza.en el cual solo resulté significativo el efecto
simple de la probabilidad de ocurrencia de la solución IF(l.161e2034. p<O.OOll (ver
Tabla 4.apéndice 2i.
En la tabla 8.9. se puede observar como a medida que aumenta la probabilidad
de ocurrencia de la solución, la carga global percibida por los sujetos disminuye.
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8.3.12. Dimensiones de carga subjetiva
Posteriormente, con el fin de determinar tos efectos de las distintas variables
experimentales sobre las estimaciones de las distintas dimensiones de carga subjetiva
se realizó otro análisis de varianza en el cual resultaron significativos los efectos
simples de los factores innasujetos. y alguna de las interacciones entre ellos (ver Tabla
4. apéndice 2>.
La valoración subjetiva de la demanda mental se vio afectada por la
complejidad perceptiva del problema [F(3.48)- 2,90. p<O.05) y por la probabilidad
media estimada de ocurrencia de la solución tF(l,16)= 13.90, p<O.005].
Por otro lado, resultaron significativos, sobre la estimación de la demanda
temporal, los efectos simplcs de los factores “complejidad perceptiva” [~(3,~~» 3.64.
p’<0051 y “probabilidad media de la solución” [F(l.l6)= 13.32. p~O.OOS1 así como la
interacción entre la complejidad perceptiva y el número de causas posibles del
problema [F(3,48)= 3.91. p<O.OS].
Se realizaron comparaciones múltiples de las medias de la valoración de la
demanda temporal de las combinaciones CPxNC por el método de Scheff¿ (5=7.9087.
p-cO.05). La tabla 8.7. muestra los valores del estadístico T para los conmsstes
significativos.
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16 24 26 ~4 36 44 46
14
6 1
¡ ~4 ¡ NS NS
6 2 3 NS NS
NS NS 2.6
su NS NS NS NS
NS2.4 NS
NS NS NS NS NS
NS
Tabla 8.7. Valores del estadístico 7 de Scheff¿ para los contrastes significativos.
p’cQ.05, entre las medias de la demanda temporal de cada combinación CPXNC.
NS=No significauvo.
En cuanto a la demanda física, resultaron significativos los efectos simples de
la complejidad perceptiva LIK3,48)= 3.86, pcO.OS] de la probabilidad media de la
solución [F(l.l6)= 1 l.64.p’cO.065] y de la interacción entro la complejidad perceptiva
y cl número de causas fF(3.48)= 4.19. ¡~‘<O.O51.
Para las combinaciones CPXNC se realizaron comparaciones de medias de la
valoración de la demanda física por el método Scheffé (S=6.4275, p4l.OS). La tabla
8.8 muestra los valores de T que resultaron significativos.
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-a ~
14 16 24 26 34 36 44 46
14
16 NS
24 NS NS
26 NS NS NS
34 NS NS NS NS
36 2.2 2.4 NS NS 2.5
44 NS NS NS NS NS NS
46 NS NS NS NS NS NS NS
Tabla 8.8. Valores del estadístico T de Scheffé para los contrastes significativos,
p<OXIS, entre las medias de la demanda física de cada combinación CPxNC. NS=No
significativo.
En resumen, parece que la variable que más incide o afecta a la estimación
subjetiva de la carga es la probabilidad de ocurrencia de la solución del problema, la
cual como ya se ha mencionado, interviene en la complejidad de solución del
problema.
Las figuras 8.4 y 8.5 muestran los efectos de interacción encontrados. A partir
de la tabla 8.9. se pueden observar las diferencias encontradas en las estimaciones de
la carga debidas a las modificaciones de la complejidad de la tarea. En general, a
medida que aumenta el número de elementos del display (complejidad perceptiva), las
estimaciones de las tres dimensiones de carga subjetiva son mayores. De igual forma,
a medida que la probabilidad de ocurrencia de la solución es más alta, sc producen
menores estimaciones de las dimensiones de carga subjetiva.
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Media ST. Media ST. -~ Media ST. f Media ST
.
TOTAL 51.12 16.92 44.91 20.49 37.28 24.69 49.51 17.22
024z4 53.47 18.50 47.59 22.55 43.02 26.55 51.72 19.06
20 4 54.77 18.92 48.95 23.50 19.62 26.61 52.63 19.99
PM 1 53.86 22.57 49.21 28.16 4-3.28 28.41 51.90 23.37
PM 2 55.88 14.95 48.70 18.45 18.96 25.40 53.36 15.88
NC 6 52.17 18.22 46.23 21.78 40.42 26.82 50.81 18.05
PM 1 48.08 17.22 42.68 21.40 18.28 24.52 47.18 16.08
PM 2 56.25 18.70 49.77 22.11 42.56 29.42 54.45 19.16
Op 3x4 ¡ 50.04 16.80 42.92 19.83 36.35 24.34 48.46 16.90
NC 4 52.63 16.85 45.94 20.59 38.04 24.46 51.18 17.08
PM 1 52.92 19.58 44.39 23.31 36.48 26.47 50.38 19.88
PM 2 52.33 14.12 47.49 17.94 19.60 22.56 52.00 13.68
NC 6 47.46 16.55 39.91 18.60 34.66 24.42 45.74 16.28
PM 1 44.73 18.40 37.2317.9415.3826.99 43.19 17.48
PM 2 50.19 14.43 42.59 13.71 13.93 22.23 48.30 14.56
Op 4xS 52.14 15.93 46.11 20 0 6 75 23.96 49.93 16.35
NC 4 56.65 16.12 50.05 2’ ‘9 ‘0 80 26.79 54.13 16.70
PSI 1 53.13 17.07 45.90 19 45 ‘ 99 23.94 50.52 16.23
PM 2 69.17 14.69 54.19 21 .~ 61 29.17 57.74 16.38
NC 6 47.62 14.57 42.17 10 67 -‘n 70 20.28 45.84 14.88
PM 1 45.46 16.7639.932 92 20.50 43.87 16.48
PM 2 49.79 12.05 44.40 1 RS 20.57 47.92 12.79
Op 3x3 48.81 16.26 43.31 10 ‘ 1 99 24.06 47.88 16.19
NC 4 49.39 15.~2 40.71 17.-ES 34.9-R 23.37 47.64 14.47
PM 1 45.85 16.17 39.09 19.79 11.44 21.14 44.35 15.52
PM 2 52.93 14.80 42.33 14.13 32.37 25.49 50.94 12.52
NC 6 48.23 16.96 45.32 20.75 17.07 24.93 48.13 17.75
PM 1 43.49 17.50 40.63 20.85 31.96 22.11 43.52 18.59
PM 2 52.98 15.40 50.00 20.07 42.19 27.14 52.74 15.97
Tabla SS. Medias y desviaciones típicas de las tres dimensiones de carga en cada una de las
combinaciones intrasujeto. DM=Demanda mental: DT=Demanda temporal; DF=Demanda física;
CP’~CompJejidad perceptiva; NCeNúmero de causas: PM=Probabilidadde ocurrencia de la solución
(1=Mta 2=l3aja).
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8.3.3. Diferencias individuales
Con el fin de determinar la influencia de las daferencaas individuales sobre la
ejecución, se realizó un análisis de regresión por el método Stepwise. para cada una
de las variables dependientes, utilizadas en anteriores análisis, tomando como variables
predictoras la puntuación obtenida por los sujetos en el Test de Figuras Ocultas (FO),
en la pnaeba de razanamiento del PMA (R), y en cada una de las variables de
personalidad (Neuroticisano. NEU, Extroversión, EXT, y Sinceridad, SIN) del
cuestionario EN (ver Tablas 5 a 7, apéndice 2).
Para la variable criterio tiempo de tarea, entraron a formar parte de la
ecuación de regresión la puntuación en el Test de Figuras Ocultas [T=2.606. p<O.Olj.
la puntoación en razotianvento [T=-4.200, p’cO.OOOl1, y el neuroticismo ¡3=3.323,
p<OO(lS; R2= 0.07903; R2 ajustada 0.070291.
En la ecuación de regresión en la que el número de datos observados’ era la
variable criterio, entraron la puntuación en el Tess de Figuras Ocultas [T=2.043.
pcO.OS]. y el razonamiento [T=-3.126, p<O.OOS: R2= 0.03362; R’ ajustada= 0.02752].
Cuando la ecuación de regresión se realizaba para predecir el número de
aciertos, sólo entró a formar parte de la misma, la puntuación en razonamiento
[T=5.506, p.cO.000l: R2~.08705: R2 ajustada= 0.08418).
Tabla 8.10. Matriz de correlaciones entre las variables predictoras y cada una de las
medidas de la ejecución (T’l’=Tiempo de tarea: Nfl=Número de datos observados;
NA=Número de aciertos). Un * significación para pezO.Ol. y dos para p’cO.00l.
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La tabla 8.10 muestra las correlaciones obtenidas, y su significación, enfre las
medidas de la ejecución y las de características individuales. El nivel de razonamiento
es la que obtiene correlaciones más altas (aunque no muy elevadas) con las medidas
de la ejecución, principalmente con el número de diagnósticos correctos emitidos. El
signo de las contlaciones indica que los sujetos con mayor capacidad de razonamiento
necesitaron observaron un menor número de fuentes de información y tardaron menos
tiempo en realizar la tarea. Además, cometieron menos errores de diagnóstico que los
sujetos con puntuaciones más bajas en razonamiento.
8.3.4. Feedback como faetor de aorendizaie
El análisis de la figura 8.6 (a y b) muestra que el feedback no actud como
factor de aprendizaje, ya que no se obser”a una clara tendencia al aumento en el
número de aciertos a medida que transcurría el experimento. De igual forma, pertnite
observar que el tipo de feedback no tuvo efectos sobre el número de aciertos, lo que
ya se había puesto de manifiesto en el MANOVA realizado para los factores
entresujeto.
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8.4. DISCUSION
Se utilizaron tres medidas de la ejecución: tiempo necesitado para realizar cada
ensayo, número de datos que observaron los sujetos antes de emitir su diagnóstico, y
el número de diagnósticos correctos para cada tipo de problema. El efecto de la
complejidad perceptiva del display resultó significativo sobre las dos primeras medidas
de la ejecución. También se encontraron efectos del número de causas posibles del
problema y de la probabilidad de ocurrencia de la solución sobre el tiempo de tarea,
así como efectos de las interacciones entre las tres variables de complejidad
(perceptiva y de solución del problema). Sobre el número de aciertos sólo resultaron
sign’dlcaúvos los efectos de las variables de complejidad de solución del problema,
y de la interacción entre la complejidad perceptiva y el número de causas posibles del
problema
Por otro lado, en cuanto al índice global de carga sólo resultó significativo el
efecto de la probabilidad de ocurrencia de la solución. Las estimaciones de cada una
de las tres dimensiones de carga (mental, temporal y física) resultaron afectadas por
las variaciones en la complejidad perceptiva y en la probabilidad de ocurrencia de la
solución. Además la interacción entre complejidad perceptiva y número de causas
posibles del problema resultó significativa para las estimaciones de la demanda
temporal y de la física.
Aunque algunas de las medidas individuales (fundamentalmente el estilo
cognitivo DIC, la puntuación en razonamiento y el neuroticismo) entraron a formar
parte de la ecuación de regresión para predecir la ejecución, estas variables explicaron
una parte muy pequeña de la varianza de la ejecución. Esto indica que, en contra de
los resultados de otras investigaciones (Henneman y Rouse, 1984; Hunt, Henneman
y Rouse, 1981; Rouse y Hunt, 1984; Rnuse y Rouse, 1979, 1982). las variaciones en
la ejecución no se debieron a diferencias individuales en razonamiento, personalidad
y estilo cognitivo.
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En contra de lo previsto. el estilo cognitivo DIC no tuvo correlaciones
significativas con ninguna de las medidas de la ejecución. Por otro lado, la capacidad
de razonamiento fue la variable que correlacionó más alto con las medidas de la
ejecución.
Como se había previsto, la capacidad de razonamiento correlacionó
negativamente con el tiempo y cl número de fuentes de información observadas
necesitados para emitir el diagnóstico, y positivamente con el número de soluciones
correctas dadas a los problemas presentados.
En este sentido, en la investigación realizada por Seppala y Salvendy (1985),
anteriormente mencionada, se utilizaron como variables individuales la puntuación en
el test de figuras ocultas, la extroversión y el neuroticismo. entre otras variables.
Ninguna de estas variables fue predictora del porcentaje de errores en la tarea. Estas
variables fueron predictoras del tiempo de ejecución, sin embargo su contribución a
la varianza de la medida fue en algunos casos inferior a la encontrada en este estudio.
Por ejemplo, la extroversión fue capaz de explicar solamente cl 2.67% de la ejecución.
y el neuroticismo el 1.37%. Sin embargo, la puntuación en el test de figuras ocultas
fue capaz de explicar el 56.59% de la varianza en el tiempo de ejecución. Estos
resultados, junto con los aquí encontrados, permitirían concluir que la personalidad de
los sujetos no parece ser un factor que determine las diferencias en ejecución de los
individuos. Sin embargo, las discrepancias encontradas sobre el efecto del estilo
cognitivo DIC. no permiten extraer conclusiones definitivas sobre el poder predictivo
de esta variable.
Por otro lado, los resultados indican que, como se había previsto, el número
de datos observado por los sujetos para emitir su diagnóstico aumentó a medida que
la complejidad perceptiva del sistema, establecida por el número de elementos del
display, era mayor. Además, se encontraron fuertes diferencias entre el tiempo medio
de tarea de los displays con 16 elementos y todos los demás (ver tabla 8.4). De igual
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forma, observando la tabla S.l se puede ver que a medida que la complejidad
perceptiva del display disminuía, se encontraba un menor número de diferencias
significativas entre los tiempos medios de tarea de los distintos tipos de problemas.
Resultados similares han sido encontrados en otras investigaciones en las que
se utilizaban tareas libres de contexto (Rouse, 1981; Brooke y Duncan, 1981). Por
ejemplo. Rouse (1981) encontró dificultades a la hora de confirmar estos resultados
cuando los sujetos realizaban una tarea específica de contexto, similar a la utilizada
aquí. Siguiendo a Rasmussen (1981), Rouse interpretó estas diferencias por el cambio
de una estrategia topográfica a una estrategia dc búsqueda sintomática en la que, muy
frecuentemente, los sujetos utilizan reglas altamente dominadas por el contexto.
basadas en sus experiencias pasadas. Los sujetos que participaron en los experimentos
descritos por Rouse eran estudiantes de Ingeniería, familiarizados con los problemas
que se les presentaron, y que podríamos denominar ‘expertos’. Sus embargo, en la
investigación que aquí nos ocupa, los sujetos fueron estudiantes de Psicología, no
familiarizados con los problemas de los sistemas de conducción de agua. Esta
diferencia en el nivel de experiencia, podría ser la responsable de que los sujetos que
participaron en este experimento utilizaran una estrategia mayoritariamente
topográfica, a pesar de que la tarea fuera específica de contexto. El uso de esta
estrategia, basada en el conocimiento estructural del sistema, hizo que los sujetos no
tuvieran en cuenta las relaciones de dependencia jerárquica entre los componentes y
las variables del sistema, por lo cual observaron información totalmente irrelevante
para el diagnóstico y para su confirmación. Además, el hecho de que el tiempo de
tarea también aumenrara con la complejidad perceptiva del sistema (resultado que
también se puso de manifiesto en las investigaciones antes mencionadas), confirma la
idea de que los sujetos utilizaron una estrategia de este tipo.
Sin embargo, tanto el tiempo necesitado para realizar la tarea, como el número
de datos observadospor los sujetos paz-a emitir su diagnóstico, resultaron afectados no
sólo por la complejidad perceptiva, sino también por las dos variables de complejidad
de solución del problema. Este resultado parece indicar que los sujetos utilizaron una
mezcla de ambas estrategias (topográfica y sintomática). Como Rasmussen (1981> y
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Rouse (1981) ponen de manifiesto, los sujetos pueden variar el tipo de estategia
utilizada en cualquier momento del experimento y/o de cada ensayo, para reducir los
niveles de carga que experimentan (Rouse y Rouse, 1984).
En principio, cabría pensar que los sujetos comenzaron la búsqueda de
información en función de una hipótesis previa sobre el origen del problema. Silos
valores de la variable y del componente incluidos en su hipótesis la confirmaban. el
sujeto emitía la respuesta. Pero silos datos observados no confirmaban esta hipótesis,
el sujeto continuaba la búsqueda de más información siguiendo una estrategia
topográfica. El uso de esta estrategia mixta explicaría que las interacciones entre la
complejidad perceptiva y los factores de complejidad de solución del problema fueran
tan altamente sigtiit5cativas para la medida del tiempo de tarea.
La utilización de esta estrategia parece ser también la responsable de que el
tipo de matriz (non’na]Jtraspuesta) utilizada para representar el sistema, y el tipo de
feedback proporcionado, no tuvieran efectos significativos sobre la ejecución ni sobre
la carga subjetiva. La utilización de una estrategia topográfica supone una secuencia
de juicios de tipo bueno/malo de la magnitud de las variables de estado en función de
los datos de referencia Gos proporcionados en las instrucciones), lo cual hace que la
información contenida en cada observación sea utilizada de forma antieconómica. De
esta forma, cuando no se confirmaba su hipótesis previa. los sujetos buscaban valores
de las variables de estado del sistema distintos a los de referencia, y una vez
encontrados observaban a que componente hacía referencia dicho valor, para así emitir
su respuesta. La elección de esta estrategia está determinada por el principio de menor
resistencia (Rasmussen, 1981), cuyo criterio subyacente es la reducción de la carga
impuesta sobre la memoria de trabajo. Este principio unido a la falta de experiencia
de los participantes, determinaron el cambio de una estrategia sintomática a otra
topográfica.
El uso de esta estrategia mixta y la tendencia de los sujetos a no tener en
cuenta la información proporcionada por el feedback, sobreestimando sus hipótesis
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previas (Einhorn y Hogarth. 1978; Fischoff, 1977; Fischoff y MacOregor, 1981>, hizo
que el tipo de feedback no tuviera ningún efecto de aprendizaje. Por ejemplo. Fischoff
(1977) describe el fenómeno que denominó “vanidad cognitiva’ (cognidve eonceit),
según el cual las personas tendemos a infraestimar la información proporcionada por
los resuleados dc nuestra conducta (feedback’), sobreestirnando el valor de nuestras
previas hipótesis, lo que da origen a la no revisión de los procesos y estrategias de
decisión utilizados, hecho que se reafirma cuando, por azar, sc produce un acierto
(Einhorn y Hogarth. 1978>.
Como se había previsto, el tiempo de diagnóstico y el número de errores,
aumentaron a medida que disminuía la probabilidad de ocurrencia de la solución. Sin
embargo, y en contrade las hipótesis iniciales, los sujetos necesitaron menos tiempo
para realizar la tarea y emitieron un mayor número de diagnósticos correctos, cuando
el número de causas posibles del problema era mayor. En un principio se pensó que
cuando el rango de soluciones posibles de un problema era menor, la solución conrota
sería más dpidamente encontrada. Sin embargo, un análisis mds detallado de los
ensayos demuestra que la probabilidad de ocurrencia de las soluciones de los
problemas con seis posibles causas era muy superior a la de aquellos que tenían cuatro
posibles causas. Posiblemente esta diferencia en la probabilidad de ocurrencia de las
soluciones sea el origen de este resultado.
El hecho de que la complejidad perceptiva aumentan el número de datas
observados por los sujetos pero no el número de aciertos demuestra que a medida que
el número de fuentes de información crece, los sujetos tienden a observar más
información de la necesaria (Wright, 1974), pero esta no es unlizada para tomar
decisiones más precisas (flawes, 1979; Dawes y Corrigan, 1974; Hayes. 1964;
Schroeder y Benbassat, 1975; Oskanip, 1965).
Por otro lado, los niveles globales de carga percibida por los sujetos
dependieron únicamente de las variaciones en la complejidad de solución del
problema, establecida por la probabilidad de ocurrencia de la solución, de forma que
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a medida que la probabilidad de la solución era menor, los sujetos experimentaban
mayores niveles de carga. El efecto de la complejidad perceptiva se puso de
manifiesto sobre las estimaciones individuales de cada dimensión de carga, pero
menos significativamente que el de la probabilidad de la solución, y además no tuvo
ningún efecto cuando las diversas estimaciones se combinaron en una purtttzación de
carga global. Esto hace pensar que, aunque el aumento de la complejidad perceptiva
del sistema produjo mayores niveles de carga subjetiva, esta está principalmente
determinada por factores que afectan más a la complejidad de la solución.
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9.1. INTRODUCCION
El estudio de diversos accidentes que han tenido lugar en sistemas complejos
(principalmente en plantas nucleares) ha puesto de manifiesto que la toma de
decisiones es una de las funciones más importantes del operador humano en los
sistemas hombre’máquina actuales, especialmente en situaciones de emergencia, en las
que el operador debe tomar una decisión correcta sobre el estado del sistema y sobre
el componente que falla bajo condiciones de alta presión temporal.
La mayor parte de los investigadores reconocen la presión temporal como un
factor mas, entre otros muchos, causante de la carga mental. Sin embargo, para
algunos de ellos (Parks. 1979; Tulga. 1978) la carga está detenninada única y
exclusivamente por aspectos temporales. Siguiendo esta visión, los autores definen la
carga en función del tiempo utilizado o necesario para realizar la tarea y el tiempo
disponible, y sigt,iendo la metodología de análisis de línea temporal, descrita en el
capitulo 3. la naden, la analizan, e intentan predecirla.
Por ejemplo, Senders (1979) opina que en las tareas que no requieren presión
temporal, no se puede hablar de carga subjetiva. Otros autores como Phillip, Reiche
y Kirchner (1971). Schmidt (1978) o liacker, Plath, Richter y Zimmer (1978) han
encontrado que la percepción subjetiva de la carga depende esencialmente de la
presión temporal establecida para realizar la tarea. Sin embargo, en el experimento
anterior, la técnica de medida de la carga subjetiva utilizada, fue sensible a las
modificaciones de la dificultad de la tarea, aunque la tarea no requería presión
temporal.
De todas formas, y concedi¿ndole mayor o menor importancia, la presión
temporal ha resultado ser un factor con gran incidencia sobre la ejecución y la carga
asociada a tareas complejas de detección y diagnóstico de fallos (Moray, 1982; Ward
y Ponaralski, 1982; Zakay y Wooler, 1984).
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Por ejemplo. Zakay y Wooler (1984) concluyen que la presión temporal
claramenta disminuye la efectividad de la decisión. Sus resultados también indicaron
que la uansferencia del entrenamiento en toma de decisiones bajo condiciones de no
presión temporal a otras en las que el tiempo está limitado, sería muy pobre. De igual
forma, Ward y Poruralski (1982), utilizando una tarea de solución de laberintos,
concluyeron que la presión temporal produjo disminuciones en el nivel de ejecución
alcanzado por los sujetos, así como cambios en las estrategias de solución del
problem. utilizadas.
Por otro lado, Moray (1982) revisa algunos de los factores que inciden en la
carga percibida por los sujetos que realizan tareas de monitorización y control de
sistemas complejos, resaltando la importancia de la presión temporal.
El objetivo fundamental de este experimento consiste en establecer cómo se
ven afectadas la ejecución y la carga subjetiva cuando la tarea se realiza bajo presión
temporal.Por este motivo, este experimento es muy similar al anterior, la única
variación radica en la inclusión de un factor de presión temporal. Con este
experimento se pretende dar respuesta a tas siguientes cuestiones:
¿Hastaqué punto la presión temporal modificará las valoraciones de carga subjetiva?.
Si estas estimaciones se ven alteradas, ¿cúal o cúales de las tres dimensiones de carga
(mental, temporal y física) se verán afectadas?.
En cuanto a la ejecución, ¿aumentará el número de errores?, ¿variará el número de
datos recogidos o tenidos en cuenta por los sujetos para emitir su diagnóstico?.
¿Se modificará la estrategia de búsqueda de información?.
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En relación a estos objetivos se pueden establecer las siguientes hipótesis:
1. Se espera que el efecto simple de la presión temporal sea significativo. Se espera
que el tiempo de tarea disminuya, pero que aumenten el número de errores y de datos
observados.
2. Puesto que la presión temporal ha resultado ac.r in fizar de complejidad en otras
investigaciones. se espera que sus interacciones con los factores intrasujeto sean
significativas.
3. l..a presión temporal producirá un aumento en la estimación global de la carga
subjetiva de la tarea, debido principalmente al incremento en la estimación de la
demanda mental de la tarea.
4. Debido a la presión temporal. se reafirmará la preferencia por la estrategia de
búsqueda topográfica.
5. En cuanto al efecto de los demás factores experimentales, se espera encontrar
resultados muy similares a los del experimento antenor.
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9.2. METODO
9.2.1. Suidos
En este experimento participaron 20 sujetos estudiantes de Psicología, distintos
a los deJ primer experimento, con edades comprendidas entre los 20 y los 2? años, de
los cuales 3 fueron varones y 17 mujeres. Todos ellos recibieron un aumento de 0.25
puntos en la nota final de una de sus asignaturas del curso.
9.2.2. Diseño
El diseño y las variables utilizadas fueron exactamente los mismos que en el
primer experimento. Con la única diferencia deque en este caso el tiempo disponible
para realizar cada ensayo fue limitado a 30 segundos. Se eligió este tiempo porque los
resultados del experimento anterior indicaban que podría ser consistentemente difícil
resolver los problemas en medio minuto.
9.2.3. Tarea y Procedimiento
El procedimiento y la rarca fueron los mismos que los descritos para el
experimento anterior, con la única diferencia de que en este caso si el sujeto
sobrepasaba los 30 segundos permitidos como tiempo límite para realizar cada ensayo.
aparecía en la parte superior de la pantalla un mensaje de aviso y se producía un
sonido si el sujeto intentaba seguir buscando información, en cuyo caso las celdillas
permanecían cerradas. Por lo tanto, una vez sobrepasado el tiempo límite el sujeto
estaba forzado a seleccionar una respuesta. Con el fin de que el sujeto conociera el
tiempo deque disponía en todo momento, en la parte superior izquierda de la pantalla
aparecía un círculo que. a modo de reloj, iba poco a poco desapareciendo a medida
que transcurría el tiempo.
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9.2.4. Instrumentos
Para este experimento se utilizaron los mismos instrumentos que en el
experimento antenor.
9.3. RESULTADOS
9.3.1. Efectos de la presión temporal
Para delenninar los efectos de la presión temporal sobre las medidas de
ejecución y las de carga subjetiva, se realizó un MANOVA para cada una de las
variables dependientes, utilizando los datos de este y el anterior experimento (N=40>
(ver tablas 1 y 2. apéndice 3>.
En este análisis el efecto de la presión temporal resultó significativo para el
tiempo de tarea (F(l,32)= 27.23, p<O.OOII y para el número de aciertos ¡F(l.32>=
10.21. p<O.OOSI.
Además, para el tiempo de tarea resultaron significativas las interacciones
siguientes: presión temporal x complejidad perceptiva [F(3.96)= 6.86, p~O.OOil.
presión x número de causas [F(l.32j= 11.78, p<O.OOS], presión x probabilidad media
de la solución [F(1.32~=23.13, p’<O.Oflll. presión x complejidad percepti~’a xnúmero
de causas [F(3.96)= 4.68, p’<0.0051. presión ~t complejidad perceptiva x probabilidad
media de la solución LF(3.96)— ‘9 p<O 05]. Y presión x complejidad perceptiva x
número de causas x probabilidad de la solución [F(3,96)r 8.02, p’cO.OOll.
Se realizaron comparaciones múltiples de medias entre los tiempos medios de
tarea de cada combinación PGXNCXPM entre los grupos con y sin presión, por el
método de Scbeff¿. Para pcO.OS, el valor de la diferencia crítica (5) fue igual a 3.771.
La tabla 9.1. muestra el valor de la diferencia y del estadístico T para los contrastes
que resultaron significativos.
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141 Diferencia 14.35
142 16.05 8.44
161 3.98 175
162 14.92 7.85
241 6.52 3.43
242 17.64 9.28
261 4.52 2.37
262 6.70 3.52
341 4.76 2.51
342 15.10 7.94
361 2.89 NS
362 11.87 6.24
441 0.74 NS
442 16.50 8.68
461 6.97 3.61
462 12.97 6.82
Tabla 9.1. Valores de la diferencia en los tiempos de tarea con y sin
presión temporal, y de T para cada combinación. NS=No Significativo.
Los resultados que aparecen en la tabla 9.1. muestran que en prácticamente
todos los casos el tiempo de tarea se vio muy significativamente reducido por la
presión temporal.
En relación al número de aciertos. resultó significativa la interacción ente la
presión temporal, el número de causas y la probabilidad media de la solución
[F(l,32)= 5,49. p<0.05].
En cuanto al número de datos observados, sólo se encontraron efectos de la
presión temporal en interacción con la probabilidad media de la solución [F(l,32)=
15.39. poCOOl], y con la interacción entre el número de causas y la probabilidad de
la solución [F(l.32)~ 5.52, p’cO.05].
Las figuras 9.1. 9.2 y 9.3 muestran que como se habla previsto, el tiempo
requerido para emitir el diagnóstico se ‘vio reducido por el efecto de la presión
temporal (tabla 9.1), mientras que el número de diagnósticos incorrectos emitidos y
el número de fuentes de información observadas aumentaron con la presión temporal.
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A partir dc la comparación de la tabla 8.6. con la 9.6.. se puede observar que
la disminución en el tiempo de tarea y en el número de ¿cienos, debida a la presión
temporal. tuvo lugar en todos los ensayos.
Sobre el índice global de carga. así como sobre las estimaciones de las tres
dimensiones de carga, no se encontaron efectos simples, ni de interacción.
significativos de la presión temporal. Sin embargo, la comparación de la tabla 8.9 y
la 9.8. permite comprobar que en general los niveles de carga percibida por los sujetos
fueron algo superiores bajo condiciones de presión temporal.
Debido a que la presión temporal tuvo efectos significativos sobre algunas de
las variables, se realizaron MANOVAs para cada variable con los datos de los 20
sujetos que participaron en este segundo experimento. Los resultados de estos análisis
aparecen a continuación.
9.3.2. Medidas de la ejecución
Al igual que en el e%pet’imento antenor y con el fin de determinar los efectos
de los factores enoesujetos, se realizó un M.t\’O’VA para cada una de las variables
dependientes: tiempo de tarea <‘rl’), número de datos observados (ND) y número de
aciertos ~NA). En ninguno de estos análisis se encontraron efectos significativos
simples de los factores eno’esujetos (fonnato y- tipo de feedbackfl. ni de su interacción
(ver Tabla 3. apéndice 3\
Además se realizó un MANOVA para cada una de las ~‘ahables dependientes
con el objetivo de determinar tos efectos de los factores intrasujeto (ver Tabla 4.
apéndice 3). Los resultados de este análisis se muestran a continuación.
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9.3.2.1. Tiempo de tarea
Para el tiempo de tarea resultaron significativos los efectos de la complejidad
perceptiva !F(3.48}= 7.08. pcO.OOl] y de todas las interacciones posibles entre los tres
factores de complejidad ¡F(3 48)’- lOO’, p<ú001, para CPxNC; F(3.48)= 4.65,
p<O.Ol. para CPxPM; F(l.l6)= 8.45, poCOS, para NCxPM; E(3.48)= 3.63, p<O.OS.
para CPxNCxPM].
La figura 9.4. muestra el efecto de interacción entre el número de causas
posibles del problema y la complejidad perceptiva del display. Al igual que en el
anterior experimento, en general los problemas con mayor número de causas posibles
fueron resueltos más rápidamente.
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Figura 9.4. :nteraccidn entre la
comp:ejrdad percentiva y el nuzero
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La figura 9.5. muestra la interacción entre la complejidad perceptiva y la
probabilidad de ocurrencia de la solución. Al igual que en el experimento anterior y
como se había previsto, a medida que aumenta la probabilidad de ocurrencia de la
solución los sujetos necesitaron menos tiempo para realizar la tarea.
AM
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La figura 9.6. muestra la interacción entre los dos factores de complejidad de
solución del problema (número de causas posibles del problema y probabilidad de
ocurrencia de la solución). Debido a que la disminución en el tiempo de diagnóstico
encontrada para los problemas con seis causas se debe principalmente a la mayor
probabilidad de ocurrencia de las soluciones más frecuentes de estos frente a las de
los problemas con cuatro posibles causas, la interacción entre ambos factores indicaría
que los dos hacen referencia al mismo tipo de dificultad. Es decir, en realidad ambos
serian el mismo factor.
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n’úrero de causas posibles -del
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Se realizaron comparaciones múltiples de medias en el tiempo de tarea de las
combinaciones CPxNCxPM. por el método de Scheffé (5=3.516, pcO.05). La tabla 9.2.
muestra el valor del estadístico T para los contrastes que resultaron significativos.
141 142 :61 142 241 141 • 161 162 441 442
4.: • 5
NS
sol 4 2 NS NS
O NS 5
NS NS 5
3,8 6 3
NS 15 NS Nc O O
NS .0 0 5 5
NS >0
NS >0 ., 5
NS 8 8
Tabla 9 2 va1ore~ - e .. e.
e ‘cta zomcbmecf ,. e e O o.
o. en ro.C o. “OC O
0.21 sc o
vemos pare oeZ .1
200
La tabla 9.2 pennite observar que en condiciones de presión temporal el
número de comparaciones de medias significativas es menor (ver tabla 8.1). Sin
embarco. el patrón de resultados es similar en ambas condiciones (con y sin presión
temporal’>. Al igual que en el anterior experimento, la combinación 141 fue la que, en
ténninos de tiempo de ejecución. resultó significativamente mucho más difícil a los
sujetos. Otra combinación que parece destacar por su nivel dificultad frente a los
demás tipos de problemas es la 261.
Igualmente, se realizaron comparaciones de medias entre los tiempos de la
combinación CPxNC, por el método de Scheffé (S=3.6351, pcO.OS). La tabla 9.3.
muestra los valores del estadístico 1 que resultaron significativos. En este caso, los
problemas con cuatro posibles causas representados por el display con 16 elementos
resultaron significativamente más difíciles que los demás.
14 16 24 25 34 36 44 46
4
-LO .. 6
“A ‘ 3 2 25
6:<s::s
¡ 4~ 12-5:-:52.5
>0 >0 .0 .40
4 7 NS ¡15 NS NS lIS
NS NS 2.4 3.7 NS NS 2.5
Tabla 9.3. Valor del estadístico T de Scheffé para cada contraste significativo entre
los tiempos de tarea de cada combinación formada por la complejidad perceptiva y el
número de causas del problema. NSN’o Significativo.
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La tabla 9.4. muestra los valorcs del estadístico T de Scheffé que fueron
significativos en la comparación de los tiempos medios de tarea de las combinaciones
CPxPM (5=4.01. p<OXIS).
Tabla 9.4. Valor del estadístico T de Sclteffé para cada contraste sionificatito entre
los tiempos de tarea de cada combinación formada por la complejidad perceptiva y la
probabilidad de la solución. NSzNo Sicoificativo.
Las comparaciones realizadas entre los tiempos de tarea de las combinaciones
NCxPM no resultaron significativas. Para p<OOS la diferencia crítica (5) de los
contrastes fue igual a 4.04. Todas las diferencias fueron menores a este valor.
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9.3.2.2. Aciertos
En cuanto al número de aciertos, sólo resultó significativo el efecto simple de
la probabilidad de ocurrencia de la solución IF(l,16W 25.98, p<O.OOI).
La tabla 9.6. muestra como a medida que aumenta la probabilidad de
ocurrencia de la solución se produce un mayor número de diagnósticos correctos.
La tabla 9.5. muestra el valor del estadístico T de Scheffé para los contrastes
significativos entre las medias del número de aciertos de las combinaciones CPxNC
(5=0.39’?, pcO.05). Se observa que las únicas diferencias significativas se encuentran
en dos de los contrates en los que intervieoe la media de aciertos de los problemas
con cuatro posibles causas y representados con 16 elementos en el display.
14 16 24 26 34 26 44 46
1g
A NS
6 ¡ “ 3 NS NS
4 “ 45 NS NS
¡ o.o ¡ .b NS NS NS NS
¡ ‘ ‘ ¡ 1 NS NS NS 45 NS
¡ 06 ‘ N~ NS lis NS NS NS NS
Tabla 95 kalor del estadístico T de Scheffé para cada contraste signoficaovo entre
el numero de aciertos medio de cada combinación formada por la complejidad
perceptna ‘, el número de causas del problema. NS=No Significativo.
/<
E
7
2(13 ‘~‘~ ‘<
y
9.3.2.3. Número de datos observados
En cuanto al número de datos o fuentes de información observados por los
sujetos. resultaron significativos los efectos de la complejidad perceptiva jF(3.4~)
661, p’cO.O0SJ y de los dos factores de complejidad de solución del problema
fE(l,l6)= 8.28, p<ú.05. para el número de causas y F(l,16)= 36.46, p~O.0Ol, para la
probabilidad mediade la solución]. Además también resultó significativa la interacción
entre los dos factores de dificultad de la solución del problema (E(l.16)= 8.95,
p’c0.0l]. La figura 9.7. muestra la interacción entre arribos factores.
4
‘A
•1 ~
NOMr,O Dt CAUSCE
1 ..L--PM 2
Figura 9.1. Interaccilrt entre
e’ nvtmero ce causas posibles
~e1 problema y la probabilidad
de Oc’.2rrer.cla oc :a solacián.
para el cÁtaro de datos
encerrados. PMl” Prob. alta;
PN2= Pecio. bata.
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Se realizaron comparaciones de las medias del número de datos obsenados de
las combinaciones entre el número de causas posibles del problema y la probabilidad
media de la solución, por el método de Scheffé (S=2.193, p<fYOS>. Solamente resultó
significativa la diferencia entre la media de los problemas con 6 causas y cuya
solución era la más probable (combinación 61) y la media de los problemas con 6
causas y cuya solución era la menos probable (combinación 62) [T=2.33].
En la tabla 9.6. aparecen las medias y desviaciones típicas de las tres medidas
de la ejecución utilizadas.
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ÑA [ liD
Media 57. Media ST. Media ST.
TOTAL 24.91 8.2’? 1 ~6 20 9.97 3.59
C2 4x4 26.99 9.22 05 62 10.53 4.31
7-JO 4 29.38 8.95 22 10.98 4.58
PM 1 33.32 7.82 05 82 9.97 5.17
FM 2 25.39 8.37 b5 ES 12.00 3.76
XC 6 24.62 8.97 lo 59 10.09 4.03
PM 1 23.32 9.85 .¿D 69 8.97 3.19
FM 2 25.91 8.40 45 11.20 4.53
OP 3x4 22.28 2.75 i 03 65 9.56 3.02
NC 4 23.54 ‘7.51 “ 69 9.75 2.96
PM 1 22.73 8.20 00 .72 10.00 3.19
PM 2 24.35 6.87 85 .67 9.50 2.77
NC 6 21.03 7.87 1 1 tE 55 9.37 3.11
PM 1 13.71 ‘7.46 1 45 .60 7.80 2.60
PM 2 23.35 ‘7.77 05 .51 10.95 2.81
OP 4x3 25.10 ‘7.84 1 % .71 10.55 3.77
¿o.oo ¡.5.2. 11121
PM 1 24.39 7.39 ¡ 1 9 .63 10.95 3.45
PM 2 26.74 2.23 .78 11.47 4.11
NC 5 ¡ 24.64 8.41 CE .71 9.90 3.73
PM 1 - 22.05 ‘7.61 ¡ 1 >0 .74 8.77 3.40
PM 2 1 27.24 8.36 .ES 11.02 3.77
OP 3x3 25.26 7.8-4 ¡ .25 9.23 2.98
NC 4 ¡ 22.69 6.13 .73 9.58 3.17
PM 1 22.26 6.27 .67 10.17 3.46
PM 2 ¡¡ 22.64 6.15 .78 9.00 2.82
NC 6 27.82 8.19 <8 3.82 2.26
PSi 1 ¡~ 28.23 8.99 .25 7.87 2.02
PM? ~¡22.42 2.53 .69.9.87 3.07
Tabla 9.6. Medias y desviaciones típicas de Ns oes medidas de ejecución en cada una
de las combinaciones intrasujeto. ‘ITzTícmpo N, ~ \‘ómero de aciertos; ND=Número
de datos; CP=Comp]ejidad perceptiva NC Numero de causas; PM=Probabilidad de
ocurrencia de la solución (l=Alta: 23aj.o¡
‘1)6
9.3.3. Análisis de la carca sub¡et¡va
En primer lugar, se realizó un análisis de varianza con los dos factores
entresujetos sobre el índice global de carga y sobre las estimaciones de cada
dimensión de carga. En este análisis no resultaron significativos ninguno de los efectos
simples, ni el de interacción (ver Tabla 5. apéndice 3).
.4 continuación, y siguiendo el mismo procedimiento que en el experimento
anterior, sc determinaron los efectos de los factores inuasujetos que inciden en la
carga subjetiva (ver Tabla 6, apéndice 3). Los resultados de este análisis aparecen a
continuación.
9.3.3.1. Indice global de carga subjetiva
En contrade lo observado en el experimento anterior, el índice global de carga
solo resultó afectado por el factor de complejidad perceptiva [F(3.48)= 3.23. pcO.OS].
La tabla 9.8. permite observar que a medida que aumenta el número de
elementos del display se producen mayores niveles globales de carga subjetiva.
9.3.3.2. Dimensiones de carga
En este caso, ónicamente resultó significativo el efecto de la probabilidad de
ocurrencia de la solución. para la demanda mental [E(l.16)= 7.56. p<O.OS~.
La demanda temporal sólo resultó afectada por la complejidad perceptiva
[F(3,48)= 6.33. p’cO.005], y por la triple interacción entre los factores [F(3.48)= 6.53.
p<O’O05].
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Se realizaron comparaciones de medias de las estimaciones de la demanda
temporal entre las combinaciones formadas por CPxNCxPM. por el método de Scheff¿
(54.6913, p=Q.OS).La labIa 9.7. muestra el valor del estadístico T para las
comparaciones que resultaron significativas.
2...: 242 261 362 44? 442
6.: 2 8 NS
E NS 3.1
4 ¡ 5 NS 2.2
3 9 5 vS 3.2
“6’ - 2 NS NS 2.6 VS ‘25
3” ‘‘5 NS 5.1 5
.:41 o ..S NS 2.3 “ 5
.8 NS NS
5 rS s.s e o.
5 NS 3.6 ‘. VS
‘“‘“5 SS 2Á’’”~’” 22 VS
-~‘2 .24 NS NS 2.2 “ “ ‘NS NS NS
.2S :5 o. O A
-1(2 2.2 NS >0 “ o
Tabla 9.7. Valoresdel esadisuco Ido Schcfk psi’.: ejes ccn’.:’so.¡e’. £1 pnmer “ator dc cada cor.íbinacidn representa el nt-el
de ‘a conptejidad preceptiva Gds.5: 23x4: 34i3; 4=3s3¡. o ¡sezcísdo e opesenes cl ewieoeeo de casessa del problena. o. el
‘ercero la probabilidad de la solucién ‘PSi alIo 2ad’M bsJa¡. l.os ‘-dores faeron o. imifleadroe a] menos psis pd¡>JS. 2<5=
Nc Signdicativo.
La demanda física sólo resu?tó afectada por el efecto simple de ?a probabilidad
de ocurrencia de la solución ~F(l.l6’l””iVúS, p<O(l53.
La tabla 9.8. permite observar que a medida que la probabilidad de ocurrencia
de la solución es más alta. las estimaciones de la demanda mental y la física
disminuyen. Además, a medida que aumenta la complejidad perceptiva, la estimación
de la demanda temporal toma valores más altos.
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27 DF INDICE
Media ST. - Media ST. 1 Media ST. Media ST.
tOTAL 58.79 20.08 53,37 21.47 40.04 23.80 57.08 19.40
O? 4x4 60.79 21.31 57.27 22.41 40.87 23.48 60.28 20.37
NC 4 ss.ai- 22.42 57.07 23.31 41.37 23.39 59.58 21.04
PM 1 57.35 2t.65 64.02 22.77 44.04 21.69 62.72 18.88
PM 2 60.27 24.51 50.12 22.24 38.70 25.25 56.45 22.57
4 62.76 20.24 57.47 21.76 40.37 23.86 60.99 19.66
DM 1 57.81 22.59 51.62 23.10 37.75 23.23 55.72 21.57
PM 2 67.72 16.69 63.33 19.13 42.98 24.80 66.27 15.89
OP 3x4 59.40 19.90 50.91 21.44 39.13 24.71 56.08 19.49
10 4 59.85 20.06 50.75 21.34 38.87 25.48 56.50 19.28
PM 1 59.68 20.09 53.77 20.59 37.46 22.77 58.44 18.94
¡ DM 2 60.01 20.55 47.74 22.18 40.27 28.46 54.56 19.42
MC 6 58.96 19.99 51.06 21.80 39.40 24.24 55.66 19.69
PM 1 58.45 22.00 52.17 22.65 39.12 24.23 55.80 20.71
‘M 2 59.48 18.31 49.96 21.45 ¡ 39.69 24.87 55.53 18.62
OP 4x3 57.94 19.10 - 53.62 21.72 40.63 23.81 56.47 18.60
MC 4 60.63 18.32 59.98 20.09 42.59 21.55 60.74 17.15
1 58.48 20.-Sl 53.27 21.03 ¡ 39.00 23.75 57.16 19.60
PM 2 62.78 15.94 66.68 17.07 46.19 19.02 64.33 13.37
‘‘0 6 55.25 19.71 47.27 21.66 38.67 26.00 52.21 19.02
PM 1 50.91 20.65 46.81 21.11 35.92 24.74 49.49 18.63
PM 2 59.60 18.20 47.73 22.74 41.42 27.57 54.94 19.02
OP 3x3 57.04 20.11 51.66 20.10 ¡ 39.54 23.58 55.52 18.73
MC 4 56.29 10.10 53.11 20.65 ¡ 38.99 23.12 55.53 18.61
PM 55.78 15.08 52.38 18.88 37.23 23.37 54.64 14.89
-PM 56.80 24.53 53.83 21.88 40.76 23.33 56.43 21.68
XC 6 57.78 20.34 5-0.21 19.70 40.08 24.31 55.51 18.86
PM- 1 54.14 25.49 45.76 23.56 . 37.75 25.68 51.64 23.41
¡ PM 2 61.43 13.10 54.66 14.12 ¡ 42.41 23.28 59.39 11.56
Tabla 9.8. Medias y desviaciones típicas de las tres dimensiones de carga en cada una de las
combinaciones inuasujelo. DM=Demanda mental: DT=Demanda temporal: DEvUemanda física;
CP=Gomplejidad perceptiva: NC=Número de causas: PM=Probabiidad de ocurrencia de la suluciót,
(l=Alta; 2=Baja).
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9.3.4. Diferencias individuales
Para examinar el efecto de las diferencias indi~’iduales sobre las medidas de
ejecución, se realizó un análisis de regresión múltiple, para cada una de las variables
dependientes, sicuiendo el método Síepwise. En este análisis se incluyeron como
posibles variables predictoras la puntuación en el Test de Figuras Ocultas (FO), la
obtenida en la prueba de razonamiento del PMA (R), y las tres variables de
personalidad del cuestionario EPI, neoroticismo (?‘~EU), extroversión (EXT) y
sinceridad (SLN) (ver TabÁs 7 y 8. apéndice 3).
Para el tiempo de urea, entraron a formar parte de la ecuación la punniación
en razonamiento [7= -2.762, p<O.Ol] y la extroversión [7=’ 3.164. p<0.OOS; R2=
0.04970; R1 ajustada= 0.04371].
En cuanto a la variable criterio “isómero de datos observados”, únicamente
resultó como variable predictora la punruaciótí en razonamiento [7—., ?06 po0.05;
R5= 0.01645; R2 ajustada= 0013351.
Ninguna de las variables resulté predictora dcl número de acienos.
RO R EX?
¡¡
.0341
.0370
.
.1638’
iflsY tE -.0112
—.0363 —.0360
Tabla 9.9. Matiz de correlaciones entre las sanables predictoras y cada una de las
medidas de la ejecución (‘IT=Tiempo de tarea: ND=Niimero de datos observados;
NA=Número de aciertos). Un * indica significación para p<O.Ol, y dos ~ para
nc0’001.
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La tabla 9,9. muestra que solamente se obtuvieron correlaciones significativas,
aunque no elevadas, entre el neurorícísmo, el razonamiento y el tiempo requerido para
realizar la tarea. El signo de las correlaciones indica que los sujetos introvertidos con
alta capacidad de razonamiento necesitarían menos tiempo para realizar la tarea.
9.3.5. Feedback como factor de anrendizaje
El análisis de la figura 9.8b muestra que, al igual que en el experimento
antenor. no se puede hablar del tipo de feedback como factor de aprendizaje. Sin
embargo, en este caso, parece observarse una tendencia no muy clara a mejorar la
ejecución a medida que discurren los ensayos, cuando el fee.dback sólo informaba de
que la respuesta era o no correcta (figura 9.8a), mientras que el informar a los sujetos
de cual era la respuesta correcta produciría una disminución en el número de aciertos.
De todas formas esta tendencia es muy poco clara y no significativa. De igual forma,
permite observar que no hubo diferencias en el número de aciertos en función del tipo
de feedback. como ‘-a se puso de manifiesto en el MANOVA realizado.
4.
-
: ~. .~. + • +4
’’
—trEo’ ‘4’’ AtED
Figura 9.8.. Representación
ce :a t-endencia de los datos
mostrados en la figura 9.Sb.
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D
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E ,,~• ‘A.8,6 • t
A
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y. ‘.~-•‘ .4
0 +$ 4-
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1 48
FEED 1 -A—’ FEED 2
Figura 9.Sb. Nvpero neto de aciertos en cada uno
de los ensayos, sepúr. el cipo de feedback
proporcionado. Feed ¼ Peso-vasta rorrecta; Oecd 2”
~..rrecto/t. o correcto.
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9.4. DISCUSION
En este experimento se pretendía, principalmente, analizar los efectos de la
presión temporal sobre la ejecución y sobre lo carga. En este sentido, los resultados
indicaron que tanto el tiempo de tarea con,o el número de acienos, principales
medidas de la ejecución, se veían afectados por el factor de presión temporal. Sin
embargo, el efecto de este factor no fue significativo para el número de datos
observados. Por otro lado, las medidas de carga no se vieron significativamenta
afectadas por la inclusión de la presión temporal.
Se encontraron interacciones altamente significativas entre la presión temporal
y los factores de complejidad (perceptiva y de solución del problema), sobre las
medidas de la ejecución. Este resultado, unido a los encontrados para las variables de
complejidad perceptiva y de solución del problema. confinna la hipótesis relativa a
la visión de la presión temporal como un factor más de dificultad de la urea, pero no
como la única ni la mayor fuente de complejidad.
Además, aunque los niveles globales de carga subjetiva fueron generalmente
superiores b¿jo condiciones depresión temporal. la diferencia no fue significativa. Por
contra, los factores que tuvieron una mayor incidencia sobre la carca fueron aquellos
relativos a la complejidad, tanto perceptiva como de solución del problema. Por tanto,
en cono-a de la opinión de algunos autores como Senders (1979), Phillip. Reiche y
Kirchner (1971). Schmidí (1978)0 Hacker. Plath. Richter y Zimmer (1978), la carga
percibida por los sujetos no está esencialmente determinada por la presión temporal.
De forma que la evaluación de la carga subjetiva asociada a la tarea debería tener en
cuenta además otros aspectos diferentes a los puramente temporales (Morav, 1982).
En cuanto a la ejecución, parecen confirmarse las previsiones. El tiempo
necesitado por los sujetos para emitir su diagnóstico fue significativamente menor en
prácticamente todos los ensayos (ver tabla 9.1) , sin embargo la presión temporal
aumentó el número de diagnósticos incorrectos emitidos. Además, el número de datos
observado por los sujetos aumentó con la presión temporal, aunque no
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significativamente. Estos resultados confinnan que la probabilidad de localizar el
componente que faila decrece con el tiempo disponible, debido a la mayor dificultad
para interpretar los valores de las variables que representan el estado del sistema (Ben
Zur y Breznitz, 1981; Wohl, 1981; Zakay y Wooler, 1984).
Por otro lado, el tiempo necesario para realizas la tarea y el número de datos
observados, aumentaron con el número de elementos del display, aunque esto no
originó un mayor número de aciertos. Al igual que en el experimento anterior, estos
resultados indican que los sujetos utilizaron una estrategia topográfica de búsqueda de
información. Si la elección del tipo de estrategia está guiada por el criterio de mínima
resistencia, el cual hace que sujetos inexpertos elijan la estrategia topográfica frente
a la sintomática para reducir los niveles de carga (Rasmusaen, 1981; Rouse, 1981),
tiene sentido pensar que bajo presión temporal el deseo de reducir los niveles de carga
será aun más fuerte, y por tanto la elección de la estrategia topográfica será más
frecuente.
Sobre el tiempo necesitado para emitir el diagnóstico no se encontraron efectos
simples significativos de los factores de complejidad de solución del problema, los
cuales si fueron sicoificativos en el experimento anterior, pero si de la complejidad
perceptiva (llenneman y Rouse, 1984; Monis y Rouse, 1985). Este resultado refuerza
la idea de que bajo condiciones de presión temporal la preferencia por el uso de la
estrategia topográfica aumenta.
La utilización de la estrategia topográfica genera un alto nómero de errores,
que aumenta bajo condiciones de presión temporal. Los sujetos buscan la mayor
cantidad de información, aunque esta sea totalmente irrelevante para el diagnóstico,
y no dedican el tiempo suficiente para procesaría. Este hecho ha sido puesto de
manifiesto en los estudios realizados sobre diversos accidentes ocurridos en la realidad
(por ejemplo en Tbree Mile Island) como el factor de error humano más frecuente en
situaciones de emergencia y alto riesgo, que requieren que el operador ernita un
diagnóstico conecto del sistema en un período de tiempo muy breve (Maddos y
Brickexy, 1982).
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En este experimento, las medidas de diferencias individuales fueron aun menos
predictoras de la ejecución que en el anterior. Sólo se encontraron correl’aciones
pequeñas pero significativas entre el nivei de razonamiento y la extroversión con el
tiempo requerido pa.a realitar la tarea (ver tabla 9.9). En cuanto a: estilo cognitivo
DIC. parecen confirmarse los resultados encontrados en el experitoento ar:erior. En
resumen, estas resultado parecen indicarque bajo presión temporal estas características
de los individuos son aún níenos relevantes.
En relación a la carga subjetiva, en prLicipio no se encontraron diferencias
significativas debidas a la presión temporal. Sin embarco, se encontaron Ihctores
significativos diferentes a los del experimento anterior. En este sentido, mientas que
en el experimento anterior el indice global de carga subjetiva resultó Inicamense
afectado por la complejidad de solución del problema (establecida en función de la
probabilidad de ocurrencia de la solución), alanra, bajo condiciones de presión
temporal. fue la complejidad perceptiva la que tuvo un mayor efecto sobre la carga
global percibida por los sujetos (Sperandio, 1978). Este cambio no restaba
sorprendente si tenemos en cuenta que cuando los suietos utilizan mayotitariarnente
la estrategia topográfica, la carga está fundamentalmente determinada por el número
de elementos del display.
En resumen, parece que bajo condiciones de presión temporal. se alianza el uso
de la estrategia de búsqueda topográfica, y que a medida que el sujeto se encuentra
con más fuentes de información, observa un mayor número de datos relativos al
funcionamiento del sistema (aunque sean totalmente irreletanres para el diagnóstico
y para su confirmación), pero sin poder dedicar el tiempo suficiente al procesamiento
de los mismos, lo que se traduce en un aumento de los errores y de los sentimientos
de carga.
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10.1. INTRODUCCION
En diversas investigaciones se han discutido los efectos sobre la ejecución y
la carga del tipo de código de la información presentada. La mayor parte de tilas
distinguen entre información numérica y gráfica pero muy pocas (Boles y Wickens,
19S~), dentro de la Ergonomia, comparan los displays num¿ricos con los verbales.
Por otro lado, autores como Gaflwey (1982)0 Morrison y Duncan (1988), entre
otros, han mostrado como frente a medidas de capacidad general, de todas las
características o habilidades individuales, las que tienen una mayor relación con la
ejecución son aquellas que se relacionan directamente con la tarea específica con la
que se enfrentan los sujetos.
En este sentido, dado que no se encontraron importantes efectos de las
variables individuales utilizadas en los experimentos anteriores, se pensó que, debido
a que la taita requería una respuesta manual y el use de un ratón, quizís la habilidad
manual necesaria para manejar correctamente este aparato podía tener efectos sobre
el nivel de ejecución y. por tanto sobre los resultados encontrados.
Por estas razones, en este experimento las medidas de razonamiento, DIC y
personalidad de los anteriores, fueron sustituidas por una medida de la habilidad
manual inicial de los sujetos con respecto al manejo de este instrumento.
Los objetivos principales que guían este experimento son los sigt,ientes:
1. Analizar las posibles diferencias en ejecución y carga percibida debidas al cambio
en el tipo de información presentada. En anteriores experimentos la información era
numérica, mientras que en este fue verbal.
2. Establecer en qué medida la ejecución está afectada por las diferencias individuales
en la habilidad manual requerida para el manejo del ratón.
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En relación a estos objetivos se pueden eswb~ecer las siguientes hipótesis:
1 No se espera encontar diferencias en la ejecución debidas al cambio de
infonnacién numérica a verbal.
2. Se espera que principalmente la medida global de carga subjetiva y la estimación
de la demanda mental se vean afectadas por el cambio en el tipo de información.
Debido a la escasa formación técnica de os sujetos que participaron en este
experimento, se espera que la información verbal disminuya los niveles de carga
percibida.
3. Se espera que la habilidad de manejo del ratón entre en la ecuación de regresión
para predecir la ejecución, con mayor 7oder prediesNo que las medidas de nivel de
razonamiento, DIC y personalidad, utilizadas en los experimentos anteriores.
10.2. METODO
10.2.1. Sujetos
En este experimento participaron 15 sujetos estudiantes de Psicología, con
edades comprendidas ente los =0y los 25 años, de los cuales 4 fueron varones y 11
mujeres. Todos ellos recibieron un aumento de 0,25 puntos en la nota final de una de
sus asignaturas del curso.
10.2.2. Diseño
El diseño fue un factorial 2x2x2 de medidas repetidas. Los tres factores
utilizados fueron los mismos que en los experimentos anteriores, pero los cuatro
niveles del factor de complejidad perceptiva fueron reducidos a 2 (4x3 vs. 3x31. La
variable irrelevante para el diagnóstico (número de reparaciones) fue eliminada de
todos los ensayos.
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Las variables de DIC, personalidad y razonamiento fueron sustituidas por el
tiempo tardado en realizar un test de movimientos y los errores cometidos durante el
mismo.
Las variables dependientes utilizadas en los análisis, fueron las mismas que en
los experimentos anteriores.
10.2.2. Tarea y Procedimiento
Básicamente la tarea y el procedimiento fueron los mismos que en los
experimentos anteriores. Sin embargo, y debida a los cambios en el diseño, los
ensayos que formaban la prueba fueron reducidos a 20. Además, en este experimento
se utilizó información de tipo verbal para representar el estado del sistema. Los
valores numéricos de los experimentos anteriores fueron sustituidos por las palabras~
noto/a. bajo/a, medio/a, alto/a y excesivo/a.
Como en el experimento anterior, los sujetos dispusieron de 30 segundos pan
realizar cada ensayo.
Los tests de DIC. personalidad y razonamiento fueron sustituidos por una
prueba de manejo del ratón. Esta era una prueba en la que únicamente apaircía sobre
la pantalla del ordenador un matriz de 16 celdillas (4x4) totalmente vacías. En primer
lugar el sujeto debía ir pasando por dentro de las celdillas (abriéndolas), primero en
vertical y después en horizontal. Seguidamente, el sujeto debía haca un recorrido con
el ratón similar al anterior, pero en este caso pasando el cursor ente casillas, sin que
estas se abrieran (primero en vertical y después en horizontal). Como medidas de la
ejecución en esta prueba se registraron el tiempo total necesitado por el sujeto para
completar estos recorridos, así como el número de errores que habla cometido.
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10.2.4. Instrumentos
Pan la presentación de las instrucciones y demás aspectos del experimento, así
como para la realización de la prueba de manejo del ratón. se utilizó un ordenador
PC4XT con disco duro y un ratón GM-6 PC Mouse. Al igual que en las demás
ocasiones, el experimento y la prueba de manejo dcl ratón fueron generados y
controlados mediante el programa Mouselab System versión 4.2 (Johnson, Payne,
Schkade y Betanan. 1989), el cual también se encargo de la recogida de los datos.
10.3. RESULTADOS
10.3.1. Comparación entre tinos de información
En primer lugar, y con el fin de determinar las posibles diferencias sobre la
ejecución y sobre la carga subjetiva de los dos tipos de información (numérica y
verbal), se realizó un MANOVA con los datos de este experimento más los de 15
sujetos seleccionados aleatoriamente del experimento anterior (N=30), para cada una
de las variables (ver Tablas 1 y 2. apéndice 4).
El tipo de información no tuvo ningún efecto significativo (ni simple, ni de
interacción) sobre las medidas de ejecución (tiempo de tarea, número de aciertos y
número de datos observados). Igualmente, no se encontró ningún efecto significativo
de la interacción entre el tipo de información y los factores intrasujeto (complejidad
perceptiva, número de soluciones posibles del problema y probabilidad media estimada
de la ocurrencia de la solución).
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Sin embargo, la figura 10.1 muestra como en todos los casos, excepto para la
combinación 442. el tiempo requerido para realizar la tarea fue menor cuando la
informactón era verbal. Aunque esta diferencia no fue estadlsticamente significativa,
parece haber una clara tendencia a la reducción del tiempo de tarea citando el input
de información es verbal.
La figura 10.2. muestra que el número de acienos no vario sistemáticamente
en función del tipo de información presentada, sino que las variaciones en el número
de aciertos se debieron a los factores de complejidad de la tarea. Por tanto, ambos
tipos de información proporcionaron, en general, similares niveles de fiabilidad
humana. Este mismo resultado aparece en la figura 10.3 para el número de datos
observados.
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Figura 10.1. Tiempo medio de Figura 10.2. Número medio de
tarea (sg.) en cada aciertos en cada cotr~inación
combinación según el tipo de según el tipo de información
información presentada, presentada.
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— ~UMfRCA JEdAd.
Figura 10.3. Número medio de
datos observados en cada
combinación según el tipo de
información presentada.
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En cuanto a las medidas de carga, el efecto simple del tipo de información
resulté significativo sobre el Indice global de carga [F(l ,28)= 4.57, p<O.05], y sobre
la estimación subjetiva de la demanda temporal de la tarea (F(1,28)= 4.37, p<O.053.
El efecto de interacción entre el tipo de información y el número de causas
posibles de problema resulté significativo para la estimación de la demanda menad
[F(l,28)= 4.78. p.cO.O5]. La estimación de la demanda física de la tarea no se vio
afectada por el cambio en el tipo de información.
Las figuras 10.4, 10.5. 10.6 y 10.2, muestran como a pesar deque en algunos
casos, como para la estimación de la demanda mental o de la física, no se encontraron
efectos simples significativos del tipo de información, en todos los casos se
encontraron mayores niveles medios de carga cuando la información sobre el estado
del sistema se presentaba en forma numérica.
Por otro lado, la figura 10.8. muestra como el efecto del tipo de infonuación
varia en función de los niveles del factor de complejidad de solucién del problema
número de causas posibles del problema. A partir de la figura, se puede observar,
como ya se puso de manifiesto en el primer experimento. que a medida que aumenta
el número de causas posibles del problema disminuye la demanda mental percibida
por los sujetos. Este efecto se debe principalmente a que la probabilidad media de las
soluciones de los problemas con seis posibles causas es bastante más alta que la de
los problemas que tienen cuatro posibles causas.
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infornación presentada. información presentada.
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10.31. Medidas de la ejecución
Debido a que no se establecieron diferencias significativas en ninguna de las
medidas de la ejecución en función del tipo de información presentada, las medidas
de la ejecución se vieron afectadas en general por los mismos factores que en el
experimento anterior.
La tabla 10.1 muestra las medias y las desviaciones típicas de cada una de las
medidas de la ejecución, en función de las diversas combinaciones de los factores de
complejidad de la tarea, para este tercer experimento. Comparando la tabla 9.6 con la
10.1 se puede observar que no hubo grandes diferencias en las medidas de ejecución
de ambos experimentos. Al igual que en el anterior, en este experimento el tiempo de
tarea, el número de datos observados por los sujetos, y la probabilidad de cometer un
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ente, aumentaron a medida que crecía el número de elementos del display. Por oto
lado, a medida que la probabilidad de ocurrencia de la solución aumenta, la
proporción de acienos es mayor mientras que disminuye el número de datos
observados.
TT STA
Med:a ST. Mete ST. Media SS’.
TOTAL 24.72 7.94 1.04 .69 9.41 3.83
CP Sx4 25.82 7.55 1.00 .66 10.24 4.1.5
NC 4 27.83 7.41 .83 .64 10.44 3.59
PM 1 30.78 7.23 .93 .59 9.36 3.34
PM 2 24.89 6.54 .73 .70 11.53 3.61
NC 6 23.80 7.27 1.16 .64 10.03 4.70
PM 1 21.11 8.16 1.40 .63 8.40 3.95
PM 2 26.48 5.25 .93 .59 11.66 4.94
CP 3x3 23.63 8.22 1108 .72 8.58 3.32
NC 4 22.18 2.21 1.16 .69 9.06 2.89
PM 1 20.23 7.85 1.26 .70 8.26 2.69
P14 2 24.13 LAS 1.05 .23 9.86 2.94
NC 6 25.08 9.01 1.00 .74 8.10 3.68
PM 1 23.76 11.90 1.13 .91 7.03 3.71
PM 2 26.43 5.03 .rc .51 9.16 3.45
Tabla 10.1. Medias y desviaciones típicas de las medidas de ejecución en cada una
de las combinaciones ineasujeto.
Con el fin de establecer la significación estadística de los efectos de los
factores sobre las medidas de la ejecución, se realizó un MANOVA para cada una de
las variables dependientes, tomando los datos de los sujetos que participaron en este
tercer experimento (N=15). Los resultados de este análisis aparecen a continuación
(ver Tabla 3, apéndice 4).
226
10.3.2.1. Tiempo de Tarea
De forma similar a los resultados obtenidos en el anterior experimento, sobre
el tiempo de taita. resultó significativo el efecto de la complejidad perceptiva
[F(1.14)= 4.99. pCQ.05] y de las cuatro posibles interacciones entre los factores
[E(l.14)= 15.15, p.cO.005. para CPxNC; F(l.14)= 7.00. p.cO.OS.para CPxPM: F(114)=
14.37, pcO005, para NCxPM; F(l,14)= 25.10. p<O.OOI, para CPxN’CxPM).
Se realizaron comparaciones de medias ente los tiempos medios de tarea de
las distintas combinaciones CPxNCxPM por el método de Scheffé. La diferencia
crítica del contraste (8) para pc0.05 fue igual a 2.68. La tabla 10.2. muestra el valor
de T pan los contrastes que resultaron significativos. Al igual que en los anteriores
experimentos, los problemas de la combinación 141 fueron los más difíciles, en
términos del tiempo necesitado para emitir el diagnóstico.
141 142 161 162 241 242 261 262
141
142 4.7
F161 7.7 3.0
!162 3.4 NS 4.3
241 8.4 3.7 NS 5.0
242 5.3 NS 2.4 NS 3.1
[261 5.6 NS NS 2.2 2.8 NS
H62 3.5 NS 4.2 NS 4.9 NS NS
Tabla 10.1. Valor del estadístico T de Scheffé para cada contraste significativo entre
los tiempos de tarea de cada combinación formada por la complejidad perceptiva (lU
valor) (l=3x4; 2s3x3). el número de causas del problema (29 y la probabilidad de la
solución (39 (14>M alta; 2=PM baja). NS—No Significativo.
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l¡tajmente, se reaiizaro,s comparaciones entre los tiempos medios de tarea de
las combinaciones formadas por NC y PM (5=2.83. pcO.OS). La tabla 10.3. recoge los
valores del estadístico T de Scheffé para cada contraste que resulté significativo.
42. 42 61 62
41
42 NS
61 2.3 NS
62 NS NS 3.0
Tabla 10.3. Valor del estadístico T para cada contaste significativo entre los
tiempos de tarea de cada combinación de NCxPM. NS=No Significativo.
La tabla 10.4. muestra los valores del estadístico T de Scheflé que resultaron
significativos en las comparaciones de los tiempos medios de tarea en función de las
combinaciones de la complejidad perceptiva y a probabilidad media de la solución
(5=2.87, p<O.OS).
11 12 21 22 ¡
11
12 NS
21 2.9 2.8
22 NS NS 2.4
Tabla 10.4. Valor del estadístico T para cada contaste significativo ente los
tiempos de tarea de cada combinación de CPxPM. NS=No Signifificativo.
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La tabla 10.5. muestra los valores del estadístico T de Scheffé que resultaron
significativos en las comparaciones de los tiempos medios de tarea en función de las
combinaciones de la complejidad perceptiva y el número de causas posibles del
problema (5=3.82. p<O.OS).
14 16 24 26
14
16 2.3
24 3.2 NS
26 NS NS NS
Tabla 10.5. Valor del estadístico T para cada contraste significativo entre los
tiempos de tarea de cada combinación de CPXNC, NS=No Significativo.
10.3.2.2. Aciertos
No se encontraron efectos significativos de ninguno de los factores ni de sus
interacciones, sobre la medida del número de aciertos. Todo parece indicar que la no
significación del factor probabilidad ocurrencia de la solución” LF(l,14W3.22,
p~O91. se debe únicamentea la reducción en el tamaño de las muestras con las que
se realizaron los análisis de este experimento y el anterior.
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10.31.3. Número de datos observados
En cuanto al número de datos observados por los sujetos para emitir su
diagnóstico. resulté significativo el efecto de la complejidad perceptiva [F(l.14)=
30.92, pcOOOl] y de la probabilidad media de la solución [F(ll4)= 13.99, pcO.OOS].
En conclusión, estos análisis permiten concluir que el patrón de resultados
encontrados, para las u-es medidas de ejecución con información verbal, es muy
similar al encontrado utilizando información numérica. Sin embargo, la reducción en
el tamaño mnuesual provocó que algunos efectos no fueran significativos.
10.3.3. Medidas de la carga subjetiva
Debido a que se encontraron diferencias significativas en función del tipo de
información presentada, para algunas de tas medidas de carga subjetiva, se realizó un
MANOVA para cada una de ellas con los factores de complejidad del problema
(perceptiva y de solución del problema). a partir de los datos de este tercer
experimento (N=15). Los resultados de estos análisis se muestran a continuación (ver
Tabla 4. apéndice 4).
10.3.3.1. Indice global de carga subjetiva
Este análisis reveló que el indice global de carga estaba afectado por la
probabilidad media de la solución [F(l.14)= 7.35, p<O.OS1, y por la interacción triple
ente los factores (F(1,14)= 14.27, pco.O05].
=30
10.3.3.2. Dimensiones de carga subjet¡va
En relación a las estimaciones de la demanda met,tal, resulté significativo el
efecto simple de la probabilidad de la solución [F(i,14)= 13.01. p<O.0051.
En cuanto a la demanda temporal resultó significativo el efecto de la
interacción entre la complejidad perceptiva y el número de causas posibles del
problema fF(l.14)= 5.70. p.cO.051, y el de la triple interacción (F(1,14W 5.38. p<O.051.
Se realizaron comparaciones entre las estimaciones medias de la demanda
temporal, por el método de Sheffé, de las combinaciones CPxNC (S=6.5834. pd.OS).
Ninguna de las diferencias resultó significativa.
La tabla 10.6. muestra los valores del estadístico T de Scheffé que resultaron
significativos en la comparación de las medias de las estimaciones de la demanda
temporal de cada combinación CPxNCxPM (8=6.8465. pcO.OS).
.41 142 163. 162 241 242 261 262
¡141
~142 NS
2.8 NS
162 NS NS 2.5
‘241 3.5 2.5 Nc
242 NS NS NS NS NS
261 NS NS NS NS NS NS
I262 NS NS NS NS 2.6 NS NS
Tabla 10.6. Valor del estadístico T para cada contaste significativo ente las
estimaciones de la demanda temporal de cada combinación CPxNCxPM. NS=No
Significativo.
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La demanda física sólo resultó afectada por el efecto de la tiple interacción
ente los factores [F(l.14)= 8.86, p<liJl5]. La tabla 10.7 muestra los valores del
estadístico T de Scheffé para los contrastes de medias de la combinación CPxNCxPM
que resultaron significativos (5=4.0335, pcO05).
141 142 161 162 241 242 261 262
141
142 3.2
161 2.6 NS
162 NS 2.7 NS
241 3.3 NS NS 2,7
242 2.2 NS NS NS NS
261 NS NS NS NS NS NS
262 NS NS NS NS NS NS NS
Tabla 10.7. Valor del estadístico T para cada contraste significativo entre las
estimaciones de la demanda física de cada combinación CPxNCxPM. NS=No Signif.
La tabla 1(1.8 muestra las medias y desviaciones típicas de las estimaciones de
cada una de las dimensiones de carga (DM, demanda mental: DT, demanda temporal
y DF, demanda física) y del índice global de carga subjetiva, en función de los
distintos niveles de los factores intrasujeto.
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Media ST. Media ST. Media ST. Media ST. ¡
TOTAL 53.91 15.04 48.61 14.79 33.91 16.41 50.10 14.51
Op 3x4 54.42 14.73 49.92 14.73 34.42 17.18 50.95 14.27
NC 4 56.47 14.58 51.67 15.33 34.41 15.51 52.98 14.18
PM 1 52.87 14.52 53.18 15.17 37.45 14.74 52.51 13.33
PM 2 60.07 14.20 50:6 15.36 31.36 16.16 53.46 15.44
NC 6 52.37 14.34 48.17 14.16 34.44 18.97 48.91 14.30
PM 1 47.06 14.55 44.19 14.23 32.53 18.25 44.55 14.25
PM 2 57.68 13.52 52.14 13.38 36.36 20.11 53.27 13.41
OP 3x3 53.41 15.45 47.31 14.86 33.39 15.73 43.25 14.81
XC 4 54.33 16.12 45.39 14.33 32.28 17.06 48.79 15.32
PM 1 49.60 17.77 42.11 16.63 31.32 18.91 45.13 16.06
PM 2 58.85 13.35 48.67 12.49 33.24 15.59 52.45 14.12
NC 6 52.49 14.96 49.21 14.88 34.50 14.49 49.71 14.54
PM 1 50.56 17.79 47.86 18.34 34.17 14.46 48.53 17.48
PM 2 54.39 11.81 50.57 10.90 34.82 15.02 50.89 11.37
Tabla 10.8. Medias y desviaciones típicas de las medidas de carga subjetiva en cada una de las
combinaciones innasujeto.
10.3.4. Diferencias Individuales
Con el fin de determinar el efecto de las diferencias individuales iniciales en
cuanto al manejo del ratón, sobre el nivel de ejecución alcanzado, se realizó un
análisis de regresión múltiple, por el método Stepwise. para cada una de las medidas
de ejecución, a partir del número de errores cometidos en la realización de la prueba
de manejo del ratón ~‘ del tiempo tardado por los sujetos en realizarla (ver Tablas 5
a 7. apéndice 4).
Las dos variables predictoras entraron a formar parte de la ecuación de
regresión para el tiempo total de tarea [1=2.981,p4lOO5, para el número de errores,
y 1= 4.121, p.c(1.0005. para el tiempo; R’= 0.22839; R’ ajustada= 0.21520).
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En cuanto al número de datos observados para emitir el diagnóstico, solo entró
a formar parte de la ecuación de regresión el tiempo tardado en realizar la prueba de
manejo del ratón [T= -3.415, pcOOOl: R’= 0.08993; R2 ajustadar 0.08222J, quedando
fuera de la ecuación el número de errores cometidos en dicha prueba.
De igual forma, sólo el tiempo tardado en realizar la prueba fue predictor de
la variable criterio “número de aciertos’ [T=-2.584. p<005; Rí= 0.05357; R2
ajusrada= 0.045551.
Apartir de la tabla 10.9 se observa como el tiempo necesitado para realizar la
prueba de manejo del ratón correlacionó muy significativamente con todas las medidas
de la ejecución, mientas que el número de errores cometidos en la prueba solo
correlacionó con el tiempo de tarea. El signo de las correlaciones indica que a medida
que los sujetos requerían menos tiempo para realizar la prueba de manejo del ratón
y cometían menos errores en ella, necesitaban menos tiempo para realizar la taita
experimental. Por otro lado, a medida que la habilidad de manejo del ratón era menor,
los sujetos emitían menor número de diagnósticos correctos y observaban un menor
número de fuentes de información.
¡ ¡ N’ errores Tiempo
TT .4121~ .3412”
ND - .1402 — .2999”
STA — .0964 — .2315*
Tabla 10.3. Matriz de correlaciones ente las variables predictoras y las
medidas de la ejecución (lTsTiempo de tarea;ND=Número de datos
observados:NA=Ntimero de acienos). Un * indica signif para peOCí, y dos
para peO.OOl.
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10.4. DISCUSION
Como se había previsto, no se encontraron diferencias significativas en la
ejecución entre el grupo de sujetos que utilizaron un display digital <numérico) y los
que utilizaron el display verbal. Sin embargo, en general y no significativamente. el
tiempo requerido para realizar la tarea fue menor cuando la información era verbal.
Por otro lado, el efecto del tipo de información se puso de manifiesto en la
medida global de carga y en la estimación de la demanda temporal. La estimación de
la demanda mental resultó afectada por el efecto de la interacción entre el tipo de
información y el número de causas posibles del problema. Sin embargo, la estimación
de la demanda física no resultó significativamente afectada por el tipo de información,
ni por su interacción con los demás factores.
De forma muy similar al resultado encontado en el primer experimento, el
índice global de carga subjetiva resultó afectado por la probabilidad de ocurrencia de
la solución y por la triple interacción entre los factores de complejidad de la tarea.
Sobre la estimación de la demanda mental sólo resultó significativo el efecto de la
probabilidad de ocurrencia de la solución. La estimación de la demanda temporal se
vio afectada por los efectos de la complejidad perceptiva y del número de causas
posibles del problema, así como por la triple interacción entre los factores, mientras
que sobre la estimación de la demanda física de la tarea sólo resultó significativo el
efecto de la triple interacción.
En cuanto a las diferencias individuales se encontraron correlaciones
significativas entre el tiempo requerido para realizar la prueba de manejo del ratón y
las tres medidas de la ejecución. Tanto el tiempo requerido para realizar la prueba de
manejo del ratón como el número de errores cometidos en ella fueron predictores, y
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explicaron algo menos del 23% de la varianza. del tiempo requerido para reaMza.r la
tarea de diagnóstico. Sin embargo. sólo el tiempo necesitado para completar la prueba
de manejo del ratón entró en las ecuaciones de regresión para predecir el número de
aciertos y el número de datos observados, y en ambas su poder predictivo fue pequeño
(no llegaba a explicar el 6% y el 9% de la varianza respectivamente).
Aunque deforma no significativa, en general el tiempo de diagnóstico mejoró
con la presentación verbal de la información. Sin embargo, no se cometieron menos
diagnósticos incorrectos, ni parece quc se modificaran en gran medida las eslrategias
de búsqueda de información utilizadas. Por tanto, estos resultados no permiten hablar
de una mejora de la ejecución general de los sujetos cuando los inputs visuales de
información son verbales.
Sin embargo, aunque la ejecución no mejoró. si se produjo una clara reducción
en los niveles de carga percibida por los sujetos. Los niveles de carga subjetiva fueron
muy similares a los obtenidos para el primer experimento. el cual se diferencia del
segundo solamente en la ni limitación del tiempo disponible para realizar la tarea. Este
resultado podría indicar que cuando la información se presenta en un fonnato verbal
y bajo condiciones de presión temporal. los niveles de carga percibida por los sujetos
se asemejan a los percibidos en situaciones de no presión temporal y con información
de tipo numérico. Por santo, el efecto de la presión temporal sobre la carga subjetiva
quedaría compensado por la presentación verbal de la información.
En consecuencia, a la horade elegir entre dos diseños de display alternativos,
uno numérico y oto verbal, sería preferible el verbal ya que en situaciones de
emergencia que requieren un diagnóstico preciso y rápido del fallo del sistema, se
alcanzarán los mismos niveles de acierto pero disminuirá el tiempo requerido para el
diagnóstico y los sentimientos de carga. La reducción en los niveles de carga
redundará en un aumento de la aceptaciÓn del display por parte de los operadores.
Por otro lado, y como en los experimentos anteriores, el aumento en el número
de elementos del display y la disminución en la probabilidad de ocurrencia de la
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solución produjeron incremenlos en el tiempo requerido para el diagnóstico y en el
número de datos observados por los sujetos. Al igual que en los experimentos
anteriores, esto indicaría que los sujetos modificaron el tipo de estrategia de búsqueda
de información de una sintomática a otra topográfica, a medida que transcurría cada
uno de los ensayos, con el fin de reducir la carga sobre la memoria de trabajo (Brooke
y Duncan, 1981, 1983; Rouse, 1981; Rousc y Rouse. 1984; Rasmuasen. 1981).
Además, en este experimento también se confirmé la tendencia de los sujetos a utilizar
un mayor número de información a medida que aumenta el número de fuentes de
información, aunque esto no se traduzca en un mayor número de diagnósticos
correctos (Dawes, 1979; Dawes y Corrigan, 1974; Hayes, 1964; Oskamp, 1965;
Schroeder y Benbassat, 1975; Wright, 1974 ).
En cuanto a las medidas de capacidad individual, los resultados de este y
anteriores experimentos confm-nan la idea deque de todas las habilidades individuales,
aquellas que tienen una mayor relación directa con la tarea concreta que se ha de
realizar, son las más predictoras de la ejecución (Demaree, aowder y Morrison, 1955;
Gaflwey, 1982; Highland y col,, 1956: Morrison y Duncan. 1988). Mientras que, en
los experimentos anteriores, las medidas de capacidad general, de dependencia-
independencia de campo y de personalidad no llegaron a explicar el 9% (en algunos
casos no superaba el 2%) de la varianza. en este experimento, el 22.8% de la varianza
del tiempo de diagnóstico se debió a la variación en el tiempo necesario para realizar
una prueba de manejo del ratón y al número de errores cometido en la misma.
En este sentido, los sujetos con mayor habilidad de manejo del ratón (tardaron
menos tiempo y cometieron menos errores en la prueba) necesitaron menos tiempo
para realizar la tarea de diagnóstico, observaron más fuentes de información y
emitieron un mayor número de diagnósticos correctos.
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CAPBTULO 111. BFRCXS DX LA ?IBSSNTACDH GRPSiCA 13
LA riFORMAOCN Y DX LA E~C~CDUCQIDN DX UNA TA]RXA
SXCUNDARZA
11.1. [S’TRODUCCION
Una gran línea de investigación dentro de la Ergonomía Cognitiva. se cenan
en las diferencias que sobre la ejecución y la carga tienen lugar cuando se utilizan
displays gráficos y digitales o alfanuméricos.
En este sentido, la mayoría de los investigadores han encontrado mejoras en
el tiempo necesitado para realizar la tarea cuando la información se presenta
gráficamente (Boles y Wickens, 1987: Coury y Pietras, 1989; Schwartz y Howell,
1985). Además, autores como Eberts (1987) concluyen que la presentación gráfica
de la información reduce los niveles de carga.
Sin embargo, autores como Remington y Williams (1986), encontaron que
debido a la alta similaridad innagrupo de los símbolos gráficos, los displays numéricos
producían mejoras en la ejecución.
En todas estas investigaciones se pone de manifiesto la importancia que sobre
los resultados obtenidos tiene el tipo de tarea que se esté realizando, lo cual impide
que se puedan extraer conclusiones generales sobre cual de los dos tipos de display
es superior. En general. parece que la mejor representación del sistema viene dada por
un display de tipo múltiple. en el que la misma información es presentada tanto
gráfica como digitalmente (Courv y Piaras. 1989), ya que esta presentación
redundante de la información suminiso-a evidencia confirmatoria a los sujetos, que se
traduce en una mejora de la calidad de la ejecución.
Otra de las conclusiones obtenidas en este sentido, hace referencia a la
superioridad del display gráfico en aquellas tareas que requieren una visión global o
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de conjunto del sistema. Sin embargo, cuando la tarea requiere la observación de cada
una de las fuentes de información del display por separado para poder identificar la
causa del fallo, los displays digitales producen niveles de ejecución más elevados
(Casey, 1987; Coury, Boulene y Smith. 1989).
Los displays gráficos más utilizados son los diagramas de barras (Boles y
Wiclcens, i987; Barnett y Wickens, 1988; Buttigieg y col., 1988; Coury, Boulerte y
Smith, 1989; Couty y Purcelí, 1988). Utilizando taitas de diagnóstico de fallos del
sistema, el grupo de Coury (Coury, Boulette y Smith, 1989: Couiy y Purcelí. 1988)
y Buuigieg y colaboradores (1988). ente otros, han encontado que el display de
gráfico de barras puede ser un formato muy versátil, y es la mejor elección para
mostrar datos correlacionados y multidimensionales cuando el rango de incertidumbre
sobre el estado del sistema es alto.
Por estos motivos, a diferencia de los anteriores, en este experimento se
utilizaron gráficos de barras horizontales para representar el estado de cada
componente del sistema.
Por otro lado, otro de los objetivos de este experimento hace referencia a los
efectos de la inclusión de una tarea secundaria. Siguiendo el modelo de múltiples
recursos (Wickens, 1984) el hecho de que dos tareas puedan ser realizadas a la vez
sin que se produzcan decrementos en la ejecución implica que ambas demandan
recursos de naturaleza diferente. Por contra, cuando ¿os tareas demandan recursos
comunes, la ejecución conjunta de ambas producirá menores niveles de ejecución en
la tarea primaria (Navon y Gopher, 1979: Norman y Bobrow, 1975: Oopher y Sanders,
1984: Sanders. 1983; Wickens. 1980. 1983. entre otros).
240
Cuando dos tareas demandan recursos de naturaleza diferente, los niveles de
carga, medida por el procedimiento de tarea secundaria, no se ven afectados. Sin
embargo, se han encontrado que frecuentemente las medidas de la ejecución y las
medidas subjetivas de carga disocian (Derrick, 1981, 1988: Eggemeier, Crabiree y
Reid, 1982; Henon, ¡980: Vidulich y Wickens, 1986: Wickens y Yeh, 1983; Yeh y
Wickens, 1988).
De este modo, con el fin de comprobar si la estructura de recursos demandados
por la tarea prusiana era aquella que en principio se asumía, en este experimento se
introdujo una tarea secundaria que demandaba recursos de naturaleza distinta a los de
la primaria Si la inclusión de la tarea secundaria reduce los niveles de ejecución,
ambas demandarían los mismos recursos. En caso contrario ambas tareas podrían ser
realizadas a la vez sin peujuicio de la ejecución de la tarea primaria porque sus
demandas serían, como se espera, diferentes.
Por otro lado, debido a las disociaciones encontradas entre las medidas de
ejecución y las de carga subjetiva, las estimaciones subjetivas de la carga mental de
la tarea primaria podrían verse afectadas por la inclusión de la secundaria
independientemente de que esta afecte o no al nivel de ejecución.
Los objetivos principales de este cuarto y último experimento fueron los
siguientes:
1. Analizar las posibles diferencias en la ejecución y la carga subjetiva debidas al tipo
de información presentada (alfanumérica y gráfica).
2. Establecer, mediante la inclusión de una tarea secundaria, el tipo de recursos
demandados por la tarea primaria.
3. Analizar en qué medida la valoración subjetiva de la carga se ve afectada por la
inclusión de una tarea secundaria, que en principio no comparte recursos con la
primaria.
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En relación a estos objetivos se establecen las siguientes hipótesis:
1. Se espera encontrar diferencias en ejecución y carga debidas al tipo de información
presentada. Siguiendo a Couty y Pietras (1989) se espera que la información gztfca
reduzca el tiempo necesario para realizar la tarea, y que por tanto se produzcan
menores niveles de carga subjetiva (Eberis. 1987).
2. Debido a que ambas tareas demandan en principio recursos diferentes, se espera que
la inclusión de la tarea secundaria no tenga efectos significativos sobre la ejecución,
ni sobre la carga subjetiva, de la tarea primaria (Wickens, 1984).
11.2. METODO
11.2.1. Sujetos
En este experimento participaron 14 sujetos estudiantes de Psicología, con
edades comprendidas entre los 21 y los 29 años, de los cuales 2 fueron varones y 12
mujeres. Todos ellos recibieron un aumento de 0.25 puntos cola nota final de una de
sus asignaturas del curso.
11.2.2. Diseflo
El diseño fue un factorial 2x2x2 de medidas repetidas. Los tres factores
utilizados fueron los mismos que en el experimento anterior. La introducción de la
tarea secundaria fue contrabalanceada entre los sujetos, deforma que la mitad de ellos
realizaron la primera mitad de la tarea primaria en condiciones de tarea dual, mientras
que para los siete sujetos restantes la tarea secundaria fue introducida durante la
segunda mitad del experimento.
Las variables dependientes utilizadas en los análisis, fueron las mismas que en
los experimentos anteriores.
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11.2.2. Tarea y Procedimiento
Básicamente la tarea y el procedimiento fueron los mismos que en el
experimento anterior. Sin embargo, en este experimento la inforniación fue
representada mediante gráficos. Los valores de los experimentos anteriores fueron
sustituidos por filas de X’s, de manera que se asemejaban a gráficos de barras
horizontales.
Corno en otros experimentos, los sujetos dispusieron de 30 segundos para
realizar cada ensayo.
La tarea secundaria consistió en atender a una grabación en la que el sujeto
debía distinguir un sonido de silbato, del ruido generado por el funcionamiento de
diversas máquinas y otros sonidos. Cuando el sujeto escuchaba el silbato debía
responder con la palabra ahora. Esta tarea demanda recursos de procesamiento
verbal, el input es auditivo y la modalidad de respuesta es oral.
En las instrucciones se indicaba al sujeto que durante la fase de tarea dual,
debía atender a ambas tareas a la vez, manteniendo los niveles de ejecución lo mejor
posible en ambas tareas.
11.2.3. Instrumentos
Para la presentación de las instrucciones y demás aspectos del experimento se
utilizó un ordenador PC}XT con disco duro y un ratón GM-6 PC Mouse. Al igual que
en las demás ocasiones, el experimento fue generado y controlado mediante el
programa Mouselab System versión 4.2 (Johnson. Payne, Schkade y Bettman, 1989),
el cual también se encargo de la recogida de los datos.
Para la tarta secundaria se utilizó un \4icro Cassette Aiwa TP~M 10.
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11.3. RESULTADOS
11.3.1. Efectos de la inclusión de la tarea secundaria
En primer lugar, se realizaron análisis de varianza con el fin de determinar el
efecto de la inclusión de la tarea secundaria, sobre el tiempo total de tarea- Como la
mitad de los sujetos realizaron la primera mitad de la tarea primaria en condiciones
de tarea dual, mientras que para la otra mitad de sujetos la tarea secundaria fue
introducida durante la segunda mitad del experimento, se realizaron ¿os análisis de
varianza, uno para la primera mitad de ensayos y otro para la segunda.
En el primer análisis se comparaba el tiempo tardado en realizar cada uno de
los diez primeros de ensayos, entre el gripo de sujetos que había realizado estos
ensayos en condiciones de tarea dual y el gripo que los había realizado en condiciones
de tarea simple.
En el secundo análisis la comparación era la misma, pero tomando como
variable dependiente el tiempo tardado en realizar los diez últimos ensayos. En
ninguno de los dos análisis el efecto de la inclusión de la tarea secundaria resultó
significativo [F(l,12) 0.03, p>ú.5. para el primer análisis: y FKI,12)= 2.43, p>O.l,
para el segundo].
La figura 11.1. muestra que prácticamente en ningún caso se produjo un
aumento en el tiempo necesitado para emitir el diagnóstico, en condiciones de tarea
dual.
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Figura 11.1. Media del tiempo de
diagnóstico (sg.> para cada ensayo,
en condiciones de tarea simple y de
tarea dual.
En segundo lugar, este análisis fue repetido para el índice global de carga
subjetiva y para las estimaciones de cada una de las dimensiones de carga. El efecto
de la inclusión de la tarea secundaria no fue significativo en ninguno de los casos
(~il).
Las figuras 11.2, 11.3 y 11.4 muestran como las estimaciones de la demanda
mental y la temporal, así como el índice global de carga, son en casi todos los ensayos
muy similares bajo ambas condiciones (simple y dual).
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Sin embargo, a partir de la figura 11.5. se observa como las diferencias en la
estimación de la demanda física son mucho más acusadas, tanto en cuanto a la
condición como en función del ensayo. Mientras que en condiciones de tarea simple
los sentimientos de carga física van disminuyendo a medida que transcurre el
experimento, bajo condiciones de tarea dual la estimación de la demanda física va
aumentando. En este punto hay que recordar que esta dimensión estaba definida por
aspectos tanto manuales o esencialmente físicos (que no fueron modificados para cada
ensayo), como por los sentimientos de frustración de los sujetos (ver capítulo 7). Por
tanto, este resultado sugiere que bajo condiciones de tarea dual los sujetos se fueron
sintiendo cada vez más molestos con la tarea, mientras que en condiciones de tarea
simple la sensación de agrado hacia la tarea fue en aumento.
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Figura 11.2. Media del indice global
de carga para ensayo, en condiciones
de tarea simple y dual.
246
16
II 36
~ 26
It
—Vs
— TAREA StIPLE 4— TARtA DUAL
Figura 11.3. Media de la estimación
de la demanda mental de cada ensayo,
en condiciones de tarea simple y
dual.
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Figura 11.4. Media de la estimación
de la demanda temporal de cada
ensayo, en condiciones de tarea
simple y dual.
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11.3.2. Erectos del t¡po de información
Para comprobar los efectos del tipo de infonnación, se realizó un MANO VA
para cada una de las medidas de ejecución (tiempo de urea, número de aciertos y
número de datos observados), utilizando los datos del segundo. del tercero y de este
experimento (para que el tamaño de las muestras de cada celdilla fuera el mismo, se
eliminó un sujeto aleatoriamente de aquellos que participaron en el experimento 2, y
otro de los que participaron en el 3).
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En este análisis el efecto simple del tipo de información no resultó significativo
para ninguna de las variables dependientes (ver Tabla 1. apéndice 5). Solamente
resultó significativo el efecto de la interacción entre el tipo de información, el número
de causas posibles del problema y la probabilidad media de ocurrencia de la solución,
sobre el número de aciertos jF(2,39)= 425, pcO.OS].
La figura 11.6. muestra el tiempo necesitado para emitir el diagnósticoen cada
combinación, en función del tipo de representación de la información. Aunque no se
encontraron diferencias significativas, la figura muestra que con la presentación gráfica
de la información, el tiempo de diagnóstico fue similar al obtenido con información
numérica. Los menores tiempo obtenidos con el display verbal parecen indicar que
este sería el más aconsejable bajo condiciones de presión temporal.
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FIgura 11.6. Medias del tienpo de diagnóstico sg.>
en cada combinacién y para cada tipo de información.
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En la figura 11.7. aparece el número medio de aciertos en cada combinación,
en función del tipo de información presentada. Solamente en un caso (combinación
462) se emitieron más diagnósticos correctos con el display gráfico. lodo parece
indicar que el error humano de diagnóstico no se debe al formato de presentación de
la información, sino solamente a las variaciones en la complejidad de solución del
problema.
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FIgura 11.7. Media del minero de aciertos para cada
combinación y cada tipo de información.
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La figura 11.8. muestra el número medio de fuentes de información observadas
por los sujetos en cada combinación y en función del formato de presentación de la
información. La figura parece indicar que con el display gráfico los sujetos necesitaron
recoger un mayor número de datos que con los demás displays, aunque esta diferencia
no fuera estadísdcamente significativa.
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Figura 11.8. Media del número de datos observado para
cada combinación y para cada tipo de informacion.
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Por otro lado, se repitió eí mismo análisis para las medidas de carga subjetiva
(índice global de carga y estimaciones de la demanda mental de la tarea, de la
temporal y de la física) (ver Tabla 2. apéndice 5). En este análisis, el efecto simple
del tipo de información solo resultó significativo para el índice global de carga
IF(2,39)= 3.24. p~.OS).
Sobre la estimación de la demanda mental de la tarea resultó significativo el
efecto de la interacción entre el tipo de información y el número de causas posibles
del problema [F(2.39)= 600, p<O.OI].
No se encontraron efectos significativos sobre las estimaciones de la demanda
temporal ni de la física.
La figura 11.9 muestra como la carga global percibida por los sujetos fue
mayor con el display gráfico que con el verbal, pero menor que con el numérico. Algo
muy similar sucedió con la estimación media de la demanda temporal (Figura 11.11).
La estimación media de la demanda mental fue muy similar con el display
verbal que con el gráfico, pero menor que con el display numérico (Figura 11.10).
Algo muy similar ocurrió con la estimación media de la demanda física (Figura
11.12).
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FIgura 11.9. Media del
indice global de carga en
función del tipo de
información.
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FIgura 11.10. Media de
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Figura 11.12. Media de la
estimación de la demanda
física en función del
tipo de información.
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FIgura 11.11. Media de la
estimación de la demanda
temporal en función del
tipo de información.
11.3.1. An6Iisis de la ejecución
Con el fin de confirmar los resultados obtenidos en los experimentos anteriores,
al igual que en ellos se realizó un MANOVA con los factores experimentales, para
cada una de las medidas de la ejecución, tiempo de tarea (TI), número de aciertos
(NA> y número de datos observados por los sujetos para emitir su diagnóstico (ND),
utilizando los datos de los sujetos que participaron en este experimento (N—14). Los
resultados de estos análisis se muestran a continuación (ver Tabla 3. apéndice 5).
11.3.1.1. Tiem~>o total de tarea
En cuanto al tiempo de tarea resultó significativo el efecto simple de la
complejidad perceptiva (F(l,13)= 5000, pcO.OS], y los efectos de la interacción entre
la complejidad perceptiva y el número de causas posibles del problema IF(l,13)=
21.38. pc0.OOl]. de la interacción entre complejidad perceptiva y la probabilidad
media de ocurrencia de la solución (F(113)= 9.27, pcO.OI). y de la triple interacción
entre los factores [F(l.13)= 830, p<O.OS].
Se realizaron comparaciones de medias entre los tiempos de tarea de las
combinaciones CNNCxPMporeI método de Scheffé (5=5.53 p<O.OS). La tabla 11.1.
muestra los valores del estadístico T que resultaron significativos para cada
comparación. Los resultados son muy similares a los de experimentos anteriores.
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141 142 161 162 241 242 261 262
141
142 3.5
161 4.4 NS
162 3.9 NS NS
241 6.1 2.6 NS 2.2
242 4.1 NS MS NS NS
261 3.5 NS NS NS 2.6 NS
262 3.3 NS NS NS 2.8 NS NS
Tabla 11.1. Valor del estadístico T para cada contraste significativo entre los tiempos
de tarea de cada combinación CPxNCxPM. NS=No Significativo.
La tabla 11.2. muestra el valor del estadístico T de Scheffé para cada contraste
realizado entre los tiempos medios de tarea de las combinaciones CPxNC (S=48929,
p~0.05).
14 16 24 26
14
-~ 2.3
24 3.2 NS
26 NS NS NS
Tabla 11.2. \‘alor de T para cada contraste significativo entre los tiempos de tarea
de cada combinación CPxNC. NS=No Significativo.
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La tabla 11.3. muestra el valor del estadístico Ide Scheffé para cada contraste
realizado entre los tiempos medios de tarea de las combinaciones CPxPM (8=4.8724,
pcQ.05).
11 12 21 22
11
12 NS
21 3.0 NS
22 NS NS NS
Tabla 11.3. Valor de T para cada contraste significativo entre los tiempos de tarea de
cada combinación CPxPM, NS=No Significativo.
11.3.1.2. Adertos
En cuanto al número de aciertos. resultó significativo el efecto simple de la
probabilidad media de ocurrencia de la sulución [F(I,13)= 12.13. pcflOOS]. También
resultaron significativas las interacciones entre número de causas y probabilidad media
de la solución [F(1.13)= 9.16. p<O.OS], así como la triple interacción [F(l.13)= 4.79.
p.CV.OS].
Se realizaron comparaciones de medias por el método Scheffé del número de
aciertos de cada combinación CPxNCxPM (S=04966, pc0.05). La tabla 11.4. muestra
los valores de T para los contrastes que resultaron significativos.
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141 142 161 162 241 242 261 262
141
142 2.8
161 NS 3.7
162 NS NS 2.2
241 NS 4.0 NS 2.4
242 3.1 NS 4.0 NS 4.3
261 NS 2.5 NS NS NS 2.8
262 NS 3.1 NS NS NS 3.4 NS
Tabla 11.4. Valor del estadístico T para cada contraste significativo entre el número
de aciertos de cada combinación CPxNCxPM. NS= No Significativo.
La tabla 11.5 muestra el valor del estadístico T de Scheffé para cada contraste
realizado entre el número medio de aciertos de las combinaciones NCxPM (S~.46l8,
p<o.05).
41 42 61 62
41
42 3.8
61 NS 3.5
62 NS 2.7 NS
Tabla 11.5. Valor de T para cada contraste significativo entre el número de aciertos
de cada combinación NCXPM. NS=No Significativo.
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11.3.1.3. Número de datos observados
El número de datos o información recocida por los sujetos antes de emitir su
diagnóstico solo se vio afectado por el efecto de la complejidad perceptiva [F(l,13)=
4.97. peDOS].
En general, el patrón de resultados en cuanto a las medidas de la ejecución es
el mismo que el encontrado en otros e’perimeníos. Por lo que se confirma que las
variaciones en ejecución se deben principalmente a las modificaciones en la
complejidad, perceptiva y de solución del problema, de la tarea.
En la tabla 11.6 aparecen las medias y desviaciones típicas de las tres medidas
de la ejecución en cada uno de los niveles de los factores de complejidad.
.1
_____ [77 [10
Media ST. Media 1 Media ST.
TOTAL 27.44 9.69 .92 .73 11.23 4.73
CP 3x4 2~ 2 -l 13 90 —~ 1 75 4 00
204 2 6 ~ 7 0 ¡ 2 ~a ofl
3 ¡ £ 04 0
0’4j ,~ ¿ 0 -63
60 o
.M~. o -~-5 ~ 4 4
‘42 o ~4 42.
cP3x3 ¿o b ~7i —c ‘Q2 03
XC 4 23 ~7 46 5 0~ 7
FMi ¿08’’ 1 0 05
PM 2 25.IT 5.90 .35 .63 j 10.67 3.39
RTC 6 27.95 2.17 1.07 .66 10.60 4.95PM 1 27.56 9.56 1.00 .67 10.17 5.19
PM 2 22.25 7.32 1.14 .66 10.03 4.38
Tabla 11.6. Medias y desviaciones típicas de las medidas de ejecución en cada una
de las combinaciones intrasujeto.
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11.3.2. Análisis ¿te La caen subjetiva
Siguiendo el mismo procedimiento que en los experimentos anteriores, se
realizó un MANOVA para la medida del Indice global de carga subjetiva, y otro para
cada una de las dimensiones de carga (mental, temporal y física), a partir de los datos
de los 14 sujetos que participaron en este experimento. Los resultados de estos análisis
se muestran a continuación (ver Tabla 4. apéndice 5).
11.3.2.1. Indice global de carga subjeti~’a
En el análisis realizado para establecer la influencia de los factores sobre el
Indice global de carga, resultaron significativos los efectos simples de la complejidad
perceptiva [F(1.13)= 6.53. p<O.O5] y del número de causas posibles del problema
[F(l,13» 8.89, pcO.05].
11.3.2.2. Dimens¡ones de la carga subjetiva
La valoración de la demanda mental de la tarea se vio afectada por la
complejidad perceptiva del sistema [F(l,13)= 4.95, pcQ.OS] y por el número de causas
posibles del problema (F(l,13)= 11.20, p<O.Ol).
De igual forma, la complejidad perceptiva y el número de causas posibles del
problema tuvieron efectos significativos sobre la valoración de la demanda temporal
[F(l,13)= 5.04, p<0.05, para la complejidad perceptiva; P(l.13)= 6.62, p<O.OS. para
el número de causasj.
En cuanto a la valoración de la demanda física de la tarea, no resalIó
significativo ninguno de los efectos simples ni de la interacción entre los factores.
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La tabla 11.7. muestra las medias y desviaciones típicas de la medida global
de carga, así como de las estimaciones de cada una de las dimensiones de carga
subjetiva, encontradas en este experimento.
Media ST. Media ST. Media ST. Media ST.
TOTAL 52.33 14.04 52.82 16.14 £0,82 18.80 31.85 25.58
CP 3x4 54.04 11.94 55.37 15.94 53.06 20.00 32.53 26.01
NC 4 55.30 16.80 57.05 16.47 54.67 21.34 32.32 26.80
PM 1 53.39 16.50 52.73 15.04 53.96 20.82 32.99 25.17
PM 2 57.91 16.80 61.38 17.24 55.38 22.62 31.66 29.27
NC 6 52.79 14.47 53.70 15.51 51.46 18.81 32.74 25.69
PM 1 51.88 16.42 53.19 16.02 51.72 22.87 34.70 27.76
PM 2 53.70 12.16 54.20 15.57 51.19 14.55 30.78 24.33
OP 3z3 50.62 15.01 52.27 16.34 48.57 17.40 31.17 25.35
PC 4 54.50 14.72 57.13 17.37 52.36 17.38 31.73 27.09
PM 1 52.37 16.80 54.63 19.19 50.06 18.88 32.00 29.33
PM 2 56.64 11.93 59.63 15.66 54.67 16.10 31.47 25.77
XC 6 46.74 14.28 47.41 13.89 44.78 16.89 30.60 23.97
PM 1 46.27 15.38 47.77 15.70 45.84 18.56 26.41 21.05
PM 2 47.22 13.08 47.05 12.42 43.72 15.67 34.79 26.69
Tabla 11.7. Medias y desviaciones típicas de las medidas de carga subjetiva en cada una de las
combinaciones intrasujeto.
260
11.4. DISCUSION
No se encontraron efectos significativos de la representación gráfica de la
información frente a la verbal o a la numérica, sobre las medidas de la ejecución.
Solamente resulté significativo el efecto de la interacción entre el tipo de información
y los dos factores de complejidad de solución del problema, sobre el número de
diagnósticos correctos emitidos. Sin embargo, se encontraron diferencias en el Indice
global de carga subjetiva debidas al formato de presentación de la información
(numérica, verbal, gráfica).
Por oTro lado, ni la ejecución ni la carga subjetiva resultaron significativamente
afectadas por la inclusión de una tarea secundaria que, en principio, demandaba
recursos de naturaleza diferente a los de la primaria.
En cuanto a la ejecución, utilizando el display gráfico se encontré un patrón
de efectos de los factores de complejidad (perceptiva y de solución del problema) de
la tarea muy similar al obtenido en los experimentos anteriores. Esto implica, que
básicamente las estrategias de búsqueda de información utilizadas por los sujetos no
se vieron modificadas por la inclusión de la tarea secundaria ni por el cambio en la
presentación de la información. Sin embargo, la carga percibida por los sujetos fue
significativamente mayor con el display gráfico que con el verbal, alcanzandoniveles
similares a los obtenidos con el display numérico.
En contra de los resultados obtenidos por Boles y Wickens (1987), Couzy,
Boulene y Smith (1989), Coury y Pureelí (1988) o Schwartz y Howell (1985), entre
otros, la presentación gráfica de la información no redujo el tiempo requerido pan
realizar la tarea de diagnóstico. Además, tampoco parece confirmarse el resultado
encontrado por Remingron y Williams (1986) relativo a la superioridad del disptay
numérico, ya que no se encontraron grandes diferencias en el tiempo de diagnóstico
entre ambos tipos de display.
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Aunque no resulté estadísticamente significativa. se encontró una mejora
sistemática en el tiempo requerido para realizar la tarea cuando se utilizaba el display
verbal (ver figura 11.6). Esta reducción en el tiempo requerido para el diagnóstico no
produjo un aumento en el número de errores, lo que implica que el tiempo requerido
para procesar la información verbal fue menor que el necesitado para alcanzar un
mismo nivel de comprensión de la información numérica o la gráfica.
Además, en contrade los resultados obtenidos por Eberts (1987), los niveles
globales de carga subjetiva fueron algo menores con el display verbal.
Estos resultados, al igual que los encontrados en las investigaciones
mencionadas, son especfficos del tipo de tarea y de las características individuales de
los sujetos que las han de realizar. Mientras que en la mayor parte de las
investigaciones revisadas participan estudiantes de Ingeniería, cuya formación es muy
técnica, y por tanto cargada de aspectos gráficos y numéricos, en este estudio los
sujetos fueron estudiantes de Psicología, cuya formación está fuertemente cargada de
contenidos y aspectos más de tipo verbal. Esta podría ser la causa de que los
resultados obtenidos no sean los que, en función de la literatura revisada, se esperaban.
Por otro lado, los resultados confirmaron la hipótesis previa relativa a la
estructura de recursos demandados por la tarea primaria. La tarea secundaria utilizada
demandaba recursos de procesamiento verbal, el input era auditivo y la modalidad de
respuesta oral Como la ejecución de la tarea primaria no resultó afectada por la
introducción de la secundaria, se confirma que la tarea primaria demanda recursos de
procesamiento de tipo espacial (información gráfica), la modalidad del input es visual
y el tipo de respuesta es manual (Wickens, 1984; Wickens y Lb, 1988).
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Al igual que la ejecución, las estimaciones subjetivas de la carga no se vieron
afectas por la introducción de la tarea secundaria. Unicamente se encontré una
pequelia variación en las estimaciones de la dimensión de carga denominada física0.
Debido a que la dificultad manual de la tarea se modifico, y a que en la definición de
esta dimensión también intenienen aspectos de tipo emocional (sentimientos de
frustración, molestia, inseguridad. estrás, etc..), esto parece indicar que Sajo
condiciones de tarea dual se produjo un incremento en los sentimientos de desagrado
hacia la tarea a medida que transcurría el experimento, mientras que el efecto fue al
contrario bajo condiciones de tarea simple (ver figura 11.5).
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CAPITULO 12. EVALUAQON DB LA TBCNXCA SII3IBWA
lfl¶LIZADA
12.1. INTRODUCCION
Como ya se ha mencionado en anteriores capítulos, actualmente existe un gran
interés en la bósqueda de una técnica de media de la carga subjetiva que no disocie
con las medidas de la ejecución. La validez y utilidad de estas técnicas se evalúa
principalmente en función de su capacidad para detectar diferentes niveles de
dificultad de la tarea (Vidulich y Tsang, 1986).
En múltiples ocasiones se han encontrado disociaciones entre las estimaciones
subjetivas de la carga y las medidas de la ejecución en la tarea. Este problema ha sido
explicado bajo dos puntos de vista: uno teórico y otro metodológico. La perspectiva
teórica implica una serie de supuestos sobre Ja naturaleza y contenido de la
experiencia consciente, y sus relaciones con la atención, el procesamiento de la
información y la ejecución. Es decir, ¿La experiencia consciente, y por tanto las
medidas subjetivas, incorpore todos los fenómenos de interés incluidos en el concepto
de carga de trabajo?. Dar respuesta a esta cuestión transciende los objetivos de la
investigación presente.
Desdeel punto de vista metodológico, el interés se centra en el desarrollo de
una escala que imponga mínimas restricciones a priori, capaz de cuantificar la
experiencia de los sujetos, y que permita la comparación ente e inta tareas (Gopher
y Braune, 1984).
Siguiendo este punto de vista, la finalidad de este capítulo es evaluar las
características de la técnica de medida de la carga subjetiva utilizada en esta
investigación, a partir de su sensibilidad para detectar diferentes niveles de dificultad
de la tarea, y su concordancia con las medidas de la ejecución (la descripción de esta
técnica aparece en el capItulo 7).
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12.2. ANALISIS
En este apartado se distinguirán dos tipos de análisis. El primer tipo de análisis
de las características de la técnica será función de los resultados encontrados en los
experimentos realizados a partir del análisis de la varianza de las estimaciones de
carga. Este será completado con un análisis de regresión logística realizado con los
datos del tercer experimento, en el que se pondrá en relación la estimación de la
carga subjetiva con la probabilidad de acertar cada problema o ensayo.
12.2.1. Análisis de ‘Sriat,z.a
En primer lugar, en el prima y segundo experimentos se manipularon dos
factores entresujetos (tipo de matiz y tipo de feedback). Ambos factores no tuvieron
efectos simples ni de interacción significativos sobre la ejecución y tampoco sobre las
estimaciones de la carga.
En segundo lugar, en todos los experimentos se utilizaron una serie de factores
intrasujeto. que hacían referencia a la dificultad o complejidad de la tarea. Estos
factores eran la complejidad perceptiva y la complejidad de solución del problema. El
primer factor incluye aspectos de tipo perceptivo/sensorial, mientras que el segundo
estaría relacionado con las demandas de procesamiento central (recordar, decidir,
razonar, etc.). Siguiendo la definición dada a las distintas dimensiones de carga que
se utilizaron, ambos tipos de complejidad forman parte de la demanda mental de la
tarea. La técnica utilizada fue diferencialmente sensible a estas variaciones de la
dificultad de la tarea. En las situaciones de menor complejidad (display verbal o
situaciones de no presión temporal), el índice global de carga se vio afectado por la
complejidad de solución del problema, mientras que en aquellas en las que la
ejecución era peor (display numérico o gráfico, con presión temporal) la carga global
percibida por los sujetos era función principalmente de la complejidad perceptiva de
la tarea.
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Por otro lado, en el primer expeulmento no habla tiempo limite para realizar
la tarea, mientras que en los demás se introdujo un factor de presión temporal. Esta
modificación en el tiempo limite para realizar la tarea tuvo efectos sobre la ejecución,
sin embargo las medidas de carga no fueron capaces de detectar significativamente
estas diferencias.
En cuanto al tipo de representación de la información (numérica, verbal y
gráfica), no se encontraron efectos simples de este factor sobre la ejecución, pero si
en interacción con la complejidad de solución del problema. Esta interacción también
resultó significativa para la estimación de la demanda mental. Además el Indice global
de carga resultó afectado por el efecto simple del tipo de representación de la
información.
Por último, la inclusión de una tarea secundaria que demandaba recursos de
naturaleza diferente a los demandados por la primaria no tuvo efectos significativos
ni sobre la ejecución ni sobre la carga experimentada por los sujetos.
11.2.2. Re2res¡ón losistica
El procedimiento de regresión logística se fundamenta en los modelos
logarftmico-lineales. Estos modelos se basan en una transformación logarítmica de la
proporción (o probabilidad) de cada categoría de la variable criterio, que tiene como
objetivo representar la dependencia enot esa variable criterio y las variables
predictoras de forma que la probabilidad de cada categoría se mantenga ente O y 1.
Esta transformación es la siguiente:
lambda= ln[P/(1-Pfl
Lambda recibe el nombre de logística. Como la probabilidad varia entre O y
1, la correspondiente logística lo hace entre -~ y ‘te.
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De esta forma, el modelo logístico-lineal puede ajustase a un modelo de
regresión lineal para variables criterio dicotómicas, cuyos valores posibles son O y 1.
El modelo de regresión logística vendría dado por la siguiente fórmula:
In [P(y=l)/P(y=0)]= B~ + E B~ x,
donde, B~ ,B,,8,,...13, son los coeficientes de regresión a estimar. La estimación de
estos parámetros se realiza mediante procedimientos de máxima verosimilitud.
La interpretación de los resultados de la regresión logística sigue la misma
línea de razonamiento que en los análisis de regresión múltiple convencionales.
Con los datos de los 15 sujetos que participaron en el tercer experimento se
realizó un análisis de regresión logística para cada ensayo. En estos análisis se
pretendía establecer si las estimaciones dadas por los sujetos para las tres dimensiones
de carga estaban relacionadas con la probabilidad de emitir un diagnóstico correcto
del problema, y por tanto, con la localización correcta del fallo.
Para los ensayos 4, 8, y 13 no se pudo realizar este análisis ya que nunca
fueron acertados por los sujetos. En siete de los restantes ensayos ninguna de las
variables predictoras entraron en la ecuación de regresión. La estimación de la
demanda física solo fue predictora del acierto en el ensayo 19. Para los restantes
nueve ensayos fue la estimación de la demanda mental la única variable que entró en
la ecuación de regresión. El porcentaje de casos correctos variaba en tos ensayos desde
el 66.67% al 93.33%.
Debido a la variabilidad entre ensayos encontrada y puesto que en todos ellos
solo se modificó la complejidad mental (perceptiva/central), quedando constantes la
presión temporal y ta demanda física, se realizó el mismo análisis de regresión
logística para todos los ensayos en conjunto. En este análisis sólo entró en la ecuación
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de regresión Ja estimación de la dimensión “demanda mental fp<ftOOOlJ. siendo la
estimación de las otras dos dimensiones no significativa (ver tabla 121$. El porcentaje
de casos correctos clasificados a partir de la demanda mental fue del 70.67% (vez
tabla 12.2).
Chi-Sguare df Significance
-2 1,og L:kelihood 340.455 298 .0455
Model Chi—Square 71.103 1 .0000
Izriprovernent 71.103 1 .0000
Goodness of Fit 299.146 298 .4704
Variables en la ecuació
Variable 3 SE. Wald df Sig R EXP(BI
DM —.0655 .0091 51.2725 1 .0000 —.3460 .9366
Variables no en la ecuación
Chi2 residual 4.683 with 2 df Si.g = .0962
Variable Score df Sig R
DT .8148 1 .3667 .0000
DF 2.1254 1 .1449 .0175 ¡
Tabla 12.1. Resultado del análisis de regresión logística realizado sin distinguir entre
ensayos a partir de las tres dimensiones de carg& DM= Demanda mental;
DT=flemanda temporal; DF= Demanda física.
269
Pronosticados
Porcentaje de correctos
0 1
Observados
0 137 31 81.55%
1 57 75 56.82%
Total 70.67%
Tabla 1.2.2. Porcentaje de casos correctos pronosticados a partir de la estimación de
la demanda mental. 1—Diagnóstico conecto; O—Diagnóstico incorrecto.
La tabla 12.2. muestra que el porcentaje de casos correctamente clasificados
por la ecuación de regresión es mucho mayor para los verdaderos negativos (aquellos
sujetos a los que se les pronostica un diagnóstico incorrecto y que emitieron un
diagnóstico incorrecto), que para los falsos positivos (aquellos a los que se les
pronostica un diagnóstico correcto pero que emitieron un diagnóstico incorrecto). Sin
embargo, la ecuación de regresión no serviría para discriminar de entre los sujetos que
emitieron un diagnóstico correcto.
Además se repitió el mismo análisis tomando como variable predictora la
puntuación obtenida en el índice global de carga. En este análisis resultó que la
probabilidad de emitir un diagnósticoconecto podía ser pronosticada a partir del nivel
global de carga percibido por los sujetos [p-eO.OOOI](ver tabla 12.3). En esta ecuación
de regresión se obtuvo un 61.87% de casos correctamente clasificados (ver tabla 12.4).
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Chi-Square df Significance
-2 Log Likelihood 375.692 297 .0013
Modal Chi-Square 34.220 1 .0000
flnproven,ent 34.220 1 .0000
Goodness of Fit 296.921 297 .4904
Variable 5 S.L. Wald df Sig R Exp<Bl
INDICE — .0455 .0053 29.7898 2. .0000 —.2604 .955
Tabla 12.3. Resultado del análisis de regresión logística realizado sin distinguir ente
ensayos a partir del índice global de carga subjetiva.
Tabla 12.4. Porcentaje de casos correctos pronosticados a partir del índice global de
carga subjetiv& l=Diacnóstico correcto; O=Diagnóstico incorrecto.
La tabla 12.4 muestra que el porcentajede casos correctamente clasificados con
esta ecuación de regresión sigue la misma pauta que en el análisis anterior.
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12.3. DISCUSION Y CONCLUSIONES
Aunque los factores que no tuvieron efectos sobre la ejecución no los tuvieron
tampoco sobre las estimaciones de la carga subjetiva, se encontraron algunas
disociaciones ente las medidas de la ejecución en la tarea primaria y las estimaciones
subjetivas de la carga. En primer lugar, mientras que en todos los casos el tiempo
necesitado para realizar la tarea resultó afectado por el número de elementos del
display, sólo en aqueflas situaciones más demandantes (display gráfico y numérico con
presión temporal) la puntuación global de carga se vio afectada por este factor. En las
situaciones menos demandantes (con el display verbal o en ausencia de presión
temporal) la carga global percibida por los sujetos fue principalmente función de la
complejidad de solución del problema.
De igual fornia, el nómero de diagnósticos correctos emitidos por los sujetos
estuvo mayoritariamente afectado por las variaciones en la complejidad de solución
del problema. Sin embargo. el índice global de carga sólo resultó afectado por este
factor en las situaciones de menor dificultad o menos demandantes.
Por tanto, el análisis de las disociaciones existentes entre las medidas de la
ejecución y las de carga subjetiva debería tomar en cuenta el tipo de recursos
demandados por la tarea, las capacidades de los sujetos y además la medida de la
ejecución (rapidez o precisión) a partir de la cual se van a establecer estas
disociaciones.
La presión temporal fue un factor que tuvo un fuerte efecto tanto sobre la
rapidez como sobre la calidad de la ejecución, por lo cual puede ser considerada como
un factor más de complejidad de la tarea. Sin embargo, este factor no tuvo un efecto
explícito sobre la estimación de la carga subjetiva. Su efecto parece ser más indirecto.
Es decir, aunque no se obtuvieron diferencias significativas en el nivel global de carga
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debidas a la presión temporal. el factor determinante de los sentimientos de carga pasó
de ser la complejidad de solución del problema a ser la complejidad perceptiva del
display.
El tipo de representación de la información en el display tuvo efectos similares.
En condiciones de presión temporal, y con un formato verbal de presentación, la carga
global experimentada por los sujetos resultó principalmente determinada por la
complejidad de solución del problema, mientras que con el display numérico y con el
gráfico fue mayor el efecto de la complejidad perceptiva. Además, la carga global
resultó afectada por la interacción entre ambos tipo de complejidad únicamente cuando
se utilizó el display verbal.
Por tanto se puede concluir que las puntuaciones globales de carga subjetiva
obtenidas a partir de la técnica utilizada son más capaces de detectar las variaciones
en la complejidad perceptiva o en la de solución del problema en función de las
características y condiciones de la tarea. En general, a medida que las características
de la tarea la hacen más difícil para los sujetos que tiene que realizarla, la carga
subjetiva será más sensible a las modificaciones en la complejidad perceptiva.
Por otro lado, de las tres dimensiones de carga (mental, temporal y física), sólo
la primera, demanda mental, fue objeto de manipulación experimental. El hecho de
que en el análisis de regresión logística realizado esta dimensión fuera la única de las
tres que entró en la ecuación de regresión para predecir el acierto/fallo de los sujetos.
demuestra que los sujetos fueron capaces de distinguir entre los tres tipos de demandas
y de estimar adecuadamente la carga asociada a las variaciones en la demanda mental
de la taita. Además, el índice global de carga también resultó predicror de la calidad
de la ejecución. Sin embargo, utilizando la estimación global se obtuvo un porcentaje
de casos correctamente clasificados inferior al obtenido a partir de la estimación de
la demanda mental.
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Atendiendo al signo de la correlación que aparece en las tablas 12.1
(comlacióa .me ncienolfallo y la estimación de la demanda mental) y 12.3
(correlación cnn el flidice global de carga y el acierto/fallo), se puede concluir que
los sujetos que finaron valoraron con una puntuación más alta la carga mental y
global de la urea, mientras que cuando se producía un acierto las puntuaciones eran
inferiores. En principio se podría pensar que este resultado es una consecuencia del
feedback puesta que los sujetos conocían la calidad de su respuesta previamente a la
valoración de la carga de la tarea. Si este fuera el caso, es decir, si la valoración de
las distintas dimensiones de carga hubiera estado guiada única o principalmente por
el resultado de la ejecución, las estimaciones de las tres dimensiones de carga habrían
entrado en la ecuación de regresión. Además, no se habrían puesto de manifiesto los
efectos de la complejidad del sistema sobre la carga que se encontaron mediante el
análisis de varianza. Por tanto, a la luz de estos resultados se puede concluir que,
aunque posiblemente el conocimiento de los sujetos de la calidad de su ejecución
previo a la estimación de la carga de la tarea pudo influir en cierto grado sobre la
misma, los niveles de carga percibida medidos con esta técnica fueron función
principalmente de la dificultad de la tarea.
Por otro lado, las tablas 12.2. y 12.4. muestran que el porcentaje de casos
correctamente clasificados es superior en el caso del fallo, mientras que no se podría
clasificar adecuadamente los casos de aciertos. Una posible explicación a este
resultado estaría relacionada con las diferencias en la capacidad o recursos de
procesamiento de los sujetos. En principio es admisible pensar que los sujetos que
diagnostican correctamente el fallo poseen una mayor cantidad de los recursos de
procesamiento necesarios para la realización adecuada de la tarea que aquellos que
emiten un diagnóstico incorrecto. Debido a que la carga no es función únicamente de
la tarea sino también de la capacidad del individuo, parece adecuado pensar que los
sujetos que fallan sientan una fuerte carga al realizar los ensayos más difíciles,
mientras que sus recursos serán suficientes para realizar con éxito los ensayos más
fáciles, experimentando niveles de carga menores. Por el contrario, aquellos sujetos
con recursos suficientes para encontrar la solución correcta a los problemas diftciles
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sentirán niveles de carga similares en todos los ensayos. Esta diferencia en la
capacidad de los sujetos puede ser la responsable de que los sujetos “no eficaces’ en
la realización de la tarea puedan distinguir mejor entre distintos niveles de dificultad
de los problemas.
En conclusión, y teniendo en cuenta las limitaciones encontradas mediante los
análisis de varianza, la técnica de medida subjetiva de la carga utilizada permite
distinguir entre niveles de complejidad mental de la tarea.
Además, la técnica fue bien aceptada y comprendida por los sujetos. No fue
necesario entrenamiento de los participantes y no consumió mucho tiempo. Para
completar las tres comparaciones binarias fue occesario menos de medio minuto, y la
estimación de cada una de las dimensiones se realizaba en aproximadan’tente 10
segundos.
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CAJ2TULO 13. CONcLUSX~ES
En primer lugar, hay que hacer notar que, como en prácticamente la totalidad
de las investigaciones realizadas dentro del campo de la Ergonomía, las conclusiones
que aquí se obtienen son específicas tanto del tipo de tarea utilizada como de las
características de los sujetos que participaron en la realización de los diferentes
experimentos.
El aumento en la complejidad, tanto perceptiva como de solución del problema,
de la tarea incrementó el tiempo requerido para emitir el diagnóstico y el nómero de
fuentes de información analizadas por los sujetos. Además se encontraron fuertes
efectos de interacción entre ambos tipos de complejidad. Sin embargo, en condiciones
de presión temporal, la complejidad perceptiva del display tuvo una mayor incidencia
sobre ambas medidas de la ejecución. Por otro lado, el número de soluciones conectas
emitidas fue únicamente función de la complejidad de solución del problema. Estos
resultados permiten concluir que:
1. La complejidad perceptiva del display es un factor que incide en la complejidad de
solución del problema, aunque no es una característica panicular del problema en si
mismo.
2. A pesar de que se trataba de una tarea específica de contexto, la no familiaridad de
los sujetos con los problemas presentados, hizo que estos optaranpor una estrategia
de búsqueda mixta (comenzando a partir de una hipótesis sobre el componente que
fallaba, y pasando después a una búsqueda topográfica). Sin embargo, en las
condiciones más demandantes (bajo presión temporal o en las modalidades de display
numérico o gráfico) el uso de una estrategia simplemente topográfica se agudizó.
3. Las personas tienden a observar una mayor cantidad de datos a medida que aumenta
el número de fuentes de información presentadas en el display (aunque algunas de
ellas sean total y claramente irrelevantes para el diagnóstico y su confirmación), sin
embargo este aumento en la infonnación observada no se traduce en una disminución
del error de diagnóstico. Esta tendencia se agudiza en situaciones de emergencia.
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Por oro lado, no se encontraron diferencias en los niveles de ejecución ni en
los de carga subjetiva, debidas al tipo de matriz (nonnal, traspuesta) utilizada, ni al
tipo de feedback proporcionado. Tampoco se encontró un efecto de mejora de la
ejecución a medida que transcurría el experimento, en función del tipo de feedback.
Estos resultados pusieron de manifiesto la tendencia de los sujetos a infraestimar la
información proporcionada por el feedback, sobreestimando sus hipótesis previas,
encontada en la investigación sobre toma de decisiones. Esta tendencia origina la no
revisión de los procesos y estrategias de decisión utilizados, hecho que se reafirma
cuando, por azar, se produce un acierto.
En cuanto a la carga percibida por los sujetos, sc puede concluir que a medida
que los niveles de ejecución descendían &or el uso de un determinado display,
presencia de la presión temporal, etc.) los índices globales de carga subjetiva
aumentaban en función del número de elementos del display. Sin embargo, cuando se
producía una disminución en la dificultad de la tarea el aumento de la carga era
función principalmente del incremento en la complejidad de solución del problema.
En ambos casos, los niveles globales de carga subjetiva obtenidos estuvieron
principalmente determinados por la estimación subjetiva de la dimensión mental de
la carga, en cuya definición intervienen aspectos tanto perceptivos como de solución
del problema.
13.1. PRESION TEMPORAL
La presión temporal fue incluida en los tres últimos experimentos con el fin
de deterartinar en que medida se ‘cían modificadas tanto la ejecución como la carga
subjetiva en situaciones de emergencia.
Como se había pronosticado. bajo condiciones de presión temporal se redujo
el tiempo de diagnóstico pero el número de respuestas incorrectas emitidas aumentó.
a pesar de que se recogió más información sobre los valores de las variables que
representaban cl estado del sistema. Se encontró que bajo presión temporal las
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personas tienden a observar toda la información de la que disponen, aunque gran parte
de esta sea totalmente irrelevante para el diagnóstico. Las limitaciones atencionales
del sistema de procesamiento humano hacen que tanta información no pueda ser
procesada en tan poco tiempo, lo cual produce altos índices de error en el diagnóstico.
Por otro lado, se encontraron fuenes interacciones entre la presión temporal y
los factores de complejidad tanto perceptiva como de solución de la tarea, sobre la
ejecución. Este resultado confirma la visión de la presión temporal como un factor
más de dificultad de las tareas, pero no como la única ni la mayor fuente de
complejidad.
Debido al aumento en la complejidad de la tarea, introducido por la presión
temporal, los sujetos optaron por un uso más frecuente de la estrategia de búsqueda
de información topográfica frente a la sintomática, con el fin de reducir la carga sobre
la memoria a cono plazo. El uso de esta estrategia hizo que bajo presión temporal el
tiempo necesitado para emitir el diagnóstico dependiera fundamentalmente de la
complejidad perceptiva del display, mostrándose los efectos de la complejidad de
solución del problema en interacción con ella.
En condiciones de presión temporal se produjeron índices de carga subjetiva
más elevados que en la situación de no presión temporal. sin embargo esta diferencia
no fue significativa.
13.2. TIPO DE DISPLAV
Se utilizaron tres tipos de display en función del formato de presentación de
la información: numérico, verbal y gráfico. La información contenida en los tres
displays era la misma, solo variaba el tipo de símbolos utilizados para representarla.
Así, en el primero la información era mostrada al sujeto en forma de dígitos o
símbolos numéricos. En el display verbal los valores numéricos fueron transformados
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en palabra Por ¡2laimo en el display gráfico se utilizaron diagramas de barras
horizontales pan representar la información. La ejecución y la carga con los tres
displays fue medida bajo condiciones de presión temporal.
No se el,eonsraron diferencias significativas en el nivel de ejecución debidas
al tipo de display. Sin embargo, se observó una mejora sistemática en el tiempo
requerido para realizas la tarea cuando se utilizaba el display verbal, que no se tradujo
en un aumento de los errores, mientras que con el display gráfico se obtuvieron
tiempos de diagnóstico muy similares a los del numérico.
Por otro lado, con el display verbal se obtuvieron los menores Indices globales
de carga subjetiva, mientas que el dispiay numérico fue el que produjo mayores
sentimientos de carga en los sujetos.
El que estos resultados fueran contrarios a los encontrados en otras
investigaciones se debió principalmente a las diferencias cualitativas en la formación
o estudios académicos de los sujetos. Mientras que en la mayor parte de las
investigaciones participan estudiantes de Ingeniería, cuya formación es muy tÉcnica,
y por tanto cargada de aspectos gráficos y numéricos, en este estadio los sujetos
fueron estudiantes de Psicología, cuya formación está fuertemente cargada de
contenidos y aspectos de tipo verbal.
En resumen, el display verbal resultó ser el más eficaz para representar
información sobre el estado del sistema a diagnosticar, en condiciones de presión
temporal y cuando los sujetos que tienen que realizar la tarea no tienen una alta
formación en aspectos técnicos.
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13.3. CARACTERISTICAS INDIVIDUALES
En algunos de los experimentos se tomaron diversas medidas de la capacidad
de los sujetos. En los dos primeros, estas fueron la capacidad de razonamiento, el
estilo cognitivo dependenciaindependencia de campo, y la personalidad (neuroticismo,
extroversión y sinceridad). En el tercer experimento, se midió la habilidad inicial de
los sujetos para manejar el ratón que se iba a utilizar durante la realización de la tarta
de diagnóstico de fallos.
La personalidad y el tipo de estilo cognitivo DIC de los sujetos no fueron
predictores de la ejecución. La capacidad de razonamiento tampoco resultó ser un
buen predictor de la ejecución, ya que aunque entró en las ecuaciones de regresión
realizadas, solo explicó una muy pequeña proporción de la varianza de la ejecución.
La capacidad de razonamiento fue la variable que correlacionó más alto con las
medidas de la ejecución. Como se había previsto, la capacidad de razonamiento
correlacionó negativamente con el tiempo y el número de fuentes de información
observadas necesitados para emitir el diagnostico,y positivamente con el número de
soluciones conectas dadas a los problemas presentados. Sin embargo, en condiciones
depresión temporal estas correlaciones y el poder predictivo de estas variables fue aun
menor. Por tanto, en situaciones de emergencia estas diferencias son aun menos
relevantes.
Por otro lado, la habilidad inicial de manejo del ratón explicó el 22.8* de la
varianza del tiempo de diagnóstico. Los sujetos con mayor habilidad de manejo del
ratón (tardaron menos tiempo y cometieron menos errores en la prueba) necesitaron
menos tiempo para realizar la tarea de diagnóstico, observaron más fuentes de
información y emitieron un mayor número de soluciones correctas.
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En conclusión, se confirma la idea de que de todas las habilidades o
capacidades individuales, aquellas que tienen una mayor relación directa con la tarea
concrera que se ha de realizar, son las más predictoras de la ejecución.
13.4. INCLUSION DE UNA TAREA SECUNDARIA
Con eí fin de determinar la estructura de recursos atencionales de la tarea de
diagnóstico y para establecer los posibles efectos de la inclusión de una tarea
adicional sobre la percepción de la carga, en el cuarto experimento la tarea primaria
fue realizada bajo condiciones de tarea simple y de tarea dual.
No se obtuvo ningún efecto significativo ni sobre la ejecución ni sobre la carga
subjetiva de la inclusión de la tarea secundaria. La tarea secundaria utilizada
demandaba recursos de procesamiento verbal, el input era auditivo y la modalidad de
respuesta oral. Debido a que ambas tareas fueron realizadas a la vez sin petiulcio de
la ejecución de la tarea primaria, se puede concluir que. como se habla supuesto, la
tarea primaria demanda recursos de procesamiento de tipo espacial (información
gráfica), la modalidad del input es visual y el tipo de respuesta es manual.
La carga global percibida por los sujetos no se vio modificada por la inclusión
de la tarea secundaria. Unicaroente se encontró un aumento progresivo, pero no
significativo, de los sentimientos de desagrado hacia la tarea en la condición dual,
mientras que el efecto fue el contrario en la condición de tarea simple.
En resumen, la inclusión de una tarea secundaria que demanda recursos
independientes a los demandados por la tarea primaria, no modifica significativamente
la ejecución, ni los sentimientos de carga.
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13.5. TECNICA SUBJETIVA DE MEDIDA DE LA CARGA
En general. la técnica utilizada permitió distinguir entre niveles de complejidad
mental de la urea. Además, fue bien aceptada y comprendida por los sujetos. No fue
necesario entrenamiento de los participantes y no consumió mucho tiempo.
Sin embargo no fue directamente sensible a las variaciones en la complejidad
producidas por presión temporal. Se encontró una sensibilidad diferencial hacia una
forma u otra de complejidad de la tarea (perceptiva y de solución del problema) en
función de las condiciones y características de la tarea.
En general, a medida que las características de la tarea la hacen más difícil
para los sujetos que tiene que realizarla, la carga global percibida es más sensible a
las modificaciones en la complejidad perceptiva, mientras que en aquellas situaciones
menos demandantes (en las que mejora la ejecución), como por ejemplo utilizando el
display verbal o en condiciones de no presión temporal, las puntuaciones globales de
carga obtenidas con esth técnica resultaron mayoritariamente afectadas por las
variaciones en la complejidad de solución del problema.
A partir de los resultados de los análisis de regresión logística se puede
concluir que los sujetos valoraron la carga de la tarea en función de la complejidad
de la misma, sin tener en cuenta el éxito de su ejecución. Por tanto, la técnica fue
capaz de distinguir entre los niveles de dificultad, sin que los datos estuvieran
contaminados por el efecto de otros factores.
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APENOICE 1.
NOMORE:
INSTRUCCIONES
Imagina que te encuentras en un edificio cuyo sistema
de conducción de agua se compone de los siguientes
elementos
• llave de peso genere:,
depósito de agua,
bomba eléctrica, y
• tubería distribuidora del agua a los distintos pisos.
Su tarea consistirá en enumerar todas las posibles
causas de cada uno de los problemas que aparecen a
continuación, y que pueden darse en este sistema, debidas
al mal funcionamiento de alguno de sus elementos. Una vez
que las hayas enunerado, debes valorar (de O a lO~ la
probabilidad de ocurrencia de cada una de dichas causas,
entendiendo cue O significa la probabilidad nula y 10 la
max:ma, siendo 5 la probabilidad intennedia.
Al final de la prueba aparecerá un espacio en blanco
en el cual podrás sugerir otros problemas, distintos e los
antenores, y que, a tu parecer, puecan darse en este tipo
de sistemas. Para cace uno de ellos deberás enumerar sus
posibles causes, as: cono ‘a probabilidad de ocurrencia de
cada una de ellas, del mismo modo oue en los anteriores.
Si tienes elcuna duda, este es el momento de
plantearla.
rUCHAS ORAdAS POR TU COLABORACION.
S22
1.- NO HAY AGUA EN NINGUN PISO DEL EDIFICIO.
causas: Probabilidad:
2.- EL AGUA SALE SUCIA.
causas: Probabilidad:
3.- EL TERCER PISO TIENE HUNEDAD EN ÉL TECHO
Causas : Probabilidad:
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4.- EL AGUA TIENE MAL OLOR.
Causas t Probabilidadt
5.- EL AGUA TARtA BASTACE TI~4PO EN SALIR.
Causas: Probabilidad:
6.- EL VECINO DEL ULTI=4O BISO TIENE MA1~CHAS DE HUHEDAD EN
EL TECHO DE SU VIVIENLA.
Causas: Probabilidad:
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7.- EL SUELO DEL PISO MAS BAJO SE FA LEVANTADO.
Causas: Probabilidad:
9.- SOLO HAY AGUA EN LOS PISOS RAJOS PERO NO EN LOS MAS
ALTOS.
Causas: Probabilidad:
9.- SALE MAS CANTIDAD DE AGUA DE LO HABITUAL.
Causas: Probabilidad:
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10.- EL AGUA SALE MAS CALIENTE DE LO NORMAL.
Causas: Probabilidad:
11.- EL SEGUNDO PISO TIENE HUMEDAD EN LA PARED.
causas: Probabilidad:
12.- EL AGUA TIENE UN SABOR EXTRAÑO.
Causas: Probabilidad:
331
13.- EL PLUgO DE AGUA ES ~
Causas: Probabilidad:
14.- SE HA ENCONTRAre HUMEDAD CERCA DE LA ENTRAflA GENERAL
AL r:P:c:o.
Probabilidad:
Lo.—
1-DEMANDA MENTAL
:
Nivel de actividad mental (recordar, decidir, memorizar,
calcular, etc...> y perceptiva (mirar, buscar, distinguir,
etc...> que requiere la tarea. ¿Se trata de una tarea fácil
o dificil, simple o complela, exigente o relajada, respecto
a esta dimensién?
2 -DEMANDA TEMPORAL
Presión temporal sentida debida al tiempo disponible para
realizar cada ensayo de la tarea. ¿Es mucho tiempo, poco,
suficiente?. ¿En que medida el tiempo disponible para
realizar la tarea te hace sentirte inseguro/a o molesto/a?.
3-DEMA.NDA FíSICA
Nivel de actividad física que requiere la tarea (tirar,
empujar, pulsar, mover, girar, deslizar, etc...> para
alcanzar los objetivos o metas establecidas por el
investigador (o por ti mismo> . ¿Se trata de una tarea fácil
o difícil, aburrida o amena, demasiado lenta o muy rápida,
descansada o laboriosa?. ¿Estas satisfecho/a con tu nivel
de rendimiento?. ¿Hasta que punto te sientes molesto/a o
aoradado/a con la tarea?.
Compara los siguientes pares de dimensiones, y señala
cual de los dos elementos del par (A o 5> te parece, en
principio, más importante para la tarea experimental.
A 3
1) DEY. MENTAL - DEY. TEMPORAL
2> DEY. FíSICA - DEM. TEMPORAL
3> DEY. MENTAL - DEY. FíSICA
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VALORÁ LA L~AH~A MUrAL DE LA TARtA EN LA SI CUSENTE £SCALA
$388
IR 25 >~8 411 SA AS 741 CM 911 11141
r,,í.r this t~ eka..ousr ~tt n
Figura 7. Ejemplo del tipo de escala utilizada para
valorar las demandas de la tarea.
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APENDICE 2
INSTRUCCIONES
Imagina que eres un técnico de control y mantenimiento
de los sistemas de conducción de agua de diversos
edificios. En este experimer.to, tu tarea consistirá
pr:ncipalmente en DIAGNOSflCAF, en función de los datos que
aparezcan para cada ensayo, EL PALLO que se produce en el
sistema, y elegir una de las cuatro posibles soluciones a
dicho problema (que aparecerán en la parte inferior de la
pantalla>
En cada uno de los ensayos aparecerá, en primer lugar,
una breve descripción del problema. En la siguiente
pantalla aparecerá, en forma de matriz, el valor que tiene
cada componente del sistema en una serie de indicadores. En
cada caso, los componentes del sistema seran: DEPOSITO de
agua. LLAVE DE PASO general, BOMBA eléctrica y SUBERIA
distribuidora del agua a los distintos pisos. Sus
:no:cadores serán: PRESION DE ENTRADA y PRESION DE SALIDA
(valores de 0 a 9>, NIVEL O FLUJO de agua (en %>, y NUMERO
DE REPARACIONES que ha tenido el componente.
~a bomba funcionaro adecuadamente cuando aumente la
presión del agua en dos unidades como maxamo. Los niveles
aoecuados de agua son 90-95%
NO TODOS LOS EDIFICIOS TIENEN EL MISMO NUMERO DE
COMPONENTES NI EL MISMO NUMERO DE ‘VARIABLES.
w,a vez elegida una de las alternativas deberás
responder, en algunos Casos, a 3 preguntas que aparecerán
consecutivamente. Si tienes alguna duda este es el momento
de plantearla. Procura trabajar con precisión y recuerda
que no hay tiempo limite para realizar la tarea.
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PIES. ENTRADA PEES. SÁtIRA NIVELCWJO RE?ÁIÁCIONES
DEPOSITO
LLAVE
+lOIRA 7
Figura 1. Ejemplo de un display del experimento 1,
matriz normal 3x4.
DEPOSITO LLAVE ‘OIRÁ
NT — —
PRES.SALIDA
NIUELtTLUJO
REPARACIONES
Cha... a,,.
Figura 2. Ejemplo de un display del experimento 1,
matriz traspuesta 3x4.
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:0 lOA
F<%14) Siamid. 5½,18Y SiociS.
M 0.29 0.540 2<05 0,322 0.20
0.20 0.055 3% 0.539 0.29 ~V.5E
Mx 8 3.01 0.934 ~a. 0.268 :2223 1.000
Tabla 1. Resultados del ~~~o•v~-pare los teotores entresujetos. par& cada
una ce las variables =ernen,:erzea. x=Cipo de matriz; r=OLpo de feedback;
TT=Taernpo de tarea; N0=Ntmero de datos reooa:dos; NA=NQ,ero de aciertos.
Se observa cae rirotro ce x•a etectos resulta sigmlfkazivo.
ÑA
o ‘- o
-
sigtifO í 000 40 0 255
116 ( 8 E 04 8 0 2.1
FN a,.s 8
[c;x~o
CPXPM
3,40 t 0 001
3,40 0% 0523
NOy,PM 1,16 6~ 4 E~2 09 0 043
cPxNoxpM 3,48 6% :o o %7
abla 2. tabla de .COvA resumida de Ira taotorea arntrasu~eto, para cada
rartable depe.dienre. tP=CrmpIe’dad Perceptiva; NC=Ñúaaoo de causas;
?Xaprobabil:dad media; TZ=Tiempo total •de tarea; NO=Núnero de datos
qoservados; NA=2Olr.ero oc acIertos
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II.—
Deis. Mental Dan. Teoporal ¡ Dan. Fisica ¡ Indice Carga
~tac TíE~~
081¡
‘8y0 05
rabia 3. Pesultados del AI4OVA para los factores entresujetos, para cada una de
.aS dimer.siones de carga y para el Indice global •de carga. MaTipo de matriz;
FaTipo de feedback. Se observa gua flinculio de los efectos resultd significativo.
Deis. Mental Deis. Terporal Den;. Piaba Indice carga
F Varíac g.1 . E sigotf. E gu 5 E Signif.
3,48 2% 0.044 4 9 86 0.015 2.39¡ 0.080
Nc 2 36 4.l~ 0.058 53 0.216 2.4? 0:36
PM 2,14 13.00 0.092 64 0.004 20,34 0.000
CPxTJO 1.48 >8” 3.20’ % 0.010 2,33 0.086
CPxPM 3,48 0,60 41 0.251
~‘ 10482
0.93 0.682
.23[0253,26 340 ‘“‘; ~
C”C4”XPM 3,48 0 H ~;o 8 44j043 r
6 0~?
4. rabIa de 7~iOVA rasurria ¿e Los ~a, ~o. es :n~rasujeto, para cada dimemsid:i de la
carga SJfl7Ctlva y para al Irirse c’ooa: •oe carca. CPstorplejtieá perceptiva; NC=Ndmero da
causas; PM=Probabitidad mcdl;.
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3 Múltiple 2.8113
FR Ouadradc .17903
p cuadrado Aireo. .07025
Error tbpbco 142.8363
enálisis de Variar.zeDF Zure da cuadrados Medie Ouadrética
Ragresidn 3 6080.020% 2029.34466
FResidual 316 <0944 03150 224.509%
E = 9.03902 SignitF=.0300
- - — Variables orn tatcvacttr
Variable S O 9e- 52.
FR —.70221 . 02 ~u0 0000
NEO .77358
FO .52<52 -— - t~6
---arLables no e
Varoeble Beta r ~p “o’er ¶
cxl .07G79’~% ~‘68 3 “~ ¿0%
SIN —.09422 2011’
Tabla 5. Resultados oel a’ s a oc e res in r ~a~o
para le var:atle crteio <“‘e~o os -~ea azoate—0;
30= Figuras Ocultas; 0 arn—’r EX’tve”t dr;
SIN” Stncertdad.
O Múltiple
3 Ocedoado
p. cuadrado Aust
trrortfpflco
,fl =~...— a .0.
Oeceídrn
a~aze5 6’
3
“0 469
a,.,
—--c-
o? 6
,bae ,,esu’tooa ccl ~-6”’ 00 etc” ~n ca-do
‘r..a.. e cr~ero tacto e .~s cs,ra~,sam ente;
O ‘ocuras Ocu’a” --xt’ovcr ídn;
oceridad
FR Y.últ:ple 29504
FR cuadrado .08705
s cuadrado Adjust 08418
Error tfpico - ¿3955
Arálisis de Veneros
DF Suna de cuadrados Media cuadrática
Regresión 1 :2.05483 1205483
Residual 318 126>3257 38759
E = 30-31208 SignAd E -0000
Variables en te Ecuación
Variable 5 SE 5 Seta 7’ Sig 7’
FR .03692 6.832120—03 .29504 5.506 .0000
veriabes no en 5’c.c ‘dr
- r ab e Beta Ir Pa’’ & M rn Sig 7’
PO — - 01<01 2’ 661 9”2 2 30’ - 7(36
N’U .09204 — 206~o84~~ - .0853
—.04165 - 60= .4215
- .9523
Z a 1 Resultados oc. •a a re e, es:ur- rea:cado
~a e ja artacle <rotar “‘-‘ere ~e Ac e os FRasazonaxiento;
res Oc2tas - - 1’ sto- -14T= Extroversión;
O 6~rceridad.
~4l
APENDICE 3
Imagina que eres un técnico de control y mantenimiento
de los sistemas de conducción de agua de diversos
edificios. En este experimento, tu tarea consistirá
principalmente en DIAGNOSTICAR, en función de los datos que
aparezcan para cada ensayo, EL FALLO que se produce en el
sistema, y elegir una de las cuatro posibles soluciones a
dicho problema (que aparecerán en la parte inferior de la
pantalla>
En cada uno de los ensayos aparecerá, en primer lugar,
una breve descripción del problema. En la siguiente
pantalla aparecerá, en forma de matriz, el valor que tiene
cada componente del sistema en una serie de indicadores. En
cada caso, los componentes del sistema serán: DEPOSITO de
agua, LLAVE DE PASO general, BOMBA eléctrica y TUBERíA
distribuidcra del agua a los distintos pisos. Sus
indicadores serán: PRESION DE ENTRADA y PRESION DE SALIDA
(valores de O a 9), NIVEL O FLUJO de agua (en %>, y NUMERO
DE REPARACIONES que ha tenido el componente.
La bomba funcionará adecuadamente cuando aumente la
presión del agua en dos unidades como máximo. Los niveles
adecuados de agua son 90-95%.
NO TODOS LOS EDIFICIOS TIENEN EL MISMO NUMERO DE
COMPONENTES NI EL MISMO NUMERO DE VARIABLES.
Una vez elegida una de las alternativas deberás
responder, en algunos casos, a 3 preguntas que aparecerán
consecutivamente. Si tienes alguna duda este es el momento
de plantearla Procura trabajar con precisión. Dispones de
30 seg. para realizar cada ensayo.
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PItE ES! SI ViL/fLUJO REPARAd OAE$
SEtOSITO rn — —
LLAVE
DO,’,
TUIERJÁ
ICho... vn.
Figura 1. Ejemplo de un display del experimento 2,
matriz normal 4o4.
DEPOSITO LLAVE REtIDA TURERJA
PIES ENTRADA ¡
tRES SALIDA fi ¡
NIVEL/fLUJO —
REPARad OSES — —
dho... v..e
Figura 2. Ejemplo de un display del experimento 2,
matriz traspuesta 4x4.
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7’7’ o”D MA
9> Variac. g.l 9 otgnif 5 9 SignoS.
97’ 1.12 27 23 3 000 4 4 0 21 0.003
P:xcp 3,56 6 06 0 000 5 0 263 0 66 0.577
Pr400 132 11 8 O 092 90 0 34 0562
P7=4M 1.3223 i O 000 9 000 0 17 0,690
?lxcPxjOC 3,96 4 68 0 004 2 0 49 1 00 0397
YTxcPxPl4 3,96 7 E 0 “‘O 51 0 218
?TuNcx?M 1.22 3 06 3 E 2 5 5 49 0 026
P7’xcPxOOcxPM 3,96 8 ¼ 0 000 4 4 40 0 751
Tabla 1. Tabla de ~YOVA resto-cOda de los efectos simple y de intereccidn de
La presión temporal pare cada variable dependiente. PT=Presión Temporal;
cp=Oomplajidad perceptiva; ?4c’94lmero de causas; PM=Probabilided media;
7’+Tiempo de Tarea; NO=N¿nero de Datos; NA=Ntterc de Aciertos.
..-em. lemporal [ Dar. s.s: ca Indice carga 1
Dr-’
5:0” f 9 Sígnít
-II 7
‘5 0.-O. .2 0 087
xc? 3,06 0 10 0253 0.27 0 84E
046 3 8% 21 0.562 037 0 559
K=XPM 1,20 8 41 0.527 120
xtPy¿40 3.96> 6> —¡ 02 0.292> 0.61 O’4’
xcPxzM 3.96 j050> .24 ‘•-b -.41
0.
344 040 0756.
,‘:;ccM 1.32 0~46 0 64 0-428
3,96 46~ 0’ 176! 92601> 3-¿~ 0820 045
Tabla 2. Tabla de ANotO resumida de los efectos simple y de interacción de la presión
temporal para cada dimernsidn de le carge subjetivs y para el ndice global de carpe.
?Tapresidn erporel; cP=Complejidad perceptiva; NO=30-imero de causas; PM=Probetilidad media.
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Dem.S{ental
5<0 lOA
~r.>ar:ac.~ 8(1,16 Qn 1.16 Signif.
4.50 ¡ .29 0.089
1 0 O - 619
1 0.262
3. FResultados del ANOVA para los Sectores sntrasu~etos. 94 es el tipo de matriz y
e t=po de faedteck. TTTiesrpo de Tarea; YD=Núsaero de Oatos; NA=Ooúnero de Aciertos.
NO MA
-i
a [sírs
7AOtCO 6<1(0.120 >41
Sz.grn.. f
20 3,48 0.252
.16
II-
1.26
162 9221 5.2519>111 113 0.114
Sr .26 4 1’ 0.232<8 t0~2 0003 t~ 3 ‘11 0.035
~.48 465
216
tU
2 83WcFxMcxPM¶348 —— 02
2 89 3 108 4a 08 3.100
4. Tetla da Ao4OVA resu’ntde -de Los ta:tcres intrasujeto, para cace --artara
iependrente. CP=comptejidad perceptiva; Nc=t;l.mere de causas; PM=?robatilldad media;
- =Tierpo de Tarea; Vo=U-rrero deostca; —N&e”~~a Aciertes.
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¡1”
Dar. Mental ¡ Des. Temporal 0cm. FIsica Indice carga
FVariac. (1,16 gr
50.96 —1-————--
~
—~-——I———-~——
~
Tabla 5. Kasultados del .LYOVA para les factores entresojetos, para cada une de
les dimensiones de carga y para el Indice dedal de carga. MoTipo de matriz;
P=Tipo de feedback. Se observa oua ninguno de los efectos resultó sbgnificativo.
Den. Mental ~, Oes. Temporal Oes. Física Indica carga
F. Variac. g.l ~ ~r~15.10.201 F 5.giiíf F 51g7llfcg 3.48 ~8<4¡O.4dS 633 0.29 0452 323 0110
Nc 1.2< 001 0.9:4 32610710 028 0605 141 3252
1.16 ‘.96 0it4~1.¿420.212 6-01 3020 406 006’.
cpyj4O 3.48 174 0122 274 9.054 1.02 0 391 2 12 0 .29
3,46 004 lJt’2(7 0.073 1.2 0200 152 0220
ttE 1.47 0243~ 126 0.261 249 0406 :82 0.96
cpxNcxpM 3.48 9.20 0<03 6 3 0<01 1.9 0 25’ 1 82 0 á4E
Talle 6. Tabla de kNOVA resutida de Ira factores mt rasuj etc, para cada diraersjón ;ia la
cerda sutj ativa y pera el Indice global •ie carca. cP=conplej Ided perceptiva; NeoNúrero de
causas; pM=prebabil:cao reoca.
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e MOltiple .22204
FR cuadrado ~4670
FR Cuadc’edo Adjvst. r43Zl
Error t5pfco 8.09422
ANálisis de Variante
or cuna d
5 cuadrados Media cuadrática
Regrescion 2 1086.20072 543.24486
Restdual 317 20768.69386 65.51638
a 8.20021 Sionit F = - 0003
Variables en la ErIe
Variable O 55 5 Seta 7’ Sig 7’
207’ 41939 -‘~‘20 ‘7~=0 3.164 0017
FR —.287t1 -- ‘~5 —2.VE2 .0061
Variables no Cc
Variable Beta In - oler T Sig 7’
PO .03168 81 .526 .0095
NVJ —4.2E—04 — 02 —.007 .0043
5:M .05531 . eEC 9000631016 .3:83
Tabla 7. resultados el 61 5 5 de regresión realizado
para le variable col, .2 ;OePpO da Tarea. FR= FRezonanianto;
Cta Figcrs Ocultea; ..w— 9.euc oc½no- ~X~— t>otrovetsidn:
SIMa sinceridad.
E Múltipla
edo 2~ CI<4$
arreo
=16116 s—e’e
Site ce cuacreaca yed:a Ouadr6tica
negree %C9 67.93488
rCSI.2 - e - - 77614
lgT
1218
var eNes o e’ a
Variab e e ng T
re ~..2 -8300
MEV ~980’9= 0 7 .7164
£187’ o ~ 0=2 .9586
5114 04508 6 4 9t~ 8’4 .2115
Tabla 8. aeultads 1e =
2Ásís ce co ación realizado
pare la ‘ar ab e 7 9 e.2 oc ,et,-. e. Razonamiento;
5<0= Figuras Ocultes; 5<20= Neu:-eticinro; 55<7= Extroversión;
SINe Sinceridad
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APENDICE 4
Imagina que eres un técnico de control y mantenimiento
de los sistemas de conducción de agua da diversos
edificios. En este experimento, tu tarea consistirá en
DIAGNOSTICAR, en función de los datos que aparezcan para
cada ensayo. EL FALLO que se produce en el sistema, y
elegir una de las cuatro posibles soluciones a dicho
problema (que aparecerán en la parte inferior de
la pantalla)
En cada ensayo aparecerá, en primer lugar, una breve
descripción del problema. En la siguiente pantalla
aparecerá, en forma de matriz, el valor que tiene cada
componente del sistema en una serie de indicadores. En cada
caso, los componentes del sistema serán: DEPOSITO de agua.
LLAVE DE PASO general. BOMBA eléctrica y TUBERIA
distribuidora del agua a los dastíntes pisos. Sus
indicadores serán: PRESION DE BUTRADA y PRESION DE SALIDA
(nula. baja. inedia, alta y excesiva> y NIVEL O FLUJO de
agua (nulo. bajo, medio, alto y excesivo>.
La bomba funcionará adecuadamente cuando aumente la
presión del agua en un nivel como rr,ax:mo. Los niveles
adecuados de agua son altcs.
NO TODOS LOS EDIFICIOS TIENEN EL MISMO NTJMERO DE
COMPONENTES.
Una vez elegida una de las alternativas deberás
responder a 3 preguntas que apareceran Consecutivamente. Si
tienes alguna duda este es el momento de plantearla.
Procura trabajar con precisión y recuerda que dispones de
30 segundos para realizar cada ensayo.
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!‘J~tPLO fl DI~LtY
4 OEPOSITO LLAVE
tRES ZMTRAM + Mu.
PIES. SaLIDa
NIVEL/fLUJO
dhoon en
FIgura 1. Ejemplo de un display del experimento 3,
matriz 3x3.
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TT OCA ¡
c g 0” rFotgott E S.gn:f
TI 1,28 0<70.314 301 “043 005 0028]
TIxcP 1,28 0.10 0.752 14’ 0459[ 015 0699
T:xo4c 1,28 1.12 0-298 028 0 64 2”? 5208
TIxPX 1,28 2.04 0,168 0 84 0 368 0 57 0 457
TIxCPXRC 1,28 0.46 0.5t3 301 0920 007 0200
TIxcPxPM 1.28 0.18 0672 201 0.098
H90
134 3256
TI~4CxW. 1,28 000 0~~4 11 0<72
TIxcpx3OcxpM 1.28 007 a 71 4 0205 68 0.205
tabla 1. Tabla de AOOOVA resur,ida de los efectos del tipo de insorsación
para cada variable dependiente- TI-Tipo de infoflnación; cp”cosplejidad
Perceptiva; Ota¶8únero de causas; ?Y=Prorabllidad tedie; IteTiaspo da
‘Tarea; NOaNOmnero da Oatos; MA=Núreoo de Aciertes.
Des. Mental Oes. rempora; Oes. tabos Indice ca—ca
- “-,-;.~
a—.
o
1 (
(~d oSg’tt
3.2810290
~
t.2¡900
>c~fE
~28] 1.62 0224 1~ 0.344,
1.20 ¡ 0.43 0.39.9 1.96 9.222 ¡
45” 3041
2 Di 0 280
.2040 1,28 42.0 0.0-1V 0.15 0.820 097 Th
IY.pM 1,28 0.99 02.29 0.85 >163 >2010051
0o22
<O2 9
89a
“91 1247.lxOpxO4O 1.28 0.04 0 2.5 2.82 >200
324 ~29
.:xcPxpM 1.28’O57~ 8 ~8 043 0515
TIx.NOxPM 128 00 6] 02 0894 049 0480
.xOPy.NCxPy2 1.28 3 0 29¡039—] 004J30%6
Tabla 2. Tabla de A3JOVA reswride de los eSectos del tipo de Ontonmacian, pare cada
disensión de la carde subjetiva y para el Indice gleba: de carga. fl”Tipo de :nforseción;
cp”comple;idad perceptiva; NO—Núnero de causas; py=FRrobabilidad media.
‘052
NO MA
E - Varoac. (o-i FR S:gníf 8 Slgníf 8 Signíf
cg 1,14 4.99 0.042 30.92 0.000 1.35 0265
lIC 1,14 0,33 0.576 2.25 0.156 0.18 0.547
PM 1.14 1.72 0.211 13.99 0.002 3.22 0.094
crxnc 1,14 15.15 0002 0.34 0.571 4.04 0.064
c?xPM 1,14 ~.t0 0018 0.44 0<50 0,24 0.629
NtxPM 1,14 14.07 0,002 0.57 0.462 0.80 0.368
cPxoJCxpM 1,14 25 19 0 000 0 19 0.668 0 20 0.663
nula <. cota oc >500-A resumida de los factores intrasujeto, para cada vaclac:e
•iependlernte. cp-compiej;iad perceptiva: NC—Ndnero de causas: PM=Prebabitidad meora;
TT-Tienpo de Tarea; N0=t0.trnerc de Datos; NAeNúsero de Aciertos.
Deis. Mental ¡ De,. Temporal Den;. Nalca Ondice carga
r r~rrífl E ~ ~ 6] E Sig,,:f E Stgitíf
1,14 0.30 0 591 ] 4.54 0.051 ] 1.15 0.301 1-80 0 202
1,14 24 0:7] 0.01 0.944 1.76 0.206 02.1 34~4
14 1301 103 218 0<72 3.30 0<53 719 0117
c;>u4c 1,14 9 25 0 624 5.70 0.022 0.36 0.557 1.72 0 210
04cx9v
1,14 1 13 0 306 0.28 0.602 0.41 0533 0.00 0 908
0261 06.6
142718002
1,14 0< 0~8 96 13 0009
OPxl
4OxpSl 1,14 4310 1.4¡ 538 0036 886 0010
Tabla 4. Tabla de >540vA resumida de lea factores inorasujeto, para cada disensión oc a
carga sub-eriva -y para el Indice global de carga. cP=complejidad perceptova; Ncdl4úsero ce
causas; pMarrobatxlicao retos.
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A Múltiple .47790
A cuadrado .22839
A Cuadrado Adjust. .21520
Error típico 703690
Análisis de variaría
DF Sosa de cuadrados Medie Ouadr6tica
Regresión 2 1714.83422 857.41711
Residual 117 579360217 49.51797
F 07.31527 SigniS E “ -Coto
Variables en la Ecuación
Variable E SE E Seta 7’ OSp 7’
N ERRORES .29481 07154 .34666 4.121 .0001
tIE~PO .01078 .01011 .25r5 2. 98t 0:15
Tabla 8. Resultados del análisis de regresión realizado
para la variable coiterio Ticepo de Tarea.
A Múltiple .29988
A cuadrado .08993
A cuadrado Adjust. .08222
Error típico 3(7508
Análisis de Variaría
DF So-sa de cuadrados Med:a cuadrática
Regresión 1 157<8780 157.48780
Residual 118 150171587 1150624
8 11.66036 signif E .0009
Tabla 6. Resultados del análisis de regresión realizado
para la variable criterio MOmero de Datos.
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e cuadrado - ..157
e cuadrado Adjust ..t4ESS
Error típico .6”’401
Análisis de Varianla
op Suma de cuadrados Media Cuadrática
Regresión 1 3.34202 3.04232
Residual 112 $3. 74915 .4 £550
6.67903 Sign:f E - 0.20
Variables en la Ecuación
Variable 5 SE 5 FRete 7’ Slg 7’
T1E1p0 -2.47E-03 9.SEE—t4 -.23145 -2.084 .0:10
VarIables no en la Ecuación
Variable Seta Ir Parcial Mm Telar 7’ Sig 7’
14’ ERRORES -.02V 91 —.127V1 33199 —300 “648
Tabla 7. Resultados del análisis de reorestun realizado
para la variable criterio Número de Aciertos.
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APENDICE 5
manocczoima
Imagina que eres un técnico de control y mantenimiento
de los sistemas de conducción de agua de diversos
edificios. En este experimento, tu tarea consistirá en
DIAGNOSTICAR, en función de los datos que aparezcan para
cada ensayo, EL FALLO que se produce en el sistema, y
elegir una de las cuatro posibles soluciones a dicho
problema (que aparecerán en la parte interior de
la pantalla>
En cada ensayo aparecerá, en primer lugar, una breve
descripción del problema. En la siguiente pantalla
aparecerá, en forma de matriz, el valor que tiene Cada
componente del sistema en una serie de indicadores. En cada
caso, los componentes del sistema serán: DEPOSITO de agua,
LLAVE DE PASO general, BO~A eléctrica y TUBERíA
distribuidora del agua a los distintos pisos. Sus
indicadores serán: PRESION DE ENTRADA, PRESION DE SALIDA y
NIVEL O FLUJO de agua.
La bomba funcionará adecuadamente cuando aumente la
presión del agua, pero sin que este aumento sea demasiado
grande (no debe aumentar en más de 4X) . Los niveles
adecuados de agua son altos.
NO TODOS LOS EDIFICIOS TIENEN EL MISMO NUMERO DE
COMPONENTES.
Una vez elegida una de las alternativas deberás
responder a 3 preguntas que apareceran consecutivamente. Si
tienes alguna duda este es el momento de plantearla.
Procura trabajar con precisión y recuerda que dispones de
30 segugdos para realizar cada ensayo.
Además, y en el momento en el que el experimentador te
indique, tendrás que atender a otra tarea que el
experimentador te explicará a continuacion.
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Figura 1. Ejemplo de un dxsplay del experimento 4,
matriz 3x4.
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TT 1493 ¡ NA
8. ‘¿anac. g.l F Signif. 8 Sígníf ¡ F signif
TI 2,39 0’8 0464 150 0236] 054 0588
TIxcp 2,39 0.21 0.812 0 51 0.605 0.17 0.941
TIx±4c 2.39 0 48 0 625 0.14 0 972 1.32 0.279
TIXPM 2,39 082 0450 177 0184 075 0.479
TIx0P~C 2,19 0 94 0 398 0 79 0 463 0.78 0.465
TIXcPXPM 2.39 1 09 0.347 1.94 0.157 0.89 0.421
T:x±lcxPM 2.19 0 26 0.714 008 0922 4.25 0 021
TIxcPxtJcxPM 2.29 ¡ 0 20 0 916 [ 0.78 0.467 3.07 0 059
Tabla 1. Tabla de ;IOOVA resumida de los efectos del tipo de información
para cada variable dependiente. TI~Tipo da información: cP=complejiaaa
perceptiva; Nc—Número de causas; pM=probabilidad media; TTaTien;po de
Tarea; flU=9JOmero de Dados: NA=Ndtiero de Aciertos.
Oea. Mental ] Den. Temporal De,. FbsIca Indice Carga
y. variac. g.l E SígnIS 8 Signíf. E Síginí E Stríf
TI 2.39 1 42 0.255 2.54 0.091 1.49 0.239 3.24 0 050
TIXCP 2.19] 0.15 0863] 082 0449 000 0996 003 0493
TIxNc 2,39 60 0005 170 0196 0;9 0831 268 0981
TIXPM 2,~S 0 54 0 588 0 33 0 720 3 25 0 950 0 20 0 819
TIxcpxNc 2.39 0 51 0.613 1 29 0.269 0.39 0.682 0 94 0 199
TIxcPxpM 2,39 0.08 0.923 0.57 0.573 0.27 0.765 0.47 0.629
TIxNcxpN 2.39 050 0611 2.59 0.088 007 0932 101 0 3
TIxcpxNcxpN 2,39 0 54 0 584 0.71 0 496 2 02 0 146 1 19 0 s14
Tabla 2. Tabla de »OOVA resumida de los efectos del tipo de información, para cada
dimensi6n de la carga subjetiva y para el índice global de carga. TI-Tipo de Información;
cP=con;plejidad perceptiva; NC=Ndnero de causas; FN-probabilidad media.
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V
Vaneo.
g
g.í ] E S,gnif ] E ¡ Signif. E Stgnif.
cP 1.13
5
5.00 0.043
4
49710044 04910 500
Nc 1,13 027 0613 133 0270 2.46 0.141
PM 113 0.14 0719 212 0169 12U 0.004
cpxNc l.í3 ] 2138 0000 100 0337 008 0.775
CPxPIE 1,13 9 27 0 009 1 19 0 295 0 32 0.583
NCxPM 1.13 1 80 0 203 0 13 0.720 9 16 0.010
1.131 630 0.013 049 0494 4.79 0047
Tabla 3. Tabla de >54oVA resun;ida de los factores intresujeto. para cada
variable dependiente. cP=coeplejidad perceptiva; NcaNún;ero de causas;
P14=Probabilided media: TT=Ttempo de Tarea: NO-NOsero de natos; NA=N0mero
de Aciertoa.
Dem. Mental Den;. Tesporal ] Dan;. Física Indice carga
8. ‘¿anac. g.l¡ E Sígníf J E Sig~~if - E Sígr.íf ? 0197’ of
1.13] 4.95 0044 5.14 0.043 1.25 0283 6.53 0024
Mc 1.13 ] 11 20 0 005 6.62 0.023 0.05 0 625 8 89 0.011
PM 1,13 1 23 0 268 0.07 0396 3.42 0 531 0 66 0 370
cP,o~c 1.13 214 0167 1.15 0.304 0.65 0434 194 0187
CPXPM 1,13 031 0589 0.05 0635 4.06 0065 003 0875
I4cxPN 1.13 3 78 0 074 0 89 0 362 1 90 0 361 0 C~ 0 257
cpxncxpM 1,13 006 0814 026 0620 2.,? 0148 000 0946
Tabla 4. Tabla de ANOVA resumida de los factores intramujeto. para cada dimensión de 1
carga subjetiva y pare el indice global de carga. OP=conplejidad perceptiva; Nc—MOmero d
causas; PN4=Probabilidad media.
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