Abstract-Many IT companies are embracing the new softwarization paradigm through the adoption of new architecture models, such as software-defined network and network function virtualization, primarily to limit the costs of maintaining and deploying their network infrastructures, by giving the possibility to service/application providers to reconfigure and programmatically perform actions on the network. Accordingly, the dynamic management of the data center networks requires complex operations to ensure high availability and continuous reliability in order to guarantee full functionality of the virtualized resources. In this context, simulator-based approaches are helpful for planning and evaluating the deployment of the cloud data center networking, but existing cloud simulators have several limitations: they have too high overhead for wide-scale data center networks, complex configuration, and too abstract deployment models. For these motivations, we propose DCNs-2, a novel extension for the Ns-2 simulator, as a valid solution to efficiently simulate a cloud network infrastructure, with all the involved entities, such as switches, physical/virtual machines, and racks. The proposed solution not only makes configuration easier, but through extensive tests, we show that its execution overhead is limited to less than 130 MB of memory and the execution time is acceptable even for very wide-scale and complex deployment environments.
nodes acting as real equipment, such as load balancers, dispatcher, and signaling systems. Thanks to their capabilities leading to a reduction of costs for deploying a reliable network, SDN and NFV are considered two of the enabling technologies of the novel 5G networks [1] .
From the perspective of the companies providing IT services on cloud environments using SDN/NFV concepts, there is a need to have mechanisms for verifying and simulating network behavior [2] , [3] . Usually, in a Data Center Network (DCN) many servers provide different concurrent services and often they have to comply with very strict requirements. A big complex network can be arranged in different topologies and architectural models with different features, but almost all of them aim to build a highly scalable and reliable system able to guarantee high performance with a low-cost infrastructure. Scalability and reliability are just two examples of the requirements a DCN has to assure; there are many other elements to consider such as throughput, redundancy, and power consumption.
The growth of the data center size has been followed by the increase of the complexity of interconnecting its internal nodes and, consequently, of network traffic management. An IT network designer should limit the latency of the communication without expensive network equipment and give a right redundancy level with relatively low power consumption. The trade-off is between the compliance with these strict requirements and the adoption of economically sustainable solutions. In any case, to grant agreed quality levels, the DCN should implement a network topology and routing protocols that avoid oversubscription of the connections. A good choice of the protocols and the topology during the design of the network leads to an optimal deployment of nodes and so to an efficient implementation of above SDN and NFV networks [4] , [5] .
To evaluate the performance of a DCN, we have three different possible choices, in general suitable for any complex system. Obviously, we can perform a direct observation of the network parameters during the full operations of the system. In the case of a DCN, this analysis method is often not applicable because of the complexity of the whole system and the cost of deploying a real system, not affordable for Small and Medium-sized Enterprises (SMEs) and researchers. As an alternative, it is possible to arrange an analytic model [6] . This second choice simplifies the complexities of the real system defining an abstract representation through a mathematical model. In many cases, that requires to adopt very simplified assumptions to represent the system, and this could lead to not so accurate results. Finally, a widely used alternative is the adoption of a network simulator [7] . This tool simulates real network components in the simulation playground and triggers events during a test scenario, in order to examine the reaction of the system in response to certain inputs. The simulators help cloud providers and companies with a big network infrastructure to overcome the issue deriving from the difficulty to perform on-field-tests to estimate the network performances.
Indeed, the use of a simulator is the preferred way to test the deployment of a DCN in the research community since researchers typically do not have the possibility to play with expensive real infrastructures, such as those available at big companies and cloud providers. There are many simulators that model common network infrastructures scenarios, analyzing different aspects of their deployment, such as performance and power consumption. However, at the current stage, most simulators have many drawbacks such as the configuration difficulty and the computational overhead. Above all, there is no network simulation software able to offer all the abstractions to describe cloud infrastructures of Infrastructure as a Service (IaaS) providers and their complex network interactions, as we will see in Section II. Additionally, traditional simulators usually do not provide a way to map the virtual resources on physical ones. Moreover, the simulators regarding only SDN and NFV aspects do not cover the issues related to the physical layer, and it becomes impossible to correlate software service failures with the behavior of the underlying network infrastructure [8] , [9] .
To overcome those limitations, this paper presents a flexible and easy to configure simulation platform, suitable to execute performance tests on many network topologies. The platform expands the classical network simulator Ns-2 with data center specific modules and components. With our new simulator, called DCNs-2, it is possible to evaluate the fault-tolerance of a DCN and typical management and operations scenarios, such as the response of the system to certain allocation and migration policies. The simulator can shape all the network equipment, the physical nodes hosting virtual resources, and all the connections that determine the topology of a DCN. Furthermore, we claim the enabling nature of our simulator thanks to the features we added such as migration and provisioning entities which simulate key processes in SDN and NFV architectures. In case of transition from physical network assets to virtual SDN resources, our simulator can estimate the position and the replication level of SDN resources (for instance the SDN controllers) to obtain good scalability and it can check the answer of the network to migration, interaction and interconnections of NFV resources. Our implementation also provides fine-grained statistics to the observer both during the operation time and at the end of the simulation, through classical log trace file.
The remainder of the paper is organized as follows. Section II presents an overview of the most relevant related works Section III introduces the overall architecture of Ns-2 simulator and presents our extension, DCNs-2, while Section IV provides more implementation insight of the main components of our simulator. Section V reports a wide set of experimental results we collected to assess the effectiveness of the proposed solution. Conclusions and future work directions end the paper.
II. RELATED WORKS
To prepare the ground and to motivate the need for our solution, this section analyzes the main research efforts in the field to simulate the performance and the behavior of DCNs. This list is not intended to be exhaustive, but it intends to remark the pros and cons of the major cloud network simulation solutions starting from the ones that are far from ours to end with those closer to ours.
For this comparison, we consider only Discrete Event Simulators (DESs) in which each event occurs at an instant in time and marks a change in the state of the system. This type of simulators better fits our need to analyze DCNs, due to their possibility of scheduling events at a particular time and studying the consequences on the state of the system.
Before listing the related works found in the literature, we want to underline that we are aware of the modern versions of the ns simulator, i.e. ns-3 [10] and ns-4 [11] , and that we consciously chosen ns-2 as a knowledge base for our expansion for the following reasons. As explicitly indicated also by the documentation of the ns-3 [12] , this version of the simulator does not include all the abstractions and extensions of ns-2, especially for fixed/wired networking settings, and it does not offer backward compatibility. In addition, about ns-4, we decided not to opt for it because the new simulator (ns-4) aims at different objectives if compared to ours: indeed, ns-4 is essentially the integration of ns-3 data planes with the control plane models of P4, a domain specific language (DSL) whose purpose is to build pipelines that simulate the forwarding of network packets among several switches. Our opinion is that, in our perspective, the ns-4 approach is interesting, but complementary with our goal of simulating virtualization aspects of modern DCNs.
Focusing on network simulator software solutions found in the literature, we remark that most of them evaluate only some specific parameters of a system; others, although can simulate many real components and protocols, add too high overhead to the system. Finally, almost all of them are difficult to configure, especially for defining complex test scenarios.
The first solution is CloudSim [13] , a DES simulator to define and analyze different cloud provisioning and application load policies. It consists of a software library set, easily extensible and highly scalable. The libraries are written in Java and expose many interfaces to use the framework. With CloudSim, it is possible to model custom configurations and most entities of the cloud DCNs. Unfortunately, it cannot model network equipment such as switches and routers, replaced by a simple latency matrix [13] . A constant parameter is used to simulate the delay that affects packets during the crossing of the network equipment. The simulator is focused on provisioning and task scheduling mechanisms in cloud environments, but it is not precise in the description of the characteristics of the network equipment. CloudSim uses not so much memory and it has a fairly low overhead.
NetworkCloudSim [14] and CloudSimSDN [15] are two significant extensions of CloudSim aimed to partially mitigate the drawbacks explained earlier. They add the possibility to define simulated network equipment, but they have little detail about the description of the network interactions. Two other CloudSim-based simulators are CloudAnalyst [16] and CDOsim [17] . The first focuses on evaluating performance and cost of a large-scale geographically distributed cloud system. CDOSim, instead, is suitable to check multiple parameters from the point of view of the client, such as the response time of a network or the Service-Level Agreement (SLA) violation from a provider [18] . Both these simulators, the first focused on the deployment of applications and the second on the perspective of the client, do not answer to the need to have a tool for fine-grained simulation of the DCN.
Another alternative tool is DCNSim [19] , a simulator that empowers the comparative analysis of different topologies of DCN. It is an expansion of SimJava [20] , a general-purpose simulator written in Java language. DCNSim allows to define arbitrary topologies of DCN and adapt the granularity of the network simulations up to catch all the packets exchanged between the nodes. The simulator does not provide any support for modeling virtualized resources; so, it is not suitable for cloud DCN simulation. Furthermore, it inherits all the weaknesses of SimJava, the system upon which is built, and due to its multi-threaded nature, the execution of the test scenarios generates very high overhead [19] .
While in the next section we describe our original solution based on the Ns-2 simulator, among other notable proposals based on Ns-2 we mention GreenCloud [21] . GreenCloud is an energy-aware DES, aimed at the analysis of the energy aspects characterizing cloud communications. With GreenCloud, it is possible to model the energetic behavior of the network equipment, calculating the system consumption according to the action performed. The model has enough expressivity and allows the creation of a scenario by defining computational load, communication and scheduling policies. However, it has a high overhead, and this strongly affects the scalability narrowing the simulation only to small DCNs (see also the performance evaluation in Section V). Furthermore, GreenCloud does not have complete support to represent the highly virtualized cloud environments. Also, to work with GreenCloud, the developers must learn both C++ and OTcl languages, due to the Ns-2 original implementation. With a purpose similar to that of GreenCloud, the work [22] proposes GDCSim, a tool to simulate the power consumption of a data center. Although there are excellent features such as online analysis and automatic processing, it is not suitable for simulating a DCN, since the analysis parameters focus on power consumption, temperature, and optimal utilization of the resources, rather than on network performances and topology. The next simulators focus on different peculiarities of the IaaS cloud network. In [23] the authors present GroudSim for the scientific simulation of grid and cloud computing. One of the main characteristics of this simulator written in Java is the definition of resource failures in a defined time-lapse. However, GroudSim does not take into account the multicore nature of modern processors, it can only handle tasks executed on one single core, and it does not have knowledge of the internal IaaS cloud entities, so for us, it is difficult to perform a detailed DCN simulation. This led the authors of [24] to build a hybrid platform connecting GroudSim with another simulator, DIScrete event-baSed Energy Consumption simulaTor for Clouds and Federations (DISSECT-CF) [25] , that instead lacks fine control on simulation process. The resulting platform in [24] although it also simulates the migration of virtual resources, is focused on the energy consumption of resources in a cloud environment, and less on network performance, a key parameter driving the choice of a network scheme suitable for a data center. The work [26] introduces the iCanCloud simulator, a flexible and scalable platform to test cloud scenarios. Using iCanCloud, the user can customize the core hypervisor class extending it with classes inheriting the original hypervisor class. Another good cloud scenario modeling simulator is CloudSched [27] . It considers different cloud deployments using several resource scheduling policies, algorithms, and metrics. The developers of MDCSim [28] built a simulator to model for in-depth analysis of multitier data centers. It configures the simulation in three layers, communication, kernel, and user, to cover all the real-world stack of the connection. However, it does not have a good level of detail in the definition of resources and does not natively support the TCP/IP protocol. Previous simulators seem to focus mostly on aspects related to the cost of virtual resources deployment, and less on network related ones such as link failures or events like the migration of virtual resources.
In general, most of the simulators shown in this section have a too high overhead, an excessive configuration complexity or the impossibility to represent all the items of modern IaaS cloud infrastructures. In the next sections, we will present our DCNs-2 simulator, that aims to overcome those limitations by providing all the network abstractions, physical and virtual, present in large DCNs.
III. DCNS-2: A NS-2 BASED DATA CENTER NETWORK SIMULATOR
In this section, we describe how we designed our original simulator. The first section illustrates the core concepts of Ns-2 simulator, while the second part describes the additional features of our DCNs-2 simulator.
A. The Ns-2 Simulator
Ns-2 is a DES tool written in C++ language and using OTcl (MIT Object-oriented Tool Command Language) [29] as a scripting language to configure the test scenarios. The simulator is used mainly for analysis and modeling of new network protocols [30] . The diagram in Figure 1 highlights the use of the two programming languages, C++ and OTcl, each with its own class hierarchy. A simulated scenario is a timeline reporting the events that the user wants to trigger at certain time instants. On one hand, in Ns-2 we need a programming language that can efficiently manipulate bytes and implement complex algorithms; on the other hand, we need a programming language faster in iteration-time that in run-time, for example, to change a parameter and re-run a simulated scenario. Using an interpreted language (OTcl) allows you to configure a new simulation without having to re-compile the system primitives. Employing the compiled language (C++), Ns-2 optimizes the execution of the simulator core code. The two hierarchies of classes are closely related to each other with a one-to-one correspondence, and they have a common root class. Through TclCL interface, Ns-2 makes objects and variables available in both programming languages.
Let us overview some components of the original simulator for a better comprehension of our extensions. Figure 2 shows the main objects involved in a simulated communication path. The Node object is responsible for the packet multiplexing and can represent the leaf of a communication path. Internally it is constituted by objects in charge of packets switching to other destination nodes (through Links objects type) or representing the endpoint of the communication (object Agent), consuming and destroying the packets. A packet can be delivered to an Agent object through the PortClassifier multiplexer, or to another Node object through the AddrClassifier internal multiplexer.
The Link objects are responsible for store and forwarding policies. They have some associated queues and if the receiving queue is full, they can simulate a situation of link congestion and consequently the Link object will drop the next packets. Using the QueueMonitor objects the user can monitor traffic and statistics such as the number of byte/packets received, sent or discarded, and the network performance.
The Application objects allow the creation of traffic generators (e.g. a constant bit rate traffic generator) and the simulation of application layer protocols (e.g. the FTP protocol), through Application objects. Regarding the traffic generators, the policies are dictated by internal Timer objects, ruling the rate of the creation of the packets to send. After that the main parts of a simulation in Ns-2 are introduced, we can show the improvements added to the simulator by our implementation.
B. The DCNs-2 Simulator
To create DCNs-2 simulator, we extended the Ns-2 original one, focusing the solution on the IaaS simulation. Our platform has the same features of the base simulator, such as the possibility to schedule events during a test scenario and to simulate routing policies. Figure 3 reports the overall architecture of our simulator.
Leaving the double hierarchy of classes, as in the original simulator, we can reconfigure a simulation scenario through directives in OTcl language, without having to recompile the structures written in C++ language. Figure 3 also shows a significant subset of new classes we added to simulate real network assets. The main idea is to add all the entities modeling the components of an IaaS deployment. For instance, Figure 3 reports the objects representing a virtual and a physical machine, respectively called Vm and Pm, and the entities simulating the network assets and the racks, called Switch and Rack. A key feature that makes our simulator particularly fitting to represent a virtualized cloud environment is the realization of both physical and virtual abstractions for each main resource. In addition, to manage the complexity of a big simulated network environment, we transferred some module definitions in the compiled domain, reducing the probability to introduce errors during the phase of definition of a new simulation.
Besides the introduction of new entities, we also improved the monitoring capabilities of the original simulator enabling the run-time access to the statistics of the simulation. At any time, the user can access the traffic statistics, regarding the network connections, and, to allow the maximum flexibility, the user can see the complete trace file for the post-execution analysis.
Our simulator is fulfilling also many non-functional requirements. It supports the easy extension of the newly introduced entities that model a DCN. Performance results shown in the following demonstrate that the system presents good scalability, providing the ability to simulate complex test scenarios, modeling big networks with hundreds of nodes and maintaining the execution time proportional to the simulated entities number. Basically, the DCNs-2 simulator turns out to be a flexible platform, easy to configure, use and expand, capable to simulate and analyze the performance of a big DCN. With DCNs-2, we can study the behavior of a system in response to specific allocation and resource migration policies. Furthermore, we also boosted up the analysis process adding the availability of the statistic reports during the simulation runtime phase.
In the next section, we will see the implementation and the usage of some new modules we introduced to simulate the DCNs.
IV. IMPLEMENTATION INSIGHTS
In this section, we analyze the implementation of the new added entities. With these modules, we can represent in a simulated scenario all the main network equipment of a real cloud DCN.
A. Physical and Virtual Resources
The main brick to build a node in our DCNs-2 simulator is a component modeling a resource. Inside an IaaS deployment there are many virtualized resources, so in our simulator, we chose to introduce two types for a resource, one physical and the virtual counterpart. We created two classes for all the principal components of a real host: Central Processing Unit (CPU), MEMORY, STORAGE, and NETWORKING. Figure 4 shows the hierarchy schema of the main resources. In our platform, each of them has two versions that respectively model the physical object and the virtual counterpart, as it is in real DCNs. How we can see in Figure 4 , each resource is a composition of smaller units with a prefixed nominal capacity. The full capacity of a resource is equal to the sum of nominal capacities of the individual units, which can be arranged according to the user's needs. For example, a 1000 Million Instructions Per Second (MIPS) CPU can be obtained using an object containing 4 units of 250 MIPS each. The only exception is the network resources that can only contain an elementary internal unit expressing the capacity of the network interface in bps. To reduce the risk of error during the definition of a test scenario, we provide objects ready to use with a static capacity, such as CPU_2CORE, MEMORY_16GB and STORAGE_1TB objects. 
B. Computing and Memory Resources
Following the philosophy of composition adopted for the definition of the resources, we defined a virtual or physical host as a composition of resources. The object modeling a physical host could have a list of virtual machines inside, besides its own basic resources. To complete the modeling of a host server, we added a component that plays the role of hypervisor for the guest virtual machines. The Virtual Machine Monitor object manages the virtual resources of the physical host and the mobility of its virtual machines. It determines for a physical node, the possibility to spawn (or to migrate) a new virtual machine based on the current residual capacity of physical resources. Figure 5 shows a schematic representation of the architecture of a physical host in DCNs-2. In addition to the components listed above, we can also notice another basic unit that represents the communication channel. The Node object records all the Agents used by the virtual machines for packet switching, simulating the network communication.
Remember that Agents represent endpoints where networklayer packets are generated or consumed. For example, in Figure 5 , the node object is connected to a Top-of-Rack (ToR) switch endpoint. In fact, the simulator forecasts the modeling of a classic Rack host containing many physical hosts and a switch for the connectivity, a very common configuration in the DCNs.
Taking the IaaS applications as an example, we created a set of virtual machines with predefined resource capacity, leaving the opportunity to add virtual machines with an arbitrary amount of internal resources. Each virtual machine has one receiving Agent and several transmission Agents, respectively to consume and generate traffic in a simulation. The Agent objects handle the statistics of the traffic. Figure 6 shows the communication between two virtual machines, involving the Node objects belonging to the hosts where the communicating virtual machines are allocated. Unlike the physical hosts having only two possible states, ON and OFF, determining if a host can handle a request of allocation/migration of virtual resources, the virtual machines have many possible states: RUNNING: the active virtual machine occupies both primary and secondary memory of the physical host and it can communicate with other virtual machines. SUSPENDED: the suspended virtual machine uses only the secondary memory of the hosting node and it cannot communicate with other virtual machines. INACTIVE: the state used when the virtual machine is turned off or just created and not yet assigned to a physical host. The virtual machine uses the secondary memory of the host and it cannot communicate with other virtual machines.
C. Networking Resources
The Switch objects are responsible for the simulated routing policies and they permit the communication between hosts. Our simulator does not have virtual network resources representation, such as virtual switches and routers. This lack does not affect the communication between physical or virtual resources and therefore we decided to add these peculiarities later.
In Figure 7 , there is a schematic representation of a Switch object, having many ports each with its own bitrate. The user can create Switch objects with an arbitrary bitrate. This component simulating network asset can process the statistics at regular time intervals and the user can change the sampling rate to tune the analysis granularity. The schema in Figure 7 shows as many Node objects as the number of connected ports of the switch. The statistics of each port are individually analyzable in term of channel load and arrived, rejected or sent packets. We implemented also a specialization of the Switch representing a real top-of-rack switch that can be added to a Rack object to simulate the communication equipment of the access level of a DCN.
D. Management of Virtual Resources Over Physical Ones
In previous sections, we showed the implementation of the classic life-cycle states of the virtual resources in a traditional cloud IaaS environment. Exploiting these abstractions, our simulator can reproduce the complex operations occurring within the cloud infrastructure, such as the migration and the allocation of the virtualized resources.
We implemented a super-object having the view of all the entities in a simulated scenario. This object, called DcManager, store a constantly updated list of associations between physical and virtual machines. Given its global sight, the manager object receives all the migration, allocation and removal requests related to virtual resources. One of the tasks of the manager object is to check the availability of resources following a migration or allocation request.
For the allocation, if the check about resources has been successful, the virtual machine is assigned to the physical host and the Virtual Machine Monitor decreases the free capacity of the host. The last step in the allocation process is the connection of the communication Agents to the server's Node object and the embedding of the new virtual machine in the list of the virtual machines hosted by the physical machine.
To remove a virtual machine, the Virtual Machine Monitor first updates the state of the virtual machine placing it in the INACTIVE state, and later it deletes the virtual machine from the list of allocated machines, updating residual capacity of the physical host. The final step here is the detach of the Agents of the virtual machine from the server's Node object.
In our simulator, we implemented different types of migration. Regarding the cold migration, the simulator acts as follows: the Virtual Machine Monitor updates the status of the virtual machine to INACTIVE and removes it from the source server before the allocation of the virtual machine on the new host, always in the INACTIVE state. The restore of the virtual machine activity occurs when it is placed in the RUNNING state. This type of migration does not involve the exchange of network messages between the two servers, so not causes communication overhead.
For live migration, we can use Post-copy or Pre-copy strategy. During a Post-copy live migration, the virtual resource is suspended on the physical machine on which it is currently allocated, and all active connections are closed. In a real system, at this point, it should take place a copy of the virtual machine memory pages. This step is simulated by using two migration Agents communicating through a constant bitrate connection established between the physical hosts involved in the migration. To simplify the implementation of the process, we chose a constant to represent the current state of a virtual machine. We modeled this constant as 5% of the total virtual memory of the virtual machine to be transferred. At the end of the process, the machine is resumed to the RUNNING state and the connections are reactivated. During a Pre-copy live migration, the communications of the virtual machine stay active and its status remains RUN-NING during the whole process. The communication is interrupted only during a negligible interval of time that starts from the detach of the Agents on the sender Node till the restore on the target Node. The current state of a transferred virtual machine using the pre-copy process is set as 10% of virtual memory, a greater value than the previous case to simulate the iterative pre-copy step happening in a real scenario. For the sake of implementation simplicity, we neglected the copy process of the dirty pages, which always happens during the pre-copy live migrations of virtual resources [31] and it consists of copying to the destination server the memory pages written during the migration.
V. EXPERIMENTAL RESULTS AND LESSONS LEARNT
This section assesses the effectiveness and efficiency of our network simulation platform. After defining the test scenario, we will analyze the performance and the overhead of the running simulator.
For the simulations, we arranged a test scenario having the topology shown in Figure 8 , and the spawning schema of Table I: • 16 physical machines evenly distributed inside four racks;
• an external host (Pm0 object) to simulate hypothetical communication with the outside networks; • all the servers have two 4-core CPU of 1000 MIPS, a primary memory of 8 GB and a secondary memory of 1 TB, a network interface of 1GbE bitrate. The external host Pm0 has a single CPU unit of 1000 MIPS instead of two; • 7 network assets: 3 Switch objects and 4 ToR Switch objects. The Switch of the aggregation and core level have a capacity of 10 Gbps, instead, the Switch of the access level has a capacity of 1 Gbps; • 64 virtual machines evenly distributed inside the 16 physical hosts and one virtual machine inside the Pm0 external machine. We forecasted an execution time of 3600 seconds (one hour) for all the simulations. For the following evaluation tests, we suppose physical machines within the data center are sharing the same file system, so the migration process involves only the memory and not also the virtual machine image base file.
A. Test 1: Rating of the Network Connections
In this early test, we try out the transmission of data between two virtual machines. We activated the virtual machines (changing the state from INACTIVE to RUNNING) at time t = 1 (after one second of simulation). For obtaining a transmission time of one hour, we modified the simulation duration from 3600 to 3601 seconds. We defined a constant bit rate (CBR) connection of 1 Mbps with packet dimension of 512 bytes between two virtual machines allocated in different physical machines, Pm1 and Pm5, inside the same rack. We analyzed the traffic on the ports connecting the two physical hosts of the top-of-rack switch. At the end of this simulation, there is an amount of 450 MB exchanged between port 1 and port 2 of the ToRSwitch 4, the connection ports of Pm1 and Pm 5. Using the same configuration, we tested also an incremental number of connections. We tried with four connections:
• a CBR connection of 1 Mbps between Vm1 and Vm5, the same of the previous case (producing 450 MB of traffic); • a CBR connection of 500 Kbps between Vm1 and Vm0 (producing 225 MB of traffic); • a CBR connection of 1.5 Mbps between Vm4 and Vm0 (producing 675 MB of traffic); • a constant bitrate connection of 5 Mbps between Vm17 and Vm33 (producing 2.25 GB of traffic). Figure 9 shows a snippet got from the output of the traffic analysis extracted from physical machine Pm1. In the same figure, there is also the traffic generated by the communication between the virtual machines, but not that of fourth connection due to the resiliency on the same host of the communicating virtual machines, Vm17 and Vm33.
B. Test 2: Migration of Virtualized Resources
A crucial aspect of the modern cloud DCNs is the migration of the virtual resources. In the following simulation, we used a single CBR connection of 1 Mbps between Vm1 and Vm5. At time t = 1801, we scheduled migration of the Vm1 virtual machine from the physical host Pm1 to the destination host Pm13, using the pre-copy migration strategy.
The test reveals a transferring time of 80 seconds, during which the virtual machine was always connected with Vm5 (the amount of data transferred is 225 MB before the migration and 235 MB after). This time-lapse is which needed to transfer the 10% of the memory of the virtual machine Vm1, from source physical host Pm1 to the destination one Pm13, using the CBR connection of 10 Mbps of the tor switch connecting the hosts. We can notice an additional transfer of 4 MB due to the TCP connection protocol and to the acknowledge mechanisms used by Ns-2 to manage this protocol. A further proof that the connection between Vm1 and Vm5 remains in an active state during the migration is the amount of data exchanged between the virtual machines (450 MB), the same detected in the scenario without the migration.
Analyzing the output resulting from the migration of the same Vm1, using a post-copy strategy, we notice that the amount of the exchanged data is the half of the previous case, so we need exactly half the time to complete the migration. However, during the 40 seconds of migration time, the virtual machine is suspended. In fact, the amount of the exchanged data during the communication between Vm1 and Vm5 is now 445 MB, not 450 anymore.
C. Test 3: Network Link Fault
The simulator is suitable also for the simulation of network link failures. For this test, we scheduled a fault at time t = 1801 involving the link between the core Switch1 and the switch at first aggregation level, the Switch2. The rest of the scenario was arranged like the second part of test 1, with 4 active connections. In this case, the communication affected by the fault is the connection between Vm1 and Vm0. At time t = 1801, Switch1 stops receiving packets despite Switch2 continues to receive the packets generated by Vm1 and destined to Vm0 (via the ToRSwitch4).
D. Test 4: Comparing Two Network Topologies
This test is performed to confirms the suitability of our tool for the analysis of the performance between different network topologies. We created a scenario closer to a real data center than the previous, with 128 servers and 1024 virtual machines and we chose to evaluate the performance of two network topologies, the tree, and the multipath Clos, which diagram is shown in Figure 10 . The virtual and physical machines are of the same type of the previous simulations. In the multipath Clos topology, we used a Link State routing protocol for packet switching and Equal-Cost Multi-Path (ECMP) routing strategy to exploit the redundancy of the path provided by this topology. We simulated two types of traffic using 600 connections; with the distribution of 512 connections equitably among the virtual machines inside the data center, we reproduced the east-west traffic, instead, with the remaining 88 connections between Vm0 and other virtualized resources of the data center, we reproduced the north-south traffic. In the following subsections, we will analyze the results from different points of view.
1) Scalability:
We noticed better scalability of the Clos network topology. Analyzing the throughput of the devices of the aggregation level, we can see a higher load of the same channels in the tree topology.
In Figure 11 , we show the throughput of two receiving ports: the first is the port 1 of the first switch of the aggregation level (Switch5) in the Clos topology (link 5-13 in the figure), the second is the same port of the first switch in the aggregation level (Switch2) in the Tree topology (link 2-6 in the figure).
We chose these ports because they are the destination of the traffic coming from the 8 servers (more specifically from 64 virtual machines) inside the Rack1. The load on the link 2-6 of the tree topology is twice the load on the link 5-13 of the Clos topology. This result is due mostly to the model of the network: the Clos topology has two uplinks in the aggregation level for each device in the access level and inside the network, there is the ECMP protocol using a multipath routing strategy. The gap of the load on the links is more visible analyzing the links connecting the levels core and aggregation. For example, Figure 12 shows the difference of the load for the link 1-2 of the Tree topology and the link 1-5 of the Clos topology. 2) Migration Overhead: In this scenario, we test the migration of all the virtual machines from Pm1 to the eight servers of Rack5. Starting the migration at time t = 1801, we left only a second of time between two consecutive migrations, so the effects of the simulation are concentrated in a limited time-lapse. Figure 13 shows the percentage of the load of the link 1-2 (for the Tree topology) and of the link 1-5 (for the Clos topology). We chose these links because they are directly interested in the migration process. The Clos topology scales better than the tree one because the multipath routing strategy is more efficient and reduces the overhead generated by the migration processes. The load percentage of the core level links never exceeds the 1.3% of their transmission capacity.
3) Fault Tolerance: For both the topologies we tested the fault of the link connecting the first switch of the aggregation level with the first switch of the access level. It is superfluous to demonstrate the low capacity of the tree topology to react to the link faults, whereas in Figure 14 we show the redistribution of the traffic performed by the Clos architecture, from the failed 5-13 link to the working 6-13 link.
The Clos topology can deal with the full fail of each switch in the aggregation level (single failure hypothesis) or up to three contemporary link fails inside the core level, without compromising the communications among the virtual machines.
E. Test 5: Simulator's Performance Analysis and Comparison With GreenCloud
A simulator modeling all the network equipment and nodes existing in a real DCN is useless if it cannot produce results in a time proportional to the complexity of the whole system. We measured both the execution time and the amount of memory needed to solve a complex scenario. We compared the resource consumption and the execution time with another ns-2-derived simulator, GreenCloud. We tried to reproduce as faithfully as possible the same topology scenario in both simulators, even if, in addition to the connections created for our tests, GreenCloud has to perform all the necessary computations and to install all the modules needed to estimate the energy consumption of a data center.
To execute this test, we used a virtual machine with Ubuntu 14.04 operating system, inside a host system equipped with an Intel Core i5 2.6 GHz CPU and 8GB of RAM. The virtual machine used one core and 4GB of the hosting system. We tried 8 variants of the previous Clos scenario, doubling the connections for each scenario, and the results are the average of 5 executions of the same scenario. The simulations lasted for 3600 seconds and we used the same traffic generators for all the network connections. Figure 15 shows the execution time as a function of connections between virtual machines.
As you can see in Figure 15 , the time grows proportionally to the connections, proving our DCNs-2 simulator is a scalable system. Analyzing the system from the point of view of memory usage, we can notice that the amount of memory used is almost constant. The increase in network connections does not particularly affect the use of memory, exploited mostly by network devices. As stated before, the values of GreenCloud are so bad because the tests are soiled by the logic of the energy calculation, so it is less suitable than our simulator to represent large DCNs, having been born with a very different purpose. The disadvantage shared by all network simulators [32] arises when we have very complex topologies with a huge number of nodes and network devices. In the most complex scenario, GreenCloud requires 22.79% more execution time and more than ten times the memory of DCNs-2. Currently, these drawbacks are reduced by the high availability of primary memory within contemporary servers.
VI. CONCLUSIVE REMARKS
As shown in the paper, the proposed DCNs-2 simulator fits the needs of performance analysis and evaluation of virtualized resources deployed atop large DCN networks by overcoming the typical limitations of most widespread existing techniques in the field. Moreover, DCNs-2 allows simulating complete cloud environments, so that network analysts can model and consider all the main elements included in real DCN deployments, as well as the virtualized ones at the IaaS level. In fact, DCNs-2 has demonstrated to present a flexible and easily configurable simulation environment, suitable for modeling an arbitrary network infrastructure, thanks to the support of multiple simulated entities such as physical resources, virtual resources, and network assets. The extensive performance results reported in this paper demonstrate the feasibility of the proposed solution: DCNs-2 exhibits a memory consumption that grows only linearly with the size of the targeted scenario (primarily in terms of number of entities and network connections), while its processing time is always below three times the simulated time duration even for the most articulated and complex deployment environments.
The encouraging results already obtained are stimulating our further research activities in the field along two primary lines. On the one hand, we are working to integrate our simulator with other softwarization tools, such as Mininet, to realistically mimic a complete testbed with physical deployment elements and virtualized network equipment powered by SDN and NFV. The new features and entities, such as virtual resources and allocation and migration policies, can drive the researchers in modeling complex test scenarios and in the analysis of the network with respect to the replication level and the deployment of SDN and NFV equipment. On the other hand, we are extensively testing, evaluating, and assessing the degree of realism of DCNs-2with additional cloud data center management scenarios, in particular by considering virtualized resources of multiple data centers working together in a federated way.
