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Abstract
In underground, underwater and indoor environments, a robot has to rely solely on its
on-board sensors to sense and understand its surroundings. This is the main reason why
SLAM gained the popularity it has today. In recent years, we have seen excellent improvement
on accuracy of localization using cameras and combinations of different sensors, especially
camera-IMU (VIO) fusion. Incorporating more sensors leads to improvement of accuracy,
but also robustness of SLAM. However, while testing SLAM in our ground robots, we have
seen a decrease in performance quality when using the same algorithms on flying vehicles.
We have an additional sensor for ground robots which under the assumptions that the robot
moves on a plane surface and slippage of wheels is minimal, achieves high accuracy. These
assumptions are usually not entirely accurate, leading to a higher rate of errors when the
assumptions do not hold. However, our robot carries a ground penetration radar which will
be mostly used to detect metal objects on the floors of buildings, meaning these are good
assumptions, because most of the times the floors are plane. In this work we propose a fusion
system between Camera, IMU and Encoder as well as a slippage detection algorithm that will
avoid fusion of encoder data whenever we have slippage. This way we expect that when the
assumptions above hold, the higher accuracy of the encoder will improve the localization,
leading to an overall improvement of SLAM. We use modern approaches like loop-closing and
optimization to solve the SLAM problem. After the improvement of the pose estimation using
SLAM and sensor fusion, we generate a dense map of the environment in addition to sparse
maps that ORB SLAM outputs. These maps can be combined with 3D underground maps
generated by GPR data. Finally, we generate occupancy maps that are key for autonomous
robot navigation.

ii

Acknowledgements
I want to thank Hana, who was always there for me. I want to thank my family for the
financial and moral support, they made it possible for me to study comfortably. Especially, I
want to thank Enes for keeping me in his apartment and paying a lot of money for my tuition.
I want to thank my advisor Dr. Jizhong Xiao who is a wonderful man, and allows me to
do research by supporting me in every possible way.
There are so many people that helped me during the way, without which I would never be
able to finish this MS degree. One of them is my friend and Professor during my previous
master’s studies Lavdim Kurtaj. I also want to thank Dardan Vokshi, whom from I learnt a lot
while I was working in N.P. INET.

iii

Contents
Abstract

ii

Acknowledgements

iii

Contents

iv

List of Figures

vi

Chapter 1

Introduction

1

Chapter 2

Robot Model

2

2.1

Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3

2.2

Differential Drive Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

Chapter 3

SLAM Approaches

8

3.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

3.2

Online and Full SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

3.3

EKF SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.1

EKF SLAM with Known Correspondence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.3.2

EKF SLAM with Unknown Correspondence . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.4

Graph SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.5

Visual SLAM Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Chapter 4
4.1

20

Camera Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.1.1

4.2

RGBD SLAM and Sensor Fusion

Pinhole Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

RGBD SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.1

RGBD Camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.2.2

Visual SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
iv

C ONTENTS

4.3

v

Multi Sensor Fusion - IMU, Camera and Encoders . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Chapter 5

Experiment

42

5.1

Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2

Data collection and synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.3

VSLAM and Sensor Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.4

Dense Mapping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Chapter 6

Conclusion and future work

Bibliography

56
57

List of Figures
2.1 Robot used in this project, GPR-Cart.

2

2.2 GPR-Cart system description.

3

2.3 Robot model and Instantaneous Center of Rotation (ICR).

4

2.4 GPRCart model implemented in python.

7

3.1 Model of online SLAM.

9

3.2 Model of full SLAM.

9

3.3 EKF SLAM with known correspondences [Thrun, Burgard and Fox 2005].

12

3.4 EKF SLAM with unknown correspondences - Part I [Thrun, Burgard and Fox 2005] 13
3.5 EKF SLAM with unknown correspondences - Part II. [Thrun, Burgard and Fox 2005] 14
3.6 Graph SLAM: mj - feature, xi - pose.

16

3.7 PTAM sparse map.

17

3.8 DTAM dense map.

18

3.9 Some famous V-SLAM systems: ORB SLAM [Mur-Artal and Tardós 2017], DSO
[Engel, Koltun and Cremers 2018], DTAM [Newcombe, Lovegrove and Davison
2011], LSD-SLAM [Engel, Schöps and Cremers 2014], PTAM [Klein and Murray
2007] and SVO [Forster, Pizzoli and Scaramuzza 2014].

19

4.1 Pinhole model [Xiang Gao and Liu 2020].

21

4.2 Real, symmetric and normalized image plane [Xiang Gao and Liu 2020].

21

4.3 Infrared Structured Light and Time-of-flight RGBD camera. [Xiang Gao and Liu
2020].

27

4.4 D435i Realsense Intel camera - Picture taken from official Intel webpage.

28

4.5 Depth and RGB images captured using D435i.

28

4.6 Visual Odometry Pipeline.

29

4.7 Feature detection using ORB descriptor.

30

4.8 Feature matching between two frames.

31
vi

L IST OF F IGURES

vii

4.9 Feature pairs after using threshold filter.

31

4.10Feature pairs after RANSAC.

31

4.11Feature tracking and matching in multiple frames.

32

4.12Visual SLAM Pipeline.

33

4.13Bundle Adjustment.

34

4.14Multi rate pose generation from VO and IMU.

36

5.1 Experiment steps.

42

5.2 Calibration dataset example.

43

5.3 Data collection process.

44

5.4 ORB SLAM2 running.

45

5.5 ORB SLAM2 trajectory and graph, view 1.

45

5.6 ORB SLAM2 trajectory and graph, view 2.

46

5.7 Trajectory of the VIO.

46

5.8 ORB SLAM2 sparse map, view 1.

47

5.9 ORB SLAM2 sparse map, view 2.

47

5.10Point cloud map, depth threshold 2.5[m], view 1.

48

5.11Point cloud map, depth threshold 2.5[m], view 2.

49

5.12Point cloud map, depth threshold 1.8[m].

49

5.13Octomap, depth threshold 2.5[m], view 1.

50

5.14Octomap, depth threshold 2.5[m], view 2.

50

5.15Octomap, depth threshold 2.5[m], view 3.

51

5.16Octomap, depth threshold 1.8[m], view 1.

51

5.17Octomap, depth threshold 1.8[m], view 2.

52

5.18Octomap, depth threshold 1.8[m], view 3.

52

5.19Octomap, depth threshold 2.5[m], walk-in 1.

53

5.20Octomap, depth threshold 2.5[m], walk-in 2.

53

5.21Octomap, depth threshold 2.5[m], walk-in 3.

54

5.22Dense map, TUM dataset, view 1.

54

5.23Dense map, TUM dataset, view 2.

55

5.24Dense map, TUM dataset, view 3.

55

C HAPTER 1

Introduction

The Simultaneous Localization and Mapping (SLAM) problem asks if it is possible for a
mobile robot to be placed at an unknown location in an unknown environment and for the robot
to incrementally build a consistent map of this environment while simultaneously determining
its location within this map. SLAM is more difficult than all other robotics problems. It is
more difficult than localization in a known map, and more difficult than mapping with known
poses. A solution to the SLAM problem has been seen as a "holy grail" for the mobile robotics
community as it would provide the means to make a robot truly autonomous. The solution
of Visual SLAM problem has been one of the notable successes of the robotics community
over the past decade. SLAM has been formulated and solved as a theoretical problem in
a number of different forms. SLAM has also been implemented in a number of different
domains from indoor robots to outdoor, underwater and airborne systems. At a theoretical and
conceptual level, SLAM solutions can be considered very well solved. However, substantial
issues remain in practically realizing more general SLAM solutions and notably in building
and using perceptually rich maps as part of a SLAM algorithm. This work will concentrate
into two main topics. First, we will try to improve the localization and lower the error by
using the sensor fusion. Second, we will use the improved result to generate dense 3D maps,
additional to sparse feature maps.
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Robot Model

The robot used in this work is called GPR-Cart. This robot has a ground penetration radar
(GPR), on-board computer Intel NUC, D435i Intel Realsense camera, high precision Faulhaber
brushless motors with electronic speed controllers for locomotion and a battery to power all
the sub-systems. An early version of GPR-Cart robot is shown in figure 2.1.

F IGURE 2.1. Robot used in this project, GPR-Cart.

2

2.1 D ESCRIPTION

3

2.1 Description
The block diagram of this robot is shown in the figure 2.2. The purpose of this robot is to
generate 3D maps of the ground. Usually data collection is a tedious process and consumes a
lot of time. In order to avoid the manual data collection we have D435i camera on-board of
the robot that is used for localization and mapping. D435i uses ORB SLAM2 to determine
the pose and then our software to generate dense maps. We will discuss this process in more
details in Chapters 3 and 4. For locomotion of the robot we use two Faulhaber motors and
differential driving. To control the robot we use an Android application that communicates
through WiFi with a python server which is written based on Flask API. To find more details
for the communication system please refer to the GitHub repositories [Hoxha 2020c] and
[Hoxha 2020b].

F IGURE 2.2. GPR-Cart system description.
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2 ROBOT M ODEL

F IGURE 2.3. Robot model and Instantaneous Center of Rotation (ICR).

2.2 Differential Drive Model
This robot has two fixed standard wheels with radius Rl and Rr . Distance between two
wheels is called baseline and it is written with B as shown in figure 2.3. Relationship between
transnational and rotational velocities of the wheels is given with the equations (2.1) and
(2.2).

vl = ωl Rl

(2.1)

vr = ωr Rr

(2.2)

Relationship between robot’s velocities and wheel velocities are shown in equations (2.3) and
(2.4).
vr + vl
2
vr − vl
ω=
B
v=

(2.3)
(2.4)

Robot rotates around Z-axis only. We combine equations above to get the system of differential
equations shown in equation (2.5).

2.2 D IFFERENTIAL D RIVE M ODEL

  
ẋ
cos(θ)
  
  
ẏ  = sin(θ)
  
θ̇
0


0  
 v

0  
 ω
1

5

(2.5)

By integration of the kinematic equations in (2.5) we get (2.6).

Z
v · cos(θ(t))dt

x(t) =
Z
y(t) =

v · sin(θ(t))dt
Z
θ(t) = ω(t))dt

(2.6)

After discretization of (2.6) we have the difference equations from eq. (2.7) to (2.12).

x[n] = x[n − 1] −

v[n]
v[n]
· sin(θ[n − 1]) +
· sin(θ[n])
ω[n]
ω[n]

(2.7)

y[n] = y[n − 1] +

v[n]
v[n]
· cos(θ[n − 1]) −
· cos(θ[n])
ω[n]
ω[n]

(2.8)

θ[n] = θ[n − 1] + ∆θ

(2.9)

∆θ = ω[n] · T

(2.10)

R=

B vr + vl
·
2 vr − vl

[ICRx , ICRy ] = [x − R · sin(θ[n − 1]), y + R · cos(θ[n − 1])]

(2.11)

(2.12)

6

2 ROBOT M ODEL

An important notation is ICR, which represents the centre of rotation of the robot. R
represents the radius of rotation as shown in figure 2.3. With the equations above we can
generate trajectories and we can control the robot. It is important when doing trajectory
generation to keep in mind that trajectory should be smooth, and that means that equation of
the trajectory should be at least of the second order.
Finally, re-writing the equations above in a matrix form and adding physical parameters we
get the model


 

x[n] cos(∆θ)(x[n − 1] − ICRx ) − sin(∆θ)(y[n] − ICRy ) + ICRx 

 

y[n] = sin(∆θ)(x[n − 1] − ICRx ) + cos(∆θ)(y[n] − ICRy ) + ICRy 

 

θ[n]
θ[n − 1] + ∆θ

(2.13)

Where ICRx = x[n − 1] − Rgpr · sin(θ[n − 1]) and ICRy = y[n − 1] + Rgpr · cos(θ[n − 1]).
As we can notice R is modified to Rgpr to include the gears and sensor conversions that are
inside the motors. Rgpr is shown in equation (2.16).

V gprl =

ωl · 2 · π
Rl
gearl · 60

(2.14)

V gprr =

ωr · 2 · π
Rr
gearr · 60

(2.15)

Rgpr =

B V gprr + V gprl
·
2 V gprr − V gprl

(2.16)

Where gearr = 46 and gearl = 46. Differential drive is implemented in python server
[Hoxha 2020c], and is shown in figure 2.4.

2.2 D IFFERENTIAL D RIVE M ODEL

F IGURE 2.4. GPRCart model implemented in python.
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SLAM Approaches

3.1 Introduction
In this chapter we will talk about SLAM challenges and different approaches to solve these
challenges. We will also differentiate various SLAM techniques and point out pros and cons.
There are many classifications of SLAM. From a probabilistic viewpoint, we have two main
forms of SLAM problems: Online SLAM and F ull SLAM . We will talk about these two
problems in section 3.2. Algorithm-wise we can classify SLAM into two main categories:

(1) EKF SLAM
(2) Graph SLAM

3.2 Online and Full SLAM
Online SLAM problem involves estimating posterior over the momentary pose along with
the map:
p(xt , m|z1:t , u1:t )

(3.1)

where xt is the pose at time t, m is the map, z1:t are measurements and u1:t control input. It
is called online SLAM because it only involves estimation of the variables that persist at
time t. This algorithm has incremental nature, it discards past measurements and controls
and estimates new pose xt+1 and updates map m w.r.t. current control signal ut+1 and current
measurement zt+1 figure 3.1 [Thrun, Burgard and Fox 2005].
8

3.2 O NLINE AND F ULL SLAM
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F IGURE 3.1. Model of online SLAM.

Another SLAM problem is called f ull SLAM problem. In full SLAM, we calculate
a posterior over the entire path x1:t along the map, instead of just calculating current pose xt :

p(x1:t , m|z1:t , u1:t )

F IGURE 3.2. Model of full SLAM.

(3.2)
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3 SLAM A PPROACHES

In both versions of the SLAM problems we need to estimate full posterior (3.1) or
(3.2). The full posterior captures all there is to be known about the map and the pose or the
path.
In practice it is not feasible to calculate full posterior due to the high dimensionality
of the parameter space and the large number of discrete correspondence variables (features)
[Thrun, Burgard and Fox 2005].

3.3 EKF SLAM
The earliest and most influential SLAM algorithm is based on extended Kalman filter (EKF).
EKF SLAM algorithm applies extended Kalman filter to online SLAM using maximum likelihood data association. This leads to a number of approximations and limiting assumptions:
(1) Feature-based maps
(2) Gaussian noise assumption
(3) Positive information
Maps generated by EKF SLAM are feature-based maps. Dimension of model matrix
will increase with the number of landmarks. The number of features included on calculated
is kept under 1000, otherwise computations become very costly. In a lot of cases EKF
SLAM needs artificial features, to avoid construction of complicated feature detectors that are
computationally expensive.
Kalman filter assumes that the noise of the system is of the Gaussian form. Extended
Kalman filter belongs to Kalman filter family, and it goes under the same assumption. The
uncertainty in the posterior must be relatively small, otherwise linearization in EKFs may
introduce huge errors.
If the landmark or the feature is missing then this is called negative information. EKF
SLAM cannot process this negative information, and we know that this information should be
useful. Thus, EKF SLAM only processes positive information.

3.3 EKF SLAM

11

3.3.1 EKF SLAM with Known Correspondence
This SLAM uses landmarks to estimate the pose of the robot and do the mapping of the
environment, in addition to estimating the coordinates of all landmarks along the way. The
advantage of this method is that we already know all the correspondences, and we do not
need any probabilistic estimator to estimate which correspondence we are measuring/sensing.
We must acknowledge that this scenario is widely used in environments such as industrial
factories where autonomous robots operate. Thus, its importance cannot be lowered. Note
that in this type of SLAM state’s vector dimensions are big and they increase with the number
of correspondences. The algorithm of this SLAM is shown on the figure 3.3 [Thrun, Burgard
and Fox 2005].
We have to mention that model above uses velocity motion model, and it is identical
with the model we used for our robot GPR-Cart. From figure 3.3 we can see how this method
becomes computationally expensive if we increase the number of correspondences. Thus, we
always need to limit the number of correspondences.

3.3.2 EKF SLAM with Unknown Correspondence
A more realistic version of EKF SLAM is extended to deal with with unknown correspondences. To determine correspondences it uses maximum likelihood estimator (ML). Most
parts of this SLAM algorithm are the same with algorithm in figure 3.3. The difference is in
finding and tracking features. Using ML algorithm finds new features or correspondences
that can be tracked from previous iterations, as it is shown in figure 3.4 and 3.5.
We take into account control noise. Thus, the robot is able to reason for the input noise
during calculations. In order to be a successful solution to SLAM, EKF SLAM needs to
have as input distinctive features. However, the fact that we have a very high computational
complexity limits this SLAM in practice, specially when we need real time results. This
algorithm has some other downsides. It only generates sparse maps and it will have a poor
result when we have ambiguous features/landmarks. Moreover, computation time is not static
and it will be ever-increasing. It has a quadratic update complexity.

12
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F IGURE 3.3. EKF SLAM with known correspondences [Thrun, Burgard and
Fox 2005].

3.3 EKF SLAM

F IGURE 3.4. EKF SLAM with unknown correspondences - Part I [Thrun,
Burgard and Fox 2005]

13
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3 SLAM A PPROACHES

F IGURE 3.5. EKF SLAM with unknown correspondences - Part II. [Thrun,
Burgard and Fox 2005]

3.4 G RAPH SLAM

15

3.4 Graph SLAM

This method solves full SLAM problem. It uses some constraints then calculates a solution
using them. We have three types of constraints; first constraints are the initial state of the
robot and the map, second constraints are the relative motion constraints equation (3.3) and
the third ones are the relative measurement constraints equation. (3.4). Putting all of these
constraints together, we will have a sum of nonlinear quadratic constraints. Optimizing over
these constraints yields to a maximum likelihood map and robot trajectory. This method will
give you best the solution over the given constraints.

(xt − g(ut , xt−1 ))T Rt −1 (xt − g(ut , xt−1 ))

(3.3)

Where Rt is covariance of the motion noise and g(ut , xt−1 ) is the motion model.

(z t i − h(xt , mj ))T Qt −1 (z t i − h(xt , mj ))

(3.4)

Where Qt is covariance of the measurement noise and h(xt , mj ) is measurement model.
In the end, all what is left is to minimize a cost function which is constructed as sum of all
these constraints.

JGraphSLAM = x0 T Ω0 x0 +

X
[xt − g(ut , xt−1 )]T Rt −1 [xt − g(ut , xt−1 )]+
t

+

X

[z t i − h(xt , mj ))T Qt −1 (z t i − h(xt , mj )]

(3.5)

t

It is called a graph SLAM because it is constructed as a graph problem, where each of
the constraints mentioned above represents an edge of the graph and each pose of the robot
and landmark represents a vertex. In the figure 3.6 we show an example of how this type
of graph is constructed. Each black line represents an edge which is formed from relative

16
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movement constraints, and each red line represents an edge that is formed from relative
measurement constraints.

F IGURE 3.6. Graph SLAM: mj - feature, xi - pose.

After minimizing the cost function in equation (3.5) we will have an optimal solution
for the given constraints. This will surely improve localization and mapping accuracy, but
it depends on quality of the constraints. If we have large errors on constraints, optimization
can easily degrade further the accuracy. However, this SLAM method is very successful and
widely used. It is the same SLAM algorithm I use on this work.
Finally, in recent years many researchers started using deep learning techniques to
help improve SLAM. Deep learning has been proven very useful for depth estimation, feature
description, feature matching and extraction. Most of these new approaches are part of Graph
SLAM , which help in increasing the accuracy of localization and mapping.

3.5 V ISUAL SLAM S YSTEMS
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3.5 Visual SLAM Systems
Visual Simultaneous Localization and Mapping (V-SLAM) has emerged and became the
center of research for this single reason; it only needs a standard camera. Compared to lidar
and other sensors,price-wise, camera is a very cheap option. Using a camera as a sensor,
enables the technology for augmented reality (AR).
Visual SLAM algorithms use camera images which are rich in information. The
way V-SLAM uses camera images can be classified as Sparse/Dense and Direct/Indirect.
Sparse and Dense define quantity of the image data used. Sparse SLAM uses only a
handful of selected pixels in an image frame. This directly leads to a sparse map, as maps are
generated using only those selected pixels, seen in figure 3.7, [Klein and Murray 2007].

F IGURE 3.7. PTAM sparse map.
Dense SLAM uses most of the data from image frame and generates a dense pixelwise map. An example of dense SLAM can be seen in figure 3.8, [Newcombe, Lovegrove
and Davison 2011].
Another important classification is based on the way V-SLAM algorithm generates
localization. If V-SLAM uses some selected features to calculate the pose of the camera, then
it is called indirect SLAM, otherwise is called direct.

18
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F IGURE 3.8. DTAM dense map.
Indirect method extracts features from image frames such as corners, edges or more
sophisticated feature descriptors. Famous feature extractor/descriptors algorithms that are
widely used in these method are for example SIFT, ORB, FAST and many more. An example
of this method used is the famous ORB SLAM [Mur-Artal and Tardós 2017].
Direct method is the opposite of indirect. This method uses each pixel intensity
directly and it does not extract any feature. Direct methods try to recover the 3D information
and pose through an optimization process on both camera and map parameters together.
Although this method uses all image information to determine the 3D information and
localization, this method is faster than indirect methods. The reason behind this is that
usually the most expensive process of V-SLAM is calculating feature descriptors .Compared
with indirect methods, this method is less robust when we have environment light changes.
In these cases this method can easily diverge and loose track.
There are many popular V-SLAM algorithm. Some of them can be seen in the figure
3.9.

3.5 V ISUAL SLAM S YSTEMS

F IGURE 3.9. Some famous V-SLAM systems: ORB SLAM [Mur-Artal and
Tardós 2017], DSO [Engel, Koltun and Cremers 2018], DTAM [Newcombe,
Lovegrove and Davison 2011], LSD-SLAM [Engel, Schöps and Cremers
2014], PTAM [Klein and Murray 2007] and SVO [Forster, Pizzoli and Scaramuzza 2014].
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RGBD SLAM and Sensor Fusion

In order to localize pipes in the scanned structure, we need the pose of each data
point. When we combine acoustic detection and pose we can triangulate data points and
obtain depth of the pipe. The last but not least important reason why we use SLAM is that
we use information obtained to generate global acoustic inspection map. To obtain a better
pose information, we use Intel D435i Realsense which has an IMU integrated and Faulhaber
motor-encoder set mounted on the wheel.

4.1 Camera Model

Process of projecting a 3D point to a 2D image plane can be described by a model. The
simplest model is called pinhole model, which is widely used. Some important concepts that
are mentioned in this chapter are:

(1) Optical axis: the direction of imaging, usually Z axis.
(2) Image plane: a plane perpendicular to the optical axis upon which the 3D image is
projected into 2D.
(3) Center of projection: pinhole or focal point.
(4) Focal length: distance from focal point to the image plane.
(5) Field of view (FoV): view which is projected into the image plane.
20
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4.1.1 Pinhole Model
Pinhole model is shown in figure 4.1, taken from [Xiang Gao and Liu 2020]. In pinhole
camera image projected onto the image plane is inverted. To make the model more realistic,
we use a mathematical approach to handle camera projection, result of which are shown in
figure 4.2, where we can see that mathematical relationship is kept and symmetric image
plane representation is more intuitive.

F IGURE 4.1. Pinhole model [Xiang Gao and Liu 2020].
The 3D point P in figure 4.1, is projected through the hole O into image plane O0 -x0 -y 0
in image point P 0 . Let coordinates of P be [X, Y, Z]T , while P 0 is defined by [X 0 , Y 0 , Z 0 ]T .
By triangle similarity, when we use symmetric image plane representation we have:
Z
X
Y
= 0 = 0
f
X
Y

F IGURE 4.2. Real, symmetric and normalized image plane [Xiang Gao and
Liu 2020].

(4.1)
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From equation (4.1) we find the relationship between 3D and 2D coordinates, equation
(4.2). However, this relationship is still represented in [m]. We derive 2D (pixel) to 3D
relationship shown in equation (4.3), where fx and fy express the scale and [cx , cy ]T the offset
of the origin.

X
Z
Y
Y0 =f
Z

X0 = f

X
+ cx
Z
Y
= fy + cy
Z

(4.2)

xim = fx
yim

(4.3)

If we express equation (4.3) in a matrix form we have equation (4.4), a 3x3 matrix
composed of fx , fy , cx and cy is called intrinsic camera matrix and usually written as Mint .
Intrinsic parameters are usually calculated through a calibration process.
 
  
x
f 0 cx
X
 im   x
 
  
 
Z xim  =  0 fy cy   Y 
  
 
1
0 0 1
Z

(4.4)

To be able to represent each point P projected in the image plane w.r.t. the world frame
Pw we need to know the relationship between camera frame and world frame. We represent
orientation of the camera w.r.t. world frame using a rotation matrix R, and we represent
translation of the camera origin system w.r.t. world frame with a t vector. We use equation
(4.5) to express a point from the world frame to the camera frame.
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x
 im 
 
= Z xim  = Mint (RPw + t)
 
1

(4.5)

Camera’s pose R, t are also called as camera’s extrinsic parameters. These sets of
parameters are usually unknown and we need to estimate them. In part 4.1.1.1 we discuss
how to obtain these parameters.

4.1.1.1 Camera Calibration
Let Pw = [Xw , Yw , Zw ]T be a point in world coordinate system. From equation (4.5)
we let us define R in equation (4.6), and t in equation (4.7). To express point Pw in camera
frame we use P = RPw + t.

r
 11

R = r21

r31

r12
r22
r32

r13





r23 

r33

 
Tx 
 
t = Ty 
 
Tz

(4.6)

(4.7)

Combining equations (4.6) and (4.7) with equation (4.3) we get equation (4.8), which
represents the relationship between 3D world coordinates frame and 2D digital coordinates
[cite zhigang zhu -calib]. We define effective focal lengths in both directions as fx = f /sx and
fy = f /sy , where [sx , sy ] are dimensions of the pixel which form the aspect ratio α = sy /sx .

r11 Xw + r12 Yw + r13 Zw + Tx
r31 Xw + r32 Yw + r33 Zw + Tz
r21 Xw + r22 Yw + r23 Zw + Ty
y 0 = yim − cy = fy
r31 Xw + r32 Yw + r33 Zw + Tz

x0 = xim − cx = fx

(4.8)
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By dividing x0 by y 0 then re-ordering, we obtain:
x0 fy (r21 Xw + r22 Yw + r23 Zw + Ty ) = y 0 fx (r11 Xw + r12 Yw + r13 Zw + Tx )

(4.9)

In equation (4.9), we have a 3D point and a 2D image point [x0 , y 0 ], both of which are
known or can be measured for the calibration process. To construct a linear system we use
the definition of aspect ratio and we get rid of fx and fy . Finally, we have equation (4.10),
where we use i to identify the i-th pair of points.

xi Xi r21 + xi Yi r22 + xi Zi r23 + xi Ty − yi Xi (αr11 ) − yi Yi (αr12 ) − yi Zi (αr13 ) − yi (αTx ) = 0
(4.10)
For each pair of points we have a linear equation of 8 unknowns. We write these
unknown coefficients with v1 to v8 and we get equation (4.11).

xi Xi v1 + xi Yi v2 + xi Zi v3 + xi v4 − yi Xi v5 − yi Yi v6 − yi Zi v7 − yi v8 = 0

(4.11)

Finally, we have a homogeneous system of n-linear equations of the form A~v = ~0
where A is a matrix shown in equation (4.12).





 x1 X1 x1 Y1 x1 Z1 x1 −y1 X1 −y1 Y1 −y1 Z1 −y1 


 x2 X2 x2 Y2 x2 Z2 x2 −y2 X2 −y2 Y2 −y2 Z2 −y2 




 .
.
.
.
.
.
.
. 

A=


 .
.
.
.
.
.
.
. 




.
.
.
.
.
.
. 
 .


xN XN xN YN xN ZN xN −yN XN −yN YN −yN ZN −yN

(4.12)

4.1 C AMERA M ODEL

25

To solve this equation we use Singular Value Decomposition (SVD). After we solve
this equation we already have most of the information needed to estimate the rotation matrix
R. Due to physical properties of R matrix, 3rd row can be computed as the vector product of
the 1st and 2nd row. We can also calculate the aspect ratio, scale and sign.
Due to the measurement error, R̂ matrix that we found will not be orthogonal. We
enforce orthogonality by computing SVD of R̂: R̂ = U DV T . We know that a rotation matrix
does not scale the world, it only rotates it, while keeping the dimensions unchanged. In order
to have this property, D matrix should be a diagonal matrix D = 1 ∗ diag(3, 3). This enforces
orthogonality.
Finally, to calculate Tz , fx and fy we form a linear equation using one of the parts
of the equation (4.8). Then we form a least square problem and use SVD decomposition
of the pseudo inverse of that linear equation. The algorithm we described is also known as
Perspective-n-Point (PnP) algorithm [Hartley and Zisserman 2003].

4.1.1.2 Distortion

There are many reasons why cameras will end up capturing distorted images. First of
all, we normally add a lens in front of the camera to increase field of view (FoV). The lens
may affect the propagation way of light. Second, during the assembly we cannot guarantee
that the lens and the image plane are parallel. These are the main two reasons why we will
always have distortion. Distortion will make a straight line appear as a curve in the image
plane.
We can define two main categories of distortion: radial and tangential. Radial distortion
is caused by the reasons we mentioned above, while tangential distortion is caused by the
sensor plane, which is not ideal. We model radial distortion with equation (4.13) and tangential
distortion using model in equation (4.14).
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xdistorted = x(1 + k1 r2 + k2 r4 + k3 r6 )
(4.13)
ydistorted = y(1 + k1 r2 + k2 r4 + k3 r6 )

xdistorted = x + 2p1 xy + p2 (r2 + 2x2 )
(4.14)
ydistorted = y + 2p2 xy + p1 (r2 + 2y 2 )
To better model distortion we combine these two models and get (4.15). This equations
is widely used to model the distortion.

xdistorted = x(1 + k1 r2 + k2 r4 + k3 r6 ) + 2p1 xy + p2 (r2 + 2x2 )
(4.15)
ydistorted = y(1 + k1 r2 + k2 r4 + k3 r6 ) + 2p2 xy + p1 (r2 + 2y 2 )

4.2 RGBD SLAM
There are usually three types of cameras used on SLAM. Based on the camera used visual
SLAM can be classified as Mono SLAM, Stereo SLAM and RGBD SLAM. In this work we
use Intel D435i Realsense which is an RGBD camera. Thus, we we will use RGBD SLAM to
get the visual pose. Before we describe RGBD SLAM we will introduce the RGBD camera.

4.2.1 RGBD Camera
Compared to other camera systems RGBD camera can actively measure the depth of each
pixel. There are two categories of RGBD cameras, based on their principle of work:
(1) Using Infrared Structured Light to measure pixel distance, for example Kinect1.
(2) Using Time-of-flight (ToF), for example Kinect2, D435i etc.
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In the structured light type, a camera calculates distance between the object and itself
based on the returned structured light patterns. In the ToF principles, a camera emits light
pulse to the target, and then determines the distance according to the time of flight of the
beam. Seen in figure 4.3.

F IGURE 4.3. Infrared Structured Light and Time-of-flight RGBD camera.
[Xiang Gao and Liu 2020].

The use of RGBD cameras simplifies SLAM problem, because for each pixel of the
frame we have depth information. RGB and depth images are synchronized and both images
are taken at the same time, pixel-to-pixel correspondent.
We already mentioned that we use D435i Realsense camera, which is shown in figure
4.4. A standard calibration method is used to get the intrinsic parameters of this camera,
including distortion coefficients which are shown in (4.16) and (4.17).
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F IGURE 4.4. D435i Realsense Intel camera - Picture taken from official Intel
webpage.

F IGURE 4.5. Depth and RGB images captured using D435i.



Mint


0
329.804
639.189


= 0
638.593 236.705


0
0
1

k1 = 0.12373; k2 = 0.56359; k3 = −0.00031; p1 = 0.00513; p2 = −0.4252;

(4.16)

(4.17)

In figure 4.5, we can see the depth and RGB images that were captured using D435i.
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4.2.2 Visual SLAM
We first initialize our system by using our previous work [Yangı et al. 2018] on V-SLAM to
generate a visual pose. V-SLAM takes synchronized RGB image and depth image as inputs
and outputs the pose of the camera; also, outputs a 3D map of the environment. Pipeline of
the Visual Odometry (VO) is shown on the figure 4.6. Pinhole camera model is used, where
(4.18) describes the relationship between a 3D point and an image point; D435i falls on the
pinhole camera category.

F IGURE 4.6. Visual Odometry Pipeline.

  

X
z(x
−
o
)/f
x
x
   im

  

=
 Y   z(yim − oy )/fy 
  

Z
zs

(4.18)

In chapter 3 we mentioned a few approaches to solve V-SLAM problem. We chose
the feature-based approach. For each RGB frame i we perform feature detection Fi =
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F IGURE 4.7. Feature detection using ORB descriptor.

{f (IiRGB , xi , yi )|i = 0, 1, 2, ...}, figure 4.7. Using pinhole camera model and additional
depth image, we have 3D information of the feature; then we perform feature detection
Fj = {f (IjRGB , xj , yj )|j = 0, 1, 2, ...} on the next RGB frame j. After we have the features
on both images, we match the corresponding features Mi,j = match(Fi , Fj ), figure 4.8. We
use ORB feature descriptor more about ORB feature detection and matching can be found
at [Mur-Artal and Tardós 2017]. To reduce the error of detecting and matching features, we
use a threshold filter which gives us the result shown in figure 4.9, then RANSAC is used to
remove the outliers. This step is shown in figure 4.10. After finishing the feature matching
process, we feed the filtered features to the next step. In figures below, we purposely used
two image frames that are far from each other; second frame is 20 frames far away from the
reference image frame.
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F IGURE 4.8. Feature matching between two frames.

F IGURE 4.9. Feature pairs after using threshold filter.

F IGURE 4.10. Feature pairs after RANSAC.
 
 
X 
xim
 
 
Y 
 

 yim  = Mint Mext 
 
 
Z 
 
1
1

(4.19)
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F IGURE 4.11. Feature tracking and matching in multiple frames.

Given the initial pose and intrinsic parameters Mint of the camera, we can estimate the
pose after each frame and achieve it using (4.19), where (xim , yim )T are pixel coordinates and
(X, Y, Z, 1)T homogeneous coordinates of that pixel point on 3D. From all this information
we form an equation of the form A~x = ~b, then we solve this equation which, combined with
physical properties, outputs the needed information to find rotation matrix R and translation
vector ~t. This way we can estimate the pose of the camera after each frame related to the
previous frame, and by chain rule Ti,z = Ti,j Tj,k Tk,l ...Ty,z we can also know the relationship
between the initial frame and the current frame. Up to this step we implemented a simple
visual odometry algorithm. Current pose only relies on the last frame and the current frame,
figure 4.11. Visual odometry and visual SLAM have some differences; the borderline in
between is very thin. However, whenever we talk about Visual SLAM we refer to the pipeline
shown in figure 4.12.
If we see the same feature in more than one frame, then we can use that to make a
better prediction for the pose of camera. In figure 4.13, we see the same feature Z3 from three
different frames. We can represent the relationship between frames calculated by VO as in
equation (4.20). We also have the calculated depth of the Z3 from each camera pose. We
represent that relationship using equation (4.21), where λ is inverse depth.
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F IGURE 4.12. Visual SLAM Pipeline.

P2 = R1 P1 + t~1
(4.20)
P3 = R2 P1 + t~2

 
Z1
λ1   = CP1 ;
1

 
Z2
λ2   = C(R1 P1 + t~1 );
1

 
Z3
λ3   = C(R2 P1 + t~2 );
1

(4.21)

After this representation we optimize the projection error:

 
 
 
Z1
Z
Z3
1
1
1
2
min = (||  − CP1 ||2 + ||  − C(R1 P1 + t~1 )||2 + ||  − C(R2 P1 + t~2 )||2 )
~
λ1
λ2
λ3
P,R,t
1
1
1
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F IGURE 4.13. Bundle Adjustment.

To reduce the drift we express our problem as a graph (4.22). To reduce the memory
usage we only save the keyframes. Keyframe, consists of pose and image f rames and
is introduced to represent the scenario visited. Each keyframe is a pivot of a local area
that passed a pre-defined motion threshold. Meanwhile, we detect the overlapping between
keyframes, and we form an edge connection if enough overlapping exist between any two
frames. Thus, we can represent the whole scenario using vertices/edge data structure, where
vertices (V ) denotes keyframes, edge (E) denotes an edge.

G = {V, E}

(4.22)

For any two keyframes, i and j, the edge Ei,j is defined with equation (4.23)

E = Ti,j



R3x3 t3x1

=
o1x3
1

(4.23)

where R3x3 is rotation a matrix and t3x1 is a translation vector, that relates vertex Vi
and Vj .
After we express our SLAM problem in a graph, we use graph optimization methods
to optimize the results [Kümmerle et al. 2011][Agarwal, Mierle et al. n.d.]. There are many
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methods for optimization but we use Levenberg-Marquardt(LM), which is also called damped
Gauss-Newton method. This method is a robust method, and even if it starts far off the
optimum it will converge fast. The update step of this method is given with:

x̂k+1 = x̂k − (H − αIn )−1 g

(4.24)

where H is the Hessian matrix, In - identity matrix, α - weight and g - gradient.
As we can see, this method will become as gradient descent method if α → ∞. Hessian
matrix is calculated uisng H = J T J, where J is the Jacobian. We use the optimized pose
Ti,j = Eopt{i,j} as the correction step in our VIO system.
Finally, we have optimized results of localization. After this step, we have everything
we need to do the mapping. We use point cloud library (PCL) to visualize the results.

4.3 Multi Sensor Fusion - IMU, Camera and Encoders
It is a requirement from GPR industry to tag accurate pose information on GPR measurement
for 3D GPR imaging. Only high accuracy localization is acceptable for GSSI’ 2.4GHz
PaveScan GPR antenna. The Intel D435i RGB-D camera on the GPR-Cart can produce pretty
accurate and robust pose estimations using VI-SLAM. To improve localization of our robot,
we implement a filter based sensor fusion, using Error-State Kalman Filter or ES-EKF based
on [Joan Sola 2017].
First, we use IMU to generate the nominal state. Information of the pose obtained from
the camera, encoders and IMU go into a Error-State Extended Kalman filter also known as
ES-EKF [Joan Sola 2017]. We use ES-EKF to generate pose information at a high frequency,
taking advantage of IMU’s high rate pose generation, as shown in figure 4.14. IMU is prone
to drifting and accumulates the error, while camera is more accurate, drifts less, and we
can do online graph optimization and loop-closure. On the other hand, with given the right
calibration, encoders tend to give high accuracy pose estimation of mobile robots under two
assumptions that will be mentioned above. This way using sensor fusion allows us to generate
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poses at a high rate. Thus, this is the main reason for using IMU at the prediction step of
ES-EKF and using visual pose or encoder pose as correction. Because these sensors are
complementary with each other, in particular camera vs encoder and camera vs IMU. This
will help to remove the drift by graph optimization of the visual pose.

F IGURE 4.14. Multi rate pose generation from VO and IMU.
The algorithm is briefly introduced below where the state variables are: position p,
orientation q, velocity v, acceleration bias ab , gyro bias ωb and gravity vector g. To avoid
h
i
Gimbal Lock problem, we represent orientation using quaternions, q = qx qy qz qw .
In equation (4.25) we show the state equation of our system.
Error-state Extended Kalman Filter has three main state: xt which is true-state, x which
is nominal-state and δx which is the error-state. The true-state represents the corrected values
of states. The nominal-state updates the state according to the model in equation (4.27), or in
a simpler form shown in equation (4.26) where xk can be either true state or nominal state,
and w represents white noise of the IMU. In the nominal state we do not keep track of the
noises, biases and gravity, so we consider them as constant.

h

x = p v qt ab ωb g

x̂k+1 = fk (xk , uk , w)

i

(4.25)

(4.26)
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1
2
pk+1 = pk + vk · ∆t + 2 ∆t · (R(am − ab ) + g)




vk+1 = vk + ∆t · (R(am − ab ) + g)






qk+1 = q{(ωm − ωb )∆t} ⊗ qk






ab = ab




ωb = ωb




g=g

(4.27)

When we receive measurements from IMU we update the states according to the
nominal-state equation (4.27), and covariance according to the equation (4.28). We write our
nominal state at current step as xˆk .

Σ̂k+1 = F · Σk · F T + G · Q · GT

(4.28)

Where F is linearized state transition matrix of the nominal-state, G involves state
propagation noise and Q IMU covariance matrix, which includes acceleration noise and
angular velocity noise. Matrix F and G are shown in equations (4.29) and (4.31) respectively.
F is derivative of the state transition equations with respect to the state vector x, and G is
derivative of state transition matrix with respect to the noise vector. It is worth to mention
that orientation error is calculated with respect to the global frame, and that’s the reason why
quaternion multiplication is right quaternion multiplication.
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(4.29)
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03x3

I3x3


03x3
G=
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03x3 03x3 I3x3 
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(4.30)



Vi3x3 03x3 03x3 03x3 


 03x3 Θi3x3 03x3 03x3 

Q=


 03x3 03x3 Ai3x3 03x3 


03x3 03x3 03x3 Ωi3x3

(4.31)

While IMU update takes place on the prediction phase of EKF, camera serves as
measurement update. We use our previous work for visual odometry pose generation
[Yangı et al. 2018]. To do the measurement update we first calculate Kalman Gain (4.32).
Matrices Hk+1 and Rk+1 have two forms, depending if we have visual pose measurement or
encoder measurement. When we have visual measurement Hk+1 = Hcam (4.33), and when
we have encoder measurement Hk+1 = Henc (4.34), same goes for Rk+1 matrix, where we
use Rcam or Renc in equations (4.35) or (4.36) respectively. After we have Kalman Gain, we
need to calculate the error-state using equation (4.38), where Zk+1 is the measurement from
VO and xk is the current nominal or true state, dependent if we had a measurement correction
in the previous step or not. The error-state kinematics are shown in equation (4.37), where Vi ,
Ai and Wi are white Gaussian noises and are usually given in the datasheet of the sensor.

Kk+1 = Σ̂k+1 Hk+1 T (Hk+1 Σ̂k+1 Hk+1 T + Rk+1 )−1


Hcam = 

I3x3 03x3 03x3 03x3 03x3 03x3
03x3 03x3 I3x3 03x3 03x3 03x3

(4.32)




(4.33)
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Henc = 03x3 I3x3 03x3 03x3 03x3 03x3 


01x3 01x3 0, 0, 1 01x3 01x3 01x3


(4.34)



I3x3 03x3

Rcam = 
03x3 I3x3

Renc

(4.35)



03x3
03x1 
pvar · I3x3


=  03x3
vvar · I3x3 03x1 


01x3
01x3
yawvar



(4.36)



δpk+1 = δpk + δvk · ∆t




δvk+1 = δvk + ∆t · (−R[am − ab ]x · δθ − Rδab + g) + Vi 






δθk+1 = δθk − Rδωb )δt + Θi






δab = δab + Ai




δωb = δωb + Wi




δg = δg

(4.37)

After we have the error-state we inject the observed state into the nominal-state and
we get the true-state as shown in equation (4.39).
δxk+1 = Kk+1 (Zk+1 − Hk+1 x̂k+1 )

(4.38)

xk+1 = x̂k+1 + δxk+1

(4.39)

After we correct the nominal-state we need to update our covariance matrix too. To do
that we use equation (4.40).

Σk+1 = Σ̂k+1 − Kk+1 Hk+1 Σ̂k+1

(4.40)
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In our fusion system we have two different measurement models, one for visual pose
and the other one for encoder pose.
Our experimental study using Vicon motion capture system verified that our visualinertial odometry method can achieve up to 5 millimeter positioning accuracy.
As an additional sensor we use encoders mounted on the wheels of the robot. The
pose of our robot is of the form [x, y, θ]. In this extra layer of EKF fusion, we use differential
drive model developed in Chapter 2 to get the pose from encoders on the wheels. For better
accuracy we also use velocity vector of the robot in the fusion.
To measure robot’s pose using encoder we use (4.41). When we have heading direction
and robot’s velocity, we have all the components needed in fusion. To get robot’s velocity we
use (2.3).

 


x[n]
cos(∆θ)(x[n − 1] − ICRx ) − sin(∆θ)(y[n] − ICRy ) + ICRx

 


 

y[n] = sin(∆θ)(x[n − 1] − ICRx ) + cos(∆θ)(y[n] − ICRy ) + ICRy 

 

θ[n]
θ[n − 1] + ∆θ

(4.41)

As we know encoder is very accurate when a robot moves in straight lines under some
very strong assumptions, which usually are not fulfilled. The usual assumptions are: 1) area
where robot moves is flat, 2) there is no wheel slip and 3) we know the exact parameters of
the system. The third assumption is usually overcome by using calibration processes to model
the system. Hard to overcome are first and second assumption.
To avoid fusion when first assumption does not hold we will use a threshold filter.
Firstly, we know that encoder’s performance is bad when a robot is turning, so we should
avoid fusion when we are turning and only keep VIO’s pose as the new pose. Second, if
there are changes on roll and pitch angles that means that the surface is uneven. All this
information helps us form the threshold filter. We use second norm of rotation vector from
VIO shown in equation (4.42). If k1 is above a threshold value it means the robot is either not
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moving straight or the surface is uneven. In these cases we use as a pose the output of VIO
and skip the fusion with encoder.

k1 = ||[rollvio , pitchvio , yawvio ]||2

(4.42)

To overcome second assumption we use another threshold filter. Input to this filter will
be the ratio shown in equation (4.43). If k2 is bigger than zero it means that encoder made a
better prediction than VIO and we fuse the information. However, if this ratio is smaller than
1 and smaller than a threshold value it means that we had a wheel slippage. In this case we
avoid fusion between encoder and VIO.

k2 =

||[xenc , yenc ]||2
||[xvio , yvio ]||2

(4.43)

Parameters of this threshold filter can be found using experiments. If the surface is
uneven or wheels tend to slip a lot then the output will be mostly pose from VIO.

C HAPTER 5

Experiment

Our experiment is conducted in few steps. The order flow of this experiment is
expressed in figure 5.1.

F IGURE 5.1. Experiment steps.

All these steps are needed to finalize our experiments and show the results. ORB
SLAM2 [Mur-Artal and Tardós 2017] is edited to work with our datasets.
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5.1 Calibration
We already explained in section 4.1.1.1 the math behind the camera calibration and the pose
estimation. The code of the calibration software and the dataset used can be found on this
GitHub repository [Hoxha 2019a]. This code is based on the official OpenCV documentation
[OpenCV-Team 2011-2014]. A glimpse of how the datasets look is shown in figure 5.2. We
used 75 chessboard pictures to achieve the calibration. Since this is not the main topic of this
work, we will not go into details.

F IGURE 5.2. Calibration dataset example.

IMU to Camera calibration matrix is read from the official D435i and we do not need
to further inspect this topic. Encoder calibration is done using VICON system. We use
least square minimization to try and match encoder trajectory with the VICON ground truth
trajectory. VICON is a high accuracy localization and tracking system.

5.2 Data collection and synchronization
Data collection is done using ROS. To make it easier we first record all necessary topics form
D435i the camera and encoder data to a rosbag.
Depth and RGB images are captured by different cameras. IMU is another system
where the encoder is completely independent. One important thing to do is to synchronize
the data, as they arrive at different times. This task is achieved by our software written using
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ROS, and can be found in our GitHub account [Hoxha 2019c]. It is very important that all
our data is synchronized, because that would heavily affect the accuracy of the VSLAM and
sensor fusion. At the same time we also prepare the data for ORB SLAM2. When we collect
the data, we use the timestamp as ID. This helps us to post-process the data offline. A picture
of the data collection and the synchronization process is attached below, figure 5.3.

F IGURE 5.3. Data collection process.

5.3 VSLAM and Sensor Fusion
We first run ORB SLAM2 in our data and get the camera pose, figure 5.4. ORB SLAM2
does bundle adjustment and loop closure which improves the result. Green lines in figure
show the edges while blue squares show the vertices of the graph, figure 5.6. ORB SLAM2
itself generates a sparse map, and that is shown in figures 5.8 and 5.9. We save the optimized
poses from VSLAM by keeping the timestamps as IDs. In the next step we send the pose
information generated by VSLAM into the VIO+E fusion. Then using timestamps we have
from VSLAM pose, IMU data and encoder data, we proceed with the fusion. After the
execution of the sensor fusion, we update the new trajectory data.Due to the current situation
with COVID-19, we were not able to collect the corresponding data from our robots. We
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collected data only using D435i. Encoder data is missing, and results will be added whenever
we are able to collect the data.

F IGURE 5.4. ORB SLAM2 running.

We also developed a small tool to draw the trajectory from ORB SLAM2 output
trajectory file, figure 5.7. This tool is developed using Pangolin and Eigen c++ libraries.

F IGURE 5.5. ORB SLAM2 trajectory and graph, view 1.
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F IGURE 5.6. ORB SLAM2 trajectory and graph, view 2.

F IGURE 5.7. Trajectory of the VIO.

5.4 Dense Mapping
One of the main topics of this work is generating accurate dense maps. Accuracy of the maps
generated by RGBD cameras depends on two factors: 1) camera-fusion pose accuracy and
2) depth image accuracy. We improved pose estimation from the camera and other sensors.
Another thing we encountered during map generation was that depth estimation when the
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F IGURE 5.8. ORB SLAM2 sparse map, view 1.

.
F IGURE 5.9. ORB SLAM2 sparse map, view 2.

camera was further than a certain value was not accurate and it had a lot of noise. To avoid
having inaccurate maps due to the depth measurement error, we filter all the data that are
further than that value. We can see the effect of this step by comparing figures 5.10, 5.11
with 5.12. To generate these dense maps we use point cloud library (pcl) for c++ [Rusu and
Cousins 2011]. Our software takes as input RGB-D dataset and ORB SLAM2 trajectory
format file. We mentioned above that we keep IDs between the data. That is very important
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for this step. The code that generates these dense maps can be found in my GitHub repository
[Hoxha 2020a].

F IGURE 5.10. Point cloud map, depth threshold 2.5[m], view 1.

Finally, we will generate occupancy maps. We use octomap library for c++ to generate
occupancy maps. The code that generates these maps can be found in GitHub repository
[Hoxha 2019b]. The importance of the occupancy maps is very high for autonomous navigation.
We show octomaps generated using depth threshold 2.5[m] in figures 5.16, 5.17 and
5.18. We also show the octomaps using depth threshold value at 1.8[m] in figures ??, ?? and
??. Additional to these views we add some walk − in in figures 5.19, 5.20 and 5.21.
To generate these results we used real environment, nothing close to ideal. We have
reflections and abrupt camera movement. However, results are very good. We also conduct
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F IGURE 5.11. Point cloud map, depth threshold 2.5[m], view 2.

F IGURE 5.12. Point cloud map, depth threshold 1.8[m].
an experiment with TUM datasets [Sturm et al. 2012]. Output from TUM dataset is shown in
the figures 5.22, 5.23 and 5.24.
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F IGURE 5.13. Octomap, depth threshold 2.5[m], view 1.

F IGURE 5.14. Octomap, depth threshold 2.5[m], view 2.
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F IGURE 5.15. Octomap, depth threshold 2.5[m], view 3.

F IGURE 5.16. Octomap, depth threshold 1.8[m], view 1.
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F IGURE 5.17. Octomap, depth threshold 1.8[m], view 2.

F IGURE 5.18. Octomap, depth threshold 1.8[m], view 3.
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F IGURE 5.19. Octomap, depth threshold 2.5[m], walk-in 1.

F IGURE 5.20. Octomap, depth threshold 2.5[m], walk-in 2.
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F IGURE 5.21. Octomap, depth threshold 2.5[m], walk-in 3.

F IGURE 5.22. Dense map, TUM dataset, view 1.
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F IGURE 5.23. Dense map, TUM dataset, view 2.

F IGURE 5.24. Dense map, TUM dataset, view 3.
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Conclusion and future work

The results concluded show that fusing different sensors improves the localization
of the mobile robot. Localization is essential for robots like GPR-Cart that carry a ground
penetration radar (GPR). If we have accurate localization we can generate high accuracy
dense maps of the environment and integrate them with underground 3D maps generated by
GPR. Environment maps combined with GPR maps are very useful as it is easier to read the
underground map by referencing the 3D environment map thus, helping us navigate them
faster.
An improvement that can be made in the fusion part is the use of optimization to fuse
information. Also, we can design a similar anomaly detection filter for the VIO part as we did
for the encoder. Finally, a very important improvement that can be made is gathering all the
offline steps and making them run online. This would be suitable for generating occupancy
maps, but computationally costly for generating point cloud maps using pcl.
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