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Abstract
Voevodsky showed that there is a motivic spectrum representing algebraic K-theory. We describe an
equivalent spectrum that is also a symmetric ring spectrum. A coherence problem occurs when one verifies
the symmetry. It is explained and solved by introducing a category of vector bundles with strictly
associative tensor product that is also strictly commutative with line bundles.
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Chapter 1
Introduction
The motivic homotopy theory introduced in [17] and [24] is the homotopy theory of schemes. In [24],
Voevodsky gave three examples of cohomology theories represented by motivic spectra. One of them is
algebraic K-theory, which is represented by a spectrum he called BGL. Then Panin, Pimenov, and
Ro¨ndigs proved that this spectrum has a monoidal structure which respects the naive multiplicative
structure of K-theory [20].
Voevodsky himself said in [24] that the construction of BGL is ugly, and that he is sure there will be a
better way to do it. One of the reasons is that the structure maps are defined only up to homotopy. In this
paper we introduce a new construction of a motivic spectrum representing algebraic K-theory, which is
equivalent to BGL, but whose structure maps are defined explicitly. As a result, it is rather
straightforward to prove that the spectrum has a monoidal structure. In particular, it is a motivic
symmetric ring spectrum (see Definition 2.3.12). The same result was announced in a recent preprint by
Ro¨ndigs, Spitzweck, and Østvær [18]. There are several differences between their spectrum and ours. Their
spectrum is advantageous in that it is commutative, whereas ours is not. Also they proved theirs is
equivalent to Voevodsky’s spectrum for non-regular base schemes, but we prove it only for regular base
schemes. On the other hand, our construction is purely K-theoretic using fewer outside result, and the
construction and proofs are elementary. It remains as an interesting future project to prove the equivalence
of our spectrum with Voevodsky’s spectrum for non-noetherian bases, or to construct a commutative
symmtric ring spectrum using similar techniques.
In chapter 2, we review the theory of motivic symmetric spectra of Jardine [13], which is the main
technical basis of the construction in this paper.
In chapter 3, the category of standard vector bundles is constructed. It is a category which is equivalent
to the usual category of vector bundles of a scheme, but has nice properties listed in Theorem 3.3.10 and
Theorem 3.3.8. In particular, the tensor product of vector bundles is strictly associative and strictly
commutative with line bundles. The strict associativity is required to construct the monoidal structure of
the spectrum, and the strict commutativity with line bundles is required to prove the equivariance of the
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structure maps.
In chapter 4, we review the Gillet-Grayson construction of K-theory (the G-construction for short),
which is the main ingredient of the construction of the motivic symmetric ring spectrum representing
algebraic K-theory. What makes an explicit definition of the structure map possible is the property of the
G-construction that the multiplication by arbitrary elements of K0 such as [O]− [O(−1)] ∈ K0(P1) can be
described explicitly, which cannot be done with the Quillen Q-construction or Waldhausen K-theory,
although Quillen’s S−1S-construction would work as well.
Finally in chapter 5, we construct the spectrum and show that it is a motivic symmetric ring spectrum.
The definition is simple. The n-th space of the spectrum is the presheaf X 7→ diagGnV(X) assigning the
iterated G-construction of the category of standard vector bundles on X to each scheme X, and the
structure maps are defined by multiplication by the element [O]− [O(−1)] in K0. Also, it is shown that
the spectrum is equivalent to BGL when the base scheme is regular.
For the purpose of this paper, we will restrict our attention to certain small categories of schemes
instead of the large category ((Sch)) of all schemes. We choose an uncountable cardinal κ that is big
enough for any application of motivic homotopy theory. In particular, κ has to be bigger than the
cardinality of the continuum for the theory over the complex numbers. Consider the category of noetherian
schemes of finite Krull dimension whose coordinate rings have cardinality less than κ. It is equivalent to a
small category, and we let Sch denote this small category. We may assume that Sch has all open
subschemes of all of its objects. When we mention a scheme in this paper, we mean an object of Sch.
Suppose X is a scheme. We let Sch/X denote the category of schemes over X and let Sm/X denote the
category of smooth schemes (of finite type) over X. They are small categories, and Sm/X is a subcategory
of Sch/X. Any scheme in the large category ((Sch)) that has a smooth map over a scheme (in Sch) is also
noetherian, finite dimensional, and the cardinalities of its coordinate rings are less than κ. Hence Sm/X is
equivalent to the large category of smooth schemes in ((Sch)) over X.
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Chapter 2
Motivic symmetric spectra
Hovey, Shipley, and Smith introduced a symmetric monoidal category of spectra called the category of
symmetric spectra [11], and Jardine imported the theory to the motivic stable category of Morel and
Voevodsky [13, 17, 24]. The theory provides a model of the motivic stable category with a symmetric
monoidal smash product.
In this chapter, we summarize his theory of motivic symmetric spectra. The content of this chapter is
not original, and it is drawn from [13, 17, 24, 11, 12, 22]. The category of motivic symmetric spectra is
defined, and the result that it can be considered as a symmetric monoidal model category is presented.
The associated homotopy category is equivalent to the motivic stable homotopy category of Morel and
Voevodsky.
2.1 Motivic symmetric spectra
Definition 2.1.1. A spectrum is
(1) a sequence X0, X1, . . . , Xn, . . . of pointed simplicial sets,
(2) a pointed map σ : S1 ∧Xn → X1+n for each n ≥ 0.
The maps σ are called the structure maps of the spectrum. By adding symmetric group actions to a
spectrum, we get the notion of symmetric spectrum. Let Σp be the symmetric group of permutations of
the set {1, 2, . . . , p}. We consider Σp × Σn as a subgroup of Σp+n with Σp acting on the first p elements
and Σn on the last n elements. Let Sp = S1 ∧ · · · ∧ S1 be the p-fold smash power of the simplicial circle S1.
Then Σp acts on Sp by permuting the coordinates.
Definition 2.1.2. [11, 1.2.2] A symmetric spectrum is
(1) a sequence X0, X1, . . . , Xn, . . . of pointed simplicial sets,
(2) a pointed map σ : S1 ∧Xn → X1+n for each n ≥ 0, and
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(3) a (base point preserving) left action of the symmetric group Σn on Xn for each n ≥ 0 such that the
composite map
σp : Sp ∧Xn → Sp−1 ∧X1+n → · · · → S1 ∧Xp−1+n → Xp+n
of the maps IdSi ∧ σ : Si ∧S1 ∧Xp−i−1+n → Si ∧Xp−i+n is Σp×Σn-equivariant for p ≥ 0 and n ≥ 0.
These notions can be defined in the motivic world as well by replacing simplicial sets by motivic spaces.
We follow Panin, Pimenov, and Ro¨ndigs for the definition of motivic spaces [20, 1.1]. Let (Sm/S)Nis be
the site of smooth schemes over a base scheme S with Nisnevich topology, and let SSet be the category of
simplicial sets.
Definition 2.1.3 ([20]). A motivic space over S is a functor (Sm/S)op → SSet, i.e., a presheaf of
simplicial sets (or simplicial presheaf) on Sm/S. The category of motivic spaces over S is denoted by
M(S).
Morel and Voevodsky used simplicial sheaves on (Sm/S)Nis instead of simplicial presheaves for motivic
homotopy theory. Theorem 1.2 of [13] shows that the presheaf category is also a good model for motivic
homotopy theory, provided one adjusts the choice of weak equivalences appropriately.
We have two faithful functors Sm/S →M(S) and SSet→M(S). The first functor sends a smooth
scheme X to the presheaf of discrete simplicial sets Y 7→ HomSm/S(Y,X) and the second functor sends a
simplicial set K to the constant presheaf Y 7→ K. Smooth schemes and simplicial sets will be considered as
motivic spaces by means of these functors.
A pointed motivic space is a motivic space A with a map a0 : S → A called the base point of A. We
usually omit the base point and write A instead of (A, a0). The category of pointed motivic spaces will be
denoted by M•(S). There is the forgetful functor M•(S)→M(S) forgetting the base point. Its adjoint
M(S)→M•(S) is defined by A 7→ A+ where A+ = A
∐
S with the canonical map S → A∐S for the base
point. The smash product A ∧B of pointed motivic spaces A and B is defined to be the presheaf taking Y
to the smash product of pointed simplicial sets A(Y ) and B(Y ).
Lemma 2.1.4. Let X ∈ Sm/S and let evX : M•(S)→ SSet• be the evaluation functor A 7→ A(X). There
is an adjunction
(wX , evX) : HomM•(S)(K ∧X+, A) ∼= HomSSet•(K,A(X)).
Proof. If α : K ∧X+ → A is a map of pointed motivic spaces, we obtain a map K → A(X) defined by
x 7→ α(x, 1X). Conversely, given a map h : K → A(X) of simplicial sets, we obtain K ∧X+ → A by
defining, for each Y ∈ Sm/S, (K ∧X+)(Y )→ A(Y ) to be the map sending (x, f) to A(f)hx for
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f : Y → X, and to the base point for f : Y → S.
The category M•(S) of motivic spaces over S is a closed symmetric monoidal category with respect to
the smash product, meaning that there is an internal function object. Suppose A,B, and C are pointed
motivic spaces. The function complex hom(A,B) is a simplicial set defined by n 7→ HomM(S)(A×∆n, B).
The pointed version is hom•(A,B) defined by n 7→ HomM•(S)(A ∧ (∆n)+, B). The internal hom complex
Hom(A,B) is a motivic space defined by U 7→ hom(A|U , B|U ). The pointed version is Hom•(A,B)
defined by U 7→ hom•(A|U , B|U ). The base point of Hom•(A,B) is determined by the maps
A ∧ (∆n)+ → S b0−→ B. There is an adjoint isomorphism
HomM•(S)(A ∧B,C) ∼= HomM•(S)(A,Hom•(B,C)).
Evaluation in U -sections defines natural maps hom•(A|U , B|U ) ∧A(U)→ B(U), which together gives a
natural evaluation map
ev : Hom•(A,B) ∧A→ B.
We denote by T p the p-fold smash product T ∧ T ∧ · · · ∧ T of a pointed motivic space T . In the
following definition, T could be any pointed motivic space, but in motivic homotopy theory, it is usually a
space from the class of motivically equivalent spaces that includes A1S/A1S − {0}, (P1S ,∞), and S1 ∧Gm.
Our choice for T in Chapter 5 will be the mapping cylinder of the inclusion S ∞−→ P1S of the point at
infinity. More will be explained about the choice in Chapter 5.
Definition 2.1.5. A motivic T -spectrum over S is
(1) a sequence A0, A1, . . . , An, . . . of pointed motivic spaces over S,
(2) a pointed map σ : T ∧An → A1+n for each n ≥ 0.
Definition 2.1.6 ([13]). A motivic symmetric T -spectrum over S is
(1) a sequence A0, A1, . . . , An, . . . of pointed motivic spaces over S,
(2) a pointed map σ : T ∧An → A1+n for each n ≥ 0, and
(3) a (base point preserving) left action of the symmetric group Σn on An for n ≥ 0, such that the
composite map
σp : T p ∧An → T p−1 ∧A1+n → · · · → T ∧Ap−1+n → Ap+n
of the maps IdT i ∧ σ : T i ∧ T 1 ∧Ap−i−1+n → T i ∧Ap−i+n is Σp×Σn-equivariant for p ≥ 0 and n ≥ 0.
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A morphism f between motivic T -spectra A and B is a collection of maps fn : An → Bn such that the
diagram
T ∧An σ //
1∧fn

A1+n
f1+n

T ∧Bn σ // B1+n
commutes for each n ≥ 0. The category of motivic T -spectra will be denoted by SMT (S), or simply
SM(S) when T is evident from the context. A morphism f between motivic symmetric T -spectra A and B
is a collections of Σn-equivariant maps fn : An → Bn such that a similar diagram commutes. The category
of motivic symmetric T -spectra will be denoted by SMΣT (S) or SM
Σ(S).
Lemma 2.1.7. Suppose A is a motivic T -spectrum together with a symmetric group action on each An. If
σ : T ∧An → A1+n is Σ1 × Σn-equivariant and σ2 : T 2 ∧An → A2+n is Σ2 × Σn-equivariant for all n ≥ 0,
then A is a motivic symmetric T -spectrum. In other words, the equivariance of iterated structure maps σp
needs to be proved only for p ≤ 2.
Proof. Let (α, β) ∈ Σp × Σn. Since the symmetric group Σp is generated by adjacent transpositions, it
suffices to prove that σp(α, β) = (α, β)σp assuming α is the transposition (i i+ 1) for some 1 ≤ i ≤ p− 1.
This is shown by the following commutative diagram where τ is the transposition such that
σ = (1, τ, 1) ∈ Σi−1 × Σ2 × Σp−i−1.
T i−1 ∧ T 2 ∧ T p−i−1 ∧An
1∧τ∧1∧β //
1∧1∧σp−i−1

σp
))
T i−1 ∧ T 2 ∧ T p−i−1 ∧An
1∧1∧σp−i−1

σp
uu
T i−1 ∧ T 2 ∧A(p−i−1)+n
1∧τ∧(1,β) //
1∧σ2∧1

T i−1 ∧ T 2 ∧A(p−i−1)+n
1∧σ2∧1

T i−1 ∧A2+(p−i−1)+n
1∧(τ,1,β) //
σi−1

T i−1 ∧A2+(p−i−1)+n
σi−1

Ap+n
(α,β)
// Ap+n
The top and bottom squares commute because σ is equivariant and the middle square commutes because
σ2 is equivariant.
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2.2 Model structures
The category of motivic symmetric spectra SMΣ(S) has a stable model category structure. The
associated homotopy category H(SMΣ(S)) is equivalent to the motivic stable homotopy category of Morel
and Voevodsky.
We begin with the description of two model structures on M(S). One of them is called simplicial and
the other is called motivic. A simplicial weak equivalence is a map of motivic spaces inducing weak
equivalences of simplicial sets on all (Nisnevich) stalks. (Jardine calls such a map a local weak
equivalence.) A cofibration is a monomorphism of motivic spaces, and a simplicial fibration is a map that
has the right lifting property with respect to all maps that are cofibrations and simplicial weak
equivalences. (Jardine calls such a map a global fibration.) These classes of maps define a model structure
on M(S) [12, 2.3]. We call it the simplicial model structure and denote the associated homotopy category
by Hs(M(S)). The motivic model structure is obtained by localizing M(S) with respect to the map
f : ∗ → A1 of a rational point. A map is called a motivic fibration if it is a simplicial fibration and has the
right lifting property with respect to all inclusions of motivic spaces
(f, j) : (A1 ×A) ∪A B → A1 ×B
arising from f : ∗ → A1 and all cofibrations j : A→ B. A cofibration is a monomorphism of motivic spaces
as in simplicial structure. A map g : A→ B is called a motivic weak equivalence if it induces a weak
equivalence of simplicial sets
g∗ : hom(B,C)→ hom(A,C)
for every motivically fibrant object C. The category M(S) of motivic spaces over S is a model category,
together with the classes of cofibrations, motivic weak equivalences and motivic fibrations [13, 1.1]. The
simplicial and motivic model structures on the category M•(S) of pointed motivic spaces are induced from
those of M(S). The motivic homotopy category will be denoted by H•(S).
Proposition 2.2.1. A motivic space A is motivically fibrant if and only if it is simplicially fibrant and the
projection X ×S A1S → X induces a weak equivalence of simplicial sets A(X) ' A(X ×S A1) for all X in
Sm/S.
Proof. We refer the reader to the discussion preceding [13, 1.6].
The homotopy (presheaf of) groups of a pointed motivic space A are defined as follows:
• pisn(A) : X 7→ HomHs(M•(S))(Sn ∧X+, A),
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• piA1n (A) : X 7→ HomH•(S)(Sn ∧X+, A).
Lemma 2.2.2. Suppose A is a pointed motivic space. For all n ≥ 0 and X in Sm/S, there are
isomorphisms
pisn(A)(X) ∼= pin((ExsA)(X)),
piA
1
n (A)(X) ∼= pin((ExA
1
A)(X)),
where Exs and ExA
1
are simplicially fibrant replacement and motivically fibrant replacement functors,
respectively.
Proof. The adjunction of Lemma 2.1.4 is a Quillen adjunction with respect to both model structures since
the functor K 7→ K ∧X+ preserves cofibrations and trivial cofibrations. Therefore, there are isomorphisms
HomHs(M•(S))(K ∧X+, A) ∼= HomH(SSet•)(K, (ExsA)(X))),
HomH•(S)(K ∧X+, A) ∼= HomH(SSet•)(K, (ExA
1
A)(X)).
The lemma follows when K = Sn.
Now consider the category SM(S) of motivic T -spectra. There are two model structures on SM(S),
the one with level equivalences as weak equivalences, and the one with stable equivalences as weak
equivalences. We say that a map f : A→ B of motivic T -spectra is a level cofibration, level fibration, and
level equivalence if all component maps fn : An → Bn are cofibrations, motivic fibrations, and motivic
weak equivalences, respectively. A map in SM(S) is called a cofibration if it has the left lifting property
with respect to all maps that are level fibrations and level equivalences. The category SM(S) of motivic
T -spectra is a model category, together with the classes of level equivalences, cofibrations, and level
fibrations [13, 2.1]. We write JA for the level fibrant model of a motivic spectrum A.
For a pointed motivic space A, let ΩTA denote the internal hom functor Hom•(T,A). The fake T -loop
functor Ω`T : SM(S)→ SM(S) is defined by setting, for a motivic T -spectrum A,
(Ω`TA)n = ΩT (An),
and by specifying the structure map σ : T ∧ (Ω`TA)n → (Ω`TA)1+n to be the map adjoint to
ΩT (σ∗) : ΩT (An)→ Ω2T (A1+n) where σ∗ : An → ΩT (A1+n) is adjoint to the composite
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An ∧ T t−→ T ∧An σ−→ A1+n. The maps σ∗ determine a natural morphism of motivic T -spectra
σ∗ : A→ Ω`TA[1],
where the shifted T -spectrum A[1] is defined by A[1]n = A1+n. The motivic spectrum QTA is defined to
be the colimit of the system
A
σ∗−→ Ω`TA[1]
Ω`Tσ∗[1]−−−−−→ (Ω`T )2A[2]
(Ω`T )
2σ∗[2]−−−−−−−→ · · ·
The functor QT is called the stabilization functor.
A map f : A→ B of motivic T -spectra is said to be a stable equivalence if it induces a level equivalence
QTJ(f) : QTJA→ QTJB.
A stable fibration is a map that satisfies the right lifting property with respect to all maps that are
cofibrations and stable equivalences. The category SM(S) of motivic T -spectra over S is a model category,
together with the classes of cofibrations, stable fibrations, and stable equivalences [13, 2.9]. This model
structure will be called the stable model structure, and SM(S) is assumed to be equipped with this model
structure unless stated otherwise. The associated homotopy category H(SM(S)) is the motivic stable
homotopy category of Morel and Voevodsky denoted by SH(S) in [17]. We will denote it by SH(S).
Finally, we will define the stable model structure on the category SMΣ(S) of motivic symmetric
T -spectra. A map in SMΣ(S) is said to be a level cofibration, level fibration, and level equivalence if all
component maps are cofibrations, motivic fibrations, and motivic weak equivalences, respectively. An
injective fibration is a map that has the right lifting property with respect to all maps which are both level
cofibrations and level equivalences. The category SMΣ(S) is a model category, together with the classes of
level cofibrations, level equivalences, and injective fibrations [13, 4.2]. A map in SMΣ(S) is said to be a
stable fibration if it is a stable fibration as a map of motivic T -spectra (forgetting symmetric group action).
A map f : A→ B is said to be a stable equivalence if it induces weak equivalence of Kan complexes
f∗ : hom•(B,C)→ hom•(A,C)
for all injective stably fibrant objects C, and a map is called a stable cofibration if it satisfies the left lifting
property with respect to all stable fibrations that are also stable equivalences. Then the category SMΣ(S)
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of symmetric T -spectra over S is a model category, together with the classes of stable equivalences, stable
fibrations, and stable cofibrations [13, 4.15]. This model structure is called the stable model structure on
SMΣ(S), and the category SMΣ(S) is assumed to be equipped with this model structure unless stated
otherwise. The associated homotopy category is denoted by SHΣ(S). Let U : SMΣ(S)→ SM(S) be the
forgetful functor. There is an adjoint called the symmetrization functor V : SM(S)→ SMΣ(S).
Theorem 2.2.3 ([13] 4.31). The functors U and V induce an adjoint equivalence of stable homotopy
categories
SHΣ(S)  SH(S).
Proposition 2.2.4. Let A and B be motivic T -spectra in SM(S) with structure maps
αn : T ∧An → An+1 and βn : T ∧Bn → Bn+1. Suppose that Bn are motivically fibrant for all n ≥ 0 and
that there are isomorphisms wn : An → Bn in the motivic homotopy category H•(S) such that the following
diagram commutes.
T ∧An αn //
1∧wn

An+1
wn+1

T ∧Bn
βn
// Bn+1
Then there exists a motivic T -spectrum C and level equivalences A '←− C '−→ B in SM(S). In particular, A
and B are equivalent spectra.
Proof. We construct C inductively. Define C0 = A0, and define C1 to be the middle term of the
factorization of the structure map α0 : T ∧A0 → A1 as ϕ1γ0
T ∧A0 = T ∧ C0 γ0−→ C1 ϕ1−→ A1
with γ0 a cofibration and ϕ1 a trivial fibration. If C0, . . . , Cn has been defined with structure maps
γi : T ∧ Ci → Ci+1 for 0 ≤ i ≤ n− 1, define Cn+1 to be the middle term of the factorization of the
composite αn(1 ∧ ϕn) as ϕn+1γn
T ∧An
αn
$$I
II
II
II
II
T ∧ Cn
1∧ϕn
99ssssssssss
γn %%K
KK
KK
KK
KK
An+1
Cn+1
ϕn+1
::uuuuuuuuu
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with γn a cofibration and ϕn+1 a trivial fibration. The construction of C and the above diagram shows
that ϕ : C → A is a level equivalence, and each structure map of C is cofibrant.
Next, we construct motivic weak equivalences ψn : Cn → Bn inductively. We remark that any map in
the homotopy category with target Bn can be lifted to a map of motivic spaces since every motivic space is
cofibrant and Bn is motivically fibrant (Proposition 5.11 [4]). We get the first map ψ0 : C0 → B0 by lifting
the isomorphism w0 : C0 = A0 → B0. It is a motivic weak equivalence being a lift of an isomorphism
(Proposition 5.8 [4]). Consider the following commutative diagram.
T ∧ C0 γ0 //
1∧ϕ0
1∧ψ0
&&
C1
ϕ1

T ∧A0 α0 //
1∧w0

A1
w1

T ∧B0 β0 // B1
We can lift the isomorphism w1ϕ1 and get a motivic weak equivalence ξ1 : C1 → B1. Then two maps ξ1γ0
and β0(1 ∧ ψ0) from T ∧ C0 to B1 agree in the homotopy category. Therefore, there is a (left or) right
homotopy between them. (See 1.2.6 and 1.2.10 [10].) In other words, there exists a path object BI1 , (recall
that a path object is a factorization of the diagonal map B1
r−→ BI1
(p,q)−−−→ B1 ×B1 with r a weak
equivalence,) and a homotopy H : T ∧C0 → BI1 such that pH = ξ1γ0 and qH = β0(1 ∧ ψ0). So we have the
following commutative diagram. (The dotted arrow is to be constructed.)
C1
ξ1 //
η1
##
B1
T ∧ C0
H
//
γ0
OO
1∧ψ0

BI1
q

p
OO
T ∧B0
β0
// B1
Note that p and q are weak equivalences and p = q = r−1 because pr = qr = 1B1 and r is a weak
equivalence. We may assume that BI1 is a good path object by Lemma 4.15 [4]. The consequence is that p
and q are trivial fibrations by Lemma 4.14 [4]. Since γ0 is a cofibration and p is a trivial fibration, there is
a map η1 such that η1γ0 = H and pη1 = ξ1. It is a weak equivalence because so are p and ξ1. Now define
ψ1 to be the composite qη1 : C1 → B1, which is a weak equivalence. Then the following diagram
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commutes: ψ1γ0 = qη1γ0 = qH = β0(1 ∧ ψ0).
T ∧ C0 γ0 //
1∧ψ0

C1
ψ1

T ∧B0 β0 // B1
Note that ψ1 = qη1 = pη1 = ξ1 = w1ϕ1. Thus ψ1 is a lift of w1ϕ1. Next, we go over to the inductive step,
and assume that weak equivalences ψ0, ψ1, . . . , ψn have been constructed in such a way that ψi is a lift of
wiϕi for 0 ≤ i ≤ n, and the following diagram commutes for 0 ≤ i ≤ n− 1.
T ∧ Ci γi //
1∧ψi

Ci+1
ψi+1

T ∧Bi βi // Bi+1
Then applying the same procedure as above to the diagram
T ∧ Cn γn //
1∧ϕn

1∧ψn
&&
Cn+1
ϕn+1

T ∧An αn //
1∧wn

An+1
wn+1

T ∧Bn βn // Bn+1
we can define ψn+1 : Cn+1 → Bn+1 with similar properties as above. Thus, we get a level equivalence
ψ : C → B.
2.3 Smash product
The smash product ∧ of (motivic) symmetric T -spectra is described in section 2 of [11], 4.3 of [13], and
I.3 of [22]. We summarize the definitions here omitting the proofs of statements, which can be found in the
references. We begin with standard definitions.
Definition 2.3.1 ([15, 14]). A monoidal category is a category C equipped with a monoidal product
bifunctor ⊗ : C × C → C, a unit object I, a natural associativity isomorphism
α : (A⊗B)⊗ C → A⊗ (B ⊗ C), a natural left unit isomorphism λ : I ⊗A→ A, and a natural right unit
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isomorphism ρ : A⊗ I → A such that the following coherence diagrams commute for all A,B,C, and D in C.
((A⊗B)⊗ C)⊗D α⊗1 //
α

(A⊗ (B ⊗ C))⊗D α // A⊗ ((B ⊗ C)⊗D)
1⊗α

(A⊗B)⊗ (C ⊗D)
α
// A⊗ (B ⊗ (C ⊗D))
(A⊗ I)⊗B α //
ρ⊗1 &&MM
MMM
MMM
MM
A⊗ (I ⊗B)
1⊗λxxqqq
qqq
qqq
q
A⊗B
A symmetric monoidal category is a monoidal category equipped with a natural commutativity
isomorphism γ : A⊗B → B ⊗A such that the following diagrams commute.
A⊗B γ //
1 %%JJ
JJ
JJ
JJ
J B ⊗A
γ

A⊗B
(A⊗B)⊗ C a //
γ⊗1

A⊗ (B ⊗ C) c // (B ⊗ C)⊗A
a

(B ⊗A)⊗ C
a
// B ⊗ (A⊗ C)
1⊗γ
// B ⊗ (C ⊗A)
I ⊗A γ //
λ ""E
EE
EE
EE
E A⊗ I
ρ
||yy
yy
yy
yy
A
We say that a monoidal category is closed if the functors A⊗− and −⊗B have right adjoints.
Definition 2.3.2. Let (C,⊗C , IC) and (D,⊗D, ID) be monoidal categories. A lax monoidal functor from C
to D is a functor F : C → D together with a natural transformation ϕA,B : FA⊗D FB → F (A⊗C B) and a
morphism ε : ID → FIC that respects the monoidal products in the sense that the following diagrams
commute for all A,B,C ∈ C.
(FA⊗D FB)⊗D FC ϕ⊗1 //
α

F (A⊗C B)⊗D FC ϕ // F ((A⊗C B)⊗C C)
Fα

FA⊗D (FB ⊗D FC)
1⊗ϕ
// FA⊗D F (B ⊗C C) ϕ // F (A⊗C (B ⊗C C))
(2.1)
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ID ⊗D FA ε⊗1 //
λ

FIC ⊗D FA
ϕ

FA⊗D ID 1⊗ε //
ρ

FA⊗D FIC
ϕ

FA F (IC ⊗C A)
Fλ
oo FA F (A⊗C IC)
Fρ
oo
(2.2)
Definition 2.3.3. In a monoidal category C with monoidal product ⊗ and the unit object I, an object A
together with two morphisms µ : A⊗A→ A and η : I → A is called a monoid if the following diagrams
commute.
(A⊗A)⊗A α //
µ⊗1

A⊗ (A⊗A) 1⊗µ // A⊗A
µ

A⊗A µ // A
(2.3)
I ⊗A η⊗1 //
λ
$$JJ
JJJ
JJJ
JJ
A⊗A
µ

A⊗ I1⊗ηoo
ρ
zzttt
ttt
ttt
t
A
(2.4)
The morphisms µ and η are called multiplication and unit, respectively. Suppose the monoidal category C
is symmetric with the commutativity isomorphism γ. Then a monoid A is said to be commutative if
µ ◦ γ = µ.
Lemma 2.3.4. Lax monoidal functors send monoids to monoids.
Proof. Suppose F : C → D is a lax monoidal functor between monoidal categories C and D, and let A be a
monoid in C. The multiplication µ and the unit η of A induces the multiplication µ′ and the unit η′ of FA
as follows.
µ′ : FA⊗ FA ϕ−→ F (A⊗A) Fµ−−→ FA
η′ : ID
ε−→ FIC Fη−−→ FA
Then using the definition of µ′, we can expand the associativity diagram for FA to the following diagram,
which is commutative by (2.1), (2.3), and the functoriality of ϕ.
(FA⊗ FA)⊗ FA α //
ϕ⊗1

FA⊗ (FA⊗ FA) 1⊗ϕ // FA⊗ F (A⊗A)F1⊗Fµ//
ϕ

FA⊗ FA
ϕ

F (A⊗A)⊗ FA ϕ //
Fµ⊗F1

F ((A⊗A)⊗A) Fα //
F (µ⊗1)

F (A⊗ (A⊗A))F (1⊗µ)// F (A⊗A)
Fµ

FA⊗ FA ϕ // F (A⊗A) Fµ // FA
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Similarly, the unit diagram for FA is expanded to the following diagram, which is commutative by (2.4),
(2.2), and the functoriality of ϕ.
ID ⊗ FA ε⊗1 //
λ
00
FIC ⊗ FA Fη⊗1 //
ϕ

FA⊗ FA
ϕ

FA⊗ FIC1⊗Fηoo
ϕ

FA⊗ ID1⊗εoo
ρ
nn
F (IC ⊗A)
F (η⊗1)//
Fλ
''NN
NNN
NNN
NNN
F (A⊗A)

F (A⊗ IC)
F (1⊗η)oo
Fρ
wwppp
ppp
ppp
pp
FA
Definition 2.3.5 (4.2.6 [10]). A (symmetric) monoidal model category C is a closed (symmetric) monoidal
category with a model structure making C into a model category, such that the following conditions hold.
(1) If f : A→ B and g : C → D are cofibrations, then the induced map
(B ⊗ C)
∐
A⊗C
(A⊗D)→ B ⊗D
is a cofibration that is trivial if either f or g is.
(2) If q : I ′ → I is a cofibrant replacement of the unit object I, then for all cofibrant A, the natural maps
I ′ ⊗A q⊗1−−→ I ⊗A
A⊗ I ′ 1⊗q−−→ A⊗ I
are weak equivalences.
Theorem 2.3.6 (4.3.2 [10]). Suppose C is a (symmetric) monoidal model category. Then the associated
homotopy category H(C) can be given the structure of a closed (symmetric) monoidal category. The
monoidal product ⊗L on H(C) is the total left derived functor of the monoidal product ⊗ on C, and the
associativity and unit isomorphisms (and the commutativity isomorphism in case C is symmetric) on H(C)
are derived from the corresponding isomorphisms of C.
If we denote the cofibrant replacement functor by Q, then ⊗L is given by
A⊗L B = QA⊗QB.
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The associativity isomorphism, the unit isomorphisms and the commutativity isomorphism in the
homotopy category are defined as follows. (Note that the condition 2 of Definition 2.3.5 is needed for the
unit maps to be isomorphisms in the homotopy category.)
αL : Q(QA⊗QB)⊗QC q⊗1−−→∼= (QA⊗QB)⊗QC
α−→∼= QA⊗ (QB ⊗QC)
(1⊗q)−1−−−−−→∼= QA⊗Q(QB ⊗QC)
λL : QI ⊗QA q⊗1−−→∼= I ⊗QA
λ−→∼= QA
q−→∼= A
ρL : QA⊗QI 1⊗q−−→∼= QA⊗ I
ρ−→∼= QA
q−→∼= A
γL : QA⊗QB γ−→∼= QB ⊗QA
Lemma 2.3.7. The canonical functor from a monoidal model category C to the associated homotopy H(C)
is lax monoidal. In particular, if A is a monoid in C, then it is a monoid in H(C) as well.
Proof. The natural transformation ϕA,B : A⊗L B → A⊗B is defined to be q ⊗ q where q is the cofibrant
replacement functor, and the morphism ε : I → I is defined to be the identity. The associativity diagram
(2.1) translates into the following diagram, whose commutativity needs to be established.
Q(QA⊗QB)⊗QC Q(q⊗q)⊗1 //
αL

Q(A⊗B)⊗QC q⊗q // (A⊗B)⊗ C
α

QA⊗Q(QB ⊗QC)
1⊗Q(q⊗q)
// QA⊗Q(B ⊗ C)
q⊗q
// A⊗ (B ⊗ C)
(2.5)
Applying the cofibrant replacement functor Q to q ⊗ q : QA⊗QB → A⊗B, we get the following
commutative diagram.
Q(QA⊗QB)Q(q⊗q)//
q ∼=

Q(A⊗B)
q ∼=

QA⊗QB
q⊗q
// A⊗B
(2.6)
Expanding the diagram (2.5) using the definition of αL, we get the following diagram, which is
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commutative by (2.6) and the functoriality of the associativity morphism α.
Q(QA⊗QB)⊗QC Q(q⊗q)⊗1 //
q⊗1

Q(A⊗B)⊗QC
q⊗1

q⊗q
((QQ
QQQ
QQQ
QQQ
QQ
(QA⊗QA)⊗QC (q⊗q)⊗1 //
α

(A⊗B)⊗QC 1⊗q // (A⊗B)⊗ C
α

QA⊗ (QB ⊗QC) 1⊗(q⊗q) //
(1⊗q)−1

QA⊗ (B ⊗ C) q⊗1 //
(1⊗q)−1

A⊗ (B ⊗ C)
QA⊗Q(QB ⊗QC)
1⊗Q(q⊗q)
// QA⊗Q(B ⊗ C)
q⊗q
66mmmmmmmmmmmmm
By the definition of ε and ϕ, to prove the commutativity of the diagram (2.2) is to prove λ(q⊗ q) = λL and
ρ(q ⊗ q) = ρL. The following diagram, which is commutative by the functoriality of the isomorphism λ,
shows the first equality since λL = qλ(q ⊗ 1). The second equality is shown similarly.
QI ⊗QA q⊗1 //
q⊗q &&MM
MMM
MMM
MM
I ⊗QA λ //
1⊗q

QA
q

I ⊗A
λ
// A
A symmetric sequence is a sequence of motivic spaces A0, A1, . . . , An, . . . with a base point preserving
left action of Σn on An for each n ≥ 0. The underlying spaces of a motivic symmetric spectrum form a
symmetric sequence. There is an obvious category of symmetric sequences denoted by M•(S)Σ following
the practice in [11]. The tensor product of symmetric sequences A and B is defined to be the symmetric
sequence
(A⊗B)n =
∨
p+q=n
(Σn)+ ∧Σp×Σq (Ap ∧Bq).
Then a map A⊗B → C of symmetric sequences is characterized by a collection of Σp × Σq-equivariant
maps Ap ∧Bq → Cp+q. There is a twist isomorphism γ : A⊗B → B ⊗A determined by
Ap ∧Bq t−→ Bq ∧Ap in−→ (B ⊗A)q+p cq,p−−→ (B ⊗A)p+q
where t is the twist of smash factors, in is the inclusion, and cq,p ∈ Σp+q is the (q, p)-shuﬄe given by
cq,p(i) = i+ p for 1 ≤ i ≤ q and cq,p(i) = i− q for q + 1 ≤ i ≤ q + p.
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Theorem 2.3.8 ([11]). The category M•(S)Σ with the tensor product ⊗ and the twist isomorphism γ is a
closed symmetric monoidal category.
Proof. See Lemma 2.1.6 of [11] for the proof that the category is symmetric monoidal. The argument
works when the category of pointed simplicial sets is replaced by the category of pointed motivic spaces.
The existence of internal hom object follows formally from the argument of Theorem 2.1.11 of [11] if the
simplicial set of maps Map(−,−) (loc. cit.) is replaced by the internal hom object Hom•(−,−) of the
category of motivic spaces
In this category, the symmetric sequence T = (T 0, T 1, T 2, . . . , Tn, . . .) is a commutative monoid, that is
µ ◦ γ = µ where γ is the twist isomorphism and µ : T ⊗ T → T is the map determined by the obvious maps
T p ∧ T q → T p+q. A motivic symmetric T -spectrum A is a (left) T -module in the sense that the iterated
structure maps σp determine a map of symmetric sequences
m : T ⊗A→ A.
that satisfies the usual associativity condition.
The smash product of symmetric spectra A and B is defined to be the symmetric sequence coequalizer
T ⊗A⊗B ⇒ A⊗B → A ∧B
of the maps m⊗ 1 and the composite
T ⊗A⊗B γ⊗1−−−→ A⊗ T ⊗B 1⊗m−−−→ A⊗B.
The T -module structure on A ∧B is induced by the map m⊗ 1 : T ⊗A⊗B → A⊗B. Then a map
A ∧B → C of motivic symmetric spectra is characterized by Σp × Σq-equivariant maps
hp,q : Ap ∧Bq → Cp+q, p, q ≥ 0
such that the following diagrams commute for each p, q, r ≥ 0.
T r ∧Ap ∧Bq σ∧1 //
1∧hp,q

Ar+p ∧Bq
hr+p,q

T r ∧ Cp+q σ // Cr+p+q
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T r ∧Ap ∧Bq t∧1 //
σ∧1

Ap ∧ T r ∧Bq 1∧σ // Ap ∧Br+q
hp,r+q

Ar+p ∧Bq
hr+p,q
// Cr+p+q
θ
// Cp+r+q
In the diagram above, θ ∈ Σp+r+q is the (r, p)-shuﬄe given by θ(i) = i+ p for 1 ≤ i ≤ r, θ(i) = i− r for
r + 1 ≤ i ≤ r + p, and θ(i) = i for r + p+ 1 ≤ i ≤ r + p+ q.
The next two lemmas are used to show that SMΣ(S) is a closed symmetric monoidal category.
Lemma 2.3.9 (2.2.2 [11]). Let C be a symmetric monoidal category that is cocomplete and let R be a
commutative monoid in C such that the functor
R⊗− : C → C
preserves coequalizers. Then there is a symmetric monoidal product ⊗R on the category of R-modules with
R as the unit.
Lemma 2.3.10 (2.2.8 [11]). Let C be a closed symmetric monoidal category that is bicomplete and let R be
a commutative monoid in C. Then there is a function R-module HomR(M,N), natural for M,N ∈ C, such
that the functor −⊗RM is left adjoint to the functor HomR(M,−).
In the context of the present text, R is T and ⊗R is the smash product ∧ defined above.
Theorem 2.3.11 (Jardine). The category of motivic symmetric spectra SMΣ(S) together with the stable
model category structure and the smash product defined above is a symmetric monoidal model category. It
induces a symmetric monoidal category structure on SHΣ(S) = H(SMΣ(S)).
Proof. It follows from Theorem 2.3.8 and Lemma 2.3.9 that SMΣ(S) with the smash product is a
symmetric monoidal category. It depends on the fact that T is a commutative monoid with respect to ⊗.
The monoidal structure is closed by Lemma 2.3.10 and Theorem 2.3.8. To prove that SMΣ(S) is a
symmetric monoidal model category, we need to verify two conditions of Definition 2.3.5. See Proposition
4.19 of [13] for the first condition. The second condition is satisfied since the unit object T is cofibrant.
Finally, the symmetric monoidal structure of SMΣ(S) induces that of H(SMΣ(S)) by Theorem 2.3.6.
Definition 2.3.12. A monoid in SMΣ(S) is called a motivic symmetric ring spectrum, and a monoid in
H(SMΣ(S)) is called a motivic homotopy symmetric ring spectrum.
A motivic symmetric ring spectrum induces a motivic homotopy symmetric ring spectrum by Lemma
2.3.7, whose converse is not always true. For example, the topological Moore spectrum for an odd prime
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p ≥ 5 is a homotopy ring spectrum, but not a ring spectrum. In [20, 2.2.1], Panin, Pimenov, and Ro¨ndigs
supplies a motivic homotopy ring spectrum representing algebraic K-theory, but not an explicit motivic
symmetric spectrum. In this paper, we show that the K-theory spectrum constructed in section 5 is a
motivic symmetric ring spectrum.
2.4 Base change
Let f : S′ → S be a map of base schemes. It induces the pullback functor f−1 : Sm/S → Sm/S′
defined by f−1X = S′ ×S X. Let f∗ : M(S′)→M(S) be the functor defined by the composition with
(f−1)op. It sends B ∈M(S′) to the motivic space X 7→ B(S′ ×S X). It is a general fact on the category of
presheaves that f∗ has a left adjoint f∗ : M(S)→M(S′) (See [1, I.5]). For A ∈M(S) and X ′ ∈ Sm/S′,
(f∗A)(X ′) is defined to be lim−→A(X) where the limit is taken over the category whose objects are pairs
(X,m) where X ∈ Sm/S and m : X ′ → S′ ×S X, and whose morphisms are maps g : X1 → X2 over S such
that the following diagram commutes.
X ′
m1//
m2 $$I
II
II
II
II
S′ ×S X1
1×g

S′ ×S X2
Note that if f is smooth, then X ′ may be considered as an object of Sm/S, and (f∗A)(X ′) is naturally
isomorphic to A(X ′). The same definition works for pointed motivic spaces and, it respects group actions.
If G is a group, let M•(S)G denote the category of pointed motivic spaces with left G-actions. The
morphisms are base point preserving G-equivariant maps.
Proposition 2.4.1. Suppose f : S′ → S is a map of base schemes, and G is a group. Then there is an
adjoint pair (f∗, f∗) : M•(S)G →M•(S′)G defined as above.
HomM•(S′)G(f
∗(A), B)
∼=−→ HomM•(S)G(A, f∗(B))
Lemma 2.4.2. Suppose f : S′ → S is a map of schemes, and G is a group. Then
(1) f∗(A ∧B) = f∗(A) ∧ f∗(B) for A,B ∈M•(S′)G.
(2) f∗(A ∧B) ∼= f∗(A) ∧ f∗(B) for A,B ∈M•(S)G. The isomorphism is functorial in both variables.
Proof. The first one follows from the definition. The second one is true since lim−→ of simplicial sets
commutes with finite products and colimits.
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Proposition 2.4.3. Suppose f : S′ → S is a map of base schemes, and A is a motivic symmetric
T -spectrum. Then f induces a motivic symmetric f∗T -spectrum f∗A.
Proof. The n-th space of f∗A is defined to be f∗An. The structure maps of f∗A are derived from those of
A and Lemma 2.4.2.
σ′ : f∗T ∧ f∗An ∼= f∗(T ∧An) f
∗σ−−→ f∗A1+n
The iterated structure map (σ′)p : (f∗T )p ∧ f∗An → f∗Ap+n is Σp × Σn-equivariant since it is isomorphic
to the composite (f∗T )p ∧ f∗An
∼=−→ f∗(T p ∧An) f
∗σp−−−→ f∗Ap+n, which is a Σp × Σn-equivariant map by
Proposition 2.4.1.
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Chapter 3
Vector bundles
This chapter begins with the review of Grothendieck topology from [2, 5]. Most known definitions,
theorems and ideas of proofs are from chapter 2 of [5]. Then the category of standard vector bundles
(Definition 3.3.1) is constructed. It is a category that is equivalent to the category of locally free sheaves of
finite rank with the properties listed in Theorem 3.3.8 and Theorem 3.3.10. Those properties are useful in
solving technical difficulties in the construction of motivic symmetric spectrum K representing algebraic
K-theory in chapter 5. The construction of standard vector bundles uses the idea of big vector bundles [6,
C.4] originally from Grayson [9, p.169] and incorporates the new concept of presheaves on sieves. This
construction also solves the question posed in [6, p.846], the existence of strictly functorial tensor product
for vector bundles, and makes what they called small vector bundles redundant.
3.1 Grothendieck topology and sieves
Suppose T is a small category with all fibered products. A Grothendieck topology on T is an
assignment to each object U of a collection of sets of morphisms {Ui → U} called coverings of U such that
the following conditions are satisfied.
(1) If V → U is an isomorphism, then {V → U} is a covering.
(2) If {Ui → U} is a covering and V → U is an arrow, then {Ui ×U V → V } is a covering.
(3) If {Ui → U} is a covering and for all i, {Uij → Ui} is a covering, then the collection of composites
{Uij → Ui → U} is a covering.
A category with a Grothendieck topology is called a site. In this chapter, we mainly use Zariski sites on
a scheme X. The small Zariski site on a scheme X is the category Xzar whose objects are open immersions
U → X and arrows are the open immersions V → U compatible with the maps to X. A covering on U is a
collection of open immersions {fi : Ui → U} such that
⋃
i fi(Ui) = U . The big Zariski site (Sch/X)Zar on
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X is the category Sch/X where a covering on an object Y is a collection of open immersions {gi : Vi → Y }
such that
⋃
i gi(Vi) = Y .
A sieve on an object U of T is a subfunctor of the representable functor HU = HomT(−, U). Given a
sieve H on U , we can associate a full subcategory CH of the comma category T/U over U whose objects
are the elements of H(V ) where V runs over the objects of T. For simpler notations, when we refer to an
object V
f−→ U of CH , we will frequently suppress the structure map and simply write V . No confusion
should arise unless two structure maps are needed from the same object. The category CH satisfies the
following property.
(I) If V is an object of CH and W → V is any arrow in T, then the composite W → V → U is also an
object of CH .
Conversely, given a full subcategory of T/U satisfying the property, we can recover the subfunctor H by
defining H(V ) to be the collection of arrows V → U in the category. Note that the property (I) above
implies that the intersection of two sieves is also a sieve.
Given a collection of morphisms U = {Ui → U}, we associate a sieve HU on U by taking
HU (V ) = {f : V → U | f factors through Ui → U for some i}
If T is a site, then a sieve H is said to belong to T if H contains a sieve HU associated to some covering U
of U in T. It is equivalent to say that CH contains U .
A covering V = {Vj → U} is said to be a refinement of U = {Ui → U} if every arrow Vj → U factors
through Ui → U for some i. The condition is equivalent to HV ⊆ HU . If U1 = {U1i → U} and
U2 = {U2j → U} are coverings of U , then let U1 × U2 = {U1i ×U U2j → U}. It is a covering of U and is a
common refinement of U1 and U2.
Proposition 3.1.1 (2.44 [5]). If H1 and H2 are sieves on U belonging to T, then the intersection H1 ∩H2
also belongs to T.
Proof. Let U1 = {U1i → U} and U2 = {U2j → U} be coverings such that HU1 ⊆ H1 and HU2 ⊆ H2. Then
H1 ∩H2 contains HU1×U2
Suppose f : Y → X is a map of schemes, and consider big Zariski sites (Sch/X)Zar and (Sch/Y )Zar. If
V ∈ (Sch/Y )Zar, U ∈ (Sch/X)Zar and g : V → U is a map of schemes such that the following diagram
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commutes,
V
g //
b

U
a

Y
f
// X
then for any sieve H on U the pullback g∗H is defined as a sieve on V . For each W ∈ (Sch/Y )Zar, which
is also an object of (Sch/X)Zar via f , the set g∗H(W ) is defined to be the set of all maps W → V such
that its composition with g is an element of H(W ).
Proposition 3.1.2. Suppose f : Y → X is a map of schemes. If U a−→ X is in Sch/X, V b−→ Y is in
Sch/Y , g : V → U is a map of schemes such that ag = fb, and H is a sieve on U belonging to
(Sch/X)Zar, then g∗H is a sieve on V belonging to (Sch/Y )Zar.
Proof. Suppose H contains HU where U is a Zariski covering of U , then g∗H contains Hg∗U where
g∗U = {Ui ×U V → V }, which is a Zariski covering of V .
3.2 Presheaves and sheaves
Definition 3.2.1. Let X be an object of a site T and suppose H is a sieve on X belonging to the site.
(1) An H-presheaf is a functor CopH → Set.
(2) An H-sheaf is an H-presheaf F such that for each object U of CH and a covering {Ui → U}, the
diagram
F (U) //
∏
F (Ui)
p∗1 //
p∗2
//
∏
F (Ui ×U Uj)
is exact where p1 and p2 are projections to the first and the second factors of Ui ×U Uj .
(3) An H-presheaf F is said to be separated if for each object U of CH and a covering {Ui → U}, the map
F (U)→∏F (Ui) is injective.
Here we use the convention that the value of F on an object U
f−→ X of CH is written as F (U) assuming
that the structure map f is understood. When we need to consider two different structure maps f and g,
we will distinguish them by writing F (U[f ]) and F (U[g]). By replacing the category of sets by the category
of abelian groups, rings, etc., we get the definitions of H-presheaves of abelian groups, rings, etc. A map of
H-presheaves, (H-sheaves, separated H-presheaves) is a natural transformation of functors. We denote the
category of H-presheaves, H-sheaves, and separated H-presheaves by PreH(T), ShvH(T), and PresH(T),
respectively. Then ShvH(T) ⊆ PresH(T) ⊆ PreH(T). Suppose H and K are sieves belonging to T and
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K ⊆ H. Then CK is a full subcategory of CH , and the composition with the inclusion functor induces
functors PreH(T)→ PreK(T), ShvH(T)→ ShvK(T), and PresH(T)→ PresK(T) called restrictions. These
functors will be denoted by −|K universally. Intuitively, we may consider an H-(pre)sheaf as a (pre)sheaf
defined only on small open sets. If the site T has a final object X and H = HomT(−, X), the biggest sieve
on X, then CH = T. In this case an H-presheaf (H-sheaf, or separated H-presheaf) is a presheaf (sheaf, or
separated presheaf) in the usual sense, and we write the category of presheaves, separated presheaves, and
sheaves as Pre(T), Pres(T), and Shv(T), respectively.
In the next theorem, we sheafify an H-presheaf to obtain a sheaf. Only local information is needed to
define a sheaf after all. The construction is the same as the construction of the sheafification of a presheaf
in the usual sense, only uses less but sufficient information. The proof mimics the proof of Theorem 2.64 in
[5] that shows the existence of the sheafification of a presheaf in the usual sense. In its proof, locally equal
sections are identified to get a separated presheaf, then locally defined sections are patched together to
obtain a sheaf. The proof works for sheaves of abelian groups, rings, etc., too.
Theorem 3.2.2. Let T be a site, X a final object of T, H a sieve on X belonging to T and
η : Shv(T)→ PreH(T) the restriction functor. Then there is a functor ξH : PreH(T)→ Shv(T) called
sheafification and a natural bijection
HomShv(T)(ξHF,G) ∼= HomPreH(T)(F, ηG)
Proof. For simpler notation, we will use ξ for ξH . Suppose F is an H-presheaf. We construct a separated
H-presheaf F s by taking F s(U) = F (U)/ ∼ where we say s ∼ t for s, t ∈ F (U) if there is a covering
{Ui → U} such that the pullbacks of s and t to each Ui coincide. If V → U is an arrow in CH , the pullback
F (U)→ F (V ) is compatible with the equivalence relation, so we have a map F s(U)→ F s(V ). We have a
surjective natural transformation F → F s such that every map from F to a separated H-presheaf factors
through F s. In particular, if γ : F → G is a map of H-presheaves, we get a map γs : F s → Gs.
Next, we construct a sheaf from F s. Suppose U is an object of T. Consider the set of pairs
({Ui → U}, {si}) where {Ui → U} is a covering of U such that each Ui is in CH , si ∈ F s(Ui), and the
pullbacks of si and sj to Ui ×U Uj coincide. We declare ({Ui → U}, {si}) and ({Vj → U}, {tj}) are
equivalent if the pullbacks of si and tj to Ui ×U Vj coincide. The relation is transitive since F s is
separated. We let ξF (U) be the set of equivalence classes. Note that ({Ui → U}, {si}) is equivalent to
({Vi → U}, {ti}) if there is an isomorphism fi : Vi → Ui over U for each i and ti = f∗i si. Given a map
g : V → U , we send the class of ({Ui → U}, {si}) to the class of ({Ui ×U V → V }, {p∗i si}) where p∗i si is the
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pullback of si along the map pi : Ui ×U V → Ui. The definition does not depend on the representative of
the class because if two sections coincide in F s(Ui ×U Vj), then their pullbacks coincide in
F s
(
(Ui ×U V )×V (Vj ×U V )
) ∼= F s((Ui ×U Vj)×U (V ×V V )). This defines a map
ξF (g) : ξF (U)→ ξF (V ). If h : W → V is another map in CH , then ξF (gh) = ξF (h)ξF (g) because if we let
qi be the projection (Ui ×U V )×V W → Ui ×U V , and ri the projection Ui ×U W → Ui, then the pairs
({(Ui×U V )×V W →W}, {q∗i p∗i si}) and ({Ui×U W →W}, {r∗i si}) are equivalent. Hence ξF is a presheaf.
Now we show that ξF satisfies the sheaf conditions. Let {Ui → U}i∈I be a covering. Consider the
following sections:
([σi])i∈I = ([{Uik → Ui}k∈Ki , {sik}k∈Ki ])i∈I ∈
∏
i∈I
ξF (Ui).
Assume that the pullbacks of [σi] and [σj ] in ξF (Ui ×U Uj) coincide, which means that for each i, j ∈ I,
({Uik ×U Uj → Ui ×U Uj}, {p∗iksik}) is equivalent to ({Ui ×U Ujl → Ui ×U Uj}, {q∗jlsjl}) where pik and qjl
are projections Uik ×U Uj → Uik and Ui ×U Ujl → Ujl. Then the pullbacks of sik and sjl in F s(Uik ×U Ujl)
along those projections coincide for all i, j ∈ I, k ∈ Ki, and l ∈ Kj since
Uik ×U Ujl ∼= (Uik ×U Uj)×(Ui×UUj) (Ui ×U Ujl). Therefore, the pair
σ = ({Uik → U}i∈I,k∈Ki , {sik}i∈I,k∈Ki) defines a section in ξF (U). Now we show that the pullback of [σ]
to each Uj is [σj ]. The pullback of [σ] in ξF (Uj) is the class of the pair ({Uik ×U Uj → Uj}, {p∗iksik}). This
pair is equivalent to the pair σj = ({Ujl → Uj}, {sjl}) because the pullbacks of p∗iksik and sjl coincide in
F s(Uik ×U Ujl) ∼= F s((Uik ×U Uj)×Uj Ujl). This shows the existence. For uniqueness, suppose
τ = ({Vj → U}, {tj}) is another section of ξF (U) whose pullback in ξF (Ui) is equivalent to σi for all i,
then the pullbacks of tj and sik coincide in F s(Vj ×U Uik) for all i, j, and k. This implies that τ is
equivalent to σ. This completes the proof that ξF is a sheaf.
Now we define ξ on morphisms. Suppose γ : F1 → F2 is a map of H-presheaves. For each object U of
T, define ξγ(U) : ξF1(U)→ ξF2(U) by sending the class of ({Ui → U}, {si}) to ({Ui → U}, {γssi}). If
f : V → U is an arrow, the diagram
ξF1(U)
ξγ(U) //
f∗

ξF2(U)
f∗

ξF1(V )
ξγ(V )
// ξF2(V )
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commutes:
f∗ξγ(U)[{Ui → U}, {si}] = f∗[{Ui → U}, {γssi}]
= [{Ui ×U V → V }, {p∗i γssi}]
= [{Ui ×U V → V }, {γsp∗i si}]
= ξγ(V )[{Ui ×U V → V }, {p∗i si}]
= ξγ(V )f∗[{Ui → U}, {si}].
Hence ξγ is a map of sheaves. If δ : F2 → F3, is another map of H-presheaves, then it is immediate that
ξ(δγ) = (ξδ)(ξγ) by definition. Therefore ξ is a functor PreH(T)→ Shv(T).
Next we prove that (ξ, η) is an adjoint pair. Suppose F is a H-presheaf and G is a sheaf. Given a map
α : ξF → G of sheaves, define a map βα : F → ηG of H-presheaves as follows. If U is an object of CH ,
({U 1−→ U}, s¯) defines a section in ξF (U) for each s ∈ F (U) where s¯ is the class of s in F s(U). Define
βα(U) : F (U)→ ηG(U) by sending s to α(U)[U → U, s¯]. If f : V → U is an arrow of CH , then for all
s ∈ F (U),
f∗βα(U)(s) = f∗α(U)[{U → U}, s¯]
= α(U)f∗[U → U, s¯]
= α(V )[U ×U V → V, p∗s¯]
= α(V )[V → V, f∗s]
= βα(V )f∗s
Therefore βα is a map of sheaves. Conversely, given a map β : F → ηG of H-presheaves, define a map
αβ : ξF → G of sheaves as follows. A section in ξF (U) is a class of a pair σ = ({Ui → U}, {si}) such that
Ui is an object of CH and the pullbacks of si and sj to Ui ×U Uj coincide. So we have sections
{β(Ui)si} ∈
∏
ηG(Ui) such that the pullbacks to Ui ×U Uj of β(Ui)si and β(Uj)sj coincide. The sheaf
condition of G determine a unique section in G(U) whose pullback in each G(Ui) = ηG(Ui) is β(Ui)si. We
call it αβ(U)[σ]. If τ = ({Vj → U}, {tj}) is equivalent to σ, then the pullbacks of si and tj in F (Ui ×U Vj)
coincide so that the pullbacks of αβ(U)[σ] and αβ(U)[τ ] in G(Ui ×U Vj) coincide. Therefore αβ(U) is
well-defined. If f : V → U is an arrow in T, then for each σ = ({Ui → U}, {si}), the pullbacks of
f∗αβ(U)[σ] and αβ(V )f∗[σ] in G(Ui ×U V ) for each i are p∗i β(Ui)si = β(Ui ×U V )p∗i si where pi is the
projection Ui ×U V → Ui. Therefore f∗αβ = αβf∗ and it proves that αβ is map of sheaves. For every
object U → X in CH and s ∈ F (U), βαβ (U)s = αβ(U)[U → U, s] = β(U)s. Hence βαβ = β. For every
object U → X in T and [σ] ∈ ξF (U), σ = ({Ui → U}, {si}), The pullbacks of αβα(U)[σ] and α(U)[σ] in
G(Uj) for every j are βα(Uj)(sj) and α(Uj)[Ui ×U Uj → Uj , p∗i si]. Both are equal to α(Uj)[Uj → Uj , sj ].
Therefore αβα = α. This proves the bijection HomH(ξF,G) ∼= HomK(F, ηG).
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Finally, to prove that the bijective correspondence is natural, we show that the following diagrams
commute for any γ : F1 → F2 and δ : G1 → G2.
HomH(ξF2, G)
β· //
(ξγ)∗

HomK(F2, ηG)
γ∗

HomH(ξF1, G)
β·
// HomK(F1, ηG)
HomH(ξF,G1)
β· //
δ∗

HomK(F, ηG1)
(ηδ)∗

HomH(ξF,G2)
β·
// HomK(F, ηG2)
If U is an object of CH , s ∈ F1(U), and α : ξF2 → G, then
γ∗βα(U)s = βα(U)(γ(U)s)
= α(U)[U → U, γ(U)s],
β(ξγ)∗α(U)s = βαξγ(U)s
= (αξγ)(U)[U → U, s¯]
= α(U)(ξγ)(U)[U → U, s¯]
= α(U)[U → U, γ(U)s].
So the first diagram commutes. For the second diagram, let U be an object of CH , s ∈ F (U), and
α : ξF → G1. Then
(ηδ)∗βα(U)s = (ηδ)(U)βα(U)s
= (ηδ)(U)α(U)[U → U, s¯]
= δ(U)α(U)[U → U, s¯]
= (δα)(U)[U → U, s¯]
= βδα(U)s
= βδ∗α(U)s.
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Lemma 3.2.3. Under the hypothesis of Theorem 3.2.2, the unit map  : E → (ξHE)|H of the adjunction is
an isomorphism if E is an H-sheaf.
Proof. Since E is separated, E is identified with Es. Using the notation of the proof of Theorem 3.2.2, for
each U ∈ CH , (U) is defined by s 7→ [{U 1−→ U}, s]. If s, t ∈ E(U), and [{U 1−→ U}, s] = [{U 1−→ U}, t], then
there is a covering {Ui → U} with each Ui ∈ CH such that s|Ui = t|Ui . Then s = t since E is separated.
Hence (U) is injective. The surjectivity of (U) is proved similarly using the sheaf property of E. Suppose
σ = ({Ui → U}, {si}) represents an element of (ξHE)(U). Since si|Uij = sj |Uij for all i, j, there is an
element s ∈ E(U) such that s|Ui = si for all i by the sheaf property of E. Then ({U 1−→ U}, s) represents
the same element as σ. Hence (U) is surjective.
Proposition 3.2.4. Let X be an object of a site T. Suppose K ⊆ H are sieves on X belonging to T, F is
an H-presheaf, and F |K is the restriction of F to CK . Then there is a natural isomorphism
ξK(F |K)→ ξHF .
Proof. We will use the notations of the proof of Theorem 3.2.2. First note that (F |K)s = F s|K . It is
because if the pullbacks of s and t to each Ui coincide where U = {Ui → U} is a covering that belongs to
CH with U ∈ CK , then there is a refinement {Uij → U} of U that belongs to CK , so that the pullbacks of s
and t to each Uij coincide.
We construct a map ξK(F |K)→ ξHF as follows. Suppose U is an object of T. An element of
ξK(F |K)(U) is represented by a pair σ = ({Ui → U}, {si}) such that each Ui is in CK and
si ∈ (F |K)s(Ui) = F s(Ui). The pair also represents an element of ξHF (U) since CK ⊆ CH . Also, equivalent
representatives of an element of ξK(F |K)(U) represent the same element of ξHF (U). Therefore, we can
define ξK(F |K)(U)→ ξHF (U) by sending [σ] to [σ] (same notation but classes in different equivalence
relations), then it defines a map of sheaves ξK(F |K)→ ξHF . From the way it is defined, we see that it is a
natural map of sheaves.
Now we prove that it is an isomorphism. Suppose σ = ({Ui → U}, {si}) and τ = ({Vj → V }, {tj})
represent elements of ξK(F |K)(U) such that [σ] = [τ ] in ξHF (U). It implies that the pullbacks of si and tj
coincide is Ui ×U Vj . But Ui, Vj , and Ui ×U Vj belong to CK . Therefore σ and τ represent the same
element of ξK(F |K)(U). Hence ξKF |K(U)→ ξHF (U) is injective. To prove that it is surjective, suppose
σ = ({Ui → U}, {si}) represent an element of ξHF (U). Then each Ui is in CH . For each Ui, there is a
covering {Uij → Ui} such that Uij ∈ CK . Then {Uij → U} is a refinement of {Ui → U} and the pair
σ′ = ({Uij → U}, {sij}) where sij is the pullback of si to Uij represent the same element as σ does. But σ′
can also represent an element of ξK(F |K)(U), hence ξK(F |K)(U)→ ξHF (U) is surjective.
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In the big Zariski site (Sch/X)Zar, the big structure sheaf O bX is a sheaf on (Sch/X)Zar such that
O bX(Y ) = OY (Y ) for each object Y
f−→ X, and for g : Z → Y over X, O bX(g) : O bX(Y )→ O bX(Z) is the map
of global sections OY (Y )→ OZ(Z) induced by g. We simply write OX for O bX . If H is a sieve on X
belonging to the site, the restriction OX |H is an H-sheaf of rings.
From now on, our discussion will be specialized in Zariski topology and presheaves of modules, so an
H-(pre)sheaf will mean an H-(pre)sheaf of OX |H -modules unless stated otherwise. And the notations
Pre((Sch/X)Zar), Shv((Sch/X)Zar), and so on will have the meaning of the categories of presheaves of
OX |H -modules, sheaves of OX |H -modules, and so on.
Consider the big Zariski site (Sch/X)Zar on a scheme X. Suppose H is a sieve on X belonging to
(Sch/X)Zar and F is an H-presheaf. For each object Y
f−→ X of CH , we can define a presheaf F |Y on the
small Zariski site on Y , that is, a presheaf on Y in the usual sense. Define F |Y to be the restriction of F to
Yzar. In other words, F |Y (U[g]) = F (U[fg]) for each open immersion g : U → Y , and F |Y (h) = F (h) for
each map h : V → U of Yzar, which may be considered as a map of CH . We will call F |Y the restriction of
F to Y along f . If G is another H-presheaf and there is a map of H-presheaves F → G, we get a natural
map F |Y → G|Y . So the restriction is a functor PreH((Sch/X)Zar)→ Pre(Yzar).
Proposition 3.2.5. Suppose X is a scheme, H is a sieve on X belonging to (Sch/X)Zar, and F is an
H-presheaf. If Y is an object of CH , then (ξHF )|Y = ξ(F |Y ) where ξH is the sheafification of H-presheaves
and ξ is the sheafification of OY -modules.
Proof. By the definitions of ξH and ξ from Theorem 3.2.2, for each open immersion U → Y ,
(ξHF )|Y (U) = (ξHF )(U) is the set of pairs ({Ui → U}, {si}) modulo an equivalence relation where
{Ui → U} is a Zariski cover, and si ∈ F (Ui) for each i. Similarly, ξ(F |Y ) is the set of such pairs with
si ∈ F |Y (Ui) = F (Ui) modulo an equivalence relation. Both of them have the same collection of Zariski
covers, and the same equivalence relations. Therefore, (ξHF )|Y (U) = ξ(F |Y )(U).
The following diagram is commutative for any V → U by definition.
(ξHF )|Y (U) // (ξHF )|Y (V )
ξ(F |Y )(U) // ξ(F |Y )(V )
This completes the proof.
Now consider (Sch/X)Zar, and let H be a sieve on X, F an H-sheaf, and Y ∈ CH . Then F |Y is a sheaf
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of OY -modules. If g : Z → Y is a map in CH , then for every open immersion U → Y , there is a map
F |Y (U) = F (U) F (piU )−−−−→ F (U ×Y Z) = F |Z(U ×Y Z) = g∗F |Z(U),
and the diagram below induced by a map V → U commutes.
F |Y (U) //

g∗F |Z(U)

F |Y (V ) // g∗F |Z(V )
Hence there is a map ρF,g : F |Y → g∗F |Z . By adjointness, we get a natural map λF,g : g∗(F |Y )→ F |Z of
sheaves of OZ-modules.
We can define the extension of a sheaf from the small to the big Zariski site. Given a sheaf F of
OX -modules, define BF , a sheaf on (Sch/X)Zar by setting BF(Y ) = f∗F(Y ) for each object Y
f−→ X of
(Sch/X)Zar. If g : Z → Y is a map over X, BF(g) is defined to be the composite
f∗F(Y )→ g∗f∗F(Z) ∼=−→ (fg)∗F(Z)
induced by the map of global sections. The commutativity of the following diagram shows
BF(gh) = BF(h)BF(g) for W h−→ Z g−→ Y .
f∗F(Y ) //

(gh)∗f∗F(W )

!!B
BB
BB
BB
BB
BB
BB
BB
BB
BB
B
g∗f∗F(Z) //

h∗g∗f∗F(W )

(fg)∗F(Z) // h∗(fg)∗F(W ) // (fgh)∗F(W )
Lemma 3.2.6. Suppose F is a sheaf on Xzar, and BF the extension to (Sch/X)Zar. Then
(1) for each object Y
f−→ X of (Sch/X)Zar, there is a natural isomorphism BF|Y → f∗F , (in particular,
BF is a sheaf,)
(2) for each map g : Z → Y over X, the induced map g∗(BF|Y )→ BF|Z is an isomorphism.
Proof. Suppose g : U → Y is an open immersion. Then BF|Y (U) = BF(U) = (fg)∗F(U). Define
BF|Y (U)→ f∗Y (U) to be the composite (fg)∗F(U)
∼=−→ g∗f∗F(U) ∼=−→ f∗F(U). If h : V → U is a map
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such that gh is an open immersion, then the diagram
(fg)∗F(U) //

g∗f∗F(U) //

f∗F(U)

h∗(fg)∗F(V ) //

h∗g∗f∗F(V )

(fgh)∗F(V ) // (gh)∗f∗F(V ) // f∗F(V )
commutes. All of the maps involved in the diagram are natural in F . This proves the first statement. For
the second, note that the following diagram commutes.
g∗(BF|Y ) //
∼=

BF|Z
∼=

g∗f∗F ∼= // (fg)
∗F
Three isomorphisms in the diagram implies that the top arrow is an isomorphism.
Since the definition of B is functorial in F , we have defined a functor
B : Shv(Xzar)→ Shv((Sch/X)Zar).
Lemma 3.2.7. Suppose F is a sheaf on (Sch/X)Zar such that the induced map λF,f : f∗(F |X)→ F |Y is
an isomorphism for every object Y
f−→ X of (Sch/X)Zar. Then there is an isomorphism η : B(F |X)→ F
that is natural in the sense that if G is another such sheaf, and there is a map α : F → G, then the induced
diagram commutes.
B(F |X) η //
Bα|X

F
α

B(G|X) η // G
Proof. For each object Y
f−→ X, define η(Y ) = λF,f (Y ).
B(F |X)(Y ) = f∗(F |X)(Y ) λF,f (Y )−−−−−→∼= F |Y (Y ) = F (Y )
To show that η is an isomorphism of functors, we need to show the commutativity of the following diagram
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for every map g : Z → Y over X.
B(F |X)(Y ) //

F (Y )

B(F |X)(Z) // F (Z)
It is enough to show the commutativity of the following diagram.
f∗(F |X)(Y )
λf (Y ) //

F |Y (Y )

F (g)
vv
g∗f∗(F |X)(Z)
g∗λf (Z) //

g∗(F |Y )(Z)
λg(Z)

(fg)∗(F |X)(Z)
λfg(Z)
// F |Z(Z)
The top square is commutative since it is induced by the natural transformation 1→ g∗g∗. The bottom
square is commutative since the corresponding diagram of sheaves before taking the global sections
commutes. On the level of stalks, it corresponds to the diagram of modules
C ⊗B (B ⊗AM) //

C ⊗A N

C ⊗AM // L
induced by rings A,B,C, an A-module M , a B-module N , and a C-module L, together with morphisms of
rings A→ B → C, a B-linear map M → N , and a C-linear map N → L. Finally, the part on the right is
obtained by taking the global sections of the following diagram of sheaves,
F |Y

ρg
%%J
JJ
JJ
JJ
JJ
g∗g∗F |Y
g∗λg
// g∗F |Z
which is commutative since ρ and λ corresponds to each other in the adjoint relationship of g∗ and g∗. The
naturality of η follows from the naturality of λF,f .
Let f : Y → X be a map of schemes and H a sieve on X belonging to (Sch/X)Zar. We will define the
pullback functor f∗ : PreH((Sch/X)Zar)→ Pref∗H((Sch/Y )Zar). Recall that f∗H is the sieve on Y
belonging to (Sch/Y )Zar such that Z
g−→ Y is an object of Cf∗H if and only if the composition
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Z
g−→ Y f−→ X is in CH . Therefore, there is a functor f∗ : Cf∗H → CH defined by composition with f . Then
for an H-presheaf E, f∗E is defined to be Efop∗ , that is, f∗E(Z[g]) = E(Z[fg]) for each object Z
g−→ Y of
Cf∗H and f∗E(h) = E(h) for each morphism h of Cf∗H , which may be considered as a morphism of CH as
well. In addition, for a map α : E → F of H-presheaves, f∗α : f∗E → f∗F is defined by
(f∗α)(Z[g]) = α(Z[fg]) for each object Z
g−→ Y of Cf∗H . The following diagram commutes for any morphism
h of CH , thus f∗α is indeed a map of f∗H-presheaves.
f∗E(Z)
f∗E(h)

E(Z)
α(Z) //
E(h)

F (Z)
F (h)

f∗F (Z)
f∗F (h)

f∗E(W ) E(W )
α(W )
// F (W ) f∗F (W )
If β : F → G is another map of H-presheaves, then f∗(αβ) = f∗αf∗β as can be seen easily by definition.
Therefore, f∗ is a functor. Now a series of lemmas investigating the properties of the functor f∗ follows.
Lemma 3.2.8. Let H be a sieve on X belonging to (Sch/X)Zar, E an H-presheaf, and Y
f−→ X a map of
schemes. Then (f∗E)|Z = E|Z for any object Z g−→ Y of Cf∗H .
Proof. This follows directly from the definitions of the pullback functor and the restriction functor.
Lemma 3.2.9. Let f : Y → X and g : Z → Y be maps of schemes and H a sieve on X belonging to
(Sch/X)Zar. Then (fg)∗H and g∗f∗H are the same sieves, and (fg)∗ = g∗f∗ (equality, not natural
isomorphism) as functors from PreH((Sch/X)Zar) to Pre(fg)∗H((Sch/Z)Zar).
Proof. A map h : W → Z is in the sieve (fg)∗H if and only if fgh is in H, and this condition is equivalent
for h to be in the sieve g∗f∗H. Hence (fg)∗H = g∗f∗H. The functors (fg)∗ and f∗g∗ from C(fg)∗H to CH
are the same because both are defined by composition with fg. Therefore, for every H-presheaf E,
(fg)∗E = E(fg)op∗ = Ef
op
∗ g
op
∗ = g
∗f∗E,
and for every morphism α : E → F and every object W h−→ Z of C(fg)∗H ,
((fg)∗α)(W[h]) = α(W[fgh]) = (f∗α)(W[gh]) = g∗f∗α(W[h]).
Lemma 3.2.10. Suppose f : Y → X is a map of schemes and F an OX-module. Then there is a natural
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isomorphism Bf∗F ∼=−→ f∗BF where the first B is the extension functor Pre(Yzar)→ Pre((Sch/Y )Zar)
and the second is Pre(Xzar)→ Pre((Sch/X)Zar).
Proof. For each scheme Z
g−→ Y over Y , (Bf∗F)(Z[g]) = (g∗f∗F)(Z), and
(f∗BF)(Z[g]) = (BF)(Z[fg]) = ((fg)∗F)(Z). Define αg : (Bf∗F)(Z[g])→ (f∗BF)(Z[g]) to be the map
(g∗f∗F)(Z)→ ((fg)∗F)(Z) induced by the natural isomorphism g∗f∗ → (fg)∗. If h : W → Z is any map
over Y , then the following diagram commutes.
(g∗f∗F)(Z) αg∼= //

(Bf∗F)(h)
((
((fg)∗F)(Z)

(f∗BF)(h)
vv
(h∗g∗f∗F)(W ) ∼= //
∼=

(h∗(fg)∗F)(W )
∼=

((gh)∗f∗F)(W ) αgh∼= // ((fgh)
∗F)(W )
Lemma 3.2.11. Let f : Y → X be a map of schemes, H a sieve on X belonging to (Sch/X)Zar. Then
ξf∗Hf
∗ = f∗ξH as functors from PreH((Sch/X)Zar) to Pre((Sch/Y )Zar).
PreH((Sch/X)Zar)
f∗−→ Pref∗H((Sch/Y )Zar) ξf
∗H−→ Pre((Sch/Y )Zar)
PreH((Sch/X)Zar)
ξH−→ Pre((Sch/X)Zar) f
∗
−→ Pre((Sch/Y )Zar)
Proof. Suppose E is an H-presheaf and U
g−→ Y an object of (Sch/Y )Zar. By the definition of the
sheafification functor in Theorem 3.2.2, (ξf∗Hf∗E)(U) is the set of equivalence classes [{Ui → U}, {si}]
such that for each i, Ui → U g−→ Y is an object of f∗H, si ∈ (f∗E)s(Ui), and si|Uij = sj |Uij for every i, j.
Two pairs ({Ui → U}, {si}) and ({Vj → U}, {tj}) represent the same class if and only if the pullbacks of si
and tj to Ui ×U Vj coincide. Now note that Ui → U g−→ Y is an object of f∗H if and only if Ui → U fg−→ X
is an object of H, and (f∗E)s(Ui) = Es(Ui). Therefore, a pair ({Ui → U}, {si}) represents an element of
(ξf∗Hf∗E)(U) if and only if it represents an element of (ξHE)(U) = (f∗ξHE)(U). Also, the equivalence
relations defining (ξf∗Hf∗E)(U) and (f∗ξHE)(U) are the same. Therefore, (ξf∗Hf∗E)(U) = (f∗ξHE)(U).
Next, if h : V → U is a morphisms of (Sch/Y )Zar, then both (ξf∗Hf∗E)(h) and (f∗ξHE)(h) send the class
[{Ui → U}, {si}] to the class [{Ui ×U V }, {si|Ui×UV }]. Therefore, (ξf∗Hf∗E)(h) = (f∗ξHE)(h). This shows
that ξf∗Hf∗ and f∗ξH agree on objects. To show that they also agree on morphisms, suppose α : E → F is
a map of H-presheaves. For each object U
g−→ Y of (Sch/Y )Zar, both (ξf∗Hf∗α)(U) and (f∗ξHα)(U) send
the class [{Ui → U}, {si}] to [{Ui → U}, {αssi}]. Therefore, ξf∗Hf∗α = f∗ξHα. This completes the
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proof.
3.3 Standard vector bundles
In this section, we give the definition of the category of standard vector bundles and prove its
properties. This category is equivalent to the category of usual vector bundles and satisfies various strict
functoriality. Among other things, it has strictly functorial pullback functor and strictly associative tensor
product, which is also strictly commutative with line bundles. The construction of such a category was
built upon the the notion of big vector bundles [6, C.4], [9, p.169], and is an original work of the author.
All sheaves are assumed to be sheaves of modules.
3.3.1 The definition of standard vector bundles
When A is a commutative ring, we will call an A-module of the form
An = {(a1, . . . , an)|ai ∈ A, i = 1, . . . , n}
a standard free A-module. A finitely generated A-module is free if and only if it is isomorphic to a
standard free module. For a scheme Y and a presheaf E on the big Zariski site (Sch/Y )Zar, a map
O nY → E is completely determined by n elements of E(Y ), the images of the standard basis vectors of
OY (Y )n. Suppose H is a sieve on a scheme X belonging to (Sch/X)Zar, and suppose E is an H-presheaf.
If Y
f−→ X is an object of CH , then f∗H = HY where HY is the sieve Hom(−, Y ), and f∗E is a presheaf on
the big Zariski site (Sch/Y )Zar. If, furthermore, E(Y ) is a standard free module, then the standard basis
of E(Y ) = f∗E(Y ) induces a map O nY → f∗E of presheaves on (Sch/Y )Zar such that the map on Y is the
identity.
Definition 3.3.1. Suppose X is a scheme. A standard vector bundle on X is a pair (H,E) where H is a
sieve on X that belongs to the site (Sch/X)Zar, and E is an H-presheaf on (Sch/X)Zar satisfying the
following property: for each object Y
f−→ X of CH , there exists an integer n such that E(Y ) = OY (Y )n, i.e.,
E(Y ) is a standard free module, and the map f : O nY → f∗E induced by the standard basis of E(Y ) is an
isomorphism. If the integer n is the same for all objects of CH , then it is called the rank of E. A standard
vector bundle of rank 1 is called a standard line bundle. The category of standard vector bundles on X is
denoted by V(X). The set of morphisms from (H,E) to (K,F ) is defined to be the set of morphisms
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between the associated sheaves,
HomV(X)((H,E), (K,F )) = HomShv((Sch/X)Zar)(ξHE, ξKF ).
In this definition, we required the value of E at every object to be a standard free module. This is the
key requirement for the properties listed in Theorem 3.3.8. For simpler notation, we will sometimes write
E for (H,E). When we do so, we will call E a standard vector bundle and H the associated sieve, or we
will simply call E an H-vector bundle (or H-line bundle if the rank is 1). Note that E is actually an
H-sheaf, not just an H-presheaf since every pullback of E is a sheaf. If g : Z → Y is a morphism of CH ,
then E(Y ) and E(Z) have the same rank.
Example 3.3.2. The simplest example of standard vector bundles is the trivial standard vector bundle
O nX of rank n ≥ 0. It is defined as an HX -vector bundle. For each object Y → X of (Sch/X)Zar,
O nX(Y ) = OY (Y )n, and for each map g : Z → Y over X, the restriction map O nX(g) : O nX(Y )→ O nX(Z) is
induced by the map OY (Y )→ OZ(Z) of global sections of the structure sheaves. The trivial standard
vector bundle of rank 0 will be denoted by 0 and called the zero bundle.
There is a way to produce a standard vector bundle from a locally free sheaf on a scheme. The next
lemma is useful for various constructions in this section. It says that a locally free H-presheaf can be
standardized by choosing trivialization data.
Lemma 3.3.3. Let X be a scheme, H a sieve on X belonging to (Sch/X)Zar, and E an H-presheaf.
Suppose there is an integer nf and an isomorphism ϕf : O nfY → f∗E for each object Y
f−→ X of CH . Then
there exists an H-vector bundle SϕHE, and an isomorphism ϕE : S
ϕ
HE
∼= E induced by ϕ.
Proof. For an object Y
f−→ X of CH , define SϕHE(Y ) = OY (Y )nf . For a morphism g : Z → Y of CH , define
SϕHE(g) to be the composite map
OY (Y )nf
ϕf (Y )−−−−→∼= (f
∗E)(Y ) = E(Y )
E(g)−−−→ E(Z) = ((fg)∗E)(Z) ϕ
−1
fg (Z)−−−−−→∼= OZ(Z)
nfg .
If h is another morphism of CH , then SϕHE(gh) = SϕHE(h)SϕHE(g). Hence SϕHE is an H-presheaf. From the
way SϕHE is defined on morphisms, we see that the map ϕE : S
ϕ
HE → E defined by
ϕE(Y ) : S
ϕ
HE(Y )
ϕf (Y )−−−−→ E(Y ) on each object Y f−→ X of CH is an isomorphism of H-presheaves. Let
 : O nfY → f∗SϕHE be the map induced by the standard basis of SϕHE(Y ). Then the following diagram
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commutes
O nfY
 //
ϕf
$$H
HH
HH
HH
HH
f∗SϕHE
f∗ϕE

f∗E
because the diagram of global sections commute.
OY (Y )nf 1 //
ϕf (Y ) &&MM
MMM
MMM
MM
OY (Y )nf
ϕf (Y )

E(Y )
Since ϕf and f∗ϕE are isomorphisms, so is .
Let X be a scheme and E a locally free sheaf of finite rank on Xzar. We can construct a standard
vector bundle from E once we make certain choices. Suppose that U = {Ui → U} is a covering such that
E|Ui is a free OUi-module for each i. Let H be the sieve associated to U . If Y f−→ X is an object of CH ,
then f factors as Y → Ui → X for some i. Hence f∗E is a free OY -module of finite rank. We choose an
isomorphism αf : O nY → f∗E for every object Y
f−→ X of CH . Since f∗H = HY = f∗HX ,
f∗(BE|H) = f∗BE , and by Lemma 3.2.10, f∗BE ∼= Bf∗E . Then define ϕf to be the composite map
O nY ∼= BO nY
Bαf−−−→∼= Bf
∗E −→∼= f
∗(BE|H).
Corollary 3.3.4. Let X be a scheme and E a locally free sheaf of finite rank on Xzar. If we choose H and
ϕ as described in the previous paragraph, then SϕHBE|H is a standard vector bundle. Moreover, there is an
isomorphism γE : ξHS
ϕ
HBE|H → BE of sheaves on (Sch/X)Zar.
Proof. Applying Lemma 3.3.3 to E = BE|H , we get a standard vector bundle SϕHBE|H , and an
isomorphism ϕBE|H : S
ϕ
HBE|H → BE|H . The isomorphism γE is the composite map
ξHS
ϕ
HBE|H
ξHϕ−−−→∼= ξH(BE|H)
∼=−→ ξHXBE
∼=−→ BE
where the second and the third isomorphisms are from Proposition 3.2.4 and the fact that BE is a
sheaf.
Now we want to define a pullback functor V(X)→ V(Y ) induced by a map f : Y → X of schemes. If
E is an H-vector bundle, then the f∗H-presheaf f∗E is an f∗H-vector bundle. To prove this, suppose
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Z
g−→ Y is an object of f∗H. We need to prove that f∗E(Z[g]) is a standard free module and that the map
OZn → g∗f∗E induced by the standard basis of f∗E(Z[g]) is an isomorphism. But those follow from the
condition of E being an H-vector bundle since Z
g−→ Y f−→ X is an object of H, f∗E(Z[g]) = E(Z[fg]), and
g∗f∗E = (fg)∗E by Lemma 3.2.9. Therefore we can define the pullback of (H,E) to be (f∗H, f∗E).
Suppose α : (H,E)→ (K,F ) is a morphism of standard vector bundles in V(X), that is, a morphism
α : ξHE → ξKF of sheaves. Then f∗α is a morphism f∗ξHE → f∗ξKF , which is a morphism
ξf∗Hf
∗E → ξf∗Kf∗F by Lemma 3.2.11. So it is a map (f∗H, f∗E)→ (f∗K, f∗F ) of standard vector
bundles. The pullback of the map α of standard vector bundles is defined to be f∗α. If β : (K,F )→ (L,G)
is another map of standard vector bundles, then f∗(βα) = f∗βf∗α since f∗ is a functor. Therefore, we
have defined a functor V(X)→ V(Y ). We will denote it by f∗.
Proposition 3.3.5. Suppose f : Y → X and g : Z → Y are maps of schemes. Then (fg)∗ = f∗g∗ as
functors V(Z)→ V(X). (This is a strict equality, not a natural isomorphism.)
Proof. This follows from the definition of the pullback functors and Lemma 3.2.9.
Lemma 3.3.6. Suppose (H,E) is a standard vector bundle on X. If f : Y → X is a map of schemes, then
the induced map λ : f∗(ξHE|X)→ ξHE|Y is an isomorphism.
Proof. We prove it by showing that the map at every stalk is an isomorphism. Suppose y ∈ Y and
x = f(y). We can choose an open subscheme U ⊂ X containing x such that the inclusion i : U → X is in
the sieve H. Let V be an open subscheme of Y containing f−1(U), and j : V → Y the inclusion, and
g = f |V : V → U .
V
j //
g

Y
f

U
i
// X
Since E is an H-vector bundle, there is an isomorphism  : O nU → i∗E induced by the standard basis of
E(U). Since i∗E|U = E|U and i∗E|V = E|V (Lemma 3.2.8), we obtain the following commutative diagram,
which shows that the induced map λE : g∗E|U → E|V is an isomorphism.
O nV
∼= //
1 ""E
EE
EE
EE
E
g∗O nU
g∗|U
∼=
//
λO

g∗E|U
λE

O nV |V
∼= // E|V
Now j∗f∗(ξHE|X) ∼= g∗i∗(ξHE|X) ∼= g∗(ξHE|U ) ∼= g∗E|U and j∗(ξHE|Y ) ∼= ξHE|V ∼= E|V . Thus we have
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the following commutative diagram, which shows that λ|V is an isomorphism.
f∗(ξHE|X)|V
λ|V //
∼=

ξHE|V
∼=

g∗E|U
λE
∼= // E|V
Therefore, the localized map λy is an isomorphism as it is the localization of the top row at y.
3.3.2 Direct sum and tensor product
We will define two bifunctors ⊕ : V(X)×V(X)→ V(X) and ⊗ : V(X)×V(X)→ V(X) called direct
sum and tensor product. First we define presheaf versions of direct sum and tensor product.
⊕˜ : PreH((Sch/X)Zar)× PreH((Sch/X)Zar)→ PreH((Sch/X)Zar)
⊗˜ : PreH((Sch/X)Zar)× PreH((Sch/X)Zar)→ PreH((Sch/X)Zar)
If E and F are H-presheaves, then (E ⊕˜ F )(Y ) = E(Y )⊕ F (Y ) for each object Y , and
(E ⊕˜F )(g) = E(g)⊕F (g) for each morphism g. If γ : E → E′ and δ : F → F ′ are maps of presheaves, then
(γ ⊕˜ δ)(Y ) = γ(Y )⊕ δ(Y ) : E(Y )⊕ F (Y )→ E′(Y )⊕ F ′(Y ).
Similarly, (E ⊗˜ F )(Y ) = E(Y )⊗OY (Y ) F (Y ) on objects, (E ⊗˜ F )(g) = E(g)⊗ F (g) on morphisms, and
(γ ⊗˜ δ)(Y ) = γ(Y )⊗ δ(Y ) : E(Y )⊗OY (Y ) F (Y )→ E′(Y )⊗OY (Y ) F ′(Y ).
Let H and K be sieves on X that belong to (Sch/X)Zar, and let E be an H-vector bundle and F a
K-vector bundle. We will define their direct sum E ⊕ F as an H ∩K-vector bundle. The presheaf direct
sum E ⊕˜ F is not a standard vector bundle since the value at an object is not a standard free module. But
we can make it into one through a standardization process (Lemma 3.3.3). For each object Y
f−→ X of
CH∩K , we have isomorphisms α : O rY → f∗E and β : O sY → f∗F induced by the standard bases of E(Y )
and F (Y ). Let ϕf be the composite map
ϕf : O r+sY σ−→∼= O
r
Y ⊕˜ O sY α
e⊕ β−−−→∼= f∗E ⊕˜ f∗F = f∗(E ⊕˜ F )
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where σ is the isomorphism
(a1, . . . , ar, ar+1, . . . , ar+s) 7→ ((a1, . . . , ar), (ar+1, . . . , ar+s)). (3.1)
Then define E ⊕ F = SϕH∩K(E ⊕˜ F ). Since E ⊕ F ∼= E ⊕˜ F , there is an isomorphism
ω : ξH∩K(E ⊕ F ) ∼= ξH∩K(E ⊕˜ F ) ∼= ξHE ⊕˜ ξKF.
If γ : (H,E)→ (H ′E′) and δ : (K,F )→ (K ′, F ′) are maps of standard vector bundles, that is, maps
γ : ξHE → ξH′E′ and δ : ξKF → ξK′F ′ of associated sheaves, then γ ⊕ δ is defined to be the following
composite map.
ξH∩K(E ⊕ F ) ω−→ ξHE ⊕˜ ξKF γ
e⊕ δ−−−→ ξH′E′ ⊕˜ ξK′F ′ ω−1−−→ ξH′∩K′(E′ ⊕ F ′)
If γ′ : (H ′, E′)→ (H ′, E′′) and δ′ : (K ′, F ′)→ (K ′′, F ′′) are another pair of maps of standard vector
bundles, then (γ′ ⊕ δ′)(γ ⊕ δ) = γ′γ ⊕ δ′δ since a similar formula for ⊕˜ holds. Therefore, we have defined a
bifunctor ⊕ : V(X)×V(X)→ V(X). The isomorphism ω also allows us to define projections and
injections of standard vector bundles
pE : E ⊕ F → E iE : E → E ⊕ F
pF : E ⊕ F → F iF : F → E ⊕ F
such that iEpE + iF pF = 1E⊕F , pEiE = 1E , pF iF = 1F , pEiF = 0, and pF iE = 0. So the direct sum
operation ⊕ is a biproduct operation in V(X). This construction can be generalized to the direct sum of
multiple terms. The category V(X) is an additive category with ⊕ as the biproduct operation.
The construction of the tensor product operation ⊗ : V(X)×V(X)→ V(X) is similar. If E is an
H-vector bundle and F is a K-vector bundle, then E ⊗ F will be an H ∩K-vector bundle. For each object
Y
f−→ X of CH∩K , let α : O rY → f∗E and β : O sY → f∗F be the isomorphisms induced by the standard
bases of E(Y ) and F (Y ). Define ϕf to be the composite map
ϕf : O rsY pi
−1
−−→∼= O
r
Y ⊗˜ O sY α
e⊗ β−−−→∼= f∗E ⊗˜ f∗F = f∗(E ⊗˜ F )
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where pi is the isomorphism
(a1, . . . , ar)⊗ (b1, . . . , bs) 7→ (a1b1, . . . , a1bs, . . . , arb1, . . . , arbs). (3.2)
Using Lemma 3.3.3 with this collection of isomorphisms, define the tensor product of E and F to be
E ⊗ F = SϕH∩K(E ⊗˜ F ). Suppose γ : (H,E)→ (H ′E′) and δ : (K,F )→ (K ′, F ′) are maps of standard
vector bundles. They are the maps γ : ξHE → ξH′E′ and δ : ξKF → ξK′F ′ of the associated sheaves. Since
E is an H-sheaf, there is a natural isomorphism E ∼= (ξHE)|H by Lemma 3.2.3. There are similar
isomorphisms for other standard vector bundles as well. Then
E ⊗˜ F ∼= (ξHE)|H ⊗˜ (ξKF )|K = ξHE|H∩K ⊗˜ ξHF |H∩K = (ξHE ⊗˜ ξKF )|H∩K , and by Proposition 3.2.4,
there is an isomorphism ζ defined by composing a series of isomorphisms.
ζ : ξH∩K(E ⊗ F ) ∼= ξH∩K(E ⊗˜ F ) ∼= ξH∩K((ξHE ⊗˜ ξKF )|H∩K) ∼= ξHX (ξHE ⊗˜ ξKF ). (3.3)
Now the map γ ⊗ δ is defined to be the composite map
γ ⊗ δ : ξH∩K(E ⊗ F ) ζ−→ ξHX (ξHE ⊗˜ ξKF )
−−−−−→
ξ(γ e⊗ δ) ξHX (ξH′E′ ⊗˜ ξK′F ′) −−→ζ−1 ξH′∩K′(E′ ⊗ F ′)
If γ′ : (H ′, E′)→ (H ′, E′′) and δ′ : (K ′, F ′)→ (K ′′, F ′′) are another pair of maps of standard vector
bundles, then (γ′ ⊗ δ′)(γ ⊗ δ) = γ′γ ⊗ δ′δ since a similar formula for ⊗˜ holds. Thus, we have defined a
bifunctor ⊗ : V(X)×V(X)→ V(X).
Theorem 3.3.7. Let X be a scheme and V(X) the category of standard vector bundles on X.
(1) The direct sum ⊕ : V(X)×V(X)→ V(X) is strictly associative. In other words, the following
diagram commutes (strictly, not up to a natural isomorphism).
V(X)×V(X)×V(X) ⊕×1 //
1×⊕

V(X)×V(X)
⊕

V(X)×V(X) ⊕ // V(X)
(2) The zero bundle 0 is the strict identity with respect to ⊕, In other words, for any E ∈ V(X),
0⊕ E = E ⊕ 0 = E (identities, not natural isomorphisms), and if γ : E → F is a map of standard
vector bundles, then 10 ⊕ γ = γ ⊕ 10 = γ.
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(3) If f : Y → X is a map of schemes, then f∗ preserves ⊕ and the identity object. In other words,
f∗0 = 0, and the following diagram commutes
V(X)×V(X) ⊕ //
(f∗,f∗)

V(X)
f∗

V(Y )×V(Y ) ⊕ // V(Y )
Proof. The statements are about the commutativity of various diagrams of functors. Two composite
functors are the same when they agree on objects and on morphisms. First, the equality of objects, i.e.,
standard vector bundles, is shown by proving that they have equal modules of sections and equal
restriction maps. Since the modules of sections of standard vector bundles are standard free modules, two
of them are the same if and only if they have the same rank. It can be verified easily. So we only need to
see if they have the same restriction maps. Suppose (H,E) is a standard vector bundle, and g : Z → Y is a
morphism of CH . Since E(Y ) and E(Z) are standard free modules, the map E(g) : E(Y )→ E(Z) is
represented by a matrix (with respect to the standard bases). Suppose K is the sieve associated to F , and
g is in CH∩K . Then (E ⊕ F )(g) is represented by the block matrix
E(g) 0
0 F (g)

because the standard basis of (E ⊕ F )(W ) corresponds to those of E(W ) and F (W ) via the isomorphism
σ : (a1, . . . , ar, ar+1, . . . , ar+s) 7→ ((a1, . . . , ar), (ar+1, . . . , ar+s))
for all relevant objects W . The commutativity of the diagrams on objects follows from this observation.
For the commutativity of the first diagram on morphisms, suppose γ : (H,E)→ (H ′E′),
δ : (K,F )→ (K ′, F ′), and ε : (L,G)→ (L′, G′) are morphisms of standard vector bundles. We need to
show (γ ⊕ δ)⊕ ε = γ ⊕ (δ ⊕ ε). It suffices to show the commutativity of the following diagram as then the
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back square shows the equality.
ξ((E ⊕ F )⊕G) (γ⊕δ)⊕ε //
∼= ))SSS
SSSS
SSSS
1

ξ((E′ ⊕ F ′)⊕G′)
∼=
))TTT
TTTT
TTTT
T
1

(ξE ⊕˜ ξF ) ⊕˜ ξG (γ
e⊕ δ) e⊕ ε //
α

(ξE′ ⊕˜ ξF ′) ⊕˜ ξG′
α

ξ(E ⊕ (F ⊕G)) γ⊕(δ⊕ε) //
∼= ))SSS
SSSS
SSSS
ξ(E′ ⊕ (F ′ ⊕G′))
∼=
))TTT
TTTT
TTTT
T
ξE ⊕˜ (ξF ⊕˜ ξG)
γ e⊕ (δ e⊕ ε) // ξE′ ⊕˜ (ξF ′ ⊕˜ ξG′)
In the diagram, the isomorphism α is the associativity isomorphism
(((a1, . . . , ar), (b1, . . . , bs)), (c1, . . . , ct)) 7→ ((a1, . . . , ar), ((b1, . . . , bs), (c1, . . . , ct))),
so the front square commutes. The slanted arrows are derived from the isomorphism σ defined by (3.1).
Therefore, the left and the right squares commute. The top and bottom squares commute by definition.
Therefore, the whole diagram commutes. The property (2) of the theorem is proved similarly. The property
(3) follows directly from the definition of f∗ since f∗E and f∗γ are the same as E and γ everywhere they
are defined for any standard vector bundle E and any map γ of standard vector bundles.
Theorem 3.3.8. Let X be a scheme and V(X) the category of standard vector bundles on X.
(1) The tensor product ⊗ : V(X)×V(X)→ V(X) is strictly associative. In other words, the following
diagram commutes (strictly, not up to a natural isomorphism).
V(X)×V(X)×V(X) ⊗×1 //
1×⊗

V(X)×V(X)
⊗

V(X)×V(X) ⊗ // V(X)
(2) The trivial standard line bundle OX is the strict identity with respect to ⊗, In other words, for any
E ∈ V(X), OX ⊗ E = E ⊗OX = E (identities, not natural isomorphisms), and if γ : E → F is a
map of standard vector bundles, then 1OX ⊗ γ = γ ⊗ 1OX = γ.
(3) Let L(X) be the category of standard line bundles on X, a full subcategory of V(X). Then L(X) is a
strict center in the sense that E ⊗ L = L⊗ E (identity, not natural isomorphism) for all E ∈ V(X)
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and L ∈ L(X), and γ ⊗ β = β ⊗ γ for all morphisms γ of V(X) and β of L(X).
(4) If f : Y → X is a map of schemes, then f∗ preserves ⊗ and the identity object. In other words,
f∗OX = OY , and the following diagram commutes
V(X)×V(X) ⊗ //
(f∗,f∗)

V(X)
f∗

V(Y )×V(Y ) ⊗ // V(Y )
Proof. This theorem is analogous to the previous theorem on direct sums. So the idea of the proof is the
same. It is worth to note that if (H,E) and (K,F ) are standard vector bundles, and g is a morphism in
CH∩K , then (E ⊗ F )(g) is represented by the tensor product of the matrices representing E(g) and F (g)
where the tensor product of two matrices A and B is defined to be the following block matrix.

a11B a12B · · ·
a21B a22B · · ·
...
...
. . .

Therefore, object-wise, 0⊗ E = E ⊗ 0 = 0 since all involved matrices are empty matrices, (1) is true since
(A⊗B)⊗ C = A⊗ (B ⊗ C) for any matrices A,B, and C. (2) is true since OX(g) is the 1-by-1 matrix 1,
(3) is true since for any standard line bundle L, L(g) is a 1-by-1 matrix, and (4) is true since f∗E is the
same as E everywhere it is defined. To prove the equation of (2) on morphisms, suppose
γ : (H,E)→ (K,F ) is a morphism, then there is a commutative diagram
ξH(OX ⊗ E)
1⊗γ //
1

ζ ))RRR
RRRR
RRRR
ξK(OX ⊗ F )
ζ
))RRR
RRRR
RRRR
1

ξHX (OX ⊗˜ ξHE)
ξ(1 e⊗ γ) //
µ
uullll
lll
lll
ll
ξHX (OX ⊗˜ ξKF )
µ
uullll
lll
lll
ll
ξHE γ
// ξKF
In this diagram, ζ is the isomorphism (3.3), which was derived from the isomorphism pi−1 where pi is the
isomorphism defined by (3.2), and µ is the isomorphism derived by pi. Therefore, the triangles commute.
The top and the bottom squares commute by definition. Therefore, the back square commutes, and
1⊗ γ = γ. The commutativity of the diagram in (1) is proved similarly. If (γ, δ, ε) is a morphism of
V(X)×V(X)×V(X), then the following diagram similar to the diagram used in the proof of the previous
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theorem commutes.
ξ((E ⊗ F )⊗G) (γ⊗δ)⊗ε //
∼= ))TTT
TTTT
TTTT
T
1

ξ((E′ ⊗ F ′)⊗G′)
∼=
**UUU
UUUU
UUUU
UU
1

ξ(ξ(ξE ⊗˜ ξF ) ⊗˜ ξG) ξ(ξ(γ
e⊗ δ) e⊗ ε) //
α

ξ(ξ(ξE′ ⊗˜ ξF ′) ⊗˜ ξG′)
α

ξ(E ⊗ (F ⊗G)) γ⊗(δ⊗ε) //
∼= ))TTT
TTTT
TTTT
T
ξ(E′ ⊗ (F ′ ⊗G′))
∼=
**UUU
UUUU
UUUU
UU
ξ(ξE ⊗˜ ξ(ξF ⊗˜ ξG))
ξ(γ e⊗ ξ(δ e⊗ ε)) // ξ(ξE′ ⊗˜ ξ(ξF ′ ⊗˜ ξG′))
Note that for the commutativity of the left and the right squares, we use the fact that
pi(pi(u, v), w) = pi(u, pi(v, w)) for any three vectors u, v, and w. The property (3) follows from the
commutativity of the next diagram.
ξ(E ⊗ L) γ⊗β //
1

∼= &&NN
NNN
NNN
NN
ξ(E′ ⊗ L′)
1

∼=
''OO
OOO
OOO
OOO
ξ(ξE ⊗˜ ξL) ξ(γ
e⊗ β) //
τ

ξ(ξE′ ⊗˜ ξL′)
τ

ξ(L⊗ E)
β⊗γ
//
∼= &&NN
NNN
NNN
NN
ξ(L′ ⊗ E′)
∼=
''OO
OOO
OOO
OOO
ξ(ξL ⊗˜ ξE)
ξ(β e⊗ γ) // ξ(ξL′ ⊗ ξE′)
For the commutativity of the left and the right squares, we need the fact that pi(u, v) = pi(v, u) if u or v is
a 1-dimensional vector. The property (5) follows from the fact that f∗E and f∗γ are the same as E and γ
everywhere they are defined for any standard vector bundle E and any map γ of standard vector
bundles.
Remark 3.3.9. The reason the tensor product is not strictly commutative in general is that for a
commutative ring A, a choice needs to be made to define an isomorphism Ar ⊗As → Ars, and no choice is
symmetric unless r ≤ 1 or s ≤ 1. For example, if a, b, c, and d are elements of A, then
(a, b)⊗ (c, d) =
 ac ad
bc bd
 and (c, d)⊗ (a, b) =
 ac bc
ad bd
. Thus, for an arbitrary isomorphism
f : Ar ⊗As → Ars, we cannot expect f((a, b)⊗ (c, d)) and f((c, d)⊗ (a, b)) to be equal since ad 6= bc in
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general.
Theorem 3.3.10. Let X be a scheme in Sm/S and V(X) the category of standard vector bundles on X.
(1) V(X) is a small exact category.
(2) Let P(X) be the category of locally free OX-modules of finite rank. There are exact functors
Φ : V(X)→ P(X) and Ψ : P(X)→ V(X) that are equivalences of categories.
(3) If f : Y → X is a map of schemes, then f∗ : V(X)→ V(Y ) is an exact functor. If g : Z → Y is
another map of schemes, then g∗f∗ = (fg)∗ as functors V(X)→ V(Z). (It is an equality, not simply
a natural isomorphism.)
(4) The tensor product ⊗ : V(X)×V(X)→ V(X) is a biexact pairing, in other words, for any
E ∈ V(X), 0⊗ E = E ⊗ 0 = 0, and if S is a short exact sequence of V(X), then so are S ⊗ E and
E ⊗ S.
Proof. The category V(X) is small because (Sch/X)Zar is small and the values of a standard vector
bundle at objects are standard free modules. It will be shown to be an exact category later.
Define a functor Φ : V(X)→ P(X) as follows. Suppose E is a standard vector bundle on X with the
associated sieve H. Define ΦE = ξHE|X , the restriction of the sheafification of E to the small Zariski site
of X. There is a Zariski covering {Ui fi−→ X} with fi in CH since H belongs to (Sch/X)Zar. For each i, we
have an isomorphism OnUi → f∗i E. Restricting it to the small Zariski site of Ui, we get an isomorphism
OnUi → (f∗i E)|Ui = E|Ui . Applying the sheafification functor, we get an isomorphism OnUi → ξ(E|Ui). By
Proposition 3.2.5, ΦE|Ui = (ξHE|X)|Ui = ξ(E|Ui) Hence, ΦE is indeed a locally free sheaf. If (K,F ) is
another standard vector bundle on X and α : (H,E)→ (K,F ) is a morphism, that is, a map
α : ξHE → ξKF of sheaves on (Sch/X)Zar, then Φ(α) is defined to be the induced map
α|X : ξHE|X → ξKF |X of sheaves on X. This assignment respects the composition of morphisms since the
restriction −|X is a functor. Hence Φ is a functor.
Next, we define the inverse Ψ : P(X)→ V(X). If E is a locally free sheaf, then define ΨE = SϕHBE|H .
(See Lemma 3.3.3 and Corollary 3.3.4.) Note that a choice of a sieve H and a collection of isomorphisms ϕ
needs to be made for each E . Suppose that F is another locally free sheaf and that β : E → F is a map of
sheaves. If the sieve and the isomorphisms associated to F are K and ψ, then ΨF = SψKBE|K , and there
are isomorphisms of sheaves γE : ξHΨE → BE and γF : ξKΨF → BF by Corollary 3.3.4. Using them,
define Ψβ = γ−1F (Bβ)γE .
Ψβ : ξHΨE γE−→ BE Bβ−−→ BF γ
−1
F−−→ ξKΨF
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It was defined in such a way that the following diagram commutes, so that we may identify the
sheafification of ΨE with BE intrinsically without reference to the choice of H and ϕ.
ξHΨE γE //
Ψα

BE
Bα

ξKΨF γF // BF
(3.4)
This assignment respects the composition of morphisms since B is a functor. Therefore, Ψ is a functor.
Now we prove that Φ and Ψ are inverses to each other. Suppose E ∈ P(X). By Lemma 3.2.6, there is
an isomorphism
ΦΨE = (ξHΨE)|X γE |X−−−→∼= BE|X
∼= 1∗XE ∼= E .
This isomorphism is natural in E since for a morphism α : E → F of P(X), the following diagram
commutes. (The left square commutes by definition, the middle by (3.4), and the right by the naturality of
the isomorphism of Lemma 3.2.6.)
ΦΨE
ΦΨα

ξHΨE|X
γE |X //
(Ψα)|X

BE|X
∼= //
(Bα)|X

E
α

ΦΨF ξHΨF|X
γF |X
// BF|X ∼= // F
Therefore, ΦΨ is naturally isomorphic to the identity functor on P(X). Conversely, suppose E is an
H-vector bundle, and suppose ΨΦE turns out to be a K-vector bundle. The isomorphism
γΦE : ξKΨΦE → BΦE = B(ξHE|X)
of Corollary 3.3.4 is natural in E by the diagram (3.4). In addition, there is a natural isomorphism
B(ξHE|X) ∼= ξHE by Lemma 3.2.7 and Lemma 3.3.6. Composing them together, we obtain a natural
isomorphism ξKΨΦE ∼= ξHE. Therefore, ΨΦ is naturally isomorphic to the identity functor. This proves
the equivalence of P(X) and V(X).
The category V(X) of standard vector bundles is additive with ⊕ as the biproduct operation. The
functors Φ and Ψ are additive since
Φ(E ⊕ F ) = ξH∩K(E ⊕ F )|X ∼= ξHE|X ⊕ ξKF |X = ΦE ⊕ ΦF,
Ψ(E ⊕ F) ∼= B(E ⊕ F) ∼= BE ⊕BF ∼= ΨE ⊕ΨF ,
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and projections and injections are preserved. The category P(X) is well known to be an exact category,
(as a full subcategory of the abelian category of OX -modules closed under extensions,) and V(X) is
equivalent to P(X). Therefore, V(X) can be given the structure of an exact category such that the
equivalences Φ and Ψ become exact functors by transporting the notion of exactness from P(X) to V(X),
that is, a sequence 0→ E → F → G→ 0 of standard vector bundles is defined to be exact if and only if
0→ ΦE → ΦF → ΦG→ 0 is exact.
To prove the third property of the theorem, suppose f : Y → X is a map of schemes. For any standard
vector bundle (H,E) in V(X), we have a natural isomorphism
Φf∗E = ξf∗Hf∗E|Y = f∗ξHE|Y = ξHE|Y
∼=←− f∗(ξHE|X) = f∗ΦE
by the definition of Φ, Lemma 3.2.11, and Lemma 3.2.8. If 0→ E → F → G→ 0 is a short exact sequence
in V(X), then the sequence 0→ ΦE → ΦF → ΦG→ 0 is exact. Hence 0→ f∗ΦE → f∗ΦF → f∗ΦG→ 0
is exact, and so is 0→ Φf∗E → Φf∗F → Φf∗G→ 0. Therefore, 0→ f∗E → f∗F → f∗G→ 0 is an exact
sequence in V(Y ). This proves that f∗ : V(X)→ V(Y ) is an exact functor. If g : Z → Y is another map
of schemes, then (fg)∗ = g∗f∗ by Proposition 3.3.5.
Finally, we prove that ⊗ is biexact. First note that for any any scheme Y over X and any standard
vector bundles (H,E) and (K,F ) on X, there is an isomorphisms.
ξH∩K(E ⊗ F )|Y ∼= ξHX (ξHE ⊗˜ ξKF )|Y (3.5)
= ξ((ξHE ⊗˜ ξKF )|Y ) (3.6)
= ξ(ξHE|Y ⊗˜ ξKF |Y ) (3.7)
= ξHE|Y ⊗OY ξKF |Y (3.8)
We used the isomorphism (3.3) for (3.5), Proposition 3.2.5 for (3.6) and the definition of the tensor
product of OY -modules for (3.8). If α : (H,E)→ (H ′, E′) and β : (K,F )→ (K ′, F ′) are maps of standard
vector bundles, then the map (α⊗ β)|Y corresponds to the map α|Y ⊗ β|Y . Suppose S is a short exact
sequence below,
0→ (H,E) α−→ (K,F ) β−→ (L,G)→ 0
and (M,D) is a standard vector bundle. It is enough to prove the following sequence D ⊗ S is exact, the
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other being similar.
0→ ξM∩H(D ⊗ E) 1⊗α−−−→ ξM∩K(D ⊗ F ) 1⊗β−−−→ ξM∩L(D ⊗G)→ 0
By the definition of exactness for standard vector bundles, we need to prove that the following sequence of
OX -modules is exact.
0→ ξM∩H(D ⊗ E)|X (1⊗α)|X−−−−−→ ξM∩K(D ⊗ F )|X (1⊗β)|X−−−−−→ ξM∩L(D ⊗G)|X → 0
But it is isomorphic to the sequence
0→ ξMD|X ⊗ ξHE|X 1⊗α|X−−−−→ ξMD|X ⊗ ξKF |X 1⊗β|X−−−−→ ξMD|X ⊗ ξLG|X → 0,
which is an exact sequence of locally free OX -modules since ⊗ is a biexact pairing on the category of
locally free OX -modules.
3.3.3 Twisted sheaf as a standard line bundle
In this section, we discuss the twisted sheaf O(n) on a projective space. There could be many standard
vector bundles that correspond to O(n). But for our purposes, we need the one that behaves well under
pullbacks and base change. In Theorem 3.3.10, the way we constructed a standard vector bundle from an
ordinary vector bundle was to use Corollary 3.3.4 after choosing a covering that trivializes the vector
bundle and an isomorphism to a standard free module for each scheme factoring through one of the open
covers. We will show how the choices can be made universally for O(n) to suit our needs.
Let PrX = X ×Z ProjZ[x0, x1, . . . , xr]. It is covered by U0, U1, . . . , Ur where
Uk = X ×Z SpecZ
[
x0
xk
,
x1
xk
, . . . ,
x̂k
xk
, . . . ,
xr
xk
]
for k = 0, 1, . . . , r.
Let ik : Uk → PrX be the inclusions, and let H be the sieve generated by them. For each k, there is a map
xnk : OUk → i∗kOPrX (n) of sheaves on (Uk)zar defined by multiplication by xnk . It is an isomorphism because
xk is invertible in Uk. Suppose Y
h−→ PrX is an object of CH . Then h factors as
Y
hk−→ Uk ik−→ PrX
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for some k. We choose the largest such k. (One could make many different choices here, but our choice is
made for Lemma 3.3.11 to work.) Then there is an isomorphism
αh : OY ∼= h∗kOUk
h∗k(x
n
k )−−−−→∼= h
∗
ki
∗
kOPrX (n) −→∼= h
∗OPrX (n)
Define ϕh to be the following composite map as in Corollary 3.3.4.
OY ∼= BOY Bαh−−−→∼= Bh
∗OPrX (n) −→∼= h
∗(BOPrX (n)|H).
With these choices of H and ϕh’s, define OPrX (n) as a standard line bundle to be SϕHBOPrX (n)|H .
Lemma 3.3.11. Suppose i∞ : S → P1S is the inclusion of the point ∞ = [0 : 1]. Then i∗∞OP1S (n) = OS for
any n.
Proof. The projective line P1S is covered by two affine lines U0 and U1 as above. Let H be the sieve
generated by them. For any scheme X over S, the composite map X → S i∞−−→ P1S factors through U1.
Hence i∗∞H = HS , and i
∗
∞OP1S (n) is defined uniformly by the isomorphism xn1 identifying OU1 with
i∗1OP1S (n). Therefore, i∗∞OP1S (n) = OS .
Lemma 3.3.12. Suppose f : Y → X be a map of schemes. Let g : PrY → PrX be the induced map f × 1.
Then g∗OPrX (n) = OPrY (n) (equality, not simply natural isomorphism) for every n.
Proof. Let H be the sieve on PrX generated by the covering {UX,k → PrX} described above, and let K be
the sieve on PrY generated by the analogous covering {UY,k → PrY } of PrY . For each 0 ≤ k ≤ r, a map
h : Z → PrY factors through UY,k if and only if the composite gh factors through UX,k since
UY,k ∼= UX,k ×PrX PrY .
Z
!!C
CC
CC
CC
C
h
1
11
11
11
11
11
11
11
((R
RR
RR
RR
R Z
!!C
C
C
C
h
1
11
11
11
11
11
11
11
((RR
RRR
RRR
RRR
RRR
RR
UY,k

// UX,k

UY,k

// UX,k

PrY g // P
r
X PrY g // P
r
X
Therefore, g∗H = K. Moreover, for each object h : Z → PrY of CK , the standardizing maps ϕh for
OPrY (n)(Z) and g∗OPrX (n)(Z) are defined by multiplication by xnk , both with the same k. Therefore,
g∗OPrX (n) = OPrY (n) as standard line bundles.
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Chapter 4
The Gillet-Grayson construction of
K-theory
In this section, we review the G-construction of K-theory from [7, 8]. The G-construction of an exact
category E with a chosen zero object is homotopy equivalent to the loop space of the Waldhausen
S.-construction of E , and the iteration of the G-construction does not change the homotopy type. The
product in K-theory is easily described using iterated G-constructions,
GpE ∧GqE → Gp+qE ,
and we use this property to construct the motivic K-theory spectrum in the next chapter. Nothing is
original in this chapter.
4.1 The G-construction
Let ∆ be the category of finite nonempty ordered sets n = {0 < 1 < · · · < n} with order-preserving
maps. Denote the category of sets by Set. For each n, define γ(n) to be the poset with two incomparable
minimal elements attached called + and −. It can be described as in the following diagram.
+
?
??
??
??
0 // 1 // · · · // n
−
??
(4.1)
Then γ defines a functor from ∆ to the category of posets. A map α : m→ n is sent to γα : γ(m)→ γ(n)
defined by γα(+) = +, γα(−) = − and γα(i) = α(i) for 0 ≤ i ≤ m.
Suppose E is an exact category with a chosen zero object 0, and P is a poset. An object of the arrow
category Ar(P ) will be denoted by j/i if i ≤ j. A functor M : Ar(P )→ E is said to be exact if for all
i ≤ j ≤ k, 0→M(j/i)→M(k/i)→M(k/j)→ 0 is a short exact sequence in E and M(i/i) = 0. If
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P1, P2, . . . , Pr are posets, a functor M :
∏r
i=1 Ar(Pi)→ E is said to be multiexact (or biexact when r = 2) if
it is exact on each factor of the product.
Definition 4.1.1 ([7], [8]). Let E be a small exact category with a chosen 0 object. We define a simplicial
set G.E by letting it send n ∈ ∆ to the set of exact functors Γ(n)→ E where Γ(n) = Ar(γ(n)).
We may consider Γ as a functor from ∆ to the category of categories. (A map α : m→ n defines a
functor Γ(α) : Γ(m)→ Γ(n) sending an arrow j/i to γα(j)/γα(i).) We will also use the same notation Γ
for the functor from ∆r to the category of categories defined by Γ(A) =
∏r
i=1 Ar(γ(ai)) where
A = (a1, . . . , ar) ∈ ∆r.
Theorem 4.1.2 ([7]). There is a homotopy equivalence |G.E| ∼−→ Ω|S.E| where S.E is Waldhausen’s
S.-construction. In particular,
pii(G.E) ∼= Ki(E) for i ≥ 0.
The G-construction can be iterated and used to describe the product operation in K-theory. We define
G.E to be the simplicial category such that GnE is the full subcategory of the category of functors
Γ(n)→ E whose objects are exact functors. Then GnE is the set of objects of GnE . We say that a sequence
of exact functors 0→M ′ →M →M ′′ → 0 in GnE is exact if its evaluation at each object of Γ(n) is exact.
This makes GnE into an exact category. So we can apply G. to GnE , and this defines a bisimplicial set
G.G.E : ∆2 → Set such that GmGnE is the set of exact functors Γ(m)→ GnE of exact functors, or
equivalently, biexact functors Γ(m,n)→ E .
Lemma 4.1.3 ([7]). There is a homotopy equivalence G.E → diag(G.G.E) where diag is the
diagonalization functor from multisimplicial sets to simplicial sets.
The lemma allows us to iterate the G-construction without altering the homotopy type of the space.
Definition 4.1.4. Let E be a small exact category with a chosen 0 object and r > 0 an integer. We define
a multisimplicial set GrE : ∆r → Set by letting it send A ∈ ∆r to the set of multiexact functors Γ(A)→ E .
We call it the iterated G-construction of E.
A 0-simplex of GE consists of a pair of objects (P,Q) for some objects P and Q in E , where P and Q
correspond to + and −, respectively in the diagram (4.1), and G2E consists of quadruples of objects
arranged in a square
P Q
R S
. In general, a vertex of GrE is 2r objects in E arranged in an r-dimensional
cube. An n-simplex of GE consists of a pair ([P ], [Q]) where [P ] and [Q] are filtrations of length n,
0 = P0 ⊆ P1 ⊆ · · · ⊆ Pn = P , 0 = Q0 ⊆ Q1 ⊆ · · · ⊆ Qn = Q with compatible subquotients as specified by
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the exactness condition of the definition. In general, a simplex of GrE is represented by 2r objects with
some multi-filtrations and compatibility conditions.
The definition of GrE is functorial in E . If E ′ is another exact category and ϕ : E → E ′ is an exact
functor, then we can define Grϕ : GrE → GrE ′ by sending an exact functor M : Γ(A)→ E to the
composite map ϕM : Γ(A)→ E → E ′. If ψ : E ′ → E ′′ is another exact functor, then
Gr(ψ ◦ ϕ) = Grψ ◦Grϕ (4.2)
We can identify GrE with G.G. · · · G.E , therefore,
Lemma 4.1.5. For a small exact category E with a chosen 0 object,
|G1E| ' |G2E| ' · · · ' |GrE| ' · · ·
and pii(GrE) ∼= Ki(E) for all i ≥ 0 and r ≥ 1.
4.2 The product in K-theory described by the G-construction
Suppose E is a small exact category with a biexact pairing ⊗ : E × E → E . Then it induces a map
GE ×GE → G2E . For each n,m ≥ 0, the map GnE ×GmE → GnGmE sends a pair of exact functors
(M,N) to the biexact functor M ⊗N sending an arrow (j/i, b/a) to M(j/i)⊗N(b/a), and an arrow of
arrows (f, g) : (j/i, b/a)→ (j′/i′, b′/a′) to Mf ⊗Ng : M(j/i)⊗N(b/a)→M(j′/i′)⊗N(b′/a′). The
functor M ⊗N is biexact because we have a commutative diagram with exact rows and exact columns for
each i ≤ j ≤ k and a ≤ b ≤ c:
0

0

0

0 // M(j/i)⊗N(b/a)

// M(k/i)⊗N(b/a)

// M(k/i)⊗N(b/a)

// 0
0 // M(j/i)⊗N(c/a)

// M(k/i)⊗N(c/a)

// M(k/i)⊗N(c/a)

// 0
0 // M(j/i)⊗N(c/b)

// M(k/i)⊗N(c/b)

// M(k/i)⊗N(c/b)

// 0
0 0 0
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In general, for each p, q ≥ 1, we can define a map ⊗ : GpE ×GqE → Gp+qE similarly. For
A ∈ ∆p, B ∈ ∆q, and multiexact functors M ∈ GpE(A) and N ∈ GqE(B), their product
M ⊗N ∈ Gp+qE(A,B) is defined by sending an object (α, β) ∈ Γ(A)× Γ(B) = Γ(A,B) to Mα⊗Nβ and
sending a morphism (f, g) : (α′, β′)→ (α, β) to the map Mf ⊗Ng : Mα⊗Nβ →Mα′ ⊗Nβ′.
Definition 4.2.1. A bifunctor ⊗ : E × E → E on a category E is said to be strictly associative if the
following diagram commutes (strictly, not up to a natural isomorphism).
E × E × E ⊗×1 //
1×⊗

E × E
⊗

E × E ⊗ // E
An equivalent condition is that (E ⊗ F )⊗G = E ⊗ (F ⊗G) for all objects E,F, and G of E , and
(α⊗ β)⊗ γ = α⊗ (β ⊗ γ) for all morphisms α, β, and γ of E . For example, the tensor product operation on
the category V(X) of standard vector bundles on a scheme X is strictly associative, (see Theorem 3.3.8
(1),) but the tensor product on the category of modules over a commutative ring is not strictly associative
since the diagram commutes only up to a natural isomorphism.
Proposition 4.2.2. Let E be an exact category with a chosen 0 object. Suppose ⊗ is a strictly associative
biexact pairing on E. Then the induced maps ⊗ : GpE ×GqE → Gp+qE defined above for p, q ≥ 1 are
associative, in the sense that the following diagram commutes for all p, q, r ≥ 1.
GpE ×GqE ×GrE ⊗×1 //
1×⊗

Gp+qE ×GrE
⊗

GpE ×Gq+rE ⊗ // Gp+q+rE
Proof. Suppose (M,N,L) is a simplex of GpE ×GqE ×GrE , that is, M,N , and L are multiexact functors
in GpE(A), GqE(B), and GrE(C), respectively, for some A ∈ ∆p, B ∈ ∆q, C ∈ ∆r. We need to show that
(M ⊗N)⊗ L = M ⊗ (N ⊗ L), which is an equality of functors. To prove the equality on objects, let
(α, β, γ) be an object of Γ(A)× Γ(B)× Γ(C). Then
((M ⊗N)⊗ L)(α, β, γ) = (Mα⊗Nβ)⊗ Lγ = Mα⊗ (Nβ ⊗ Lγ) = (M ⊗ (N ⊗ L))(α, β, γ)
by the strict associativity of the pairing on E . Similarly, if (f, g, h) : (α, β, γ)→ (α′, β′, γ′) is a morphism,
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then
((M ⊗N)⊗ L)(f, g, h) = (Mf ⊗Ng)⊗Nh = Mf ⊗ (Ng ⊗Nh) = (M ⊗ (N ⊗ L))(f, g, h).
Proposition 4.2.3. Suppose E and F are exact categories with chosen 0 objects, and suppose they have
biexact pairings
⊗ : E × E → E , ⊗ : F × F → F .
Suppose, furthermore, that there is a functor ϕ : E → F preserving the pairings in the sense that the
following diagram commutes (strictly, not up to a natural isomorphism).
E × E ⊗ //
(ϕ,ϕ)

E
ϕ

F × F ⊗ // F
Then the following diagram commutes for every p, q ≥ 1.
GpE ×GqE ⊗ //
Gpϕ×Gqϕ

Gp+qE
Gp+qϕ

GpF ×GqF ⊗ // Gp+qF
Proof. The proof is similar to the proof of Proposition 4.2.2. Suppose A ∈ ∆p, B ∈ ∆q, and suppose that
M ∈ GpE(A) and N ∈ GqE(B) are multiexact functors. Then for any object (α, β) of Γ(A)× Γ(B),
(Gp+qϕ(M ⊗N))(α, β) = ϕ(Mα⊗Nβ) = (ϕMα)⊗ (ϕNβ) = (GpϕM ⊗GqϕN)(α, β),
and for any morphism (f, g) of Γ(A)× Γ(B),
(Gp+qϕ(M ⊗N))(f, g) = ϕ(Mf ⊗Ng) = (ϕMf)⊗ (ϕNg) = (GpϕM ⊗GqϕN)(f, g).
We can think of G•E as a pointed multisimplicial set with the zero functor 0 as the base point. Since
0⊗− and −⊗ 0 are zero functors, we have a pairing GpE ∧GqE → Gp+qE for each p, q ≥ 1. Applying the
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diagonalization functor, we get a pairing of simplicial sets
µ : diagGpE ∧ diagGqE → diagGp+qE .
Corollary 4.2.4. Suppose E is an exact category with a chosen 0 object, and ⊗ is a strictly associative
biexact pairing on E. Then the induced pairings µ : diagGpE ∧ diagGqE → diagGp+qE defined above for all
p, q ≥ 1 are associative, in the sense that the following diagram commutes for every p, q, r ≥ 1.
diagGpE ∧ diagGqE ∧ diagGrE µ∧1 //
1∧µ

diagGp+qE ∧ diagGrE
µ

diagGpE ∧ diagGq+rE µ // diagGp+q+rE
Suppose F is another exact category with a chosen 0 object with a biexact pairing ⊗, and suppose there is a
functor ϕ : E → F preserving the pairings in the sense that the following diagram commutes (strictly, not
up to a natural isomorphism).
E × E ⊗ //
(ϕ,ϕ)

E
ϕ

F × F ⊗ // F
Then the following diagram commutes for every p, q ≥ 1.
diagGpE ∧ diagGqE µ //
diagGpϕ∧diagGqϕ

diagGp+qE
diagGp+qϕ

diagGpF ∧ diagGqF
µ
// diagGp+qF
Proof. This follows immediately from Proposition 4.2.2 and Proposition 4.2.3.
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Chapter 5
The motivic K-theory spectrum K
In this chapter, we define a motivic symmetric ring spectrum K representing algebraic K-theory. It is
shown that K is equivalent to Voevodsky’s motivic spectrum BGL when the base scheme is regular.
5.1 The construction
Let P1S be the projective line over a base scheme S considered as a pointed motivic space with the base
point ∞. Recall that the motivic space represented by a scheme Z is the discrete simplicial presheaf
X 7→ HomSm/S(X,Z). Let T be the mapping cylinder of the inclusion i∞ : S → P1S of the point at infinity.
For each scheme X in Sm/S, T (X) is the mapping cylinder of the inclusion
HomSm/S(X,S)→ HomSm/S(X,P1S). The structure map pX : X → S is the unique element of
HomSm/S(X,S) and its image in HomSm/S(X,P1S) is the composite map X
pX−−→ S i∞−−→ P1S . Hence the
mapping cylinder T (X) is obtained by simply adding an edge connecting pX and i∞pX to the discrete
simplicial set P1S(X). The base point of T (X) is chosen to be pX . The motivic space T is homotopy
equivalent to P1S , and the motivic spectrum K constructed in this section will be a motivic T -spectrum.
The reason we take T instead of P1S is that the structure maps need to preserve base points of motivic
spaces. It will be explained more in section 5.1.2 when we define the structure maps of K.
5.1.1 The space at the n-th level
For each n ≥ 1, let Kn be the pointed motivic space
Kn(X) = diagGnV(X) for X ∈ Sm/S (5.1)
where Gn is the iterated G-construction and V(X) is the small exact category of standard vector bundles
on X. (See Definition 4.1.4, Definition 3.3.1, and Theorem 3.3.10.) If f : Y → X is a morphism of Sm/S,
it induces an exact functor f∗ : V(X)→ V(Y ) by Theorem 3.3.10 (3) and the application of diagGn gives
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a map of simplicial sets f∗ : diagGnV(X)→ diagGnV(Y ). Again by Theorem 3.3.10 (3), if g : Z → Y is
another morphism of Sm/S, then (fg)∗ and g∗f∗ are the same map of simplicial sets:
diagGnV(X)→ diagGnV(Z), thus Kn is indeed a motivic space. The base point of Kn is the zero functor
0. When n = 0, we take K0 = S+. Recall that for any motivic space M , M+ is the pointed motivic space
M
∐
S based at S. With this definition, there are natural isomorphisms K0 ∧A ∼= A ∧ K0 ∼= A for any
pointed motivic space A. The motivic T -spectrum K will have Kn as its n-th space.
5.1.2 The structure maps
For the construction of the structure maps σ : T ∧Kn → K1+n, first we define a map η : T → K1, which
will be the first structure map T ∧ K0 → K1. By definition, K1 = GV(−). First we define
η(X) : T (X)→ GV(X) for each X ∈ Sm/S. Since T (X) is a 1-dimensional simplicial set with exactly one
edge, we need to specify the image of the vertices and the image of the edge. For
u ∈ P1S(X) = HomSm/S(X,P1S), let Lu = u∗OP1S (−1) where OP1S (−1) is the twisted standard line bundle.
(See section 3.3.3.) The map η(X) : T (X)→ GV(X) sends u to (OX ,Lu). The edge of T (X) has vertices
pX and i∞pX . The vertex pX is the base point, thus is sent to the base point (0,0) of GV(X). The other
vertex i∞pX is sent to (OX ,OX), because
Li∞pX = (i∞pX)∗OP1S (−1) = p
∗
X i
∗
∞OP1S (−1) = p
∗
XOS = OX
by Theorem 3.3.10 (3), Lemma 3.3.11, and Theorem 3.3.8 (4). Then the edge of T (X) has to be mapped to
a 1-simplex of GV(X) with vertices (0, 0) and (OX ,OX). The choice is ([OX ], [OX ]) where [OX ] is the
exact sequence 0  OX
1 OX .
Remark 5.1.1. Now the reader should be able to see why we needed to use the mapping cylinder T
instead of P1S . The structure map has been defined to model multiplication by [O]− [O(−1)] ∈ K0 as in
Voevodsky’s spectrum BGL, but if we use P1S , the problem is that the base point ∞ of P1S is mapped to
(OX ,OX), which is not the base point of GV(X). Fortunately, there is a path between the base point (0, 0)
and (OX ,OX) in GV(X), and that is why we introduced the mapping cylinder T with a new base point.
If f : Y → X is a morphism of Sm/S, then the following diagram commutes,
T (X)
η //
f∗

K1(X)
f∗

T (Y )
η
// K1(Y )
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because for each u : X → P1S , we have f∗η(u) = f∗(OX , u∗O(−1)) = (f∗OX , f∗u∗O(−1)) and
ηf∗(u) = η(uf) = (OY , (uf)∗O(−1)), and they are the same by Theorem 3.3.8 (4) and Theorem 3.3.10 (3).
Therefore, η is a map of motivic spaces.
For the construction of the structure maps in general, the next step is to define a pairing
µ : Kp ∧ Kq → Kp+q for each p, q, r ≥ 0 with certain properties. For each X, the tensor product operation
on V(X) has been defined in section 3.3. From the discussion in section 4.2 applied to V(X), we obtain a
pairing
µ : Kp(X) ∧ Kq(X)→ Kp+q(X)
This pairing is functorial in X by Corollary 4.2.4 and Theorem 3.3.8 (4). Therefore, we obtain a pairing of
motivic spaces.
µ : Kp ∧ Kq → Kp+q.
The tensor product operation on V(X) is strictly associative by Theorem 3.3.8 (1). (See Definition 4.2.1
for the meaning of strict associativity.) Therefore, by Corollary 4.2.4, we have the following commutative
diagram for each p, q, r ≥ 0, and each X ∈ Sm/S,
Kp(X) ∧ Kq(X) ∧ Kr(X) µ∧1 //
1∧µ

Kp+q(X) ∧ Kr(X)
µ

Kp(X) ∧ Kq+r(X) µ // Kp+q+r(X)
thus, we have the following commutative diagram of motivic spaces.
Kp ∧ Kq ∧ Kr µ∧1 //
1∧µ

Kp+q ∧ Kr
µ

Kp ∧ Kq+r µ // Kp+q+r
(5.2)
From this diagram, we deduce that the product maps are associative. We will denote the product map of
multiple factors also by µ.
µ : Kp1 ∧ Kp2 ∧ · · · ∧ Kpk → Kp1+p2+···+pk
Define the structure map of K in general to be the composite map
σ : T ∧ Kn η∧1−−→ K1 ∧ Kn µ−→ K1+n
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for each n ≥ 0. This defines K as a motivic spectrum. The associativity of µ leads to the following
formulation of iterated structure maps σp : T p ∧ Kn → Kp+n. (Recall that T p is the p-fold smash product
of T , not the p-fold product.)
Lemma 5.1.2. Let ηp = µ(ηp). Then σp = µ(ηp ∧ 1).
ηp : T p
ηp−→ Kp1
µ−→ Kp, σp : T p ∧ Kn ηp∧1−−−→ Kp ∧ Kn µ−→ Kp+n
Proof. We prove it by induction on p. When p = 1, by definition, σ = µ(η ∧ 1). For p > 1, the following
diagram commutes, where the top row is 1 ∧ σ.
T p−1 ∧ T ∧ Kn
1∧η∧1 //
ηp−1∧η∧1

T p−1 ∧ K1 ∧ Kn
1∧µ //
ηp−1∧1∧1

T p−1 ∧ K1+n
ηp−1∧1

Kp−11 ∧ K1 ∧ Kn 1 // K
p−1
1 ∧ K1 ∧ Kn 1∧µ // K
p−1
1 ∧ K1+n
By induction, the following diagram commutes.
T p−1 ∧ K1+n σ
p−1
//
ηp−1∧1

ηp−1
''PP
PPP
PPP
PPP
P
Kp+n
Kp−11 ∧ K1+n µ // Kp−1 ∧ K1+n
µ
OO
Connecting the diagrams together, we get that σp = σp−1(1 ∧ σ) is the composite
T p−1 ∧ T ∧ Kn η
p∧1−−−→ Kp−11 ∧ K1 ∧ Kn
1∧µ−−→ Kp−11 ∧ K1+n
µ∧1−−→ Kp−1 ∧ K1+n µ−→ Kp+n
But the last three maps together is the same as Kp1 ∧ Kn
µ∧1−−→ Kp ∧ Kn µ−→ Kn+p by the associativity of µ.
Therefore, σp = µ(ηp ∧ 1).
T p ∧ Kn η
p∧1 //
ηp∧1 %%LL
LLL
LLL
LL
Kp1 ∧ Kn
µ∧1

Kp ∧ Kn µ // Kp+n
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5.1.3 Symmetric group action
We will describe the action of symmetric groups on K and prove the equivariance of the iterated
structure maps σp. Let [n] = {1, 2, . . . , n} be the set of n elements, which can be considered as the discrete
category of n objects. Then each σ ∈ Σn defines a functor σ : [n]→ [n] permuting objects. Suppose C is a
category. The product category Cn can be identified with the functor category whose objects are functors
[n]→ C and whose morphisms are natural transformations of functors. For each σ ∈ Σn, we define a
functor σ∗ : Cn → Cn by right composition with σ. If we represent an object of Cn as an n-tuple of objects
of C, then σ∗ is the functor
(C1, C2, . . . , Cn) 7→ (Cσ(1), Cσ(2), . . . , Cσ(n)).
If σ, τ ∈ C, then (στ)∗ = τ∗σ∗ by definition. Now suppose ϕ : C → D is a functor. Then it induces a
functor ϕn : Cn → Dn, and the following diagram commutes for any σ ∈ Σn.
Cn σ
∗
//
ϕn

Cn
ϕn

Dn
σ∗
// Dn
Suppose X ∈ Sm/S. Recall that an m-simplex of Kn(X) is a multiexact functor Γ(A)→ V(X) where
A = (m, . . . ,m) ∈ ∆n, and Γ(A) is the product category Ar(γ(m))n. Then each σ ∈ Σn induces a functor
σ∗ : Γ(A)→ Γ(A) as above. For σ ∈ Σn and M ∈ Kn(X), define σM to be the composite
σM : Γ(A) σ
∗
−→ Γ(A) M−→ V(X). (5.3)
Then σM is again a multiexact functor since σ∗ simply permutes coordinates. For every σ, τ ∈ Σn,
(στ)M = σ(τM), and σM = M if σ is the identity. So we have defined a left action of Σn on the set
Kn(X)m of m-simplices of Kn(X).
Suppose α : m′ → m is an order-preserving map. It induces a functor
α∗ : Ar(γ(m′))→ Ar(γ(m)),
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and the following diagram commutes for any σ ∈ Σn, where A′ = (m′, . . . ,m′) ∈ ∆n.
Γ(A) σ
∗
//
αn∗

Γ(A)
αn∗

Γ(A′)
σ∗
// Γ(A′)
As a result, for any σ ∈ Σn and M ∈ Kn(X)m,
α∗σM = Mσ∗αn∗ = Mα
n
∗σ
∗ = σα∗M.
This shows that Σn acts on the simplicial set Kn(X).
One could understand how the symmetric group acts on Kn(X) by looking at a simple example. On
the 0-skeletal level, a vertex in Kn(X) = diagGnV(X) is an n-dimensional cube consisting of 2n objects of
V(X). Then σ ∈ Σn sends it to the object obtained by permuting the coordinates of the cube. For
example, if n = 2 and σ is the transposition in Σ2, then
P Q
R S
 is sent to
P R
Q S
.
Suppose that f : Y → X is a map in Sm/S, and σ ∈ Σn. Then the diagram
Kn(X) σ //
f∗

Kn(X)
f∗

Kn(Y ) σ // Kn(Y )
commutes because σ permutes the coordinates of both Kn(X) and Kn(Y ) in the same way and f∗ acts
coordinate-wise. Finally, σ fixes the base point 0. This completes the description of the base point
preserving left action of Σn on the motivic space Kn.
Lemma 5.1.3. The pairing µ : Kp ∧ Kq → Kp+q is Σp × Σq-equivariant.
Proof. Suppose X ∈ Sm/S, σ ∈ Σp, τ ∈ Σq and m ∈ ∆. Let A = (m, . . . ,m) ∈ ∆p and
B = (m, . . . ,m) ∈ ∆q. For multi-exact functors U : Γ(A)→ V(X) and V : Γ(B)→ V(X), their product
U ∧ V is the functor Γ(A,B)→ V(X) sending a multi-arrow (α, β) ∈ Γ(A)× Γ(B) to Uα⊗ V β. The
equation (5.3) tells us that σU ∧ τV is the functor (α, β) 7→ Uσ∗α⊗ V τ∗β. On the other hand,
63
(σ, τ)(U ∧ V ) is the functor
(α, β) 7→ (U ∧ V )(σ, τ)∗(α, β) = (U ∧ V )(σ∗α, τ∗β)
= Uσ∗α⊗ V τ∗β.
Therefore, σU ∧ τV = (σ, τ)(U ∧ V ).
The strict commutativity of tensor product of standard vector bundles with standard line bundles is
essential for the proof of the equivariance of structure maps of K. The following lemma is the key to
understand why.
Lemma 5.1.4. The composite map
η2 : T ∧ T η∧η−−→ K1 ∧ K1 µ−→ K2
is Σ2-equivariant.
Proof. Suppose X ∈ Sm/S. A simplex of T (X) ∧ T (X) is represented by a pair of simplices of T (X). We
need to prove that for any pair (s, t) of simplices of T (X),
η2τ(s, t) = τη2(s, t)
where τ = (1 2) ∈ Σ2 is a transposition. The left hand side is η2τ(s, t) = η2(t, s) = µ(ηt, ηs). This is a
biexact functor defined by
(α, β) 7→ ((ηt)α)⊗ ((ηs)β), (f, g) 7→ ((ηt)f)⊗ ((ηs)g)
on objects and morphisms, respectively. The right hand side is τη2(s, t) = τ(µ(ηs, ηt)). This is a biexact
functor defined by
(α, β) 7→ ((ηs)β)⊗ ((ηt)α), (f, g) 7→ ((ηs)g)⊗ ((ηt)f)
on objects and morphisms, respectively. Now observe that (ηs)β and (ηt)α are standard line bundles or 0
by the way η is defined, and (ηs)g and (ηt)f are morphisms between them. Tensor product is strictly
commutative on standard line bundles by Theorem 3.3.8 (3), and tensor product with 0 is 0 by Theorem
3.3.10 (4). Therefore, these two biexact functors are equal.
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Proposition 5.1.5. The iterated structure map
σp : T p ∧ Kq → Kp+q
is Σp × Σq-equivariant for p, q ≥ 0.
Proof. By Lemma 2.1.7, it suffices to prove the statement for p ∈ {1, 2}. We observed in Lemma 5.1.2 that
σp = µ(ηp ∧ 1).
T p ∧ Kq ηp∧1−−−→ Kp ∧ Kq µ−→ Kp+q
When p = 1, it is obvious that η1 ∧ 1 is Σ1 × Σq-equivariant. When p = 2, η2 ∧ 1 is Σ2 × Σq-equivariant by
Lemma 5.1.4. The second map µ is Σp × Σq-equivariant for all p by Lemma 5.1.3. Therefore, σp is
Σp × Σq-equivariant.
The above proposition shows that the motivic spectrum K is a motivic symmetric spectrum.
5.1.4 Motivic symmetric ring spectrum K
Now we use the pairings µ : Kp ∧ Kq → Kp+q to describe K as a motivic symmetric ring spectrum.
Proposition 5.1.6. The motivic symmetric spectrum K is a motivic symmetric ring spectrum with the
product map µ : K ∧ K → K determined by µ : Kp ∧ Kq → Kp+q for p, q ≥ 0.
Proof. First, we need to check the commutativity of the following diagrams in order to produce
µ : K ∧ K → K from the component maps µ : Kp ∧ Kq → Kp+q
T r ∧ Kp ∧ Kq σ
r∧1 //
1∧µ

Kr+p ∧ Kq
µ

T r ∧ Kp+q
σr
// Kr+p+q
(5.4)
T r ∧ Kp ∧ Kq t∧1 //
σr∧1

Kp ∧ T r ∧ Kq 1∧σ
r
// Kp ∧ Kr+q
µ

Kr+p ∧ Kq µ // Kr+p+q θ // Kp+r+q
(5.5)
where θ ∈ Σp+r+q is the (r, p)-shuﬄe given by θ(i) = i+ p for 1 ≤ i ≤ r, θ(i) = i− r for r + 1 ≤ i ≤ r + p,
and θ(i) = i for r + p+ 1 ≤ i ≤ r + p+ q.
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The first diagram is commutative because it is factored as
T r ∧ Kp ∧ Kq ηr∧1∧1//
1∧µ

Kr ∧ Kp ∧ Kq µ∧1 //
1∧µ

Kr+p ∧ Kq
µ

T r ∧ Kp+q
ηr∧1
// Kr ∧ Kp+q µ // Kr+p+q
and each part of the factorization is commutative. The second diagram is commutative essentially because
of the commutativity of tensor product with standard line bundles. To demonstrate it, suppose
X ∈ Sm/S, m ∈ ∆n, u1, u2, . . . , ur ∈ T (X)m, P ∈ Kp(X)m, and Q ∈ Kq(X)m. The image of (u1, . . . , ur)
in Kr(X)m via ηr is a multi-exact functor U : Γ(m, . . . ,m)→ V(X), whose value at each object of
Γ(m, . . . ,m) is 0 or a tensor product of several standard line bundles. The images of (u1, . . . , ur, P,Q)
along the maps µ(1 ∧ σr)(t ∧ 1) and θµ(σr ∧ 1) are, respectively, the multi-exact functors
(α, β, γ) 7→ P (α)⊗ U(β)⊗Q(γ),
(α, β, γ) 7→ U(β)⊗ P (α)⊗Q(γ),
for α ∈ Γ(A), β ∈ Γ(B), γ ∈ Γ(C) where A = (m, . . . ,m) ∈ ∆p, B = (m, . . . ,m) ∈ ∆r and
C = (m, . . . ,m) ∈ ∆q. Since U(β) is 0 or of rank 1, P (α)⊗U(β)⊗Q(γ) = U(β)⊗P (α)⊗Q(γ) by Theorem
3.3.8 (3). The same argument works for morphisms. Therefore, they are the same multi-exact functors.
Next, we describe the map from the unit. The unit of the symmetric monoidal category SMΣT (S) is
T = (T 0, T 1, T 2, . . . , Tn, . . .).
The unit map T → K is defined to be η = (ηp : T p → Kp)p≥0. Since the following diagram commutes, it is
indeed a map of motivic symmetric spectra.
T ∧ T p 1 //
1∧ηp

T 1+p
η1+p

T ∧ Kp σ // K1+p
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The commutativity of the following diagrams of symmetric spectra
K ∧ K ∧ K µ∧1 //
1∧µ

K ∧ K
µ

T ∧ K η∧1 //
σ
%%JJ
JJJ
JJJ
JJ
K ∧ K
µ

K ∧ T1∧ηoo
ρ
yyttt
ttt
ttt
t
K ∧ K µ // K K
is deduced from the commutativity of the following diagrams for all p, q, and r.
Kp ∧ Kq ∧ Kr
1∧µ

µ∧1 // Kp+q ∧ Kr
µ

T p ∧ Kq ηp∧1 //
σp %%LL
LLL
LLL
LL
Kp ∧ Kq
µ

Kp ∧ T q1∧ηqoo
ρqyyrrr
rrr
rrr
r
Kp ∧ Kq+r µ // Kp+q+r Kp+q
The left diagram has been shown to be commutative in (5.2), the left-hand side of the right diagram is
commutative by Lemma 5.1.2. The right unit map ρ : K → T is determined by
ρq : Kp ∧ T q t−→ T q ∧ Kp σ
q
−→ Kq+p cp,q−−→ Kp+q, and the right-hand side of the right diagram commutes by
the same reason as the diagram (5.5) commutes, that is, by the strict commutativity of tensor product of
standard vector bundles with standard line bundles, and the fact that the image of T q in Kq consists of
multi-exact functors whose values are tensor products of standard vector bundles of rank at most 1.
Remark 5.1.7. The motivic symmetric ring spectrum K is not commutative because the tensor product
of standard vector bundles is not commutative in general. See Remark 3.3.9.
Suppose f : S′ → S is a map of schemes. Recall from Proposition 2.4.1 that there is an adjunction
(f∗, f∗) : M•(S)→M•(S′) where f∗(A) for A ∈M•(S′) is defined by X 7→ A(S′ ×S X).
Lemma 5.1.8. Suppose f : S′ → S is a map of schemes. Let T and T ′ be the mapping cylinders of
i∞ : S → P1S and i′∞ : S′ → P1S′ , respectively. Then there is an isomorphism  : f∗T → T ′.
Proof. This is a variant of Yoneda lemma. We remark that for any A ∈M•(S), a map ϕ : T → A of
pointed motivic spaces is uniquely determined by a pair of a 0-simplex u = ϕP1S (1P1S ) of A(P
1
S) and a
1-simplex e of A(P1S) connecting the base point of A to v = ϕP1S (j∞) where j∞ is the composite
P1S → S i∞−−→ P1S . Let’s call the set of all such pairs A#(P1S). Then
HomM•(S)(T, f∗A) ∼= (f∗A)#(P1S) ∼= A#(S′ ×S P1S) ∼= A#(P1S′) ∼= HomM•(S′)(T ′, A).
Therefore, T ′ is isomorphic to f∗T .
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Theorem 5.1.9. Suppose f : S′ → S is a map of schemes. Let T ′ and K′ denote the mapping cylinder of
i′∞ : S
′ → P1S′ and the K-theory spectrum over S′ corresponding to T and K over S. Then there is a
motivic symmetric T ′-spectrum f∗K such that (f∗K)n = f∗(Kn) and there is a map of motivic symmetric
T ′-spectrum ϕ : f∗K → K′. If S′ is smooth over S, then ϕ is an isomorphism. Moreover, if K is a motivic
symmetric ring spectrum, then f∗K can be given the structure of a motivic symmetric ring spectrum such
that ϕ respects monoidal structures.
Proof. Let f−1 : Sm/S → Sm/S′ denote the pullback functor X 7→ S′ ×S X. For each X ∈ Sm/S, the
projection map piX : f−1X → X induces an exact functor pi∗X : V(X)→ V(f−1X). Applying diagGn to
pi∗X gives us a map of simplicial sets
Kn(X)→ K′n(f−1X) = f∗K′n(X).
If g : Y → X is a map in Sm/S, then f−1g : f−1Y → f−1X is a map in Sm/S′, and the commutative
diagram
f−1Y
f−1g //
piY

f−1X
piX

Y g
// X
induces a commutative diagram
V(X)
g∗ //
pi∗X

V(Y )
pi∗Y

V(f−1X)
(f−1g)∗
// V(f−1Y )
by Theorem 3.3.10 (3). After applying diagGn, we get the following commutative diagram.
Kn(X) g
∗
//
pi∗X

Kn(Y )
pi∗Y

f∗K′n(X)
(f−1g)∗
// f∗K′n(Y )
Thus, we have defined a map of motivic spaces Kn → f∗K′n. This map is Σn-equivariant and base point
preserving. By Proposition 2.4.1, we obtain a Σn-equivariant map of pointed motivic spaces f∗Kn → K′n.
To prove that these maps define a map of motivic symmetric f∗T -spectra
ϕ : f∗K → K′,
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we need to check the commutativity of the following diagram.
f∗T ∧ f∗Kn σ1 //
1∧ϕn

f∗Kn+1
ϕ1+n

f∗T ∧ K′n σ2 // K′1+n
Suppose X ′ ∈ Sm/S′. An m-simplex of f∗T (X ′) is represented by (X,h, u) where X ∈ Sm/S,
h : X ′ → f−1X, and u ∈ T (X)m. Similarly, an m-simplex of f∗Kn(X ′) is represented by (X1, h1,M)
where X1 ∈ Sm/S, h1 : X ′ → f−1X1, and M ∈ Kn(X1)m. We may assume that X = X1 and h = h1 since
we can replace them by X2 = X ×S X1 and h2 : X ′ → f−1X2, and replace u and M by their pullbacks.
Elaborating σ1 and σ2, we get the following.
ϕ1+nσ1 : f∗T ∧ f∗Kn
∼=−→ f∗(T ∧ Kn) f
∗(η∧1)−−−−−→ f∗(K1 ∧ Kn) f
∗µ−−→ f∗(K1+n) ϕ1+n−−−→ K′1+n (5.6)
σ2(1 ∧ ϕn) : f∗T ∧ f∗K′n 1∧ϕn−−−→ f∗T ∧ K′n ∧1−−→ T ′ ∧ K′n η
′∧1−−−→ K′1 ∧ K′n µ
′
−→ K′1+n (5.7)
The map ϕn : f∗Kn(X ′)→ K′n(X ′) is, by definition, (X,h,M) 7→ (piXh)∗M . Hence, an m-simplex
((X,h, u), (X,h,M)) of (f∗T ∧ f∗Kn)(X ′) is sent via (5.6) and (5.7) to (piXh)∗µ(ηu,M) and
µ′(η′(X,m,U), (piXh)∗M), respectively. Their values at (α, β) ∈ Γ(m)× Γ(m, . . . ,m) are
(piXh)∗µ(ηu,M)(α, β) = (piXh)∗(ηuα⊗Mβ) = (piXh)∗ηuα⊗ (piXh)∗Mβ,
µ′(η′(X,m, u), (piXh)∗M)(α, β) = η′(X,m, u)α⊗ (piXh)∗Mβ.
From these, we see that it is enough to prove that (piXh)∗ηu = η′(X,m, u), i.e., the commutativity of the
following diagram,
f∗T
f∗η //


f∗K1
ϕ1

T ′
η′
// K′1
or the commutativity of the adjoint diagram.
T
η //

K1

f∗T ′
f∗η′
// f∗K′1
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For any X ∈ Sm/S and u : X → P1S , the images of u in f∗K′1(X) = K′1(f−1X) = GV(f−1X) along the two
different paths are (pi∗XOX , pi∗Xu∗OP1S (−1)) and (Of−1X , (f−1u)∗OP1S′ (−1)). But pi
∗
XOX = Of−1X by
Theorem 3.3.8 (4) and pi∗Xu
∗OP1S (−1) = (f−1u)∗OP1S′ (−1) by Theorem 3.3.10 (3) and Lemma 3.3.12.
Similarly, the edge of T (X) is mapped to the same simplex of f∗K′1(X) along the two paths. This
completes the proof that ϕ : f∗K → K′ is a map of motivic symmetric f∗T -spectra. By Lemma 5.1.8, we
can identify f∗T with T ′, and the map is is a map of T ′-spectra. Now suppose f : S′ → S is smooth. Then
for any X ′ ∈ Sm/S′, X ′ is considered as a smooth scheme over S as well. Then f∗Kn(X ′) ∼= Kn(X ′) and
the map ϕn : f∗Kn(X ′) ∼= K(X ′)→ K′(X ′) is the map f∗Kn(X ′) ∼= diagGnV(X ′)→ diagGnV(X ′)
induced by the identity map X ′ → X ′. Therefore, ϕ : f∗K → K′ is an isomorphism. If K is a symmetric
ring spectrum, then the product maps µ : Kp ∧ Kq → Kp+q induce the product maps for f∗K.
f∗Kp ∧ f∗Kq
∼=−→ f∗(Kp ∧ Kq) f
∗µ−−→ f∗Kp+q
The unit map of f∗K is induced by the unit map η of K.
(T ′)p
∼=−→ f∗(T p) f
∗ηp−−−→ f∗Kp
Therefore, f∗K is a symmetric ring spectrum. The map ϕ respects monoidal structures because
f∗Kp ∧ f∗Kq ϕp∧ϕq−−−−→ K′p ∧ K′q is induced by the map Kp ∧ Kq
pip∧piq−−−−→ f∗(Kp) ∧ f∗(Kq) = f∗(Kp ∧ Kq), and
the following diagram commutes.
f∗Kp ∧ f∗Kq
∼= //
ϕp∧ϕq

f∗(Kp ∧ Kq) // f∗Kp+q
ϕp+q

K′p ∧ K′q // K′p+q
5.2 Equivalence of K with Voevodsky’s BGL
We first review the definition of Voevodsky’s motivic spectrum BGL representing algebraic K-theory
from [24, 17]. We assume that the base scheme S is regular throughout this section unless otherwise
indicated. Let Gr = lim−→Gr(n, 2n) be the infinite Grassmannian. The n-th space of the spectrum BGL is
BGLn = ExA
1
(Z×Gr) for every n ≥ 0. In order to define the structure map P1S ∧BGLn → BGLn+1, he
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proves that there is an isomorphism
HomH•(S)(P
1
S ∧ (Z×Gr),Z×Gr) ∼= HomH•(S)(Z×Gr,Z×Gr).
The lifting of the map corresponding to the identity map of Z×Gr is defined to be the structure map of
BGL at every level. He makes use of the following three theorems and the projective bundle theorem of
K-theory (Theorem 2.1 in [21]) to prove this bijection.
Theorem 5.2.1 (6.5 [24], 3.3.13 [17]). For any X ∈ Sm/S and any i ≥ 0, there is a canonical map
KTTi (X)→ HomH•(S)(Si ∧X+,Z×Gr)
which is bijective if S is regular. (The groups on the left KTTi (X) are the Thomason Troubaugh K-groups.)
Corollary 5.2.2 (6.6 [24]). Let (X,x) and (Y, y) be schemes in Sm/S with basepoints. Then for any i ≥ 0
there are canonical maps
Ki(X,x) → HomH•(S)(Si ∧ (X,x),Z×Gr)
Ki((X,x) ∧ (Y, y)) → HomH•(S)(Si ∧ (X,x) ∧ (Y, y),Z×Gr)
which are bijections if S is regular.
Lemma 5.2.3 (6.7[24]). Let (Xn, in : (Xn, xn)→ (Xn+1, xn+1)) be an inductive system of pointed spaces
such that all the morphisms in are monomorphisms and (Y, y) be a pointed space such that all the maps
HomH•(S)(S
1 ∧ (Xn+1, xn+1), (Y, y))→ HomH•(S)(S1 ∧ (Xn, xn), (Y, y))
induced by 1 ∧ in are surjective. Then the canonical map
HomH•(S)
(
lim−→
n
(Xn, xn), (Y, y)
)
→ lim←−
n
HomH•(S)((Xn, xn), (Y, y))
is bijective.
In [24] Voevodsky argues that the embeddings of Grassmannians G(d, 2d)→ G(d+ 1, 2d+ 2) induce
surjections of K-groups Kn(Gr(d+ 1, 2d+ 2))→ Kn(Gr(d, 2d)) so that he can apply the above lemma.
The projective bundle theorem implies that there is an isomorphism Kn(X,x)→ Kn(P1S ∧ (X,x)) defined
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by multiplication by [O]− [O(−1)] ∈ K0(P1S). Then Voevodsky gets a chain of bijections
HomH•(S)(P
1
S ∧ (Z×Gr), (Z×Gr)) ∼= lim←−
d
HomH•(S)
(
P1S ∧
d∐
i=−d
Gr(d, 2d),Z×Gr
)
∼= lim←−
d
K0
(
P1S ∧
d∐
i=−d
Gr(d, 2d)
)
∼= lim←−
d
K0
(
d∐
i=−d
Gr(d, 2d)
)
∼= lim←−
d
HomH•(S)
(
d∐
i=−d
Gr(d, 2d),Z×Gr
)
∼= HomH•(S)(Z×Gr,Z×Gr)
We can prove theorems analogous to 5.2.1 and 5.2.2 for K in place of Z×Gr, then prove the
equivalence of K and BGL. The next theorem is analogous to Proposition 3.3.9 in [17].
Theorem 5.2.4. Suppose X ∈ Sm/S. There is a canonical isomorphism
HomHs(M•(S))(S
i ∧X+,Kn) ∼= KTTi (X)
for all i ≥ 0 and n ≥ 1 where KTT is Thomason-Trobaugh K-theory [23].
Proof. By Lemma 4.1.5, it is enough to prove the isomorphism for n = 1. By Theorem 4.1.2, K1 induces
the presheaf K of Quillen K-theory spectra X 7→ K(X). There is a natural map K → KTT which is a
simplicial weak equivalence by [23, 3.9]. Since [23, 10.8] and [16, 3.20] (cf. [12, 3.3]) implies that KTT is
simplicially fibrant, the theorem now follows from the isomorphism of Lemma 2.2.2:
HomHs(M•(S))(S
i ∧X+,K1) ∼= pii((ExsK1)(X)) ∼= pii(KTT (X)).
Theorem 5.2.5. If S is regular, and X is in Sm/S, then there is a canonical isomorphism
HomH•(S)(S
i ∧X+,Kn) ∼= KTTi (X)
for all i ≥ 0 and n ≥ 1.
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Proof. This follows from Theorem 5.2.4, Proposition 2.2.1 and homotopy invariance of algebraic K-theory
over regular schemes [23, 6.8] (cf. [17, 3.3.13]).
Corollary 5.2.6. Let (X,x) and (Y, y) be pointed smooth schemes over S. There are isomorphisms
HomH•(S)(S
i ∧ (X,x),Kn) ∼= Ki(X,x) (5.8)
HomH•(S)(S
i ∧X+ ∧ (Y, y),Kn) ∼= Ki(X × Y,X × y) (5.9)
HomH•(S)(S
i ∧ (X,x) ∧ (Y, y),Kn) ∼= Ki((X,x) ∧ (Y, y)) (5.10)
for all i ≥ 0 and n ≥ 1.
Proof. The inclusion {x} → X induces isomorphisms of pointed motivic spaces
(Si ∧X+)/(Si ∧ x+) ∼= Si ∧ (X+/x+) ∼= Si ∧ (X,x). Thus by completing the top row of the following
commutative diagram with split exact columns, we obtain the isomorphism (5.8).
0

0

HomH•(S)(S
i ∧ (X,x),Kn)

Ki(X,x)

HomH•(S)(S
i ∧X+,Kn)
∼= //

Ki(X)

HomH•(S)(S
i ∧ x+,Kn)
∼= //

Ki(x)

0 0
The other isomorphisms are derived similarly considering the inclusions x× Y → X × Y and
X × y → X × Y .
Proposition 5.2.7. The map Kn → ΩTKn+1 induced by the structure map σ : T ∧ Kn → Kn+1 is a
motivic weak equivalence for all n ≥ 1, (but not for n = 0).
Proof. We will use an alternative formulation of motivic weak equivalence from [24]. By Definition 3.4,
Theorem 3.6, and Lemma 3.8 of [24], to show that Kn → ΩTKn+1 is a motivic weak equivalence is to show
that the induced map of the motivic homotopy groups
piA
1
i (Kn)(X) = HomH•(S)(Si ∧X+,Kn)→ HomH•(S)(Si ∧X+,ΩTKn+1) = piA
1
i (ΩTKn+1)(X)
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is an isomorphism for all i ≥ 0 and all X ∈ Sm/S. By adjointness, we need to prove that the composite
induced by the structure map
HomH•(S)(S
i ∧X+,Kn) → HomH•(S)(T ∧ Si ∧X+, T ∧ Kn)
→ HomH•(S)(T ∧ Si ∧X+,Kn+1)
is an isomorphism. By Corollary 5.2.6 and the weak equivalence T → P1S , we can identify it with the map
Ki(X)→ Ki(P1S ×X,∞×X).
From the construction of the structure map σ, we see that this map is the multiplication map by the class
[O]− [O(−1)] in K0(P1S), and by the projective bundle theorem of K-theory, it is an isomorphism.
Theorem 5.2.8. There is an isomorphism wn : Z×Gr → Kn in H•(S) for n ≥ 1.
Proof. This theorem is essentially due to Morel and Voevodsky [17, 4.3.10]. In the simplicial homotopy
category Hs(M•(S)), the simplicial sheaf (RΩ1s)B(
∐
n≥0 BGLn) of Proposition 4.3.9 of [17] and the
motivic space Kn are isomorphic since both represent the loop space of Quillen K-theory. By Proposition
4.3.10 of [17], there is a motivic weak equivalence
Z×Gr → (RΩ1s)B(
∐
n≥0
BGLn).
Hence the theorem follows.
This theorem and its proof shows in particular that the following diagram commutes for any X ∈ Sm/S
HomH•(S)(X+,Z×Gr)
(wn)∗

K0(X)
∼=
hhRRRRRRRRRRRRR
∼=vvllll
lll
lll
lll
HomH•(S)(X+,Kn)
where maps from K0(X) are isomorphisms of Theorem 5.2.1 and 5.2.5, and (wn)∗ is the composition with
wn. Similar diagrams for (X,x) and (X,x) ∧ (Y, y) also commute by Corollary 5.2.2 and 5.2.6.
Theorem 5.2.9. If the base scheme S is regular, then there is a motivic spectrum C and maps of motivic
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spectra K ϕ←− C ψ−→ BGL such that ψ is a level equivalence after the first term, and ϕ is a level equivalence.
In particular, K and BGL are stably equivalent as motivic spectra.
Proof. Consider the following diagram in H•(S).
HomH•(S)
(
d∐
i=−d
Gr(d, 2d),Z×Gr
)
//
(wn)∗
''
HomH•(S)
(
P1S ∧
d∐
i=−d
Gr(d, 2d),Z×Gr
)
(wn+1)∗
ww
K0
(
d∐
i=−d
Gr(d, 2d)
)
//
∼=

∼=
OO
K0
(
P1S ∧
d∐
i=−d
Gr(d, 2d)
)
∼=

∼=
OO
HomH•(S)
(
d∐
i=−d
Gr(d, 2d),Kn
)
// HomH•(S)
(
P1S ∧
d∐
i=−d
Gr(d, 2d),Kn+1
)
The middle row is the map of multiplication by [O]− [O(−1)], which is an isomorphism by the projective
bundle theorem. The top row is the composite of three isomorphisms just as in the discussion before
Theorem 5.2.4. Then the upper part of the diagram commutes by definition. The bottom row is the
composite of the following maps
HomH•(S)
(
d∐
i=−d
Gr(d, 2d),Kn
)
→ HomH•(S)
(
P1S ∧
d∐
i=−d
Gr(d, 2d),P1S ∧ Kn
)
→ HomH•(S)
(
P1S ∧
d∐
i=−d
Gr(d, 2d), T ∧ Kn
)
→ HomH•(S)
(
P1S ∧
d∐
i=−d
Gr(d, 2d),Kn+1
)
which is induced by the structure map σ : T ∧ Kn → Kn+1 of the spectrum K. Then the lower part of the
diagram commutes by the construction of σ. After applying lim←−d to the diagram, we get the following
commutative diagram.
HomH•(S)(Z×Gr,Z×Gr) //
(wn)∗

HomH•(S)(P1S ∧ (Z×Gr),Z×Gr)
(wn+1)∗

HomH•(S)(Z×Gr,Kn) // HomH•(S)(P1S ∧ (Z×Gr),Kn+1)
Following two different paths from upper left corner to lower right corner, the identity map of Z×Gr is
sent to wn+1ε and (ρ−1 ∧ σ)wn where ε is the map P1S ∧ (Z×Gr)→ Z×Gr that defines the structure map
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of BGL when lifted, and ρ : T → P1S is the deformation retract, which is an isomorphism in the homotopy
category. This implies that the following diagram commutes in the homotopy category H•(S).
T ∧ Kn σ //
ρ∧w−1n

Kn+1
w−1n+1

P1S ∧ (Z×Gr) ε // Z×Gr
By Proposition 2.2.4, the motivic spectra K and BGL are stably equivalent. (The proposition implies that
we can construct zig-zag equivalences K ∼←− C ∼−→ BGL after the first term. We could take the first term of
C to be S+.)
A monoidal structure of BGL is discussed by Panin, Pimenov, and Ro¨ndigs following Voevodsky in [20].
We first show that the monoidal structure of K induces a monoidal structure of BGL, then review their
definition of monoidal structure of BGL. Then we finally show that the two structures are compatible.
Let U : SMΣ(S)→ SM(S) be the forgetful functor. It is right adjoint to the symmetrization functor
V : SM(S)→ SMΣ(S). The adjoint pair (V,U) is a Quillen equivalence. They induce equivalences of
stable homotopy categories (LV,RU) : SH(S)  SHΣ(S). (See Theorem 2.2.3.) The right derived functor
RU is the composition of U and the stably fibrant replacement functor A 7→ Asf of motivic symmetric
spectra. The symmetric monoidal model structure of SMΣ(S) induces the symmetric monoidal structure
of SHΣ(S) by Theorem 2.3.11, and then the symmetric monodial structure of SH(S) is obtained by these
equivalences. In particular, the product of motivic spectra A and B is defined by
A ∧B = RU(LV A ∧ LV B).
Since the K-theory spectrum K is a monoid in SMΣ(S), it becomes a monoind in SHΣ(S) by Lemma
2.3.7. Then RUK is a monoid in SH(S). The product map of RUK is defined by
µRUK : RUK ∧RUK = RU(LV RUK ∧ LV RUK∧) ∼= RU(K ∧ K) RUµ−−−→ RUK (5.11)
where the isomorphism in the middle is induced by the natural isomorphism LV RU ∼= 1SHΣ(S). Theorem
5.2.9 shows that UK is stably equivalent to BGL. We will also prove that RUK is stably equivalent to
BGL, so that the multiplicative structure of K induces the multiplicative structure of BGL. It will be
proved by showing that the natural map UK → RUK = U (Ksf) is a stable equivalence of
(non-symmetric) motivic spectra. Applying U does not preserve stable equivalences in general.
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Consider the shifted motivic symmetric spectrum K[1] as in [13, p.510]. Its n-th space is K1+n, and
σ ∈ Σn acts on K1+n by 1⊕ σ ∈ Σ1+n. The structure map is defined to be the composite
σ∗ : T p ∧ K1+n σ
p
−→ Kp+1+n θ⊕1−−→ K1+p+n
where θ ∈ Σp+1 is the cyclic permutation of order p+ 1. The shifted motivic spectrum (UK)[1] is
isomorphic to U(K[1]).
Proposition 5.2.10. There is a map τ : K → K[1] of motivic symmetric spectra such that
τn : Kn → K[1]n is a simplicial weak equivalence for every n ≥ 1.
Proof. Define τ0 : K0 → K[1]0 by sending the non-basepoint of K0 = S+ to (0,O) ∈ K1. Then for each
n ≥ 1 define τn to be the composite
Kn ∼= K0 ∧ Kn τ0∧1−−−→ K1 ∧ Kn µ−→ K1+n = K[1]n.
It is Σn-equivariant since µ is Σ1 × Σn-equivariant. It is also a simplicial weak equivalence by [7, Lemma
6.3]. To see that these maps define a map of symmetric spectra, it is enough to check that the following
diagram commutes.
T ∧ K0 σ //
1∧τ

K1
τ

T ∧ K1 σ∗ // K2
The composite map στ sends u ∈ P1 to the product of (0,O) and (O,O(−1)). The other composite
σ∗(1 ∧ τ) sends u to the product of (O,O(−1)) and (0,O), then reverses the coordinates. Therefore, the
images of u along two composite maps are the same. The same argument works for the unique 1-simplex of
T .
Jardine [13] used the injective model structure of motivic symmetric spectra SMΣ(S) as the
preliminary model structure before localizing with respect to stable equivalences. In this model structure,
weak equivalences and cofibrations are level equivalences and level cofibrations. Then injective fibrations
are defined by the right lifting property with respect to level trivial cofibrations. There is another model
structure of SMΣ(S) called projective model structure where weak equivalences and fibrations are defined
to be level equivalences and level fibraions. Then projective cofibrations are defined by the left lifting
property with respect to level trivial fibrations. The projective model structure for symmetric spectra is
explained in [11, 5.1] and the motivic version is explained and used in [19, 2.6.15, 2.6.16]. In particular,
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there is a level fibrant motivic symmetric spectrum K[1]`f and a level equivalence j : K[1] ∼−→ K[1]`f
Lemma 5.2.11. The level fibrant model K[1]`f of K[1] is stably fibrant.
Proof. We use the following characterization of stably fibrant symmetric spectra. By definition, a motivic
symmetric spectrum A is stably fibrant if the motivic spectrum UA is stably fibrant. Then a motivic
spectrum B is stably fibrant if and only if it is level fibrant and the maps Bn → ΩTBn+1 induced by
structure maps are weak equivalences for all n ≥ 0 [13, 2.7, 2.8]. Therefore, the lemma follows from
Proposition 5.2.10 and Theorem 5.2.7.
Corollary 5.2.12. Let (−)sf denote the functorial stably fibrant replacement functor of motivic symmetric
spectra. Consider the stably fibrant replacement i : K ∼−→ Ksf for the K-theory spectrum K. Then i is a
level equivalence after the first term. It follows that Ui : UK → U(Ksf ) = RUK is a stable equivalence.
Proof. Consider the commutative diagram of motivic symmetric spectra
K τ //
i=i1

K[1] j //
i2

K[1]`f
i3

Ksf τ˜ // K[1]sf ˜ //
(K[1]`f)sf
obtained by applying (−)sf to the top row. Three vertical maps are stable equivalences. Since τ and j are
level equivalences after the first term, they are stable equivalences. Therefore, τ˜ and ˜ are stable
equivalences as well. Since stable equivalences between stably fibrant motivic symmetric spectra are level
equivalences by Corollary 4.6 of [13], we see that τ˜ , ˜, and i3 are level equivalences. (For i3, we used
Lemma 5.2.11.) Then i2 is a level equivalence because so is j, and i is a level equivalence after the first
term because so is τ .
Corollary 5.2.13. Voevodsky’s BGL is level equivalent to RUK.
Proof. In the diagram of Corollary 5.2.12, we showed that i2 and τ˜ are level equivalences. Since
BGL = BGL[1], by Theorem 5.2.9, there is a motivic spectrum C and level equivalences
UK[1] ∼←− C ∼−→ BGL. Therefore, there is the following zig-zag chain of level equivalences of motivic
spectra.
RUK = UKsf Uτ˜−−→ UK[1]sf Ui2←−− UK[1] ∼←− C ∼−→ BGL
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The last corollary implies that BGL has a monoidal structure induced by that of K as discussed earlier.
Now we discuss the monoidal structure of BGL defined by Panin, Pimenov, and Ro¨ndigs.
Let Fn be the left adjoint to the functor evn : SM(S)→M•(S) sending the motivic spectrum A to its
n-th space An. Similarly, let FΣn be the left adjoint to the functor ev
Σ
n : SM
Σ(S)→M•(S) sending the
motivic symmetric spectrum A to its n-th space An. By definition, V Fn = FΣ since both are left adjoint to
evn. The functors Fn and FΣn descend, by passing to the homotopy categories, to Fn : H•(S)→ SH(S)
and FΣn : H•(S)→ SHΣ(S). Since any M ∈M•(S) is cofibrant, FnM is a cofibrant spectrum as can be
shown by the lifting property. Therefore, LV F = FΣ. A map µ : M ∧N → L in M•(S) induces a map
Fn,m(µ) : FnM ∧ FmN → Fn+mL in SH(S) defined by
RU(LV FnM ∧ LV FmN) = RU(FΣnM ∧ FΣmN) ∼= RU(FΣn+m(M ∧N)) (5.12)
−→ RU(FΣn+mL) = RU(LV Fn+mL) ∼= Fn+mL.
The isomorphism in the middle follows from the natural isomorphism FΣnM ∧ FΣmN ∼= FΣn+m(M ∧N) of
Corollary 4.18 of [13]. If there are maps f : M →M ′, g : N → N ′, and h : L→ L′ in M•(S) and product
maps µ : M ∧N → L and ν : M ′ ∧N ′ → L′ such that the following diagram commutes
M ∧N µ //
f∧g

L
h

M ′ ∧N ′ ν // L′
in the homotopy category H•(S), then the corresponding diagram in SH(S) shown below commutes as
well because FΣn+m sends equivalences to level equivalences.
FnM ∧ FmN //

Fn+mL

FnM ′ ∧ FmN ′ // Fn+mL′
Let KW be the motivic space that assigns to each scheme the loop space of Waldhausen’s
S•-construction. Then we take a fibrant model KW of KW . Waldhausen multiplication induces a map
µW : KW ∧KW → KW of pointed motivic spaces. Since there is an isomorphism KW → Z×Gr in H•(S)
[17, 4.3.13], there is a motivic weak equivalence t : KW → ExA1(Z×Gr). Let KV = ExA1(Z×Gr). Then
there is a product map µV : KV ∧KV → KV that coincides with µW when we identify KV with KW via i
in H•(S). Since KV is the n-th space of BGL for every n ≥ 0, the identity map on KV induces a map of
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spectra un : FnKV → BGL for every n ≥ 0.
Panin, Pimenov, and Ro¨ndigs defined the product map µBGL : BGL ∧BGL→ BGL for S = Spec (Z)
to be the unique morphism in the stable homotopy category SH(S) such that the diagram
FnKV ∧ FnKV
Fn,n(µV ) //
un∧un

F2nKV
u2n

BGL ∧BGL µBGL // BGL
(5.13)
commutes for every n ≥ 0 (Theorem 2.2.1 of [20]). The map µBGL was chosen to be the unique element of
BGL0,0(BGL ∧BGL) that corresponds to {u2nFn,n(µV )} ∈ lim←−BGL
4n,2n((KV )∧2) after they prove the
isomorphism between BGL0,0(BGL ∧BGL) and the lim←− group. So we may as well say that µBGL is the
unique map making the diagram commute for all sufficiently large n. For any other regular base scheme S,
the product map is defined by pulling µBGL back by the symmetric monoidal functor SH(Z)→ SH(S)
induced by S → SpecZ.
We use their uniqueness assertion to prove the compatibility between the monoidal structure on BGL
induced by K and the one defined by them. By Theorem 5.2.9 and Corollary 5.2.12, there is an
isomorphism θ : BGL→ RUK in SH(S), which transfers the multiplication of K to BGL. If we show that
there are morphisms vn : FnKV → RUK for all n ≥ 1 such that
vn = θun (5.14)
making the diagram
FnKV ∧ FnKV
Fn,n(µV ) //
vn∧vn

F2nKV
v2n

RUK ∧RUK µRUK // RUK
(5.15)
commute, then when we replace µBGL by the composite
BGL ∧BGL θ∧θ−−→ RUK ∧RUK µRUK−−−−→ RUK θ
−1
−−→ BGL
in (5.13), the diagram would still commute. Therefore, by their uniqueness assertion,
θµBGL = µRUK(θ ∧ θ) showing the compatibility. We will construct vn and show the commutativity of
(5.15) in several steps. The idea is that there is a stable weak equivalence RUK ' UK ' BGL, which is a
level equivalence after the first term so that the multiplication induced by individual multiplication maps
µn,n : Kn ∧ Kn → K2n induce compatibility of the multiplcation of the suspension spectrum generated by
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Kn with the whole spectrum K and with BGL.
Since the G-construction of K-theory is equivalent to Waldhausen S•-construction, there is an
isomorphism Kn → KW in H•(S) for every n ≥ 1. Then it lifts to a weak equivalence jn : Kn → KW . The
isomorphism wn : Z×Gr → Kn of Theorem 5.2.8 may be chosen to be the composite in H•(S) of the
zig-zag chain of equivalences
Z×Gr → ExA1(Z×Gr) = KV t←− KW jn←− Kn.
Since Waldhausen multiplication µW is compatible with the multiplication of G-construction, and µV is
also derived from µW , we have a commutative diagram in H•(S) for every n ≥ 1 where µn,n is the
multiplication of K defined in section 5.1.
Kn ∧ Kn
µn,n //
jnt∧jnt

K2n
j2nt

KV ∧KV µV // KV
Therefore, we get the following commutative diagram in SH(S).
FnKn ∧ FnKn
Fn,nµn,n //
∼=Fnjnt∧Fnjnt

F2nK2n
∼= F2nj2nt

FnKV ∧ FnKV
Fn,nµV // F2nKV
(5.16)
By Theorem 5.2.9, there are stable equivalences UK ϕ←− C ψ−→ BGL, which are level equivalences after the
first term. So we have a commutative diagram for n ≥ 1 induced by identity maps on n-th spaces.
FnKn

FnCn
ϕnoo

ψn // FnKV

UK Cϕoo ψ // BGL
For each n ≥ 1, the composition Z×Gr → KV ψ
−1
n−−−→ Cn ϕn−−→ Kn in H•(S) is wn of Theorem 5.2.8. Hence,
ψnϕ
−1
n = jnt, and we get the following commutative diagram in SH(S) where i : K → Ksf is the stably
trivial cofibration from K to its stably fibrant replacement, which is a level equivalence after the first term
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by Corollary 5.2.12. (We let ] denote any map FnXn → X induced by the identity map on n-th space.)
Fn(RUK)n
]

FnKn
]

Fnin
∼=
oo Fnjnt∼=
// FnKV
un

RUK UKUi∼=oo
ψϕ−1
∼=
// BGL
The composition of bottom maps is the isomorphism θ : BGL→ RUK transfering the multiplication.
Define vn : FnKV → RUK to be the composite of the arrows of the top row with the leftmost vertical map.
vn : FnKV
(Fnjnt)
−1
−−−−−−→ FnKn Fnin−−−→ Fn(RUK)n ]−→ RUK (5.17)
Then vn = θun as in (5.14). It remains to show the commutativity of the diagram (5.15).
There is a map kn : FΣnKn → K induced by the identity map on Kn, and the diagram
FΣnKn ∧ FΣnKn
∼= //
kn∧kn

FΣ2n(Kn ∧ Kn)
FΣ2nµn,n // FΣ2nK2n
k2n

K ∧ K µ // K
commutes since k2nFΣ2nµn,n is induced by the map µn,n : Kn ∧ Kn → K2n, which is a component of the
map µ : K ∧ K → K. We pass this diagram to the homotopy category SHΣ(S), then apply RU . Then we
get the following commutative diagram. (See (5.12).)
FnKn ∧ FnKn
Fn,nµn,n //
RU(kn∧kn)

F2nK2n
∼= // RU(FΣ2nK2n)
RUk2n

RU(K ∧ K) RUµ // RUK
(5.18)
Recall the way the derived adjunction
ξ : HomSHΣ(S)(LV−,−) // HomSH(S)(−, RU−) : χoo
is defined. Denoting (−)co for cofibrant replacement and (−)sf for stably fibrant replacement, the left Hom
set is identified with HomSMΣ(S)
(
V (−)co, (−)sf) / ∼ and the right Hom set is identified with
HomSM(S)
(
(−)co, U(−)sf) / ∼. Then the adjunction (V,U) defines ξ and χ.
HomSMΣ(S)
(
V (−)co, (−)sf) / ∼ // HomSM(S) ((−)co, U(−)sf) / ∼oo
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Applying this to the map ] : Fn(RUK)n → RUK induced by the identity map on (RUK)n, we see that χ]
is the composite
χ] : FΣn (RUK)n ln−→ (RUK) i
−1
−−→ K
where ln is the map induced by the identity on (RUK)n. Since the left diagram below commutes, by
taking adjoint we get the commutativity of the right diagram.
FΣnKn
FΣn in

FΣnKn
kn

FnKn
∼= //
Fnin

RU(FΣnKn)
RUkn

FΣn (RUK)n
χ] // K Fn(RUK)n ] // RUK
Therefore, the upper right corner of the diagram (5.18) can be replaced by F2n(RUK)2n.
FnKn ∧ FnKn
Fn,nµn,n //
RU(kn∧kn)

F2nK2n F2ni2n // F2n(RUK)2n
]

RU(K ∧ K) RUµ // RUK
(5.19)
Similarly, applying the adjointness argument to kn, we see that ξkn : FnKn → RUKn is the map induced
by in : Kn → (Ksf )n. Thus we have the following commutative diagram where the left map is induced by
the identity on (RUK)n.
RUK
1
Fn(RUK)n]oo FnKn
ξkn

Fninoo

RUK RU1 RUK
Taking the adjoint diagram, we get
FΣn (RUK)n
LV ]

FΣnKn
FΣn inoo
kn

LV RUK ∼= // K
where the bottom isomorphism is the natural isomorphism LV RU ∼= 1. Smashing each object of the
diagram with itself, we get
FΣn (RUK)n ∧ FΣn (RUK)n
LV ]∧LV ]

FΣnKn ∧ FΣnKn
FΣn in∧FΣn inoo
kn∧kn

LV RUK ∧ LV RUK ∼= // K ∧ K
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Finally, apply RU .
Fn(RUK)n ∧ Fn(RUK)n
]∧]

FnKn ∧ FnKnFnin∧Fninoo
RU(kn∧kn)

RUK ∧RUK ∼= // RU(K ∧ K)
(5.20)
Attach diagrams (5.20) and (5.16) to the diagram (5.19). Then we get
FnKV ∧ FnKV
Fn,nµ
V
// F2nKV
Fn(RUK) ∧ Fn(RUK)
]∧]

FnKn ∧ FnKn
Fnin∧Fnin
oo
∼=Fnjnt∧Fnjnt
OO
Fn,nµn,n //
RU(kn∧kn)

F2nK2n
∼= F2nj2nt
OO
F2ni2n
// F2n(RUK)2n
]

RUK ∧RUK ∼= // RU(K ∧ K) RUµ // RUK
By the definition of µRUK at (5.11) and the definition of vn at (5.17), this diagram proves the
commutativity of (5.15).
Theorem 5.2.14. If the base scheme S is regular, then the motivic symmetric ring spectrum K
constructed in section 5.1 induces multiplication of BGL in the stable homotopy category SH(S), and this
multiplication is compatible with the one defined by Panin, Pimenov, and Ro¨ndigs in [20]. Therefore, K
and BGL are isomorphic as homotopy ring spectra.
Proof. We have proved that K induces multiplication of BGL for any regular S. We also have proved the
compatibility for S = Spec (Z). For any other regular scheme S, the multiplication by Panin, et al. is the
pullback of the multiplication for Spec (Z) along the functor f∗ : SH(Z)→ SH(S) induced by
f : S → Spec (Z). In that case, their multiplication is compatible with the multiplication of f∗KZ. But the
multiplication of f∗KZ is compatible with KS by Theorem 5.1.9.
There is Voevodsky’s theorem that says BGL represents Weibel’s homotopy K-theory for any
Noetherian base scheme [24, 6.9], whose proof can be found in [3, 2.15]. Showing that our spectrum also
represents Weibel’s homotopy K-theory could be a starting point in showing the equivalence of our
spectrum K and Voevodsky’s BGL for non-regular noetherian base scheme S.
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