ABSTRACT: Random or non-informative censoring is when each subject has a censoring time that is statistically independent of their failure times. The classical approach is considered for estimating the Weibull distribution parameters with non-informative censored samples which occur most often in medical and biological study. We have also considered the Bayesian methods via gamma priors with asymmetric (general entropy) loss function and symmetric (squared error) loss function. A simulation study is carried out to assess the performances of the methods using mean squared errors and absolute biases. Two sets of data have been analysed for the purpose of illustration.
INTRODUCTION
Failure time analysis is used in various fields for analysing data involving the duration of events. It is also referred to as survival analysis, event history analysis, lifetime data analysis, reliability analysis or time to event analysis in different fields of study. A key characteristic that distinguishes failure time data from other areas in statistics is that failure time data are usually censored 1 . Censoring is said to have occurred when information about the survival time of some individuals is partially unavailable. Different conditions can bring about different types of censoring, such as, right-censoring, left-censoring and interval-censoring.
According to Horst 2 , "A data sample is said to be censored when, either by accident or design, the value of the variables under investigation is unobserved for some of the items in the sample". Censoring is a feature that is recurrent in lifetime and reliability data analysis, it occurs when exact lifetimes or run-outs can only be collected for a portion of the inspection units. Random or non-informative censoring is when each subject has a censoring time that is statistically independent of the failure time.
The Weibull distribution has the distribution function
the density function f (t; θ, p) = p θ t θ
and the survival function
where p is the shape parameter and θ is the scale parameter. Research has been conducted and presented in the literature to compare the maximum likelihood estimator (MLE) and that of the Bayesian approach in estimating the parameters of the Weibull distribution. Guure 3 studied Bayesian inference of the Weibull model based on interval-censored survival data. More work can be seen in Refs. 4-6. Syuan-Rong and Shuo-Jye 7 also considered Bayesian estimation and prediction for Weibull model with progressive censoring. Similar work can be seen in Shafay and Balakrishnan 8 , who studied one-and two-sample Bayesian prediction intervals based on type-I hybrid censored data. Gupta and Kundu 9 studied generalized exponential distributions with different methods of estimation, see also Refs. 10-12, and a work on generalized exponential distribution: Bayesian estimations 13 , which is somehow similar to the Weibull distribution.
The aim of this paper is to consider first, the MLE of the two parameters of the Weibull distribution when the data under consideration are non-informatively censored. It is observed that the MLE cannot be obtained in analytical form, we therefore assumed the Newton-Raphson method to compute the MLEs, and the method works quite well. The second aim is to consider the Bayesian approach for the parameters estimates. We have considered squared error loss function which is symmetrical in nature and that of general entropy loss function which is asymmetrical. Lindley's numerical approximation procedure is employed to estimate the parameters under Bayesian.
MAXIMUM LIKELIHOOD
Let (t 1 , . . ., t n ) be the set of n random lifetimes with respect to the Weibull distribution with p and θ as the parameters. The likelihood function with respect to non-informative/random censored data is
where δ i = 1 if X i C i , to represent uncensored observations, and δ i = 0 if X i > C i , to represent censored observations. The observed data from n individuals is assumed to consist of the pair (t i , δ i ), i = 1, 2, . . . , n, so that the final result obtained will be the same, provided the censoring time C i and the failure time X i are non-informative (independent of each other) and available for all i.
The score vectors are
where the score becomes a vector of the first partial derivatives of (θ, p). The score evaluated at the true parameter say, α has a mean zero, i.e., E[u(α)] = 0 and the variance-covariance matrix given as the information matrix;
Calculation of the maximum likelihood estimator often requires that some iterative (Newton-Raphson) procedures be implemented. We can consider evaluating MLE ofα with a trial value say α 0 using a first order Taylor series, such that
Assuming H denotes the Hessian matrix, which is simply the second derivative of the log-likelihood function, then
When the left-hand side of equation (6) is set to zero and we solve forα, we havê
where u(α 0 ) is the score vector. Using the two parameters of the Weibull distribution, the Hessian matrix can be obtained as follows. The score vector of
Hence we obtain the following
The above equations give the basis for an iterative process for computing the MLEs of the parameters, which is known as Newton-Raphson approach. When a trial value is chosen carefully, (8) can be employed to estimate the parameters from which the standard errors of the parameters can be obtained.
BAYESIAN INFERENCE
In this section we consider the Bayes estimation of the two unknown parameters. Prior distribution of the parameters need to be assumed for the Bayesian inference. As discussed by Berger 14 and subsequently by Banerjee and Kundu 15 , we let θ take on a γ(a, b) prior distribution with a, b > 0. We assume that the prior of p is independent of the prior of θ and is in the neighbourhood of (0, ∞). Let v(p) represent the prior of p and v 1 (θ) for θ, where
Let the likelihood equation which is L(θ, p; t i , δ i ) be the same as equation (4). The joint posterior density function of (θ, p) is given by
The posterior probability density function of θ and p given the data (t 1 , t 2 , . . ., t n ) is obtained by dividing the joint posterior density function over the marginal distribution function as
Due to the complex nature of the posterior distribution, Lindley approximation is employed in order to estimate the unknown parameters. The Bayes estimator is considered under two loss functions which is also indisputable in Bayesian estimation. They are asymmetric (general entropy) loss function and symmetric (squared error) loss function.
Lindley approximation
A prior of p need to be specified here so as to calculate the approximate Bayes estimates of θ and p. Having specified a prior for θ as γ(a, b), it is similarly assumed that v(p) also takes on a γ(c, d) prior. Lindley 16 proposed a ratio of integral of the form
where (α) is the log-likelihood and ω(α), v(α) are arbitrary functions of α. Assuming that v(α) is the prior distribution for α and ω(α) = u(α)v(α) with u(α) being some function of interest. Taking the Weibull two parameters into consideration, the Lindley method can be approximated asymptotically by the followinĝ
where is the log of the likelihood function. Hence the following derivatives are obtained first with squared error loss function;
General entropy loss function
The general entropy loss (GEL) function is a generalization of the entropy loss function. The Bayes estimatorα BG of α under the GEL iŝ
provided E α (α −k ) exists and is finite. The Bayes estimator for this loss function iŝ
Similar Lindley approach is used for the GEL function as in the squared error loss but here the Lindley approximation procedure where u 1 ,u 11 and u 2 , u 22 are the first and second derivatives for θ and p, respectively, given below. After using the Lindley approach the function is then substituted into (12) for the parameter estimate under GEL.
SIMULATION STUDY
We have considered in this simulation study a sample size of n = 25, 50 and 100, which is representative of small, moderate and large data sets. The following steps were employed to generate the data t 1 , . . . , t n . A lifetime t i is generated from the sample sizes indicated above from the Weibull distribution which represents failure of the product or unit. The values of the assumed actual parameters of the Weibull distribution were taken to be θ = 0.5 and 1.5 and that of p = 0.8 and 1.2. The same sample size is generated from the Uniform distribution for the censored time C i with (0, b), where b depends solely on the proportion of the observations that are censored. In our study, we consider the percentage of censoring to be 40. The t i is taken as the minimum of the failure time and the censored time, t i := min(X i , C i ), and where δ i = 1 if X i C i for uncensored observations, and δ i = 0 if X i > C i for censored observations.
To compute the Bayes estimates, an assumption is made such that α and β take, respectively, γ(a, b) and γ(c, d) priors. We set the hyper-parameters to 0.0001, i.e., a = b = c = d = 0.0001 in order to obtain noninformative priors. Note that at this point the priors become proper as well as the posterior distribution, Press 17 .
The values for the loss parameter for the general entropy was k = ±0.7, without loss of generality. For further discussions on the choice of the loss parameters, see Refs. 18, 19. These were iterated 1000 times. The mean squared error (MSE) and the absolute bias values are determined and presented below for the purpose of comparison.
RESULTS AND DISCUSSION
Bayes estimators of the Weibull parameters are obtained using squared error and general entropy loss functions by employing Lindley approximation procedure. Comparisons are made between the estimators using MSE and absolute bias based on simulation study. The performance of MLE and Bayes using the gamma non-informative priors were examined and the following observations made. Table 1 shows the MSE values of the scale and shape parameters. It is been observed that Bayes estimator under the general entropy loss function has the smallest MSE values than the others. This occurred mostly with the positive loss parameter, i.e., +0.7. This is followed by both the maximum likelihood estimator and Bayes estimator under general entropy with −0.7 as the loss parameter. Both obtained equal estimate for the scale parameter but for the shape parameter, maximum likelihood was slightly ahead of Bayes with general entropy of −0.7.
The absolute bias of the estimated values are presented in Table 2 . We observe again that Bayes using the general entropy loss function with +0.7 outperformed Bayes using squared error and general entropy of −0.7, and that of the classical maximum likelihood estimator for both parameters. This was followed by maximum likelihood, general entropy of −0.7 and Bayes estimator under squared error loss function, respectively, for the shape parameter. For the scale parameter, we observed that after general entropy loss function with +0.7, general entropy of −0.7 outperformed the others. All the estimators had their MSEs decreasing with an analogous increase in sample space. As the sample size increased, maximum likelihood and Bayes estimator under squared error loss function tern to converge to the same values with respect to the MSE and absolute bias values for both parameters For each estimated parameter, the MSE is calculated for each of the one thousand estimated values of the parameters, i.e., from 1-1000. For instance, r = 1 has an estimate for both the scale parameter and the shape parameter and so the MSE of these www.scienceasia.org Observably, the Bayes estimator under squared error loss for the Weibull shape parameter (p) has the same estimate and standard error as compared to that of the classical maximum likelihood estimator but with the scale parameter (θ), maximum likelihood has a smaller standard error in juxtaposition to Bayes estimator under squared error loss.
Comparing all the estimators, it is clear from the results that Bayes estimator under general entropy loss function with the loss parameter of +0.7 has the smallest standard error and estimate for both the shape parameterp and the scale parameterθ.
Example 2 The data for this example are on survival of patients with cervical cancer, recruited to a randomised trial aimed at analysing the effect of addition of a radio sensitiser to radiotherapy (New therapy -"treatment B") compared to using only radiotherapy (Control -"treatment A"). Treatment A was given to 16 and treatment B to 14 patients. The data are in days since start of the study, the event of interest is death caused by this cancer. Our main interest is on the patients under treatment B, which is fairly small and highly censored to illustrate the proposed methods in this paper. The data are obtained from Coolen What we observed from this fairly small sample is that maximum likelihood has among the other estimators the smallest standard error for the scale parameter but for the shape parameter both maximum likelihood and Bayes under the positive general entropy loss parameter had the smallest standard error for the Weibull distribution.
When we take into perspective a 95% confidence interval of MLE for the fairly small sample, we havê θ = (1530.6860, 1218.7300) andp = (2.5558, 1.6952). Bayes credible intervals under squared error loss function forθ andp are (1543.5881, 1217.1039) and (2.5560, 1.6953), respectively. The Bayes credible intervals with respect to the general entropy loss function with a loss parameter of −0.7 forθ andp are (1542.3237, 1217.2903) and (2.5559, 1.6952) and that of the +0.7 are (1536.1817, 1218.3783) and (2.5551, 1.6949), respectively.
Observing from above, it is clear that general entropy with a positive loss parameter and maximum likelihood had narrower credible and confidence intervals, respectively, as compared to squared error loss function for the shape parameter. For the scale parameter, maximum likelihood's confidence interval is narrower than the Bayesian credible intervals.
CONCLUSIONS
From the above discussions, in relation to both the real data analysis and the simulation study, we conclude that the best estimator of the two parameter Weibull distribution with this type of censoring, when the data is fairly moderate or large will be Bayes estimator under general entropy loss function provided the loss parameter is well chosen. For fairly small sample, maximum likelihood can be a good alternate to the Bayes estimators.
