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Resumen
En 1964 Pommerenke [Po64], intoduce la noción de familia linealmente invariante de funciones
analíticas e inyectivas denidas en el disco unidad D del plano complejo C: Siguiendo estas mis-
mas ideas decimos que una familia F de funciones meromorfas localmente inyectivas denidas
en D es esféricamente invariante si
f 2 F ;  2 Rot(bC);  2 Mob (D) implica   f   2 F :
Las familias esféricamente invariantes fueron inicialmente estudiadas por Ma y Minda en [MaMi92],
en el contexto de las funciones esféricamente convexas. En dicho artículo ellos denen el orden
esférico para las funciones en dichas familias y muestran algunas propiedades para las funciones
con orden esférico nito; sin embargo el estudio no es muy amplio.
De manera completamente análoga decimos que una familia Fh de funciones analíticas
localmente inyectivas de D en D es hiperbólicamente invariante si
f 2 Fh; ;  2 Mob (D) implica   f   2 Fh:
Asi como en el caso esférico, estas familias fueron inicialmente estudiadas por Ma y Minda en
[MaMi94], en el contexto de las funciones hiperbólicamente convexas.
El propósito de este trabajo es ampliar el estudio de las familias esféricamente (hiperbóli-
camente) invariantes, mostrando resultados interesantes para las funciones con orden esférico
(hiperbólico) nito.
Abstract
In 1964 Pommerenke [Po64], intoduce the notion of linearly invariant family and injective
analytic functions dened in the unit disc D of the complex plane C. Following these ideas
we say that a family F of locally injective meromorphic functions dened in D is spherically
invariant if
f 2 F ;  2 Rot(bC);  2 Mob (D) implica   f   2 F :
Spherically invariant families were initially studied by Ma and Minda [MaMi92], in the
context of spherically convex functions. In this article they dene the order spherical functions
in these families and show some properties for spherical functions with nite order, but the
study is not very wide.
Completely analogous way we say that a family Fh of locally injective analytic functions of
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D in D is hyperbolically invariant if
f 2 Fh; ;  2 Mob (D) implica   f   2 Fh:
Just as in the spherical case, these families were initially studied by Ma and Minda in
[MaMi94], in the context of hyperbolically convex functions.
The purpose of this paper is to extend the study of spherically families (hyperbolically)
invariant, showing interesting results for functions with order spherical (hyperbolic) nite.
Key Words: Spherical invariance, spherical order, Schwarzian derivative, normal order,
Schwarzian order, uniformly perfect.
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Introducción
En 1964, Ch. Pommerenke [Po64] introdujo la noción de invariancia euclidiana en el contexto de
las funciones analíticas localmente inyectivas denidas en el disco unidad D del plano complejo
C, en la siguiente forma:
Una familia F de funciones analíticas localmente inyectivas denidas en D := fz 2 C : jzj < 1g
es euclidianamente invariante si
f 2 F ;  2 Möb (C) ;  2 Möb (D) =)   f   2 F ;
en donde
Möb (C) = fz 7! az + b : a; b 2 C; a 6= 0g
es el grupo de los automorsmos conformes de C y
Möb (D) =

z 7!  z   a
1  az : jj = 1; a 2 D

es el grupo de automorsmos conformes de D:
Para el estudio de las familias euclidianamente invariantes es indispensable utilizar el opera-
dor preschwarziano el cual está denido por
Pf :=
1
2
f 00
f 0
:
Este operador se anula si y sólo si f 2 Möb(C). Un cálculo sencillo nos muestra que Pf verica
la propiedad de invariancia z + 1  jzj2Pf (z) =   (z) + 1  j (z)j2Pf ( (z)) ; z 2 D; (1)
cualquiera sea  2 Möb(C) y  2 Möb(D).
Pommerenke denió el orden de una función f , analítica y localmente inyectiva en D, como
kAfkD = sup
z2D
 z + 1  jzj2Pf (z) :
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De (1) se sigue que kAfkD = kAfkD para  2 Möb(C) y  2 Möb(D).
De acuerdo con Pommerenke, el orden de una familia F euclidianamente invariante está
dado por
Oe (F) = sup
f2F
kAfkD :
Por ejemplo, por resultados bien conocidos de funciones univalentes (véase [Du83], Cap. 2)
Oe (S) = 2 y Oe (K) = 1; donde S es la familia de las funciones analíticas univalentes denidas
en D normalizadas por f (0) = 0 y f 0 (0) = 1; y K es la subfamilia de S compuesta por las
funciones cuyo rango es un subconjunto euclidianamente convexo del plano complejo. Más aún,
Pommerenke [Po64] demostró que kAfkD  1 si y sólo si f 2 K.
Observamos el papel fundamental que desempeñan los grupos Möb(C) y Möb(D) en el
concepto de invariancia. El primero actúa en el rango de las funciones mientras que el segundo
lo hace en el dominio, y la invariancia se dene en relación con estos grupos. Teniendo esto
en cuenta podemos escoger otros grupos de transformaciones de Möbius y denir diferentes
tipos de invariancia. La escogencia de los grupos depende de la clase de funciones que estemos
interesados en estudiar.
Este trabajo está dividido en tres capítulos. En el capítulo 1 se presentan algunas deni-
ciones y algunos resultados fundamentales para el desarrollo de la tesis.
En el capítulo 2 denimos lo que es una familia esféricamente invariante en la siguiente
forma:
Una familia F de funciones meromorfas localmente inyectivas denidas en D es esféricamente
invariante si
f 2 F ;  2 Rot(bC);  2 Möb (D) =)   f   2 F ;
en donde bC = C [ f1g y
Rot(bC) := ei z   a
1 + az
: a 2 C;  2 R

[

ei
z
:  2 R

:
Introducimos un nuevo operador Tf ; para f : 
 ! bC; 
 un dominio en bC; meromorfa
localmente inyectiva, que será el análogo del operador Pf de Pommerenke. Mostramos una serie
de resultados importantes para Tf ; como por ejemplo una caracterización del grupo Rot(bC):
A partir de Tf denimos el operador A
#
f ; para f : D ! bC meromorfa localmente inyectiva, a
saber
A#f (z) =

1  jzj2

Tf (z)  2z
1 + jzj2 :
Dicho operador fue introducido inicialmente por Ma y Minda en [MaMi92], pero en una forma
diferente.
ix
De manera similar al caso anterior podemos ver que para z 2 DA#f (z) = A#f ( (z)) ;  2 RotbC y  2 Möb (D) ;
con lo cual denimos el orden esférico de f porA#f D := supz2D
A#f (z) :
El orden esférico de una familia F esféricamente invariante es
Os (F) := sup
f2F
A#f D :
Ma y Minda [MaMi92] demostraron que
A#f D  1 y que A#f D = 1 si y sólo si f es
esféricamente convexa.
En este mismo capítulo encontramos resultados de crecimiento y distorsión tanto para el
operador Tf como para A
#
f . Uno de los resultados mas relevantes es el teorema 2.3.5: si
f : D! bC es meromorfa y localmente inyectiva con A#f D  , entonces
1  jzj2
2
2
jSf (z)j+
A#f (z)2 +Nf (z)2  +p2   12 ;
para todo z 2 D, donde Sf (z) =

f 00
f 0
0
(z)   1
2

f 00
f 0
2
(z) es la derivada schwarziana de f y
Nf (z) =

1  jzj2

jf 0 (z)j
1 + jf (z)j2 . Es importante observar que este teorema generaliza la desigualdad
de Wirths (véase el teorema 1.4.6), a funciones con orden esférico nito y mayor que 1. A partir
de este teorema también se se sigue inmediatamente el Teorema 10 en [MaMi92], el cual dice
que si f : D! bC es meromorfa y localmente inyectiva con A#f D  , entonces
Nf (z)
2 +
A#f (z)2  +p2   12 ;
para todo z 2 D.
Otro resultado relevante es el teorema 2.4.2 el cual relaciona el orden esférico con el orden
schwarziano kSfkD y el orden normal kNfkD, donde
kSfkD = sup
z2D

1  jzj2

jSf (z)j y kNfkD = sup
z2D
Nf (z) :
Además mostramos algunos ejemplos de funciones con orden esférico nito y denimos el
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operador A#f en dominios más generales. Al nal del capítulo denimos el concepto de orden
inferior (esférico) de una función f : D ! bC meromorfa localmente inyectiva por inf
z2D
A#f (z)
y mostramos, entre otras cosas, que existen funciones con orden inferior positivo.
En el capítulo 3 denimos lo que es una familia hiperbólicamente invariante en la siguiente
forma:
Una familia F de funciones analíticas localmente inyectivas de D en D es hiperbólicamente
invariante si
f 2 F ; ;  2 Möb (D) =)   f   2 F :
Para f : D! D una función analítica localmente inyectiva, denimos
Ahf (z) =

1  jzj2
 @
@z
log

1  jzj2

jf 0 (z)j
1  jf (z)j2 :
Notemos que si f 2 Möb(D) entonces Ahf  0. Además, tenemos la propiedad de invarianciaAhf (z) = Ahf ( (z)) ; ;  2 Möb (D) ;
y denimos el orden hiperbólico de f porAhfD := supz2D
Ahf (z) :
El orden hiperbólico de una familia F hiperbólicamente invariante es
Oh (F) := sup
f2F
AhfD :
Ma y Minda [MaMi94] demostraron que si f =2Möb(D) entonces
AhfD  1, y que AhfD =
1 si y sólo si f es hiperbólicamente convexa, f =2Möb(D). Más aún, si denimos Fh como la
familia de todas las funciones hiperbólicamente convexas denidas en D, entonces Oh (Fh) = 1:
En este capítulo mostramos algunos resultados de distorsión para el operador Ahf , carac-
terizamos las funciones en Möb(D) y obtenemos un teorema de acotamiento para la derivada
hiperbólica, entre otros resultados.
Cabe resaltar que todos los resultados en los capítulo 2 y 3 del presente trabajo son originales,
y contribuyen a ampliar la teoría de funciones esférica e hiperbólicamente invariantes de orden
nito, lo cual no ha sido muy estudiado. La literatura sobre estas funciones no es muy extensa;
de hecho sólo se ha desarrollado en los artículos de Ma y Minda mencionados antes, los cuales
pueden considerarse como las investigaciones semilla de ambos conceptos.
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Capítulo 1
Preliminares
En este capítulo presentaremos algunas deniciones y resultados importantes, los cuales nos
ayudarán en el desarrollo de la tesis. En la primera sección veremos algunas deniciones básicas
de geometría esférica, en la segunda miraremos un poco de geometría hiperbólica, en la tercera
sección estudiamos el operador derivada schwarziana y sus propiedades básicas y por último
citamos algunos resultados conocidos de la teoría geométrica de funciones que serán usados
luego.
1.1 Geometría esférica
El plano complejo extendido o esfera de Riemann denotada por bC está dotada, vía la proyección
estereográca, con la métrica esférica
bC (z) jdzj := jdzj1 + jzj2 :
Si unimos a y b por un camino recticable  en bC, denimos la longitud esférica l# () de 
por
l# () =
Z

bC (z) jdzj
La métrica esférica permite denir la distancia esférica por:
d# (a; b) := inf

l# () ; para a; b 2 bC;
donde el ínmo se toma sobre todos los caminos recticables  contenidos en bC con extremos
a y b: Además, puede mostrarse que
d# (a; b) =
8<: tan 1
 a b1+ab  si a; b 2 C
tan 1 1jaj si a 2 C; b =1:
Obsérvese que d# (a; b)  
2
. Además, la métrica y la distancia esféricas son invariantes bajo
el grupo Rot(bC):
1
Un dominio D en bC es llamado esféricamente convexo si para cualquier par de puntos a;
b 2 D; el arco más pequeño del círculo maximal (geodésica esférica) entre a y b está contenido
en D: Una función meromorfa univalente denida en D es llamada esféricamente convexa (s-
convexa) si f (D) es un dominio esféricamente convexo en bC:
En bC también se dene la distancia cordal, vía la proyección estereográca, como
 (a; b) :=
8>>>><>>>>:
ja  bjq
1 + jaj2
q
1 + jbj2
si a; b 2 C
1q
1 + jaj2
si a 2 C; b =1:
Es fácil vericar que para todo a; b 2 bC
2

d# (a; b)   (a; b)  d# (a; b) ;
luego las dos distancias inducen la misma topología en bC.
La derivada esférica
Sean D un dominio en bC y f : D ! bC una función meromorfa localmente inyectiva. Sea
z0 2 D y consideremos cuatro casos posibles:
Caso 1 : Si z0 2 C y f (z0) 2 C denimos la derivada esférica de f en z0 por
f# (z0) =
jf 0 (z0)j
1 + jf (z0)j2
:
Caso 2 : Supongamos z0 2 C y que f tiene un polo en z0. Sea  denida en una vecindad de
1 por  (z) = 1=z. Luego, g :=  f es analítica en una vecindad de z0, más aún g# (z) = f# (z)
para todo z en una vecindad agujereada de z0. Denimos f# (z0) := g# (z0) y así,
lim
z!z0
f# (z) = lim
z!z0
g# (z) = g# (z0) = f
# (z0) ;
es decir, f# es continua en z0.
Caso 3 : Supongamos z0 =1 y que f (z0) 2 C. Sea  denida en una vecindad agujereada
de 0 por  (z) = 1=z. Luego, si consideramos una vecindad de 1 la cual es enviada por f en
un dominio acotado, entonces h := f  resulta acotada en una vecindad agujereada de 0 y allí
h# (z) =
1=z2 f# (1=z) :
Denimos f# (1) = lim
z!0
f# (1=z) = lim
z!0
jzj2 h# (z) = 0:
2
Caso 4 : Supongamos que z0 = 1 y que f tiene un polo en 1: Escogiendo vecindades
adecuadas de 0 e 1 podemos mostrar que la función s =   f  ; en donde  y  están
denidas como en los casos 2 y 3, respectivamente, resulta ser acotada en una vecindad de 0:
Además,
s# (z) =
1=z2 f# (1=z) :
Luego, denimos como en el caso anterior f# (1) = lim
z!0
jzj2 s# (z) = 0; y así f# es continua
en 1.
Algunas propiedades de la derivada esférica son:
 La derivada esférica es invariante si cambiamos f por   f; con  2 Rot(bC).
 Si f : 
! bC, 
 un dominio en bC; es meromorfa y localmente inyectiva, entonces
1 + jzj2

(  f  )# (z) =

1 + j (z)j2

f# ( (z)) ; (1.1)
en donde  2 Rot(bC) y  =   1;  =  j
;  2 Rot(bC):
 Si f : D! bC es meromorfa y localmente inyectiva, entonces
1  jzj2

(  f  )# (z) =

1  j (z)j2

f# ( (z)) ; (1.2)
cuando  2 Rot(bC) y  2 Möb(D) :
Denimos el orden normal de f en D por
kNfkD := sup
z2D

1  jzj2

f# (z) = sup
z2D
Nf (z) :
Por cómputo directo se tiene que kNfkD = kNfkD para  2 Rot(bC) y  2 Möb(D) :
1.2 Geometría hiperbólica
El disco unitario D se dota con la métrica hiperbólica
D (z) jdzj := jdzj
1  jzj2 :
Si unimos a y b por un camino suave  en D, denimos la longitud hiperbólica lD () de  por
lD () =
Z

D (z) jdzj
3
La distancia hiperbólica en D inducida por esta métrica está dada por
dh (a; b) := inf

lD () ; para a; b 2 D;
donde el ínmo se toma sobre todos los caminos suaves  contenidos en D con extremos a y
b: Puede probarse que este ínmo es en realidad un mínimo que se satisface cuando  es la
geodésica hiperbólica (h-geodésica) entre a y b; esto es, el arco de círculo ortogonal a @D con
extremos a y b. Además se tiene la siguiente fórmula para la distancia hiperbólica
dh (a; b) = tanh
 1
 a  b1  ab
 :
La distancia hiperbólica es invariante bajo el grupo Möb(D) ; esto es, si  2 Möb(D) ; entonces
dh (a; b) = dh ( (a) ;  (b)) :
Denición: Sean z1; z2 2 D y C una circunferencia que pasa por z1 y z2; e intercepta orto-
gonalmente @D: Al arco de C entre z1 y z2 interior a D se le denomina el segmento hiperbólico
que une z1 con z2.
Un dominio G en D es llamado hiperbólicamente convexo (h-convexo) si para cualquier par
de puntos a; b 2 G; el segmento hiperbólico que une a y b está contenido en G: Una función
f : D! D analítica univalente es llamada hiperbólicamente convexa (h-convexa) si f (D) es un
dominio hiperbólicamente convexo.
Lema 1.2.1 Para z1; z2 2 D; sea   el segmento hiperbólico que une z1 con z2: Entonces   tiene
longitud euclidiana l  2 jz1   z2j y min fs; l   sg  2 (1  jj) para cada  en  ; donde s es la
longitud de arco euclidiana de la parte de   entre z1 y : (Véase [Ar04], pág. 4).
Para a 2 D y r > 0 sea Dh (a; r) := fz 2 D : dh (a; z) < rg : Diremos que una función f
meromorfa (analítica) localmente univalente denida en D es localmente uniformemente esféri-
camente convexa (localmente uniformemente hiperbólicamente convexa), si existe r > 0 tal que
para todo a 2 D; f (Dh (a; r)) es esféricamente convexo (hiperbólicamente convexo). De forma
análoga diremos que f es localmente uniformemente univalente si existe r > 0 tal que, para
todo a 2 D, f es univalente en Dh (a; r).
Para una función f : D! D analítica y localmente inyectiva se dene la derivada hiperbólica
de f por
fh (z) =
f 0 (z)
1  jf (z)j2 ; z 2 D:
La derivada hiperbólica es invariante si cambiamos f por   f , con  2 Möb(D). Usando esto
4
denimos el orden hiperbólico de f por
kfkh = sup
z2D

1  jzj2
 fh (z) :
1.3 La derivada schwarziana
Sean D  C un dominio y f : D ! C una función analítica localmente inyectiva. La transfor-
mación Sf : D ! C denida por
Sf (z) =

f 00
f 0
0
(z)  1
2

f 00
f 0
2
(z) ; z 2 D; (1.3)
se denomina la derivada schwarziana de f . Puesto que f es localmente inyectiva, Sf es analítica.
Algunas de las propiedades más importantes de la derivada schwarziana son:
 Sf = 0 si y sólo si f es una transformación de Möbius.
 Si f (z) 6= 0 para todo z 2 D; se sigue de (1.3) que Sf (z) = S 1
f
(z) ; para todo z 2 D:
Esta propiedad permite denir Sf cuando f es meromorfa y localmente inyectiva en D:
 Regla de la cadena: Sea g una función meromorfa localmente inyectiva en f (D) : La
siguiente igualdad se cumple en todo punto z 2 D donde f es analítica
Sgf (z) = Sg (f (z))
 
f 0 (z)
2
+ Sf (z) : (1.4)
 Sean f y g funciones meromorfas localmente inyectivas denidas en D. Entonces Sg = Sf
si y sólo si g =   f; donde  es una transformación de Möbius de bC.
 La fórmula (1.4) puede ser usada para denir la derivada schwarziana en innito. Supon-
gamos que f es meromorfa y localmente inyectiva en un dominio el cual contiene a 1;
y sea ' denida en una vecindad del origen por ' (z) = f (1=z) : Por (1.4), tenemos que
z4S' (z) = Sf (1=z) en una vecindad del origen. Así, denimos
Sf (1) = lim
z!0
z4S' (z) :
Las propiedades anteriores, así como un estudio mas detallado de la derivada schwarziana,
pueden ser encontradas en el libro de Lehto [Le87].
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1.4 Resultados generales
Teorema 1.4.1 Sean X un espacio métrico, Y un espacio métrico completo y A un subespacio
denso de X: Si f es una función uniformemente continua de A en Y; entonces f puede ser
extendida de forma única a una función uniformemente continua g de X en Y: (Véase [Si63],
pág. 78).
Lema 1.4.2 Sea f una función analítica y localmente inyectiva en D con f (0) = 0: Supongamos
que el mínimo de jf j sobre el círculo jzj = r < 1 se toma en un punto z1: Sea I el segmento que
une 0 con 1 = f (z1) : Entonces existe una trayectoria J en el disco jzj  r que une 0 con z1
tal que I = f (J). (Véase [Ar04], pág. 3).
Denición: Sea 
 un dominio simplemente conexo conformemente equivalente a D. Sea f :

! D un mapeo conforme de 
 sobre D. La función densidad de Poincaré de 
 está denida
por

 (z) =
jf 0 (z)j
1  jf (z)j2 :
Esta función está bien denida porque no depende de la escogencia particular del mapeo f .
Algunas de las propiedades más importantes de 
 (véase [Le87], pág. 5) son:
 Si 
1 y 
2 son dominios conformemente equivalentes a un disco con 
1  
2; entonces

2 (z)  
1 (z) ; para todo z 2 
1:
 Si g : 
2 ! 
1 es un mapeo conforme y sobreyectivo

2 (z) = 
1 (g (z))
g0 (z) ; para todo z 2 
2:
Sean 
 un dominio simplemente conexo y f : 
 ! bC una función meromorfa localmente
inyectiva, se dene el orden schwarziano de f por
kSfk
 = sup
z2

jSf (z)j
2
 (z)
:
Teorema 1.4.3 (Teorema de Bieberbach) Sea f : D! C analítica, inyectiva y normalizada en
la forma f (z) = z + a2z2 + a3z3 +    ; entonces ja2j  2; con igualdad si y sólo si f es una
rotación de la función de Koebe. (Véase [Du83], pág. 30).
Teorema 1.4.4 (Lema de Schwarz-Pick) Sea f : D! D analítica. Entonces
jf 0 (z)j
1  jf (z)j2 
1
1  jzj2
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para todo z 2 D. La igualdad se cumple en algún punto si y sólo si f 2 Möb(D). (Véase [Di],
pág. 5).
Teorema 1.4.5 (1/4 de Koebe) Si f mapea D conformemente dentro de C; entonces
1
4

1  jzj2
 f 0 (z)  dist (f (z) ; @f (D))  1  jzj2 f 0 (z) ;
para todo z 2 D. (Véase [Po92], pág. 9).
Teorema 1.4.6 (Desigualdad de Wirths) Si f : D! bC es s-convexa, entonces
1  jzj2
2
2
jSf (z)j+
A#f (z)2 +Nf (z)2  1;
en donde A#f (z) =

1  jzj2
 @
@z
log

1  jzj2

jf 0 (z)j
1 + jf (z)j2 . (Véase [MePo00], pág. 170).
Para obtener una generalización del operador A#f , sección 2.4, necesitamos el concepto de
cubierta holomorfa denido a continuación. Para un estudio más detallado de este tema véase,
por ejemplo, [BeMi07].
Denición: Sean  y 
 dos dominios en bC. Una función holomorfa f : ! 
 es llamada una
cubierta si cada punto b 2 
 tiene una vecindad abierta V tal que f 1 (V ) = S fU :  2 Ig es
la unión disjunta de conjuntos abiertos U tal que f j U, la restricción de f a U, es un mapeo
conforme de U sobre V . Trivialmente, un mapeo conforme f :  ! 
 es una cubierta. Una
cubierta f : ! 
 es una cubierta universal si  es un dominio simplemente conexo.
Denición: Una región 
 es llamada hiperbólica si bC n 
 contiene al menos tres puntos.
Teorema 1.4.7 (Teorema de Uniformización Planar) Supongamos que 
 es una región en C:
Existe una cubierta holomorfa f : D ! 
 si y sólo si 
 es una región hiperbólica. Más aún,
si a 2 
, entonces existe una única cubierta universal holomorfa h : D ! 
 con h (0) = a y
h0 (0) > 0. (Véase [BeMi07], pág. 41).
Teorema 1.4.8 Dada una región hiperbólica 
, existe una única métrica 
 (w) jdwj sobre 

tal que

 (h (z))
h0 (z) jdzj = D (z) jdzj
para cualquier cubierta universal holomorfa h : D! 
. (Véase [BeMi07], pág. 41).
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Capítulo 2
Invariancia esférica
En este capítulo estudiaremos familias esféricamente invariantes, las cuales constituyen el objeto
de estudio de este trabajo. Para el análisis de dichas familias introducimos un nuevo operador
diferencial Tf , el cual posee importantes propiedades de invariancia esférica. A partir de dicho
operador denimos el operador A#f ; el cual fue introducido por Ma y Minda en [MaMi92].
Con la ayuda de dichos operadores probamos propiedades importantes para las funciones en
dichas familias como, por ejemplo, algunos teoremas de crecimiento y distorsión. También
mostramos cómo el operador A#f puede ser denido en un dominio hiperbólico general y por
último denimos el orden inferior de f:
2.1 Familias esféricamente invariantes
Decimos que una familia F de funciones meromorfas localmente inyectivas denidas en D es
esféricamente invariante si
f 2 F ;  2 Rot(bC);  2 Möb (D) =)   f   2 F :
Quizá el ejemplo más conocido de una familia esféricamente invariante es la clase de funciones
s-convexas denidas en el capítulo anterior. Esta familia es esféricamente invariante porque la
convexidad esférica se preserva bajo el grupo Rot(bC).
Otro ejemplo interesante de una familia esféricamente invariante está dado por la familia
de Kühnau. Kühnau [Kü63] consideró la clase de funciones meromorfas y univalentes denidas
en D; cuyo rango no contiene puntos antipodales, es decir, f está en la familia de Kühnau
si f (z) f (w) 6=  1 para todo z; w 2 D: Las funciones esféricamente convexas son un caso
particular, ya que el único dominio esféricamente convexo que contiene puntos antipodales es
la esfera completa.
En la sección 2.3 deniremos el orden de una familia esféricamente invariante y veremos que
las dos familias anteriores tienen orden nito.
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2.2 El operador Tf
Como herramienta para el estudio de las familias esféricamente invariantes introducimos el
operador preschwarziano esférico Tf ; el cual es el análogo esférico del operador preschwarziano
Pf =
1
2
f 00
f 0
que aparece en el caso euclidiano y que fue desarrollado por Pommerenke en [Po64].
A partir de éste deniremos, más adelante, el operador A#f ; que es la otra herramienta a usar
en el estudio de dichas familias.
2.2.1 Denición y propiedades básicas
Sean D un dominio en bC y f : D ! bC una función meromorfa localmente inyectiva. Sea z0 2 D
y consideremos cuatro casos posibles:
Caso 1 : Si z0 2 C y f (z0) 2 C denimos el operador preschwarziano esférico
Tf (z0) =
@
@z
log

1 + jzj2

jf 0 (z)j
1 + jf (z)j2

z=z0
(2.1)
=
1
2
f 00 (z0)
f 0 (z0)
  f
0 (z0) f (z0)
1 + jf (z0)j2
+
z0
1 + jz0j2
:
Caso 2 : Supongamos z0 2 C y que f tiene un polo en z0. Sea  denida en una vecindad de
1 por  (z) = 1=z: Luego, g :=  f es analítica en una vecindad de z0, más aún Tf (z) = Tg (z)
para todo z en una vecindad agujereada de z0. Denimos Tf (z0) := Tg (z0) ; con lo cual
lim
z!z0
Tf (z) = lim
z!z0
Tg (z) = Tg (z0) = Tf (z0) ;
así Tf es continua en z0.
Para ver el caso 3 mostramos primero las siguientes propiedades:
 Si f (z) = e
i
z
; z 6= 0; se tiene que
Tf (z) =
@
@z
log
"
1 + jzj2
 1
jzj2
jzj2
1 + jzj2
#
= 0; (2.2)
y como antes Tf (0) = lim
z!0
Tf (z) = 0.
 (Regla de la cadena) Sean g una función analítica localmente inyectiva denida en
un dominio 
  C y f una función meromorfa localmente inyectiva denida en g (
) :
Entonces
Tfg = Tf (g) g0 + Tg: (2.3)
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En efecto,
Tfg =
1
2
(f  g)00
(f  g)0  
(f  g)0 (f  g)
1 + j(f  g)j2 +
z
1 + jzj2
=
1
2
f 00 (g) (g0)2 + f 0 (g) g00
f 0 (g) g0
  f
0 (g) g0f (g)
1 + jf (g)j2 +
z
1 + jzj2
=
1
2
f 00 (g)
f 0 (g)
g0 +
1
2
g00
g0
  f
0 (g) f (g)
1 + jf (g)j2 g
0 +
z
1 + jzj2
=
 
1
2
f 00 (g)
f 0 (g)
  f
0 (g) f (g)
1 + jf (g)j2 +
g
1 + jgj2
!
g0 +
1
2
g00
g0
  gg
0
1 + jgj2 +
z
1 + jzj2
= Tf (g) g
0 + Tg:
Caso 3 : Supongamos z0 =1 y que f (z0) 2 C. Sea  denida en una vecindad agujereada
de 0 por  (z) = 1=z: Luego, si consideramos una vecindad de 1 la cual es enviada por f en
un dominio acotado, entonces h := f   resulta acotada en una vecindad agujereada de 0. Se
sigue de (2.3) que en dicha vecindad
Th (z) = Tf (z) =  1=z2Tf (1=z) :
Denimos Tf (1) = lim
z!0
Tf (1=z) =   lim
z!0
z2Th (z) = 0:
Caso 4 : Supongamos que z0 = 1 y que f tiene un polo en 1. Escogiendo vecindades
adecuadas de 0 e 1 podemos mostrar que la función s =   f  ; en donde  y  están
denidas como en los casos 2 y 3, respectivamente, resulta ser acotada en una vecindad de 0:
Además, por (2.3)
Ts (z) =  1=z2Tf (1=z) :
Denimos, como en el caso anterior, Tf (1) = lim
z!0
Tf (1=z) =   lim
z!0
z2Ts (z) = 0, con lo cual
concluimos que Tf es continuo en 1.
Los últimos dos casos nos dicen que en la regla de la cadena, para el operador Tf , podemos
suponer g meromorfa y localmente inyectiva.
Una de las propiedades más relevantes del operador Tf es el hecho de que Tf = 0 si y sólo
si f 2 Rot(bC); para mostrar esto usamos el siguiente lema:
Lema 2.2.1 Sea f meromorfa localmente inyectiva denida en 
. Entonces f = ef j
 conef 2 Rot(bC) si y sólo si para todo z 2 

1 + jzj2
 f 0 (z) = c1 + jf (z)j2 ; (2.4)
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donde c es constante.
Prueba. Supongamos sin pérdida de generalidad que f (z) =
z   a
1 + az
; z 2 
; a 2 C,
entonces 
1 + jzj2
 f 0 (z) = 1 + jzj2 1 + jaj2j1 + azj2 = 1 + jf (z)j2 :
Para el recíproco, observamos que por hipótesis y la propiedad (1.1)
1 + jzj2

jg0 (z)j
1 + jg (z)j2 =

1 + j (z)j2

jf 0 ( (z))j
1 + jf ( (z))j2 = c;
donde g :=   f  ; con  ;  2 Rot(bC). Por eso podemos suponer que g está normalizada en
la forma g (z) = eic
 
z + a2z
2 + a3z
3 +     ;  2 R y c > 0. Derivando y reemplazando en la
expresión (2.4), obtenemos que

1 + jzj2
 eic  1 + 2a2z + 3a3z2 +     = c1 + eic  z + a2z2 + a3z3 +    2
1 + jzj2
2 1 + 2a2z + 3a3z2 +    2 = 1 + c2 z + a2z2 + a3z3 +    22 ;
luego, cerca de 0, se tiene
1 + 2 jzj2 + jzj4

1 + 2 (a2z + a2z) + 3

a3z2 + a3z
2

+ 4 ja2j2 jzj2 +O
 
z3

= 1 + 2c2
z + a2z2 + a3z3 +    2 +O  z4 ;
con esto
1 + 2 (a2z + a2z) + 3

a3z2 + a3z
2

+ 4 ja2j2 jzj2 + 2 jzj2   1  2c2 jzj2 +O
 
z3

= 0;
se sigue
2 (a2z + a2z) + 3

a3z2 + a3z
2

+ 2

2 ja2j2   c2 + 1

jzj2 +O  z3 = 0; (2.5)
para todo z cerca de 0: Dividiendo esta expresión por z 6= 0 y haciendo z ! 0; z 2 R y luego
z ! 0; con Re z = 0; nos queda a2 + a2 = 0 y a2   a2 = 0; esto es a2 = 0, y así de (2.5),
3

a3z2 + a3z
2

+ 2
 
1  c2 jzj2 +O  z3 = 0:
Ahora, dividimos esta expresión por z2 6= 0 y hacemos el mismo procedimiento anterior para
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obtener c = 1; de donde
a3

z
z
2
+ a3 +O (z) = 0;
para todo z cerca de 0 pero z 6= 0. Observemos que si z 2 R, entonces a3 + a3 +O (z) = 0 y si
z = tei=4; t > 0;  a3 + a3 +O (z) = 0; y por lo tanto se sigue que a3 = 0:
Ahora, supongamos que ak = 0; para todo k = 2; 3;    ; N , y veamos que aN+1 = 0.
Bajo estas hipótesis, g (z) = ei
 
z + aN+1z
N+1 + aN+2z
N+2 +O
 
zN+3

para z cerca de 0:
Derivando y reemplazando en (2.4) nos queda
aN+1zN + aN+1z
N +
N + 2
N + 1
aN+2zN+1 +
N + 2
N + 1
aN+2z
N+1 +O

jzjN+2

= 0;
para z cerca de 0. Dividiendo por zN 6= 0 obtenemos
aN+1

z
z
N
+ aN+1 +O (jzj) = 0:
Ahora, con z 2 R nos queda aN+1+aN+1+O (z) = 0 y con z = tei=2N ; t > 0;  aN+1+aN+1+
O (z) = 0; de lo cual concluimos que aN+1 = 0: Por lo tanto g (z) = eiz; para todo z 2 
; lo
cual prueba el resultado ya que f =  1  g   1 es la restricción a 
 de una rotación de la
esfera.
Teorema 2.2.2 Sea f meromorfa localmente inyectiva denida en 
. Entonces, Tf  0 si y
sólo si f 2 Rot(bC), en el sentido del lema 2.2.1.
Prueba. Supongamos f (z) = ei
z   a
1 + az
; a 2 C;  2 R. Luego f 0 (z) = ei 1 + jaj
2
(1 + az)2
y así,
se sigue de (2.1) que
Tf (z) =
@
@z
log
"
1 + jzj2
 1 + jaj2
j1 + azj2
j1 + azj2
j1 + azj2 + jz   aj2
#
=
@
@z
log

1 + jzj2

1 + jaj2


1 + jzj2

1 + jaj2
 = 0:
En el caso f (z) =
ei
z
;  2 R, el cálculo correspondiente fue indicado en (2.1).
Para el recíproco, vemos de (2.1) que Tf = 0 si y sólo si
@
@z
[log u (z)] = 0, donde u (z) =
1 + jzj2

jf 0 (z)j
1 + jf (z)j2 . Ahora, por la regla de la cadena tenemos que
@
@z
[log u (z)] =
1
u (z)
@u (z)
@z
:
12
De lo cual se sigue que
@u (z)
@z
= 0, es decir
1
2

@u
@x
  i@u
@y

= 0 y como u es de valor real
entonces
@u
@x
= 0 y
@u
@y
= 0, es decir u es constante. Luego, por el lema 2.2.1 f 2 Rot(bC), que
es lo que queríamos probar.
De este teorema y (2.3) tenemos que si f 2 Rot(bC) entonces Tfg = Tg; y si g 2 Rot(bC),
entonces Tfg = Tf (g) g0.
De forma más general, bajo las hipótesis del teorema anterior, tenemos que:
Corolario 2.2.3 Tf es meromorfa si y sólo si f 2 Rot(bC), en el sentido del lema 2.2.1.
Prueba. Sabemos f 2 Rot(bC) =) Tf = 0 es analítica. Recíprocamente, sea g analítica
tal que Tf = g: Luego,
0 =
@g (z)
@z
=
@
@z
Tf (z) =
1
1 + jzj2
2   jf 0 (z)j2
1 + jf (z)j2
2 ;
esto es
jf 0 (z)j
1 + jf (z)j2 =
1
1 + jzj2 . Y el resultado se sigue del lema 2.2.1.
2.2.2 Teoremas de crecimiento y distorsión
Siguiendo las mismas ideas que en la sección 2.3 del libro de P. Duren [Du83], mostramos el
siguiente resultado de crecimiento para la derivada esférica, el cual tiene consecuencias tales
como el hecho de que si f está denida en D y jTf (z)j  c; para todo z 2 D; entonces f se
puede extender continuamente a D:
Teorema 2.2.4 Sean 
 un dominio en C con 0 2 
, 
 estelar con respecto al 0, y f : 
  ! C
analítica y localmente inyectiva. Si existe c > 0 tal que jTf (z)j  c para todo z 2 
, entonces
e 2jzjc
1 + jzj2 
f# (z)
f# (0)


1 + jzj2

e2jzjc (2.6)
para todo z 2 
. Más general, si jTf (z)j  g (jzj), con g : [0;1)! R una función no negativa
e integrable en [0;1), entonces
e
 2
jzjR
0
g(r)dr
1 + jzj2 
f# (z)
f# (0)


1 + jzj2

e
2
jzjR
0
g(r)dr
; (2.7)
para todo z 2 
.
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Prueba. Por denición de Tf ; la condición jTf (z)j  c implica quezf 00 (z)f 0 (z)   2zf 0 (z) f (z)1 + jf (z)j2
  2 jzj c+ 2 jzj21 + jzj2
para todo z 2 
: Por lo tanto
 
 
2 jzj c+ 2 jzj
2
1 + jzj2
!
 Re
(
zf 00 (z)
f 0 (z)
  2zf
0 (z) f (z)
1 + jf (z)j2
)
 2 jzj c+ 2 jzj
2
1 + jzj2 :
Fijemos z0 2 
; z0 arbitrario. Como f 0 (z0) 6= 0 en una vecindad de z0 obtenemos que
Re
(
z0f
00 (z0)
f 0 (z0)
  2z0f
0 (z0) f (z0)
1 + jf (z0)j2
)
= r
@
@r
Re log
f 0
 
rei

1 + jf (rei)j2
:
Se sigue que
 

2c+
2r
1 + r2

 @
@r
log
f 0  rei
1 + jf (rei)j2
 2c+ 2r
1 + r2
:
Fijando  e integrando respecto a r de 0 a jz0j nos queda
 2 jz0j c  log

1 + jz0j2

 log f
# (z0)
f# (0)
 2 jz0j c+ log

1 + jz0j2

y tomando exponencial obtenemos
e 2jz0jc
1 + jz0j2
 f
# (z0)
f# (0)


1 + jz0j2

e2jz0jc;
y puesto que z0 2 
 es arbitrario, se sigue (2.6).
Para el caso general, basta cambiar c por g (jzj) en la prueba de la primera parte.
Corolario 2.2.5 Sea f : D  ! C analítica y localmente inyectiva tal que jTf (z)j  g (jzj) para
todo z 2 D y g : [0; 1)! R una función no negativa.
(i) Si g 2 L1 ([0; 1)) entonces existe M > 0 tal que
d
#
(f (z1) ; f (z2)) M jz1   z2j ;
para todo z1; z2 2 D. Y por lo tanto f tiene una extensión Lipschitz continua a D:
(ii) Si g (jzj) = =2
1  jzj ; 0 <  < 1, entonces f tiene una extensión Hölder continua a D, con
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d
#
(f (z1) ; f (z2))  2
1   jz1   z2j
1  ;
para todo z1; z2 2 D y  = f# (0).
Prueba. Sean z1; z2 2 D y  el segmento hiperbólico que une z1 con z2: Por el lema 1.2.1
 tiene longitud euclidiana
l  
2
jz1   z2j y min fs; l   sg  
2
(1  jj) (2.8)
para cada  en ; donde s es la longitud de arco euclidiana de la parte de  entre z1 y :
Además, por denición
d
#
(f (z1) ; f (z2))  l# (f ()) 
Z

jf 0 (z)j jdzj
1 + jf (z)j2 :
(i) Si g 2 L1 ([0; 1)) ; se sigue, de la segunda parte del teorema anterior, que f# está uniforme-
mente acotada y por tanto existe fM > 0 tal que
d
#
(f (z1) ; f (z2))  fMZ

jdzj  fM
2
jz1   z2j ;
para todo z1; z2 2 D: Luego f es uniformemente continua en sentido euclídeo-esférico, y así,
por el teorema 1.4.1 f puede ser extendida de manera continua a D y dicha extensión, por
continuidad, satisface la misma condición de Lipschitz.
(ii) Si g (jzj) = =2
1  jzj ; 0 <  < 1; entonces de (2.7) y (2.8) tenemos que para todo z1; z2 2 D,
d
#
(f (z1) ; f (z2))  2
Z

jdj
(1  jj)  2
 Z l
2
0

2
 ds
s
+
Z l
l
2

2
 ds
(l   s)
!
= 4
Z l
2
0

2
 ds
s
= 4

2
 1
1  

l
2
1 
 4

2
 1
1  
1
21 

2
1  jz1   z2j1 
 2
1   jz1   z2j
1 
y concluimos de manera completamente análoga a como se hizo en la parte (i).
Observación
Si en el corolario anterior suponemos f analítica y acotada, entonces dado que
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 (f (z1) ; f (z2)) =
jf (z1)  f (z2)jq
1 + jf (z1)j2
q
1 + jf (z2)j2
 d# (f (z1) ; f (z2)) ;
podemos concluir que f es Lipschitz en sentido euclídeo y por tanto tiene una extensión continua
a D; lo cual no se tiene en general para funciones analíticas acotadas (véase [Po92], pág. 18).
Corolario 2.2.6 Sea f : D  ! C analítica y localmente inyectiva con f (0) = 0 y jTf (z)j  c,
para todo z 2 D. Entonces
d
#
(0; f (@D)) 
Z 1
0
e 2ct
1 + t2
dt  
4c
 
1  e 2c ;
en donde  = f 0 (0) > 0.
Prueba. Observemos que por el corolario 2.2.5 tiene sentido considerar f (@D). Supon-
gamos que el mínimo de jf j en el círculo Cr = fz : jzj = rg ; r 2 (0; 1) ; es tomado en un punto
z1. Sean  la geodésica esférica que une 0 con 1 = f (z1) y s = d
#
(0; 1). Luego, por el lema
1.4.2, existe una curva  en jzj < r que une 0 con z1 tal que f () = . Por lo tanto, usando la
cota inferior de la desigualdad (2.6) del teorema 2.2.4, obtenemos
s =
Z

jdwj
1 + jwj2 =
Z

jf 0 (z)j jdzj
1 + jf (z)j2 
Z

e 2cjzj
1 + jzj2 jdzj 
Z jz1j
0
e 2ct
1 + t2
dt =
Z jzj
0
e 2ct
1 + t2
dt;
para z 2 Cr: Se sigue que
d
#
(0; f (Cr)) 
Z r
0
e 2ct
1 + t2
dt;
Ahora, supongamos que z0 2 @D es tal que d# (0; f (@D)) = d# (0; f (z0)). De la continuidad
de la función ' : D ! R, z 7 ! d# (0; f (z)), es fácil ver que
Z r
0
e 2ct
1 + t2
dt  d# (0; f (Cr)) 
d
#
(0; f (z0)), luego haciendo r ! 1  obtenemos el resultado.
Observaciones
 Es importante observar que este corolario proporciona una cota de cubrimiento esférico
del rango de f:
 Sea f : D ! C analítica y localmente inyectiva. Puesto que f# (z)  jf 0 (z)j para todo
z 2 D; también se tiene del teorema 2.2.4 una cota inferior para jf (z)j y jf 0 (z)j ; a saber
si f (0) = 0 y f 0 (0) =  > 0; y jTf (z)j  c, para todo z 2 D
f 0 (z)  e 2cjzj
1 + jzj2 ; 8z 2 D; (2.9)
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y usando un argumento geométrico completamente análogo al anterior (véase [GrKo03],
pág. 17)
jf (z)j  e 2c tan 1 (jzj) ; 8z 2 D: (2.10)
En efecto, supongamos que el mínimo de jf j en el círculo Cr = fz : jzj = rg ; r 2 (0; 1),
es tomado en un punto z1. Sea   el segmento que une 0 con f (z1). Por el lema 1.4.2,
existe una curva  en jzj < r que une 0 con z1 tal que f () =  . Luego, usando (2.9)
obtenemos
jf (z)j  jf (z1)j =
Z
 
jdwj =
Z

f 0 () jdj  Z

e 2cjj
1 + jj2 jdj
 
Z jz1j
0
e 2ct
1 + t2
dt  e 2c 
Z jzj
0
dt
1 + t2
;
para z 2 Cr. Por lo tanto, jf (z)j  e 2c tan 1 (jzj) para z 2 Cr, y como r 2 (0; 1)
arbitrario se sigue (2.10).
 La desigualdad (2.10) nos dice que el rango de f cubre un disco centrado en el origen y
de radio a lo más

4
e 2c:
 Cabe resaltar que aquí se obtienen resultados "similares" a los conseguidos en [MePo00],
Teorema 5, pero bajo unas hipótesis distintas.
2.2.3 La norma de Tf
Usando la función densidad de Poincaré 
 (véase denición pág. 6), podemos denir la norma
del operador Tf .
Denición: Sean 
 un dominio simplemente conexo, y ' : 
 ! C una función continua.
Denimos
k'k
 := sup
z2

j' (z)j

 (z)
:
En particular, si f : 
! bC es meromorfa y localmente inyectiva
kTfk
 = sup
z2

jTf (z)j

 (z)
:
Esta norma es mejor que la norma usual sup
z2

jTf (z)j por sus propiedades de invariancia,
como lo muestra el siguiente teorema, el cual es completamente análogo a un resultado para el
orden schwarziano que aparece en [Le87], página 55.
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Teorema 2.2.7 Sean f y g meromorfas localmente inyectivas en un dominio 
1 simplemente
conexo y sea h : 
2 ! 
1 un mapeo conforme de 
2 sobre 
1, entonces
kTf   Tgk
1 = kTfh   Tghk
2 : (2.11)
Más aún, si g es univalente, entonces
kTf   Tgk
1 =
Tfg 1g(
1) y kTgk
1 = Tg 1g(
1) ;
y si g 2 Rot(bC); entonces kTfk
1 = Tfg 1g(
1) : De una manera más general, si  ;  2
Rot(bC) entonces
kTfk
1 = kTfk 1(
1) :
Prueba. De (2.3) tenemos que
Tfh   Tgh = (Tf  h)h0 + Th  
 
(Tg  h)h0 + Th

= (Tf  h  Tg  h)h0;
por lo tanto
Tfh   Tgh

2
=
(Tf  h  Tg  h)h0 

1  h
 jh0j ;
lo que implica que
jTfh   Tghj

2
=
jTf  h  Tg  hj

1  h
y pasando al supremo se sigue (2.11). Si
en (2.11) hacemos h = g 1 nos queda
kTf   Tgk
1 =
Tfg 1g(
1) ;
y si en esta última igualdad tomamos f = Id; entonces
kTgk
1 =
Tg 1g(
1) :
Por último, si en (2.11) hacemos h = g 1; con g 2 Rot(bC); obtenemos kTfk
1 = Tfg 1g(
1) :
2.3 El operador A#f
El operador A#f fue denido por Ma y Minda en [MaMi92], por analogía a lo hecho por Pom-
merenke para Af en [Po64]. En dicho artículo los autores prueban unas pocas propiedades del
operador y lo estudian en el contexto de las funciones s-convexas. En esta sección introducimos
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el operador A#f a partir del nuevo operador Tf y mostramos resultados originales, los cuales
amplían el estudio de las familias esféricamente invariantes.
2.3.1 Denición y propiedades básicas
Sea f : D! bC una función meromorfa localmente inyectiva. Denimos el operador A#f por
A#f (z) :=

1  jzj2

Tf (z)  2z
1 + jzj2 ; (2.12)
para todo z 2 D. Se sigue que A#f está denida para todo z 2 D y es continua, ya que Tf
está denida para todo z 2 D y es continua. Es fácil ver que cuando z no es un polo de f la
denición (2.12) es equivalente a
A#f (z) =

1  jzj2
 @
@z
log

1  jzj2

jf 0 (z)j
1 + jf (z)j2 (2.13)
=

1  jzj2

2
f 00 (z)
f 0 (z)
  z  

1  jzj2

f (z)f 0 (z)
1 + jf (z)j2 :
Usando la regla de composición (2.3) para Tf y la denición (2.12) obtenemos una regla
de composición para A#f , de tal forma que si g es una función meromorfa localmente inyectiva
denida en D y f una función meromorfa localmente inyectiva denida en g (D), entonces
A#fg =

1  jzj2

Tf (g) g
0 +A#g ; (2.14)
con lo cual, del teorema 2.2.2, podemos concluir que
A#fg = A
#
g si y sólo si f 2 Rot(bC): (2.15)
En particular, A#f (z) = A
#
1
f
(z) para todo z 2 D. Otra propiedad importante es
A#f (z) =
0 (z)
j0 (z)jA
#
f ( (z)) si  2 Mob (D) : (2.16)
En efecto, sea  (z) =
z   a
1  az ; a 2 D; luego 
0 (z) =
1  jaj2
(1  az)2 , 
00 (z) =
2a

1  jaj2

(1  az)3 y
1  jzj2

j0 (z)j =

1  j (z)j2

. Ahora, usando (2.13) tenemos que
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A#f (z) =

1  jzj2

2

f 00 ( (z))
f 0 ( (z))
0 (z) +
00 (z)
0 (z)

  z  

1  jzj2

f ( (z))f 0 ( (z))
1 + jf ( (z))j2 
0 (z)
=
0 (z)
j0 (z)j
24

1  jzj2

j0 (z)j
2
f 00 ( (z))
f 0 ( (z))
   (z) 

1  jzj2

j0 (z)j f ( (z))f 0 ( (z))
1 + jf ( (z))j2
35
+

1  jzj2

2
00 (z)
0 (z)
+
0 (z) (z)
j0 (z)j   z
=
0 (z)
j0 (z)j
241  j (z)j2
2
f 00 ( (z))
f 0 ( (z))
   (z) 

1  j (z)j2

f ( (z))f 0 ( (z))
1 + jf ( (z))j2
35
=
0 (z)
j0 (z)jA
#
f ( (z)) ;
ya que un cómputo directo nos permite vericar que

1  jzj2

2
00 (z)
0 (z)
+
0 (z) (z)
j0 (z)j   z = 0:
De (2.15) y (2.16) se sigue queA#f (z) = A#f ( (z)) ;  2 Rot(bC) y  2 Möb (D) : (2.17)
Denimos el orden esférico de una función f : D! bC meromorfa y localmente inyectiva porA#f D := supz2D
A#f (z) :
Es claro de (2.17) que si g =   f  ;  2 Rot(bC) y  2 Mob (D) ; entonces A#g 
D
=
A#f D.
También es fácil observar de (2.12) que
kTfkD   1 
A#f D  kTfkD + 1:
Con base en lo anterior introducimos el orden esférico de una familia F esféricamente
invariante como
Os (F) := sup
f2F
A#f D :
Notación: Denotaremos por Fs () a la familia de todas las funciones meromorfas, localmente
inyectivas, denidas en D y con
A#f D  . Es claro, de (2.17), que Fs () es esféricamente
invariante.
A continuación veremos algunos ejemplos de familias esféricamente invariantes y su respec-
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tivo orden esférico.
Ejemplo
Según [MaMi92], si f : D ! bC es meromorfa localmente inyectiva, entonces A#f D  1,
con igualdad si y sólo si f 2 Ks; en donde Ks es la familia de las funciones esféricamente
convexas. De aquí se sigue que Os (Ks) = 1: Casos particularmente importantes de funciones
con
A#f D = 1 son: f 2 Rot(bC), f 2 Mob (D).
La siguiente proposición muestra, como dijimos antes, que la familia de Kühnau Q (veáse
la denición en la sección 2.1), tiene orden nito, más aún Os(Q) = 2.
Proposición 2.3.1 Si f 2 Q entonces
A#f D  2. Esta desigualdad es la mejor posible.
Prueba. Supongamos que f está en Q. Fijemos z0 2 D. Podemos encontrar  2
Rot(bC) y  2 Mob (D) tales que  (0) = z0 y  (f (z0)) = 0; esto es, si denimos g =   f  ,
entonces g (0) = 0. Puesto que el rango de g no contiene puntos antipodales y g (0) = 0 entonces
g no tiene polos y es univalente en D. Así, del teorema 1.4.3, tenemos que
1
2
g00 (0)g0 (0)
  2; y por
lo tanto A#f (z0) = A#f ( (0)) = A#f (0) = A#g (0) = 12
g00 (0)g0 (0)
  2:
Y puesto que z0 2 D es arbitrario, entonces
A#f D  2.
Para mostrar la segunda armación sean 0 < p  1 y h (z) = az+ a2z2+ a3z3+    ; a > 0.
Supongamos que h envía D sobre Dr [ 1; p]. Luego (véase [Po75], pág. 100)
h (z)
(1  h (z))2 =
4p
(1 + p)2
z
(1  z)2 ; (2.18)
ya que tanto la función del lado izquierdo como la del lado derecho de (2.18), transforman D
conformemente sobre el plano quitándole el rayo sobre el eje real desde  1 hasta  p= (1 + p)2,
envían 0 en 0 y tienen derivada positiva en 0. Se sigue de (2.18), derivando dos veces a ambos
lados, que h00 (0) = 4a
 
1  a2 ; en donde a = 4p
(1+p)2
, con lo cual a2 = 2a
 
1  a2 y así
h (z) = az + 2a (1  a) z2 + a3z3 +    :
Es claro que h 2 Q y
A#h (0) = 2a (1  a)a = 2

1  p
1 + p
2
! 2 cuando p! 0: De aquí se sigue
la armación puesto que
A#h (0)  A#h D  2:
Ejemplo
1) Sea f (z) = kz; k > 0. Por cálculo directo obtenemos que A#f (z) =  z

1 + k2
1 + k2 jzj2

; por
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lo tanto
A#f (z) =  1 + k2 jzj1 + k2 jzj2 . Consideremos h (t) = t1 + k2t2 ; 0 < t < 1; h0 (t) =
1  k2t2
(1 + k2t2)2
; así h0 (t) = 0 si t =
1
k
< 1; y es fácil ver que h tiene un máximo allí, con lo cualA#f D = 1 + k22k ; para k > 1: Por otro lado, si k  1 entonces h0 (t) > 0, luego A#f D = 1:
2) Un cálculo completamente análogo al de la parte 1) muestra que para f (z) =
k
z
; se tiene
que
A#f D = 1 + k22k si 0 < k < 1 y A#f D = 1 si k  1.
Este ejemplo nos dice que Os(Mob) = 1, donde Möb es la familia de todas las trasforma-
ciones de Möbius denidas en D. Más aún, la parte 1) implica que el orden esférico de la familia
de las funciones analíticas univalentes denidas en D es innito.
Observaciones
 Por un resultado de Ma y Minda (véase [MaMi92], pág. 163), si f 2 Fs (), entonces
kNfkD  +
p
2   1, (2.19)
y esta desigualdad es la mejor posible.
 De (2.19) se sigue que si f 2 Fs () y está normalizada en la forma f (z) = cz+a2z2+    ,
entonces 0 < c  +p2   1.
Sean f; g : D! bC meromorfas y localmente inyectivas. DenimosA#f  A#g D := supz2D
A#f (z) A#g (z) :
 La desigualdad (2.19) también nos permite mostrar que si f 2 Fs (), entonces
A#f  A#kfD 
jkj2   1
2 jkj

+
p
2   1

;
para todo k 2 Cr f0g. En efecto,
A#f (z) A#kf (z) =

1  jzj2

jf 0 (z)j
jkj2   1
1 + jf (z)j2
jf (z)j
1 + jkj2 jf (z)j2

jkj2   1 +p2   1 jf (z)j
1 + jkj2 jf (z)j2

jkj2   1
2 jkj

+
p
2   1

;
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pasando al supremo sobre todos los z 2 D se sigue la armación.
De la regla de composición (2.14) y el Lema de Schwarz-Pick (teorema 1.4.4), obtenemos
un resultado para
A#f D similar al teorema 2.2.7 para kTfk
:
Proposición 2.3.2 Si f; g : D ! bC son meromorfas y localmente inyectivas y h : D ! D es
analítica, entonces A#fh  A#ghD  A#f  A#g D : (2.20)
Si h 2 Mob (D) en (2.20) se tiene la igualdad.
Prueba. Sea z 2 D arbitrario. De la relación (2.14) se sigue queA#fh (z) A#gh (z) = 1  jzj2 [Tf (h (z))  Tg (h (z))]h0 (z)

1  jh (z)j2 (Tf (h (z))  Tg (h (z))) (por Schwarz-Pick)
=
1  jh (z)j2Tf (h (z))  2h (z)1 + jh (z)j2  
"
1  jh (z)j2

Tg (h (z))  2h (z)
1 + jh (z)j2
#
=
A#f (h (z)) A#g (h (z)) :
Luego, pasando al supremo sobre todos los z 2 D, obtenemos la desigualdad en (2.20). La
última armación de la proposición es consecuencia inmediata del Lema de Schwarz-Pick.
Estas propiedades son útiles, entre otras cosas, para dar ejemplos de funciones cuyo orden
esférico es mayor que 1; como lo veremos en la siguiente subsección.
2.3.2 Ejemplos
En esta subsección mostramos algunos ejemplos de funciones típicas en el estudio de teoría
geométrica de funciones, las cuales tienen orden esférico nito. En los cálculos de los ejemplos
1 a 3 se hizo uso del computador.
Ejemplo 1
Para f (z) = tan z; z 2 C, se obtiene por cálculo directo que Tf (z) = tan (z   z) + z
1 + jzj2
y con esto
A#f (z) =

1  jzj2

tan (z   z)  z;
para todo z 2 D. Haciendo z = rei, r 2 [0; 1) nos quedaA#f (z) = h 1  r22 tanh2 (2r sen ) + r2 + 2  1  r2 r sen  tanh (2r sen )i1=2 ;
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de donde se sigue que sup
r2[0;1)
A#f  rei = 1 cuando  = 0. Con r jo la función  7 !A#f  rei es creciente para  2 0; 2  y decreciente en 2 ; ; más aún A#f  rei = A#f  rei(+).
Puede verse computacionalmente que
A#f D  1:1516, y dicho valor es alcanzado en z 
0:69497i y en z   0:69497i.
Ejemplo 2
Sea L (z) =
1
2
log
1 + z
1  z =: (f  g) (z) ; z 2 D, en donde f (z) =
1
2
log z y g (z) =
1 + z
1  z . Por
cálculo directo A#g (z) =
 2z
1 + jzj2 y Tf (z) =
1
2z
"
jzj2   1
jzj2 + 1  
2log z
4 + jlog zj2
#
; con esto
A#L (z) =
1
1  z2
26664z   z   2

1  jzj2

log
1 + z
1  z
4 +
log 1 + z1  z
2
37775 :
Haciendo w =
1 + z
1  z ; z 2 D; nos quedaA#L (z) = 1jwj
Imw   2Rew logw4 + jlogwj2

y si nalmente hacemos w = rei; r > 0;  2

 
2
;

2

; la expresión anterior se convierte en
A#L (w) =
h  
4 + log2 r + 2

sen    2 cos  log r2 + 42 cos2 i1=2
4 + log2 r + 2
:
Usando un argumento computacional tenemos que
A#LD  1:099.
Ejemplo 3
Consideremos f (z) = tan (L (z)) ; z 2 D; luego A#f (z) =

1  jzj2

Ttan (L (z))L
0 (z) +
A#L (z) ; con L
0 (z) =
1
1  z2 y Ttan (L (z)) = tan

L (z)  L (z)

+
L (z)
1 + jL (z)j2 ; esto es
A#f (z) =
1
1  z2

z   z +

1  jzj2

tan

i Im log
1 + z
1  z

:
Ahora, como en el ejemplo anterior, con w =
1 + z
1  z y luego w = re
i;
24
A#f (z) =
 2 Im zj1  z2j +

1  jzj2

j1  z2j tanh

Im log
1 + z
1  z

=
1
jwj jImw +Rew tanh (argw)j
= jsen  + cos  tanh j :
Si consideramos g () = sen  + cos  tanh ;  2

0;

2

; g alcanza el máximo en   1:05575 y
allí tenemos g ()  1:2565. Así,
A#f D  1:2565.
Una generalización de este último ejemplo es la siguiente:
Ejemplo 4
Si h (z) = tan

 log
1 + z
1  z

; z 2 D;  2 Rr f0g, entonces
A#h D  2 jj + 1. En efecto,
sean f (z) = tan z y g (z) =  log
1 + z
1  z ; con lo cual h = f  g. Además, del ejemplo 1 se tiene
que Tf (z) = tan (z   z) + z
1 + jzj2 y de forma análoga a lo hecho en el ejemplo 3 tenemos que
A#g (z) =
1
1  z2
24z   z   2

1  jzj2

g
1 + jgj2
35. Luego, usando (2.14) nos queda
A#h (z) =

1  jzj2

Tf (g) g
0 +A#g
=

1  jzj2

tan (g   g) + g
1 + jgj2

2
1  z2 +
1
1  z2
24z   z   2

1  jzj2

g
1 + jgj2
35
=
2

1  jzj2

1  z2 tan (2i Im g) +
z   z
1  z2 :
De donde
A#h (z) =

2

1  jzj2

i tanh (2 Im g)
1  z2 +
z   z
1  z2
  2 jj+ 1.
Observaciones
 Dado que la función h (z) = tan

 log
1 + z
1  z

; z 2 D;  2 Rr f0g, no es univalente,
entonces el último ejemplo nos permite concluir que una vez se pierde la convexidad
esférica se puede perder la univalencia, en el siguiente sentido: Por un teorema de Ma y
Minda antes mencionado,
A#f D = 1 si y sólo si f es esféricamente convexa; y es bien
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conocido que si f es esféricamente convexa entonces f es univalente. Ahora, tomando en
este ejemplo  =

2
, con  > 0 arbitrariamente pequeño, obtenemos que la función h es
una función no univalente tal que
A#h D  + 1.
 Con respecto a los anteriores ejemplos parece importante considerar la función f (z) =
tan (g (z)), con g una función analítica y localmente univalente denida en D. Para esta
función es fácil vericar que A#f D   (g) + kgkB ; (2.21)
en donde  (g) es el orden euclídeo introducido por Pommerenke en [Po64], y kgkB es
la norma de Bloch de g (véase [Po92], pág. 72): Esta última desigualdad nos permite,
por ejemplo, mostrar que si f (z) = tan

 log
1 + z
1  z

; z 2 D;  2 Rr f0g entoncesA#f D  jj +p2, que para valores de jj  0:41421 es mejor que la cota en el último
ejemplo. También es conocido que si g es univalente entonces  (g)  2, con lo cual la
desigualdad (2.21) se convierte en
A#f D  kgkB + 2.
2.3.3 Teoremas de crecimiento y distorsión
En esta subsección presentamos algunos teoremas de crecimiento y distorsión para funciones f 2
Fs () : Dichos resultados son originales e incluso permiten generalizar teoremas de crecimiento
conocidos para funciones s-convexas.
El siguiente resultado es importante ya que caracteriza las funciones con orden esférico
nito:
Teorema 2.3.3 Sea f : D ! bC meromorfa y localmente inyectiva y sea   0: EntoncesA#f (z)  ; para todo z 2 D si y sólo si para todo z0; z1 2 D se tiene que
exp ( 2dh (z0; z1)) 

1  jz1j2

f# (z1)
1  jz0j2

f# (z0)
 exp (2dh (z0; z1)) : (2.22)
Prueba. Sea  el segmento de geodésica en D que une z0 con z1: Sea z = z (s) ; 0  s 
L := lh () ; una parametrización de  por longitud de arco hiperbólica. Lo cual implica que
z0 =

1  jzj2

ei(s): Usando esto obtenemos
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dds
log

1  jzj2

f# (z) = Re
d
ds
log

1  jzj2
 f 0 (z)
1 + jf (z)j2
= Re
(
 2Re z
0z
1  jzj2 +
f 00 (z)
f 0 (z)
z0   2Re f
0 (z) f (z)
1 + jf (z)j2 z
0
)
= 2Re
8<:

1  jzj2

2
f 00 (z)
f 0 (z)
  z  

1  jzj2

f 0 (z) f (z)
1 + jf (z)j2
9=; ei(s)
= 2Re
n
A#f (z) e
i(s)
o
:
Por hipótesis se sigue que
 2  d
ds
log

1  jzj2

f# (z)  2:
Integrando respecto a s en el intervalo [0; L] obtenemos
 2L  log

1  jz1j2

f# (z1)
1  jz0j2

f# (z0)
 2L;
lo cual es equivalente a la desigualdad (2.22).
Para el recíproco, sea u (z) := log

1  jzj2

f# (z)

para todo z 2 D: Tomando z0 2 D
arbitrario obtenemos de (2.22)
ju (z)  u (z0)j =
log
f# (z)

1  jzj2

f# (z0)

1  jz0j2

  2dh (z0; z) :
Por lo tanto,
ju (z)  u (z0)j
jz   z0j  2
dh (z0; z)
jz   z0j :
Luego, pasando al límite cuando z ! z0 en la dirección de mayor crecimiento de u en z0 se
tiene
lim
z!z0
ju (z)  u (z0)j
jz   z0j = jru (z0)j  2D (z0) : (2.23)
De otra parte,
@u
@z
=
1
2

@u
@x
  i@u
@y

; lo cual implica que
2@u@z
2 = @u@x
2
+

@u
@y
2
= jruj2 :
Reemplazando en (2.23); dado que z0 es arbitrario, se sigue que
@u@z
  D (z) para todo
z 2 D; esto es
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A#f (z) =  1D (z) @@z log

1  jzj2

f# (z)
  :
Observaciones
 Si f (z) = exp

 1 + z
1  z

; z 2 D, se tiene de [MaMi92], que
A#f D = 1 y kNfkD =
0:66274. Además, por cálculo directo, kSfkD =1.
 Por [La73], existe f tal que kSfkD < 1 y kNfkD = 1, lo cual implica por (2.19), queA#f D =1.
 Se sabe de [Sch55] (véase también [Me07]), que f es meromorfa y localmente uniforme-
mente inyectiva en D si y sólo si kSfkD <1.
Supongamos que f : D ! bC es meromorfa y localmente univalente. Para cada a 2 D;
sea  (a; f) el h-radio del disco hiperbólico más grande en D; centrado en a; en el cual f es
univalente. Denimos
s (a; f) := sup f   (a; f) : f (Dh (a; )) es s-convexog
y
s (f) := inf fs (a; f) : a 2 Dg :
Ma y Minda [MaMi 92, Teorema 8] probaron el siguiente resultado:
Proposición 2.3.4 Sea f : D! bC meromorfa y localmente univalente. Entonces s (f) =  >
0 si y sólo si kA#f kD = coth (2).
Usando la proposición 2.3.4, probamos el siguiente resultado, el cual relaciona los tres oper-
adores mencionados en las observaciones anteriores. Una desigualdad como la que aparece en
este resultado suele llamarse desigualdad de tipo Wirths.
Teorema 2.3.5 Si f 2 Fs () ; entonces para todo z 2 D
1  jzj2
2
2
jSf (z)j+
A#f (z)2 +Nf (z)2  +p2   12 : (2.24)
Prueba. Si  = 1 entonces f es s-convexa y se tiene la desigualdad (2.24) (véase [MePo00],
pág. 170). Supongamos  > 1. Fijemos a 2 D; a arbitrario. Por la Proposición 2.3.4,
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f (Dh (a; )) es s-convexo con  = 12 coth
 1 : Consideremos  denida por  (z) =
Rz + a
1 +Raz
,
en donde R = tanh  y z 2 D. Entonces  (D) = Dh (a; ) y f   es s-convexa en D.
Luego, por la desigualdad de Wirths (véase teorema 1.4.6), tenemos que
1  jzj2
2
2
jSf (z)j+
A#f (z)2 + 1  jzj22 h(f  )# (z)i2  1;
para todo z 2 D: De donde

1  jzj2

2

f 00 ( (z))
f 0 ( (z))
0 (z) +
00 (z)
0 (z)

  z  

1  jzj2

f ( (z))f 0 ( (z))0 (z)
1 + jf ( (z))j2

2
+
1  jzj2
2
2
jSf ( (z))j j0 (z)j2 +

1  jzj2
2 
f# ( (z))
2 j0 (z)j  1:
Así, f
00 ( (z))
2f 0 ( (z))
+
00 (z)
2

1  jzj2

0 (z)2
  z
1  jzj2

0 (z)
  f ( (z))f
0 ( (z))
1 + jf ( (z))j2

2 
1  jzj2
2 j0 (z)j2+

1  jzj2
2
2
jSf ( (z))j j0 (z)j2 +

1  jzj2
2 
f# ( (z))
2 j0 (z)j2  1:
Por otro lado, 0 (z) =
R

1  jaj2

(1 + aRz)2
y

1  jzj2
2 j0 (z)j2 = 1  j (z)j22 R2

1  jzj2
2

1 R2 jzj2
2 ; con
lo cual obtenemos

1  j (z)j2

2
f 00 ( (z))
f 0 ( (z))
+
00 (z)

1  j (z)j2

2

1  jzj2

0 (z)2
 
z

1  j (z)j2


1  jzj2

0 (z)
 

1  j (z)j2

f ( (z))f 0 ( (z))
1 + jf ( (z))j2

2
+

1  j (z)j2
2
2
jSf ( (z))j+

1  j (z)j2
2 
f# ( (z))
2 

1 R2 jzj2
2
R2

1  jzj2
2 :
Luego, con
 (0) = a y
00 (0)

1  j (0)j2

20 (0)2
=
R

1  jaj2

( 2aR)

1  jaj2

2R2

1  jaj2
2 =  a;
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nos queda
1  jaj2
2
2
jSf (a)j+


1  jaj2

2
f 00 (a)
f 0 (a)
  a 

1  jaj2

f (a)f 0 (a)
1 + jf (a)j2

2
+

1  jaj2
2 
f# (a)
2 
1
R2
:
Ahora, comoR = tanh  y  = coth (2) se sigue, usando identidades, que
1
R2
=

+
p
2   1
2
;
y puesto que a 2 D arbitrario, concluimos que
1  jzj2
2
2
jSf (z)j+
A#f (z)2 + 1  jzj22 hf# (z)i2  +p2   12
para todo z 2 D:
Observaciones
 Una consecuencia inmediata de este resultado es el Teorema 10 de [MaMi92]: Si f 2
Fs () ; entonces 
1  jzj2
2 h
f# (z)
i2
+
A#f (z)2  +p2   12 :
 Es obvio del teorema 2.3.5 que si f 2 Fs () ; entonces
kSfkD  2

+
p
2   1
2
:
Observar que ésta es una cota similar a la que se tiene en (2.19) para kNfkD :
Del teorema 2.3.5 también podemos obtener información sobre los primeros coecientes en
la expansión en series, alrededor de z = 0, de f 2 Fs ().
Corolario 2.3.6 Sea f (z) = a1z + a2z2 + a3z3 +    ; z 2 D; f 2 Fs (). Entonces de (2.24)
tomando z = 0 se sigue quea3a1  

a2
a1
2  13
 
+
p
2   1
2   a2a1
2   ja1j2
!
y
ja3j  ja1j

+
p
2   1
2   ja1j2 :
Con las mismas ideas empleadas en la prueba de los teoremas anteriores obtenemos una
proposición que relaciona la derivada schwarziana y la derivada esférica de manera puntual.
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Proposición 2.3.7 Sea f : D! bC una función meromorfa localmente inyectiva. Si suponemos
que para algún z0 2 D
 (f) := max
z2D

1  jzj2

f# (z) =

1  jz0j2

f# (z0) ; (2.25)
entonces 
1  jz0j2
2 jSf (z0)j  21 +  (f)2 : (2.26)
Prueba. Sabemos de (1.2) que  (f) es invariante bajo la transformación g =   f  ;
 2 Rot(bC) y  2 Mob (D). Luego, podemos suponer que max
z2D

1  jzj2

g# (z) = g# (0) y que
g está normalizada en la forma g (0) = 0; g0 (0) =  > 0; lo cual implica que a2 =
g00 (0)
2
= 0.
En efecto, escribiendo g en la forma g (z) = 
 
z + a2z
2 + a3z
3 +     es fácil ver que para
z 2 D 
1  jzj2
 g# (z)
g# (0)
= 1 + Re

zg00 (0)
g0 (0)

+O

jzj2

:
Ahora, puesto que

1  jzj2

g# (z)  g# (0) se sigue, de la última igualdad, que
1 + Re

zg00 (0)
g0 (0)

+O

jzj2

 1
y con el mismo argumento usado en la prueba del lema 2.2.1 concluimos que
g00 (0)g0 (0)
  0, de
donde a2 = 0. Luego g puede ser representada en la forma g (z) = 
 
z + a3z
3 +     y así,

1  jzj2

g# (z) =


1  jzj2
 1 + 3a3z2 +    
1 + 2 jz + a2z2 +    j2
(2.27)
=

1 + 3a3z2   jzj2 +O jzj3
1 + 2 jz + a2z2 +    j2
= 
1 + 3a3z2    1 + 2 jzj2 +O jzj3 :
Puesto que  es el máximo de

1  jzj2

g# (z) se tiene, por (2.27), que
1 + 3a3z2    1 + 2 jzj2 +O jzj3  1
para todo z 2 D: Por lo tanto 1 + 3a3z2 + 3a3z2   2
 
1 + 2
 jzj2 + O jzj3  1; lo cual
implica que 6Re
 
a3z
2
   2  1 + 2 jzj2 + O jzj3  0: Ahora, con z = rei; 0 < r < 1;
nos queda 6Re
 
a3e
2i
   2  1 + 2 + O (r)  0 y tomando r ! 0+ y  =  arg a3
2
; se sigue
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que 6 ja3j  2
 
1 + 2

; esto es jSg (0)j  2

1 + g# (0)2

; de aquí se sigue (2.26) ya que si
 (z) =
z + z0
1  z0z , entonces Sg (0) = Sf (0) = Sf ( (0))

1  jz0j2
2
=

1  jz0j2
2
Sf (z0) y
g# (0) = (f  )# (0) =

1  j (0)j2

f# ( (0)) =

1  jz0j2

f# (z0) =  (f).
Anteriormente vimos en un ejemplo que si f (z) = kz; k  1 entonces
A#f D = k2 + 12k !1; k !1: Así, podemos pensar de una manera informal que cuando el rango de una función
univalente f "cubre casi todo el plano", entonces
A#f D no puede ser acotado. El próximo
teorema nos permite formalizar esta idea. Antes de mostrar dicho resultado necesitamos probar
el siguiente lema, el cual es bien importante pues nos dice que toda función analítica y univalente
genera una familia de orden esférico nito.
Lema 2.3.8 Sea f : D  ! C analítica e inyectiva y supongamos que w0 =2 
 = f (D) ; entoncesA#f D  6 + 2 jw0j :
Prueba. Es conocido que para f : D  ! C analítica e inyectiva,


1  jzj2

2
f 00 (z)
f 0 (z)
  z
  2
para todo z 2 D (véase, por ejemplo, [Du83] pág. 32). Ahora, por el teorema 1.4.5 (Teorema
1=4 de Koebe), 
1  jzj2
 f 0 (z)  4dist (f (z) ; @f (D))  4 jf (z)  w0j ;
para todo z 2 D: De donde
A#f (z)  2 + 4 jf (z)  w0j jf (z)j1 + jf (z)j2  2 + 4
 
jf (z)j2
1 + jf (z)j2 +
jw0j jf (z)j
1 + jf (z)j2
!
 6 + 2 jw0j :
El resultado se sigue pasando al supremo sobre todos los z 2 D:
Una consecuencia inmediata de este lema es que para la función k de Koebe se tieneA#k D  6:5; pues ésta omite el valor  1=4.
Introducimos la siguiente denición con el n de formalizar la idea de funciones cuyo rango
"cubre casi todo el plano".
Denición: Sean Dn un dominio en C, 0 2 Dn y rn := inf fjwj j w 2 CrDng. Decimos que
Dn ! C en sentido fuerte si y sólo si rn !1.
Nota: Es fácil ver que esta denición implica la denición topológica de convergencia de
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dominios (véase [Du83], pág. 77); a saber: sea fDng una sucesión de dominios y sean
D = lim inf
n!1 Dn =
1[
k=1
1\
n=k
Dn y D = lim sup
n!1
Dn =
1\
k=1
1[
n=k
Dn:
Si D = D =: D; se dice que la sucesión fDng converge topológicamente a D:
Para ver que la denición en sentido fuerte implica esta última basta ver que rn ! 1
implica C  D; ya que D  D: Para esto sea z0 2 C: Como rn !1 entonces existe N 2 N
tal que para todo k  N; rk > jz0j y así z0 2 Dk; para todo k  N: Luego
z0 2
1\
n=N
D (0; rn) 
1[
k=1
1\
n=k
Dn = D:
Teorema 2.3.9 Sea ffng una sucesión de funciones analíticas e inyectivas denidas en D con
fn (0) = 0: Entonces
A#fnD !n!11 si y sólo si fn (D) !n!1 C:
Prueba. Supongamos que
A#fnD !1 y veamos, según la denición anterior para Dn =
fn (D), que rn !1: Supongamos por contradicción que rn 91, es decir, existenM > 0 y una
subsucesión rnk tal que rnk  M; para todo k 2 N: Por la denición de rnk ; existe wnk =2 Dnk
con rnk  jwnk j < M + 1: Se sigue del lema 2.3.8 que para z 2 DA#fnk (z)  6 + 2 jwnk j ;
para todo k  N: Lo cual contradice que
A#fnD !1.
Recíprocamente, supongamos que fn (D)! C: Por la denición de
A#f D tenemos
A#fnD 

1  jzj2

jf 0n (z)j jfn (z)j
1 + jfn (z)j2
 


1  jzj2

2
f 00n (z)
f 0n (z)
  z
 ;
para todo z 2 D: Ahora, del teorema 1.4.5 (Teorema 1=4 de Koebe) y del hecho de que para fn
inyectiva


1  jzj2

2
f 00n (z)
f 0n (z)
  z
  2; para todo z 2 D, se sigue que
dist (fn (z) ; @Dn) 
A#fnD + 2 1 + jfn (z)j2jfn (z)j ; (2.28)
para todo z 2 D: Observemos que como Dn ! C y fn (0) = 0; existe N 2 N tal que 1 2
D (0; rn)  Dn; para todo n  N . Luego, para todo n  N existe zn 2 D tal que fn (zn) = 1.
33
Se sigue de (2.28) que para todo n  N
rn   1  dist (1; @Dn) = dist (fn (zn) ; @Dn)  2
A#fnD + 2 :
Y puesto que rn !1 concluimos que
A#fnD !1:
Ahora, en un sentido contrario al teorema anterior, una condición suciente para que
A#f D
sea nito está dada por la siguiente proposición:
Proposición 2.3.10 Sean f : D! bC una función meromorfa localmente inyectiva y   0: Si
por fuera de un polo de f se cumple quef 00 (z)f 0 (z)   2f 0 (z) f (z)1 + jf (z)j2   21  z
  21  jzj2 ;
entonces
A#f D  1 + :
Prueba. Supongamos que z no es un polo de f . Entonces
A#f (z)  1  z1  z
 =


1  jzj2

2
f 00 (z)
f 0 (z)
 

1  jzj2

f 0 (z) f (z)
1 + jf (z)j2  

z +
1  z
1  z

=


1  jzj2

2
 
f 00 (z)
f 0 (z)
  2f
0 (z) f (z)
1 + jf (z)j2  
2
1  z
!


1  jzj2

2

2
1  jzj2

(por hipótesis)
= ;
de donde
A#f (z)  1  z1  z
  ; es decir, A#f (z)  1+. Por continuidad de A#f esta última
desigualdad es válida aún en los polos de f . Luego, pasando al supremo sobre todos los z 2 D
obtenemos
A#f D  1 + :
Para ilustrar cómo se puede usar este resultado consideremos el siguiente ejemplo.
Ejemplo
Si f (z) =

1 + z
1  z
a
; z 2 D; a > 0, entonces
A#f D  a + 2: En efecto, para dicha f
tenemos que si z 2 D, entonces
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f 00 (z)f 0 (z)   2f 0 (z) f (z)1 + jf (z)j2   21  z
 =
2z + 2a1  z2   2 2a1  z2 jf (z)j21 + jf (z)j2   21  z

 2
1  jzj2
 2a jf (z)j21 + jf (z)j2   a+ 1

 2 (a+ 1)
1  jzj2 ;
luego la armación se sigue de la proposición anterior.
2.4 El operador A#f generalizado
En esta sección deniremos las normas
A#f 


y kNfk
 en una región hiperbólica 
 cualquiera
y mostraremos cómo estas nuevas deniciones coinciden con las anteriores. Además, veremos
cómo algunos de los resultados anteriores se pueden generalizar. También veremos cómo se
relaciona el orden esférico con los dominios uniformemente perfectos.
2.4.1 Denición y propiedades
Sea 
  bC una región hiperbólica. Se dene la métrica hiperbólica en 
 por

 (h (z))
h0 (z) jdzj = D (z) jdzj ; (2.29)
en donde h : D! 
 es una cubierta universal holomorfa de D sobre 
: Obsérvese que el teorema
1.4.8 garantiza la buena denición de 
.
Dada f : 
! bC una función meromorfa localmente inyectiva, denimos
A#f (z) =
1

 (z)
@
@z
log
f# (z)

 (z)
: (2.30)
Observemos que si 
 = D basta, por el teorema 1.4.8, tomar h (z) = z y así 
 (z) = D (z);
con lo cual esta denición de A#f coincide con la denición original para f : D! bC:
Notemos que

(z)A
#
f (z) = Tf (z) 
@
@z

log(1 + jzj2)
(z)

:
De esta fórmula y (2.3) obtenemos la regla de composición para A#f , a saber,
A#fg =
1
G
(Tf  g) g0 +A#g ; (2.31)
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donde g es una función holomorfa y localmente inyectiva denida en una región hiperbólica G
de bC con g(G)  
. Puesto que g0 no se anula, vemos del teorema 2.2.2 que A#fg = A#g si y
sólo si f 2 Rot (bC).
Para f : 
 ! bC meromorfa localmente inyectiva, h : D ! 
 cubierta universal holomorfa
de D sobre 
 y z 2 D, tenemos que:
A#fh (z) =
1
D (z)
@
@z
log
jh0 (z)j
D (z)
jf 0 (h (z))j
1 + jf (h (z))j2
=
1

 (h (z)) jh0 (z)j
@
@z
log
1

 (h (z))
jf 0 (h (z))j
1 + jf (h (z))j2 (por (2.29))
=
w0
jw0j
1

 (w)
@
@w
log
1

 (w)
jf 0 (w)j
1 + jf (w)j2 (con w = h (z) y la regla de la cadena)
=
w0
jw0jA
#
f (w) : (por (2.30)).
De donde A#fh (z) = A#f (h (z)) ; (2.32)
para todo z 2 D. Denimos el orden esférico de una función f : 
! bC meromorfa localmente
inyectiva por A#f 


:= sup
w2

A#f (w) ;
el cual, por (2.32), resulta ser invariante bajo cubiertas universales holomorfas de D sobre 
.
De lo anterior se sigue la propiedad de invariancia para el orden esféricoA#fg


=
A#f 


para cualquier automorsmo conforme g de 
 y cualquier  2 Rot (bC). En efecto, para z 2 

arbitrario se sigue queA#fg (z) = A#fg (z) = A#fg(g 1h)   h 1  g (z) (por (2.32))
=
A#fh   h  g 1 (z) = A#f  h  h 1 (g (z)) (por (2.32))
=
A#f (g (z)) :
 Usando la proposición 2.3.1, sobre funciones en la familia de Kühnau, puede probarse, a
partir de (2.32), que si f : 
! bC es una función meromorfa y univalente denida en un
dominio hiperbólico 
 cuyo rango no tiene puntos antipodales, entonces
A#f 


 2:
También es claro que bajo las anteriores condiciones sobre 
 y f podemos denir
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kNfk
 := sup
w2

1

 (w)
f# (w) :
Observemos que si h : D! 
 es una cubierta universal holomorfa entonces
kNfhkD = kNfk
 ;
ya que para z 2 D
1
D (z)
(f  h)# (z) = jh
0 (z)j
D (z)
jf 0 (h (z))j
1 + jf (h (z))j2 =
1

 (w)
f# (w) ;
donde w = h (z).
A partir de estas deniciones podemos generalizar, por ejemplo, el teorema 2.3.5 de la
siguiente forma.
Teorema 2.4.1 Supongamos que 
 es un dominio hiperbólico en C y h : D ! 
 es cualquier
cubierta holomorfa de D sobre 
: Si f : 
 ! bC es una función meromorfa y localmente
univalente con s-orden ; entonces
1
2
jSf (z)j
2
 (z)
+
A#f (z)2 + f# (z)22
 (z) 

+
p
2   1
2
+
1
2
kShkD ;
para todo z 2 
:
La prueba de este teorema se sigue inmediatamente de la regla de composición de cada uno
de los operadores. Obsérvese que si 
 = D entonces h 2 Mob y así Sh = 0:
Un teorema importante, ya que relaciona el orden esférico con la derivada schwarziana y la
derivada esférica, es el siguiente.
Teorema 2.4.2 Sea f : D ! bC una función meromorfa localmente univalente con orden es-
férico nito. Entonces A#f 2D  1 + 12 kSfkD + kNfk2D : (2.33)
Prueba. Sea 0 < r < 1 y Dr = fz 2 C j jzj < rg. Denamos h : D ! Dr por h (z) = rz,
fr := f jDry sea g = fr  h. Veamos inicialmente que el resultado se tiene para g, esto esA#g 2D  1 + 12 supz2D

1  jzj2
2 jSg (z)j+ sup
z2D

1  jzj2
2 h
g# (z)
i2
: (2.34)
Observemos que g tiene una extensión a D; que seguimos denotando por g, la cual es meromorfa
y localmente inyectiva en D: Ahora, por un argumento de continuidad, si el máximo de
A#g (z)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es alcanzado en @D, entonces
A#g (z) = jzj y así A#g 
D
= 1, esto es g es esféricamente convexa
y claramente satisface (2.34). Supongamos que el máximo de
A#g (z) en D es alcanzado en D.
Puesto que todos los términos en (2.34) son invariantes si cambiamos g por '  g   ; con ' 2
Rot(bC) y  2 Mob (D) podemos suponer que g tiene la forma g (z) =   z + a2z2 + a3z3 +    ,
 > 0. Además, como
A#'g (z) = A#g ( (z)) para todo z 2 D; también podemos suponer
que max
z2D
A#g (z) = A#g (0). En estas circunstancias, para mostrar (2.34), es suciente probar
que A#g (0)2  1 + 12 jSg (0)j+ hg# (0)i2 : (2.35)
Por cómputo directo, g0 (z) = 
 
1 + 2a2z + 3a3z
2 +O
 
z3

; g00 (z) = 
 
2a2 + 6a3z + 12a4z
2 +O
 
z3

y jg (z)j2 = 2

jzj2 +O  z3. Además, A#g (0) = a2 y Sg (0) = 6  a3   a22; con esto tenemos:
A#g (z) =

1  jzj2

2
2
 
a2 + 3a3z + 6a4z
2 +O
 
z3

1 + 2a2z + 3a3z2 +O (z3)
 z 

1  jzj2
 2 z + a2z2 + 2a2 jzj2 +O  z3
1 + 2

jzj2 +O (z3)

=

1  jzj2
  
a2 +
 
3a3   2a22

z +O
 
z2
  z   1  jzj22 z + a2z2 + 2a2 jzj2 +O  z3
= a2 +
 
3a3   2a22

z    1 + 2 z +O jzj2 :
De dondeA#g (z)2 = ja2j2 + 2Re  a2  3a3   2a22  a2  1 + 2 z+O jzj2
=
A#g (0)2 + 2Re A#g (0)Sg (0)2 +A#g (0)2

   1 + 2A#g (0) z+O jzj2

A#g (0)2 ;
ya que max
z2D
A#g (z)2 = A#g (0)2. Haciendo B := A#g (0)Sg (0)
2
+A#g (0)
2

  1 + 2A#g (0)
y z = rei;  2 R, obtenemos que 2Re  Brei+O  r2  0, lo cual implica que 2Re  Bei+
O (r)  0 y si r ! 0+ entonces Re  Bei  0. Veamos que B = 0. Por el absurdo si B 6= 0; y
tomamos  =   argB entonces jBj  0, con lo cual jBj = 0 lo cual es una contradicción. Por
lo tanto B = 0; es decir,
A#g (0)

Sg (0)
2
+A#g (0)
2

   1 + 2A#g (0) = 0;
de donde A#g (0)2  Sg (0)2
+ 1 + 2 = 12 jSg (0)j+ 1 + hg# (0)i2 ;
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ya que  = g# (0), lo cual prueba (2.35). Ahora, dado que g (z) = fr  h; 0 < r < 1, se sigue de
(2.32) y (2.35) queA#fr (w)2 = A#g wr 2  A#g 2D  1 + 12 kSgkD + kNgk2D (2.36)
 1 + 1
2
kSfrkDr + kNfrk
2
Dr
:
La última desigualdad se tiene ya que para z 2 D arbitrario y w = rz

1  jzj2
2 jSg (z)j = r2 1  jzj22 jSfr (rz)j =

r2   jwj2
2
r2
jSfr (w)j =
jSfr (w)j
2Dr (w)
 kSfrkDr :
Y de manera completamente análoga se verica que kNgkD  kNfrkDr :
Por otro lado observamos que
kSfrkDr = sup
w2Dr
jSfr (w)j
2Dr (w)
= sup
w2Dr

r2   jwj2
2
r2
jSf (w)j
 sup
w2Dr

1  jwj2
2 jSf (w)j  sup
w2D

1  jwj2
2 jSf (w)j = kSfkD ;
ya que f = fr en Dr: De manera completamente análoga kNfrkDr  kNfkD. Adicionalmente,
dado w 2 D existe 0 < r0 < 1 tal que w 2 Dr para todo r > r0 y es tal que
A#fr (w) = A#g wr  =


1 
w
r
2
2
g00
w
r

g0
w
r
   w
r

 

1 
w
r
2 g w
r

g0
w
r

1 +
g w
r
2

=


r2   jwj2

2r2
f 00r (w) r
f 0r (w)
  w
r
  1
r2

r2   jwj2

fr (w)f
0
r (w) r
1 + jfr (w)j2

=


r2   jwj2

2r
f 00 (w)
f 0 (w)
  w
r
  1
r

r2   jwj2

f (w)f 0 (w)
1 + jf (w)j2
 ;
ya que f = fr en Dr. Por lo tanto lim
r!1 
A#fr (w) = A#f (w) : Así de (2.36) y las observaciones
anteriores se sigue que A#f (w)2  1 + 12 kSfkD + kNfk2D ;
para w 2 D arbitrario. Esto naliza la prueba del teorema.
El siguiente ejemplo ilustra el resultado de este último teorema:
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Ejemplo
Sea c > 0 y consideremos f (z) = tan
r
c
2
z

, z 2 D. Puesto que jf 0 (z)j =
r
c
2
1 + f2 (z) r
c
2

1 + jf (z)j2

, se sigue que

f# (z)
2  c
2
, para todo z 2 D. Además, por cálculo directo se
tiene que Sf (z) = c, para todo z 2 D. Concluimos del teorema anterior que
A#f 2D  c2+1+ c2 ,
esto es
A#f D  pc+ 1.
Corolario 2.4.3 Supongamos que 
 es un dominio hiperbólico en C y h : D! 
 es cualquier
cubierta holomorfa de D sobre 
. Si f : 
 ! bC es una función meromorfa y localmente
univalente con s-orden nito, entoncesA#f 2


 1 + 1
2
kSfk
 + kNfk2
 +
1
2
kShkD :
Prueba. Sea g = f  h: Por las propiedades de invariancia de las normas tenemos queA#f 


=
A#g 
D
y kNfk
 = kNgkD : Además, por la regla de composición (1.4) para Sf
obtenemos kSgkD  kSfk
 + kShkD : La prueba se sigue del teorema anterior.
2.4.2 Dominios uniformemente perfectos
Los dominios uniformemente perfectos fueron introducidos por Pommerenke en [Po79] y hacen
parte del estudio de la teoría geométrica de funciones. En dicho artículo hay un buen número de
resultados y de caracterizaciones de estos dominios. La denición, en términos más modernos,
es como sigue.
Denición: Sean 
 una región hiperbólica en C y C
 := inf
z2

c (z;
) ; en donde c (z;
) =

 (z) dist (z; @
) y 
 está denido por (2.29). Si C
 > 0; se dice que @
 es uniformemente
perfecta. Un dominio se denomina uniformemente perfecto si su frontera es uniformemente
perfecta.
Sea f : D ! 
 una cubierta universal holomorfa. Del artículo de Pommerenke [Po79]
tenemos la siguiente armación:
"La frontera de 
 es uniformemente perfecta si y sólo si f es localmente uniformemente
univalente".
Con base en dicha armación podemos mostrar un resultado que relaciona el orden esférico
con los dominios uniformemente perfectos:
Proposición 2.4.4 Sean f : D ! 
 una cubierta universal holomorfa y   1 tal queA#f (z)  , para todo z 2 D; entonces @
 es uniformemente perfecta.
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Prueba. Puesto que f 2 Fs (), entonces de la desigualdad (2.24) en el teorema 2.3.5 se
sigue kSfkD  2

+
p
2   1
2
<1; lo cual implica, por un resultado de M. Schwarz [Sch55],
que f es localmente uniformemente univalente, luego el resultado se sigue de la armación
anterior.
2.5 Orden inferior
En esta sección introducimos el concepto de orden inferior (esférico) de forma análoga a lo hecho
por L. Cruz y Ch. Pommerenke en [CrPo07], mostramos que existen ejemplos de funciones con
orden inferior positivo.
Denición y propiedades
Sea f : D! bC una función meromorfa localmente inyectiva. Denimos el orden inferior de
f por
s (f) = inf
z2D
A#f (z) :
Es fácil ver, por la invariancia de A#f , que si g =   f ;  2 Rot(bC) y  2 Mob (D) ; entonces
s (g) = s (f).
El siguiente ejemplo nos muestra que existen funciones con orden inferior positivo.
Ejemplo
Si f (z) = tan

z
1  z

; z 2 D, entonces s (f) = 1. En efecto, observemos que
f 0 (z) =
1
(1  z)2
 
1 + f2 (z)

; f 00 (z) =
2f (z) f 0 (z)
(1  z)2 +
2
(1  z)3
 
1 + f2 (z)

. Con esto
A#f (z) =

1  jzj2

f (z)
(1  z)2 +
1  jzj2
1  z   z  
1  jzj2
(1  z)2
f (z) + f (z) jf (z)j2
1 + jf (z)j2
=
1
(1  z)2
"
1  jzj2
 f (z)  f (z)
1 + jf (z)j2 + j1  zj
2
#
=
1
(1  z)2

j1  zj2 +

1  jzj2

tan

2i Im
z
1  z

:
Por lo tanto A#f (z) =
1 + 1  jzj2j1  zj2 i tanh

2 Im
z
1  z
 ;
y de aquí es claro que s (f) = 1. Más general, un cálculo completamente análogo al anterior
muestra que si f (z) = tan

z
1  z

; z 2 D;  6= 0, entonces s (f) = 1.
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Observemos que de manera completamente análoga a lo hecho en la proposición 2.3.10 se
tiene el siguiente resultado:
Proposición 2.5.1 Sea f : D ! bC una función meromorfa localmente inyectiva y  2 [0; 1] :
Si por fuera de un polo de f se cumple quef 00 (z)f 0 (z)   2f 0 (z) f (z)1 + jf (z)j2   21  z
  21  jzj2 ;
entonces s (f)  1  :
Prueba. Supongamos que z no es un polo de f . Entonces
A#f (z)  1  z1  z
 =


1  jzj2

2
f 00 (z)
f 0 (z)
 

1  jzj2

f 0 (z) f (z)
1 + jf (z)j2  

z +
1  z
1  z

=


1  jzj2

2
 
f 00 (z)
f 0 (z)
  2f
0 (z) f (z)
1 + jf (z)j2  
2
1  z
!


1  jzj2

2

2
1  jzj2

(por hipótesis)
= ;
de donde
1  z1  z
  A#f (z)  ; es decir, A#f (z)  1 . Por continuidad de A#f esta última
desigualdad es válida aún en los polos de f . Luego, pasando al ínmo sobre todos los z 2 D
obtenemos s (f)  1  :
2.6 Preguntas
Quedan algunas preguntas que pueden servir como apoyo para continuar con la investigación
en esta línea, como lo son las siguientes:
 ¿Existe f : D ! bC meromorfa localmente inyectiva tal que 0 < s (f)  A#f D < 1?.
Observar que en el ejemplo anterior tenemos que si f (z) = tan

z
1  z

; z 2 D, entonces
s (f) = 1, pero en este caso
A#f D =1.
 ¿Si f : D! bC es meromorfa localmente inyectiva, entonces s (f)  1?
 ¿Qué características debe cumplir g para que exista f; meromorfa y localmente inyectiva,
tal que Tf = g?
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Capítulo 3
Invariancia hiperbólica
En este capítulo introducimos el concepto de familias hiperbólicamente invariantes. Para el
estudio de estas familias usamos el operador diferencial Ahf ; el cual fue introducido por Ma
y Minda en [MaMi94]. Dicho operador posee importantes propiedades de invariancia hiper-
bólica y nos permite denir el orden hiperbólico de una familia. Por último, probamos algunas
propiedades para las funciones en una familia hiperbólicamente invariante como, por ejemplo,
algunos teoremas de distorsión. Es claro que el caso hiperbólico es más restrictivo que los casos
euclidiano y esférico; más aun, no tenemos muchos ejemplos de funciones analíticas y localmente
inyectivas de D en D a las cuales les podamos calcular el orden hiperbólico.
3.1 Familias hiperbólicamente invariantes
Decimos que una familia F de funciones f : D ! D analíticas y localmente inyectivas es
hiperbólicamente invariante si
f 2 F ;  ;  2 Möb (D) =)   f   2 F :
Ejemplos de familias hiperbólicamente invariantes son la clase de funciones h-convexas
denidas en el Capítulo 1 y la clase Sh de las funciones analíticas y univalentes de D en D:
En la próxima sección deniremos el orden de una familia hiperbólicamente invariante y justi-
caremos que estas dos familias tienen orden nito.
3.2 El operador Ahf
3.2.1 Denición y propiedades básicas
El operador Ahf fue introducido por Ma y Minda en [MaMi94]. De manera análoga a lo que
hicimos en el caso esférico, en esta subsección denimos el orden hiperbólico y mostramos
propiedades de las funciones con orden hiperbólico nito adicionales a las que se tienen en
[MaMi94].
Sea f : D! D una función analítica localmente inyectiva. Consideremos
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g (z) =
f

z+c
1+cz

  f (c)
1  f (c)f

z+c
1+cz
 ; jcj < 1;
de tal manera que g (z) = a1 (c) z + a2 (c) z2 +    ; para todo z 2 D. Denimos
Ahf (z) : =
a2 (z)
a1 (z)
=

1  jzj2

2
f 00 (z)
f 0 (z)
  z +

1  jzj2

f (z)f 0 (z)
1  jf (z)j2
=

1  jzj2
 @
@z
log

1  jzj2

jf 0 (z)j
1  jf (z)j2 :
Por un cómputo directo vemos que para todo z 2 D; Ahf (z) = Ahf (z) si  2 Mob(D) y
Ahf (z) =
0 (z)
j0 (z)jA
h
f ( (z)) si  2 Mob (D). De aquí deducimos que para todo z 2 D
Ahf (z) = Ahf ( (z)) ;  ;  2 Möb (D) : (3.1)
Denimos (véase [MaMi94]) el orden hiperbólico de f porAhfD := supz2D
Ahf (z) :
Se sigue de (3.1) que si g =   f  ;  ;  2 Mob (D), entonces AhgD = AhfD.
Con base en lo anterior introducimos el orden hiperbólico de una familia F hiperbólicamente
invariante como
Oh (F) := sup
f2F
AhfD :
Ejemplo
Sea Gh la familia de las funciones hiperbólicamente convexas. Según [MaMi94] si f : D! D
es analítica localmente inyectiva, f =2 Mob (D), entonces
AhfD  1, con igualdad si y sólo si
f 2 Gh, f =2 Mob (D). De aquí se sigue que Oh (Gh) = 1.
Ejemplo
Si Sh es la familia de las funciones f : D! D analíticas y univalentes, entonces Oh (Sh)  2,
(véase [MaMi95], pág. 76).
Una caracterización importante de las funciones en Mob (D) es el siguiente teorema. Cabe
resaltar que en [MaMi94] los autores muestran que si f 2 Mob (D) entonces Ahf = 0; aquí
probamos que el recíproco también es cierto.
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Teorema 3.2.1 Sea f : D ! D una función analítica localmente inyectiva. Entonces Ahf = 0
si y sólo si f 2 Mob (D).
Prueba. Supongamos que Ahf (z) = 0, para todo z 2 D. Debido a la invariancia de Ahf
podemos suponer que f está normalizada en la forma f (0) = 0 y f 0 (0) =  > 0. Con lo cual
f (z) = 
 
z + a2z
2 +O
 
z3

; (3.2)
f 0 (z) = 
 
1 + 2a2z + 3a3z
2 +O
 
z3

y f 00 (z) = 
 
2a2 + 6a3z + 12a4z
2 +O
 
z3

para todo
z cerca de 0. Observemos que a2 = Ahf (0) = 0: Como
Ahf (z) =

1  jzj2
"1
2
f 00 (z)
f 0 (z)
  z
1  jzj2 +
f 0 (z) f (z)
1  jf (z)j2
#
= 0 y z 2 D, entonces
1
2
f 00 (z)
f 0 (z)
  z
1  jzj2 +
f 0 (z) f (z)
1  jf (z)j2 = 0; (3.3)
para todo z 2 D. Así, reemplazando a2 = 0 en (3.2) y en la serie resultante en (3.3) obtenemos,
por un cómputo directo, que
3a3z +
 
2   1 z + 6a4z2   9a23z3 +  4   1 z jzj2 + 2a3z3 + 3a32z jzj2 +O jzj4 = 0;
para todo z cerca de 0. Dividiendo esta expresión por z 6= 0 nos queda
3a3 +
 
2   1 z
z
+ 6a4z   9a23z2 +
 
4   1 z2 + 2a3 z3
z
+ 3a3
2 jzj2 +O

jzj3

= 0:
Ahora, haciendo z ! 0, z 2 R y luego z ! 0, con Re z = 0, obtenemos 3a3 + 2   1 = 0 y
3a3  
 
2   1 = 0, respectivamente. De donde a3 = 0 y  = 1, esto es jf 0 (0)j =  = 1. Así,
por el Lema de Schwarz, f (z) = z.
El recíproco del teorema se obtiene por un cómputo directo. En efecto, sea f (z) = ei
z + c
1 + cz
,
jcj < 1,  2 R luego f 0 (z) = ei 1  jcj
2
(1 + cz)2
, con lo cual
Ahf (z) =

1  jzj2
 @
@z
log

1  jzj2
 1  jcj2
j1 + czj2
j1 + czj2
j1 + czj2   jz + cj2
=

1  jzj2
 @
@z
log

1  jzj2

1  jcj2


1  jzj2

1  jcj2
 = 0:
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3.2.2 Teoremas de distorsión
Denotamos por Fh () la familia de las funciones f : D! D analíticas y localmente inyectivas
con
AhfD  .
Teorema 3.2.2 Sean   1 y f 2 Fh (), f =2 Mob (D). Entonces

Ahf (z)+ 1  jzj22 fh (z)2  2, (3.4)
para todo z 2 D, en donde  = +p2   1.
Prueba. Fijamos a 2 D: Es suciente establecer la desigualdad en z = a: De hecho,
podemos suponer que a = 0 y f (0) = 0: De lo contrario, reemplazamos f por Tf(a)  f  T a,
en donde Ta (z) =
z   a
1  az ; estas transformaciones dejan invariantes las cantidades en el lado
izquierdo de (3.4). Luego, bajo estos supuestos, debemos probar

 f 00 (0)2f 0 (0)
+ f 0 (0)2  2:
Del Teorema 10 en [MaMi94], f es h-convexa en el h-disco con centro en a = 0 y radio , donde
 = 12 coth
 1  y por tanto f es h-convexa en fz : jzj < Rg si R = tanh . Luego la función
g (z) := f (Rz) es h-convexa en D. Se sigue del Teorema 5 en [MaMi94] que g00 (0)2g0 (0)
+ g0 (0)2  1:
Así,
R
 f 00 (0)2f 0 (0)
+R2 f 0 (0)2  1;
esto es
1
R
 f 00 (0)2f 0 (0)
+ jf 0 (0)j2  1R2 y por un cálculo directo, 1R2 = 2.
Una consecuencia inmediata de este teorema son los siguientes corolarios:
Corolario 3.2.3 Si f 2 Fh (), f =2 Mob (D), entonces
kfkh  +
p
2   1: (3.5)
Corolario 3.2.4 Si f 2 Fh (), f =2 Mob (D), entonces
dh (f (z) ; f (w))  dh (z; w) ;
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para todo z; w 2 D, en donde  = +p2   1. En particular, si f (0) = 0,
jf (z)j  tanh (dh (0; z)) (3.6)
para todo z 2 D.
Prueba. Fijemos los puntos z y w en D, y sea  la geodésica hiperbólica que une estos dos
puntos. Se sigue de (3.5) que
dh (f (z) ; f (w)) =
Z

fh (z) jdzj  Z

jdzj
1  jzj2 = dh (z; w) :
Para el caso particular tomamos w = 0 y usamos el hecho de que dh es invariante bajo
Mob (D), para obtener
dh (0; f (z))  dh (0; z) ;
para todo z 2 D. Y puesto que dh (0; f (z)) = arctanh jf (z)j, se sigue el resultado.
De forma similar a lo hecho en el caso esférico tenemos el siguiente teorema:
Teorema 3.2.5 Suponga f 2 Fh (), f =2 Mob (D). Entonces para cualquier camino   D
que une z1 y z2,
exp ( 2lD ()) 

1  jz1j2
 fh (z1)
1  jz2j2

jfh (z2)j
 exp (2lD ()) :
En particular, si  es el segmento hiperbólico que une 0 con z, entonces
 exp ( 2dh (0; z)) 

1  jzj2
 fh (z)   exp (2dh (0; z)) ;
con  = jf 0 (0)j.
Prueba. Sea z = z (s), 0  s  L = lD, una parametrización de  por la longitud de arco
hiperbólica. Esto implica que z0 (s) =

1  jz (s)j2

ei(s). Usando esto, y suprimiendo s por
comodidad en la escritura, obtenemos
d
ds
log

1  jzj2

fh (z) =
f 00 (z)
f 0 (z)
z0 +
 zz0   z0z
1  jzj2  

 f 0 (z) z0f (z)  f (z) f 0 (z)z0

1  jf (z)j2
=

1  jzj2
 f 00 (z)
f 0 (z)
ei   2Re

zei

 
2

1  jzj2

Re

f (z)f 0 (z) ei

1  jf (z)j2 :
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Así,
d
ds

1  jzj2
 fh (z)
1  jzj2

jfh (z)j
=
d
ds
log

1  jzj2
 fh (z)
= 2Re
8<:
24

1  jzj2

2
f 00 (z)
f 0 (z)
  z  

1  jzj2

f (z)f 0 (z)
1  jf (z)j2
35 ei
9=;
= 2Re

Ahf (z) e
i

 2
Ahf (z)  2:
Luego, integrando respecto a s sobre el intervalo [0; L] ; obtenemos
log

1  jz1j2
 fh (z1)
1  jz2j2

jfh (z2)j
 2L;
o equivalentemente, 
1  jz1j2
 fh (z1)
1  jz2j2

jfh (z2)j
 exp (2lD) :
Para la otra desigualdad basta intercambiar los papeles de z1 y z2.
La siguiente proposición nos da una condición suciente para que
AhfD sea acotado:
Proposición 3.2.6 Sea f 2 Fh ()y   0. Sif 00 (z)f 0 (z) + 2f 0 (z) f (z)1  jf (z)j2   21  z
  21  jzj2
para todo z 2 D, entonces
AhfD  1 + .
Prueba. Por denición de Ahf se tiene que para todo z 2 D,
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Ahf (z)  1  z1  z
 =


1  jzj2

2
f 00 (z)
f 0 (z)
+

1  jzj2

f 0 (z) f (z)
1  jf (z)j2  

z +
1  z
1  z

=


1  jzj2

2
 
f 00 (z)
f 0 (z)
+
2f 0 (z) f (z)
1  jf (z)j2  
2
1  z
!


1  jzj2

2

2
1  jzj2

(por hipótesis)
= ;
de donde
Ahf (z)  1  z1  z
  ; es decir, Ahf (z)  1 + . Así, pasando al supremo, AhfD 
1 + .
3.3 Preguntas
Un estudio que queda pendiente en esta parte son las siguientes cuestiones:
 Si denimos el orden inferior (hiperbólico) por h (f) = inf
z2D
Ahf (z), existirá f : D ! D
analítica y localmente inyectiva tal que h (f) > 0?
 Para una función f : D ! D analítica y localmente inyectiva, ¿cómo están relacionados,
en caso de estarlo,
AhfD ; kfkh y kSfkh?
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