Introduction already run, and cases scheduled to be run in the future are described. Finally, the validation archive is disThe NPARC Alliance is a partnership between the cussed, including information on how to access it via NASA Lewis Research Center (LeRC) and the USAF the Internet. Additional details on all the cases preArnold Engineering Development Center (AEDC) dedisented here may be found in the documentation availcated to the establishment of a national computational able in the NPARC validation archive. fluid dynamics (CFD) capability, centered on the NPARC computer program. The NPARC code is based Validation Approach on the PARC code, which by 1993 was being widely used by a variety of government, industrial, and acaThe validation effort is intended to establish the demic institutions. Several of these users had basis upon which confidence in results produced by approached both LeRC and AEDC about establishing a NPARC is founded, and the practical limits on the accuformal organization for the further support, developracy of predictions of flow phenomena pertinent to ment, and validation of the PARC code. The NPARC propulsion-oriented flows. Such confidence can only be Alliance was established in 1993 in response to these achieved through a continuous process of careful appli-.
requests, cation of the code to a wide range of "unit" and "configuration-oriented" problems and complete documenThe three main tasks of the NPARC Alliance are tation of results. Here, "unit" refers to problems focusing on a single phenomenon and simple geometries, and/or geometric configurations for which the code single phenomenon problems, and provide both the inihas been validated. tial entries into the validation archive as well as serve as Of course, in practice the accuracy and limitations models for future validation case execution and docuof the experimental data and the computational results mentation. The following list indicates the type of cannot be fully "known and understood." In addition, "unit" problems that may be used for NPARC validathe degree to which the code must "accurately model tion:
the critical physics Ofthe flow" will depend on how the
• Flat plate boundary layers, including heat and mass results are to be used. These factors will inevitably transfer introduce some blurring of the line between the states • Falkner-Skan flows of validation and non-validation. Nevertheless, this def-. Curved-wall boundary layers inition does serve to provide the necessary philosophy • Free shear layers that guides the validation effort. NPARC validation • Flow past simple bodies (e.g., a cylinder, sphere, or cases which attempt to meet this strict standard are cone)
termed model (i.e., ideal) cases.
• Pressure-driven secondary flows Model cases are run to determine the strengths and The longer term activities are aimed at maintaining The accuracy and limitations of the code are investia process of continuous validation case execution with a gated by examining the sensitivity of the results to varigoal of a minimum of 3--4 validation cases executed per ous input options such as mesh density, turbulence year. Increased emphasis is placed on "configurationmodel, and artificial viscosity model. The validation oriented" problems such as: effort is expected to be an on-going activity and,
• Propulsive nozzle/afierbody through the NPARC Association, users are encouraged • Airbreathing (axisymmetric and 2-D) to propose candidate validation problems and submit • Rocket (single and multiple nozzles) documentation and results from independent validation • Airfoil cascade efforts.
• Diffusing duet Each model validation case is documented, in a con-. Propulsion system inlet (subsonic and supersonic) sistent format, as part of the validation archive. A con-• Ejector nozzle sistent format for the documentation of validation cases Model Validation Cases is necessary to ensure an adequately thorough representation of a given case and to permit a comparison of "-The term "validation" has been used in a variety of conclusions drawn from a variety of cases. The docuways in the literature. For this effort, we are guided by mentation highlights the primary focus and pertinent the following definition, adapted from one given by findings for each case, and includes sufficient detail to Mehta (1990) Reynolds number Rex, based on the free stream veloccoordination with the Support team. There are two priity and distance from the leading edge, ranged from 0 to mary goals which the example validation cases are 200,000. designed to meet. The first is to provide users with Several cases were run for this problem to examine quick, but limited validation of the NPARC software the effects of various parameters on the convergence over a wide range of flows. These validation cases are rate and the final results. These included the effects of: indicative of the capabilities of the flow simulation pro-(1) mesh resolution; (2) outer boundary height; (3) gram, but do not meet the definition of a model validainflow boundary conditions; (4) inlet plane location; (5) tion case in that they do not examine the sensitivity of initial conditions; (6) artificial viscosity; and (7) using the results to variousinput options. The second goal of the 2D or 3D code. All of the cases were run 12,000 the example cases is to provide the new user with clear time steps, with the default value of 2 for IVARDT. examples of how to properly setup and execute the DTCAP was set equal to 5.0 for the first 3,000 steps, NPARC code for a variety of geometries and flow con-10.0 for the next 3,000 steps, and 20.0 for the last 6,000 ditions, steps. For most of the cases, the results were essentially The documentation for the example cases includes:
the same, and agreed very well with the Blasius bounda description of the problem being solved; a description ary layer solution. Changing the outer boundary height, of the computational mesh and initial condition files, however, did affect the computed values of the normal including, where appropriate, listings of codes and velocity component.
input used to create these files; a discussion and listing Three cases were run to investigate the effect of the of the input used to run the NPARC code, including outer boundary height. All used 126 grid points in the x typical job control commands and the NAMELIST direction, evenly distributed between x=-0.25 and input file; and a discussion of the computed results and x = 1.0, where x = 0.0 corresponds to the plate leading convergence history. The documentation is automatiedge. For the y direction, a Blasius coordinate transforcally provided with the NPARC code as part of the marion was used, with NPARC User's Guide (N'PARC Alliance, 1994) and/or as a separate document. It is also available as part of ( ue _lr2 the validation archive, r/= y _2--_x J
Check Cases where r/is the Blasius similarity coordinate, ue is the Check cases will be established to judge the funcfree stream velocity and v is the kinematic viscosity. tionality of a newly installed and/or modified code.
First the 77coordinates were computed, with 21 points These will be developed, maintained,and documented evenly distributedbetween 77= 0.0 and r/= 4.0. Above in conjunctionwith the Development Team. The prir/= 4.0, which corresponds approximately to the mary intent of the check cases is to provide the Develboundarylayer edge in the Blasius solution, the 77coor-opment team with a tool to ensure the integrityof all dinatewas stretched geometricallyusing mechanical aspects of code operation. At least one of r/k = r/k_l + r(rlk_1--r/k_2) (2) these cases will be an installation check case that is intended for use by new recipients of the NPARC code where k is the index in the y direction. For x > 0.25, the y coordinates were computed from Equation (1). to verify that the code has been properly installed on their computer system. For x < 0.25, the y coordinates were set to those at o x = 0.25 to prevent the height of the computational The documentation for the check cases will be domain from approaching zero at the plate leading included as part of the Developer's Guide, and will also edge. be available as part of the validation archive.
For the first case, 24 points were added above
Flat Plate Boundary Layer r/= 4.0, which gave a maximum k value of 45 and r/as= 23.47. For the second case, 32 points were Laminar Flow added, which gave r/53= 48.25. Both of these cases
One of the first model validation cases run with used a stretching factor of r = 1.1. For the third case, a NPARC was "incompressible" laminar flow past a flat stretching factor of r = 1.05 was used, and 65 points were added, which gave 7786 = 99.93. (Initially, r = 1.1 was also used in the third case, but the solution was Five boundary segments were used: (l) the _. 7 Blasiussotution • upstream inflow boundary; (2) 6.578 location; (6) artificial viscosity; and (7) the time step 24 26.29 x 10-4 0.0-8.2 5.678 selection option. In general, the computed results agreed very well with experimental data. The most significant differences between calculations were due to
As in the laminar case, five boundary segments inadequate mesh resolution, too-large y+ values, and the were used: (1) the upstream inflow boundary; (2) the choice of turbulence model. As an example, the followdownstream outflow boundary; (3) the symmetry plane ing discussion presents results for different y. values, on the lower boundary upstream of the plate; (4) the flat with the Baldwin-Lomax (1978)turbulence model, plate itself; and (5) the upper free stream boundary. The boundary conditions were the same as in the lamiThe computational mesh was generated algenar case. The initial conditions were uniform flow at bralcally. Grid points in the x direction were packed M = 0.2. near the leading edge of the plate, and in the y direction near the plate surface, using a Roberts transformation Cases 1, 5-7, and 24 were run 14,000 time steps (Roberts, 1971) .
with DTCAP = 5.0. Because of the tighter mesh spatFor the x, or j, direction, 126 points were used, with ing, however, case 8 required more iterations and a the leading edge at x = 0.0 corresponding to j = 26. smaller time step for stability. It was first run 2,000 The computational domain extended from steps with DTCAP = 5.0 to get past the starting transient. During this initial run, the parameter PCQMAX, x I =-1.0352, upstream of the leading edge, to which was left at its default value of 10.0, controlled x126= 10.0.
the actual time step size. The value of DTCAP was For the y, or k, direction, 76 points were used, with then lowered to 1.0 for 2,000 iterations, then raised to 51 in the boundary layer. The boundary layer thickness 2.0 for the rest of the computation. A total of 28,000 was estimated as follows (Daily and Harleman, 1966) :
iterations were taken for case 8.
dr= 0.38.__..__x (3) The computed u-velocity profiles for cases 1, 6--8, Rex !15 and 24 are shown in Figure 3 , along with the experiDifferent amounts of grid packing were used within the mental data of Weighardt (Coles, D. E., and Hirst, E. boundary layer to give different y. values at the first A., 1968). The results for the three cases with y. < 3.4 grid point away from the wall. For y > dr, the y coordiare essentially the same, but differences can be seen for nates were stretched geometrically using cases with larger y. values. As y. increases, the velocity profiles tend to become less steep.
.... i lilt
The stretching factor r was 1.I. For j < 36, the y coor- (White, 1974) , in Figure 4 . The results for the two length Xr was 1 ft, giving a reference Reynolds number cases with y+ everywhere below 1.0 are essentially Re r = arXr/v r of 78.8 X 106, where ar and Vr are the identical. As y+ increases, the skin friction decreases, speed of sound and kinematic viscosity evaluated at the which is consistent with the velocity profile results reference conditions. The nozzle was operated at a shown in Figure 3. pressure ratio of 0.09063, corresponding to perfect _-expansion with an exit Much number of 2.22. The noz-0.010 , , , , zle exit radius was 0.5035 in. 
Supersonic Axisymmetrie Jet
Another model validation case currently being computed is the turbulent supersonic axisymmetric jet flow studied experimentally by Eggers (1966) . One of the I I runs was used as an example validation case, and some | | of the results from that calculation are presented here. = = This case is described in detail in the NPARC User's = __. Guide (NPARC Alliance, 1994) . Figure 6 . Computational mesh for axisymmetric jet The jet is produced by an axisymmetric convergentflow. divergent nozzle. This study focuses primarily on the development of the jet downstream of the nozzle exit, As mentioned earlier, care was taken in constructing although care is taken to properly model the flow within the grid interior to the nozzle to ensure adequate reprethe nozzle. The basic geometric configuration is shown sentation of the nozzle exit flow. It was found through in Figure 5 . preliminary inviscid studies that the quality of flow at the exit of the nozzle was highly dependent on the axial spacing of the grid in the diverging section. In particulr lar, adequate nozzle wall resolution was required to Jet Mixing minimize the generation of a series of compression , waves from the discrete representation of the wall AmbientAir -Layer \ I _:i:i::i i_::i_ iiii ili_il i iiii fre geometrY.tion in the divergingF°r this problem, 110section were foundP°ints toin betheXadequate.direc" ,_ Centerline AS an additional note, since the original report by Figure 5 . Geometric configuration for axisymmetricjet Eggers provides no details as to how the nozzle was flow.
connected to the supply reservoir, the inviscid study also focused on nozzle entrance effects. The nozzle The nozzle total pressure and temperature were was assumed to draw from both a constant area duct as 162.2 psia and 525°R, respectively, and these values well as an "infinite" radius volume. This study indicated no effect of the reservoir geometry on nozzle The initial conditions were established by setting Adams, J. C., Jr., 1978) was used to estimate the boundthe temperature and pressure equal to the ambient valary layer growth within the nozzle. This required as ues, and each velocity component to zero for all points input a nozzle wall pressure distribution, which was in the computational domain except those interior to the taken from the nozzle entrance effects study. From nozzle. There, total conditions were set to the supply these results, the physical grid spacing required to values, and velocities were initialized by linearly intermaintain at least one grid point in the laminar sublayer polating in the x direction using the j index, from (i.e., y+ < 1) was estimated to be 1 x 10-5 inches. The M = 0.3 at the nozzle inflow plane to a M = 2.22 at the k-constant grid line emanating from the nozzle exit lip nozzle exit plane. (i.e., k = 59) was positioned to approximate the center of the jet shear layer based upon Eggers' data, and pro-A total of 10,000 time steps were taken, with the vided the location about which radial grid packing for default value of 2 for IVARDT. DTCAP was set to 5.0 shear layer resolution was centered. This radial packfor the first 1500 steps, and 0.4 thereafter. For the ing was gradually relaxed toward the flow domain exit entire solution, the maximum change allowed in presboundary where the radial grid spacing was uniform sure or density over a time step was 25%. The artificial between the centerline and the k = 59 grid line and viscosity coefficients DIS2 and DIS4 were left at their gradually increased from k = 59 to the outer boundary default values of 0.25 and 0.64 for the first 1500 steps. at k = 107. The clustering function used was the DIS2 was lowered to 0.12 for the next 3500 steps, and default hyperbolic tangent function in GRIDGEN.
0.0 thereafter. The problem was run inviscidly for the first 1000 steps to quickly develop the initial plume Points were also packed in the x direction near the nozzle exit lip, where the first axial grid spacing downcharacteristics. A combination Baidwin-Lomax (1978) stream ofthelipwas 8x 10-3 inches, and Thomas (1979) algebraic turbulence model was used for the next 1100 steps to initialize the turbulent A total of eight boundary segments were used in the quantities. The Chien k-e model (1982) was used for NPARC calculation: (1) the nozzle inflow boundary; (2) the rest of the calculation. the downstream outflow boundary; (3) the nozzle exit lip; (4) the upstream free field inflowboundary (exterior Figure 7 presents the computed nozzle centerline to the nozzle); (5) the centerline; (6) the upper velocity distribution compared with the measurements freestream inflow boundary; (7) the nozzle interior wail;
of Eggers (1966) . The local jet centerline velocity is and (8) the nozzle exterior wall. The boundary condinondimensionaiized by the nozzle exit velocity and distions used, including the code number in the NPARC tances are measured relative to the nozzle exit station input, are summarized in the following table.3 and are scaled by the nozzle exit radius. 
3.
During problem start-up, the nozzle interior wall was actually specified as a slip wall (i.e., code #50), then changed to a noslip adiabatic wall after 1000 time steps. The computed centerline velocity agrees well with the The velocity profile at x/re = 73.80 agrees well with the experimental data. As can be seen the figure, closure of experimental data, but the profile at x/re = 121.3 does not agree as well. This may be due to the influence of the jet core occurs at approximately 20 radii. For referthe extrapolation boundary condition used at the nearby ence, from the calculations the nozzle centerline velocexit plane on the computed results in this region. In ity first reaches a subsonic value at approximately 45 radii and flow conditions become "incompressible" addition, the x-momentum flux for this case was contin-(i.e., the centerline Mach number drops below 0.3) at uing to decrease when the calculation was stopped (NPARC Alliance, 1994), and continuing the caleulaapproximately 120radii, tion may improve the agreement. In Figures 8 and 9 , the computed velocity profiles are compared with experimental data at two locations Glancing Shock/Boundary Layer Interaction downstream of the nozzle exit. The experimental data Another model validation study currently underway were taken at xlre = 73.80 and 121.30. These positions is the interaction of a glancing shock wave with a turbuare indicated by the filled circles in Figure 7 . The comlent boundary layer on a fiat plate. One of the cases is putational results are at xlre = 73.67 and 121.46, which correspond to the j indices closest to the experimental being used as an example validation case, and some of data locations, the results from that calculation are presented here.
The glancing shock/turbulent boundary layer inter-,0 ..... action is produced by a Mach 3.0 flow past a sharp 10°w edge, or fin, mounted on a fiat plate. Figure 10 shows an evenly spaced mesh was used. This z-distribution was then repeated, proportionally, for all x and y. Near the x = 0 station the outer z boundary, which would otherwise have had a slope discontinuity corresponding to the fin leading edge, was smoothed using a fifth-order polynomial. The sharp fin leading edge at the inner z boundary, of course, was retained.
Seven boundary segments were used: (1) the upstream inflow boundary; (2) the downstream outflow Figure 10 . Geometric configuration for the glancing boundary; (3) the flat plate surface; (4) the upper free stream boundary; (5) the symmetry plane at z =0 shock/turbulent boundary layer interaction.
upstream of the wedge; (6) the wedge surface; and (7) Cartesian coordinates are defined with the origin at the outer z boundary. The boundary conditions used are the fin leading edge, and the flat plate lies in the x-z summarized in the following Figure 10 .
The conditions at the upstream inflow boundary
The 3-D computational mesh was generated algewere computed by interpolation from a 2-D NPARC braically. In the x direction, 51 points were used, calculation of the turbulent boundary layer flowpast the evenly spaced. In the y direction, normal to the flat flat plate upstream of the wedge. The initial flowfield plate, the first interior point was placed at the location was set equal to the flow at this upstream boundary. corresponding to y.= 0.5, where y. was computed
The default Baldwin-Lomax algebraic turbulence assuming the skin friction coefficient c1=0.00152. 4 model was used for the first set of runs. Additionalruns Points were then added, stretched geometrically using were then made with the Chien k-e model, using the
converged Baldwin-Lomax results as initial conditions. For the Baldwin-Lomax calculation, DTCAP was set The stretching factor ry was 1.2. Equation (5) was used equal to 5.0 for the first 800 time steps, 1.0 for the next until 800 steps, and 0.5 for the rest of the calculation. For Ay = Yk-Y_-I > (Ay)m_x (6) DTCAP > 1.0, the actual time step was computed by the code to limit the maximum change in density or where (Ay),,ax= 2000. Above this point an evenly pressure to 10%, the value specified by PCQMAX. A spaced mesh was used. The same y-mesh was used for total of 14,400 time steps were taken. The Chien k-e all x and z. A similar procedure was used in the z direccalculation also used a DTCAP value of 0.5, for 7500 tion, intersecting the fin. At the experimental measureadditional time steps. ment station for static pressure, R = 33.64, the first inte-, rior point was placed at the location corresponding to Figure 11 shows computational "oil-flow" patterns z+= 0.5, where z . was computed assuming on the fiat plate. 6 Starting at the wedge leading edge cf = 0.002.5Points were then added, stretched geometstation, "particles" were released at every grid point rically by the factor rz = 1.5, until the spacing along the outer z boundary, selected grid points along a Az > (AZ)max, where (Az)max= 5000. Beyond this point line at x = 0, and at every grid point along a line near the inner z boundary.
4. This is the experimental value at the incoming boundary layer measurement station, 38 mm upstream of the fin leading edge. 5. This is a rough estimate of the value on the flat plate, near the 6. Computationally, these are actually in the plane of the first grid fin, based on the experimental data along the data measurement point above the surface, since all the velocities on the surface radius shown in Figure 10 .
are zero. 
