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1. Introduction
Cardiac ejection fraction is a clinical parameter that infers the efficiency of the heart as a
pump. The ejection fraction of left ventricle (EFLV) and right ventricle (EFRV) are determined
separately. However, the clinical use of EFLV is more common and it is frequently called
ejection fraction (EF). By definition, the ejection fraction is calculated in the following way:
EF =
PV
EDV
=
EDV − ESV
EDV
, (1)
where PV is the volume of blood pumped, that is given by the difference between the
end-diastolic volume (EDV) and the end-systolic volume (ESV). Cardiac ejection fraction
is a relevant parameter because it is highly correlated to the functional status of the heart.
To determine the EF, different non-invasive techniques can be used, like echocardiography,
cardiac magnetic resonance and computed tomography. However, they are not suitable
for continuous monitoring. In this work, we numerically evaluate a new method for the
continuous estimation of cardiac ejection fraction based on Electrical Impedance Tomography
(EIT).
EIT is a technique that reconstructs an image of the electrical resistivity inside a domain based
on protocols of current injection and potential measurement on the external boundary of
the domain. Detailed description about the development of this technique can be found,
for instance, in Cheney et al. (1999) and Holder (2005). The EIT has a large utilization
on geophysics and monitoring of industrial activities (Kim et al., 2004; Park et al., 2008), as
non-destructive technique to evaluate structures (Karhunen et al., 2009; Peters et al., 2010)
and on biomedical engineering (Barber & Brown, 1984; Brown et al., 1985; Mello et al., 2008;
Trigo et al., 2004). In this last area, the EIT has been developed to detect breast and other
kinds of cancer (Choi et al., 2007; Seo et al., 2004) and to monitor lung ventilation (Adler et al.,
1997; Lima et al., 2007), brain activity (Polydorides et al., 2002), heart activity (Peters et al.,
2009; Zlochiver et al., 2006), among others.
The special interest of the biomedical engineering in the development of the EIT is due to
its safety for monitoring long periods, since it is not based on ionizing radiation. On the
other hand, the EIT spacial resolution is not as high as the traditional imaging methods.
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Nevertheless, its portability, low cost and time resolution are the main advantages of the
technique.
Mathematically, the EIT is classified as a non-linear inverse problem. Inverse because one
wants to find the electrical resistivity of the body using measures of electrical potential on the
boundary excited by known electrical current. The forward (or direct) problem related to the
inverse one is to compute the electrical potential with known body resistivity and injected
current. The inverse problem is non-linear, what means that there is not a linear relation
between electrical resistivity and the electrical potential on the boundary. So, in general,
the solution process starts with an estimated resistivity distribution and such estimative is
iteratively adjusted in order to achieve an acceptable approximation for the actual resistivity
distribution.
Furthermore, the inverse problem is ill-posed and ill-conditioned. In general, the number
of parameters needed to represent the resistivity distribution is greater than the number of
potential measures. So, in order to treat the ill-posedness of the problem, some strategies of
regularization should be implemented. For instance, via the inclusion of previously known
information about the resistivity distribution in the solution of the inverse problem. The
problem is considered ill-conditioned because small perturbations in the measures can cause
a large change in the found resistivity distribution. So, the process of image generation by EIT
is very sensible to noise in the potential measures.
It is possible to see that many aspects are involved in the solution of the EIT problem and
some of them were discussed in previous works of the same authors. Barra et al. (2006a) and
Barra et al. (2006b) treat some computational aspects of the solution process. Peters & Barra
(2009) treats the special kind of regularization also adopted here. Peters & Barra (2010)
compares different measurement protocols and addresses the sensitivity of the process in
the presence of noisy measures. Peters et al. (2009) presents the viability analysis of a
biomedical application of the EIT. So the aim of this work is to revisit this particular biomedical
application, describing all the procedures involved in the generation of a computational
model based on cardiac magnetic ressonance images that allows the determination of the
cardiac ejection fraction by the EIT. Preliminary results are presented and the potentialities
and limitations of the proposed technique are discussed. The results suggest the proposed
technique is a promising diagnostic tool that offers continuous and non-invasive estimation
of cardiac ejection fraction.
2. Methods
Usual strategies to generate the EIT image is based on the discretization of the body in small
parts (Borsic et al., 2001). Each part has an unknown parameter, its resistivity. So, to get a good
image resolution, a great number of parameters is needed and the problem becomes ill-posed.
In this strategy, regularization techniques are applied and after solving the inverse problem,
the image obtained is modified by a limiarization process in order to get the final image.
In this work we adopted a different strategy to generate the EIT images. In order to
monitor the cardiac ejection fraction, we assume that recent magnetic resonance images of
the patient are available. So, this previous information allows the use of a different kind of
parameterization in which the number of parameters is greatly reduced.
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In this section, all the methods used to solve the EIT problem will be described. First,
the parameterization based on magnetic resonance images will be explained, as well as the
resistivity model of the thorax. Second, the governing equations of the forward problem
will be introduced in addition to the numerical methods used to solve it. Third, the inverse
problemwill be formulated as a minimization problem and the adopted optimization method
will be presented. Finally, the computational experiments will be reported.
2.1 Two-dimensional models based on magnetic resonance images
2.1.1 Parameterization
From magnetic resonance (MR) images, the regions of interest, in this case the two ventricles,
were manually segmented in two different phases: end of the systole and the end of diastole.
Each curve of the segmentation was parameterized by a spline, with a minimum number of
points. The left ventricle spline has 7 control points and the right one 8 points. The external
boundary of the thorax and the boundaries of the lungs were also segmented. For simplicity,
the shape and size of the thorax and the lungs are assumed constant during the heart cycle.
Figure 1 shows a segmentation example.
Fig. 1. Manual segmentation of an MR image. The boundaries of the lungs, ventricle cavities
and thorax are represented by splines. LV and RV denotes left ventricle and right ventricle,
respectively.
The goal of our method is to recover the shape of the internal cavities of the heart,
presently considered in two dimensions, from electric potential measures. Therefore, with
two coordinates for each control point of the spline, the methods would need to estimate a
total of 30 ((7 + 8) × 2) parameters. To reduce the number of parameters in half, another
parameterization is used. In this, only one parameter defines the position of each control
point.
During MRI segmentation we have used the same number of control points for the splines in
both systolic and diastolic phase. This allows us to restrict the search space forcing that each
control point i belongs to a line that connects its position at systole and diastole, as shown in
Fig. 2.
A linear interpolation, parameterized by a scalar ti, is used between the values of the
coordinates of each control point i. The spline relative to the end of systole can be obtained
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(a) Systole (b) Diastole
Fig. 2. The control points are represented by red crosses. The dashed lines are the search
space.
with ti = 0 for all i, and the one relative to the end of diastole with ti = 1 for all i. Doing so,
the method goal is to recover the shape of the ventricular cavities via the estimation of the 15
parameters ti, with i = 1, 2, ..., 15.
2.1.2 Splines
Splines are mathematical models that associate a curve with a set of points named control
points. Here we use a special type of spline called Extended Cross-Splines or Extended
X-Splines (Blanc & Schlick, 1995), for short. In this model, each control point i has the
coordinates (xi , yi) and an additional parameter si ∈ [0, 1] that allows the curve C(t)
approximates (0 < si ≤ 1) or sharp interpolates (si = 0) the control point. This feature is
very interesting because it allows the definition of smooth or sharp curves. In this work, just
smooth curves are represented.
Considering an Extended X-Spline model in which each segment depends on four control
points, a segment C(t) on the parameter range (tk+1, tk+2) is defined as follows:
C(t) = F0Pk + F1Pk+1 + F2Pk+2 + F3Pk+3 , (2)
where the blending functions Fk are obtained by the normalization of the blending functions
Ak(t) as follows:
Fk(t) =
Ak(t)
A0(t) + A1(t) + A2(t) + A3(t)
(3)
and their non null part can be divided in two parts, F−k , defined between T
−
k and Tk, and F
+
k ,
defined between Tk and T
+
k .
The functions Ak(t) are obtained by the generic quintic polinomial fp(u), whose coefficients
were determined in order to satisfy the constraints of the model, resulting the following
expression:
fp (u) = u
3
(
10− p + (2p− 15) u + (6− p) u2
)
. (4)
Hence, for the non null parts of the functions Ak(t), we have:
A0(t) = fpk−1 (u0) , A1(t) = fpk (u1) , A2(t) = fpk+1 (u2) , A3(t) = fpk+2 (u3) (5)
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with
u0 =
t− T+k
tk − T+k
, u1 =
t− T+k+1
tk+1− T+k+1
, u2 =
t− T−k+2
tk+2 − T−k+2
, u3 =
t− T−k+3
tk+3− T−k+3
(6)
and
pk−1 = 2
(
tk − T+k
)2
, pk = 2
(
tk+1− T+k+1
)2
, (7)
pk+1 = 2
(
tk+2 − T−k+2
)2
, pk+2 = 2
(
tk+3 − T−k+3
)2
. (8)
The flexibility of the model is improved by the introduction of new degree of freedom sk. In
each control point Pk this new parameter affects the values T
+
k−1 e T
−
k+1 as follows:
T+k−1 = tk + sk , T
−
k+1 = tk − sk (9)
In other words, one can say that the parameter s controls the distance between the curve and
the control point, what allows the approximation or the interpolation of these points, as shown
in Fig. 3.
P0
P1 P2
P3
P4 P5
P6
(a) Shape of the curve
 0
 0.5
 1
 0  1  2  3  4  5  6
F
(t
)
t
F0
F1 F2
F3
F4 F5
F6
(b) Blending functions
Fig. 3. The values of the parameters of each control point are: s0 = 0, s1 = 1, s2 = 0, s3 = 0,
s4 = 0, s5 = 1, s6 = 0. These figures were inspired by the work of Blanc & Schlick (1995).
Although the expressions used to implement the Extended X-spline were rewritten above,
detailed description about this and other types of splines can be found in Blanc & Schlick
(1995).
2.1.3 Resistivity model
The proposed 2Dmodel splits the domain in regions that represent different biological tissues,
heart cavities, lungs and torso, each one associated with a different electrical resistivity.
Grimnes (2008) presents the main factors that influence the properties of biological tissues.
Although they may be classified in only four groups ( epithelium, muscle, connective tissue
and nervous tissue), the tissues can be divided in thirty kinds in accordance to their electrical
properties (Gabriel, 1996). In addition, the value of the resistivity of each tissue depends on
the frequency of the electrical current, on the temperature, on the presence of water, among
other issues.
In this work, we assume the resistivity of each tissue as known, constant and isotropic.
These are all simplified assumptions, since biological tissues are usually heterogeneous and
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anisotropic. However, biological tissues are difficult to characterize, and the reported values
vary substantially in the literature. Table 1 presents some resistivity values for blood, heart
and lung found in the literature.
Tissue Resistivity (Ωcm)
150 (Barber & Brown, 1984)
Blood 150 (Yang & Patterson, 2007)
100 (Schwan & Kay, 1956)
400 (Patterson & Zhang, 2003)
Heart 250 (Yang & Patterson, 2007)
400 - 800 (Baysal & Eyuboglu, 2000)
727 - 2363 (Barber & Brown, 1984)
Lung 1400 (Patterson & Zhang, 2003)
600 - 2000 (Baysal & Eyuboglu, 2000)
Table 1. Resistivity values of biological tissues that are found in the literature.
For the remaining tissues that compose the section of the thorax, called here torso region,
Bruder et al. (1994) proposes a mean resistivity of 500Ωcm. The resistivity of the air is
1020Ωcm, but the resistivity of the lung filled of air is difficult to determine. Rush et al. (1963)
presents a very simplified resistivity distribution model of the thorax characterized by the
presence of cavities filled of blood, surrounded by homogeneous material with resistivity ten
times greater. The same scheme, properly extended to include the lung regions, is used in this
work. Preliminarily, the resistivity of the blood is here taken as 100Ωcm and the torso to be
1000Ωcm. Two different values were tested for the resistivity of the lungs: 20000Ωcm (Ratio
of Lung to Torso resistivity, RLT = 20) and 50000Ωcm (RLT = 50).
2.2 Forward problem
The forward problem consists on calculating the electrical potential on the external boundary
of the torso that is generated by the current injection on a pair of electrodes. Figure 4 presents
the simplified model of the thorax.
Given that our 2D model has three regions with different but constant and isotropic
conductivities (heart cavities full of blood, ΩB, lungs, ΩL, and torso, ΩT) the electrical
potential u at each point of the regions must satisfy Laplaces’ equation:
∇2u(x) = 0 , x ∈ Ω , (10)
the following boundary conditions:
1
ρT
∂u
∂n
= Ji , x ∈ Γie3 (11)
∂u
∂n
= 0 , x ∈ (Γ3 − Γie3 ) (12)
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and these compatibility equations:
ρL∇u = ρT∇u , x ∈ Γ1 (13)
ρB∇u = ρT∇u , x ∈ Γ2 (14)
where Ω = ΩL + ΩB + ΩT , Γ1 is the interface between the lung and torso region, Γ2 is the
interface between the blood and the torso region, Γ3 is the external boundary of the thorax,
Γie3 is the part of Γ3 where the ith electrode is, Ji is the electrical current injected on the i-th
electrode and ρL, ρB and ρT are the resistivities of the lung, blood and torso, respectively.
Fig. 4. The simplified thorax model. Here, the electrodes are represented in green. The
regions L represent the lungs, B the blood and T the torso.
2.2.1 Numerical solution of Laplace’s equation
In order to solve Equation 10 for each subregion the Boundary Element Method (BEM) is
used. Further details about this technique can be found in Brebbia et al. (1984). The integral
equation of BEM for this problem is
c(ξ)u(ξ) +
∫
Γ
p∗(ξ; x)u(ξ; x)dΓ(x) =
∫
Γ
u∗(ξ; x)p(ξ; x)dΓ(x) , (15)
where ξ is the collocation point, Γ is the boundary of the sub-domain, u is the electrical
potential, p is its derivative, u∗ and p∗ are the fundamental solutions for the potential and
its normal derivative, respectively, and c(ξ) is a function of the boundary shape, whose value
is 0 if ξ is outside of the domain, 1 if ξ ∈ Ω and β/2pi if ξ ∈ Γ. The parameter β is the angle
between the left and right tangents at the collocation point ξ.
To obtain a numerical solution for Equation 15, the boundary of the body is discretized. The
external boundary is divided in N0 elements and each subregion boundary in Nk elements.
In this work, the element adopted approximates the geometry linearly and the value of
the electrical potential is considered constant in each element. In this case, the parameter
β = pi and then c(ξ) = 0.5 if ξ ∈ Γ. Each boundary element has two nodes for the
geometrical definition and a centered node, called functional node, where the potential and
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its derivative are computed. Thus, the discretized form of Equation 15 for each subregion k
allows evaluating the potential at each functional node as follows
c(ξi)u(ξi) +
Nk
∑
j=1
uj
∫
Γj
p∗dΓJ =
Nk
∑
j=1
pj
∫
Γj
u∗dΓJ , (16)
where uj and pj represent the potential and its normal derivative at the j-th functional node.
The regular integrals are computed numerically by the usual Gauss Quadrature scheme and
the singular ones are computed analytically.
The application of Equation 16 for each sub-domain Ωk, in addition to the boundary and
compatibility conditions (Equations 11 to 14) for the potential and its normal derivative at the
functional nodes of the interface elements at Γ0k, yields a linear system of algebraic equations
that can be expressed in the matrix form as follows:
Hu = Gp , (17)
where u and p are vectors that store the values of potential and its derivative, respectively,
at the functional nodes of the boundary elements. The matrices H and G store the respective
computed coefficients.
The number of unknowns is the number of the external boundary elements, in which the
potential or the flux is unknown, in addition to the double of interface elements, in which the
potential and the flux are unknowns. After collect all of them at the vector y, Equation 17 can
be rewritten as
Ay = b , (18)
where A is the matrix of coefficients and b is the free vector of the linear system.
After determining the unknowns at the boundary, the values of the electrical potential at the
nodes in the center of the electrodes without prescribed values are collected in the vector V.
Such vector will be compared with the vector of measures V¯ during the process of solving the
inverse problem.
The implementation of the Boundary Elements Method to solve Laplace’s equation was
written in Fortran language.
2.3 The inverse problem
As was said before, the aim of the EIT is to generate an image of the electrical resistivity from
measures of electrical potential at the external boundary. This problem can be formulated
as a minimization problem in which one wants to find the model of electrical resistivity that
minimizes the distance between measured (V¯) and computed (V) potentials. In this work, the
objective is to recover the shape of the ventricular cavities under the circumstances explained
before. Therefore, the resistivity model is obtained via the estimation of the vector t defined in
Section 2.1.1. In this case, the vector contains 15 parameters ti, with i = 1, 2, ..., 15 as described
260 Medical Imaging
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before. In other words, the goal is to estimate the parameter vector t that minimizes f :
f =
1
2
R(t)TR(t) (19)
with
R(t) = V¯−V(t) (20)
where f is the objective function ( f : Rn → R), R(t) is the residual function (R : Rn → Rm),
m is the number of measures and n is the number of parameters. The number of measures
depends on the adopted protocol to inject current and measure electrical potential.
Equation 19 shows that the problem leads to a non-linear least square problem. So, many
techniques can be used to solve it. The so called global convergent methods, for example,
Genetic Algorithms (Eiben & Smith, 2003; Michalewicz, 1996), has the advantage of avoid the
convergence to local minimum. However, they demand a large number of evaluations of
the objective function. On the other hand, the local minimization methods converge faster
to the minimum because they use the derivatives of the objective function with respect to
the parameters. They also demand a suitable initial approximation to converge to the global
minimum. Hybrid strategies, that combine the advantages of local and global methods can
be used with success (Hsiao et al., 2001; Peters et al., 2010). In this work, the features of the
problem allows the use of a local strategy, the called Levenberg-Marquard Method, that will
be briefly described as follows.
2.3.1 Levenberg-Marquardt method
The Levenberg-Marquardt Method was adopted to solve the non-linear least square
problem represented by Equation 19. The detailed description about this method is vastly
found in the literature (Dennis & Schnabel, 1996; Fletcher, 1980; Madsen et al., 2004). The
Levenberg-Marquardt Method can be understood as the Gauss-Newton method modified by
the model trust region approach. In this method, the minimizer of the non-linear least-square
problem is obtained iteratively. Each update of t is given by the minimizer t+ of the following
constrained linear least-square problem:
minimizes ‖R(t0) + J(t0)(t+ − t0)‖2 (21)
subject to ‖t+ − t0‖2 ≤ δ0 . (22)
where t0 is the current value for the vector of minimization parameters and t+ is the updated
vector. R is the same residual function mentioned before. J ∈ Rm×n is the Jacobian matrix,
storing the derivatives of each element of the residual vector with respect to the optimization
variables (Jij = ∂Ri/∂tj). δ0 is the initial value of the radius of the trust region.
The solution of this constrained minimization problem is the updated vector of variables t+:
t+ = t0 −
(
J (t0)
T J (t0) + µI
)−1
J (t0)
T R (t0) , (23)
where I is the identity matrix and µ is the parameter that modifies the Gauss-Newton method.
If
∥∥∥∥
(
J (t0)
T J (t0)
)−1
J (t0)
T R (t0)
∥∥∥∥
2
≤ δ0, µ = 0, otherwise, µ = 0.
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There are some different implementations of this method with respect to the update of the
parameter µ. In this work, the implementation of the Levenberg-Marquardt Method is
provided by MINPACK-1, a standard package of subroutines written in Fortran language
to solve non-linear equations and non-linear least squares problems, that is available
at the Netlib repository (http://www.netlib.org/minpack). More details about the adopted
implementation can be found in Moré et al. (1980). In the numerical experiments presented in
this work, the subroutine LMDIF of MINPACK-1 was used. Such subroutine demands only
the computation of the residual function R(t). The jacobian matrix is approximated by finite
differences. So, the element Jij of the Jacobian matrix is computed as follows:
Jij =
∂Ri
∂tj
≈ Ri(t + hjej)− Ri(t)
hj
(24)
where hj is a small finite perturbation at the j-th element of the original vector of optimization
variables t and ej is the j-th column of the identity matrix.
The value of the parameter hj is computed by the product
√
εtj, where ε is a parameter
provided by the user. If the machine precision is greater than the computed hj, this value
is substituted by the machine precision.
2.4 Numerical experiments
2.4.1 Stimulation patterns
An important aspect of the EIT problem is the choice of the protocols of current injection and
electrical potential measurements. Since the problem is ill-conditioned, the suitable choice
can be determinant to the success of the image generation. However, a deep study of the
influence of different protocols on the solution of the inverse problem is not the focus of this
work. More information on this topic can be found in other works, for instance, Peters & Barra
(2010). Here we are limited to compare two patterns of electrical current injection. The first is
called diametrical and the second is called alternative. Furthermore, all the experiments were
done considering 16 electrodes equally spaced on the external boundary of the torso.
The name of the first pattern, diametrical, comes from an analogy. If the domain were circular,
the electrodes used to inject current are diametrically opposed. Although the torso is not
circular, the name of the pattern remains. In this pattern, 8 different cases of current injection
is taken and 13 measures of potential for each case. So, the diametrical pattern yields 104
measures.
The second pattern, here called alternative, is a tentative of illuminating the region of interest
better than other regions. Therefore, in this pattern, the electrodes used to inject current, the
driven electrodes, are taken near to the heart. So, 6 cases of current injection with 13 measures
each one give a total of 78 measures. Each double arrow of Fig. 5 indicates the driven electrode
pair in each case of current injection. In both patterns, measurements on driven electrodes are
not considered.
It is important to note that, in this work, the “measured” electrical potential values (V¯) were
also synthetically generated, i.e., also numerically obtained.
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(a) Diametrical Pattern (b) Alternative Pattern
Fig. 5. Two stimulation patterns used in this work. Each double arrow indicates one pair of
driven electrodes.
2.4.2 Problem
From MR images taken at the end of the systole and at the end of the diastole the cardiac
ventricles were manually segmented. In this work we are considering an image of just
one transversal section of the thorax. Therefore, the problem is treated as 2D and an
approximation of the ejection fraction is needed.
Here, the section of the cavities were assumed to be proportional to their volumes, i.e. a
cylindrical approximation. So that, in accordance to Equation 1, EF is approximated by:
EF =
EDA− ESA
EDA
(25)
where EDA is the end-diastolic area and ESA is the end-systolic area.
Therefore, after segmentation, the EF is calculated in accordance to Equation 25. The EF of the
left ventricle is 59.24% and the EF of the right ventricle is 29, 95%. These values characterize
the initial situation of the heart cicle. From this moment, the EIT can be used to monitor the
EF.
Later, a cardiac dysfunction was synthetically generated. In this simulated dysfunctionmodel
the end-diastolic volume is the same as in the normal cycle but the end-systolic volume is
greater than the normal one. In this pathological situation new cardiac cycle, the EF of the left
ventricle is 33.01% and the EF of the right ventricle is 16.19%. These dysfunction values are
the target values to be estimated by the here proposed method.
As mentioned in Section 2.1, we have also tested the methods considering two different 2D
models. Each with a different value for the resistivity of the lungs: 20000Ωcm (RLT = 20) and
50000Ωcm (RLT = 50).
As was said before, the solution depends on the initial guess provided for the local
minimization method. So that, for each of 4 optimization problems (2 stimulus patterns times
2 RLTmodels) we have tested the optimizationmethod with two different initial guesses. One
guess corresponds to the shape of the ventricles at the end of the diastole of normal heart, i.e.
ti = 1, ∀i and the other at the end of the systole for the normal tissue, i.e. ti = 0, ∀i . The initial
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guesses and the target can be compared in Fig. 6. Thus, the method was executed a total
of 8 times (2 stimulus patterns times 2 RLT models times 2 initial guesses). Each execution
computes the parameters t of the end of the systole. The areas inside the curves defined by t
are the ESA. These values together with the known EDA values, that is supposed to be the
same as the initial condition of the heart cycle, are used with Equation 25 to compute the EF.
Therefore, each execution yields 2 values: EF of the left and right ventricle.
ROI
Target
Initial Guess
(a) ti = 0, ∀i
ROI
Target
Initial Guess
(b) ti = 1, ∀i
Fig. 6. A typical target (pink) and the two initial guesses (green) given to the optimization
procedure. The first one corresponds to the systole and the second one to the diastole. ROI
denotes the region of interest.
3. Results
Table 2 presents the results of our numerical experiments that aim the EF estimation of the
synthetically generated cardiac dysfunction. The columns present the results for the models
with different values for the resistivity of the lungs: 20000Ωcm (RLT = 20) and 50000Ωcm
(RLT = 50). Each couple of rows presents the comparison of the two stimulation patterns
implemented: diametrical and alternative. In addition, for each pair (stimulus pattern, RLT)
results are presented for two different initial guesses. The first one corresponds to the shape
of the ventricles at the end of the systole for the normal heart, i.e. ti = 0, ∀i and the other at
the end of the diastole of the normal heart, i.e. ti = 1, ∀i. The last row of the table presents the
target values for comparison: 16.19% the EF of right ventricle (RV) and 33.01% the EF of left
ventricle (LV).
Table 3 shows the relative errors between the values of EF obtained in each execution and the
target values for each ventricle. These values are computed as
∆% = 100× |E˜F− EF|
EF
, (26)
where ∆% is the error, E˜F is the value achieved by the inverse problem solution for the ejection
fraction and EF is the target value. The relative errors are used to compute the mean relative
errors used to compare patterns, initial guesses and models.
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Ejection Fraction (%)
Initial RLT = 50 RLT = 20
Guess RV LV RV LV
Diametrical Pattern
ti = 0 13.00 34.41 15.32 34.22
ti = 1 16.09 32.21 15.80 33.04
Alternative Pattern
ti = 0 12.97 35.86 20.54 29.94
ti = 1 18.72 32.84 20.89 29.40
Target 16.19 33.01 16.19 33.01
Table 2. Values of the ejection fraction estimated for the synthetic cardiac dysfunction for two
resistivity models (RLT = 20 and RLT = 50), two different stimulation patterns (diametrical
and alternative) and two initial guesses (ti = 0 and ti = 1). The last row shows the target
values of the EF.
Relative Errors (%)
Initial RLT = 50 RLT = 20
Guess RV LV RV LV
Diametrical Pattern
ti = 0 19.70 4.24 5.37 3.67
ti = 1 0.62 2.42 2.41 0.09
Alternative Pattern
ti = 0 19.89 8.63 26.87 9.30
ti = 1 15.63 0.51 29.03 10.94
Table 3. Relative errors of the obtained EF with respect to the target values.
Figure 7 allows a geometrical comparison between the final results and the actual (target)
curves. In order to make the visualization easier, these figures show the region of interest
defined in Fig. 6 without the curves of the lungs. It is important to emphasize that, to make
the comparison fair, the results presented in these figures were obtained with the same initial
guess, ti = 1, ∀i.
The results show that, except in one case, the error of the ejection fraction of the left ventricle
is smaller than the right ventricle value. The mean relative error of the eight results of the left
ventricle results is 4.98% while the right ventricle is 14.94%.
Moreover, except in one case, the diametrical pattern provides results closer to the actual
values than the alternative pattern. The diametrical pattern provides a mean relative value of
4.82% while the mean error of the alternative pattern is 15.10%.
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Target
Result
(a) RLT = 50 - Diametrical
Target
Result
(b) RLT = 20 - Diametrical
Target
Result
(c) RLT = 50 - Alternative
Target
Result
(d) RLT = 20 - Alternative
Fig. 7. Some results for the diametrical and the alternative pattern and the target.
About the initial guess, both of them provided good results. However, in this experiments, the
best results were obtained with the guess of the original diastole curve, ti = 1, with a mean
relative error of 7.70% against an error of 12.21% for the other initial guess.
The geometrical results presented in Fig. 7, showing only the ventricular cavities, suggest
that they become worse in the case the lung resistivity is greater. This behavior is expected
because greater resistivities around the region of interest tend to block the electrical current to
reach this area. For instance, for the best experimented pattern, the diametrical one, the mean
relative error obtained with the greatest resistivity (RLT = 50) is 3.37% while the mean relative
error obtained with the other lung resistivity (RLT = 20) is 1.44%.
The best result can be considered the one obtained for RLT = 20, diametrical pattern and ti = 1.
The relative error in the value of the ejection fraction is 0.09% for the left ventricle and 2.41%
for the right ventricle. Figure 7(b) shows this result. In this case it is very difficult to see the
difference between the result and the target.
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4. Discussions and conclusions
The presented results suggest that the proposed methodology allows a suitable indication
of the cardiac ejection fraction. We have observed that the error in the ejection fraction
predictions for the right ventricle are greater than those found for the left ventricle and this is
in agreement with other techniques, such as with echocardiography.
Concerning the different patterns for current injection tested in this work, the errors obtained
with the diametrical pattern are smaller than those using the alternative pattern, in general.
However this fact does not discard the use of the alternative pattern, as it presents good results
and spends around 19 min. in a Pentium 4, 3.00 GHz, for a complete solution, 25% less then
the diametrical.
Comparing the results obtained with different lung resistivities we may conclude that the
inverse problem becomes more difficult to be solved as the RLT increases. Therefore, the
results suggest the current injection should be triggered during the expiratory phase, when
the air volume and the corresponding lung resistivity are smaller.
The preliminary results presented in this work suggest the proposed technique is a promising
diagnostic tool that may offer continuous and non-invasive estimation of cardiac ejection
fraction. However, the use of the EIT in real applications demands further improvements.
The model could be improved, for instance, by the implementation of the complete electrode
model (Cheney et al., 1999).
Another point is that, in this work, we assume the resistivities of the tissue known. Future
works should include the resistivities of the tissue as parameters of the inverse problem, as
well as deeper studies about the electrical properties of biological tissues. Furthermore, the
behavior of the proposed method when subjected to real data should be evaluated.
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