In this paper a distributed model predictive control has been proposed for air traffic management problem in which aircraft use optimization to determine their own flight trajectories. The coordination approach of Self-organized Time Division Multiple Access is used to ensure no two aircraft re-plan their trajectories simultaneously. Unlike existing distributed predictive control, which needs a pre-organized optimizing sequence, this new approach requires no central coordination. By also terminating every trajectory with a loitering circle, recursive feasibility and constraint satisfaction, especially separation, can be guaranteed.
INTRODUCTION
Future Air Traffic Management (ATM) concepts promote the idea of 4-D trajectory-based operations, with greater flexibility and freedom for airspace users to select their path and speed in real time [1] . The extreme case of free flight is the transferring of responsibility for separation between aircraft, from air traffic controllers to pilots [2] . This can be treated as a distributed control problem where each aircraft optimizes its own objective while maintaining safe separation. Model Predictive Control (MPC) [3] combines constrained optimization with feedback control to achieve good performance in the presence of constraints and uncertainty. MPC has therefore been investigated for ATM in the past, where the dominant constraint is that of safe separation [4] . For scalability, we employ Distributed Model Predictive Control (DMPC) [5] in which the optimization is divided into a local sub-problem on each aircraft, sharing information to ensure constraint satisfaction. The main goal of this paper is finding a distributed trajectory optimization strategy for network of aircraft during their flights over the airspace sectors. In particular, a self-organizing method is developed, which avoids the need for centralized coordination.
Approaches to decentralized control design differ depending on the type of coupling or interactions between constituent subsystems [6] . Examples include dynamically coupled subsystems [7, 8] , coupling via the cost function [9, 10, 11] and subsystems sharing coupled constraints [12, 13, 14, 15, 16] . This paper has focused on the air traffic problem in which subsystems, i.e. aircraft, are dynamically decoupled but have coupled constraints. One distributed control strategy for solving this kind of problem is the serial scheme where in each time step just one of the coupled agents optimizes to respect its neighbors' published intentions and exchanges the new plan to achieve constraint satisfaction. This relies on an agreed sequence in which agents optimize, and existing works employ a predetermined sequence which needs a centralized coordinator [12, 13, 14, 17, 18, 19] . Therefore, the predetermined sequence is not scalable to the large numbers of agents present in ATM problems. Furthermore, the coupling in the ATM problem is highly dynamic, with different pairs of aircraft coming into close interaction (e.g. in the same sector) and then separating again.
We introduce self-organized MPC for the ATM problem in which aircraft entering and leaving airspace sectors dynamically implement a decentralized approach to sequencing. In the decentralized sequencing, a "planning collision" can happen when two coupled agents re-optimize their trajectories at the same time. This problem analogous to multiple access to a shared communications channel, in which a collision is defined to occur when two stations transmit at the same time [20, 21, 22] . In particular, for channels using Time Division Multiple Access (TDMA), coordination involves allocation of time slots amongst transmitting agents, analogous to the allocation of slots for optimizing [23] . Selforganizing TMDA (STDMA) which is common for wireless communications sharing a channel, performs this allocation Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. in a distributed fashion without any central coordinator [24] and is already used for an aviation data link application [25] . Therefore this paper adopts STDMA to solve the planning sequencing problem for DMPC.
The paper is organized as follows. First, the distributed MPC problem in ATM context and the idea for solving the problem are described. Also, STDMA algorithm which is used in ad hoc systems is reviewed. Then, the next section proposes the self-organized MPC for aircraft conflict avoidance, exploiting ideas from network systems to determine the optimization time of each agent. Finally, preliminary results from numerical simulation using this new algorithm are presented.
DISTRIBUTED MODEL PREDICTIVE CONTROL PROBLEM
The global ATM problem would be to optimize performance of all aircraft subject to the constraint of safe separation between all pairs. To ensure tractability of the problem, it is natural to subdivide it, and we adopt the same approach as existing ATM systems by defining geographical airspace sectors. Aircraft in the same sector are considered "neighbors" (in the language of DMPC) and constrained to de-conflict their trajectories. For scalability, each sector's optimization is further distributed, with each aircraft determining its own trajectory [5] . Each new trajectory is constrained to respect the "published" trajectories of the other neighbors and after an aircraft decides upon a new trajectory, it is published to all neighbors via a datalink. This implies a greater bandwidth of communication between aircraft than existing operations such as ADS-B, but is in keeping with the move towards 4-D trajectory-based operations [1] . Sectorwide constraint satisfaction is assured proving no two aircraft re-plan at the same time. Hence, the remaining challenge is to handle the dynamic nature of each sector's problem, agreeing a sequence for re-planning with aircraft constantly entering and leaving: this is the role of the self-organization in this paper. Future work could also consider the abolition of geographical sectors altogether, in favor of dynamic determination of neighbors based only on relative movement. This is beyond the scope of this paper.
On-line Trajectory Optimization
Consider the DMPC of a sector containing Nv vehicles with decoupled dynamics and coupled constraints. The optimization problem for each vehicle p is as follows:
subject to :
, ∈ ,
where N is the number of time steps in the prediction horizon; describes the dynamics of the aircraft; is the set of the neighbors of vehicle p; and , is the prediction made at time t of the states of vehicle p for k steps ahead, i.e. at a future time k+t. Similarly , is the control input predicted k steps ahead from time t. The objective includes stage cost and a cost on the terminal state . Since all aircraft in a sector are considered neighbors, Cp:={1…Nv}\p.
The decision variables are the control inputs, , , and the terminal invariant set,
. Terminal invariance is essential to guarantee feasibility [3] . It is the property that once the dynamic state of the system is in that set, it can remain there forever [26] . In DMPC it ensures constraint satisfaction beyond the planning horizon. In these initial experiments, the invariant set used is a collision free loitering circle [27] . Although this seems obviously inefficient, in practice the loitering is rarely performed, but it has the benefit of retaining hard guarantees of separation and recursive feasibility of the DMPC optimizations.
In the case of trajectory optimization, the coupled constraints , would be collision avoidance. The minimum separation distance should be kept between all pairs. So, a safe circle is assumed around each aircraft where the radius is half of the required separation distance. To provide differentiable representation of avoidance constraints which is compatible with gradient-based nonlinear optimizers, exclusion regions can be modelled by polar set method [28] .
Self-Organizing Optimization Sequence
In the sequential scheme of DMPC, aircraft who are coupled through their constraints cannot renew their plan simultaneously: the risk is that both could choose to occupy the same space at the same time. Therefore an agreed sequence is required for optimization. Here, each aircraft will find its optimization "slot" in the network by implementing an algorithm based on STDMA, which is a decentralized Media Access Control (MAC) method. In STDMA the network members are responsible for sharing the communication channel. In any TDMA system, time is divided into frames. These frames are further divided into slots, which typically corresponds to one packet duration. Each network member will randomly select a number of free slots within each frame to transmit in [24, 29] . Here, instead of just transmitting, these time slots are used for optimizing.
Building on Space-Time Division Multiple Access scheme [30] , a distinct channel is assigned to each airspace sector in self-organized DMPC. Since they are already separated, aircraft in different sectors can re-plan at the same time. For example, in Figure 1 , agents k, h, c, f and e could re-optimize their trajectories at the same time; but, agents g and i cannot have simultaneous optimization. Thus each sector has an independent slot allocation process.
Figure 1. Example of assigned time slots to the agents in different sectors
Together with the constraints on the optimization such as invariance, the following rules are sufficient to ensure feasibility and separation as aircraft transition from sector to sector:
1. An aircraft cannot enter a sector until it has secured a time slot in the frame of that sector and announced a feasible trajectory to the other aircraft who are flying in that sector or have planned to enter into that sector. Every trajectory announced must be feasible with respect to all other aircraft in the sectors containing that trajectory. 2. When a time slot in a sector is taken by an aircraft, it will belong to that aircraft until the aircraft leaves that sector.
Then the remaining problem is how to allocate slots in each sector's frame, which will be discussed in the following section.
STDMA ALGORITHM
The procedure of slot assignment in STDMA which is carried out by each agent is divided into four different phases: initialization, network entry, first frame, and continuous operation. These ensure that each agent first obtains an understanding of the slot allocation status, then announces its presence to the network, and afterwards performs the initial slot allocation for all transmissions to be made during one frame. Afterwards, the continuous operation phase is entered in which only slot re-allocations are carried out. This section reviews the typical STDMA algorithm as used in communications, taken from Ref. [24] . The subsequent section shows how STDMA is specialized to the DMPC sequencing problem.
In the initialization phase, the agent will listen to the channel activity for one complete frame length to find which slots are already occupied. After having listened to the channel for one complete frame, in network entry phase, the agent randomly selects an available slot in order to introduce its presence to the network and pre-announce the next slot it is going to use. Hence, before transmitting the network entry packet, the agent already has to decide which slot it will use for its first reservation. As a result, neighboring stations that receive the network entry packet become aware of the presence of the station and the transmission slot it is going to use next. The initialization phase will be ended when the network entry packet that introduces the agent's own presence has been broadcast. Succeeding by the network entry phase, first frame phase starts in which the reserved slots are announced and reserved. The slot allocation is performed step-by-step as follows (as shown in Figure 2 ): If the randomly chosen NTS is occupied, then the closest free slot within SI is chosen. If all slots within the SI are occupied, the slot used by an agent furthest away from oneself will be chosen. The selected slot is the first actual slot to be used for transmission. -Assign a Nominal Slot (NS) by adding NI to NSS. Then, the interval SI is placed around NS and the procedure of determining the next NTS will start over again. This procedure will be repeated as many times as decided by the report rate.
When announcing the allocation of a selected slot, a random timeout value is drawn from statically defined minimum and maximum timeout limits. Hence, each allocated slot gets its own timeout value.
In continuous operation phase which is followed by first allocation in first frame phase, the agent performs reallocations whenever the internal timeout of a slot expires [24] .
STDMA FOR AIR TRAFFIC MANAGEMENT

Slot Assignment Process
Slot assignment process for entering into a sector will be started by listening to the sector's channel activity during one frame length for finding the free and occupied slots in that sector. Here, we assume that each aircraft should have one reoptimization each n time steps. By considering the same length for one time slot and one time step, there will be n time slots gap between two subsequent re-optimizations for each aircraft (n is identical for all the aircraft in the network). Therefore, if the aircraft listens to the sector's channel for n time slots, it can have complete information about occupied time slots in that sector. In this sense, the frame length is equal to n and Optimization Rate, OR, (which is same as report rate in STDMA algorithm) is equal to one for each aircraft in each frame.
The beginning of the frame can be different for each aircraft. However, we assume that the number of slots n in each frame is known, so listening to the channel for n time slots is enough since the frames are repeating. Example of frames with 6 time slots (n=6) for two aircraft who want to enter into sector 5 has been shown in Figure 3 . The monitoring activity is never stopped to keep the aircraft updated over time. The sector entry phase (like network entry phase in standard STDMA) is the time period starting directly after the initialization phase and ending when the sector entry packet that introduces the aircraft presence to the next sector has been broadcast. In this phase, the aircraft attempts to select a free time slot in the next sector. The taken time slot at first will be used for introducing the aircraft to its new neighbors. After successfully sending the sector entry packet, this slot which will be repeated in each frame of the next sector is used for re-optimizing the trajectory with respect to the new sector. This slot will belong to the aircraft until leaving that sector. Also, if the aircraft has the same time slot in its current and next sector, it could re-optimize its trajectory concerning its all neighbors at both sectors at once. Consider aircraft b in Figure 4 which is trying to get a time slot in the second sector (S2). After getting a time slot in S2, aircraft b could re-optimized its trajectory with respect to that sector. Since aircraft b is still in first sector (S1), it should avoid the all aircraft which belong to both sectors (red circles represent the vehicles within their safe separation circle and dotted lines illustrate the schematic of trajectories ending to the loitering circles).
Figure 4. Planning to enter into a new sector
Accordingly, aircraft b tries to find a time slot among the free time slots in the next sector based on the following priorities:
1. If its assigned time slot in its current sector S1 is also free for the next sector S2, it will select this time slot for the next sector ( Figure 5 .a) as this enables simultaneous optimizing.
2. If there is another time slot which is free in both sectors, it will choose this free time slot in both sector ( Figure  5 .b) and release the rest of its time slots in the current sector after successful slot reconfiguration in this sector.
3. If there is no concurrent time slot for both sectors, it will take one random free time slot in the frame of the next sector ( Figure 5 .c) while keeping its slot in for its current sector.
4. If there is no free slot for the next sector, wait in its current sector, continue monitoring both frames, and try again later.
(a)
(c)
Figure 5. Different situations in getting a time slot for next sector
Planning Collision
One possible problem in the sector entry phase is a "planning collision" which could happen when two or more agents attempt to announce their presence to one sector simultaneously for getting a time slot in that sector. Imagine two agents a and b who are in two different sectors and are monitoring the channel activity of their next sector (see Figure 6 ). Since their next sector is the same, they might have a conflict while broadcasting their sector entry packet. As a result, none of them would have a successful broadcasting for taking the slot in that sector. Hence, agents should continue their current plan and after waiting a random time while monitoring the channel, attempt to find a free slot again before their next optimization turn in their current sector.
A planning collision can arise in two different situations:
1. Planning collision in the next sector while introducing the attendance to the agents of the new sector where the aircraft fails in getting the slot in the next sector and it should try again;
2. Planning collision in current sector while announcing the slot reconfiguration of this sector to the relevant neighbors.
The later can only happen if the aircraft decides to change its slots in current sector ( Figure 5 .b). However, since obtaining the slot in the next sector has more importance, the candidate slot in the next sector will be taken even if there is a planning collision just in current sector. So, in the case of having planning collision in the current sector, the aircraft will give up the slot reconfiguration and holds its existing slots in current sector. The slot assignment procedure has been represented by a flowchart in Erreur ! Source du renvoi introuvable..
Figure 6. Planning collision of two non-neighbour aircraft
Updating the plan
The transition between sectors is challenging due to the need to coordinate a single trajectory with two different sets of neighbors. Depending on the assigned slots to an aircraft in its current and next sectors, four distinct situations with various sets of constraints and neighbors can be considered for re-optimization of the trajectory. The flowchart for procedure of updating the plan at current time slot tc is shown Figure 7 . Slot update procedure 1. tc is the assigned time slot to aircraft b in its current sector and aircraft b has not planned to enter to its next sector, yet. So, aircraft b should avoid all the agents who are flying in its current sector and the ones who have already planned to join in this sector. Besides that, the new trajectory must not exceed the boundaries of the current sector. After re-optimization, the aircraft should transmit its new plan to all aircraft in its current sector.
2. tc has been assigned to aircraft b in both current and next sector. Therefore, aircraft b can optimize a trajectory spanning both the current and next sectors. The trajectory must avoid all other aircraft flying in both sectors and those who have already planned to enter these sectors. The new trajectory should be inside the boundaries of these two sectors and is broadcasted to all agents of both sectors.
3. tc is the assigned slot to the aircraft b in the next sector but not in its current sector. Since there might be another aircraft in the current sector which is changing its plan right now, aircraft b can only re-optimize its trajectory with respect to the next sector; but, it cannot change its plan in its current sector until it has the chance to announce that change. Accordingly, the new trajectory must align with the current trajectory until the first time slot of aircraft b in its current sector (Figure 8) . Furthermore, the new trajectory must be feasible with respect to the published intentions of all other agents in the current sector. The new trajectory will be communicated only to the neighbors in the next sector. Case 4, below, handles the subsequent step when it is time to announce this change to the current sector. 4. tc is assigned time slot to the aircraft b just in its current sector, but, b has planned for entering into the next sector before this time slot, according to Case 3 above. Here, the aircraft first should investigate the feasibility of the diverted trajectory (the ones which has been found at its last time slot in next sector) with respect to the current sector. Although it was constrained to be feasible with respect to the current sector at the time it was made, it was not communicated as soon as it was made, so subsequent changes by other aircraft may have rendered it infeasible. Depending this feasibility, two different outcomes are implemented:
4.1. If this trajectory is still a feasible path regarding the neighbors in the current sector, the aircraft will accept this as its current trajectory and communicate it to the neighbors in the current sector. Since this trajectory continues into the next sector, the aircraft now has a feasible trajectory across the boundary that has been communicated to both sets of neighbors, in the current and next sectors.
4.2.
In the case of infeasibility of the trajectory, the aircraft must discard this plan and re-optimizes its trajectory with respect to the current sector.
The new trajectory should be bounded in the current sector and is declared just to the neighbors of this sector. The aircraft must now wait for another slot in the next sector to attempt transition again, according to Case 3.
Is it your slot in current sector?
Is it your slot in next sector? [31] model of constant altitude flight with speed and turn curvature as control inputs, each subject to limits. Each aircraft's objective is to minimize its time to destination, although the nonlinear optimizer will admit a wider variety of costs [32] . Although not realistic ATM scenarios, these examples illustrate the concept of selforganization and sector transitions.
Every T seconds, four new agents are added in random places on different sides of the control area, each with a destination at a random point on the opposite side. It is assumed that the sectors which should be traversed by each agent from its initial point to the target are determined by high level decision maker, representing an ATM flow management layer, for example. Here, sector sequences have been specified based on the shortest path from the entry to the target point. Each agent generates an initial trajectory for itself towards its first assigned sector, before entering into the control area. Circular exclusion regions have been introduced to force the aircraft to transition between sectors away from the corners. This avoids difficulties if an aircraft enters and then quickly exits a sector. Although the theory of the method can handle this scenario, the performance suffers due to the delay in securing an entry slot. The outcome is similar in spirit to the relative design of many airspace sectors and corresponding air lanes between fixes. The effect of this limitation and possible remediation are being investigated. Figure 10 provides a snapshot of the control area during a typical simulation.
Different traffic densities have been examined by changing the entry period T. Figure 11 As in initial performance metric, the Stretch Ratio is defined as the ratio of the distance actually by each agent to the shortest path length, ignoring other traffic. Naturally, when the network is more populated the competition for obtaining time slots becomes tighter. The distribution of the stretch ratio in two different densities have been displayed in Figure 15 -16. As expected, the performance suffers with greater traffic levels. Furthermore, the trajectories show non-smoothness and degradation, so there is clearly a cost associated with selforganization and distributed decision-making [19] . Other results indicate that the performance is highly sensitive to the combination of traffic levels, slot length, frame length and horizon lengths. Tuning guidelines for these parameters are being investigated. One important observation is that the length of each time slot cannot be shorter than the required time for optimization and sharing the new plan with the other agents. Therefore it is impractical to simply increase the number of slots available. 
CONCLUSION
This paper develops a self-organized distributed control algorithm for air traffic management. Here, each airspace sector defines a system of agents who have decoupled dynamics but are coupled by collision avoidance constraints and cannot re-plan simultaneously. Serial Distributed Model Predictive Control (DMPC) can solve this problem but would require centralized coordination of the re-planning sequence. Instead, this paper proposes that each aircraft finds its optimization slots in a sector by following a procedure based on the STDMA communication protocol.
The self-organized MPC was applied in some air traffic scenarios and stretch ratio was defined as a performance metric for competency evaluation of the algorithm. Simulations show that the proposed algorithm works better in low traffic densities and the stretch ratio is improved by decreasing the network population density. Analysis of separation distances has verified that separation constraints were satisfied throughout.
Future work will investigate sensitivity to tuning parameters such as planning horizon and the length of each planning slot, look-ahead time for transition between sectors, and rate of replanning, with a view to application in more realistic scenarios. Adaptive tuning is of particular interest, with the STDMA allocation process biased to choose favorable slots for re-planning. 
