Abstract-Understanding
I. INTRODUCTION
Large organizations need to understand how system resources are being utilized. The difficulty in understanding utilization is generally not with measuring the utilization of the systems, but it is in interpreting the data for different workloads or business use cases, in order to understand how efficiently systems are being used. Besides, realizing costs associated with the different systems is becoming more and more challenging due to the huge diversity of systems (in terms of capacity, power, energy-consumption, technology, etc) not mentioning the hardware requisites for workloads related to different business uses.
Current monitoring tools tend to focus on collection and aggregation of specific component measurements. End-users are required to manually analyze the data to identify issues in their systems. Analysis of the data from the perspective of how efficiently resources are being used is a demanding task at best and requires domain specific expertise. Current monitoring tools (e.g. [12] [14] [13] ) have not been designed for an understanding as to whether the systems components are being utilized efficiently in a specific context (e.g. a common office desktops will not have the same intensity of utilization than a last generation server) nor to recommend an action according to the current level of utilization. (e.g. suggest to add more OS instances to a system -if it is virtualizable -because it is underutilized, or move the workload off of a particular system to a more efficient one, or simply do nothing if it is used optimally).
In our solution, we created the concept of Cohort, described as a group of systems that are similar in terms of technology, architecture, and purpose inside the organization. That will be evaluated using a Profile. Therefore, we have conceptualized a Profile as a set of criteria with a specific configuration that set the base to score and assess a system within a Cohort. Our approach creates an intermediate layer which includes information about the technology and architecture from each asset, as well as current and historical information about the resource utilization data collected by the monitoring tools, allowing to the end-users to obtain a single value that represents the profile-based evaluation, such that users can quickly understand and report on IT infrastructure utilization. Furthermore, it is very important to mention that this work is currently being used in IBM's integrated testing environment.
The paper is organized as follows. Section 2 describes previous approaches that have been tried in the past, as well as an explanation of the importance of enterprise monitoring tools for our work, and the limitations of these tools for the problem raised. Section 3 mentioned the core concepts behind this new approach. Section 4 illustrated a scoring methodology in which a system is compared against similar systems (in terms of technology and business use) using a particular criteria associated with that group of systems. Section 5 shows the status of our implementation. Which include: number of systems involved in the work, different technologies involved, and some of the expected gains after the full implementation of our approach. Section 6 present some related work. Section 7 concludes the paper.
II. BACKGROUND AND PRIOR WORK
This work is based on an incremental effort within IBM to understand and optimize systems utilization.
In the next subsections we will outline the initial work for monitoring and assessing utilization, as well as two different approaches that we have considered as the first and second iteration for this work.
A. System Monitoring Tools
A monitoring tool is used to observe the activities on a system. In general, monitors observe the performance of systems, collect performance statistics, aggregate and prune data, display results [8] . The main purpose of these tools is to monitor the health and stability of singular systems in a way that users would be notified before they collapse. Current monitoring tools alert to the user when things go bad and when they get better, in general the researchers are focused on monitoring and optimizing the use of particular applications or systems in certain architectures or environments [1] [18] . At the moment, we notice that there is a need for proactive monitoring of the essential resources when users are handling heterogeneous collections of systems, at this point surge the necessity to optimize utilization considering the architecture, technology, and the business use.
Nowadays, there are good enterprise system management applications / frameworks that report on computing resources utilization on specific intervals. These applications are completely essential for this work, but are primarily centered on answering questions such as: Why a particular system is running slow? [11] . An example of such a framework is ITM (IBM Tivoli Monitoring [12] ), actively used by our industry partner. ITM is a framework based on a server-client-agent architecture in which agents (defining agents as computer systems that are capable of independent, autonomous action in order to satisfy their design objectives) [9] are installed on OS instances or assets that report on utilization of computing resource such as CPU, RAM, Disk I/O, and Network I/O to a server which stores it in a data warehouse. Data in the warehouse is aggregated on multiple timescales, so for example, daily, weekly and monthly utilization statistics are available. ITM allows us to know how much hardware we have, what kind it is, where it is, whether or not is active, how many OS instances has installed, where they are and how they are used. Also, ITM 6.2 [12] provides scalability for more than 10,000 systems, not to mention that the agents work in different OS such as Windows, Linux and Unix.
A general matter we seek to improve is efficiency, this means that we try to reduce the relative cost for a given amount of utilization, with multiple factors feeding into cost, such as power, depreciation, administration overhead, software licensing and Real-estate site operations. For this first approach we have assumed that the newer machines are more efficient (cost less) than older machines to run a given workload. Therefore, the most basic method to improve efficiency is to move computing workload from less efficient implementations to more efficient ones. To accomplish this goal, we need to first evaluate the utilization of all systems.
While the agents can provide us with data about specific computing resources, they cannot produce a determination of whether or not a system is 'fully' utilized, given its business and technical purpose, nor whether it is 'appropriately' utilized given its purpose and implementation. Optimizing utilization, it does not mean maximizing utilization -there is no benefit from driving utilization to all systems up -in many cases, companies are hoping to discard or at least unplug under-utilized systems, not use them more intensively. This is particularly the case with older, less power-and coolingefficient system. When a company discard an inefficient system and move that workload to a more efficient solution, they are optimizing utilization. It is entirely possible that utilization driven by that workload would actually go down after moving to a more powerful system. Consider this analogy: if a company has the IT equivalent of a double decker bus, they probably want to maximize use of that vehicle. But, if they have the IT equivalent of a 1973 Lincoln Continental (let us say that they need it for occasional testing) they probably want to minimize the use of that vehicle but still retain the vehicle. Our conclusion is that ITM plays an essential role in this work, but it is not enough to indicate how efficiently systems are being utilized. Our conclusion is that ITM plays an essential role in this work, but it is not enough to indicate how efficiently systems are being utilized.
In the next two subsections we will mention the first two iterations that preceded this work. Although, the reader must consider that both approach were studied in parallel, this means that some errors from the first iteration can also be seen in the second iteration.
B. Absolute Value Comparison
As we already mentioned, this work is based on the continuous improvements on trying to detect IT utilization in heterogeneous environments. Taking into account that ITM allows users to store raw data from the different systems in a warehouse (with the help of a warehouse proxy agent), the first instinct to understand how the different systems are behaving is to look at the raw data captured by the ITM agents. Although, ITM agents stored a bunch of different metrics: Maximums, minimums and averages, for each resource, and the values for those resources are presented in different time basis: daily, weekly, monthly and even yearly basis. Our first experiment was to see the average data distribution for daily measurements. In Figure 1 the reader can see the data distribution for the different resources in a organization with Desktops, laptops and different types of servers, including: System Xs(these servers are distinguished by being based on off-the-shelf x86 CPUs) [16] , and System Ps (RISC/UNIXbased servers) [15] , among others. As the reader can see in the graph, the presence of outliers make us comprehend that comparisons can not be accurately carried out across different populations, also, such outliers make it difficult to notice improvements of utilization for systems at the beginning of the data range. We also have examined the data distribution for weekly measures, considering different metrics but obtaining similar results. It soon became evident that using raw metrics and not having a standard against which to compare those metrics, makes the raw data almost useless -As you can see in the graphs it looks like most of the systems need an improvement in their utilization.
Examining the raw data we also notice that it makes no sense to use the same criteria to evaluate the utilization for different types of systems. E.g. should the end-user apply the same criteria for a Desktop than for a System P? In the case of Desktops, the resource utilization practically do not vary on daily basis, and considering their business use -A day of intense use or the opposite, a day of very low use will have no relevance for large organizations -it seems rational to evaluate Desktops utilization on weekly basis. On the other hand, System Ps are more important in terms of business use, this is because of their technical purpose and cost associated with their ownership [6] [5] this means that these type of systems should be evaluated on daily basis.
Two more deductions have occurred after evaluating the mentioned approach. Firstly, we need to deeply evaluate the technology behind the different systems. For example: System P technology around the point of introduction of power5/AIX 5.3 includes dynamic LPARs (Logical partitions), over-allocation of CPU, etc [15] . All of which have a transformative impact on utilization and its measurement. This means that no accurate recommendations can be made about whether or not there is available capacity on a System P without a CEC (Central Electronics Complex) agent. Mainly because data reported by regular agents (OS agents) on LPAR utilization only make reference to whether or not the LPAR's allocation of resources should be bigger or smaller, not whether they should be used more or less, nor whether there is more capacity available on the system -CEC's agent shows an inventory of CEC resources and resources allocated to individual LPARs on the CEC. The CEC agent monitors the number of LPARs, CPU, and memory allocations per LPAR, LPAR state, LPAR utilization, operating environment, CEC modes and CEC utilization - [12] . Secondly, we need to provide to the end-user with a single score easy to understand.
C. Peer-based Scoring
The strategy for this type of scoring is to create a scale of all measurements per resource over a specified time period and determine where in this scale the current measurement for a system fits. Other interesting features are: each metric has an equal weight, and the scores are calculated relative to the rest of the systems currently being reported.
We will explain the algorithm by example. Firstly, raw metrics are gathered for each system (e.g. CPU = 10%, Network = 100MB, RAM = 7GB, Disk = 12GB) the scoring is based on data collected over a fixed period (e.g. 12 weeks), it is important to mention that the period has to be ample enough to fully understand how the system usually behave. After this fixed period, a full range of scores is identified per metrics, this range is used to calculate a score for each metric per host in the following way: The raw metric score is located in the full absolute range (e.g. for CPU this might be between 0-100, but could equally be between 10 and 90) afterwards, the range is converted from absolute values to a new range of 0 to 10, so a score between 0 and 10 is given based on the metrics position in the range after conversion to the new range (e.g. if the value range was 0-100 and CPU was at 10% a score of 1 would be given). The four scores (CPU, Network, Disk and RAM) are summed to determine the final score. For example, 1+ 10 + 5 + 6 = 22. Finally, a color of Green/Yellow/Red is assigned depending on threshold values -Green above 20, Yellow between 15 and 20, Red for scores below 15.
After examining this algorithm we have found some flaws: (a) The comparison is between systems which are not very similar in implementation or purpose on a single common scale -the smallest desktops is compared to the most massive system; (b) CPU, Network, RAM and Disk are equally weighted, this is unlikely the case in reality, where RAM turns out to be the most common limiting factor in capacity; (c) The algorithm assume that systems working the hardest are 'well utilized'; (d) There is no strong correlation between utilization and some specific action that is to be taken or not taken -how the users can improve their score?; (e) Show how systems are utilized more or less than other systems, but cannot be used for comparisons across geographies; (f) score for a given system on a given day is unpredictable, since each system is scored relative to its peers, changes in the utilization of the peers can drive changes to the score of the system, even when the utilization does not change. This means, that improvements in the utilization may go unnoticed.
In Figure 2 the reader can appreciate one of the flaws of this kind of scoring. The algorithm is manufacturing a gradient where one does not actually exist -that is, in recording scores for CPU (this also happens in Network, RAM and Disk IO) the algorithm is taking a very small differences and then amplifying those scores into a ten point gradient. After examining the two different approaches and studying their flaws, we develop with a list of features that the new scoring algorithm has to accomplish:
• Compare across different populations.
• Compare related categories of systems (e.g. Desktops,
VMware instances, VMware hosts, etc). Fig. 2 . Score for CPU utilization on systems using at least 90% of their CPU capacity
• Rate on a fixed (absolute) scale, so that changes in utilization in one machine can not effect the scoring of another. This also will allow the comparison of systems across geographies/populations.
• Have a more immediate response time. This means that the fixed period should be different depending on the business case. (e.g. if a massive server is underutilized for one week, probably is more than enough time for the user to take an action).
• Weight metrics appropriately.
• Consider business purpose (e.g. a system that is only used once per month may be fine and should not show a Red score if that is the way that is meant to be used) • Guarantee a good score if a system is being well utilized.
• Provide an actionable assessment. Recommendations should be provided for a given system. These features are fully addressed in our Profile-Based Scoring. However, we are still developing some algorithms to completely automatize the process of scoring and assessing systems utilization.
III. NEW CONCEPTS TO UNDERSTAND SYSTEM UTILIZATION
In order to understand the approach proposed, first we need to define or redefine certain concepts. Although some of the concepts were mentioned in previous sections, we believe that this section is necessary in order to make clear that such concepts are part of this approach.
• Utilization: Measure of the raw resources used by an asset or collection of assets. Raw resources include CPU, RAM, Disk and Network I/O. Utilization needs to be comparable across infrastructures. When comparing utilization of systems, systems of the same grade can be compared. Who is using a system and what it is used for should also be collected as part of the monitoring process.
• Utilization Efficiency Rating/Assessment: Utilization efficiency rating is an actionable assessment as to whether a given asset or group of assets are being used within the given utilization efficiency (cost) parameters expected for a given business purpose. This rating will be actionable.
• Profile: A set of criteria and scoring methodologies and references, with a specific configuration, applicable to a Cohort.
• Cohort: A group of systems evaluated using the same set of criteria, analogous to a set of students, of similar age and ability, enrolled in the same class.
IV. PROFILE-BASED SCORING
Our new scoring approach consider as inputs a pre-defined Profile, a pre-defined Cohort, and raw utilization data. These are the components to produce a utilization score for a given system or set of systems. This utilization score has a numerical value which in turn can be compared to utilization thresholds to derive a color value (Red, Yellow, or Green) and a recommended business action (Buy, Sell, Hold, Kill, Shrink, or Grow). Key impacts we have accomplished:
1) Ability to view systems in the context of differentiated Cohorts. 2) Provide a Red/Yellow/Green evaluation aligned with reasonable interpretation: Red = Not used at all , Green = Cannot ask this system to do more than it is doing. Yellow = Utilization must be improved. 3) Red/Yellow/Green convertible into Actions (which differ by Cohort): Buy, Sell, Hold, Kill, Shrink, Grow. These actions will be explained in the next sub-section. 4) Ability to view subsets of systems with a common business purpose that affects utilization in their own cohort, with a customized profile. These was possible due to the efficient comparison that we have implemented -comparing systems to other systems that are similar in architecture implementation and business use. (e.g. VM vs. VMWare Host vs. Desktop vs. System P LPAR). Also, we have achieved a predictable and consistent evaluation criteria across all geographies and brands. This means, that a system that was labeled Green in one warehouse must be labeled Green in any other warehouse.
After refactoring the systems, the profiles are created considering one or more Exemplar systems within the cohort, whose measured utilization can be used to create scoring bounds. The Exemplar systems are systems that the enduser (system administrators, managers, etc) is sure that are operating at optimal conditions (considering the architecture, technology and business associated with them). Besides, the user must analyze the distribution within Cohorts using the Profile and adjust weightings and bounds as necessary. The Exemplars act as a starting point for subsequent adjustments. When the user finish these adjustments, the boundaries will indicate when a system is Green (well utilized). Furthermore, to set the boundaries for the systems that are not used at all (Red systems), the user have to follow the same methodology, although in this case we call such systems Counter-Exemplar systems, which will set the minimum values for a system to be considered as not utilized.
The profile also contains other interesting attributes such as: Action, Peak Hold / Running Timeframe, Timescale, Bias and Weighting. These attributes help the user to understand and interpret the score gave to a particular system. Let us explain these attributes more deeply: an Action is the recommendation derived from Red/Yellow/Green label. In other words, indicates what is the action that is to be taken for each label. Example 1: the action for a Desktop labeled as Yellow is "Sell", because the workload would be more efficiently executed elsewhere; Example 2: the action for a Virtualized host labeled as Yellow is "Buy", because we want the Virtual Host to be used as much as possible.
An attribute related with the Timescale of scoring will represent the unit of time in which the utilization measurements should be based. It is reasonable to think that some systems could be idle for a few days, but then they could have an intense use, in such cases it would be more precise to score weekly than daily. Besides, we should consider how are we biasing the evaluation within the timeframe (i.e. what do we care most: Average, Best, Worst or Latest utilization?). When the Bias is 'Best' or 'Worst', this can be interpreted as the number of Non-Green days (Peak Hold/ Running Timeframe) before a system loses its Green label -this is driven by the consistency of load on systems in the given cohort -We notice that Desktops are much less consistently used than virtualization clusters, and could thus merit a longer Peak Hold period. Instead, when Bias is "Running Average", this represents the number of days used to include in calculating the average.
A key attribute that we have not mentioned is the resource Weighting, which represent the importance of resources within the Cohort. E.g. VMs do not report Disk IO, so they could be weights in this way: CPU -0.33, RAM -0.33, Network IO -0.33. In most of the cohorts we observed that Disk or Network IO are almost never limiting factors. In fact, we have noticed that a weighting of CPU = 0.5, and RAM = 0.5 may be fine for most cohorts, and the use of Network and Disk IO may be the exception rather than the rule. The aggregate of all weights is expected to sum 1. By making weights add to 1, the user get the simplest, straightest line from utilization measurement to utilization 'score'. Finally, the Basis of scoring tell us if we should consider average, maximum or minimum of utilization. For example: we should select the maximum if the nature of the Cohort is such that periods of intense use will be lost if an average is used.
A. Setting a Profile and Scoring
First of all, an Upper and Lower bound of the exemplar system are selected over a rating period. The profile's Timescale will define which scores should be used (e.g. daily, weekly, etc). Afterwards, the profile's Basis will define which metric should be used to populate the range bounds in the profile records based on the results of the analysis from the exemplar's utilization data. Upper and Lower bounds for the different values (minimums, maximums and averages) are stored in the profile for each element, but the Basis determines which ones are used (e.g. for the ITM-measured minimum values, which were the Lowest (Lower Bound) and Highest (Upper Bound) recorded during the measuring period). By having the unused bounds pairs in the profile, it is possible to test the results/impact of choosing a different Basis. The minimum utilization values (Red values) are populated using Fig. 3 . Scoring a cohort of systems using a business profile measurements from the counter-exemplar systems -again, Basis determines which type of metric is used (Minimums, Maximums, Averages) Each Cohort must be associated with a particular Profile, this is an N to 1 relationship (several Cohorts can be associated with the same Profile). The score for each resource is calculated multiplying the raw data (expressed in percentages) by the weight associated with that resource, and the final utilization score is calculated summarizing the score for each resource.
A system in a particular Cohort has to compare its score against the ranges in the Profile. If the score is within the Lower and Upper bounds it means that the system is Green. If it is below the minimum utilization threshold it means that the system is Red. Otherwise it is Yellow. Finally, with a Red/Yellow/Green evaluation in hand for a given system in a cohort, we can then use the Profile to determine what should be done with the system in order to increase overall utilization:
• Buy: add workload to the system -for Virtualization servers this means add more VMs/LPARs • Sell: migrate the workload off of the system to a more efficient system (which it is rated "Buy").
• Hold: do nothing -user must maintain the workload where it is.
• Kill: retire the system, as it is inefficient and (thankfully) doing nothing.
• Grow: increase the resources allocated to the VM or LPAR.
• Shrink: decrease the resources allocated to the VM or LPAR. Note that automatic shrinking and growing is an interesting feature that we had discuss earlier for System P/AIX architecture, meaning that for this kind of systems such actions are not applicable.
In Figure 3 the reader can see how the data are represented according to this new approach. It is obvious that in this case there is a more normal distribution, that make the data utilization easier to interpret. This is valid either for the total score of utilization or for the score of each individual resource. By examining the different attributes of the figure we can notice the following: 1) the Cohort Score Distribution exhibits practically a normal distribution in the score of utilization; 2) The Cohort Utilization Summary shows the raw amount and the percentage of systems in each color label. As we mentioned before, these thresholds are established using Exemplar and Counter-Exemplar systems. I.e. the Green threshold is calculated substituting the exemplar(s) data in the equation (1) .
Exemplars and Counter-Exemplars were selected by a system administrator, and the results were also examined by him/her. For this particular cohort the systems labeled as red/yellow were confirmed to be working inefficiently. Also, the systems labeled as green were systems working at optimal conditions. It is worth to mention that we have found systems labeled as green that were using just 10% of the CPU capacity and 80% of RAM capacity. This is because in a heterogeneous group of systems some parts may be over-utilized and others under-utilized. Furthermore, some profiles are created in a way that systems may be over-provisioned intentionally to handle peak loads, meaning that the normal state could look like underutilized. However, these exemplars systems are just a starting point, due to the fact that there are some cohorts with a very dynamic level of traffic, in which the exemplars were not as precise as we expected. To solve this problem we are currently working in the implementation of a pattern detection algorithm within the cohorts so we can dynamically detect exemplars according to varying levels of utilization. We expect that a combined technique of patterns detection and exemplar utilization will give us the level of exactitude to set more accurate boundaries when levels of utilization in the systems within the cohort change too fast. At last, the figure also shows the Weight for each resource and at the bottom of it the thresholds of utilization (Minimums and Efficients) for this profile are expressed.
In Figure 4 the reader can see an example of how the rating/assessment performed to a single system within a Cohort is using a particular Profile. On the upper left of the figure there are the profile's details which include the attributes that we have mentioned at the beginning of the section. On the bottom left there are the scores for a system (last day, last week and Fig. 4 . Single system summary final). These are simply a multiplication between the resource utilization and the resource weight, of which the results will be summed together. Besides, on the right bottom there is a summary of the system's evaluation including a recommended action to improve its utilization. Above the summary there is represented the position of the system within the cohort it belongs, and on the right corner the reader can see what is the cohort score data distribution for the each resource.
V. IMPLEMENTATION STATUS The presented and described profile-based scoring is currently partly implemented, it is still being developed. Either way, it is important to mention that our approach is fed with data from a large variety of OS platforms, such as: Windows, Linux, AIX, HP-UX, Solaris, and VMWare ESX. As well as different hardware platforms: System X, System P, ThinkCentre (Workstation), Sun, and HP. The magnitude of the project include approximately 35,000 ITM clients distributed over 50 buildings in different parts of the world, including: US, Canada, UK, Ireland, China, and India. Furthermore, the hardware platforms are from zero to ten years old -As the reader can see, it is proper to say that we are dealing with a very heterogeneous group of systems.
During the implementation of this project we project a general gain in regards of energy-saving when the users move workload from a Seller system to a Buyer system. For confidentiality reasons let us assume nominal values of 10,000 Desktops running at 600 watts, and 500 Virtualization Servers running at 1,000 watts, each one with roughly 40 VMs. Looking at the preliminary data, it is reasonable to think that we will dismiss at least 5% of the Desktops, generating an energy-saving of nearly 300,000 watts, producing benefits in terms of energy and money.
VI. RELATED WORK Previous related work have focused on efficiency analysis [17] , monitoring tools [12] [7] , or business system management [19] . Let us start by the previous definitions of efficiency, some approaches have considered that efficiency is equal to time behavior plus resource utilization [5] [2] . There are other techniques like DEA (Data Envelopment Analysis) [3] that suggests comparing a system against the "best" system in order to get an efficient comparison. Furthermore, more general definitions have been defined in the overall equipment effectiveness (OEE), which quantifies how well a manufacturing unit performs relative to its designed capacity, considering availability, performance, and quality. Although, none of this definitions fulfill our requirements of measuring how efficient systems are utilized when they are deployed in a large-scale heterogeneous environment.
Monitoring tools, like the ones that we have mentioned in previous sections are essential for this work, but are not enough to understand how efficient current utilization levels are for different business purposes. Finally, business system management is focused on the understanding of how system resources affects the applications and business processes supported [19] , not in how the current utilization levels are according to different business purposes.
The reader can appreciate that these areas try to solve a problem that is not so far from the one that we try to solve. The main difference is that this approach is center in the lack of accuracy on today's organizations in determining if systems are being utilized efficiently, considering that efficient utilization vary according to architecture, technology, and business use. Also, our approach informs the user how improve the utilization for such systems.
VII. CONCLUSION
The paper has shown the necessity for the profile-based scoring approach as a method to define more accurately the concept of efficient utilization. After the first two iterations we have proved the problems of evaluating the utilization of systems using simply raw data or peer-scoring in an heterogeneous group of systems. Afterwards, we have found that is necessary to create homogeneous sets of cohorts in order for any scoring to make sense. The profile-based scoring approach is presented as a method to accurately define the concept of efficient utilization within a group of similar systems using profiles and exemplar systems. This approach proposes new definitions/concepts such as the ones referenced in the New Concepts to Understand System Utilization section, and also proposes the use of colors to give meaning to the utilization score and associate a specific action with each color in a given profile with the intention of linking groups of systems (cohorts) together. For example: workload from cohort A should be migrated to available capacity in cohort B. Finally, we have proved that we can establish absolute Red/Yellow/Green thresholds based on the use of exemplars and counter exemplars within the cohorts -this would be impossible without the use of different cohorts.
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