Abstract. We study the asymptotic behavior of an inertial tracer particle in a random force field. We show that there exists a probability measure, under which the process describing the velocity and environment seen from the vintage point of the moving particle is stationary and ergodic. This measure is equivalent to the underlying probability for the Eulerian flow.
Introduction
Suppose that the trajectory of a particle is a solution of the Langevin equation In this article we set out to investigate the long time/large scale asymptotic of the first two moments of the tracer particle position. Since, as we have already mentioned, F is spatially homogeneous we may always assume with no loss of generality that x = 0. On the other hand, we suppose that the initial velocity v is a random vector, independent of both the force field F and the white noiseẇ(·), whose law has a non-vanishing density g * w.r.t. the Lebesgue measure. The force field is supposed to be T -dependent, i.e. there exists a finite time T > 0 such that the σ-algebras generated by F(s, x), s ≤ 0, x ∈ R d and F(s, x), s ≥ T , x ∈ R d are independent. Under these hypotheses and some (rather mild) regularity assumptions on F we show, see Theorem 2.1 below, that the law of large numbers holds, i.e. The convergence holds almost surely with respect to the product probability measure corresponding to the force field F, the ensemble of initial velocities v and the realizations of the white noiseẇ(·). We also show that the fluctuations of the particle motion around the mean motion are of diffusive nature. We mean, by that, the fact that the mean square displacement is proportional to time, i.e. Here · corresponds to the expectation with respect to the probability measure P while E g * denotes the averaging with respect to the joint realizations of the white noise and the initial velocity. The diffusivity matrix D = [D i,j ] is non-degenerate, i.e. it is not equal to 0.
The situation when the random force F is the gradient of a steady (i.e. time independent)
space-stationary random potential Φ, i.e. F(t, x; ω) = ∇Φ(x; ω) has been considered in [8] . It can be seen that in this case the velocity process (v(t)) t≥0 is stationary and ergodic, provided that the initial velocity has a Maxwellian distribution with mean 0 and the covariance matrix equal to κ(2γ) −1 I (here I stands for the identity matrix) and the probability distribution corresponding to the force field is a Gibbs measure with the interaction potential κ −1 Φ, i.e.
it is given by µ(dω) := Z −1 exp(Φ(ω)/κ) P(dω). Here Z is a constant normalizing factor.
The Stokes drift then vanishes and, as it has been shown in Theorem 1.1 p. 820 of ibid., the random variables x(t)/ √ t converge, as t → +∞, to a Gaussian random vector with a non-degenerate covariance matrix. Much less is known about the case when the force field is not conservative. Some results for incompressible fields F are contained in [9, 1] . When, on the other hand the forcing term is periodic and time independent one could use the estimates for the transition of probability densities that follow from hypoellipticity of the generator of the Markov process (x(t), v(t)), t ≥ 0 and obtain the diffusive behavior of the particle for large times, see Theorem 2.1 of [4] . It is not immediately clear how to adapt the method of hypoelliptic estimates to the case of a general random field F. Then, one could in principle define a Markov process that allows to recover the trajectory and velocity of the particle, see (2.2) below and pp. 51-52 of [7] , but the phase space of such a process is infinite dimensional and no analogue of hypoellitptic estimates seems to be available in such case.
In the present paper we take a different route. The system (1.2) can be considered a perturbation (by a bounded term F) of a system of equations describing an Ornstein-Uhlenbeck process. As it has been proven in [3] , even in the context of Banach space valued processes, in such a case one can find lower bounds of the random transition of probability densities corresponding to the position/velocity process by the deterministic kernel of an (unperturbed)
Ornstein-Uhlenbeck, see (3.1) below. On the other hand, one can also obtain uniform in time bounds for the moments of the particle velocity, see (3.12) below. We define then a Markov chain embedded into the environment process (i.e. the process describing the environment from the vintage point of the tracer particle) that for a given time t describes the environment after a time interval T equal to the dependence range of the field, conditioned on the past up to t, see (3.8) . The estimates mentioned in the foregoing make possible an application of the results on stochastic stability of Markov chains due to Meyn and Tweedie, see [6] . The details of the argument are given in Section 3. Besides proving the existence of the Stokes drift and the diffusivity matrix, see (1.3)-(1.4), we show also that the limiting covariance matrix must be non-trivial. Finally, to make the paper self-contained, we present in Section 4 the proof of the lower bounds for the random transition probabilities.
2. Notation and formulation of the main result.
To simplify the notation we assume, throughout the remainder of the paper, that γ = κ = 1 in (1.2).
2.1. Random force field. We assume, with no loss of generality, that Ω is equipped with a metric making it a complete and separable (Polish) metric space. Let F be its Borel σ-algebra and let P be a certain Borel probability measure on Ω. Let G be an additive and
for all (t, x), (s, y) ∈ R × R d and the mapping (t,
for each A ∈ F. We assume that P is homogeneous w.r.t.
By · we shall denote the expectation w.r.t. P.
The random force field is time stationary and spatially homogeneous, i.e. it can be given
Also, with no loss of generality we may, and will, assume that F is the smallest σ-algebra generated by all F a , a ∈ R.
Suppose that T, F are certain positive numbers. The assumptions we make about F can be stated as follows: D(T): (T -dependence) the σ-algebras F 0 and F T are independent, R(F): for P-a.s. ω ∈ Ω the field F(·, ·; ω) is jointly continuous, locally Lipschitz in the spatial variable and
2.2. The Lagrangian process. Suppose that a d-dimensional white noise (ẇ(t)) t≥0 is given over a probability space T 1 := (Σ, A, W ). We denote by E the expectation w.r.t. W and by p ω (s, v, x; t, u, y), s < t, v, x, u, y ∈ R d the random transition of probability density corresponding to the diffusion described by the system of equations (1.2). It has been shown in [10] , see Theorem 5.2 p. 354, that p ω (s, v, x; t, u, y) > 0 for all ω ∈ Ω (see also Section 4 below). By (v(t; v, x, ω), x(t; v, x, ω)) we denote the solution to the system that starts at t = 0 from (v, x) and corresponds to the elementary event ω. In the particular case when x = 0 we shall drop the initial position from the notation. Also, we will not explicitly display parameter ω when its value is obvious from the context. Let
be the joint process describing the velocity of the particle and the force field along its trajectory. 
3. The proof of the results of Section 2.
. . we denote generic constants appearing throughout the remainder of this paper. Unless otherwise stated the constants depend only on F and T .
3.1. The renewal structure of the process (P (t; v)) t≥0 . For any p, t ≥ 0 we shall denote
Let ν * (dω, dv) be the product measure P(dω) ⊗ dv defined on the Borel subsets of Ω × R d and let T 0 be the probability triple ( 
and satisfy f dν * = 1. We denote by · f the expectation corresponding to the probability measure f dν * ⊗ dW . Furthermore, for any nonnegative, measurable function g :
It follows from Remark 4.1 and Theorem 4.2 below that there exist constants b 1 > 0, possibly depending on F, T , and b 2 > 0 depending only on T > 0 such that
In particular, from (3.1) we obtain that for suitable constants b 1 > 0 depending on F, T and b 2 > 0 depending only on T we have
Our principal result concerning the renewal structure of the process (P (t; v)) t≥0 , given by (2.2), is the following.
Let h and f be as in the statement of Theorem 3.1. Suppose also that t ≥ T . We can write
Define also
and
is the conditional probability w.r.t. the σ-algebra F 0 and
Note that Q1 = 1 and
thus in particular we can conclude properties i) and ii).
In fact, using Beppo-Levy monotone convergence theorem for integrals one can define the
From the foregoing it follows that the measure is absolutely continuous w.r.t. ν * and its Radon-Nikodym derivative equals Qf .
To prove parts iii) and iv) we shall need the following. 
Proof. We need to prove (3.12) only for integer values of p. It can be generalized then to an arbitrary p via a standard interpolation argument, see e.g. Chpt. 6.10 of [2] . The conclusion of the lemma is obvious when p = 0. Suppose that it holds for a certain p. Using Itô formula we obtain
Hence, (3.14) Ev
To estimate the third term on the right hand side of (3.14) we use an elementary inequality ab ≤ r −1 (a/ρ) r +q −1 (ρb) q that holds for any r, q ≥ 1 such that r −1 +q −1 = 1 and all a, b, > 0.
q ∈ (0, 1/2). Summing up over the coordinates the expression appearing on both sides of inequality (3.14) we conclude that
Using the induction hypotheses we can easily conclude that
for some constant C > 0 that may only depend on F and p. Thanks to Gronwall's inequality we obtain
Hence, in particular, (3.12) holds for p + 1.
Here b R > 0 is a certain constant depending only on F, T, R and the probability measure
is concentrated on C R . The constant Z is a normalizing factor in (3.18).
On the other hand, according to (3.8), we have
Using (3.16) we obtain
for some constant C > 0 that may only depend on p and T . Let R > 0 be such that
R . Both here and below we denote by A c the complement of a given set A. Then, taking into account the definition of the set C R , we obtain
We are now in the position to apply Theorem 2.3 of [6] . From this result we conclude that the Markov chain corresponding to the transition of probability operator Q is V 2p -uniformly ergodic, see (5) of ibid. for the definition, and this in particular means that there exists a unique invariant density h * ∈ D such that for each p ≥ 0 we have
From Lemma 3.2 we conclude estimate (3.4). Choosing sufficiently large R * > 0 we can guarantee that
where C c R * is the complement of C R * . Hence, using (3.2), we obtain
Hence, in particular, strict positivity of h * follows. Moreover as a consequence of estimate (19) of [6] we also have From (3.12) and part ii) of Theorem 3.1 we can easily conclude the following. 
As a result we also have sup
We end this section with a result that implies among others the L 2 integrability of the invariant density.
Proposition 3.4. The range of the operator Q is contained in L 2 (ν * ). Moreover, we have
where the constant C > 0 depends only on F and T .
Proof. Suppose that g ∈ L 2 (ν * ). Using (3.3) we can write that
where E denotes the expectation corresponding to measure W , cf. Section 2.2. Using the result of Corollary 2.1 pp. 338-339 of [10] we conclude that the right hand side of (3.26)
Here (x 1 (t; v), u 1 (t; v)) is the solution of (1.2) corresponding to F ≡ 0. Applying CauchySchwartz inequality to the expression under expectation E we obtain that it can be estimated by
Using this estimate we can write that
The penultimate equality follows from homogeneity of P and the fact that (x 1 (T ; v), u 1 (T ; v))
does not depend on ω, while the last estimate is a consequence of Jensen's inequality. Note however that the random vector (x 1 (T ; v), u 1 (T ; v)) has a Gaussian law with the mean below for the definition. We have therefore
where λ * , λ * are the smallest and largest eigenvalues of the matrix C(T ) correspondingly (note that thanks to (4.9) we have λ * > 0). Integrating out over x and using the fact that exp − 1 2 λ * |u − e −t v| 2 ≤ 1 we obtain, from (3.28), that
and (3.25) follows.
3.2.
The proof of Theorem 2.1. Let
From this point on we can follow the argument contained on p. 643 of [5] , which shows that
and measurable we have
Equality (3.32) shows in particular stationarity of the process (P (t; v)) t≥0 defined by (2.2), when considered over the probability space ( 
Thanks to Lemma 3.2 for any p ≥ 1 we have
where a deterministic constant C p > 0 depends only on p. Note that as t → +∞ the expression D i,j (t) equals, up to a term of order o (1),
where
We have shown therefore that
Here e i,j :
. Now we turn our attention to the limit of the expression given in (3.39). To write the terms appearing on the right hand side of (3.39) in a more convenient form we introduce
Note that
Then, the term in question can be transformed with the help of Theorem 3.1 and becomes
m dν * . Thanks to our assumption on the existence of the second absolute moment of g * we conclude thatỸ 
(cf. (3.5)) for some constant C > 0 that may depend on p. As a consequence of the above remark we can define Z (j)
for some C > 0, γ 1/2 ∈ (0, 1). We have
On the other hand, from (3.42) and (3.43) we get
for some constant C > 0. Hereγ := γ 1/2 ∨ γ 1 . The utmost left hand side of (3.47) can be therefore estimated by
As a consequence of (3.45) and (3.48) we obtain also that
Using the definition of the operator (I − Q) −1 we arrive at the estimate
Thus, from the above and (3.49) we can conclude that
The series appearing on the utmost right hand side of (3.52) converges. In fact one has
Summarizing, we have shown that d i,j given by (3.36) exists and
3.4.
Non-degeneracy of the diffusivity matrix. We shall show that
The corresponding L 1 (ν h * ) space can be identified with the subspace of L 1 (µ * ) consisting of those elements that do not depend on the x-variable. For any f ∈ L 1 (ν h * ) we define operator
where Q is given by (3.7). Obviously, from the definition and Theorem 3.1 it immediately follows that Q h * maps L 1 (ν h * ) into itself, preserves the set of ν h * -densities and Q h * 1 = 1.
Moreover, by virtue of (3.5), for each p ≥ 0 there exist constants C > 0, γ p ∈ (0, 1) depending only on p, T and such that for any
where λ h * (f ) := f dν h * . The following proposition gathers some useful facts about the operatorQ. ii) The range ofQ is contained in L 1 (ν h * ) and for any m ≥ 2 we have
iii) We haveQ1 = 1 andQ is a positivity preserving contraction on any L q (µ * ), where
Suppose also that C, γ 0 are the constants appearing in (3.57)
with p = 0. Then, for any q ≥ 1 we have
is the unique µ * zero mean solution of the equation
Proof. Suppose that f is a µ * -density. Note that from the definition of µ * and homogeneity of P we can write
Part ii) follows from the definition of the operatorQ and the fact that for any f ∈ L 1 (ν h * )
we haveQf = Q h * f . Part iii) then is a direct consequence of the equality Q h * 1 = 1. Thanks to (3.58) and (3.57) we can write
and 
where g 1 is the unique µ * zero mean solution to the equation (I −Q)g 1 = f 1 . We can further rewrite (3.60) and obtain (3.61)
Positivity of d 1,1 follows from the following simple lemma.
Proof. Suppose that on the contrary
We use a short hand notation for elements of Ω×R 2d by writing ξ := (ω, v, x), ξ := (ω , u, y).
Let alsoν * (dξ) := ν * (dω, dv)dx. With that notation operatorQ can be written asQf (ξ ) =
Moreover, in light of part ii) of Proposition 3.7 kernel K is doubly stochastic, i.e.
K(ξ , dξ) ≡ 1
for µ * -a.s. ξ and
Cauchy-Schwartz inequality implies then that
Note that (3.62) implies that we have in fact equality in to present here a simplified version of the argument from [3] .
We start with some notation. Let X ∈ R N . We consider a slightly more general equation
where X(t) ∈ R N , (W(t)) t≥0 is a standard N -dimensional Brownian motion over a certain probability space (Σ, A, W ) and A, Q denote N × N constant element matrices. We assume further that the matrix Q is symmetric and that there exists a continuous function
Let P s,X be the law on C([s, +∞), R N ) of the solution to equation (4.1) starting at time s from X with and let P (s, X; t, ·) be the respective transition of probability function.
When H ≡ 0 the solution of (4.1) is a Gaussian, Markovian process given by
Let Q s,X denote the law of (Z(t; s, X)) t≥s and Q(s, X; t, ·), q(s, X; t, ·) be the respective transition of probability function and its density. In fact the process (Z(t; s, X)) t≥s is Gaussian with the mean e A(t−s) X. Its covariance matrix equals
We assume that (4.6) det C(t) > 0 for all t > 0 and (4.7)
Remark 4.1. Note that the system (1.2) satisfies the assumptions made in the foregoing.
The phase space in this case equals R 2d , X(t) = (x(t), v(t)) * and 
by virtue of Cauchy-Schwartz inequality thus (4.6) holds. The expression appearing in (4.7) 
The estimate (3.1) is a simple consequence of the following. 
Proof. Let (4.15)
It can easily be shown by a direct calculation that the law of this process coincides with the law of the the Ornstein-Uhlenbeck process (Z(u; s, X)) u∈ [s,t] conditioned on the event Z(t; s, X) = Y, i.e. the Ornstein-Uhlenbeck bridge starting at time s at X and reaching Y at time t. In addition, it can be verified that the bridge process defined by (4.15) is independent of the random vector Z(t; s, X). Let
The following lemma can be verified by a direct calculation of the respective covariance matrices. Moreover, this process is independent of the vector Z(t; s, X).
Our next task would be to express function g(s, X; t, Y) appearing on the right hand side of (4.12) using the unconditional expectation of the Ornstein-Uhlenbeck bridge. Before stating the next result we introduce some notation. We denote byẐ(u; s, t) the bridge corresponding to X = Y = 0. Let also
A straightforward calculation shows that
where B 2 (u) := Q e A * (t−u) C −1 (t − s).
Our next observation will enable us to replace the conditional expectation appearing in the definition of g(s, X; t, Y), see (4.13), by the unconditional expectation. As a result we will be able to estimate this term from below. Using standard conditioning rules of Gaussian processes we obtain that This allows us to identify the limit of the expressions on the left hand side of (4.22) as being equal to g(s, X; t, Y) which ends the proof of the lemma. 
