Introduction
For facial feature representation Gabor wavelets have been successfully applied in various approaches. (Shen, 2005) classified the methods into three categories: analytic (feature based), holistic (global) and hybrid methods. Analytic approaches compare the salient facial features or components. Holistic approaches make use of the information derived from the whole face pattern. And, hybrid methods combine both local and global features to produce a more complete representation of human face. Excellent reviews on Gabor wavelet based face recognition have been done by (Shen, 2005) (Shen & Bai, 2006) and (Serrano, Diego, Conde, & Cabello, 2010) . In this chapter we discuss the latest developments in Gabor wavelet based face recognition in last few years.
Holistic Approaches
Over the last few years, different approaches have been proposed to improve holistic methods for face recognition. Some of them include color processing, different face representations and image processing techniques to increase robustness against illumination changes. One of the most successful strategies has shown to be the use of Gabor representation of the images. There has been also some research about the combination of different recognition methods, both at the feature and score levels. (Tenllado, Gomez, Setoain, Mora, & Prieto, 2010) proposed an effective combination scheme that is able to improve a single holistic method by fusing the recognition scores obtained from both natural face images and their Gabor representations. These results suggest that some complementariness exists between both representations, which can be easily exploited by fusion at the score level. However, the face recognition problem is made difficult by the great variability in head rotation and tilt, lighting intensity and angle, facial expression, aging, partial occlusion (e.g. Wearing Hats, scarves, glasses etc.), etc. A multi-scale representation technique for face recognition using Gabor filter and Log-Gabor filter was proposed by (Murugan, Arumugam, Rajalakshmi, & Manish, 2010) to handle this issue.
Gabor features have been known to be effective for face recognition. But, only a few approaches utilize phase feature and they usually perform worse than those using magnitude feature. For this reason, only the magnitudes of the Gabor coefficients are thought of as being useful for face recognition, while the phases of the Gabor features are deemed to be useless and thus usually ignored by face recognition researchers. However, (Zhang W. , Shan, Qing, Chen, & Gao, 2009) showed that the phase part should be reconsidered. By encoding Gabor phases through local binary patterns and local histograms, they achieved very impressive recognition results, which are comparable to those of Gabor magnitudes-based methods. The results also indicate that, we can achieve higher accuracy by combining the phases with the magnitudes. ) proposed a local feature based image representation method, derived from the local Gabor phase difference pattern (LGPDP). It has been shown that the proposed method brings higher discriminative ability to Gabor phase based pattern. To investigate the potential of Gabor phase and its fusion with magnitude for face recognition, (Xie, Shan, Chen, & Chen, 2010) proposed local Gabor XOR patterns (LGXP) and block-based Fisher's linear discriminant (BFLD) to reduce the dimensionality of the proposed descriptor and enhance its discriminative power. (Struc, Vesnicer, & Pavesic, 2008 ) introduced a new feature extraction technique for face recognition called the Phase-based Gabor Fisher Classifier (PBGFC). Results show that the proposed technique performs the best among the tested methods when severe illumination changes are introduced. Later, (Struc & Pavesic, 2011) proposed a novel face representation called the oriented Gabor phase congruency pattern (OGPCP). It is claimed that it represents a novel robust face representation capable of substituting or complementing the existing Gabor magnitude based recognition techniques. (Zhu, Cao, Liu, Lei, & Li, 2012) proposed a Gabor phase difference representation for occlusion robust face recognition. (Mahalingam & Kambhamettu, 2011 ) studied the effects of discriminative cues (gender and age) in an image based face recognition system across age and proposed a feature based approach which uses the Gabor phase and magnitude images. Using phase part of the 2D log polar Gabor transform, (Singh, Vatsa, & Noore, 2009 ) presented a face recognition algorithm that addresses two major challenges. alteration of the features using disguises, and using limited gallery images. 2D LogGabor wavelet based techniques have also been successfully applied by Fan et al. (Fan, Duan, & Long, 2008) . They proposed a face recognition scheme by subspace analysis of 2D Log-Gabor wavelets features. To resolve the common situation of "Single Sample per Person" (SSP) in face recognition (Nguyen, Bai, & Shen, 2009 ) proposed a novel approach based on a combination of Gabor Filter, Local Binary Pattern and Whitened PCA (LGBPWP).
One drawback of Gabor-based face representation is the huge amount of data that must be stored. Due to the nonlinear structure of the data obtained from Gabor response, classical linear projection methods like principal component analysis fail to learn the distribution of the data. A nonlinear projection method based on a set of self organizing maps is employed by (Aly, Shimada, Tsuruta, & Taniguchi, 2010) to capture this nonlinearity and to represent face in a new reduced feature space using the proposed Multiple Self-Organized Gabor Features (MSOGF) algorithm. Recognition accuracy and classification speed are the two other essential issues in face recognition. Approach based on Local Gabor Binary Pattern Histogram Sequence (LGBPHS) has been applied to face recognition successfully, and achieves high recognition rate. However, it suffers from excessive computational complexity, which limits its applications. To increase the computational speed, (Yang & Guo, 2010) proposed the parallel LGBPHS and weighted LGBPHS approaches. The experimental results show that the parallel algorithms presented are effective in speeding up the algorithms of training and classification, while maintaining the recognition accuracy unchanged. ) proposed a feature extraction method using multi-frequency bands for face recognition, named as the Multi-band Gradient Component Pattern (MGCP). The MGCP captures discriminative information from Gabor filter responses in virtue of an orthogonal gradient component analysis method, which is especially designed to encode energy variations of Gabor magnitude.
By coding the input testing image as a sparse linear combination of the training samples via l1-norm minimization, sparse representation based classification (SRC) has been recently successfully used for face recognition (FR). Particularly, by introducing an identity occlusion dictionary to sparsely code the occluded portions in face images, SRC can lead to robust FR results against occlusion. However, the large amount of atoms in the occlusion dictionary makes the sparse coding computationally very expensive. (Yang & Zhang, 2010) have used the image Gabor-features for SRC. The use of Gabor kernels makes the occlusion dictionary compressible, and a Gabor occlusion dictionary computing algorithm is then presented. The number of atoms is significantly reduced in the computed Gabor occlusion dictionary, which greatly reduces the computational cost in coding the occluded face images while improving greatly the SRC accuracy. (SHEN & JI, 2009 ) proposed a Gabor wavelets and support vector machine (SVM)-based framework for object recognition. Meshgini et al. (Meshgini, Aghagolzadeh, & Seyedarabi) also presented a novel face recognition method based on the Gabor filter bank, Kernel Principle Component Analysis (KPCA) and Support Vector Machine (SVM). (BARBU, 2010) proposed a novel human face recognition approach based on two-dimensional Gabor filtering and supervised classification. The feature extraction technique proposed uses 2D Gabor filter banks and produces robust 3D face feature vectors. A novel Gabor-based Improved Supervised Locality Preserving Projections (Gabor-based ISLPP) for face recognition is presented by (Jin & Ruan, 2012) . (Qin, Qin, Xue, & Li, 2012) proposed a novel image region descriptor for face recognition, named kernel Gabor-based weighted region covariance matrix (KGWRCM).
Information jointly contained in image space, scale and orientation domains can provide rich important clues not seen in either individual of these domains. The position, spatial frequency and orientation selectivity properties are believed to have an important role in visual perception. (Lei, Liao, Pietikainen, & Li, 2011) proposed a novel face representation and recognition approach by exploring information jointly in image space, scale and orientation domains. Later, (Lei, Liao, He, Pietikainen, & Li, 2008) For an image, texture unit (TU) is a small complete unit which characterizes the local texture of a given pixel and its neighborhood. Recently, TU-based approaches have been widely used in face recognition. (Yao, Ai, & Lao, 2008) proposes a novel face representation and recognition approach based on TU. They proposed Local Gabor Quarternary Pattern (LGQP) method which incorporates both Gabor magnitude and phase information in a single TU code. (Xie, Shan, Chen, Meng, & Gao, 2009) propose Learned Local Gabor Patterns (LLGP) for face representation and recognition. The proposed method is based on Gabor feature and the concept of texton, and defines the feature cliques which appear frequently in Gabor features as the basic patterns. Different from Local Binary Patterns (LBP) whose patterns are predefined, the local patterns in our approach are learned from the patch set, which is constructed by sampling patches from Gabor filtered face images. proposed a weighted vote of Gabor filters method using the 40 basic Gabor feature representations. The novelty of this approach lies in the use of weights to indicate discriminating capacity of basic Gabor filters. Using a training set they first learned the weights, signifying discriminating capacity, of the filter. Later, on the test set, the successful match was decided based on the highest vote received by a probe image. The method has shown 100% accuracy using two fold cross validation test where accuracy of conventional method was found to be 95% for 100 subjects using histogram intersection as similarity measure.
Analytic Approaches proposed a methodological improvement to increase face recognition rate by selection and weighting Gabor jets by an entropy measure. They also proposed improvements in the Borda count classification through a threshold to eliminate low score jets from the voting process to. They showed that combinations of weighting Gabor jets and threshold Borda yield the best results. Later, proposed methodological improvements to increase face recognition rate by selection of Gabor jets using entropy and genetic algorithms. (Gunther, Haufe, & Wurtz, 2012) extended the well-known Gabor jet disparity similarity function to allow a higher disparity of the offset positions. Using this estimated disparity, they proposed several phase based similarity functions, which turned out to be very useful for recognizing faces photographed with strong or uncontrolled lighting conditions. 
Hybrid Approaches
In the literature of psychophysics and neurophysiology, many studies have shown that both global and local features are crucial for face representation and recognition. (Su, Shan, Chen, & Gao, 2009 ) proposed a novel face recognition method which exploits both global and local discriminative features. In this method, global features are extracted from the whole face images by keeping the lowfrequency coefficients of Fourier transform, which encodes the holistic facial information, such as facial contour. For local feature extraction, Gabor wavelets are exploited considering their biological relevance. After that, Fisher's linear discriminant (FLD) is separately applied to the global Fourier features and each local patch of Gabor features. Experiments show that the results of their method are impressively better than the best known results with the same evaluation protocol. (Tuzun, Akan, & Cekic, 2010) present an optimization method for the features used in face recognition. They generated 40 Gabor filters and determined one optimum filter parameter set from those by using the particle swarm optimization. A Gabor filter bank is defined by its parameters including frequencies, orientations and smooth parameters of Gaussian envelope. Different parameter settings, and filter banks created by these parameter settings work well in general. However, from the perspective of pattern classification, filter banks thus designed may not be ideal. (Li, Mao, Zhang, & Chai, 2010) propose a new approach to Gabor filter bank design, by incorporating feature selection, i.e. filter selection, into the design process. The merits of incorporating filter selection in filter bank design are twofold. Firstly, filter selection produces a compact Gabor filter bank and hence reduces computational complexity of texture feature extraction. Secondly, Gabor filter bank thus designed produces lowdimensional feature representation with improved sample-to-feature ratio, and this in turn leads to improved performance of texture classification. Experiment results on benchmark datasets and a real application have demonstrated the effectiveness of the proposed method. In order to find the optimal parameterization for a face recognition experiment, (Serrano, de, Conde, & Cabello, 2011 ) have performed a 6-way analysis of variance of Gabor parameters, including frontal and turned poses, facial expressions, occlusions and changes of illumination. The bank with the highest recognition rate was found to have 6 frequencies and narrower Gaussian widths in the space domain. Moreover about 20% of the banks studied obtained in average a better performance than the classical bank. The inferiority found for holistic Gabor representations versus their analytical counterparts can be explained for the intrinsic redundancy and the size of the feature vectors of this kind of representation.
Gabor Filter Optimization
Moreover, identifying a reliable feature is extremely important for all pattern recognition systems. The Gabor filter, which simultaneously captures spatial and frequency information, has been a vital component in numerous systems as a feature extractor. This filter produces three basic featuresmagnitude, phase, and orientation. Most face recognition methods based on Gabor filters use either the magnitude feature alone or a combination of the phase and magnitude features; very few are purely based on the phase feature, and the orientation feature is ignored. (Kong A. , 2008 ) evaluated these three basic features for face recognition. The results show that the orientation feature is the most robust and distinctive feature, it is 20% and over 10% more accurate than the phase and magnitude features, respectively. (Zhang & Lu, 2010) showed that, for some facial analysis applications, the conventional Gabor Wavelet transform (GWT) could be simplified by selecting the most discriminating Gabor orientations. For image-based applications (e.g. biometric recognition), researchers amend the weights of Gabor filters to produce zero DC (direct current) Gabor filters. This amendment can significantly change the shape of Gabor filters, when they use a special range of parameters. (Kong A. , 2010 ) developed a new Gabor filtering scheme to overcome this problem. Two different types of zero DC Gabor filters are compared with the proposed scheme on face recognition. FERET database is employed in the experiments. The Gabor phase from the proposed filtering scheme gives improvement in the range between 11% and 8.5%, and the performance of its magnitude is comparable with other schemes.
Gabor Filter Characteristics
Amin and Yan (Amin & HONG, 2009 ) examined the classification capability of different Gabor representations for human face recognition. They explored 70 different Gabor feature vector extraction techniques for face recognition. They found that, among all the 40 basic Gabor feature representations the filter responses acquired from the largest scale at smallest relative orientation change (with respect to face) shows the highest discriminating ability for face and a 40 times faster summation based Gabor representation showed about 98% recognition rate while classification is performed using SVM. Later, the classification capability of 40 different basic Gabor phase representations for human face recognition is examined by . The results reinstates the observation for Gabor phase part by showing that, among all 40 basic Gabor phase based feature representations, the filter responses acquired from the larger scales show the higher discriminating ability for face recognition.
Gabor filters have also some shortcomings which crucially affect the characteristics and size of the Gabor representation of a given face pattern. Amongst these shortcomings the fact that the filters are not orthogonal one to another and are, hence, correlated is probably the most important. This makes the information contained in the Gabor face representation redundant and also affects the size of the representation. To overcome this problem (Struc, Gajsek, & Pavesic, 2009) proposed to employ orthonormal linear combinations of the original Gabor filters rather than the filters themselves for deriving the Gabor face representation. The filters, named principal Gabor filters for the fact that they are computed by means of principal component analysis, are assessed in face recognition where encouraging results are achieved.
The high dimensionality of the concatenated Gabor filter responses in terms of memory requirements and computational efficiency during training and testing pose a significant issue. (Ashraf, Lucey, & Chen, 2010) demonstrated how the pre-processing step of applying a bank of linear filters can be reinterpreted as manipulating the type of margin being maximized within the linear SVM. This new interpretation leads to sizable memory and computational advantages with respect to existing approaches. The re-interpreted formulation turns out to be independent of the number of filters, thereby allowing to examine the feature spaces derived from arbitrarily large number of linear filters, a hitherto untestable prospect. Further, this new interpretation of filter banks gives new insights, other than the often cited biological motivations, into why the pre-processing of images with filter banks, like Gabor filters, improves classification performance.
Beyond Gabor filters: New Computational models for V1-inspired Recognition
Image representations derived from simplified models of the primary visual cortex (V1), such as HOG and SIFT, elicit good performance in a myriad of visual classification tasks including object recognition/ detection, pedestrian detection and facial expression classification. A central question in the vision, learning and neuroscience communities regards why these architectures perform so well. (Bristow & Lucey) offered a unique perspective to this question by subsuming the role of V1-inspired features directly within a linear support vector machine (SVM). They demonstrated that a specific class of such features in conjunction with a linear SVM can be reinterpreted as inducing a weighted margin on the Kronecker basis expansion of an image. This new viewpoint on the role of V1-inspired features allows us to answer fundamental questions on the uniqueness and redundancies of these features, and over substantial improvements in terms of computational and storage efficiency.
Furthermore, simple cells in primary visual cortex are believed to extract local contour information from a visual scene. The 2D Gabor function (GF) model has gained particular popularity as a computational model of a simple cell. However, it short-cuts the LGN, it cannot reproduce a number of properties of real simple cells, and its effectiveness in contour detection tasks has never been compared with the effectiveness of alternative models. (Azzopardi & Petkov, 2012 ) proposed a computational model that uses the responses of model LGN cells with center-surround receptive fields (RFs) as afferent inputs. They refer to it as a Combination of Receptive Fields (CORF) model. The RF map of the proposed CORF model can be divided in elongated excitatory and inhibitory regions typical of simple cells. The modulated response to shifted gratings that this model shows is also characteristic of a simple cell. Furthermore, the CORF model exhibits cross orientation suppression, contrast invariant orientation tuning and response saturation. These properties are observed in real simple cells, but are not possessed by the GF model. Moreover, they evaluated and compared the performances of the CORF and GF models regarding contour detection. The results showed that, proposed CORF model outperforms the GF model in contour detection with high statistical confidence. Therefore, the proposed CORF model is more realistic than the GF model and is more effective in contour detection, which is assumed to be the primary biological role of simple cells.
Conclusions
Motivated by the biological resemblance with the primary visual cortex, Gabor wavelets form an optimal basis for measuring local texture measures and representing images. Gabor wavelet based representations are invariant to illumination and local distortions to some extent. Extensive research works have shown the success of Gabor features for face recognition. In this review, we have discussed several holistic, analytic and hybrid approaches to Gabor wavelet based face recognition. We also discussed about several works focusing on filter parameter optimization and studying Gabor filter characteristics. Lastly, we looked at novel directions that provides improved model over Gabor functions. Based on this investigation we can conclude that, even though the discriminability and robustness of Gabor wavelet based feature representations has been validated by large number of works presented in this review, and previous reviews, they are far from perfect. More research work has to be performed, such as, 1) choosing optimal Gabor wavelet basis, e.g., number of scales/orientations, central frequency and the Gaussian parameters etc. 2) investigation of combining both Gabor phase and magnitude features for pattern recognition 3) use of Gabor features in occluded face recognition and recognition across age 4) application of new interpretation of Gabor filter banks and new models of simple cell for facial recognition.
