Abstract. New algorithms are presented for computing verified error bounds for least squares problems and underdetermined linear systems. In contrast to previous approaches the new methods do not rely on normal equations and are applicable to sparse matrices. Computational results demonstrate that the new methods are faster than existing ones.
Introduction.
We are interested in verified error bounds for the 2-norm solution of over-and underdetermined linear systems. Such algorithms are available in INTLAB and are based on solving large augmented linear systems (4.2) 
and (3.2) using normal equations. For an m × n-matrix this requires O([m + n]
3 ) floating-point operations. Therefore larger problems are intractable, in particular because the sparsity of the matrices involved cannot be taken advantage of. The challenge is to obtain verified bounds in a computing time proportional to that needed for an approximate solution, namely O(Kk 2 ) operations, where K := max(m, n) and k := min(m, n).
We first give a very simple solution for the problem by the Lemmata 4.1 and 3.1. The inclusion is based on a specific approximate solution, and the bounds are poor even for moderately ill-conditioned problems.
It is superior to compute error bounds for some approximate solution, possibly improved by some residual iteration. For underdetermined linear systems, Miyajima [9] proposed such algorithms requiring O(K 2 k)
operations. In this paper we also compute first an approximate solution, possibly improve it by some residual iteration, and then apply a tailor-made inclusion theorem. The progress is that we need only O(Kk 2 ) operations, and we cover least squares problems as well. We formulate the following results over the field of real numbers; they apply mutatis mutandis over complex numbers. To avoid confusion, we always specify the dimensions of a rectangular matrix A such that m ≥ n, i.e. we use A ∈ R n×m for underdetermined linear systems and A ∈ R m×n for least squares problems.
Singular values of a matrix

Some useful estimates.
Many of our estimates are based on the spectral norm. Bounds in the ∞-norm or 1-norm follow for symmetric matrices by
For P ∈ R m×n and Q ∈ R n×m we frequently use, without further mentioning, that ∥I − QP ∥ < 1, which is possible only for m ≥ n, implies that P and Q have full rank. This is true for any matrix norm. * Institute for Reliable Computing, Hamburg University of Technology, Schwarzenbergstraße 95, Hamburg 21071, Germany,
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and proves (2.2). For a square matrix M with ∥I − M ∥ p ≤ α < 1 we have (2.6) so that M := X T X and 
Moreover, for any B ∈ R n×k with k ≥ 1, Proof. In the case p = 2, we apply Lemma 2.1 to X := Y T and use
to prove (2.8). Furthermore (2.6) implies (2.11) and shows (2.9) 
with φ = 1 for p = 2, and φ = √ m+1 2
for p ∈ {1, ∞}.
Remark. For the spectral norm, the result was stated in [9] with a different proof.
Proof. We first note
For the spectral norm we have ∥AA + ∥ 2 = 1; for the row and column sum norm we use the orthogonality of I − 2AA + and (2.1) such that
3. Underdetermined linear systems. Let A ∈ R n×m with n < m and b ∈ R n be given. It is not uncommon to look for some x ∈ R m with at most n nonzero entries satisfying Ax = b. Such an x is, for example, computed by x = A\b in Matlab. Error bounds for such an x are easily obtained by performing an LU -decomposition of A with partial pivoting, gather a square matrixÃ out of the n pivot columns of A, by computing error bounds for the solution of the square systemÃy = b and assembling x of the y i and zeros.
In this paper we are interested in the minimum 2-norm solution of Ax = b, which is
provided A has full rank. Our methods do not assume but prove A to have full rank. This implies, in turn, that they are not applicable to rank-deficient matrices. One way to calculate bounds for (3.1) is solving
which implies x = A + b for full-rank matrix A. Note that in the literature frequently
is used, which bears the advantage of a symmetric system matrix. However, numerical evidence suggests that (3.2) is more stable, see Figure 7 .1. In any case, a linear system of dimension m + n has to be solved, resulting in a computing time of O(m 3 ).
For a given approximate solution x, Lemma 2.3 implies for ∥I − AP ∥ p ≤ α < 1 a straightforward but pessimistic bound [3] .
A simple error bound for the solution of an underdetermined linear system is as follows. 
and
Using (3.5) the bound can be computed in
Remark. Except rather unusual circumstances, (3.7) is better than (3.6) for p = 2. The case p = 2 is added in (3.7) for completeness.
Proof. The result follows by
Lemma 3.1 offers a surprisingly simple method to obtain rigorous error bounds for the solution of an underdetermined linear system. A drawback is that the fixed approximation x := Y T Sb has to be used, and to ensure rigor, an inclusion of this x is necessary. In particular this excludes the possibility of iterative improvement of x. Such a method for the 2-norm error was given by Miyajima.
Then A has full rank and
The bound can be computed in 6m
Both residuals x − A T w and A x − b are small for an approximate solution x of (3.1) and w ≈ (
so that the bound in (3.8) can be expected to be of good quality. However, in contrast to Lemma 3.1, the matrix Q and the residual A T − QR are explicitly needed. Therefore the computing time grows with O(m 2 n) rather than O(mn 2 ), which may be significant for m ≫ n. This can be avoided as follows. 
and Proof. As in [9] we use the identity Note that both vectors x and w can be chosen freely. First, one may be inclined to choose x such that A x − b = 0. However, such a vector is difficult to compute. An easy second choice is, for any given w, to define x := A T w. In that case the residual ϱ w is zero eliminating one term in the estimates (3.9) and (3.10). However, in that case x has to be computed with error bounds to ensure rigor of the approach. But this implies that the other residual ϱ x cannot become really small because (the desired) cancelation is only possible for precisely given data without tolerances.
Least squares problems.
Let A ∈ R m×n with m > n and b ∈ R m be given. Next we are interested in some x ∈ R n minimizing the 2-norm of the residual Ax − b, which iŝ
provided A has full rank. Again our methods do not assume but prove A to have full rank. And again one way to calculate bounds is by solving (
which implies x = A + b for full-rank matrix A. Also here in the literature frequently the version with symmetric matrix is used, but again numerical evidence suggests that (4.2) is more stable, see Figure 7 .1. In any case, a linear system of dimension m + n has to be solved, resulting in a computing time of O((m + n) 3 ).
For a given approximate solution x, Lemma 2.3 implies for ∥I − P A∥ p ≤ α < 1 again the straightforward but pessimistic bound Then Q ∈ R m×n and R, S ∈ R n×n , and AS can be expected to be not too far from orthogonality. Similar to the case of an underdetermined linear system, a simple error bound is as follows. 
and Proof. The result follows by
The simplicity of the bound comes again with the drawback that the fixed approximation x := SX T b has to be used, and error bounds for this x are necessary to ensure rigor. Again this excludes the possibility of iterative improvement of x. Such a method is given by the following theorem.
Define X := AS and suppose ∥I − X T X∥ p ≤ α < 1. Then A has full rank and, abbreviating ρ x := A x − w − b and ρ w := A T w,
Using (4.4) the bounds can be computed in
Remark. In the first estimate (4.7), the terms ∥SX T ρ x ∥ p and ∥SS T ρ w ∥ p are estimated by factoring out ∥S∥ p . The latter occurs in (4.8) and (4.9) as well, however, diminished by a factor α, which should be small except for very ill-conditioned problems. Thus (4.8) and (4.9) are usually superior to (4.7).
Proof. We use the identity
so that (4.10) yields
) −1 and (2.4) prove (4.7). Furthermore,
together with (4.11) show
Again the two vectors w and x can be chosen freely. One obvious choice is w := 0, so that the residual ϱ w vanishes, it saves computing time and apparently seems to improve the estimates. However, in that case the other residual ϱ x becomes large because, in general, there is no x ∈ R n with A x = b. Mathematically,
and is very poor.
The second obvious choice is w := A x − b, so that the residual ϱ x vanishes. But then again, as in the underdetermined case, w has to be computed with error bounds to ensure rigor, and the other residual ϱ w does not become small. Note that the mere matrix-vector multiplication in ϱ w = A T w is a residual calculation because w should be close to the kernel of A T .
Iterative improvement. The only assumption to check before application of Theorems 3.3 and 4.2 is ∥I − Y Y
T ∥ and ∥I − X T X∥ in some norm, respectively. In particular there is no a priori assumption on the quality of the approximate solution x. The better the quality of the input quantities, the better the error bound.
It is desirable to improve given approximations by some iteration. First, consider underdetermined linear systems, i.e. assume A ∈ R n×m with n < m, x ∈ R m , w, b ∈ R n and S ∈ R n×n to be given, and for
The approximations x and w can be improved into x − δ x and w − δ w by the following residual iteration step.
−1 b and both residuals ρ x and ρ w vanish after one iteration.
In theory, (
, and since Y is expected to be not too far from being orthogonal, we change (5.1) only by replacing (AA T ) −1 by S T S in the computation of δ w in the numerical iteration:
Then, similar to (5.2), we obtain after some computation
denoting the spectral radius, so that w in the iteration (5.3) converges to
and therefore x converges to
The iteration benefits substantially from using extra-precise evaluation of residuals. Fortunately there is a large selection of efficient algorithms for this task, among them [2, 6, 7, 8, 10, 11, 15, 16, 17, 18] . They deliver a result of a dot product with at least the quality "as if" computed in twice the working precision and rounded into working precision. We call that "extra-precise residual iteration".
In addition, so-called error-free transformations are available, for example Algorithm TwoSum [5] . The call [x, y] = TwoSum(a, b) for two floating-point numbers a, b produces a pair of floating-point numbers x, y with x being the best approximation of a + b and y being the exact error, i.e. x + y = a + b. The algorithm requires six floating-point operations, it is applicable to vectors and matrices as well, and the mathematical property x + y = a + b is always satisfied, also in the presence of underflow.
In our application, in particular the amplification of the correction δ w is of the order (AA T ) −1 . Thus it is beneficial to store w in two terms w 1 + w 2 . The residual ρ w is then computed as x − A T w 1 − A T w 2 , and the correction w − δ w , which is then w 1 + w 2 − δ w , can be computed using TwoSum by
The concept of storing an approximation x in critical situations in several terms x 1 + . . . + x k in combination with an accurate dot product was used in [13] ; later it was called "staggered correction".
Next we consider least squares problems, i.e. we assume A ∈ R m×n with m ≥ n, x ∈ R n , w, b ∈ R m and S ∈ R n×n to be given. We define X := AS and assume ∥I − X T X∥ ≤ α < 1 in some norm. Consider the following residual iteration step.
It follows that
and both residuals ρ w and ρ x vanish after one iteration. We proceed as before and use the approximations
redefine the corrections δ w and δ x in the numerical iteration as follows:
With some computation it follows
In this case the amplification of the correction δ x by SS T is of the order (AA T ) −1 , thus it is beneficial to store x in two terms x 1 + x 2 and to proceed as in (5.4) . This concludes the residual iteration part.
Performance aspects.
Given an economy-size QR-decomposition of A T or A according to (3.5) or (4.4), respectively, the additional effort to compute rigorous error bounds is the computation of Y = SA or X = AS, and mainly the norm of I − Y Y T and I − X T X, respectively. Both require some 2mn 2 operations.
Since we are interested in a rigorous error bound, error bounds for the matrices X and Y have to be used thus adding additional difficulties and computing time.
There are more efficient ways to do this than the straightforward way. We describe the methods for least squares problems, i. Moreover, additional matrix multiplications of order O(mn 2 ) are needed, so that for sparse matrices of not too large dimension the following method is usually faster.
We are in the comfortable situation that X can be expected to be not too far from orthogonality, so that the entries of X T X are either small or, on the diagonal, close to 1. But an additional problem is that X is not given explicitly but as the product of two matrices. That means, to ensure rigorous error bounds, the error in the product X = AS has to estimated.
Denote by F a set of floating-point numbers, and let A ∈ F m×n and S ∈ F n×n be given. Suppose there are
where (1) n := (1, . . . , 1)
T ∈ R n . We will describe three incremental ways to estimate ∥(AS) T (AS) − I∥ ∞ using (6.2). The first method is suitable for moderately ill-conditioned problems, and with additional effort in the second and third method we increase the range of treatable condition numbers.
Given vectors x, dx, y, dy ∈ F m , we first discuss error bounds for 
Using (6.4) to estimate the off-diagonal and (6.5) for the diagonal part of |X T X − I| yields
for given X ∈ F m×n , where the comparison is to be understood entrywise. Hence For ill-conditioned problems, α < 1 may not be satisfied because both the products AS and X T X are estimated based on (6.4), which is often pessimistic. In a second and third step we improve the bounds on AS and X T X. The more critical estimate is that on AS: The norm of S is of the order of ∥A + ∥, so that the condition number of the matrix product is of the order of the condition number of A.
The best we can do in floating-point arithmetic is to calculate AS in rounding to downwards (depicted by fl ∇ (·)) and rounding to upwards (depicted by fl ∆ (·)) yielding
Note that this is true regardless of underflow or overflow; in the latter case (some of the) bounds are infinite. However, (6.9) requires two additional matrix multiplications. In order to reduce this to one additional matrix multiplication, we compute X in the first step not as in (6.8) in rounding to nearest but in rounding to upwards. Floating-point arithmetic using directed rounding satisfies the error estimate (6.4) as well, but with the relative rounding error unit 2u. Therefore
T n (6.10) satisfy (6.1), and together with (6.2) and (6.7) this defines our first method to bound ∥(AS)
The second method uses
The rounding modes imply
Hence X, D satisfy (6.1), and again (6.2) and (6.7) can be used. Thus from the first to the second method one additional matrix multiplication is required.
If this still does not suffice to prove ∥(AS)
T (AS) − I∥ ∞ ≤ α < 1, the last chance is to improve (6.7). This is only necessary for very ill-conditioned problems. In that case it is advisable not to use X as computed in (6.10), but to recompute X in rounding to nearest. Then, however, also X T X − I has to be computed again to apply (6.7). Therefore, two additional matrix multiplications are necessary from the second to the third method.
One might compute X T X − I with directed rounding as well, however, the condition number of the matrix product is of the order of the condition number of X, namely 1, so that not much benefit is expected. Computational evidence supports this statement.
Executable Matlab/INTLAB code for the three methods is given in the appendix. Note that for the first method the matrix D is not known explicitly but only the estimate (6.8), and this suffices to compute rigorous error bounds based on Theorems 3.3 and 4.2.
Computational results.
We first show that it is numerically significant whether to solve (3.2) or (3.3) to obtain the solution of an underdetermined linear system. For least squares problems the behavior is completely similar. Note that the system matrix in (3.2) is just a column permutation of the matrix in (3.3). Thus the usual condition number ∥A −1 ∥ 2 ∥A∥ 2 does not change, but also the Bauer-Skeel condition number ∥ |A −1 | · |A| ∥ 2 does not change.
We solve both systems using the built-in Matlab command A\b and check the accuracy of the result by verifylss, the accurate linear system solver in INTLAB. This is possible because verifylss computes rigorous error bounds. In Figure 7 .1 the results for n = 30 and m = 100 are displayed. As can be seen for very well-conditioned problems (3.3) computes slightly better approximations, but in most cases the approximations by (3.3) are much worse than those of (3.2). Right hand sides are b=randn(m,1), i.e. uniformly distributed entries with mean zero and variance 1.
We first investigate underdetermined linear systems. We show results for the following algorithms:
I) verifylss, INTLAB algorithm solving (3.2) by the (square) linear system solver in [13] , II) Rohn's algorithm verlsq [12] based on the pseudoinverse, III) Miyajima's algorithm 2 (Theorem 3.2), IV ) our algorithm based on Theorem 3.3 w/o iterative refinement, V ) Miyajima's algorithm 3 (Theorem 3.2) with iterative refinement, V I) our algorithm based on Theorem 3.3 with iterative refinement.
All algorithms are entirely written in Matlab/INTLAB, thus it seems fair to compare computing times as well. Rohn's algorithm is available from his homepage [12] ; it seems to be based on the computation of the pseudoinverse, however, the main code is provided in P -code so that details are not accessible. For algorithms III) and V ) the author Miyajima kindly provided his Matlab/INTLAB code.
All algorithms are tested in Matlab version 7.11.0.584 (R2010b) on an Intel Core i7 CPU M640 with 2.8 GHz, INTLAB version 6 and Windows 7 operating system. Accurate residuals are calculated by the INTLAB routine dot_ emulating accumulation in twice the working precision.
In Table 7 .1 we show results for underdetermined linear systems of different dimensions and condition numbers. For each problem we take the median of the relative error of the computed inclusion, where the relative error of an interval [xinf, xsup] is defined by (xinf + xsup)/(xsup − xinf ). For each triple m, n, c of dimensions and condition number we treat 100 problems and take the median µ of the medians of relative errors and display − log 10 µ. So 15.8, for example, means that in the median the left and right bounds coincide in almost 16 decimal digits, i.e. the result is almost of maximum accuracy in IEEE 754 double 
On the other hand, a displayed "0" for the accuracy means that in at least half of the test cases at least half of the solution components are wide intervals containing zero, i.e. the algorithm verifies that the matrix is of maximum rank but the inclusions are wide. Furthermore, the median of computing times in seconds is displayed for each routine.
In the case of underdetermined linear systems it is not appropriate to compare to the built-in Matlab routine A\b because we are aiming on the minimum 2-norm solution, whereas Matlab's A\b calculates an approximate solution with at most n nonzero components.
As can be seen in Table 7 .1, the results by verifylss are nearly maximally accurate. Rohn's verlsq is much slower than verifylss, and the accuracy of the result decreases proportional to the condition number. The accuracy of Rohn's verlsq is similar to Miyajima's Algorithm 2 and to Theorem 3.3 without extra-precise residual iteration [IV] , but it needs 100 times as much computing time.
Miyajima's Algorithm 2 and our method [IV] are very fast, significantly faster than verifylss. The accuracy of the inclusions of both algorithms decreases with the condition number, however, Miyajima's Algorithm 2 is not capable to solve ill-conditioned problems. For example, for A ∈ R 300×1000 with condition number 10 11 and beyond the algorithm fails completely. For A ∈ R 50×1000 and condition number 10 12 the asterisk For a little larger dimensions Miyajima's Algorithm 3 is two to three times faster than verifylss if the ratio of the number of rows is not too small compared to the number of columns; otherwise it is slower than verifylss. However, the scope of applicability is limited to not too large condition numbers. The asterisks indicate that the algorithm was not successful in all test cases of that specific dimension and condition number.
The algorithm based on Theorem 3.3 with extra-precise iterative refinement [VI] is significantly faster than verifylss and Miyajima's Algorithm 3, but nevertheless achieves nearly maximally accurate inclusions of the result. Except the case A ∈ R 300×1000 and condition number 10 13 , it successfully computes inclusions.
Summarizing we see that the scope of applicability of verifylss is best, but the price for treating the large (m + n) × (m + n) linear system has to be paid in terms of computing time. It is not applicable to large dimensions with possibly sparse matrices. The new methods [IV] and [VI] are fastest to achieve a certain accuracy of the result.
Next we show in Table 7 .2 the results for least squares problems. Note that here and in The results of our algorithms allow to judge the accuracy of the approximation computed by the Matlab built-in function A\b. As can be seen in Table 7 .2 also the quality of the Matlab-approximation (as well as of [IV]) deteriorates with increasing condition number. Finally we show results for larger and sparse problems, first for underdetermined systems. The examples are taken from the Florida sparse matrix collection [1] . In Table 7 .4 we display the dimensions, the sparsity in percent, and the accuracy and timing results for the simple error bound based on Lemma 3.1 and for our new algorithms based on Theorem 3. In very few cases the built-in Matlab command A\b is slower than computing error bounds. For instance, in the third example LPnetlib/lp_fit2p the verified result requires less than a minute, while A\b needs 2 minutes. However, our verification methods compute a minimum norm solution as in (3.1), whereas Matlab computes an approximation with at most n nonzero entries.
For larger sparse matrices a gain may be expected by not computing the matrix X = SA explicitly but by replacing it by SA. Practical experience suggests that, in general, there is not much gain, sometimes it is slower than computing X explicitly. Being advantageous or not depends on the special circumstances.
The simple bound by Lemma 3.1 is usually of poor quality, whereas the algorithm based on Theorem 3.3 computes accurate error bounds. The algorithm [VI] suffers significantly from the interpretation overhead in the computation of accurate residuals in twice the working precision. Replacing the Matlab/INTLAB routine dot_ by a mex-file would result in a substantial speed-up.
The results for least squares problems are a little different. There are not many test cases in [1] , therefore we took matrices from underdetermined problems and transposed them. Again the simple bound by Lemma 4.1 is not of much quality. But now avoiding to compute X explicitly by replacing it by the product AS for larger matrices is faster and delivers results of high accuracy. This may be due to the fact that many As can be seen in Table 7 .5, all results are accurate (where this is not known for A\b without further information). Occasionally our algorithm [VI] with extra-precise refinement requires less computing time than without, thus showing that the accuracy of the timing is limited.
For all our algorithms, an approximate inverse S of the R-factor in the QR-decomposition is necessary. This is, in general, a full n × n-matrix. The matrices SA or AS are, in general, also full but need not to be computed explicitly. Thus the applicability of our algorithms for underdetermined linear systems and for least squares problems to large sparse matrices is basically limited by the smaller dimension n.
Summary.
New algorithms have been presented for computing verified error bounds for least squares problems as well as for underdetermined linear systems. With extra-precise evaluation of residuals the inclusions are practically always narrow, otherwise the accuracy decreases with increasing condition number. In contrast to previous approaches the new methods are applicable to sparse matrices. It seems these are the first algorithms computing verified bounds for least squares problems and for underdetermined problems in O(Kk 2 ) operations, where K := max(m, n) and k := min(m, n). They will be included in a future version of INTLAB.
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9. Appendix. Following we display executable Matlab/INTLAB code for the three methods to compute a rigorous bound for ∥(AS) T (AS) − I∥ ∞ as described in Section 6. Most of the code is self-explaining together with the comments, therefore we add only few remarks.
In practical computations, operations with quantities in underflow are often time consuming. Thus we avoid underflow by using max(m 2 u, 1) · realmin rather than m 2 eta/2, where realmin = The command max(sum(E)) computes the maximum of the column sums of the matrix E. Since the rounding is set to upwards, this is an upper bound for the 1-norm because E is non-negative. And this is equal to the ∞-norm because the matrix E is symmetric, where to compute a sum of the columns of a matrix is often faster in Matlab than a sum of rows. The Matlab quantity eps is 2 −52 is equal to the relative rounding error unit for directed rounding. For rounding to nearest, Eps = 2 −53 is the relative rounding error unit.
