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Abstract: This work provides a principled formalism to address the joint planning
problem in dyadic collaborative manipulation (DcM) scenarios by representing
the human’s intentions as task space forces and solving the joint problem holisti-
cally via model-based optimization. The proposed method is the first to empower
robotic agents with the ability to plan in hybrid spaces – optimizing over discrete
contact locations, continuous trajectory and force profiles, for co-manipulation
tasks with varied dyadic objective goals. This ability is particularly important in
large object manipulation scenarios that typically require change of grasp-holds.
The task of finding the contact points, forces and the respective timing of grasp-
hold changes are carried out by a joint optimization using non-linear solvers. We
demonstrate the efficacy of the optimization method by investigating the effect of
robot policy changes (trajectories, timings, grasp-holds) based on changes in col-
laborative partner policies using physically based dynamic simulations. We also
realize, in hardware, effective co-manipulation of a large object by the human and
the robot, including eminent grasp changes as well as optimal dyadic interactions
to realize the joint task.
Keywords: Optimal Control, physical Human-Robot Collaboration, Manipula-
tion, Trajectory Optimization
1 Introduction
With Dyadic collaborative Manipulation (DcM) we refer to a set of two individuals jointly ma-
nipulating an object, as shown in Fig. 1. The two individuals partner together to form a distributed
system, augmenting their manipulation abilities. Such individuals can be either humans or robots. In
scenarios where both individuals are humans, the collaboration is natural as we humans are adept at
co-manipulation. Nevertheless, our understanding of the mechanisms of joint action and the devel-
opment of robot partners are still subject of research [1]. Endowing robotic agents with collaborative
capabilities is of crucial importance towards the development of robotic partners.
Figure 1: DcM scenario during change of contact.
Early work by Sheridan in [2], identified
eight core challenges of human-robot com-
munication, with two of them being: i) the
need to acquaint both humans and robots
with models of their partners, and ii) the
need to regulate the interaction of distributed
decision-making systems, typically referred
as mixed initiative systems. Ajoudani et al.
[3] summarized the strategies used to equip
robots with interaction capabilities and pin-
pointed that research on human-robot inter-
action models is still at its infancy. Thus, in
this work we focus on how a robot policy can
be partner-informed and flexible towards complying with the requirements of DcM scenarios.
2nd Conference on Robot Learning (CoRL 2018), Zu¨rich, Switzerland.
Accounting for partner’s actions is central in Human-Robot-Collaboration (HRC) domain and there
are four prevailing schools of thought.
Control focused: Agravante et al. [4] used an impedance port to accommodate partner’s actions and
demonstrate collaboratively carrying of a table, while balancing a free-rolling ball on top of it. In
[5] the authors presented a load sharing framework based on force space redundancy. In both cases,
the partner is treated as an external disturbance to the system.
Estimation focused: Thobbi et al. [6] used a confidence measure of the human’s goal prediction
to alter between reactive and proactive robot behaviour. Huang et al. [7] utilized this idea and
evaluated adaptive, solely reactive and solely proactive robot behaviours towards improving the
dyad’s performance and the user experience. These methods rely on the accurate prediction of the
human’s intentions to switch between discrete robot behaviours.
Interaction focused: Maeda et al. [8] and Rozo Castan˜eda et al. [9] proposed methods to transfer
adaptive hand-overs and variable impedance behaviours to robots from kinesthetic demonstrations.
A data-driven method to extract the interaction constraints in hand-over tasks was proposed by Vogt
et al. [10]. The constraints were then used to form online robot responses. These methods couple
together the policies of the agent, the partner, and the progress of the task, to learn a direct mapping
which is used to generate online adaptive robot responses.
Partner model focused: Maeda et al. [11] developed a polynomial based online human motion target
prediction to continuously update the goal of the robotic agent. Gribovskaya et al. [12] proposed a
method that learns the task model and a feed-forward controller to comply with it. Such methods are
elegant, as each entity of the interaction is modelled separately. Our work falls under this school’s
area as we believe that separate models for the partner and the task are important towards obtaining
appropriately reasoned and generalizable robot behaviours.
In addition to the human action recognition and prediction, an other central aspect in HRC domain
is: the attributes of the robot motion being regulated to fulfill the task in response to human’s actions
and intentions.
In [13] attributes of the task space, such as the object’s trajectory, are optimized to facilitate hu-
man ergonomics. In [14, 15] phase-based adaptation during co-manipulation is realized through
exploitation of synchronization patterns in the time domain, resulting in turn-taking collaboration.
Further, a large variety of methods has focused on utilizing the dynamic properties of the interac-
tion, like interaction forces. Inverse dynamics approaches in [16, 17] concentrate on the torque and
force regularization, while others [12, 18] adapt the impedance characteristics of the robot online to
accommodate for partner’s actions. However, a central aspect of manipulation is the selection of the
appropriate contact locations on the object [19]. Accordingly, the exploitation of the contact space
between the manipulated object and the individuals in DcM scenarios is vital. To the best of our
knowledge, the topic of contact adaptation within co-manipulation scenarios has not been addressed
yet. Thus, the focal point of this work is how a robot policy can utilize the redundancy in the contact
space, towards addressing human-robot requirements in DcM scenarios.
The contributions of this paper are:
Dyadic planning formalism: We formalize joint planning in DcM tasks as the problem of finding
the appropriate actions to control the manipulated object, given an estimate of the partner’s policy.
The formalization provides a principled method for dyadic joint action. The method is able to
generate different instances of the policy either due to changes of the partner’s policy or due to
changes of the dyadic setup.
Hybrid optimal control for manipulation: We present a holistic model-based optimization
method, based on trajectory optimization (TO) framework that allows robotic agents to simulta-
neously exploit the redundancy in the agent’s i) forces, ii) contact locations, iii) actions timings, and
iv) the object’s trajectory, to obtain an optimal solution in manipulation tasks.
Overall, our work is a first step towards exploiting hybrid action spaces in order to meet the joint
planning requirements in DcM scenarios. This paper is organized as follows: Section 2 presents the
formulation of the addressed problem. The details on the TO method used are given in Section 3.
Section 4 presents the evaluation of the method and the experimental results. Finally, Section 5
points out the conclusions of this study and discusses promising research directions.
2
2 Dyadic planning
Fig. 2 provides a graphical representation of DcM as a system. It is separated into two components,
the interaction attributes of the dyadic setup and the action generation of an individual. The binding
between the two partners is both in physical and in mental terms. The physical coupling arises due
to the object, while the intentions of the individuals are naturally correlated due to the common
objectives of the dyad.
Nomenclature: The notation used in this paper follows:
Physical quantities:
• λ ∈ Rν : Net forces applied by the partner
• f i ∈ Rν : Forces applied by agent’s ith limb
• ci ∈ Rν : Agent’s ith end-effector position
• Ka,Da ∈ Rν : Agent’s stiffness and damping
• q ∈ Rn : Agent’s configuration
• yt:T ∈ Rν×K : Pose trajectory of the object
• ∆T ∈ R : Agent’s actions timings
• ν ∈ R : Dimensionality of the task
• n ∈ R : Dimensionality of the robot c-space
• K ∈ R : Number of knots
• ι ∈ R : Number of limbs
Non-physical quantities:
• pia, pip ∈ Ξ : Agent’s and partner’s policy
• Ξ : Function space of all possible trajectories
• Sd : Dyadic setup
• Mtask : Description of the manipulation task
Physical constraints
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Figure 2: Modular description of DcM as a
system.
Formulation: In the introduction of the paper we motivated the need of agent’s capabilities within
DcM tasks and we emphasized the lack of methods that are able to produce policies which can
exploit hybrid spaces, like the force-contact space. Formally, the full control policy of an agent
participating in DcM tasks is defined as in Eq. (1),
f i, ci,Ka,Da,q = pia (1) f i, ci = pia (2)
however as this work focuses on the generation of hybrid plans, the policy of the agent can be
reduced to the form shown in Eq. (2). Additionally, the policies of the two individuals are related
forming the dyadic interaction.
pia = fpi(pˆip, Sd,Mtask) (3) yt:T = f (f i, ci, pip) (4)
We represent this relationship with Eq. (3), which indicates the dependency of the agent’s policy to
the estimated policy of the partner pˆip, the dyadic setup Sd, and the manipulation task Mtask. The
actual task is the object’s motion, which is governed by the blend of the two individuals’ policies.
Hence, the trajectory of an object can be described as a function of the two policies, as shown in
Eq. (4). The aim in DcM scenarios is to obtain the agent’s optimal policy pi∗a that depends on the
dyadic setup, the manipulation task and the partner’s estimated policy.
pi∗a = arg min
f i,ci,yt:T ,∆T
∫ T
0
c(Sd,Mtask)dt
s. t. h(yt, pˆip,Mtask) = 0,
g(pˆip) ≤ 0
(5)
With Eq. (5) we formalize dyadic planning; by introducing the idea of considering the partner’s ac-
tions into the motion plans of the robot through the constraint functions h and g , while the objectives
of the dyad are met through the cost function c.
3
3 DcM solution with Hybrid model-based optimization
Hybrid problems have been addressed with hierarchical structures [20], which typically provide
sub-optimal solutions. Single agent hybrid manipulation has been demonstrated, also being robust
to uncertainties with continuous [21] or discrete [22] actions. These works assume quasi-static en-
vironments, which limits their applicability on 2D tabletop examples only. On the other hand, there
exists an important duality between manipulation and locomotion [23]. We draw inspiration from a
family of methods presented in [24, 25], that use a variety of model-based optimal control formu-
lations that are not restricted by quasi-static stability assumption, and have successfully addressed
hybrid locomotion problems. In this family of methods two observations are of key importance: i)
motions through contact have phases and ii) the contact set remains invariant within each phase.
Background on TO: TO methods address the problem of finding the optimal open-loop control
policy [26]. Such a policy can be represented as a function that lives in the function space Ξ.
The transformation process – from the space of functions to the space of parameters – is called
transcription. The specific transcription method used in this work is called direct collocation, and
allows us to describe the function of the policy with a set of knots points referred as mesh and the
respective connection segments. These knots and their segments form a trajectory, shaped by the
connectivity of neighboring knots, which is enforced with the collocation constraints.
3.1 Hybrid policy through trajectory optimization:
The policy of the agent pia lives in a non-linear hybrid manifold, from which we sample trajectories
utilizing the TO framework. To achieve this, each kth knot of the trajectory is set as a vector of the
following decision variables: i) the pose of the object yk, ii) action timings ∆Tk, iii) the contact lo-
cations cik, and iv) the contact forces f
i
k. These are the quantities of interest found in Eq. (2), Eq. (4),
and Eq. (5). Therefore, we can group the decision variables of the optimization method in a vector
s that includes both states and actions as in Eq. (6). Using the vector s, the problem of finding the
optimal policy pi∗a can be transcribed to a non-linear constrainted optimization in the form of Eq. (5).
s = [yk, y˙k, c
i
k, c˙
i
k, f
i
k,∆Tk]
T , ∀k ∈ {0, ..,K} (6)
In contrast to [24], we use a structure-
free representation of the decision
variables, not to avoid restricting the
resulting trajectories to any particular
class of functions, e.g. polynomials.
Next, we describe the phase-independent constraints applied to all the knots of the trajectory and
the phase-specific constraints enforced on bundles of knots that belong in the same phase of the
motion. Separating the motion in phases with different constraints allows us to explicitly address
the complementary problem described below.
Phase-independent constraints: We list here the set of constraints applied at all the knots of the tra-
jectory. The integration function, fm, is implemented with a trapezoidal quadrature and φa defines
the reachable area of the agent’s end-effectors, referred as arms workspace.
• Dynamics of object’s CoM:
[yk+1 y˙k+1]
T
= fm(yk, y˙k, y¨k,λ, f ik, cik,∆Tk) (7)
• Initial state of the object’s CoM: y0 = y∗0 and y˙0 = y˙∗0 (8)
• Desired final state of the object’s CoM: yK = y∗K and y˙K = y˙∗K (9)
• Kinematic limits of the agent’s end-effectors (Box constraints): cik ∈ φa (10)
• Upper bound on the total time of the motion: ∑K0 ∆Tk ≤ TK (11)
The problem of intermittent contact boils down to a Complementary Problem (CP), defined as
c˙Tk fk = 0. The CP constraint exacerbates the convergence properties of the optimization prob-
lem as it introduces discontinuities in the dynamics. Posa et al. [27] proposed a relaxation of the CP
constraint, to solve problems that require trajectories through contact. The concept of phases was
introduced by Mordatch et al. [25], yet as all constraints were enforced as part of the cost function;
physically inaccurate motions can be generated. In [24] the authors introduced a parameter that
defines the exact number of contact changes, to allow efficient solving of the problem with hard
constraints.
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Figure 3: Hybrid motion plan with one
grasp-hold change. The grey dotted area on
top illustrates the physical space (x,z,θ). Ori-
entation θ is illustrated with the green arrow
in the object. The force f l applied by the left
(blue) end-effector is shown with the middle
plot. The knots of the trajectory with resolu-
tion 3 are shown in the bottom graph along
with the contact distance d of the left end-
effector to the object’s surface. The contact
knots are grey, the swing knots are pink and
the pre-contact knot is cyan. It is worth men-
tioning that all the quantities shown here are
optimized, except the order of phases.
Phase-specific constraints: We extend the phase-based parameterization of the motion [24], con-
sidering three possible states between two rigid bodies as described in [28], and we split the knots in
three sets called phases: the contact, swing, and pre-contact sets, shown in Fig. 3. In each discrete
point of the motion (knot) a constant subset of constraints needs to be satisfied, allowing most of the
phase-specific constraints to be time independent. This allows to optimize each phase’s duration and
satisfy the constraints of each phase simultaneously. Also, each phase is characterized by a distinct
set of decision variables that allows us to enforce a number of constraints implicitly, resulting to
a reduced number of the decision variables. A list of the constraints categorized according to the
phase of the motion follows.
1. Contact phase:
• Unilateral forces: f ikTnck ≤ 0 (12)
• Linearized friction cone: |f ikT tck| ≤ µf ikTnck (13)
• Contact point is not slipping (Implicit constraint): c˙ik = 0. (14)
2. Swing phase:
• Continuity of end-effector’s motion: cik+1 = fm(cik, c˙ik,∆Tk) (15)
• End-effector’s swing motion away from object: d (cik, Sobj (yk, cik)) > 0 (16)
• No force (Implicit constraint): f ik = 0. (17)
3. Pre-contact phase:
• End-effectors touching the object: d (cik, Sobj (yk, cik)) ≈ 0 (18)
• No force (Implicit constraint): f ik = 0, (19)
where nck ∈ Rν is the normal and tck ∈ Rν is the tangent vector at the contact point on the object’s
surface, µ ∈ R is the friction coefficient, d is a function that computes the Cartesian distance
between two points in space, and Sobj computes the location on the object’s surface which has the
minimum distance to a given point in space.
Input variables and hyper-parameters: The only required input variable is the description of
the manipulation task, Mtask. This is the start and goal state of the object, denoted as [y∗0, y˙
∗
0]
and [y∗K , y˙
∗
K ], respectively. To solve the TO problem three hyper-parameters need to be specified.
i) The resolution of the mesh r ∈ Z+ shown in Fig. 3. ii) The maximum total duration of the
generated trajectory TK . iii) The arm transition matrix H ∈ {0, 1}ι×K , that only specifies the arm
synchronization pattern, i.e. the order with which the arms change contact locations.
Object representation: The object’s surface is represented with a closed spline curve as an alterna-
tive to [29]. The spline representation is a smooth description of the object’s surface from which all
relevant properties along with their derivatives can be extracted, like normal and tangent vectors.
3.2 Dyadic planning through trajectory optimization:
Up to this point, we have formulated an optimization problem to generate motion plans in hybrid
spaces for an agent acting alone. However, in DcM scenarios by definition the object is jointly
5
manipulated by both individuals. Having the core structure of the optimization defined above, it is
straightforward to incorporate the partner’s policy in the proposed method. The collocation con-
straints defined in Eq. (7) are now subject also to the partner’s forces and can be determined accord-
ing to the following equations:
my¨lk +mg =
ι∑
i=0
f ik + λf (20) Iθ¨k + θ˙k × Iθ˙k = f ik × cik + λτ , (21)
where g is the gravitational acceleration, y¨lk denotes the translational acceleration of the object’s
pose vector at the kth knot, I ∈ Rν×ν and m ∈ R are the inertia matrix and the mass of the object,
respectively. λf ,λτ , are the force and the torque of the partner’s applied wrenches λ, which are
generated from the partner’s policy. By updating the collocation constraint Eq. (7) according to the
new dynamics, the optimization process generates plans that take into account the policy of the part-
ner. As such the object’s motion prediction mentioned in Fig. 2 is realized. In contrast to [30], where
the method assumes full control authority over the partner’s actions, here the only requirement is a
model of the partner’s policy, which is described below.
Partner’s policy model: This work is not focused on the modelling of the partner’s policy pip, but
aims to provide a principled way towards incorporating partner’s actions into the policy of the agent.
λ = Kp(y∗K − yk) +Dp(y˙∗K − y˙k) (22)
We use here a very simple model for the part-
ner’s policy, described with Eq. (22). The pa-
rameters Kp,Dp ∈ Rν×ν denote a spring-
damper behaviour of the partner towards the
goal [y∗K , y˙
∗
K ] of the co-manipulation task. K
p can be interpreted as the parameter that can shape
whether the partner acts as a leaderKp  0 or as a followerKp = 0, along with all the intermediate
behaviours in between. This model allows us to capture the essence of the dyadic planning problem
and to show in the next section the practical importance of the proposed formalism and method.
4 Experimental Results
Res X(m) Y(m) θ(deg) Time(s)
2 0.034 0.125 8.42 0.25
4 0.027 0.013 0.92 0.43
8 0.023 0.013 1.32 0.72
Table 1: RMSE values against three differ-
ent mesh resolutions, for 0.5 meter transla-
tion and 90◦ rotation task including a single
contact change per arm.
We experimentally validate the proposed method
with both a single agent and a dyadic setup 1. The
state of the object is yk = [xk, zk, θk] and the task
dimension ν = 2. For motion plans with a single
change of contact per arm the total number of deci-
sion variables is 177 to 579 depending on the resolu-
tion used. These problems are solved within 3 to 80
seconds with an unoptimized MATLAB (fmincon,
interior-point) implementation. No special care was
taken regarding the initialization of the optimizer.
Single agent setup: First, to validate the design choices presented in 3.1, we evaluate the dynamic
consistency and the scalability of the generated single agent hybrid plans, in a task of 0.5 meter trans-
lation and 90◦ rotation. Second, to demonstrate the extent of the proposed method’s capabilities, we
illustrate with Fig. 6(a-f) in simulation a challenging task of throwing and catching a ball.
Evaluation of dynamic accuracy:
# Contacts Vars Time(s)
1 311 0.43
2 549 0.55
3 787 0.88
4 1025 1.77
Table 2: The number of decision
variables and computation times
per iteration with respect to the
number of contact changes per
arm. The task is 0.5 meter trans-
lation and 90◦ rotation.
We compare the object’s trajectory generated by the proposed
method and the trajectory generated by a Simulink-based dy-
namic simulation after feed-forward streaming the planned
forces to it. Treating the dynamic simulation as ground truth
we compute the root mean square error (RMSE). Table 1
shows the RMSE between the two trajectories along each di-
mension of the motion, as well as the required computation
time per iteration of the optimizer. For a resolution of 2, the
simulated trajectory diverges from the planned, revealing the
need for higher resolution. However, by comparing resolu-
tions 4 and 8, we can observe that it is not always the case that
the higher the resolution the better the accuracy. Thus, sensible
resolution must be chosen for each setup.
1For video footage of the simulations and the human-robot experiments during DcM tasks, see:
https://public.3.basecamp.com/p/uc8DDU9EDDrgmoU11TGLRkKk
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(a) Partner’s policy 1: pip1
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(b) Partner’s policy 2: pip2
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Figure 4: In (a) and (b) generated motion plans in response to two different partner policies are
illustrated. The green rectangle is the manipulated object, the red and blue dots are the right and
left end-effectors of the agent. The start pose is annotated with 1 and the goal with 6. The arrow
field illustrates the forces applied by the partner. The key point is that most of the object’s trajectory
is planned at the active regions of the partner’s force field, indicating that the robot utilizes the
partner’s contribution to the task accordingly. Individual dimensions of the motion trajectories are
displayed separately against time for four distinct partner’s policies, i.e., x and z dimensions in (c)
and θ dimension in (d).
Evaluation of curse of dimensionality: Towards evaluating the scalability of the proposed method in
terms of contact changes, the same task is solved with 1, 2, 3 and 4 contact changes per arm. The
resolution used is 4 as it was the most prominent for the task and Table 2 provides the respective
quantities of interest. Computation times scale linearly as the number of contact changes increases,
however large number of unnecessary contact changes hinders the performance of the method.
0 2 4 6 8 10
Time (s)
pip1
pip2
pip3
pip4
Both Right Left
Figure 5: The arm synchronization pattern
for the four distinct partner’s policies shown
in Figs. 4c and 4d. The colours indicate
which arm is in contact with the object.
This aspect of the method is particularly important
in comparison to mixed-integer approaches [31, 32],
that need to explore both the continuous and combi-
natorial part of the problem, which is prohibitively
expensive as the number of optimization variables
increases.
Dyadic setup: First, simulations demonstrate the
capabilities of the proposed method to create
partner-tailored motion plans in DcM scenarios with
respect to different partner’s policies. Second, we
validate our approach in a real setting with a human
partner jointly manipulating an object, along with a
bi-manual ι = 2 and n = 32 DoF robot.
Experiments with different partner behaviours: We demonstrate the capabilities of the proposed
method to adapt the resulting solution with respect to variability of the partner’s policy. All inputs
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Figure 6: Upper row are key-frames of a single agent hybrid motion and lower row are key-frames
of a DcM scenario between the human and the robot.
and hyper-parameters are fixed, while the partner’s policy properties,Kp,Dp in Eq. (22), are altered.
Fig. 4a and Fig. 4b illustrate solutions for 0.98 meter translation and−90◦ rotation task, generated as
responses to two different partner policies. In order to make more evident to the reader the variation
of the computed solutions, in Figs. 4c, 4d and 5 we present quantitative plots of important trajectory
quantities, for four distinct partner’s policies. Each partner’s policy is illustrated as a force field
along one axis: pip1 along X axis, pip2 along Z axis, pip3 along the diagonal between XZ axes and
pip4 along θ axis. Although the partner’s model described in Section 3.2 is a simple one, it allows us
to evoke a variety of different partner policies and demonstrate partner-tailored hybrid robot policies.
Experiments with robot agent and human: We demonstrate a 90◦ rotation task with one contact
change per arm. The hybrid motion plans are optimized in the task space as described in Section 3
and are realized on the robot in a feed-forward fashion, after being mapped to the configuration
space using inverse kinematics. A more detailed description of the physical system can be found
in [33]. Further, the robot policy is realized in the 6D space by utilizing multi-finger grasp-holds
around the planned contact locations as a form of mechanical feedback. The resulting key-frames of
a DcM scenario are depicted in Fig. 6. The experiments shown in the video with the human partner
acting as leader and as follower exhibit the capabilities of the proposed method to create functional
hybrid motion plans, applicable to real human-robot systems.
5 Conclusion
This paper presents a novel concept towards robot motion generation for physical human-robot
interaction tasks. We propose a formalization towards joint action, based on the assumption that
an estimate of the partner’s policy exists. Our approach computes the optimal hybrid policy for the
robot to complete manipulation tasks as a member of a dyad or alone. The concept only assumes
a roughly known model of the partner’s policy, a model of the object and the number of contact
changes. With this information, our method computes a dynamically consistent and optimal hybrid
solution for the i) trajectory of the object, ii) agent’s forces, iii) agent’s contact locations and iv)
respective timings of these actions. The proposed concepts have been evaluated both in simulations
and with an actual human-robot dyad. The results and the robot experiments demonstrate that the
proposed method has a large potential to be employed in co-manipulation scenarios. Also, during
the robot experiments we identified the potential usefulness of non-stationary human policy models,
especially for long horizon motions. To this front we are working on an MPC formulation, to
generate iteratively real-time hybrid motion plans. Further future work will focus on more elaborate
models for the human, and a tighter integration of feedback to realize a robust behavior in interaction.
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