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ABSTRACT Web 2.0 helped user-generated platforms to spread widely. Unfortunately, it also allowed for
cyberbullying to spread. Cyberbullying has negative effects that could lead to cases of depression and low
self-esteem. It has become crucial to develop tools for automated cyberbullying detection. The research
on developing these tools has been growing over the last decade, especially with the recent advances in
machine learning and natural language processing. Given the large body of work on this topic, it is vital to
critically review the literature on cyberbullying within the context of these latest advances. In this paper, we
survey the automated detection of cyberbullying. Our survey sheds light on some challenges and limitations
for the field. The challenges range from defining cyberbullying, data collection, and feature representation
to model selection, training, and evaluation. We also provide some suggestions for improving the task of
cyberbullying detection. In addition to the survey, we propose to improve the task of cyberbullying detection
by addressing some of the raised limitations: 1) Using recent contextual language models like BERT for
the detection of cyberbullying; 2) Using slang-based word embeddings to generate better representations of
the cyberbullying-related datasets. Our results show that BERT outperforms state-of-the-art cyberbullying
detection models and deep learning models. The results also show that deep learning models initialized
with slang-based word embeddings outperform deep learning models initialized with traditional word
embeddings.
INDEX TERMS Cyberbullying detection, deep learning, social media, text classification.
I. INTRODUCTION
The internet has become an important development tool for
young people. It provides a great source of information and a
tool for communication. In recent studies, children and young
people categorized their Internet activities into three groups:
(a) Content-based activities, such as school work, play
games, watch video clips, read the news, or download music;
(b) Contact/communication-based activities such as instant
messaging, email, chatting or Skype; and (c) Conduct peer
participation activities such as blogging, post photos or file-
sharing websites [1]. Despite all the benefits, the Internet
could be an environment for bullying. In their research,
Haddon and Livingstone [2] showed that 17% of the children,
The associate editor coordinating the review of this manuscript and
approving it for publication was Nazar Zaki .
who were interviewed between the age of 9 and 14 in the
UK, were exposed to sexual content compared to 24% of
children from the EU. The study also showed that the children
experienced bad language in the form of insults or swearing,
aggressive communication, or harassment. Moreover, social
media platforms provide a fruitful environment for cyber-
bullying in the forms of threats, harassment, and exploit-
ing potential victims [3]. The Pew research center reported
in 2017 that 40% of social media users have experienced
some form of cyberbullying [4]. Another study that included
university students found that among 200 university students,
91% experienced cyberbullying, 55.5% of them on Insta-
gram, and 38% on Facebook [5].
Cyberbullying experiences can have serious consequences
for the victims, including depression, anxiety, low self-
esteem, and self-harm, and may even lead in extreme cases
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TABLE 1. Discussed sections in published literature review papers on the automated detection of cyberbullying.
to suicide [6]. Consequently, having tools for detecting
and preventing cyberbullying is crucial for reducing the
negative effects. Studying cyberbullying is rooted in Psychol-
ogy, Education, Behavioural Science (BS), and Information
Technology (IT). On the IT front, the automated detection
of cyberbullying can help in the automated removal of the
flagged content, post, or communication, in the automated
blocking of the perpetrators, and in reaching out to help
the victims. Over the last decade, the body of literature
on automated detection of cyberbullying has been growing,
especially on the topic of detecting cyberbullying from social
media networks like Twitter [7]–[13], Instagram [10], [11],
[14]–[16] and YouTube [17]–[19]. This body of research
has been working towards automated cyberbullying detection
using either rule-based models [12], [19], [20], conventional
machine learning models [16], [18], [19], [21], or deep learn-
ing models [13], [21]–[23].
The last decade brought significant advances in the fields
of Machine Learning (ML) and Natural Language Processing
(NLP), which have been successfully applied in domains
related to cyberbullying detection, such as rumor detec-
tion [40], sentiment analysis [41], and fake news detec-
tion [42]. Consequently, it is extremely useful to review the
available literature on automated cyberbullying detection,
in light of these recent advances. There have been various
attempts to review that body of literature. An overview of the
published literature review papers between 2009 and 2021 on
the topic of automated cyberbullying detection is provided
in Table 1. The works shown in Table 1 cover the following
aspects of the examined problem: systematic review or how
the literature was collected [27], [31], [32]; cyberbully-
ing definition [32], [33], [35], [39]; cyberbullying types
[25], [26], [29]; datasets [25], [28], [32]; feature selec-
tion [27], [35], [36]; model selection [26], [27], [31]; and
evaluation metrics [26], [30], [35]. However, only few are
comprehensive [26], [30]. There are some important aspects
that are rarely covered in the literature, like data annota-
tion [31] and data preprocessing [27]. In addition, some
review papers replicate experiments from their reviewed lit-
erature [31], [36], while others design their own experiments
to fill in gaps in the literature [26], [30].
FIGURE 1. Machine learning pipeline.
However, none of the reviews from Table 1 organize the
reviewed literature around the steps of the machine learning
(ML) pipeline. The ML pipeline (Figure 1) is a series of
ordered steps that constitute the machine learning workflow,
consisting of data collection (data sourcing and data annota-
tion), data pre-processing, feature selection, model training,
and model evaluation [43]. Organizing the literature review
around the ML pipeline would help to aggregate the different
methods and approaches used to accomplish each step in
the pipeline, giving the reader the opportunity to learn and
compare these different approaches and methods. Taking this
into consideration, in this work, we organized our reviewed
literature around the steps of the ML pipeline employed by
each reviewed work.
Our literature review on the automated detection of cyber-
bullying sheds light on some of the challenges and the limita-
tions of the current literature: (a) Data collection; (b) Features
selection; (c) Models selection and training; and (d) Evalua-
tion metrics. We also provide some suggestions to address
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some of the limitations and to improve the task of cyberbul-
lying detection. Among these suggestions are: i) Using recent
contextual language models like the Bidirectional Encoder
Representations from Transformers (BERT) and ii) Using
slang-based word embeddings as feature representation of the
cyberbullying-related datasets.
In addition to reviewing the literature, we investigate the
impact of our suggestions on improving the task of cyberbul-
lying detection. We start our investigation by replicating one
of the state-of-the-art models in detecting cyberbullying in the
reviewed literature and use it onmore datasets. Then, to inves-
tigate the impact of using contextual language models like
BERT to improve the detection of cyberbullying, we com-
pare the performance of BERT, fine-tuned on cyberbullying-
related datasets, to the replicated study, and state-of-the-art
deep learning models. Then, to find out if using slang-based
word embedding would improve the task of the detection of
cyberbullying, we ran a series of experiments to compare dif-
ferent deep learning models trained on randomly initialized
word embeddings, traditional word embeddings, and slang-
based word embeddings.
The contributions of this literature review paper can be
summarised as follows:
1) A systematic literature review on automated cyberbul-
lying detection that covers all the steps in the machine
learning pipeline.
2) Demonstrating that contextual language models like
BERT improve the detection of cyberbullying on the
used datasets.
3) Demonstrating that using slang-based word embed-
dings improves the detection of cyberbullying.
This paper is organized into two parts. In the first part,
we reviewed the collected body of literature on automated
cyberbullying detection, starting with explaining our search
strategy for selecting literature works (Section II) and then
reviewing the different definitions of cyberbullying in the lit-
erature and the different types of cyberbullying (Section III).
Then, we reviewed the different methods used in the literature
for each step in the machine learning pipeline: data collection
(Section IV-A), pre-processing (Section IV-B), feature selec-
tion (Section IV-C), model training (Section IV-D) and model
evaluation (Section IV-E). Then, we provide a critical analy-
sis of the current challenges and limitations in the literature
of cyberbullying detection (Section V).
In the second part of the paper, we presented our exper-
imental evaluation (Section VI) for the replicated study
(Section VI-A); we used the replicated study on other datasets
(Section VI-B); we fine-tuned BERT on cyberbullying-
related datasets (Section VI-C); and we used slang-based
word embeddings (Section VI-D). Finally, we provided an
insight into our results, drew our conclusions, and discussed
possible future work in Section VII.
II. SEARCH STRATEGY AND STUDY SELECTION
The papers reviewed in this work were selected by following
a systematic literature review method to make sure that as
FIGURE 2. The number of papers on automated detection of cyberbullying
that we reviewed, grouped by the year of publication from 2008 to 2020.
many relevant papers as possible were covered. To achieve
this, we first looked at how other literature reviews selected
their papers. Among the literature review papers in Table 1,
the collection methods used in [27] and [31] generated the
highest number of relevant papers, which is 43. They used the
search keywords ‘‘cyberbullying’’ and ‘‘detection’’ to search
through the Google Scholar, IEEE Xplore, Science Direct,
ACM Digital Library and Wiley online databases. Following
their method, we located some of the key studies in the field
of automated cyberbullying detection. To ensure that as many
relevant and new papers as possible are covered, we reviewed
the papers that cited those key studies and especially those
published after 2016. This process led to 106 papers related to
computational methods for cyberbullying detection. Figure 2
shows the number of the reviewed papers grouped by the
publication year from 2008 to 2020. It must also be noted
that the list of the papers reviewed in this work, as well as the
Python scripts used to analyse the data and the scripts used for
the experimental evaluation, will be made publicly available
upon acceptance of this work.
III. CYBERBULLYING
A. DEFINITION
The lack of a globally accepted definition of cyberbully-
ing is one of the main issues detected in the reviewed
literature on automated cyberbullying detection. For exam-
ple, although some of the reviewed works claim to detect
cyberbullying in their title, they detect child grooming
[52], [70] or detect the participants in the act, like the bul-
lies, victims, and bystanders, rather than the actual inci-
dent of cyberbullying [71], [72]. Out of the 106 reviewed
papers, 65 papers defined cyberbullying. There are eight
main definitions that most of the papers used, as shown
in Table 2. However, despite these definitions being close
in meaning, as most of them describe cyberbullying as ‘‘one
form or another of insulting, spread using mobile or internet
technology’’, the lack of a clear definition leads to difficulties
in comparing and evaluating different works. For example,
in [19], [51], [57], cyberbullying is described as online
VOLUME 9, 2021 103543
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TABLE 2. The most common cyberbullying definitions used in the reviewed literature.
aggression, bullying using new communication technologies,
online harassment, or hate speech. This is problematic as each
of these tasks is different, making it significantly difficult
to replicate the studies and to compare the models’ results
and generalisability. Some studies consider cyberbullying as
a sub-type of cyber-aggression [44], while others consider
cyberbullying as a different task from cyber-aggression [73].
Mladenović et al. provided a detailed survey on the diversity
of the definitions of cyberbullying, cyber-aggression, trolling,
and cyber-grooming [39]. Another issue is that some studies
do not differentiate between bullying and cyberbullying apart
from the usage of electronic means. As a consequence, they
require the following three characteristics of bullying to be
evident in cyberbullying cases: harmful, repetitive, and with
power imbalance between the bully and the victim. These
characteristics sometimes are hard to satisfy in the online
space. For example, someone may send a bullying message
to someone during an online conversation only once, which
does not satisfy repetition. However, some studies claim that
the fact that an online post makes permanent harm satisfies
the repetition requirement [31]. In addition, in the case of the
Twitter platform, Tian and Xin argue that negative messages
on Twitter tend to be retweeted more often, which also satis-
fies the repetition requirement [74].
B. CYBERBULLYING TYPES
According to the literature, there are 12 types of
cyberbullying [29]:
1) Flamming: Starting a fight online.
2) Harassment: Sending insulting messages frequently.
3) Cyberstalking: Sending intimidating messages to the
victim, which causes fear.
4) Masquerade: The bully pretends to be someone else.
5) Trolling: Posting controversial comments to upset other
members on the online platform.
6) Denigration: Negative gossip about another person.
7) Outing: Posting personal information about someone in
public forums.
8) Exclusion: When a social group deliberately excludes
someone.
9) Catfishing: Creating a fake profile using someone
else’s information.
10) Dissing: Posting information about someone to hurt
them or defame them.
11) Trickery: Tricking someone to share their secrets or
personal information.
12) Fraping: Using someone else’s online account to post
inappropriate content and tricking others into believing
that the account owner posted them.
Most of the reviewed literature does not specify which
type of cyberbullying they are detecting. Nevertheless, online
harassment is the most common type of cyberbullying in the
literature [49], [50], [56], [75]–[77]. There are sub-types of
harassment mentioned in the reviewed literature like Aggres-
sion [15], [64] and Toxicity [66].
C. HATE SPEECH
In the last few years, research on hate speech detection
has been increasing [8], [13], [18], [21], [78], [79]. In a
survey paper on the automated detection of hate speech
in text, Fortuna and Nunes studied the definition of hate
speech in the literature in relation to four dimensions: phys-
ical violence encouragement, targets, attack language, and
humorous hate speech [34]. From these four dimensions,
the authors proposed a new definition for hate speech, i.e.
‘‘Hate speech is a language that attacks or diminishes,
that incites violence or hate against groups, based on spe-
cific characteristics such as physical appearance, religion,
descent, national or ethnic origin, sexual orientation, gender
identity or other, and it can occur with different linguistic
styles, even in subtle forms or when humor is used’’.
In the NLP community, it is unclear what the difference
in definition between hate speech and cyberbullying is. This
lack of clarity can cause generalisability problems with the
developed models, as each of the cyberbullying detection
and hate speech detection tasks require different features.
However, there are also some similarities between the two
tasks. The main similarity is the abusive language, while
the main difference is the target of the abusive language.
In cyberbullying, the abusive language is targeted at specific
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TABLE 3. Types of hate speech and their targets in the literature [80].
individuals, while hate speech is targeted at groups of people
who share specific characteristics [34]. Examples of types
of hate speech and their targeted groups are summarised
in Table 3.
The main focus of this paper is to review the literature
on cyberbullying detection. However, due to the similarities
between cyberbullying and hate speech, we opted to include
some of the hate speech datasets and features used in the lit-
erature in addition to the cyberbullying datasets and features.
Consequently, the term cyberbullying will hereby cover both
hate speech and cyberbullying in this work.
IV. MACHINE LEARNING PIPELINE
This section provides a thorough literature review on auto-
mated cyberbullying detection, organized by the steps in the
machine learning pipeline, as shown in Figure 1.
A. DATA COLLECTION
In the reviewed literature, the used datasets originated from
various social media platforms. In this section, we provide
an overview of the different datasets used in the litera-
ture, including the annotation processes followed, the ratio
between positive and negative samples, and the sampling
strategies used.
1) DATA SOURCES
The datasets used in the reviewed literature originated from
twelve different sources, including seven social media plat-
forms (Twitter, Instagram, FormSpring, Ask.FM, MySpace,
YouTube, Vine, and Reddit), an online collaborative plat-
form (Wikipedia Talk Pages), and a news website (Yahoo
News). All of these platforms have experienced incidents of
cyberbullying and were thus used for the creation of datasets
for cyberbullying detection. Examples of offensive comments
from these data sources can be found in Table 4. In addition,
details about all the datasets, including their source, the num-
ber of positive and negative samples, the proportion of posi-
tive vs. negative samples, their focus (e.g., cyberbullying, hate
speech, cyber-aggression, etc.), their availability, and related
references, are provided in Table 5.
• Twitter is one of the most famous social media plat-
forms where cyberbullying takes place [74]. In the
reviewed cyberbullying literature, there are 13 datasets
collected from Twitter with different sizes, collec-
tion methods, and annotation methods. The tweets in
the datasets were collected using the public Twitter
API.1 Some studies used hateful hashtags and pro-
fane words, like feminazi, immigrant, nigger, Islam,
terrorism, and bully to filter the tweets [7]–[13]. Other
studies used publicly available datasets, like for exam-
ple [90] and [84], who used the 2011 TREC Microblog
Track corpus.2 In 2019, the multilingual detection of
hate speech against immigrants and women in Twit-
ter (hateEval)3 dataset was released in two languages,
English and Spanish. The dataset was used in SemEval
2019 Task 5 [86].
• Instagram4 is a social media platform where people
share photos and videos, and others can comment on
them. This opens the door for cyberbullying, as peo-
ple can either post offensive pictures or write insult-
ing comments. In the reviewed literature, we found
four Instagram datasets [10], [11], [14], [15]. The data
was crawled from Instagram by first filtering images
and videos using hate speech, harassment, and abusive
words. Then, collecting those media sessions where
offensive comments were made.
• FormSpring.ME5 is a social media platform that allows
its users to ask other users anything and start a conver-
sation between them. Sometimes the questions or the
answers are abusive. In the reviewed literature, there
are three FormSpring.ME datasets [20], [21], [53]. Two
datasets were made available as part of the Kaggle
competition website6 and were used by [21], [53], [55].
The third dataset was crawled from the Form-
Spring.ME website by [20] and made available by the
researchers.7
• Ask.FM8 is a social media website that is similar to
FormSpring.ME, where users can ask other users ques-
tions and start a conversation. In the reviewed literature,
we found two studies that used data from ASK.FM
[10], [11]. The data was crawled from the ASK.FMweb-
site. The researchers used a custom-made harassment
dictionary to query data from other sources but it is not
clear if they used the same method to filter the crawled
data from ASK.FM or not.
• MySpace9 is a social networking website that used to
be very famous in the 2000s. In the reviewed litera-
ture, two studies used data from MySpace. The dataset
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TABLE 4. Examples of cyberbullying comments on social media.
TABLE 5. Datasets used in the reviewed cyberbullying detection literature.
The posts included in the dataset were crawled from
MySpace’s groups’ feature and were manually labeled
as normal or bullying-related.
• YouTube is an online video-sharing platform, which
opens the door for cyberbullying as users can comment
on the videos of other users. Keryov and Evelyn argue
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that when YouTube videos are controversial, the com-
ments tend to be more racist and abusive [91]. We found
three studies that collected and used YouTube media
sessions (videos + comments) to detect cyberbully-
ing [17]–[19]. The dataset was generated by collecting
media sessions on sensitive topics, like sexuality, race,
culture, intelligence, and physical attributes.
• Vine was a short video hosting platform where users
could share six-second long videos. Users were able
to comment on those videos and sometimes the videos
shared or the comments were racist towards certain
groups of people. In 2018, Vine was archived and set
to be replaced by a successor version but the project has
been postponed indefinitely. Up until 2018, researchers
could crawl data asmedia sessions (videos+ comments)
from Vine. Within the reviewed literature, we found two
Vine datasets that were used in [47], [88] and [16].
• Wikipedia Talk Pages is a collaborative platformwhere
Wikipedia users can discuss improvements on published
articles on Wikipedia. Sometimes the comments are
aggressive, toxic, and contain personal attacks. In the
reviewed literature, we found one dataset that was col-
lected by [66] and then used by [21]. Each comment
in the dataset was labeled by 10 annotators via the
Crowdflower (Figure-Eight) crowd-sourcing platform
on whether it contains a personal attack.
• Yahoo is a web services provider that operates a number
of different web services. We found only one study
that used data from the Yahoo website [77]. They used
comments posted on Yahoo Financial and Yahoo News
stories for cyberbullying detection. All comments were
moderated and annotated byYahoo employeeswhowere
trained before the task in order to familiarise themselves
with the required text judgment guidelines. In addition,
the data are available for researchers.10
• Reddit is a popular social media network that offers
social news aggregation, web content rating, and online
discussions. [89] used comments posted on Reddit to
detect triggers for toxicity. They focused on the ten
subreddits with the highest number of subscribers.
For each subreddit, they retrieved all the comments
posted between January 2016 and August 2017 using
Pushshift’s public Reddit collection and used the
Figure-Eight crowd-sourcing platform to label a sub-
set of 10,100 randomly sampled comments from
AskReddit.
In addition to the datasets in Table 5, Vidgen and
Derczynski compiled a list of hate speech datasets [37].
That list11 is a collection of annotated datasets for hate
speech, online abuse, and offensive language. The collection
contains datasets in different languages, e.g. Arabic, Croat-
ian, Danish, English, French, German, Greek, Hindi-English,
Indonesian, Italian, Polish, Portuguese, Slovene, Spanish
10https://webscope.sandbox.yahoo.com/
11https://hatespeechdata.com/
and Turkish. The datasets were collected from different social
media platforms, such as Twitter, Reddit, Facebook, Gab, and
Wikipedia, and news platforms like Fox News and AlJazira.
From this list of the datasets used in the literature, we can
see that Twitter is the most used platform for studying cyber-
bullying, which leads to a number of speculations, including
that the moderation on Twitter is not so strict, it is an abundant
source of bullying and hate or it is easier to retrieve data
from because of the Twitter API. However, we believe that the
cyberbullying detection community needs to release and use
datasets that are collected from less mainstream platforms,
but with even less strict moderation policies like an Urban
Dictionary, 4&8 Chan, etc., because recent studies have
shown that these platforms are often fertile ground for hate
speech, and white supremacy [92], [93]. We also noticed that
some of the platforms are now out of service, like Vine, or not
any more popular, like ASK.FM, MySpace, and FormSpring.
However, the data collected from these platforms are still
relevant, as the offensive language is still the same and they
can be used with more recent datasets to learn more about
cyberbullying on social media.
2) DATA ANNOTATION
In the reviewed literature, we found two common ways
the researchers used to label the collected data: i) manual
annotation by humans, and ii) filtering using specific key-
words. Manual annotation by humans is an arduous and time-
consuming task. Some studies employed crowd-sourcing
platforms to hire people without previous experience to label
the data, in order to reduce the cost. Appen,12 previously
known as CrowdFlower, is one of the most used crowd-
sourcing platforms and has been used by [7], [14], [21], [47],
[66], [81]. Amazon Mechanical Turk (AMT)13 is the sec-
ond most used platform in the reviewed literature, used by
[20], [21], [55]. Other studies hired experts to do the labeling.
Some of those experts were linguists, e.g. [13], activist femi-
nists [8], or experts in aggression in education systems [94].
Other studies hired graduate students to do the labelling [19],
while in some other studies the researchers themselves did the
labelling [18], [53], [77], [85].
To quantify the agreement between more than one anno-
tator, researchers use the inter-annotators’ agreement score,
which can be measured using Cohen’s kappa [95] or Krip-
pendorff’s alpha [96]. Crowd-sourcing platforms provide
their agreement scores. The higher the score, the higher
the agreement between annotators on whether the anno-
tated item refers to cyberbullying or not. Among the stud-
ies that used crowd-sourcing platforms in the reviewed
literature, the number of annotators hired to do the
labelling was either three annotators [20], [21], [55], five
annotators [7], [14], [47], [66], [81] or ten annotators
[21], [66]. The inter-agreement scores, using Krippen-
dorff’s alpha or Cohen’s kappa, between the annotators
12https://appen.com/
13https://www.mturk.com/
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from the crowd-sourcing platforms ranged between 0.45 [7],
[21], [66], 0.5 [14] and 0.79 [47], [88]. In the studies that
hired experts to annotate the data, the number of hired experts
ranged between one to two, given the increased cost com-
pared to crowd-sourcing, with agreement scores reaching a
Cohen’s kappa of 0.78 [17] and a Cohen’s kappa of 0.82 [85].
This indicates that despite the increased cost, experts are
generally better at annotating the data. Nevertheless, crowd-
sourced annotation can also provide high-quality results if the
task is well designed to minimize confusion and eliminate
unreliable annotators, eventually achieving reasonable agree-
ment scores [47], [88].
When the filtering approach is used for labeling data,
the available data are filtered using specific cyberbullying-
related keywords and the matched data are labeled as refer-
ring to cyberbullying [9], [10], [15]. Filtering data using key-
words could be unreliable, as some people may use profane
words in a disguised or a friendly way, e.g. s**t [97]. In other
cases, some people use high trending hashtags, which might
be insulting words, to attract people to advertisement tweets.
As a result, even with keyword filtration, it is still useful
to have a human annotator involved in labeling the data.
However, an additional challenge exists. As often happens
with subjective topics like cyberbullying, it is sometimes
hard to tell if a post is an act of bullying or it is sarcastic.
Consequently, more than one annotator is required, ideally
an odd number, in order to reach a consensus in cases of
disagreement.
3) DATASET SIZE AND BALANCE
Table 5 summarises all the datasets used in the reviewed
literature and includes the size of the datasets and, when-
ever available, the number of positive samples (posts that
include a form of cyberbullying) and the number of negative
samples (posts that do not include any form of cyberbully-
ing). One of the main challenges in automated cyberbullying
detection is the availability of cyberbullying-related data.
From the datasets in Table 5, we can see that seven datasets
contain 10% or less of cyberbullying-related (positive) sam-
ples [12], [20], [21], [77], [78], [82], [88], while only one
dataset is almost balanced, with 42% positive samples and
58% negative samples [86]. Nine datasets have a percent-
age of positive samples between 11.7% and 29% [13],
[15], [17], [53], [66], [77], [83]–[85], while the rest of
the datasets contain between 30% and 39% of positive
samples [8], [9], [14], [47].
The imbalance in the datasets available in the literature
may have a negative effect on using deep learning models.
In the next section, we review some techniques used in the
literature to address this imbalance in the datasets.
4) DATA SAMPLING
The imbalance of the datasets resulted in many researchers
processing the datasets in order to ensure that the trained
machine learning models learn to differentiate between
cyberbullying cases and non-cyberbullying-related cases.
Some works over-sampled the positive samples either by
duplicating the positive samples multiple times in order
to balance the dataset [20], [21], while other studies did
the opposite by down-sampling negative samples in the
dataset [53], [55], [82]. Some studies used search keywords
on the streaming APIs to filter the incoming data and make
sure to get more data with offensive content [12], [13], [66].
Others used Snowball sampling to ensure that they achieve
a better representation of positive samples in the datasets
[10], [88]. Krasnowska-Kieras et al. increased the number
of positive samples by artificially generating cyberbullying-
related tweets [78]. The rest of the studies opted to use the
available imbalanced data to train their machine learning
models, given that in a real-world situation, the number of
cyberbullying-related posts is in general less than the number
of other posts.
Even though over-sampling or under-sampling datasets
could mitigate the imbalances in the datasets, they come
with their own challenges. Because if not done properly, they
could lead to over-fitting, as we will discuss in Section V.
To mitigate these challenges, data augmentation could be
used to generate more positive (bullying) text and balance the
datasets.
In this section, we presented all the steps related to datasets
in the cyberbullying detection literature. All these steps are
important to ensure that the datasets are representative and
less biased, in order to train fairer and generalizable models.
In the next section, we review the next step in the machine
learning pipeline, which is data pre-processing to clean the
data and prepare them for training the ML model.
B. PRE-PROCESSING
Pre-processing is an important standard step for cleaning
the data. In the reviewed literature, most of the works used
the NLTK library14 to tokenize, remove stop words, remove
unwanted characters, correct misspelling, lemmatize and/or
stem the raw data [98]–[102]. In the case of the Twitter
datasets, more steps were typically applied, like replacing
user mentions, URLs, and hashtags with special characters,
as well as removing duplicates [22], [84], [103]. Some studies
also used Part-of-Speech (POS) tagging as a pre-processing
step [48], [98].
Even though these steps are almost identical in the litera-
ture, following these steps should depend on the task and the
model used. For example, removing stop words is a standard
step in most NLP applications, but in the case of cyberbul-
lying detection, second and third nouns could be important
indicators and features for cyberbullying, and removing them
means losing important information (e.g., theword ‘‘f*ck’’ on
its own is not necessarily used for bullying, contrary to being
used in combination with a pronoun, such as ‘‘f*ck you’’).
Also more recent pre-trained models, like BERT, require
a change in the pre-processing steps, as stemming is not
needed anymore and punctuation symbols are important for
14https://www.nltk.org/
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TABLE 6. Features used for automated cyberbullying detection in the reviewed literature and highest performance reported by each work.
the model to perform well, as shown in [104] where BERT is
fine-tuned on tweets.
The next step in the pipeline after collecting, labeling, and
pre-processing the data is the extraction of features that will
be used for training the ML model.
C. FEATURES
In the reviewed literature, the most common features used can
be grouped in the following four categories: 1) Text-based
features, 2) User and Social media network information,
3) Sentiment and Psychological features, and 4) Distribu-
tional representation (word embeddings). We also considered
one additional category called ‘‘Other features’’ to group
some less common features used in some studies. A summary
of the features used by different studies in the reviewed
literature is provided in Table 6, while an overview of each
feature category is provided below:
1) TEXT-BASED FEATURES
As shown in Table 6, text-based features are the most com-
monly used features in the reviewed literature. They are either
used on their own or in combination with other features.
Text features capture the patterns that exist in the text, which
the machine learning models can then use to learn from the
data. Various types of text features have been proposed in
the literature, like the Bag of Words (BOW) models, which
include one-hot encoding, Term Frequency (TF), and Term
Frequency–Inverse Document Frequency (TF-IDF) repre-
sentations. BOW with word N-grams is the most popular
text representation model used in the reviewed literature
[11], [13], [17]–[21], [47], [52], [53], [66], [77], [81], [83],
[85], [88], [90]. Some studies used BOW with character
N-grams and reported better results compared to the word
N-grams BOW model [8], [21], [66], [77], [78], [81]. Other
studies used the frequency of profane or negative words as
features [12], [17]–[20], [88], while [12] used the frequency
of the word ‘‘you’’ as a feature for detecting cyberbullying.
Other studies used the number of words in the sentence
(an online post), the number of hashtags used, the number of
words in uppercase letters and the number of URLs in addi-
tion to the text [7], [12], [13], [15], [17], [81]. Furthermore,
some studies applied natural language processing techniques
and used Part-of-Speech (POS) tags related to the text as
additional text features [19], [81]–[83].
2) USER INFORMATION
Besides using text-related information for feature selection,
researchers have tried to use information related to the author
of the examined text, and as a consequence, related to the
person committing cyberbullying. This information could
be the users’ gender, age, or the number of their online
posts, which can be found on their social media profiles.
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In the reviewed literature, we found that gender has been
used as a feature [8], [81], as according to [8], men tend to
send more racist and sexist posts on Twitter than women.
Anonymity is another factor that some researchers took into
account since they claimed that users who are cyberbullies
tend to hide their identities. However, results showed that
it is not necessarily the case [17], [20]. Other researchers
used information about the users’ online behavior, like the
number of their posts, their subscriptions, uploads, and their
history of used words [17], [81], [88]. Furthermore, the users’
location has also been used as a feature [8], [16]. User features
also include information related to the user’s social media
network, like the users’ number of followers, the number of
likes and views they receive, or the number of people they
follow [7], [16], [82], [88].
3) SENTIMENT AND PSYCHOLOGICAL FEATURES
Sentiment analysis refers to the task of using natural language
processing and text analysis in order to evaluate the sentiment
conveyed by a text, by assigning a sentiment score to the
examined text. Positive scores typically relate to positive
sentiment, while negative scores are typically indicative of
negative sentiment [105]–[109]. In the reviewed literature,
some researchers used the sentiment score of the text as a
feature for cyberbullying detection, as negative words are
an indicator of unpleasant and potentially bullying-related
text [7], [12], [13], [15], [19], [21], [47], [83]. Some studies
generated a sentiment score of the emotion icons (emojis)
in the text and used those scores as features in training the
machine learning models [7], [17].
In 2015, [110] developed a tool (LIWC15) that can analyze
a text and reveal some of the psychological features of the
author(s). For example, given that one of themain characteris-
tics of a bully is to have power over their victims, the tool can
be used to measure someone’s tendency to exercise authority
from their text. In the reviewed literature, [15] and [16] used
the results of the LIWC tool as an additional feature for
cyberbullying detection.
4) DISTRIBUTIONAL REPRESENTATION (WORD
EMBEDDINGS)
A distributional text representation (Word embeddings) aims
at representing words in a way that preserves their semantic
relationships and takes into account the order of the words
in the text [111]. Word embeddings have been widely used
in recent years for most text classification and information
retrieval tasks [112], [113]. However, there are few stud-
ies that used word embeddings in cyberbullying detection.
Nobata et al. used the word2vec-CBOW word embedding
to train their cyberbullying detection model [77]. Similarly,
Agrawal et al. used Glove-Wikipedia to improve the task
of cyberbullying detection [21]. Doc2vec embeddings were
used as features in detecting cyberbullying by [11], who
also adopted the idea of distributed representation of words
15http://liwc.wpengine.com
and applied it to the user’s online social network and devel-
oped node2vec as a feature for detecting cyberbullying.
Koufakou et al. used FastText word embeddings that were
retro-fitted for the task of cyberbullying detection [114],
while other studies developed specialized word embeddings
for the task of cyberbullying detection [9], [11], [55], [78].
In addition to the classic pre-trained models on Wikipedia
and Google news, there have been new models pre-trained on
Twitter, like Glove-Twitter,16 Urban dictionary word embed-
dings pre-trained on words and definitions from the Urban
Dictionary website [115], and Chan word embeddings pre-
trained on text from the 4 & 8 Chan websites [116]. Despite
these embeddings been trained with text that resembles more
the way users communicate in social media platforms com-
pared to the news and Wikipedia articles, the use of these
embeddings has not yet been explored for the detection of
cyberbullying.
5) OTHER FEATURES
Apart from the aforementioned features that were used in
multiple studies, the following less common features were
also used in the reviewed literature. Davdar et al. [17] hired
experts to rate the importance of the extracted text features
from the text and used this rating as an additional feature.
They also used the information resulting from a multi-criteria
decision support system (MCES) [117] as another feature to
detect cyberbullying. Potha andMaragoudakis [52] used time
series modeling and Singular Value Decomposition (SVD)
to extract features for cyberbullying detection, and [9] used
Latent Semantic Analysis (LSA), which is a topic modeling
method, to extract different topics in the unlabelled text as
features. Topic models like K-means, LDA, and LSI were
also used in [118] to group the text into clusters and use this
information as features. [16] used the metadata of images
posted on social media platforms as features along with the
time of the post. Few studies usedMulti-modal cyberbullying
detection, where the model is trained on both images and text
to detect cyberbullying [76], [119]. [99] used the Levenshtein
distance to measure the difference between two words as
a feature to detect profane words in disguised form, e.g.
f***, while [64] used the conditional feature probability to
measure the importance of the features. [120] used a novel
algorithm to reduce the number of features (text and user
information) used in the classification task. They achieved
an F1-score (will be discussed in Section IV-E) of 0.76 with
an average of 6.6 features, compared to the baseline which
achieved a 0.58 F1-score with 13 features.
6) FEATURE SELECTION
Singh et al. [82] proposed a method for combining text
features, user features, and social media network features
in a way that enhances the model’s performance, by first
determining the agreement score between different types of
features and then determining the confidence score of certain
16https://nlp.stanford.edu/projects/glove/
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feature types by calculating their accuracy in predicting the
data label (as cyberbullying or not) from previous predictions.
This way the model can determine which features are more
important for each data instance and consequently make bet-
ter predictions of the final data label. Using this approach,
they achieved better results than other studies that combine
features mindlessly, reporting an F1-score of 0.64.
Raisi and Huang used multi-view learning to maximize the
mutual agreement across different features types (text and
social network) of unlabelled data [11]. They used an ensem-
ble of two learners: one to examine the language content of
a post and another to consider the network structure of the
post sender. They achieved a precision of 0.6, which is a
relatively high score given that they do not use labeled data.
Similarly, [16] built their model using multi-modality learn-
ing in order to use different pieces of information provided in
the social media post, like images, videos, user profile, time,
and location, assuming that the different pieces of informa-
tion (modalities) could be complementary and achieved an
F1-score of 0.98.
In the same direction of enhancing the learning of the
different types of features, [83] proposed a framework called
Sentiment Informed Cyberbullying Detection (SICD), which
is a model that maximizes the use of sentiment information
available in the post. They used the distribution of sentiment
scores in the data to differentiate between the sentiment of
cyberbullying posts and normal posts, achieving an AUC
score of 0.80 and an F1-score of 0.68.
In this section, we reviewed the literature on the different
features used in the task of cyberbullying detection. The
most common features are Text-based and User information
features. On the other hand, word embeddings are among
the least used features even though they have been proven
to perform well on several NLP tasks. The community of
cyberbullying detection needs to explore more the use of
word embeddings, especially with the release of the new con-
textual word embeddings like BERT and ELMO. We provide
in-depth analysis and suggestions regarding feature selection
for cyberbullying detection in Section V. We also imple-
mented some of these suggestions in Section VI-D. In the
next section, we reviewed the different ML models that have
been used in the literature for the task of cyberbullying
detection.
D. MACHINE LEARNING MODELS
In this section, we discuss the different ML models used for
the task of cyberbullying detection in the reviewed literature.
1) RULES-BASED LEARNING
Some studies in the reviewed literature used rules-based
models besides machine learning models to provide the cri-
teria based on which the model classifies the data. They
are especially used in the early studies, with less available
training datasets than required to train machine learning
models [12], [19], [20].
2) CONVENTIONAL MACHINE LEARNING
Conventional machine learning models are the most widely
used in the reviewed literature. We found 61 (57.5%) studies
that used conventional machine learning models. Most of
them used supervised learning models. Among these super-
vised models are the models that are famous for perform-
ing well in text classification tasks, like Support Vector
Machines (SVM) [9], [16], [19]–[21], [47], [52] and Naive
Bayes (NB) [17], [19], [21], [47]. Other well-known models
used are: Logistic Regression (LR) [8], [66], [88], Decision
Trees (DT) [7], [17], [19], [20], [47], k-Nearest Neighbours
(kNN) [18], [20], and Random Forests (RF) [7], [15], [16],
[18], [21], [47]. Furthermore, despite the shortage of labelled
datasets, there have been only a few trials that attempted to
use weakly supervised [10], [11] or unsupervised machine
learning models [53].
3) DEEP LEARNING
During the last two decades, deep learning models have been
increasingly used in different variations and for different
applications of machine learning. However, in the reviewed
literature, we found that deep learning models have been used
for cyberbullying detection much later. This could be because
deep learning models need large numbers of data points for
training and the available datasets for cyberbullying used to
be small in numbers and in size, something that started to
increase only recently. Zhao and Mao [100] used Semantic
Enhanced Marginalised Denoising Auto-Encoder (smSDA)
for cyberbullying detection. [21] used Transfer Learning
with LSTM to detect cyberbullying across multiple social
media platforms. They achieved a Precision score of 0.92,
a Recall score of 0.91, and an F1-score of 0.91. CNN’s
have been also used to improve the detection of cyberbul-
lying [13], [21], [22], [55], [68], [85], [122]. [21] and [11]
used Long Short TermMemory (LSTM) models, which are a
variation of Recurrent Neural Network (RNN) [23] models,
to detect cyberbullying. [13] combined CNN layers with
Gated Recurrent Network (GRN) layers to create a model
for hate speech detection. Simpler deep learning models
have also been explored in the literature. Some studies also
used a simple neural network like the multi-layer perceptron
(MLP) [66], [78].
4) UNCONVENTIONAL MODELS
Most of the reviewed papers used conventional machine
learning models or deep learning models with a novel con-
tribution in providing labeled datasets or in feature engi-
neering. However, there are less common machine learn-
ing approaches like unsupervised learning, which have been
used in other fields, e.g. for detecting spammer groups [123]
and for rumor detection [124], [125], or semi-supervised
machine learning models [126], [127]. These unconventional
methods have also been used for cyberbullying detection.
[128] and [88] proposed a multi-stage cyberbullying detec-
tion model that improves the classification time by 223 times
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over the baseline and the time needed to raise an alert is
improved seven times over the baseline, achieving a precision
of 0.71 and a recall of 0.66. [83] first used a distant super-
vised based sentiment machine learning model to measure
the sentiment score distribution of the dataset and then they
incorporated that score to detect cyberbullying. They reported
an AUC score of 0.80 and an F1-score of 0.68. [53] used
Fuzzy Finger Prints to identify the unique fingerprints of the
positive cyberbullying examples in the training dataset. They
slightly outperformed the baselines for unbalanced datasets
and achieved an F1-score of 0.77. [49] used hierarchical
attention networks to mirror the structure of social media
sessions and use attention mechanisms that capture the rela-
tionship between the words in a comment within a certain
context, achieving an F1-score of 0.78 and an AUC score
of 0.851.
In this section, we reviewed the different models used in
the literature on cyberbullying detection. We can see that the
majority of the studies, reviewed here, opted for conventional
ML models over deep learning models which could be due to
the small sizes of the datasets and the high imbalance ratio
of positive (bullying) and negative (not-bullying) data. The
more datasets being released for the task of cyberbullying
detection, themore deep learningmodels will be easier to use.
From our experiments, described in Section VI, RNNmodels,
especially Bidirectional LSTM models, look like the most
promising deep learning models for the task of cyberbullying
detection. We also noticed that the literature is missing out
on new advances in pre-trained language models like BERT,
GPT2, and GPT3. In the next section, we review the different
evaluationmethods used in the literature of cyberbullying and
their validity.
E. EVALUATION METRICS
Given the use ofmachine learning for cyberbullying detection
in the reviewed literature, the performance of the reviewed
methods was evaluated using typical evaluation metrics that
are common across the machine learning literature. The
majority of the examinedworks used the following evaluation
metrics: accuracy, F1-score, precision, recall (also known as
sensitivity or true positive rate), as well as Receiver Operating
Characteristic-Area Under the Curve (ROC-AUC) scores.
These metrics are computed based on the four outcomes
that summarise a binary classification task’s results, i.e.
i) True Positive (TP), the number of correctly classified posi-
tive samples, ii) True Negative (TN), the number of correctly
classified negative samples, iii) False Positive (FP), the num-
ber of samples miss-classified as positive, and iv) False Nega-
tive (FN), the number of samples miss-classified as negative.
In addition, a few works reported the error score or the Mean
Squared Error (MSE) score [12], [52].
Accuracy =
TP+ TN
TP+ TN + FP+ FN
(1)
Despite being one of the most commonmetrics for classifi-
cation, accuracy (Eq. 1) is not the preferred evaluation metric
when working with imbalanced datasets [129], since it may
lead to overestimated scores as a result of a high number of
samples belonging to a certain class. In the reviewed cyber-
bullying detection literature, we found that [19], [47] and [18]
used the accuracy metric to report the results of their models,














Some of the studies that reported precision (Eq. 2),
also reported recall (Eq. 3) and F1-score (Eq. 4) [8], [9],
[18], [21], [55]. Other works reported only the F1-score
[13], [15], [16], [53], [82], [83], [88], [90], or either recall
only [20] or precision and recall [94].
AUC is generally preferred in binary classification tasks
but despite cyberbullying detection being a binary classifi-
cation task, we found few studies in the reviewed literature
that reported AUC scores, either on their own or along the
F1-score [10], [17], [66], [78], [83], [85]. A summary of the
reviewed studies that reported an AUC score or an F1-score
higher than 0.80 is provided in Table 7, including the achieved
scores, the dataset, the features, and the machine learning
models used.
In this section, we reviewed the different evaluationmetrics
used in the literature of cyberbullying detection. We showed
that using accuracy is not advisable for tasks where there is a
high imbalance in the dataset. We also recommend the use of
the F1-score as a good measure of the models’ ability to find
a balance between precision and recall.
In the next section, we provide an analysis of the limita-
tions in the literature of cyberbullying detection and provide
some recommendations to overcome these limitations.
V. LIMITATIONS OF THE REVIEWED LITERATURE
Examining the reviewed literature, it is evident that there are
some limitations and challenges in the field of cyberbullying
detection in terms of the datasets, features, machine learning
models, and evaluation approaches used.
A. DATASET-RELATED CHALLENGES
Some of the challenges that make the task of cyberbullying
detection harder are related to the cyberbullying datasets
available in the literature and are mostly related to the def-
inition of cyberbullying, to data annotation, class imbalance,
underlying biases, and language. In this section, we discuss
these challenges.
1) DEFINITION
The lack of a clear distinction in the definition between
cyberbullying and related concepts, like hate speech, affects
the generalisability of the state-of-the-art models proposed in
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TABLE 7. The best F1 and AUC scores achieved in the reviewed literature. The evaluation scores presented here are for providing an idea of the scores
being reported in the literature but are not meant for comparative reasons as these studies used different datasets.
the literature. It also affects the choice of features that can
be used to enhance the models’ performance in detecting
cyberbullying or hate speech. For example, Fortuna et al. [34]
suggest that there are two types of features, general textual-
based features and specific hate speech based features.
Some of these features intersect with cyberbullying detec-
tion like Othering Language and Perpetrator Characteristics
(e.g. gender and geographic localisation), while others are
specific for the task of hate speech detection, likeDeclaration
of superiority of the group, Focus on particular stereotypes,
and Intersectionism of oppression. The lack of a clear defini-
tion of the detection task makes it harder to select the most
suitable features and models from the literature.
2) ANNOTATIONS
We found that the studies that used crowd-sourcing platforms
to annotate the data reported low inter-agreement scores
among the annotators. This could be due to a lack of clear
instructions given to the annotators or due to the demographic
of the annotators which may lead to unknown biases [79].
These biases and low agreement scores may cause over-
fitting in the models reported in the literature, which in turn
affects their generalisability. Related information about the
annotators’ demographics was not shared or described in
the reviewed papers. To address this issue, we recommend
that future studies share this information along with the data
description when a new dataset is released.
3) CLASS IMBALANCE
The statistics presented in Figure 3 show a clear pattern of
imbalance between the number of positive (abusive) data
samples and the number of negative (normal) data samples
in the datasets used in the reviewed literature. This imbalance
imposes some limitations on the use of deep learning models.
To overcome this problem, some studies over-sample the
positive samples in the dataset, which, if done before the
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FIGURE 3. Histogram of the percentage of abusive samples in the
reviewed datasets in the literature.
train-test split, becomes problematic and causes model over-
fitting, as demonstrated by [79].
4) USER DISTRIBUTION BIAS
There is, potentially, a user distribution bias in the datasets
used in the literature. For example, one of the most used
datasets in the literature of cyberbullying and hate speech
detection is the tweets dataset collected by Wassem et al. [8].
The dataset contains 14K tweets annotated as ‘‘racist’’,
‘‘sexist’’ or ‘‘none’’. The number of hateful tweets (sexist
and racist) is 4,839 and the number of non-hateful tweets is
10,110. The data on the users who generated these tweets
were analyzed by [79], who found that all the data was
generated by 1,590 users, with 491 users having generated all
the sexist tweets and only 8 users have generated all the racist
tweets. Among the ‘‘sexist’’ tweets, 40% were generated
by a single user and among the ‘‘racist’’ tweets, 90% were
generated by a single user. Furthermore, they argued that the
models trained on Wassem et al.’s dataset are prone to over-
fitting due to the user distribution.
5) LANGUAGE
Despite languages other than English having been included
in the datasets found in the literature, these ‘‘language’’
datasets are limited in sources to almost only Twitter and
Facebook. There is a clear lack of ‘‘language’’ datasets that
cover other social media platforms. Furthermore, most of
these ‘‘language’’ datasets contain hate speech, and very few
contain cyberbullying and its sub-types. As a consequence,
this limits the research on cyberbullying detection in lan-
guages other than English. There is a need for more cyberbul-
lying datasets in other languages to advance the research and
improve the detection of cyberbullying in these languages.
B. FEATURES-RELATED CHALLENGES
Identified challenges in relation to the features used for cyber-
bullying detection are related to the lack of use of visual
features, the word embeddings used for text representation,
and the availability of user and network information.
1) VISUAL FEATURES
Table 6 summarises the most common features used in the
literature to detect cyberbullying. From this table, it is evident
that the use of visual features for cyberbullying detection
is rare [14], [130], [131]. As recent studies have shown
that teenagers make extensive use of visual content on plat-
forms like Instagram and Snapchat for their communication
[132], [133], it is important to develop models that can detect
cyberbullying from visual media, in order to provide a form
of protection to the receivers of such visual content.
2) TEXT REPRESENTATION
Another limitation we found in the literature is the use
of relevant word embeddings to the task of cyberbullying
detection. As discussed earlier, the main word embeddings
used in the literature are Word2Vec, Glove, or Doc2Vec.
However, more recent word embeddings have been proposed
that may be more relevant to the task, such as sentiment spe-
cific word embedding (SSWE) [134] and Urban Dictionary
word embedding [135]. Aragwal and Awekar experimented
with different deep learning models trained with different
word embeddings like Glove and SSWE and found that the
performance of the models trained with Glove and SSWE is
very close [21]. However, they did not conduct any intrinsic
analysis to compare the semantic relatedness of SSWE and
Glove to cyberbullying datasets. Similarly, contextual word
embeddings like ELMO, GPT, and BERT [136]–[138] have
not been explored enough in the literature. We recommend
using the new advances in NLP to improve the detection of
cyberbullying.
3) USER AND NETWORK INFORMATION
Although some studies in the reviewed literature used user
and network information as features to detect cyberbullying,
few studies share this user information, which is limiting to
the development of the field. This may be partially attributed
to the general data protection regulations. However, for an
important task such as cyberbullying detection, it would be
more beneficial to share this information in an anonymized
form than not providing it at all.
C. MACHINE LEARNING MODELS-RELATED CHALLENGES
After reviewing the literature on the machine learning mod-
els used to detect cyberbullying and their training process,
we identified challenges related to the generalisability of the
models and the lack of use of new advances in NLP, like
attention-based models and transfer learning.
1) MODEL GENERALISABILITY
The first challenge is the validity of the results reported in
the literature, as Arango et al. showed in their study on the
generalisability of prior work on the detection of hate speech
and cyberbullying [79]. They showed through a series of
experiments that the models that are used as state-of-the-art
in the literature of cyberbullying detection failed to generalize
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to new datasets, which means that the high scores reported in
the original papers are due to over-fitting. They explain that
the over-fitting occurs due to some mistakes in the training
process: 1) Extracting the features from the whole dataset
(training and test sets) for training instead of extracting the
features only from the training set; 2) Oversampling the pos-
itive (abusive) content to balance the dataset before the train-
test split; 3) Bias resulting from the uneven distribution of
the users who generate the abusive content within the dataset.
Their findings suggest that we should look at the results
reported in the literature with a critical view and carefully
assess the reported training processes. We also recommend
replicating the results of the models reported in the literature
before using them.
2) CONTEXTUAL LANGUAGE MODELS
The second challenge is that although attention-based mech-
anisms and pre-trained models like ELMO, GPT, and
BERT [136]–[138] have been around for quite some time
now, there are few studies that used these models to detect
cyberbullying or hate speech [139]–[141]. Pre-trainedmodels
like BERThave established a new state of the art inmanyNLP
tasks, requiring only small datasets to fine-tune the model on
the downstream tasks [142].
3) TRANSFER LEARNING
Transfer learning is a great technique to mitigate the issue
of small and imbalanced datasets which, as discussed ear-
lier, is a problem with the task of cyberbullying detection.
It can also be beneficial in training a model that can detect
different types of cyberbullying regardless of the data source.
However, transfer learning has not been widely explored in




Asmentioned earlier, some studies report high F1-scores like,
e.g., 0.934 and 0.961 [21], [146]. However, [79] showed that
these high F1-scores are due to over-fitting, as discussed in
Section V-C1. To address this issue, we recommend testing
anymodel’s generalisability and report the performance on an
unseen dataset besides reporting the performance results on
the test set. For example, the SemEval 2019 [86] dataset could
be used for that reason if the task is hate speech detection.
However, we acknowledge that the lack of cyberbullying
datasets can be an obstacle to achieving that.
2) METRICS
We found some studies in the reviewed literature that reported
classification accuracy for assessing performance, which is
not reliable when working with unbalanced databases, such
as the ones typically available in the cyberbullying and hate
speech literature. Considering the very high proportion of
negative (non-abusive) samples in the available datasets,
the high accuracy values are biased towards the high number
of true-negatives in the test set. For NLP tasks it is best to
report the F1-score in order to get a realistic evaluation of a
model’s performance [147], [148].
VI. IMPROVING THE PERFORMANCE OF
CYBERBULLYING DETECTION
After reviewing the literature on automated cyberbullying
detection and identifying its major challenges and limitations,
in this sectionwe attempt to address some of these challenges.
We first replicated one of the studies that reported high
performance. Then, we extended the experiment to train and
test the proposed method from the replicated study on other
cyberbullying-related datasets from different data sources.
Afterward, we aimed to address some of the limitations dis-
cussed in Section V by using BERT and slang-based word
embeddings to improve the detection of cyberbullying.
A. STUDY REPLICATION
We opted to replicate the study byWulczyn et al. [66], as they
report the highest ROC AUC scores among the reviewed
literature and their dataset is available online. In that study,
the authors used machine learning models to detect cyber-
bullying from the comments sent on the Wikipedia Talk
Pages (WTP) platform. They used the Appen crowd-sourcing
platform to label the training dataset, by hiring ten workers
on Appen to answer the following set of questions for each
comment:
1) Does this comment contain a personal attack or
harassment?
2) How friendly or aggressive is this comment?
3) Rate the toxicity of this comment.
The inter-rater agreement (Krippendorff’s alpha) score
between the workers was 0.45. The dataset contains
115,737 comments with 13,542 (11.7%) of the comments
containing forms of personal attacks.
Then, they used a conventional machine learning model,
Logistic Regression (LR), and a deep learning model, Multi-
Layer Perceptron (MLP), withwordN-grams of (1,2) features
and characters with N-grams of (1,5) features. They also
used two types of class labels. The first is One-Hot (OH)
binary labels, which means that if the comment is considered
aggression by the majority of the crowd workers then the
label is 1, and if the majority of the crowd workers consider
the comment, not aggression, then the label is 0. The second
type of label is Empirical Distribution (ED), which takes
into consideration the distribution of answers of the crowd
workers on the comments. For example, if a comment was
labeled as aggressive by seven crowd workers and labeled
as non-aggressive by three workers, then the label of this
comment would be represented as (0.7, 0.3). Finally, they
used the ROC AUC score to evaluate the performance of
the models only on the personal attacks dataset, which is the
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TABLE 8. Results reported in the Wulczyn et al. [66] study.
TABLE 9. Results for the replicated Wulczyn et al. [66] study.
dataset that contains answers for the question ‘‘Does this com-
ment contain personal attack or harassment?’’. The results
acquired from the original study are reported in Table 8,
reaching the highest ROC AUC of 0.95.
In our replication of the study, we only used One-Hot
labels because only One-Hot labels are available for the other
examined datasets. Furthermore, in addition to ROC AUC
scores, we also reported the AUC and F1 scores. In addition,
the Scikit-learn17 and Keras [149] Python packages were
used for the implementation of the replication study. The
results of the replication study are reported in Table 9 and
support the results reported in the original paper (Table 8).
The reported results show that MLP, either with char
N-grams or word N-grams, provides the best ROCAUC score
of 0.95, as also reported in the original study. However, when
we used the integer predictions instead of prediction proba-
bilities to measure the AUC, we find that LR with the word
N-grams model is the best performing, achieving an AUC
score of 0.82. Furthermore, the LR with the word N-grams
model also achieved the highest F1-score of 0.74. In the next
sections, we investigated the performance of the replicated
study when trained and tested on different cyberbullying
datasets from different sources and with different types of
cyberbullying.
B. DETECTING OTHER TYPES OF CYBERBULLYING
To evaluate the ability of the replicated study to detect other
types of cyberbullying, we trained and tested the replicated
model on three additional datasets from different sources:
• Twitter: Two collections of Twitter messages collected
by [8] for hate speech detection, who defines hate
speech as targeting individuals or groups on the basis of
their characteristics, demonstrating a clear intention to
incite harm, or to promote hatred, and may or may not
use offensive or profane words. The first collection is
Twitter-Racism, which contains racist comments, while
the second collection is Twitter-Sexism, which contains
sexist comments.
17https://scikit-learn.org/stable/
• Kaggle-insults: The Kaggle-insults dataset is part of a
Kaggle competition18 and contains insults described as:
‘‘Insults could contain profanity, racial slurs, or other
offensive languages. But oftentimes, they do not’’.
Before training the examined machine learning models,
the datasets were first pre-processed using the NLTK pack-
age [150] to tokenize the text and convert all words into lower
case. Then, the Porter Stemming algorithm [151] was used
to stem the words, and then stop words, punctuation, and
numbers were removed. Finally, weblinks and some words
that are frequently found in tweets like ‘‘amp’’ and ‘‘lol’’
were also removed. After pre-processing, each dataset was
randomly split into a training set (70%) and test set (30%) for
training and evaluating the models proposed in the replicated
study using the new datasets. Results are reported in Table 10
in terms of the F1-score.
TABLE 10. F1-scores of the replicated study on the additional datasets.
From Table 9 and 10, it is evident that the performance of
the replicated LR model with word N-grams on its original
dataset (WTP Personal attack) (F1-score = 0.74) is close to
its performance on the Twitter-racism dataset (F1-score =
0.74) and the Twitter-Sexism dataset (F1-score= 0.72), while
the performance drops for the Kaggle-insults dataset, achiev-
ing an F1-score of 0.67. The MLP models underperformed
considerably on all of the three examined datasets. Interest-
ingly, in all cases the MLP models predicted all samples as
belonging to the majority negative (no cyberbullying) class,
resulting in an F1-score equal to 0. We speculate that this
low performance is due to the size of the datasets which
are significantly smaller than the WTP-Attack dataset that
has 115,864 samples compared to the 14,881 samples of
the Twitter-Sexism dataset, which is the biggest of the three
examined datasets, as shown in Table 10. The performance
of the MLP model was significantly improved after adding
a trainable embedding layer, as explained in the following
section and shown in Table 11.
C. CONTEXTUAL LANGUAGE MODELS - BERT
As discussed earlier, pre-trained contextual language models
are not widely used yet for the task of cyberbullying detection.
In this section, we tested the performance of fine-tuned BERT
18https://www.kaggle.com/c/detecting-insults-in-social-commentary/
data
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TABLE 11. F1-scores for LR and updated MLP versus state-of-the-art
deep learning models and BERT on the three examined datasets.
on the three examined datasets and compared its performance
to the replicated study and other state-of-the-art deep learning
models. To fine-tune BERT on the examined datasets, we first
applied different pre-processing steps than the ones described
in Section VI-B in order to make the most out of BERT’s pre-
training. We followed the pre-processing steps used in [104]
where BERT was fine-tuned on tweets: 1) We removed
URLs, user mentions, and non-ASCII characters. For Twitter
datasets, we also removed the retweet abbreviation ‘‘RT’’.
2) All letters were lowercased. 3) Contractions were con-
verted to their formal format. 4) Space was added between
words and punctuation marks.
We fine-tuned BERT for the task of text classi-
fication on the examined datasets by employing the
BERTbase(uncased) [138] model. For fine-tuning, the BERT
model was trained for 10 epochs with a batch size of 32 and
a learning rate of 2e−5, as suggested in [138]. The sequence
length parameter changed across datasets depending on the
maximum token length of each dataset. For the Twitter-
sexism and Twitter-racism datasets, a sequence length
of 64 was used (maximum observed sequence length in the
dataset), while 128 (the maximum we could use due to avail-
able computational resources limitations) was used for the
Kaggle-insults dataset. A single linear layer was added on top
of the pooled output of BERT for the final text classification.
For Logistic Regression and MLP, we used the same mod-
els as in the replicated study but added a trainable embedding
layer to the MLP model to improve performance. It must be
noted that the word N-grams was used in both cases since
they provided the best performance in both the original and
the replicated experiments. We also used two state-of-the-
art deep learning models, LSTM [152] and Bidirectional
LSTM [153], with the same architecture as in [21], who used
RNN models to detect cyberbullying, employing the same
pre-processing steps like the ones described in Section VI-B.
To this end, we first used the Keras tokenizer [149] to convert
the text into numerical vectors (each integer is the index
of a token in a dictionary) with a maximum length of 600
(the maximum we could use due to available computational
resources limitations) for the Kaggle-insults dataset and 41
(maximum observed sequence length in the dataset) for the
Twitter datasets. Similar to the MLP model, a trainable
embedding layer was used as the first layer with an input
size equal to a given dataset’s vocabulary size and an output
size equal to the size of the embedding. Then, the embedding
layer was fed to the Bi-LSTM model. To avoid over-fitting,
we used L2 regularisation with a value of 10−7 which gave
the best results after experimenting with different values. The
twomodels were then trained for 100 epochs with a batch size
of 32, using the Adam optimizer and a learning rate equal to
0.01, which is the default of the Keras optimizer.
Results in terms of the classification F1-scores are pro-
vided in Table 11 for all the examined models and datasets.
It is evident that BERT significantly outperformed themodels
from the replicated study (LR model, updated MLP model),
as well as the state-of-the-art LSTM and Bi-LSTMmodels on
all three tested datasets, achieving the highest performance
on the Kaggle-insults dataset with an F1-score of 0.768 and
the lowest performance on Twitter-racism with an F1-score
of 0.747. The Friedman statistical significance test [154] was
then used to statistically compare the models’ performance,
showing that BERT significantly outperformed all the models
(p < 0.05). These results demonstrate that BERT signifi-
cantly improves performance on the task of cyberbullying
detection compared to other widely used methods for text
classification. Interestingly, Linear Regression provided the
second-best performance, outperforming the updated MLP,
LSTM, and Bi-LSTM models.
D. SLANG-BASED WORD EMBEDDINGS
As we discussed earlier, the available literature on cyber-
bullying detection has not exploited some of the recent pre-
trained word embeddings that have been shown to increase
performance in various NLP tasks. These word embeddings
are not pre-trained on the news or Wikipedia articles but are
instead pre-trained on social media data, like text collected
from Twitter or the Urban Dictionary. We call these word
embeddings ‘‘slang-based word embeddings’’. We hypoth-
esize that because these word embeddings are trained on a
text that resembles more the way users communicate online
compared to how news or Wikipedia articles are written,
they may improve the detection of cyberbullying compared
to other word embeddings that were typically pre-trained on
the news or Wikipedia articles.
To evaluate our hypothesis, we used recently released word
embeddings that were pre-trained on slang-based datasets
like the Urban Dictionary (UD), Sentiment Specific Word
Embedding (SSWE), Glove-Twitter (Glv-Twtr), and Glove-
Common Crawl (Glv-CC) and compared them to random
weight initialization (RI), traditional word embeddings like
Word2vector (W2V) pre-trained on news articles, and Glove
embeddings pre-trained on Wikipedia articles (Glv-WK).
These embeddings were used with the MLP, LSTM, and
Bi-LSTM models with similar settings as the ones described
in Section VI-C, in order to evaluate whether the use of slang-
based embeddings would lead to increased performance.
Results in terms of the F1-score are provided in Table 12.
As shown in Table 12, the results for the Kaggle-insults
dataset show that for MLP and Bi-LSTM, the slang-based
Urban Dictionary (UD) word-embedding performed the best
with F1-scores of 0.692 and 0.694 respectively. The per-
formance of the Bi-LSTM model using the Glove-Twitter
(Glv-Twtr) slang-based word embedding is also the same as
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TABLE 12. F1-scores for the MLP, LSTM, and Bi-LSTM models using the examined word embeddings for the three datasets. Bold indicates the best
performance per model and dataset.
when the UD word embeddings are used (F1-score= 0.694).
For the LSTMmodel, the slang-based Glove-Common Crawl
(Glv-CC) word embedding provided the best performance
with an F1-score of 0.710.
For the Twitter-Racism dataset, the slang-based
Glove-Twitter (Glv-Twtr) word embedding provided the best
performance for the MLP and Bi-LSTM models, achiev-
ing F1-scores of 0.696 and 0.692 respectively. For the
LSTM model, the best performing word embedding was the
slang-based Glove-common Crawl (Glv-CC), resulting in an
F1-score of 0.696.
Finally, for the Twitter-Sexism dataset, the slang-based
SSWE word embedding provided the best performance
for the MLP model (F1-score = 0.673), the slang based
word embedding UD provided the best performance for
the LSTM model (F1-score = 0.696), and the slang-
based Glove-Common Crawl (Glv-CC) word embeddings
provided the best performance for the Bi-LSTM model
(F1-score = 0.701).
From Table 12, it is evident that in all cases, slang-
based word embeddings provided the best performance.
We used the Friedman statistical test to compare the F1-scores
of all the seven word embeddings (RI, Glv-WK, Glv-CC,
Glv-Twtr, SSWE, UD, and W2V) for each model across all
the datasets, but a statistically significant difference could
not be established (p > 0.05). Nevertheless, the consis-
tently better performance of slang-based word embeddings
in all the examined cases shows that using the slang-based
word embeddings, especially Glove-Common Crawl, Glove-
Twitter, Urban Dictionary, and Sentiment Specific Word
Embedding (SSWE), can improve the performance of cyber-
bullying detection. Nevertheless, despite the enhanced per-
formance of the MLP, LSTM, and Bi-LSTM models when
combined with slang-based word embeddings, the fine-tuned
BERT model achieved the best F1 scores across all the exam-
ined datasets. An interesting future work direction would be
to pre-train BERT on cyberbullying-related data or slang-
based data, as it could be very beneficial and lead to poten-
tial performance improvements on the task of cyberbullying
detection.
VII. CONCLUSION
In this work, we conducted a systematic literature review on
automated cyberbullying detection. The motivation behind
this area of research is to help in preventing cyberbullying and
its negative consequences that can include depression, low
self-esteem and even committing suicide. We organized the
reviewed literature around the steps of the machine learning
pipeline employed by each reviewed work, due to the lack of
a similar systematic study in the literature. In the reviewed
literature, we identified some challenges and limitations of
the available work on cyberbullying detection, some of which
are related to the cyberbullying datasets used in the various
works. In particular, challenges with defining cyberbullying,
the annotation of datasets, data imbalance, data bias, and
limited availability of multi-lingual datasets. We also noticed
that the literature is not up-to-date with using more recent
slang-based word embeddings like the urban dictionary word
embeddings; with using more recent models; with using con-
textual language models like BERT; and with using transfer
learning. Another limitation relates to the use of classification
accuracy as a performance evaluation metric which can be
deceiving when there is an imbalance in the datasets.
In the second part of this work, we conducted a series of
experiments to address some of the identified limitations and
investigate their impact on the task of cyberbullying detec-
tion. Our results demonstrate that using contextual-based
languagemodels like BERT significantly improved the detec-
tion of cyberbullying in comparison to the chosen replicated
study and state-of-the-art deep learning models. We also
found that deep learning models with a trainable embedding
layer initialized with slang-based pre-trained word embed-
dings outperformed random initialization and traditional pre-
trained word embeddings like Word2Vec pre-trained on news
articles and Glove trained on Wikipedia articles. Neverthe-
less, the fine-tuned BERT model still outperformed all the
examined deep learning models even with the slang-based
word embeddings, demonstrating its potential for the task of
cyberbullying detection.
For future work, we are considering exploring the pre-
training of BERT on slang-based text in addition toWikipedia
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articles and the Books Corpus which may improve its perfor-
mance on the task of cyberbullying detection even more.
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