Engineering design optimization often involves computationally expensive time consuming simulations. Although surrogate-based optimization has been used to alleviate the problem to some extent, surrogate models (like Kriging) struggle as the dimensionality of the problem increases to medium-scale. The enormity of the design space in higher dimensions (above ten) makes the search for optima challenging and time consuming. This paper proposes the use of probabilistic support vector machine classifiers to reduce the search space for optimization. The proposed technique transforms the optimization problem into a binary classification problem to differentiate between feasible (likely containing the optima) and infeasible (not likely containing the optima) regions. A model-driven sampling scheme selects batches of probably-feasible samples while reducing the search space. The result is a reduced subspace within which existing optimization algorithms can be used to find the optima. The technique is validated on analytical benchmark problems.
probabilities along with class labels for binary classification problems, and this gave birth to Probabilistic SVMs. The method of Wu et. al. (Wu, Lin, and Weng 2004) to obtain posterior probabilities is implemented in the LIBSVM library and is used in this work.
The classification problem can be defined as follows. We define D as a n-dimensional input space spanned by a set of features (or attributes) A = {A 1 , ..., A n }. Denoting the domain of feature A i as dom(A i ), ∀i if dom(A i ) ⊂ R then D ⊂ R n . S = {x 1 , ..., x l ||y} ∈ D is a training set of l samples. Each training instance x i ∈ S has a corresponding target value y i , and the vector y consists of all target values in S. The target value y i ∈ {−1, +1} for a binary classification problem and y i ∈ [1..k] for a k−class classification problem. This work only concerns the binary formulation.
Soft margin SVMs
An SVM classifier maps the input vectors into a high-dimensional feature space Z using a specified nonlinear mapping such that the input vectors are linearly-separable in Z. This linear separating hyper-surface in Z is constructed with the aim of achieving good generalization capability (Cortes and Vapnik 1995) . This is done by selecting a decision boundary from candidate decision boundaries which maximizes the margin, or the sum of distances between the candidate decision boundary and the closest positive training instance, and between the candidate decision boundary and the closest negative training instance.
Given a weight vector w and a scalar b, the training set S is said to be linearly separable if the inequalities w · x i + b ≥ 1 when y i = 1,
are valid for all elements of S. The inequalities can be written in the form (Cortes and Vapnik 1995) :
The optimal hyperplane that separates the training instances is of the form:
and is unique as it has the maximal margin. The margin is 2/|w 0 | for the hyperplane with arguments (w 0 , b 0 ) which minimizes w · w under the constraints specified by Eq. 1. When S is not linearly-separable, the learning task becomes minimization of:
subject to the following constraints:
where ξ i ≥ 0, i = 1,...,l are non-negative slack variables which measure constraint violations, F(·) is a monotonic convex function and C is a constant error penalty for regularization. C-SVMs are also called soft margin SVMs. The training vectors x i · x j are mapped onto the feature space φ (x i ) · φ (x j ) using a kernel function
The learning now involves maximization of the Lagrangian (Chen, Bourlard, and Thiran 2001) :
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where α i are the Lagrange multipliers. W (α) can be solved using quadratic programming techniques and upon finding the optimal value of α, the classification task reduces to the evaluation of the function
where x test is the sample to be classified.
Probabilistic SVMs
Platt (Platt et al. 1999 ) used the sigmoid function as a probability model to directly fit P(y = 1|G), where G is the decision function of the two-class SVM. The probability model can be defined as:
where M and N are scalars fit by maximum likelihood estimation. Lin et. al. (Lin, Lin, and Weng 2007) proposed an improved formulation of this scheme which is implemented in LIBSVM and used for the experiments in this work.
ITERATIVE VOLUME REDUCTION ALGORITHM
The motivation behind IVRA is to find a smaller subregion in the input or design space which contains the optima of a high-dimensional function f (x). An existing optimization algorithm often finds it easier to converge when applied to a smaller domain. The flowchart of IVRA can be seen in Fig. 1 and the algorithm is described in Alg. 1. The algorithm can be divided into the following four phases:
n ← NumberO fColumns(A) {Dimensionality} x ← I(s, n) {Initial Design} {Generate samples according to an initial design (e.g., Latin Hypercubes)} fe ← f (x) {Evaluate the function over the points obtained from the initial design} if τ = NULL then τ ← (n + 1) th order statistic of fe {Optima was not known beforehand/user did not specify a value} end if i ← 0 while i ≤ tr −s lc do yτ ← PartitionIntoClasses(fe, τ) {Values in fe ≤ τ are assigned the class label +1, and the rest -1} model ← PSV M − T RAIN(x, yτ ) Dτ ← DomainO f FeasibleRegion(x, yτ ) {Simply the min and max of positive samples for A i (See Eq. 4)} xc ← RandomCandidates(lc, Dτ ) {Generate lc candidates within the feasible region} pc ← PSV M − PREDICT (model, xc) x lc ← SortDecreasing(pc, xc) {Choose top lc points ranked according to decreasing probability}
Initial Design
The algorithm begins by generating an initial design I (e.g., a Latin Hypercube) of a user-specified size s which aims at capturing as much of the design space as possible. The initial design also serves as IVRA's exploration component. The size s should be sufficiently large to cover the entire design space. The authors recommend setting s to at least 10 * n, where n is the dimensionality of the problem. 
Reducing Optimization to Classification
A binary classification problem is now derived from the optimization problem. The idea is to subdivide the input region into a feasible class that contains only positive samples (which correspond to the optima), and an infeasible class that contains the negative samples. Since it is highly unlikely that any of the points landed at locations corresponding to optima, all the points will correspond to the negative class. In order to have a dataset which contains both positive and negative samples for the classification problem, a threshold value τ is introduced to distinguish between positive and negative samples. The value of τ decides how quickly IVRA reduces the domain in successive iterations. A smaller value of τ would lead to a rapid reduction at the cost of being more prone to be trapped in local minima. A larger value of τ leads to a slower reduction, although with the benefit of being less likely to get stuck in local minima. IVRA sets the threshold τ to the (n + 1) th order statistic of values f (x) by default, where n is the dimensionality of the problem. 1 The authors used τ = (n + 1) th order statistic of evaluated function values for the experiments in this paper and find this to be a good choice for a majority of problems 2 .
The samples x ∈ I are evaluated and the values f (x) are mapped to class labels {+1,-1} based on the threshold τ resulting in a binary vector y τ with:
1 It is ensured that min(A τ i ) = max(A τ i ), ∀i ∈ D τ so that an n-dimensional hypercube can be specified. 2 Given an initial design of s samples, intuitively it might be desirable to set τ = s 2 to obtain a balanced training set. However, as the authors have observed, this allows for a slow reduction of the feasible region. Since the number of iterations available to the algorithm for domain reduction is limited, it is desirable to shrink the feasible region as quickly as possible. Allotting s = (10 * n) samples to initial design, the value n + 1 is roughly s 10 , which was found to be a good compromise between having sufficient positive samples and achieving fast reduction Singh, Ferranti, Deschrijver, Couckuyt and Dhaene This task is performed by the routine PartitionIntoClasses. The process results in a training set S = {x||y τ }, which is used to build a probabilistic SVM model 3 .
Domain Reduction using Adaptive Sampling
The presence of positive samples (Section 3.2) allows for a definition of a hypercube around the feasible region. This hypercube (which is likely to contain the optima) is defined by the min and max value of the attributes for each dimension.
A large number of new candidate samples x c are generated randomly within this hypercube using the routine RandomCandidates and the probabilistic SVM model is used to predict the probability of each candidate sample belonging to the feasible class. The samples with high probability values will lie within or close to the region containing the optima. In each iteration IVRA selects a user-specified number l c of best candidate samples which are the top l c candidate samples ranked in decreasing order of probability predicted by the SVM model. These new samples are used to augment the training set S and the value of τ is updated. The probabilistic model is rebuilt after redefining the classes according to the updated value of τ. The significance of relaxing τ is that the feasible class corresponds to a region A τ in the design space which likely contains the optimum. In future iterations A τ (and the corresponding hypercube) will be progressively shrunk.
This sample selection process is IVRA's exploitation component since it allows the algorithm to rapidly shrink the feasible region. This process continues iteratively till the sampling budget t r specified by the user has been exhausted. The total number of iterations performed by IVRA are
Defining the Reduced Domain
Once the sampling budget is exhausted, the final hypercube corresponding to the reduced search space D red is defined as:
where the domain of each attribute or dimension A f i , i ∈ [1..n] is set to the min and max value per dimension of the samples lying within the feasible region.
D red now serves as a reduced subspace of D within which any optimization algorithm can be used to search for the optimum. For the problems in this paper, optimization algorithms from the NLopt non-linear optimization library 4 were used.
Limitations
The algorithm suffers from the inherent limitations of sampling-based methods. There is always the danger of missing the region containing the optima, or getting stuck in local minima. Since the algorithm generates candidate samples only within the feasible region, it might miss the true optima in case it is far away in a region where the initial design was unable to land any samples.
Using a large enough space-filling initial design circumvents this problem. Since the initial design is the only component responsible for exploration, it is crucial to make sure its size s is large enough as explained in Section 3.1.
3 Handling Data Bias: As the algorithm progresses and more samples are selected, the total number of samples in the negative class (t r − (n + 1)) will be much larger than the number of samples in the positive class (n + 1). The imbalance can pose a problem during the training of the SVM model, making the classifier biased. To solve this problem, a penalty is imposed on misclassification of positive samples during the training process. The reader is referred to the section on weighted SVMs in Osuna et. al. (Osuna, Freund, and Girosi 1997) . 4 Steven G. Johnson, The NLopt nonlinear-optimization package, http://ab-initio.mit.edu/nlopt Singh, Ferranti, Deschrijver, Couckuyt and Dhaene 
EXPERIMENTS
The efficacy of the proposed IVRA algorithm was tested on analytical benchmark optimization problems listed in the Appendix. The experimental settings were kept the same for all functions and are described in Table 1 .The experimental setup for the benchmark problems can be seen in Fig. 2 . IVRA was used to reduce the search space and thereafter optimizers were used within this reduced space to find the optima. The optimization algorithms tested were Controlled Random Search (CRS) with local mutation (Kaelo and Ali 2006) and Improved Stochastic Ranking Evolution Strategy (ISRES) (Runarsson and Yao 2005) .
Original Design Space
Reduced Search Space Optima Optimizer IVRA The results of the experiments can be seen in Table 2 . Each value in the table is an average of 20 runs and indicates the mean and standard deviation (µ ± 1.96 * σ ). The values for the 'Optimizer Only' case correspond to running the respective optimizer with t = 1000 evaluations to match IVRA's experimental settings.
It can be seen that IVRA always helps the optimizer improve the best optima reached even when the function is shifted or asymmetric. The extent of improvement IVRA offers depends upon the nature of the function/simulator. In case of the Ackley function, the benefit of domain reduction was not substantial as the optimum lies in a very narrow valley. This is a perfect example of the limitations of a sampling-based approach. Since the likelihood of landing a sample in the extremely narrow valley is very low, more often than not sampling-based methods will struggle to reach the valley. The probabilistic SVM model did not have any training samples in the valley and hence was unable to assign higher probabilities to candidates lying in the valley.
Contrarily, IVRA performed better and offered substantial reduction in search space for rest of the functions which do not have the optima in a very narrow region. The volume of the feasible region itself was very small compared to the entire design space. As seen in Table 2 , the reduction in search space is greater than 99.9% in all the cases.
The nature of two of the test functions can be seen in Fig. 3 and Fig. 4 . The non-linearities of Ackley and Griewank functions are very pronounced near the optima. Optimization methods like surrogate-based methods which build a model of the underlying function or simulator will struggle to be accurate in light of these pronounced non-linearities, while IVRA performs well by virtue of negating the non-linearities by only considering classes -using the threshold τ. This simplifies the problem to an extent and yields substantial performance gains as can be seen in the case of the Griewank function. Table 2 also lists IVRA's running time which hovers around approximately a quarter of a minute for 20-dimensional problems and three quarters of a minute for 50-dimensional problems. The running times of the optimizers themselves are of the order of a few (less than 3) seconds. In comparison to IVRA, surrogate-based methods like Kriging would take several hours for a single run comprising 1000 total function evaluations. The main overhead in case of surrogate-based methods (e.g., Kriging) is modelbuilding, often having a complexity cubic in the number of samples, and growing exponentially with the number of dimensions. The complexity of the SVM implementation used is quadratic in the number of samples. The running time becomes even more important when the dimensionality increases and simulations are expensive. The time taken by IVRA to reduce the search space is small compared to the time taken per simulation (which might even be hours in some cases) when the simulations are expensive. For the purpose of experiments, no parameter optimization was performed for IVRA. Parameters such as the size s of the initial design I, the number of function evaluations given to IVRA and the optimizer can be optimized to obtain better results. Additionally, the choice of the optimizer also affects the speed of convergence. Table 3 lists the results of experiments in which the most appropriate optimizer was used in conjunction with IVRA. The Ellipsoid function is quadratic and hence the BOBYQA (Bound Optimization BY Quadratic Approximation) (Powell 2009 ) algorithm was chosen for the function as it performs quadratic approximation of the objective function. The Griewank function has quadratic and cosine terms, so the Table 2 since it divides dimensions in halves in subsequent iterations which would make the comparison unfair, since the benchmark functions have symmetric domains and the optima lies at the origin.
The results show the potential gain offered by IVRA, which can be further enhanced by hyper-parameter optimization and choosing an appropriate optimizer according to the nature of the problem at hand (or a good general purpose optimizer). As a pointer, IVRA is inappropriate when the simulation budget is very limited (e.g., less than n * 10) since it will not have enough sampling iterations to reduce the search space. Allocating the entire budget to the optimizer is advisable in such cases.
CONCLUDING REMARKS
A novel fast algorithm for solution of expensive high-dimensional optimization problems is presented in this work. The algorithm reduces the search space by transforming the optimization problem into a binary classification problem which is modeled using probabilistic support vector machines (PSVMs). Existing optimization algorithms can then be applied to the reduced search space to find the optima quickly. The efficacy of the proposed algorithm is demonstrated on analytical benchmark examples with comparisons to optimization algorithms used with and without the aid of the proposed algorithm.
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APPENDIX
The following benchmark test functions were used for the experiments in this paper. min : x * = 0.
Griewank Function
min : x * = 0.
Rosenbrock Function
for −2.048 ≤ x i ≤ 2.048 ∀i, d ∈ {20, 50}, min : x * = 0. 
Shifted Griewank Function

Shifted Rosenbrock Function
