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SOLITARY WAVES AND VORTICES IN NON-ABELIAN GAUGE THEORIES
WITH MATTER
VIERI BENCI AND CLAUDIO BONANNO
Abstract. We consider a non-Abelian gauge theory in R4 equipped with the Minkowski metric,
which provides a model for the interaction between a bosonic matter field and a gauge field with
gauge group SU(2). We prove the existence of solitary waves which are related to those found for
the Klein-Gordon-Maxwell equations.
1. Introduction
We study the existence of solitary waves, that is solutions with localised energy and charge,
for equations modelling interactions between matter and a gauge field in R4 equipped with the
Minkowski metric. When matter is given by the fundamental representation of a field with only
one internal symmetry, that is ψ : R4 → C is the fundamental representation of U(1), then one
speaks of Abelian gauge theories. The existence of solitary waves in Abelian gauge theories, and
in particular for the nonlinear Klein-Gordon-Maxwell equations, has been studied in [5] under the
name of charged or gauged Q-balls, and more recently in [2], [4] and [7]. In particular in [4] it has
been proved the existence of spinning Q-balls, that is solitary waves with non-vanishing angular
momentum, also called vortices. In all the cited papers the solitary waves are found by using a
particular ansatz for the solution, namely
ψ(t, x) = u(x)eıS(t,x) ∈ C.
In this paper we prove existence of solitary waves and vortices for non-Abelian gauge theories, in
particular in the case of a matter field with three internal symmetries, namely with ψ : R4 → C2
being the fundamental representation of the gauge group SU(2). The part of the Lagrangian density
relative to ψ is the Lagrangian of the nonlinear wave equation with covariant derivatives and it
models a bosonic field.
In our model the nonlinear term W (s), which models the self-interaction of the matter field, is
not of Higgs-type, but it is non-negative and vanishes only at the origin. This choice is justified by
the fact that in the Abelian case the following holds ([3] and Theorem 2.3 below, and [4]):
• if W (0) > 0 there are not finite energy solutions;
• even in the case in which W (s) is convex there is a symmetry breaking in the sense that
there are solutions, not invariant under the action of the full gauge group, which minimize
the energy constrained by some other conserved quantity.
In Section 2, we recall the basic notions of gauge theories in the Minkowski space. Then, in
Section 3, we develop the theory in the SU(2) case, writing the matter field in polar form using
the exponential map and we give our existence result.
This work was partially supported by King Saud University, Riyadh.
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2. Gauge theories in R4
Let G be a subgroup of U(N), the unitary group in CN , and denote by Λk(R4, g) the set of
k-forms defined in R4 with values in the Lie algebra g of the group G. A 1-form
Γ =
3∑
j=0
Γjdx
j ∈ Λ1(R4, g)
is called connection form. The matter field ψ is a smooth CN -valued function
ψ : R4 → CN
and by using a connection Γ we consider the operator
dΓ = Λ
0(R4,CN )→ Λ1(R4,CN )
called covariant differential and defined by
dΓ = d+ q Γ =
3∑
j=0
(∂j + qΓj) dx
j
where q is a real positive parameter. The operators
Dj = ∂j + qΓj : C1
(
R
4,CN
)→ C0 (R4,CN) , j = 0, . . . , 3
are called covariant derivatives. Hence
(2.1) dΓψ =
3∑
j=0
Djψ dx
j =
3∑
j=0
(∂jψ + qΓjψ) dx
j
where by Γjψ we denote the action of an element of g on ψ by the usual matrix representation. The
parameter q plays the role of the coupling constant between the matter field and the connection Γ.
The covariant differential can be extended to k-forms Λk(R4,CN ) by letting
dΓ(ψ ⊗ ω) = dΓψ ⊗ ω + ψ ⊗ dΓω ∈ Λk+1(R4,CN ) ∀ψ ∈ C1
(
R
4,CN
)
, ω ∈ Λk−1(R4,CN )
but in general the operator
dΓ ◦ dΓ : Λ0(R4,CN )→ Λ2(R4,CN )
does not vanish, in fact
(dΓ ◦ dΓ)ψ = q
2
3∑
j,k=0
(∂kΓj − ∂jΓk + q [Γk,Γj ])ψ dxk ∧ dxj
and the 2-form
(2.2) FΓ =
q
2
3∑
j,k=0
Fkjdx
k ∧ dxj ∈ Λ2(R4, g), Fkj := ∂kΓj − ∂jΓk + q [Γk,Γj ] ∈ g
is called curvature. We now extend the covariant differential dΓ to k-forms with values in g. For
two 1-forms in Λ1(R4, g)
(2.3) A =
3∑
j=0
Aj dx
j B =
3∑
j=0
Bj dx
j
one can define
A ∧B :=
3∑
i,j=0
AiBj dx
i ∧ dxj ∈ Λ2(R4, g)
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and
(2.4) [A,B] :=
3∑
i,j=0
[Ai, Bj ] dx
i ∧ dxj ∈ Λ2(R4, g)
Notice that [A,B] = A∧B+B ∧A, hence in particular [A,A] = 2A∧A. By using these operators,
the covariant differential can be extended to an operator acting on 0-forms with values in g
dΓ = Λ
0(R4, g)→ Λ1(R4, g)
by the same definition
dΓα =
3∑
j=0
(∂jα+ q [Γj, α]) dx
j ∀α ∈ C1(R4, g)
letting
(2.5) Dj : C1
(
R
4, g
)→ C0 (R4, g) , Djα = ∂jα+ q [Γj, α], j = 0, . . . , 3
Then dΓ can be extended to Λ
k(R4, g) as above. For example if A ∈ Λ1(R4, g) then
dΓA = dA+ q[Γ, A] =
3∑
i,j=0
(∂iAj + q[Γi, Aj ]) dx
i ∧ dxj
Using this notation we have
FΓ = dΓ + Γ ∧ Γ
Now we need to define a scalar product on Λk(R4, g). First we recall the definition of the Hilbert
product on g given by
(2.6) 〈U, V 〉 = Tr(U∗V ), ‖U‖2 := 〈U,U〉
where U∗ denote the adjoint of U . Next, we equip R4 with the Minkowski quadratic form given by
< v, v >M= − |v0|2 +
3∑
j=1
|vj |2 .
where v = (v0, v1, v2, v3) is a 4-vector. The Minkowski quadratic form can be extended to the space
of the differential forms α ∈ Λk(R4), and it will be denoted by
(2.7) < α,α >M .
For future reference we recall the relations
(2.8) < dxi, dxj >M= 0 i 6= j < dx0, dx0 >M= −1 < dxi, dxi >M= 1 i = 1, 2, 3
(2.9) < dx0∧ dxi, dx0 ∧ dxi >M= −1 i = 1, 2, 3 < dxi∧ dxj, dxi ∧ dxj >M= 1 i, j = 1, 2, 3
and the products vanish in the other cases.
Now, since Λk(R4,CN ) = CN ⊗Λk(R4) and Λk(R4, g) = g⊗Λk(R4), let us define the Minkowsky
product on Λk(R4,CN ) as
(2.10) < v ⊗ ω,w ⊗ ν >M := (v,w)CN < ω, ν >M
and on Λk(R4, g) as
(2.11) < U ⊗ ω, V ⊗ ν >M := 〈U, V 〉 < ω, ν >M
3
In particular, given two 1-forms as in (2.3), we have that
(2.12) < A,B >M =
3∑
i,j=0
tr(A∗j Bj) < dx
i, dxj >M
and using (2.6) and (2.8)
(2.13) < A,A >M= −‖A0‖2 +
3∑
j=1
‖Aj‖2
We are now ready to define the Lagrangian density of a gauge theory depending on the matter
field ψ and on the connection Γ. Recall that the parameter q introduced in the definition of the
covariant derivatives play the role of the coupling constant between the two fields. Set
(2.14) L0(ψ,Γ) := −1
2
< dΓψ, dΓψ >M=
1
2
|D0ψ|2CN −
1
2
3∑
j=1
|Djψ|2CN
where we have used (2.8), (2.10) and the definition (2.1) and
(2.15) L1(Γ) := − 1
2q2
< FΓ, FΓ >M= − 1
2q2
< dΓ + Γ ∧ Γ, dΓ + Γ ∧ Γ >M ,
which using (2.2) and (2.9) becomes
(2.16) L1(Γ) = 1
2
3∑
j=1
‖F0j‖2 − 1
4
3∑
k,j=1
‖Fkj‖2.
A pure gauge field Γ ∈ Λ1(R4, g) by definition (see e.g. [8], [9]) is a critical point of the action
functional
S1(Γ) =
∫
L1(Γ) dxdt;
whereas the action
S0(ψ,Γ) =
∫
L0(ψ,Γ) dxdt;
formalises the reaction of the matter field ψ to the gauge field Γ. A gauge theory “with matter” is
then concerned with the functional
S01(ψ,Γ) =
∫
(L0 + L1) dxdt.
Since we are interested in the existence of solitary waves and solitons, we add to the above lagrangian
L0 + L1 a nonlinear term W and so we are concerned with the action
(2.17) S(ψ,Γ) =
∫
L(ψ,Γ) dxdt, L = L0 + L1 −W (ψ),
where W : CN → R is a function which is assumed to be G-invariant, namely W (gψ) = W (ψ) for
all g ∈ G. In particular we assume that there exists a C2 real function f : R+ → R such that
(2.18) W (ψ) = f(|ψ|), W ′(ψ) = f ′(|ψ|) ψ|ψ|
and f satisfies
(W1) f(s) ≥ 0 for all s ≥ 0;
(W2) f(0) = f ′(0) = 0 and f ′′(0) = m2 > 0;
(W3) there exists s0 ∈ R+ such that f(s0) < m22 s2
(W4) there exists s1 > s0 ∈ R+ such that f ′(s1) ≥ s1
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Proposition 2.1. The Euler-Lagrange equations relative to (2.17) have the following form:

D20ψ −
∑3
j=1D
2
jψ +W
′(ψ) = 0 (Eψ)
ℜ
〈
A,
∑3
j=1DjF0j + q D0ψ · ψ∗
〉
= 0 ∀A ∈ g (EΓ0)
ℜ
〈
A,D0F0j −
∑
ℓ 6=j DℓFℓj + q Djψ · ψ∗
〉
= 0 ∀A ∈ g (EΓj), j = 1, 2, 3
where Dkψ ·ψ∗ denotes the matrix multiplication between the column vector Dkψ and the row vector
ψ∗, and we recall the definitions of the covariant derivatives (2.1) for the matter field ψ and (2.5)
for g-valued functions.
Proof. To write the Euler-Lagrange equations relative to (2.17) we first consider the variation with
respect to ψ, which gives
dS (ψ,Γ) [(ϕ, 0)] = −ℜ
∫
< dΓψ, dΓϕ >M dxdt =
ℜ
∫ (D0ψ,D0ϕ)CN − 3∑
j=1
(Djψ,Djϕ)CN − (W ′(ψ), ϕ)CN

 dxdt =
= ℜ
∫
(−D20ψ +
3∑
j=1
D2jψ −W ′(ψ), ϕ)CN dxdt
where we have used the fact that matrices in g are anti-Hermitian. We now consider the variations
with respect to Γ separately for each Γj with j = 0, 1, 2, 3. For j = 0 we have
dS (ψ,Γ) [(0, B0)] = ℜ
∫ (qB0ψ,D0ψ)CN − 3∑
j=1
〈∂jB0 + q[Γj , B0], F0j〉

 dxdt =
= ℜ
∫ 〈
B0, q D0ψ · ψ∗ +
3∑
j=1
DjF0j
〉
dxdt
where we have also used Tr(ABC) = Tr(BCA) for any triple of square matrices A,B,C. The
cases j = 1, 2, 3 are similar with
dS (ψ,Γ) [(0, Bj)] =
= ℜ
∫ −(qBjψ,Djψ)CN + 〈∂0Bj + q[Γ0, Bj ], F0j〉 − 12
∑
ℓ 6=j
〈∂ℓBj + q[Γℓ, Bj ], Fℓj − Fjℓ〉

 dxdt =
= ℜ
∫ 〈
Bj,−q Djψ · ψ∗ −D0F0j +
∑
ℓ 6=j
DℓFℓj
〉
dxdt

Of fundamental importance in Lagrangian dynamics is the existence of conservation laws, ob-
tained for example by Noether’s Theorem under the existence of group actions which leave invariant
the Lagrangian density. The Lagrangian density (2.17) is invariant for the action of the Poincare´
group of Lorentz transformations of the Minkowski space R4, and for gauge transformations of the
fields (ψ,Γ). A gauge transformation t defined by a section
R
4 ∋ x 7→ t(x) ∈ G
acts as
(2.19) (tψ)(x) = t(x)ψ(x) ∈ CN
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on the matter field ψ, and by
(2.20) tΓ =
3∑
j=0
Γ˜j dx
j ∈ Λ1(R4, g)
on the gauge field Γ, where
(2.21) Γ˜j(x) = t(x) Γj(x) t
−1(x)− 1
q
(∂jt(x)) t
−1(x) ∈ g
By Noether’s Theorem, if a Lagrangian density L(t, x, u, ∂tu,∇u) is invariant for the action of a
one-parameter group H = {hλ}, λ ∈ R, then the function
(2.22) I =
∫
R3

 ∂L
∂(∂tu)

∂(hλ(u))
∂λ
− ∂tu ∂(hλ(t))
∂λ
−
3∑
j=1
∂ju
∂(hλ(xj))
∂λ

+ L ∂(hλ(t))
∂λ


λ=0
dx
is an integral of motion if all the fields fall off at infinity “sufficiently rapid” (see e.g. [6]). The inte-
gral of motions obtained from the invariance under Lorentz transformations are energy, momentum,
angular momentum and velocity of the ergocenter. The invariance under gauge transformations
yields instead the integrals of motions known as (Noether’s) charges.
2.1. The Abelian case G = U(1). We briefly consider the case N = 1 and G = U(1), obtaining
Klein-Gordon-Maxwell equations as a simple case of the framework developed in the previous
section. In this case the real Lie algebra g = u(1) = ıR. We write the connection form Γ ∈ Λ1(R4, g)
as
Γ =
3∑
j=0
Γj dx
j = −ıϕ dx0 + ıA1 dx1 + ıA2 dx2 + ıA3 dx3
and with abuse of notation, we introduce also the notation of Γ as a four-vector with components
(2.23) Γ = (−ϕ,A) where A = (A1, A2, A3)
We also introduce the notation for the partial derivatives in the space-time components in R4, as
∂0 = −∂t, ∂1 = ∂x, ∂2 = ∂y, ∂3 = ∂z, with ∇ψ = (∂xψ, ∂yψ, ∂zψ). The covariant derivatives then
take the form
(2.24) D0ψ := (−∂t − ıqϕ)ψ Djψ := (∂j + ıqAj)ψ, j = 1, 2, 3
Using this notation we rewrite L0(ψ,Γ) of (2.14) and L1(Γ) of (2.16) as follows. For L0 we get
(2.25) L0(ψ,ϕ,A) = 1
2
|∂tψ + ı q ϕψ|2 − 1
2
|∇ψ + ı qAψ|2
In this case the components Fkj defined in (2.2) are complex numbers given by
F0j = −ı∂tAj + ı∂jϕ j = 1, 2, 3
Fkj = ı∂kAj − ı∂jAk k, j = 1, 2, 3
for which ‖Fkj‖2 = |Fkj |2. It follows that
3∑
j=1
‖F0j‖2 =
3∑
j=1
(∂tAj − ∂jϕ)2 = |∂tA−∇ϕ|2
3∑
k,j=1
‖Fij‖2 = 2
(|F12|2 + |F23|2 + |F31|2) = 2 |∇ ×A|2
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and
(2.26) L1(ϕ,A) = 1
2
|∂tA−∇ϕ|2 − 1
2
|∇ ×A|2
To obtain the Klein-Gordon-Maxwell system of equations one can make the variations of S with
respect to ψ, ϕ and A, or simply substitute the expressions for the covariant derivatives and the
components Fkj into the system (Eψ), (EΓ0), (EΓj) by taking into account that for g = ıR these
equations become 

D20ψ −
∑3
j=1D
2
jψ +W
′(ψ) = 0
ℑ
(∑3
j=1DjF0j + q D0ψ · ψ∗
)
= 0
ℑ
(
D0F0j −
∑
ℓ 6=jDℓFℓj + q Djψ · ψ∗
)
= 0
Hence we obtain
D20 ψ −
∑3
j=1 D
2
j ψ +W
′(ψ) = 0(2.27)
∇ · (∂tA−∇ϕ) + qℜ(ı ψ ∂tψ¯) + q2 |ψ|2 ϕ = 0(2.28)
∂t (∂tA−∇ϕ) +∇× (∇×A) + qℜ(ı ψ∇ψ¯) + q2 |ψ|2A = 0(2.29)
A useful approach to equations (2.27)-(2.29) is to look for solutions ψ(t, x) ∈ C written in polar
form, that is
(2.30) ψ(t, x) = u(t, x) eı S(t,x), u ∈ R+, S ∈ R/2πZ
Using notation (2.30), equation (2.27) splits in the equations
∂2t u−△u+
[
|∇S + qA|2 − (∂tS + qϕ)2
]
u+ f ′(u) = 0(2.31)
∂t
[
(∂tS + qϕ) u
2
]−∇ · [(∇S + qA)u2] = 0(2.32)
and (2.28) and (2.29) become
∇ · (∂tA−∇ϕ) + q (∂tS + qϕ)u2 = 0(2.33)
∂t (∂tA−∇ϕ) +∇× (∇×A) + q (∇S + qA)u2 = 0(2.34)
Letting
ρ = (∂tS + qϕ)u
2 j = − (∇S + qA)u2
equation (2.32) is the continuity equation for the electric charge density ρ.
Finally we recall that the Lagrangian L(ψ,ϕ,A) = L0(ψ,ϕ,A) + L1(ϕ,A) −W (ψ) is invariant
under the action of the Poincare´ group and of the gauge transformation (2.19), (2.20), which in
this case are of the form t(x) = eı t(x), t(x) ∈ R, and transformation (2.21) becomes
Γ˜j(x) = Γj − ı
q
∂jt(x)
The integrals of motion obtained by Noether’s Theorem are energy, which using (2.30) takes the
form
(2.35) E = 1
2
∫
R3
[
(∂tu)
2 + |∇u|2 + ρ
2 + |j|2
u2
+ 2W (u) + |∂tA−∇ϕ|2 + |∇ ×A|2
]
dx
momentum, angular momentum which using (2.30) takes the form
(2.36) M =
∫
R3
x×
[
∂tu∇u− ρ j
u2
+ (∂tA+∇ϕ)× (∇×A)
]
dx
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velocity of the ergocenter and the Noether’s charge, which is
(2.37) Q =
∫
R3
ρ dx =
∫
(∂tS + qϕ) u
2 dx
and corresponds to the electric charge.
The existence of soliton and vortices solutions to equations (2.31)-(2.34) has been proved in [2, 4]
using the following ansatz
(2.38) ψ(t, x) = u(x) eı(ℓϑ(x)−ωt) and (ϕ,A) = (ϕ(x),A(x))
where u ≥ 0, ω ∈ R, ℓ ∈ Z and ϑ(x) is the longitude of the vector ~r = (x, y, z) in radial coordinates
in R3. These solutions have non-vanishing matter angular momentum (see [4])
(2.39) Mm :=
∫
R3
x×
[
∂tu∇u− ρ j
u2
]
dx =
∫
R3
u2 (∂tS + qϕ) [x× (∇S + qA)] dx
and hence are called vortices, when ℓ 6= 0.
Let Hˆ1(R3) denote the weighted Sobolev space of functions with norm
‖u‖2
Hˆ1
:=
∫ [
|∇u|2 +
(
1 +
ℓ2
r2
)
u2
]
dx
for ℓ ∈ Z, and D1,2 denote the completion of C∞0 (R3) with respect to the inner product
(v|w)D1,2 :=
∫
∇v · ∇w dx
Then the following theorem holds
Theorem 2.2 ([4]). Let W satisfy (W1)-(W4). Then for all ℓ ∈ Z there exists q0 > 0 such
that for every q ∈ (0, q0) the system (2.31)-(2.34) admits a finite energy solution (u, ω, ϕ,A) in
the sense of distributions with: u = u(
√
x2 + y2, z) 6≡ 0; ω > 0; ϕ = ϕ(
√
x2 + y2, z) 6≡ 0; A =
a(
√
x2 + y2, z)∇ϑ. In particular u ∈ Hˆ1(R3), ϕ ∈ D1,2 and A ∈ (D1,2)3. Moreover, A ≡ 0 if and
only if ℓ = 0.
We remark that a nonlinear term W satisfying (W1)-(W4) is not of Higgs-type. This choice is
justified by the following theorem proved in [3], whose proof we repeat here for completeness.
Theorem 2.3 ([3]). Let W : C → R be of the form W (ψ) = f(|ψ|), where f : R+ → R is a C2
function satisfying
(i) f(s) ≥ 0 for all s ∈ R+;
(ii) f(0) > 0;
(iii) there exists s¯ > 0 such that f(s¯) = 0.
Then system (2.31)-(2.34) admits no solutions of the form (2.38) with ω, ℓ 6= 0 and finite energy.
Proof. The energy E (2.35) on functions of the form (2.38) writes
(2.40) E(u, ℓ, ω, ϕ,A) = 1
2
∫
R3
[
|∇u|2+(qϕ−ω)2 u2+|ℓ∇ϑ+qA|2 u2+2W (u)+|∇ϕ|2+|∇×A|2
]
dx
which is a sum of non-negative terms. Hence if energy is finite, all single terms are finite too. Hence
arguing by contradiction, if there exists a finite energy solution to (2.31)-(2.34) of the form (2.38),
then finiteness of the term
∫
W (u) dx implies that
lim
|x|→∞
u(x) = s¯
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by assumptions (i)-(iii) on W . From this and finiteness of energy it follows that∫
R3
|ℓ∇ϑ+ qA|2u2 dx <∞
which implies that for any ε > 0 there exist R,K > 0 such that
|ℓ∇ϑ(r, z) + qA(r, z)| < ε ∀ r > R, |z| > K
where r :=
√
x2 + y2. Hence
|A(r, z)| > 1
q
(|ℓ∇ϑ(r, z)| − ε) = 1
q
( |ℓ|
r
− ε
)
∀ r > R, |z| > K
It follows that for ε small enough∫
R3
|A(x)|6 dx ≥
∫ ∞
R
∫
|z|>K
[
1
q
( |ℓ|
r
− ε
)]6
rdrdz =∞
Therefore A 6∈ (L6(R3))3, and then by Sobolev inequality∫
R3
|∇A|2 dx =∞
which contradicts the finiteness of the energy (2.40) in the case ℓ 6= 0. The same argument works
for ϕ, and contradicts the finiteness of the energy in the case ω 6= 0. 
3. The simplest non-Abelian case G = SU(2)
We now study a gauge theory on R4 with the matter field ψ : R4 → C2 under the action of the
gauge group SU(2), with g = su(2), the real Lie algebra generated by ı times the Pauli matrices
τ1 := ıσx =
(
0 ı
ı 0
)
τ2 := ıσy =
(
0 1
−1 0
)
τ3 := ıσz =
(
ı 0
0 −ı
)
By the properties of compact Lie groups, the exponential map
exp : su(2)→ SU(2)
is surjective and for each g ∈ SU(2) there exists a triple S = (S1, S2, S3) ∈ R3 with
∑3
i=1 S
2
i ≤ π2
such that
g = exp(S1τ1 + S2τ2 + S3τ3)
and it is unique when
∑3
i=1 S
2
i < π
2. Given (S1, S2, S3) ∈ R3 we introduce the notation
(3.1) S(t, x) := S1(t, x) τ1 + S2(t, x) τ2 + S3(t, x) τ3 ∈ su(2), |S|2 := |S|2 =
3∑
i=1
S2i
and the operations
∂jS := ∂jS1(t, x) τ1 + ∂jS2(t, x) τ2 + ∂jS3(t, x) τ3(3.2)
S× S˜ := (S × S˜)1 τ1 + (S × S˜)2 τ2 + (S × S˜)3 τ3 = −12 [S, S˜](3.3)
S · S˜ := S1S˜1 + S2S˜2 + S3S˜3 = 12〈S, S˜〉(3.4)
S S˜ = −S · S˜− S× S˜(3.5)
where [·, ·] is the standard Lie bracket and in the last equation on the left hand side we use the
usual matrix product. Finally for the gauge fields with abuse of notation we write
(3.6) Γj := γj,1 τ1 + γj,2 τ2 + γj,3 τ3, j = 0, 1, 2, 3
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as in (3.1), and extend to Γj the operations (3.2) and (3.3). We then introduce the polar form for
matter fields
(3.7) ψ(t, x) = u(t, x) eS(t,x) ψ0, u ∈ R+, |S(t, x)| ≤ π
for a fixed vector ψ0 ∈ C2, |ψ0|C2 = 1. We now write the Lagrangian density L0 as a function of
the polar variables (u,S) and their derivatives with respect to ∂t = −∂0 and ∇ = (∂1, ∂2, ∂3).
Lemma 3.1. For all S ∈ su(2) with regular functions Si(t, x), it holds
(3.8) ∂j exp(S) = C(S, ∂jS) exp(S)
with
C(S, ∂jS) := ∂jS+
1
2
(1− cos 2) (∂jS× S) + 1
2
(2− sin 2) ((∂jS× S)× S) ∈ su(2)
Proof. We use the formula (see e.g. [1])
(3.9)
d
dt
exp(A(t)) =
∞∑
k=0
1
(k + 1)!
(adA(t))k(A′(t)) exp(A(t))
where
(adA)(B) := [A,B]
By applying (3.9) with A(t) = S and using (3.3) to obtain
[S, ∂jS] = 2(∂jS× S)
[S, [S, ∂jS]] = [S, 2(∂jS× S)] = 4 ((∂jS× S)× S)
[S, [S, [S, ∂jS]]] = 8 (((∂jS× S)× S)× S) = −8 (∂jS× S)
and in general
1
(k + 1)!
(adS)k(∂jS) =


(−1)n−1 22n−1(2n)! (∂jS× S) k = 2n − 1 ≥ 1
(−1)n−1 22n(2n+1)! ((∂jS× S)× S) k = 2n ≥ 2
Hence by (3.9)
∂j exp(S) = (∂jS) exp(S) +
( ∞∑
n=1
(−1)n−1 2
2n−1
(2n)!
)
(∂jS× S) exp(S)+
+
( ∞∑
n=1
(−1)n−1 2
2n
(2n + 1)!
)
((∂jS× S)× S) exp(S)
and the thesis follows. 
Using (3.8) we obtain for the covariant derivatives of the matter field ψ in polar form (3.7) with
respect to the gauge field Γ =
∑
Γj dx
j
(3.10) Dj
(
u eS ψ0
)
= ∂j
(
u eS ψ0
)
+ quΓje
S ψ0 = [∂ju+ uC(S, ∂jS) + quΓj] e
S ψ0
We have then
|Dj
(
u eS ψ0
) |2
C2
=
(
[∂ju + uC(S, ∂jS) + quΓj] e
S ψ0, [∂ju+ uC(S, ∂jS) + quΓj] e
S ψ0
)
C2
=
=
(
∂ju e
S ψ0, ∂ju e
S ψ0
)
C2
+
(
[uC(S, ∂jS) + quΓj ] e
S ψ0, [uC(S, ∂jS) + quΓj ] e
S ψ0
)
C2
since the other terms cancel out using [uC(S, ∂jS) + quΓj ]
∗ = − [uC(S, ∂jS) + quΓj ], which holds
for matrices in su(2). Moreover, since |eS ψ0|C2 = 1 and S2 = −|S|2 Id, we obtain
(3.11) |Dj
(
u eS ψ0
) |2
C2
= |∂ju|2 + u2 |C(S, ∂jS) + q Γj|2
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Finally we obtain for L0
(3.12) L0(u,S,Γ) = 1
2
|∂tu|2 − 1
2
|∇u|2 + 1
2
u2

|C(S, ∂tS)− q Γ0|2 − 3∑
j=1
|C(S, ∂jS) + q Γj |2


For the second part of the Lagrangian density L1, we recall that since Fkj ∈ su(2) we have
‖Fkj‖2 := Tr(F ∗kj Fkj) = −Tr(F 2kj) = 2|Fkj|2 = 2 |∂kΓj − ∂jΓk − 2q (Γk × Γj)|2
where for Fkj we have used notation (3.1), and for Γj notation (3.6) and (3.3). Hence from (2.16)
we get
(3.13) L1(Γ) =
3∑
j=1
|∂tΓj + ∂jΓ0 + 2q (Γ0 × Γj)|2 − 1
2
3∑
k,j=1
|∂kΓj − ∂jΓk − 2q (Γk × Γj)|2
3.1. The equations in polar form. We now write equations (Eψ), (EΓ0), (EΓj) in terms of the
polar form (3.7) for ψ and using notation (3.1), (3.2)-(3.6). To write (Eψ), we first use Lemma 3.1
to write
D2jψ = Dj
[
(∂ju+ uC(S, ∂jS) + quΓj) e
Sψ0
]
=
=
[
∂j (∂ju+ uC(S, ∂jS) + quΓj) + (∂ju+ uC(S, ∂jS) + quΓj) C(S, ∂jS)+
+qΓj (∂ju+ uC(S, ∂jS) + quΓj)
]
eSψ0 =
=
[
∂2j u+ u
(
C(S, ∂jS)
2 + 2qΓjC(S, ∂jS) + q
2 Γ2j
)
+
1
u
∂j
(
(C(S, ∂jS) + qΓj) u
2
)]
eSψ0 =
=
[
∂2j u− u
∣∣∣C(S, ∂jS) + qΓj∣∣∣2 + u [qΓj , C(S, ∂jS)] + 1
u
∂j
(
(C(S, ∂jS) + qΓj) u
2
)]
eSψ0
Hence we obtain[
∂20u−∆u− u
∣∣∣C(S, ∂0S) + qΓ0∣∣∣2 +∑3j=1 u ∣∣∣C(S, ∂jS) + qΓj∣∣∣2 + f ′(u)+
+ 1
u
∂0
(
(C(S, ∂0S) + qΓ0) u
2
)
+ u [qΓ0, C(S, ∂0S)]+
−∑3j=1 1u∂j( (C(S, ∂jS) + qΓj) u2)− u [qΓj, C(S, ∂jS)]] eSψ0 = 0
We remark that in the first row all terms in square brackets are assumed to multiply the identity
matrix, which is not in su(2), whereas in the second and third lines all terms are in su(2). Hence
using the covariant derivative (2.5) and letting ∂t = −∂0 we obtain the system
∂2t u−∆u− u
∣∣∣C(S, ∂tS)− qΓ0∣∣∣2 +∑3j=1 u ∣∣∣C(S, ∂jS) + qΓj∣∣∣2 + f ′(u) = 0(3.14)
D0
(
(C(S, ∂0S) + qΓ0) u
2
)
−∑3j=1 Dj( (C(S, ∂jS) + qΓj) u2) = 0(3.15)
Notice that equation (3.15) is the continuity equation in terms of covariant derivatives for the
matter current (see (3.16) and (3.17)).
We now consider (EΓ0) with A = τk, k = 1, 2, 3. Since DjF0j is in su(2) the first part simply
reads
ℜ 〈τk,DjF0j〉 =
3∑
m=1
(DjF0j)m ℜ 〈τk, τm〉 = 2(DjF0j)k
The second part of (EΓ0) involves D0ψ · ψ∗ and needs more attention. In general we can write
ψ(t, x) = u(t, x)eS(t,x)ψ0 = u(t, x)
(
z
w
)
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with z, w ∈ C and |z|2 + |w|2 = 1. Hence for all j = 0, 1, 2, 3 we can write
Djψ · ψ∗ =
[
u∂ju+ u
2(C(S, ∂jS) + qΓj)
]
eSψ0 ·
(
eSψ0
)∗
=
[
u∂ju+ u
2(C(S, ∂jS) + qΓj)
] ( |z|2 zw¯
z¯w |w|2
)
We now compute
ℜ
〈
τk,
( |z|2 zw¯
z¯w |w|2
)〉
= 0 ∀ k = 1, 2, 3
from which it follows that
ℜ 〈τk,Djψ · ψ∗〉 = u2
3∑
m=1
(C(S, ∂jS) + qΓj)m ℜ
〈
τk, τm
( |z|2 zw¯
z¯w |w|2
)〉
=
= u2(C(S, ∂jS) + qΓj)k tr
( |z|2 zw¯
z¯w |w|2
)
= u2(C(S, ∂jS) + qΓj)k
Hence we finally get
(3.16) 2
3∑
j=1
DjF0j − q u2[C(S, ∂tS)− qΓ0] = 0
The same argument works for (EΓj) and we get
(3.17) 2D0F0j − 2
∑
ℓ 6=j
DℓFℓj + q u
2[C(S, ∂jS) + qΓj] = 0, j = 1, 2, 3
3.2. The energy. The conservation law of energy follows from the invariance of the Lagrangian
under the action of the one-parameter group of time translations
hλ(t, x, u,S,Γ) = (t+ λ, x, u,S,Γ)
which yields by (2.22)
(3.18) E =
∫
R3

 ∂L
∂(∂tu)
∂tu+
3∑
m=1
∂L
∂(∂tSm)
∂tSm +
3∑
j=0
3∑
m=1
∂L
∂(∂tγj,m)
∂tγj,m − L

 dx
We now compute the different terms. The first two terms depend only on L0 (3.12) and by making
the trivial computations using (A.1)-(A.4) we get
∂L
∂(∂tu)
∂tu+
3∑
m=1
∂L
∂(∂tSm)
∂tSm − L0 =
=
1
2
|∂tu|2 + 1
2
|∇u|2 + 1
2
u2

|C(S, ∂tS)|2 − q2 |Γ0|2 + 3∑
j=1
|C(S, ∂jS) + q Γj |2


Finally the third term only depends on L1 (3.13) and in particular we remark that L1 does not
depend on ∂tγ0,m. Using (A.5) we get
3∑
j=0
3∑
m=1
∂L1
∂(∂tγj,m)
∂tγj,m − L1 =
3∑
j=1
3∑
m=1
2
(
∂tγj,m + ∂jγ0,m + 2q (Γ0 × Γj)m
)
∂tγj,m − L1 =
=
3∑
j=1
〈∂tΓj + ∂jΓ0 + 2q Γ0 × Γj , ∂tΓj〉 − L1 =
12
=3∑
j=1
|∂tΓj + ∂jΓ0 + 2q (Γ0 × Γj)|2 + 1
2
3∑
k,j=1
|∂kΓj − ∂jΓk − 2q (Γk × Γj)|2+
+
3∑
j=1
〈F0j , ∂jΓ0 + 2q Γ0 × Γj〉
where we have used (3.4). Putting together all the terms we obtain that the density of energy is
(3.19)
E = 12 |∂tu|2 + 12 |∇u|2 + 12 u2
[
|C(S, ∂tS)− q Γ0|2 +
∑3
j=1 |C(S, ∂jS) + q Γj|2
]
+
+
∑3
j=1 |∂tΓj + ∂jΓ0 + 2q (Γ0 × Γj)|2 + 12
∑3
k,j=1 |∂kΓj − ∂jΓk − 2q (Γk × Γj)|2+
+u2
[
q
2 〈C(S, ∂tS),Γ0〉 − q2 |Γ0|2
]
+
∑3
j=1 〈F0j , ∂jΓ0 + 2q Γ0 × Γj〉
3.3. Existence of solitary waves and vortices. We now introduce a particular ansatz to find
solitary waves solutions for equations (3.14), (3.15), (3.16) and (3.17). We restrict ourselves to
solutions with matter field written in polar form as
(3.20) ψ(t, x, y, z) = u(
√
x2 + y2, z) eS(t,x) τm ψ0, u ∈ R+, m = 1, 2, 3, |S(t, x)| ≤ π
with S(t, x) = ℓϑ(x)− ω t, where ω ∈ R, ℓ ∈ Z and ϑ(x) is the longitude of the vector ~r = (x, y, z)
in radial coordinates in R3. For the gauge field we assume analogously that
(3.21) Γ0 = γ0(
√
x2 + y2, z) τm,

 Γ1Γ2
Γ3

 = γ(√x2 + y2, z)∇ϑ τm
In particular we look for the radial profile u of the matter field and the gauge field to be independent
on time. We now substitute (3.20) and (3.21) in the equations, using
△ϑ = ∇ϑ · ∇u = 0, C(S, ∂jS) = ∂jS(t, x) τm
F0j = −∂jγ0(x) τm, Fℓj =
[
∇× γ(x)∇ϑ
]
k
τm
with j, ℓ, k = 1, 2, 3, and ℓ 6= j 6= k such that (ℓ, j, k) is obtained by an even permutation from
(1, 2, 3). We find the following equations for the variables (u, ω, ℓ, γ0, γ), with equation (3.15)
identically satisfied,
−△u(x) +
[
|(ℓ+ qγ(x))∇ϑ|2 − (ω + qγ0(x))2
]
u+ f ′(u) = 0(3.22)
−2△γ0(x) + q (ω + qγ0(x))u2 = 0(3.23)
2∇× (∇× γ(x)∇ϑ) + q (ℓ+ qγ(x))u2∇ϑ = 0(3.24)
which are very similar to (2.31), (2.33) and (2.34) if we let u(t, x) = u(t), S(t, x) = ℓϑ(x) − ωt,
ϕ(t, x) = −γ0(x) and A(t, x) = γ(x)∇ϑ(x).
Theorem 3.2. Let W satisfy (W1)-(W4). Then for all ℓ ∈ Z there exists q0 > 0 such that for every
q ∈ (0, q0) the system (3.22)-(3.24) admits a finite energy solution (u, ω, ℓ, γ0, γ) in the sense of
distributions with: u = u(
√
x2 + y2, z) 6≡ 0; ω > 0; γ0 = γ0(
√
x2 + y2, z) 6≡ 0; γ = γ(
√
x2 + y2, z).
Moreover, γ ≡ 0 if and only if ℓ = 0.
13
Proof. By letting v = 1√
2
u and f˜(s) = 12 f(
√
2u), we have that (u, ω, γ0, γ) is a solution of the
system (3.22)-(3.24) if and only if (v, ω, γ0, γ) is a solution of
−△v +
[
|(ℓ+ qγ(x))∇ϑ|2 − (ω + qγ0(x))2
]
v + f˜ ′(v) = 0
−△γ0 + q (ω + qγ0(x)) v2 = 0
∇× (∇× γ∇ϑ) + q (ℓ+ qγ(x)) v2∇ϑ = 0
It is immediate to verify that f˜ satisfies assumptions (W1)-(W4), by choosing s˜0 =
1√
2
s0 and
s˜1 =
1√
2
s1 in (W3) and (W4). Hence we can apply Theorem 2.2 to obtain the existence.
Finally, the integral of the energy density (3.19) for the solutions of form (3.20) and (3.21) writes
E(u, ω, ℓ, γ0, γ) =
∫
R3
[
1
2
|∇u|2 + 1
2
u2
[
ω2 − q2 γ20 +
(ℓ+ q γ)2
r2
]
− |∇γ0|2 + |∇ × γ∇ϑ|2
]
dx
The finiteness of the energy follows again by Theorem 2.2. 
Appendix A. Derivatives of the Lagrangian density
Let the Lagrangian density
L(u,S,Γ) = L0(u,S,Γ) + L1(Γ)−W (u)
be expressed in terms of the variables (u,S) for the matter field and Γ = (Γj), j = 0, 1, 2, 3, with
Γj =
∑
m γj,mτm, for the gauge field, as in (3.12) and (3.13). In order to obtain the densities of
the first integrals for equations (3.14)-(3.16)-(3.17), we need to compute the derivatives of L with
respect to ∂tu, ∂tSm, ∂tγj,m, for m = 1, 2, 3 and j = 0, 1, 2, 3, as shown in (2.22). We collect here
the derivatives.
(A.1)
∂L
∂(∂tu)
= ∂tu
(A.2)
∂L
∂(∂tS1)
=
u2
[
(C(S, ∂tS)− q Γ0)1
(
1− 12(2− sin 2)(S22 + S23)
)
+
+(C(S, ∂tS)− q Γ0)2
(
1
2(2− sin 2)S1S2 − 12 (1− cos 2)S3
)
+
+(C(S, ∂tS)− q Γ0)3
(
1
2(2− sin 2)S1S3 + 12 (1− cos 2)S2
) ]
(A.3)
∂L
∂(∂tS2)
=
u2
[
(C(S, ∂tS)− q Γ0)1
(
1
2(2− sin 2)S1S2 + 12(1− cos 2)S3
)
+
+(C(S, ∂tS)− q Γ0)2
(
1− 12 (2− sin 2)(S21 + S23)
)
+
+(C(S, ∂tS)− q Γ0)3
(
1
2(2− sin 2)S2S3 − 12(1− cos 2)S1
) ]
(A.4)
∂L
∂(∂tS3)
=
u2
[
(C(S, ∂tS)− q Γ0)1
(
1
2(2− sin 2)S1S3 − 12(1− cos 2)S2
)
+
+(C(S, ∂tS)− q Γ0)2
(
1
2(2− sin 2)S2S3 + 12(1− cos 2)S1
)
+
+(C(S, ∂tS)− q Γ0)3
(
1− 12 (2− sin 2)(S21 + S22)
) ]
(A.5)
∂L
∂(∂tγj,m)
= 2
(
∂tγj,m + ∂jγ0,m + 2q (Γ0 × Γj)m
)
, j,m = 1, 2, 3
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