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The concept of analytically invariant subspace, in the framework of spectral 
resolvents, is extended to unbounded closed operators. One obtains necessary and 
sufficient conditions for a spectral resolvent to be analytically invariant. An 
application. concerning a strong type of spectral decomposition for closed operators 
with the spectra on the real line, concludes this study. 
1. INTRODUCTION 
This paper is a continuation of [ 151 at the level of closed operators. The 
local spectral-theoretic constituents are supplied by [ 51. 
Throughout this paper, T denotes a closed operator whose domain D, and 
range are in a Banach space X over the complex field C. If S is a set, then .!? 
denotes the closure, Int S is the interior, SC is the complement and cYS stands 
for the boundary. We write cov S for the collection of all finite open covers 
of S. Without loss of generality, we assume that for S c C, any { GJr=, E 
cov S has, at most, one unbounded set G,. We say that H c C is a 
neighborhood of 03, in symbols HE V,, if for r > 0 sufficiently large, 
(1 E C: 11) > r) c H. G symbolizes the collection of all open subsets of C. 
We write o(T), a,(T), p(T), and R(.; r>, for the spectrum, the point 
spectrum, the resolvent set, and the resolvent operator of T, respectively. For 
T endowed with the single valued extension property (SVEP), a,(x), p,(x). 
and x(e) denote the local spectrum, the local resolvent set, and the local 
resolvent function at x E X, respectively. For S c C, we write X(T, S) = 
(x E X: a,(x) c S) for the spectral manifold of T. Inv T is the lattice of the 
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invariant subspaces of X under T. For YE Inv T, T 1 Y is the restriction of T 
to Y, and f= T/Y denotes the coinduced operator by T on the quotient 
space X/Y. The coset z? =x + Y is a vector in X/Y and 1 is an X/Y-valued 
function. 
An open set d is referred to as a Cauchy domain if it has a finite number 
of components and its boundary r= C?A consists of a positively oriented 
finite system of closed, mutually nonintersecting rectifiable Jordan arcs. 
C, = C U (co } is the one-point compactification of C. 
We recall some definitions pertinent o the subsequent study. 
1.1. DEFINITION [5]. T is said to have the spectral decomposition 
property (SDP) if for any {Gi}y=‘=, E cov u(T) with G, E T/,, there is a 
system { Yj}r=‘=, c Inv T satisfying the following conditions: 
(I) Yi c D, if Gi is relatively compact (1 < i < n); 
(II) X=CyzOYi and o(Tj Yi)cGi, (O<i<n). 
If T has the SDP then it has the SVEP [3]. 
1.2. DEFINITION [4]. A map E: G + Inv T is called a spectral resolvent 
of T if it satisfies the following conditions: 
(i) E(G) c D,, if G is relatively compact; 
(ii) for every G E G, a[ T 1 E(G)] c G; 
(iii) for any (Gi}:=‘=, E cov O(T) with G, E V,, X= Cy=‘=o E(G/). 
It follows from (i) and (ii) that E(0) = {O), and (iii) implies that, for 
every open G (2 u(T)) E I’, , E(G) = X, in particular E(C) = X. 
Next, we extend the definitions of some typical subspaces used in this 
paper to the case of unbounded closed operators: 
YE Inv T is said to be analytically invariant [9] under T if, for every 
function f: w,+ D, analytic on an open w,c C, the condition 
(2 - r)f@) E y on w, implies that f(i) E Y on 0,. Without loss of 
generality, w, can be assumed as connected. 
YE Inv T is said to be a u-space [2] of T if 
or, equivalently [ 111, iff R(A; 7) Y c Y for all A E p(T). 
Let T have the SVEP. YE Inv T is called a p-space [2] of T if 
for all y E Y 
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or, equivalently, iff 
LG): 1 E P,(Y)1 = y for every y E Y. (1.1) 
YE Inv T is called a spectral maximal space [7] of T if, for every 
Z E Inv T, 
W/Z)cWI Y) implies Z c Y. (1.2) 
If Y (E Inv T) c D, and the implication (1.2) holds for every Z 
(E Inv T) c D,, then Y is a T-bounded spectral maximal space. In this case. 
T / Y is a bounded operator on Y. 
Given G E G, YE Inv T is said to be T-absorbent 1141 in G, if all possible 
solutions x of equation 
(A- T) x = y for AEGna(TIY) and .vE Y, 
are in Y. 
Further, we mention some properties of the spectral manifold. 
If T has the SDP then, for every closed F c Cc, X(T, F) is a spectral 
maximal space of T and u [ T) X(T, F)] c F n a(T). 
If T has the SDP then, for every compact F c C, there exists a T-bounded 
spectral maximal space Z(T, F) such that [ 5 1 
X(T,F)=Z(T,F)OX(T,IZI), (1.3) 
T / Z(T, F) is bounded, u[TIE(T,F)]=u[TIX(T,F)], and B(T,F)= 
PX(T, F). where, for any Cauchy domain A 3 F, P is the spectral projection 
P=&j R[&TIX(T,F)]dk. 
aA 
(1.4) 
For an operator T with the SDP, the spectral decomposition of the 
underlying space X can be expressed in terms of spectral maximal and T- 
bounded spectral maximal spaces. In fact, it follows from Definition 1.1 (II) 
that we have 
X = 6 X(T, Gi) = 2 X(T, cl). 
,ZO i=O 
In view of (1.3) and the fact that, for G, E I’,, X(T, 0) c X(T, Go), the 
decomposition of X takes the form 
X=X(T, co) + + E(T, ci). 
,z, 
(1.5) 
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The following lemma, excerpted from [5 1, provides a criterion for a vector 
x to belong to S(T, F). 
1.3. LEMMA. Given T with the SDP, let F c C be compact. Then 
x E 3(T, F) #the following conditions are sat@ed: 
(9 4~) = F; 
(ii) lim,,, x(n) = 0. 
A criterion for Y E Inv T to be a y-space of T follows from [ 1, 
Lemma 3.61: If T has the SVEP then YE Inv T is a p-space of T iff, for 
every closed F c C, 
Y(TI Y,F)= YnX(T,F). 
The following inclusion relations between these classes of invariant 
subspaces hold in the case of a closed operator T. Every p-space, 
analytically invariant subspace, spectral maximal, and T-bounded spectral 
maximal space is a v-space of T. If T has the SVEP then every analytically 
invariant subspace under T and every spectral maximal space of T is a p- 
space of T. If T has the SDP then, for closed (compact) F c C, X(T, F) 
(resp. E(T, F)) is analytically invariant under T. 
1.4. LEMMA [6]. Let T have the SVEP. If,for X0,X, E Inv T, 
then 
x=x,+x, 
G‘-) = 4T I XJ U W I XI). 
We extend the definition of E(T, .) to all open subsets of G by 
E(T, G) = {x: x E E(T, F), F is compact and F c G), GE G. (1.6) 
For every G E G, S(T, G) is a linear manifold in X, &(T, G) c X(T, G), 
and it follows easily that 
~ ~ 
X(T, G) = E(T, G) 0 X(T, 0). (1.7) 
Given T with the SDP, for {Gi}yzO E cov o(T) with G, E V, and Gi 
(1 < i < n) relatively compact, there is an alternative spectral decomposition 
of the underlying space: 
X=X(T, Go) + f B(T, Gi). 
i=l 
Furthermore, in view of (1.6), for compact F c G, E(T, F) c E(T, G). 
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1.5. LEMMA. Given T with the SDP, let G c C be open. For every 
YE Inv T with YIX(T, G), (YIJ Z(T, G)), the subspace X(T, G), (resp. 
E(T, G) ) is a v-space of T / Y. 
Proof: Let x E X(T, G). Since, for 1 E or, we have a,[x(A)] = ur(x), it 
follows that x(k) E X(T, G). For A E pT(x) and iu E p(T! Y), we have 
(A-T)R@;TIY)x(~)=R(,u;TIY)(~-T)x@)=R@;TIY)x 
and hence A EP~[R(,u; TI Y)x]. Thus, 
u#CU; T Y>xl ca,(x) c G 
and hence R(,u; T I Y) x E X(T, G). Consequently, for every ,U E p(T / Y), we ___ ___ 
have R(p; T 1 Y) X(T, G) cX(T, G). It follows that X(T, G) is a v-space of 
TI Y. 
Next, assume that F c G is compact and x E E(T, F). Then, by similar 
lines as above, one obtains y = R(u; T I Y)x E X(T, F) for all p E p(T / Y). If 
H is a relatively compact open set with F c Hc G then, by the SDP. 
T ( X(T, E?) is bounded and hence 
lim v(A)=ji; R[k;T/X(T,H)]y=O. 
.I *cc * 
Thus, y = R(p; T ] Y)x E Z(T, F), by Lemma 1.3. 
Finally, let x E Z(T, G). Then x E E(T, F) for some compact F c G and. 
by the above paragraph, R(J.L; T I Y)x E E(T, F) for all ,u E p(T 1 Y). Thus. 
R(,LI; T 1 Y)x E Z(T, G) and, since x E Z(T, G) is arbitrary, we have 
R(,u; TI Y) Z(T, G) c E(T, G), p E p(T 1 Y). Consequently, E(T, G) is a v- 
space of T / Y. I 
The following property was proved for a bounded T in [ 12 ]. 
1.6. THEOREM. Given T with the SDP, for every G E G, we have 
a[T[E(T,G)]=a[T/X(T,G)]=Gf-Icr(T). 
Proof Since 
Z(T,G) cX(T,G) =X[T,Gno(T)] cX[T,Gno(T)], G E G, 
Lemma 1.5 implies 
~[TI~(T,G)]~u[TIX(T,G)] CU{TIX[T, Gna(T)]}cGna(T). 
To obtain the opposite inclusions, let A E G n u(T) be given. Choose 
(G,,G,}Ecovu(T) with G,EV,, A&G,, ;iEG,cG,cG and G, 
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relatively compact. Then, in view of a decomposition of the type (1.5), we 
have 
x = x( T, G,) + Z( T, G,) c X( T, 5,) + Z( T, G) c X(T, c,) + X( T, G) c X 
and hence 
X=X(T, G,) + E(T, G) =X(T, Go) +X(T, G). 
By Lemma 1.4, 
Since A& I?,,, and a[TIX(T,G,)] CC,,, we have AEa[TI W,G)] c 
a[ T / X(T, G) ] and hence 
Gnu(T) ~u[~~E(T,G)]~u[TJX(T,G)]. 1 
1.7. LEMMA [lo]. Given T, let YE Inv T with YC D, be such that the 
coinduced T = T/Y is closed in X/Y. Suppose that for 2 E X/Y and z E G, , 
there is a neighborhood V of z and there is an analytic function 2: V-1 Dp 
satisfying condition 
(A- ?)@)=a for AE vnC. 
Then, there is another neighborhood V’ c V of z and there is an analytic 
function h: V’ -+ D, such that h(L) = g(A) on V’ and the function 
(A - T) h(A) is analytic on V’. 
The SDP of T enables us to obtain a characterization of spectral 
manifolds on the dual space X*. 
1.8. THEOREM. Let T with the SDP be densely defined. For every closed 
F c C, we have 
X*(T*, F) = [E(T, FC)I+ 
Proof Let x* E X*(T*, F) and x E E(T, FC). Define 
f (A> = (xv x*@>) if A E pT*(x*), 
= (x(n), x*> if A E p=(x). 
Since, for 1 E p&x*) n&x>, we have 
(x, x*(n)) = ((A - T) x(n), x*(A)) = (x(A), (A - T*) x*(A)) = (x(A), x*), 
SPECTRAL RESOLVENTS 59 
f is a well-defined analytic function. There is a compact Kc PC such that 
x E .Z(T, K). Then, for r= {A E 6: iA/= /I TI E(T, K)lI + 1) cpT(x), we have 
Consequently, x* E [E(T, FC)]l and hence 
X*(T*, F) c [Z(T, FC)]‘. (1.9) 
To obtain the opposite of (1.9), let x* E [S(T, F’)] ’ and let A, E F’ be 
arbitrary. Choose (G,, G,} E cov a(T) with G, E V,, G, relatively compact. 
II, g GO, ,I,, E G, c G, c F’. Let x E X be arbitrary. By the SDP, there is a 
representation 
x=x0 sx,, x,, E XV-, Go), x, E Z(T, G,). (1.10) 
For A & Go, define the linear functional y: by 
(x, y?) = (X0(A), x*1. (1.11) 
To see that y;\* is well defined, let 
x=x;,+xj, x;, E XV, Go), x’l E Z(T, c,) 
be another representation of x. Then 
x,-x;=x;,-x,EX(T,G,) 
and 
(x, - x;)(n) = x&i) - x0@). 
On the other hand, x, - xi E E(T, G,) implies that 
(x, -x;)(A) E E(T, cl) c E(T, F’) 
and hence 
(x$)9-~*> - &l(A), x*> = (x&l) -x,(A), x*> = ((x, -x{)(L), x*> = 0. 
Thus, yz is well defined. 
Next, we show that y: is bounded. Since y,* is independent of the 
representation (1. lo), we can choose a representation of x which satisfies the 
extra condition 
/IxolI f IlXlll GM IIxll3 where M > 0 is a constant. (1.12) 
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For 1 E (I?,,)’ cp[TIX(T, G,,)], we have 
x,,(A) = R [A; T 1 X(T, G,)] x0. 
It follows from (1.11) and (1.12) that 
I(x,~~>l=l(R[~; ~I~(V%hx*)l 
< llR[k Tl WY co)11 . llxoll . [Ix* 11 
GM IIR [k TI X(T, co)lll * llxll * lb* II- 
Consequently, yj is a bounded linear functional on X. Moreover, y: is an 
analytic function of A, on (Go)‘. In fact, since for every x E X, (x, yn*) is 
analytic, it follows from the principle of uniform boundedness that the 
derivative 
is a bounded linear functional of x. By (1.11) we have 
(x,z;)= ($x,$),x*)=-(R’[I;TIX(T,~,,)]x,,x*) 
and, with the help of (1.12), we obtain 
(x3 Yn*+ h) - (x2 YX > _ cx, zf) 
h 
EM R[I+h;TIX(T,G,)]-R[I;TIX(T,G,] 
II h 
+R*[k TIX(T, (%,)I . llxll . IIx*II. 
II 
Thus, it follows that 
I/ 
Y*+h-YX 
h 
-zj <A4 
I/ II 
R[~+h;TIX(T,~~)]-R[~;TIX(T,G,)] 
h 
+R*[WIX(T&)] +*ll+O 
II 
as h- 0. 
Consequently, y: is analytic on (GJC. 
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Now, let x E D,. Since x, E D,, it follows from (1.10) that x, E D,. We 
have 
u*l(l- T> x01 c IT, 
I@ - 73 x0101) = (A - T> X,cu>~ 
Put p = 1 and obtain 
P (5 PT(X”). 
[(A - T) x,](n) = (A. - T) x,(/l) = X”. (1.13) 
In view of (n- 7)x, E Z(T, G,), it follows frm (1.10) (1.1 l), and (1.13j 
that 
(x,(~-T*)y~)=(xo+x~,(~-T*)y~) 
= ((A - T) x0, YX) + ((1 - z-)x, 3 Yii 
= ((A - T) x0, Y,?) = (I@ - T)x,l(~). x*> 
=(x(),x*)= (x,x”). 
Since fiT = A’, we have 
(/I - T*) y,f =x*, A@ c, 
and hence ,I E pr*(x*). In particular, A, Ep,,(x*) and since A, E F’ is 
arbitrary, FC CP~.(X*), thus a,,(~*) c F. Therefore, x* E X*(T*, F) and 
hence 
[E(T, FC)]-cX*(T*, F). 
This coupled with (1.9) gives (1.8). 1 
Under the hypotheses of Theorem 1.8, it can be shown that, for 
compact F. 
Z*(T*, F) = [X(T, FC)I -. (1.14) 
1.9. COROLLARY. Let T with the SDP be densely deJned. For every 
closed F c C, X*(T*, F) is a spectral maximal space of T” and 
a[T* IX*(T*,F)] cFna(T*). 
In particular, if F is compact then Z*(T*, F) is a T*-bounded spectral 
maximal space and 
u[T*IE*(T*,F)]cFnu(T*). 
Proof. By the spectral duality theorem [ 16 1, T* has the SDP and the 
assertions of the corollary follow immediately. I 
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2. ANALYTICALLY INVARIANT SUBSPACES 
In this section we shall obtain some further properties of analytically 
invariant subspaces which will open the path to the study of analytically 
invariant spectral resolvents. 
First, we list two lemmas whose proofs appeared in [5]. 
2.1. LEMMA [5]. Given T and YE Inv T, consider the following con- 
ditions: 
a(T)Ua(TI Y)#C; (2-l) 
f= T/Y is closed on X/Y. (2.2) 
Then (2.1) implies (2.2) and anyone of (2.1) or (2.2) implies the following 
inclusions 
m = 4T I Y) u dn 
u(T I y> = u(T) U 4f?3; (2.3) 
u(T) c u(T) U u(T) Y). 
2.2. LEMMA [5]. Given T, let X0,X,, YE Inv T satisfy the following 
conditions : 
x=x,+x,, X,cD,cY; 
4’- I X,) = F, u(TIXonY)cF, 
for some closed F # 6. Then T= T/Y is closed on X/Y. Furthermore, tf T = 
(Tlx,,)/Y nx,, (i.e., F is the coinduced operator by T 1 X, on X0/Y n X0), 
then u(T) = u(n). 
2.3. THEOREM. Given T with the SDP, let G E G. If Y is a p-space of T 
such that 
S(T, G) c Y c X(T, G) 
then Y is analytically invariant under T. 
Proof Let A E G be arbitrary. Choose {G,, G,) E cov u(T) with 
G, E V, , G, relatively compact such that A& G, and A E G, c G, c G. By 
the SDP (1.5), 
X = X(T, G,) + %(T, G,). 
Since Y is a p-space of T, Y nX(T, G,,) is a v-space of TI X(T, 6,). For 
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X, = X(T, I?~), X, = .F(T, G,), and the given Y, Lemma 2.2 implies that F = 
T/Y is closed and 
a(0 = a( 0, (2.4) 
where f = (T 1 X,)/X, n Y. Since, by Lemma 2.1, 
cJ(~))ea(T~X,)Uu(T~ Ynx,)cG”, 
(2.4) implies that 1 E p(F). Hence, we have 
u(T) c G’. (2.5) 
Next we show that ,$?c = X(T, G)/Y is a spectral maximal space of F. Let 
2 E Inv ?= be such that a(? 12) c u(f 1 2G). The subspace 
z= (xEX:xEx^,.%2} 
is invariant under T and, by Lemma 2.1, we obtain 
u(T~Z)cu(f~i)Uu(TI Y)cu(~‘Ji?~)Uu(TI Y). 
Since Y is a p-space of T it is a v-space of T I X(T, c). Then, it follows from 
~(7-1 Y)-[TIX(T,@I 
and Lemma 2.1, that 
u(~I&)cu[TIX(T,~)]Uu(T/ Y)=ulTIX(T,G)]cc. (2.6) 
Consequently, we have 
~(TIZ)~u[TIX(T,~)] 
and, since X(T, c) is spectral maximal, Z c X(T, G) or, equivalently, 
2 c k,. Thus, 2, is a spectral maximal space of? 
In particular, 2G is a v-space of f and hence, by (2.5), 
u(F I &) c u(p) c G’. 
On the other hand, u(p[ zG) c G, by (2.6). Thus, 
a(FliifR,)cGcnG=dG. (2.7) 
To see that Y is analytically invariant under T, letf: wf+ D, be analytic 
on an open connected W/C @ such that 
(A- TV-@) E y on wf. 
64 WANG AND ERDELYI 
Then Y cX(T, G) implies that (A - T)f(/z) E X(T, G) on of2 and since 
X(T, G) is analytically invariant under T, we havef(l) E X(T, G) on of. In 
view of (2.7), 
Then, it follows from 
(A-qjQ)=d and AA) E& 
that fin) = 6 on wfnp(? ) *c) and hence 31) = 0 on of, by analytic 
continuation. Thus,f(A) E Y on or. fl 
2.4. COROLLARY. Given T with the SDP, for every G E G, 6(T, G) is 
analytically invariant under T. 
ProoJ In view of Theorem 2.3, we only have to show that S(T, G) is a 
,a-space of T. Let x E 3(T, G) and put I; = GE. It follows from Theorem 1.8 
and Corollary 1.9, that 
X”(T*, F) = [E(T, G)]’ and o[T* 1 X*(T*, F)] c F. 
In view of (l.l), we shall show that x(n) E S(T, G) for all L E p#). 
First, let /z E err) G. Let x* E X*(T*,F) be arbitrary. Since A E 
pT(x) n G c G cp[T* 1 X*(T*, F)], there exists y* E X*(T*, F) such that 
x* = (A - T*) y *. Thus, we have 
(x(A), x*) = (x(A), (A - T*)y*) = ((A - T) x(A), y*) = (x, y*) = 0 
and hence x(A) E S(T, G): 
Next, let 1 E P&Z) n (G)‘. Since, by Theorem 1.6, a[Tj B(T, G)] c G, we ___ ___ 
have x(A) = R[A; TI E(T, G)]x E E(T, G). 
Thus, x(A) E S(T, G) on pr(x) n (aG)c and hence x(A) E 3(T, G) on 
or, by analytic continuation. 1 
2.5. COROLLARY. Given T with the SDP, for every relatively compact 
open G, X(T, G) is analytically invariant under T. 
Proof. The direct-sum decomposition (1.7) of X(T, G), gives rise to a 
representation of x E X(T, G) : 
x=x0+x1, x0 E S( T, G) , x1 E X(T, 0). 
By denoting x(a), x,(e), and x,(a) the local resolvents of x, x0, and xl, 
respectively, and noting that x,(a) is an entire function, we have 
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Since 
%L%(W =4x,> = !a 
we have xi(k) E X(T, 0). Furthermore, by Corollary 2.4, x,,(A) E S(T, G) for 
A E ~r(xJ and hence it follows from (2.8) that x(k) E X(T, G) for /z E pT(x). 
Thus, X(7’, G) is a p-space of T and hence X(T, G) is analytically invariant 
under T, by Theorem 2.3. m 
2.6. PROPOSITION. Given T with the SDP, for every G E V,, X(T, G) is 
analytically invariant under T. 
Proof. Given G E V,, let f: wr+ D, be analytic and satisfy condition 
(A - TV(~) E XV, G), on an open connected wrc C. 
First, supose that mrf7 G # 0. Let x* E E*(T*,F), where F = G’ is 
compact. By Corollary 1.9, a[T* 1 2*(T*, F)] c F and hence, for A E o,n 
G cp[ T* 1 E’*(T*, F)], there exists y* E E*(T*, F) such that X* = 
(A - T*)y*. Then 
w.),x*) = W), (J. - T*)Y*) = ((A - m-(~), y*> = 0 
and hence ME [Z*(T*, F)]l=X(T, G) on o,nG, by (1.14). Thus. 
f(A) E X(T, G) on wr, by analytic continuation. 
Next, suppose that wrf? G = 0. Choose G, relatively compact such that 
{G, G, ) E cov a(T) and write 
X= X(T, G) + E(T, G,). 
There is an open w c wr and there are functions f,: w + X(T, G), f, : w --t 
Z(T, G,), analytic on w such that [8] 
0) = f,(n) + f,(A) on W. 
Then, we have 
(Ir - T)f,@) = (A - T)f(A) - (A - T).&(A) E X(T, G) n z(T, G,). 
Since E(T, G,) is analytically invariant under T (Corollary 2.4), X(T, G) p 
Z(T, G,) is a v-space of T 1 X(T, G) and hence 
It follows from o n G c urn G = 0 that w n G = 0 because, otherwise, 
1 E w n G would imply that w n G # 0. Furthermore, T / Z(T, G,) being 
bounded and f,(A) E E(T, G,), the function h: o + D,, defined by 
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is analytic on w. It follows from 
(n - r)(f,(n) - R [A; TJ X(T, G) n B(T, G,) 1 WJ = 0, IEo 
and the SVEP of T that 
f,(k)=R[il;TIX(T,G) nE(T,G,)]h(A)EX(T,G)nE(T,G,)cX(T,G). 
Thus, f(A) = f,(A) + f,(A) E X(T, G) on OJ and S(l) E X(T, G) on q, by 
analytic continuation. I 
2.7. THEOREM. Given T with the SDP, let Y be a subspace of X. The 
following assertions are equivalent: 
(I) Y is a p-space of T and, for every compact F c Int o(T 1 Y), 
Z(T, F) c y; 
(II) YE Inv T, the coinduced ?= T/Y is closed and 
a@‘)nInto(TI Y)=0. (2.9) 
Furthermore, if any of conditions (I) or (II) is satisfied then Y is analytically 
invariant under T. 
Proof. (I) +- (II): Let I E Int u(T 1 Y) and let G be relatively compact 
open such that A E G and Gc Int a(T ] Y). Choose G, E V, such that 
{G,, G,} E cov u(T) and A@ G,,. Then 
X = X( T, G,) + E( T, ff) = X( T, G,) + Y. 
Since Y is a ,u-space of T, we have 
u[TI YnX(T&)]=u[(TI Y)l Y(TI K~,)l=~,, 
where Y(T ] Y, .) is the spectral manifold of T ] Y in Y. G being compact, 
S(T, c) c Dr. For X0 = x<T, Go), X, = E(T, G): and _ the given Y, 
Lemma 2.2 implies tha_t T is clos_ed and u(T) = u(T), where F = 
[T 1 X(T, G,)]/Y n X(T, G,). Now A k% G, implies that 
Mu[T]X(T&)]Uu[T( YnX(T,G,)] 
and hence A E p(T), by Lemma 2.1. Since A E Int u(T 1 Y) is arbitrary, (2.9) 
is obtained. 
(II) 3 (I): First, we show that Y is a ,u-space of T. Let x E Y. For A E 
pr(x) n Int u(T ] Y), (2.9) implies that A E p(T) and it follows from 
(A- T)x(A)=x 
SPECTRAL RESOLVENTS 67 
that 
Thus, we have a(A) = 6 or, equivalently, x(A) E Y on pT(x) f? Int u( T ( Y). 
On the other hand, A E p(T 1 Y) implies that x(A) = R (II; T / Y)x E Y. Thus. 
X(A) E Y for all A E pr(x) and hence Y is a p-space of T. 
Next, let F c Int a(T 1 Y) be compact and let x E Z(T, F). Put 
An> = -;(A), if A E pr(s); 
= R@; @, if A Ep(p). 
For A E or n p( ?), we have 
(A- f’)[R@; o&2(1)] =.?-a=& 
and since 1 - ? is injective, we have R(A; @? = ,?(A). Thus f is well defined. 
Furthermore, cr.(x) c F c Int a(T 1 Y) and (2.9) imply that or(x) n a(F) = 
0. Thus, pr(x) up(f) = C and hence f is entire. Since a[ T / S(T, F) 1 is 
compact. T 1 E(T, F) is bounded and 
It follows from 
x=&r R[&TlZ(T,F)]xdA=&,x@)dA^ 
r 1 
that 
Thus, x E Y and hence Z(T, F) c Y. 
Finally, suppose that (I) or (II) holds. Put K = a(T j Y) and note that 
ifK = X(T, K)/Y is a spectral maximal space of ii, as it was seen in the proof 
of Theorem 2.3. In particular, 2K is a v-space of f and hence a(f / J?;,) c 
a(?). Thus, we have 
u( f I J?K) n Int u( T 1 Y) = a@ I yK) f’l Int K = 0. 
On the other hand, by Lemma 2.1, 
u(~~~~)cu[TIX(T,K)]UU(TI Y)cK 
and hence 
u(f) X,) c aft. 
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To see that Y is analytically invariant under T, letf: wr+ D, be analytic 
and satisfy condition 
(A - T)f@> E Y on an open connected wrc C. (2.10) 
Since evidently Y c X(T, K) and X(T, K) is analytically invariant under T, it 
follows from (2.10) thatf(;l) E X(T, K) on wf. Also (2.10) implies 
(Lf)j@)=O on of, 
and since fil) E zK, we have&L) = 6 for 1 E wf - aK. Thus,fiL) = 6 on of, 
by analytic continuation and hence f(n) E Y on wf. 1 
3. ANALYTICALLY INVARIANT SPECTRAL RESOLVENTS 
We continue our study on analytic invariance in terms of spectral 
resolvents. 
3.1. DEFINITION. Given T, a spectral resolvent E of T is said to be 
analytically invariant under T if, for every G E G, E(G) is an analytically 
invariant subspace under T. 
It is convenient o consider two distinct classes of open sets: 
GEG,cG if either G is relatively compact or G E V, ; 
GEG,cG if G 6! G, (i.e., if G is unbounded but G & V,). 
3.2. THEOREM. Given T with a spectral resolvent E, let G E G,. The 
following assertions are equivalent: 
(I) E(G) is analytically invariant under T, 
(II) E(G) is a ,u-space of T, 
(III) for every HE G, 
o[Tl E(G)nE(H)] cH 
and, for every compact F c G, we have 
B(T, F) c E(G); 
(3.1) 
(3.2) 
(IV) the coinduced F= T/E(G) is closed and a(F) c G’. 
Proof. (I) =c- (II) is evident. 
(II) z- (III). First, we show that for HE G, E(G) ~7 E(H) is a v-space of 
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T] E(H). Let x E E(G) n,!?(H) and I E p[T] E(H)]. Then x(A) = 
R [A; T ( E(H)]x and, since E(G) is a p-space of T, we have 
R [/I; T 1 E(H)]x = x(l) E E(G). 
On the other hand, R [A; T ] E(H)]x E E(H) and hence 
R [A; T 1 E(H)]x E E(G) n E(H), ~EPITIW)I. 
E(G) n E(H) being invariant under R (A; T / E(H) 1, it is a v-space of T / E(Hl 
and hence 
To prove (3.2), let F c G be compact and let x E Z(T, F) be arbitrary. 
Choose G, E V, such that {G,, G) E cov a(T) and F n G,, = 0. There is a 
representation 
x=x0+x,. xo E E(Go), x, E E(G). 
For 1 E W = FC n (c?~)~ c p,(x) n pT(xO) n pT(x,), we have 
x(k) = x,(13) + x,(l). 
Since E(G) is a p-space of T, {xi(A): J. E W} c E(G). Let A 1 F be a Cauchy 
domain such that df7 Go = 0 and r= aA c W. Then 
and hence (3.2) follows. 
(III)* (IV). Let A E G and choose {Go, G,} E cov o(T) such that 
G,E I’,. G, is relatively compact, G; c G and A @A Go. Then, in view of 
W), 
X = E(G,) + E(G,) c E(G,) + E(T, G,) c E(G,) + E(G) 
and hence 
X = E(G,) + B(T, G,) = E(G,) + E(G). 
For X0 = E(G,), X, = E(T, G,), and Y = E(G), Lemma 2.2 implies that f = 
T/E(G) is closed and o(n =(T(?), where f = [T 1 E(G,) J/E(G) n E(G,). 
Since A 6Z Go, (3.1) implies that ~~~[T~E(G,)~E(G)]Ua[T(E(G,)]. 
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Then it follows from Lemma 2.1 that 1 E ~(0 = ~(0 and since A E G is 
arbitrary, u(??‘) c GE is obtained. 
(IV) =s- (I). Put Y = E(G). Then Int a(TI Y) c G and the hypothesis 
implies 
~$0 n Int o(T 1 Y) = 0. 
In view of Theorem 2.7, Y = E(G) is analytically invariant under T. 1 
For G E G,, (3.2) is no longer independent but a consequence of (3.1). 
3.3. THEOREM. Let T have a spectral resolvent E. For every G E G,, 
the following assertions are equivalent: 
(I) E(G) is analytically invariant under T, 
(II) E(G) is a ,a-space of T, 
(III) for every H E G, 
a[TJE(G)nE(H)]cE?; 
(IV) the coinduced operator f= T/E(G) is 
(a) closed if G is relatively compact, 
(b) bounded zy G E V,, 
and in both cases, u(f) c G”. 
Proof: In view of the analogy between this theorem and the foregoing 
one, the only segment hat needs a proof is that (3.1) implies (3.2). 
Given G E V,, let F c G be compact and x E B(T, F) be arbitrary. 
Choose a relatively compact open H such that (G, H} E cov a(T) and 
Hn F = 0. In view of the decomposition 
X = E(G) + E(H), 
we have a representation 
x=x*+x*, x, E E(G), x2 E E(H). (3.4) 
The following inclusions are satisfied by the local spectra of x, xi, and x2: 
or(x) = F, u,(x,)~Fu(GniT), +(x~)c C ni?. 
Consequently, for A E W = FC n (I?)’ c pr(x) n pT(x,) n&x,), we have 
x(A) = Xl(A) + x,(A). 
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Let A be a Cauchy domain such that I? c A, dn F = 0, and I- = aA c W. 
Then 
=+-.j x,(L)dL (3.5) 
r 
For every 2, E r, there is a neighborhood Vc (G)’ of A,, and then there are 
functions f,: V-+ E(G), f,: V+ E(H), analytic on V such that [S ] 
Then 
x, = (A - T) x,(A) = (A - T)f,(A) + (A -- T)f*(A). 
Since T / E(H) is bounded, the function g: V + E(G) n E(H) defined by 
g(l) =x1 - (A - T>f,@> = (A- T)f$) = IA -- Tl EW)I f,(l) 
is analytic on V. In view of (3.3), V c (I?)C c p[ T / E(G) n E(H) ] and hence 
the function h: V + E(G) n E(H), defined by 
h(A) = R I& T I E(G) n JW)I g(l) 
is analytic on V. Since T has the SVEP, (A - T)[f,(n) - h(A)] = 0 implies 
that f*(A) = h(A) E E(G) n E(H) c E(G) on V. Thus, xl(&) E E(G) and 
since A0 E r is arbitrary, (3.5) implies that x2 E E(G). Thus, x E E(G), by 
(3.4) and hence E(T, F) c E(G). i 
Remark. For any closed F c G, the inclusion X(T, F) c E(G) follows by 
an identical proof. 
Summarizing Theorems 3.2 and 3.3, we have 
3.4. THEOREM. Given T with ,a spectral resolvent E, the following 
assertions are equivalent: 
(i) E is analytically invariant under T, 
(ii) for every G E G, E(G) is a p-space of T, 
(iii) (a) for every pair G,, G, E G, 
a[T 1 E(G,) n E(G,)] c c, n c, ; 
(b) for every G E G, and compact F c G, 
E(T, F) c E(G); 
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(iv) for every G E G, T/E(G) is 
(1) closed ifG& V,, (2) bounded if G E V,, 
and in both cases (l), (2), 
a[Tl E(G)] c GC. 
Next we shall obtain an other characterization of the analytic invariance 
of a spectral resolvent in terms of T-absorbent spaces. 
3.5. THEOREM. Given T with a spectral resolvent E, let G be open and 
relatively compact. The following assertions are equivalent: 
(i) E(G) is analytically invariant under T, 
(ii) E(G) is T-absorbent in G and F= T/E(G) is closed. 
Proof (i) + (ii). Let x E X be a solution of equation 
(A-T)x=y for AEGna[TIE(G)] andyEE(G). 
On the quotient space X/E(G), there corresponds 
(/l-F)&0 for AEGno[TIE(G)]. (3.6) 
By Theorem 3.3, ? is closed and ~(0 c G’. Thus, it follows from (3.6) that 
2 = 0 and hence x E E(G). 
(ii) =S (i). Let f: c++ D, be analytic and satisfy condition 
(A - TV(~) E E(G) on an open connected o,c C. 
Then 
(/I - T)>$@) = 6, 1 E co, 
and, since f is closed, E(G) c D,. Lemma 1.7, applied to Y = E(G), asserts 
the existence of an analytic function h: w,, (cur) -P D, such that &I) = f(A) 
and (A - 7’) h(A) is analytic on o,,. First, assume that 
Of-{Gna[TlE(G)]}=(w,-G)U{w,-o[TIE(G)]}#IZr. 
Then, at least one of the sets o,, - G, w,, - a[T I E(G)] is nonvoid. Note that 
if o,, - G # 0, then o,, - G # 0. Let w denote any of the sets oh - G, oh - 
a[T I E(G)], which is assumed to be nonvoid. Then w cp[T 1 E(G)]. The 
function g: w,, -+ D,, defined by 
g(A) = (A - r) h(A) 
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is analytic on oh. It follows from 
&I) = (A - F) /&I) = (A - f)f(/q 
that g(l) E E(G). For A E o, we have 
Cl- T)V@) - R 14 T I E(G)1 g(A)} = 0 
and hence 
h(A) = R I4 T I E(G)1 g@> E E(G) on w. 
Then h^(ll) = f(A) implies that f(A) E E(G) on o and f(A) E E(G) on os, by 
analytic continuation. 
Next, assume that w,, c G n a[ T ] E(G)]. Then, by hypothesis. 
(A - 7’) h(A) E E(G) implies that h(A) E E(G) on wh. Thus, f(A) E E(G) on 
w,, andf(A) E E(G) on o,, by analytic continuation. 1 
If T is a bounded operator, i.e., T E B(X), then in Theorem 3.4, (iii)(b) is 
redundant and (iv) can be simplified. Moreover, another characterization of 
the analytic invariance of E can be expressed in terms of the conjugate 
operator T*. 
3.6. THEOREM. Let T E B(X) have a spectral resolvent E. The following 
assertions are equivalent: 
(I) E is analytically invariant under T, 
(II) for every G E G, E(G) is a pspace of T, 
(III) for every G E G, E(G) is T-absorbent in G; 
(IV) foreverypairG,,G,EG,o[TlE(G,)nE(G2)]cG,nG,; 
(V) for every G E G, a[T/E(G)] c G’; 
(VI) for every GE G, a[T* 1 E(G)i] c G’. 
Other properties and characterizations of analytically invariant spectral 
resolvents of a bounded linear operator in terms of monotonic, strongly 
monotonic, almost localized, and strong spectral resolvents are to be found 
in ] 151. 
4. APPLICATION:THE SPECTRAL RESOLVENTS OF CLOSED OPERATORS 
WHOSE SPECTRA LIE ON iR 
Throughout this section, we assume that for a given closed operator T, 
o(T) c R. We say that a set G, c R, open in the topology of R, is a 
neighborhood of co, in symbols G, E k’t, if for some r > 0 sufficiently 
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large, (-co, r) u (r, co) c Go. An open cover {Gi}y=o f ~$7’) c R, consists 
of open sets contained in R, with G, E Vz. 
4.1. LEMMA. Given T, let YE Inv T. If a(T 1 Y) c R, then Y is 
analytically invariant under T. 
ProoJ Assume that a(T ] Y) c R. Let f: wr+ D, be analytic and satisfy 
condition (2 - T)f(A) E Y on an open connected wrc Cc. Denote h(l) = 
(A - r)f@), A E Wf. By hypothesis, wf - [a(T) U o(T 1 Y)] # 0. For A E 
wf- [u(T)Uu(TI Y)], we have 
f(A) = It@; T) h(l) = I?@; T 1 Y) h(A) E Y 
and f(J) E Y on wf, by analytic continuation. 1 
Thus, every spectral resolvent E of T is analytically invariant under T. 
Furthermore, for every closed F c R and every open G c R, X(T, F), and 
X(T, G) are analytically invariant under T. By Theorems 3.2 and 3.3, for 
every closed F and open G c R, F c G implies 
E(T, F) c E(G) for F compact; 
XV, F) = E(G) if GE VE. 
(4.1) 
(4.2) 
4.2. THEOREM. Given T, let E be a spectral resolvent of T. For every G 
open in R and any open cover { Gi} ~=‘=o c R of c with G, E Vz and Gi 
(1 < i < n) relatively compact, we have 
E(G) = e E(G) nE(Gi). 
i=O 
(4.3) 
ProoJ The proof consists of a constructive part A, a linear sum decom- 
position of E(G) as part B, and of establishing (4.3) as the final part C. 
Part A. In this part we construct a convenient open cover of u(T). 
Since G and Gi (0 < i < n) are all contained in R, each of these sets is a 
union of pairwise disjoint open intervals. Since Go E Vz, there exist Ho = 
(-co, a,) U (b,, co) and open intervals {Hj}J’!! 1 satisfying the following con- 
ditions: 
(I) Hj=(aj,bj), l~j9m;a,<a,<...<a,,a,<a,,b,_,<b,, 
Hj&H, forjfk; 
(11) O(T)CU/“=oHj; 
(III) t7,U~,U&,cG,, 
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and for every j = 2,2,..., m - 1 there exists an index i (0 < i < n) such that 
HjC Gi. 
Since 8G is zero-dimensional, there are open sets Sj (0 < j < m) with 
pairwise disjoint closures and satisfying conditions 
r3G c ij Sj, 6jC Hj, O< j<m. 
.j=o 
Let {r,}y!, be another cover of 8G such that 
Vjcsj, O< j<m. 
Put 
The collection (Aj}im_o has the following properties: 
(IV) ~cG, l< j<m, A,EV,; 
(v) a(r) c UT=0 Aj* 
To see that (IV) holds for 1 < j < m we have successively 
zjcG- ij jijcG- (j yjcG- ij y,cG-aG=G. 
j=O j=O .j = 0 
The proof of (V) consists in showing that for every A, E a(T) -A,, there 
exists j, (1 < j, < m) such that A, E Ajo. Indeed, since A0 66 A,, we have 
(4 ~,@H,, (b) Lo @ ([j dj, (c) lo E G. (4.4) 
j=O 
By (II) and (4.4a), do E Hi0 for some j, # 0. By (b) and (c) of (4.4). 
A,@- ij djcG- (j yj 
j=O j-0 
and hence 
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Part B. In this part we shall prove the equality 
E(G)=E(G)nX(T,&,)+ 5 Z(T,di). (4.5) 
j-1 
In view of properties (IV) and (V), the cover {dj}J’!!O of a(r>, produces the 
spectral decomposition of X: 
X=X(T,d,) + 2 E(T,Zj). 
j=l 
(4.6) 
Since for 1 < j < m, di is compact, (IV) and (4.1) imply 
E(T,+E(G), l<j<m. (4.7) 
Let x E E(G) be given. By (4.6), we have a representation 
x= 2 xj with x,EX(T,d,); Xj E E(T, Jj), 1 < j < m. (4.8) 
j=O 
It follows from (4.7) and (4.8), that x0 E E(G) and hence the linear sum 
decomposition (4.5) of E(G) is obtained. 
Part c This final stage of the proof will establish (4.3). Since E(G) 
and X(T, A,) are analytically invariant under T, by Theorem 3.2(111) and 
Theorem 3.3(111), we obtain successively: 
Since, by construction, a, < a2 and b,-, < to, for 2 < j < m - 1, Jj does not 
intersect EoL On the other hand, since 6,) 6, ,..., J,,, are pairwise disjoint, the 
sets (Ho U 6, U Zm), S, ,..., S,- 1 are mutually disjoint. Thus, there correspond 
invariant subspaces Y,, Y, ,..., Y,-i under T ] E(G) n X(T, d,) producing the 
direct sum decomposition (e.g., [ 13, Theorem V.9.21) 
E(G)nX(T,~o)=Yo@Y,@mae @I’,-,, (4.9) 
a(TI Yo)cj?,U6,U~m, (4.10) 
a(TI Yj)C S;., j = 2, 3 ,..., m - 1. (4.11) 
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In the light of property (4.2), it follows from (4.7), (4.9), (4.10), and from 
inclusion 
that 
Y, + s(T, 3,) + X(T, d,) c E(G) n E(G,). (4.12) 
Similarly. it follows from (4. l), (4.11). and from inclusions 
~iu~jc~jcGi for some i depending on 2 < j < m - 1, 
that 
yi + E(7-, dj) c E(G) n E(G,) for some i and j = 2, 2 ,..., m - 1. (4.13) 
Now (4.3) follows directly from (4.5), (4.9), (4.12), and (4.13). 1 
A spectral resolvent E endowed with the property expressed by 
Theorem 4.2, is called a strong spectral resolvent [ 15 ] and has close ties with 
the strongly decomposable operators [ 11. 
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