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ABSTRACT
From evaluating the performance of approximations in Density Functional Theory to a Machine Learning design

Pedram Tavazohi

Density-functional theory (DFT) has gained popularity because of its ability to predict the properties of a large
group of materials a priori. Even though DFT is exact, there are inaccuracies introduced into the theory due to the
approximations in the exchange-correlation (XC) functionals. Over the 50 years of its existence, scientists have tried
to improve the design of the XC functionals. The errors introduced by these functionals are not consistent across all
types of solid-state materials. In this project, a high throughput framework was utilized to compare the theoretical
DFT predictions with the experimental results available in the Inorganic Crystal Structure Database (ICSD). We
analyzed the accuracy of over 1500 structures with different XC functionals, ranging from the most basic (local
density approximation) to the recently designed meta-GGA functionals. Afterward, we focus on strongly correlated
systems, where the triumphant ability of DFT stops short and the non-universality of the XC functionals becomes
substantial. One solution to this problem is to introduce a Hubbard correction (+U) for the treatment of the strongly
correlated electronic states, used in the so-called DFT+U approaches. Unfortunately, this correction turns the theory
into a semi-empirical method as the exact values of the correction parameters are unknown and their
parameterization can vary considerably from one material to another composed of the same strongly correlated
atoms. In this work, we select a group of iron-based compounds to explore the space of the correction parameters
that simultaneously improve the prediction for all the studied materials. We perform this exploration using a
Bayesian calibration assisted by Markov chain Monte Carlo sampling to determine the distribution of the correction
parameters for three widely used XC functionals. Finally, we use the insight gained from the previous studies to
design a machine learning approach to the problematic XC functional approximations. We propose a streamlined
route to generating data needed for a learner to produce personalized XC functionals (material specific) for any DFT
calculation. This approach capitalizes on the unwanted non-universality of XC functionals. Further, we demonstrate
a machine-driven unbiased approach to finding the global reaction coordinate. As an example, we use the
azobenzene molecule to thoroughly describe a reaction mechanism for its photoisomerization. Our global reaction
coordinate includes all of the internal coordinates of azobenzene contributing to the photoisomerization reaction
coordinate. This method quantifies the contribution of each internal coordinate of the system to the overall reaction
mechanism. Finally, we provide a detailed mapping on how each significantly contributing internal coordinate
changes throughout the energy profile (in our example from trans to transition state and subsequently to cis).
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Introduction

Most articles use a bibliometric approach to emphasize the importance of density functional theory (DFT) and
further motivate it by its prediction abilities [1–3]. Since DFT has been around for about 50 years, reading statistics
about citations in almost every review article about DFT can be quite dull. Instead, we take a historical approach in
introducing the collective efforts that were taken to push DFT to where it is now.
We divide the story of the development of DFT into two sections. The first section covers the developments carried
out by students of Ralph Fowler (Douglas Hartree and Hilleth Thomas). In the second section, we focus on the
events that led Walter Kohn toward the development of DFT.
In 1924 Ralph Fowler’s research group at Cambridge university consisted of three Ph.D. Students who influenced
how we interpret quantum mechanics, and how we use it for real-life material science problems. The most senior
student was Douglas Hartree. He was responsible for the Hartree and Hartree-Fock (HF) approximation. HF is still
widely used by physical chemists as a reliable simulation method. The next Ph.D. student is Paul Dirac. His
contributions to the rapid transition from the old quantum theory of Bohr and Sommerfeld to the new quantum
theory and our interpretations of it are very well known. And the most junior Ph.D. student was Hilleth Thomas.
Thomas proposed the Thomas-Fermi approximation. The Thomas-Fermi and the Hartree approximations were the
steppingstones for Walter Kohn’s DFT.
Douglas Rayner Hartree1 had a knack for solving scientific problems numerically. This talent was noticed by the
British Ministry of Munitions, and he was recruited from his first year of graduate studies at Cambridge to study
anti-aircraft gunnery during World War I2.
After going back to graduate school, he didn’t like experimental work. After Bohr gave a set of lectures on quantum
theory in Cambridge, Hartree became interested in looking for quantitative results for Bohr’s theory of the spectra of
atoms. Motivated by Bohr's paper and using the old quantization condition of Sommerfeld3, Hartree tried to create a
formulation to explain the structure of the periodic systems. Even though the equation was created using the old
quantum mechanics (Sommerfeld’s quantization), the resultant equation Hartree arrived at is very similar to the
radial part of the equation he later derived from the Schrödinger equation. This equation was based on an overall
effective nuclear charge, where instead of electrons interacting with each other and the nucleus they would interact
with an overall effective potential created by every other electron and the nucleus. Hartree wanted to use an
empirical approach, where he would derive this effective potential for each atom from the experimental spectra. The
next influential papers are Schrödinger’s papers on wave mechanics [4,5]. He used the Schrödinger equation and
1

His father, William, was a lecturer in engineering at Cambridge University and his mother, Eva Rayner, was president of the National Council

of Women of Great Britain and first woman to be mayor of the city of Cambridge
2

The differential Equations that determine the trajectory of artillery shells are not solvable analytically when frictional drag and wind effects are

treated realistically. The 20-year-old Hartree introduced several innovations which made the numerical integration of these Equations fast and
efficient.
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applied it to multi-electron atoms. Because it was shown that the charge distribution will be spherically symmetric,
he used the spherical harmonics to create an ansatz for his problem. To solve these equations, he used the method of
central differences. Moreover, he carried the idea of an effective potential and decided that each electron in the atom
should feel the electrostatic potential produced by a spherical average of the potential produced by the nucleus and
every other electron. In doing so, he created a self-consistent approach. To derive the wavefunction of an electron
one has to know the electrostatic potential generated by every other electron wavefunction. Hartree dealt with this
by using a guess central potential and updated the central potential at each iteration of the wavefunction calculation.
By the time Hartree came up with his equations, the only computers available were mechanical such as the
differential analyzer1. At that time (1928-1931) Harold Locke Hazen and Vannevar Bush2 at MIT developed a
general-purpose differential analyzer [6]. This compelled Hartree to travel to MIT to solve his equation.
A mistake that Hartree made was, not considering the antisymmetric nature of the electronic wave function. This
mistake was pointed out3 by John C. Slater [7] and Vladimir Fock [8], independently, in 1930. This antisymmetric
wave function is created through a sum over all the possible product combinations of electrons and their positions,
considering the appropriate sign. A simple method to generate this antisymmetric wave function is through the
Slater determinant [9]. Vladimir Fock, a Petrograd4 graduate, presented an antisymmetric version of Hartree’s
noninteracting electron model [10]. This version has the exchange term that is introduced because of the
antisymmetric nature of the electronic wave function. In 1935 Hartree, with the help of his father, reframed the
complex presentation of Fock in an article [11] to what we know now as the Hartree-Fock (HF) approximation. It is
important to know that Fock did not know about the spin until it was later introduced by the relativistic Dirac
Equation [12]. The Hartree-Fock approximation performs very well for atoms and molecules. In the year 1965,
Enrico Clementi5 published an article in the IBM Journal of Research and Development where he provided “A
systematic tabulation of atomic Hartree-Fock functions” [13]. Later in the year, 1974 Clementi and Carla Roetti
published a book that provided all of the Hartree-Fock solutions of the periodic table [14].
To move toward the density functional theory (DFT), we must go back chronologically to Fowler’s last student
Hilleth Thomas. Thomas began his graduate studies with Fowler in 1924, just when Fowler started a one-year
academic visit to Niels Bohr’s lab in Copenhagen. In the absence of his advisor, Thomas worked on a topic not
related to what was assigned to him. This work was the starting point of his future statistical model. Fowler arranged
for Thomas to spend the second year of his graduate school in Copenhagen at Bohr’s institute.
Motivated by the work of his senior classmate, Hartree, and assuming “electrons are distributed uniformly in phase
space at a rate of two for each phase-space volume h3”, he linked the energy of the system with the electronic

1

Design for programable mechanical devices dates to at least 1833 Charles Babbage’s difference engine based on Joseph-Marie Jacquard loom.

2

Founder of National Science Foundation (NSF)

3

It has been said that Hartree himself found out about the mistake but did not publish.
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Saint Petersburg State University

5

Enrico Clementi, born in Italy, was an IBM scientist and a pioneer in computational quantum chemistry.
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density1. Using this relation and a classical Poisson equation to describe the potential 𝑉(𝐫), Thomas derived what is
known as the Thomas-Fermi Equation (see section 2.5.1). Thomas shares the name with Fermi because Enrico
Fermi arrived at this same Equation using the Fermi-Dirac distribution, independently, one year after Thomas2. It is
safe to say that Thomas used the fermionic statistics one year prior to the establishment of Fermi-Dirac distribution.
Even though this model practically was not accurate enough, it inspired the use of density as a variable in manybody systems.
The next torchbearer of DFT is the protagonist of the story, Walter Kohn. If one wants to become motivated about
their research in DFT, one must read the life story of Walter Kohn.
Walter Kohn was born in Vienna to parents who were actively engaged in intellectual pursuits and art, like all
middle-class Jewish families of the time. Three weeks before the Nazis invaded Poland, along with ten thousand
unaccompanied children, he escaped to England. After living with a family friend in London for a year, Churchill
gave the order to “collar the lot”. Accompanied by other war refugees, he was arrested and shipped to a town near
Liverpool and later to the Isle of Man. The conditions were so bad that in the month that he was there he lost thirty
pounds.
After Churchill asked for help from the Commonwealth nations, Kohn was relocated to an internship camp in
Canada — in Acadia Forest near the city Fredericton. While he was in the camp, he received education on different
subjects from a group of academics who were also sent to the camp.
During these times he received 20 cents per day for lumberjacking in the forest outside of the camp. He saved this
money and ordered two books, “A course in Pure mathematics” (1938) by G.H. Hardy, and “Introduction to
Chemical Physics” (1939) by J.C. Slater. The content of these books were very influential in Kohn’s future work on
formulating DFT [15].
With the help of many individuals, and after overcoming some bureaucratic inconvenience, he managed to attend
the University of Toronto. His talent was recognized from the beginning. Because Kohn entered the program weeks
after the spring semester, Samuel Beatty — the Dean of the College of Art and Science — permitted him to audit his
class while they were resolving the bureaucratic inconveniences. Moreover, Beatty tutored him privately for one
month to bring him up to speed. During his undergraduate studies, he was taught by elite quality instructors [15].
Near the end of his undergraduate program, he was inducted into the Canadian Army and served until the war ended.
He received his B.A. in Applied Mathematics while still on duty.

1
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In an interview with [189] Uhlenbeck and Kuhn Thomas was asked: Was this then really completed independent of Fermi?

where he replied: Yes. More than a year before Fermi… Fermi did essentially the same thing, but he put in a little bit more. He analyzed angular
momentum. Now I had not done this, because the analysis of angular momentum had been done on the Hartree fields before, and I thought that
this would be regarded as following directly on. I actually did the numerical work while I was at Bohr’s Institute.
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Zangwill [15] insists that the events in Kohn’s life, the education he received, and the scientific background, made
Kohn well suited to create DFT, and “it is entirely possible that the theory would be unknown today if Kohn’s
background, theoretical skills, and scientific experiences differed very much from what they were”. We shorten
Kohn’s academic experience to focus more on how DFT came about.
Kohn entered a Ph.D. program at Harvard and worked with Julian Schwinger1. After graduating, he joined Carnegie
Tech as a faculty member. He later joined UC San Diego (La Jolla). His academic experience also includes a
sabbatical to the Niels Bohr Institute in Copenhagen (where no one had ever heard of the term “Solid-state
Physics”), annual summer visits to the Bell Labs, and recuperative leave to the Physics Department of the École
Normale Supérieure in Paris supported by the John Simon Guggenheim Memorial Foundation fellowship.
Kohn gradually entered research in solid-state physics and became interested in the many-body problem in solidsespecially different approaches to explaining the metallic and insulating states of materials. One topic that Kohn had
followed because of the intense experimental research at Carnegie Tech was the topic of alloys, dilute and
concentrated, Kohn’s interest to resolve the contradictory points of view in the literature about metals and alloys was
the immediate trigger for the creation of DFT [15]. Perhaps the beginning of Kohn’s interest in this field were the
papers he published with Joaquin Luttinger to create the “effective mass theory” for electrons in the presence of
impurities [16–18].
While in Paris and working on computing the difference between the real total energy of the real alloy system
𝐴𝑥 𝐵1−𝑥 and its counterpart calculated from virtual crystal approximations, he realized the resulting Δ𝐸 only depends
on the electronic density distribution of the virtual crystal, 𝑛̅(𝐫), and the electronic density distribution of the real
alloy system. This made Kohn question if one can determine the total energy uniquely only by knowing the exact
charge density 𝑛(𝐫).
Up until then, it was well understood that in the description of alloy systems using the Schrödinger equation, it is the
external potential — caused by the nucleus-electron interaction — that differentiates one from another. Therefore,
the external potential uniquely defines the wavefunction which in turn defines the electronic density and the total
energy of the system. In other words, the total energy 𝐸 is a functional of the external potential 𝑉𝑒−𝑁 (𝐫).
Kohn considered this question; can one describe the total energy only with the electronic density? Can the total
energy be a functional of the density alone? In this case, knowing the electronic density can describe the external
potential, the wavefunction, and consequently every ground-state property.
This assumption sounded farfetched to Kohn because the problem would transform from searching for a 3Ndimensional wavefunction to a 3-dimensional electron density.

1

Julian Schwinger is known for his work on quantum electrodynamics (the most accurate theory made by humans). Schwinger shared the Nobel

prize for his work on quantum electrodynamics with Richard Feynman and Shinichiro Tomonaga. Schwinger is also known for being an excellent
graduate advisor. Four of his students won Nobel prizes: Walter Kohn, Sheldon Glashow, Benjami Roy Mottelson, and Roy Glauber.
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To convince himself he searched for examples where one can reach the external potential from the knowledge of the
electronic density. One of these examples was the aforementioned Thomas-Fermi model.
Kohn used his expertise, from his time at the University of Toronto, in Rayleigh-Ritz's variational principle to prove
this using reductio ad absurdum.
The result was so significant that he did not trust himself, so he turned to Pierre Hohenberg, A Harvard graduate
postdoc who recently arrived in Paris. Kohn and Hohenberg reformulated the Rayleigh-Ritz variational principle in
terms of density rather than the wavefunction. This led to two theorems (see section 2.5.2 for more details).
First, the electron density can describe the external potential uniquely, i.e., the external potential is a functional of
the electronic density. Moreover, all other constituents of the total energy (the exact kinetic energy and the electronelectron interaction energy) are functionals of the electronic density. In other words, they proved that the electronic
density of the ground-state corresponds to the total energy of the ground-state.
Second, any trial density describing the same number of electrons will correspond to an energy larger than (or equal
to) the ground-state energy, i.e., the evaluated energy using the ground-state density is minimal with respect to all
other densities describing the same number of electrons.
This approach reformulates the wavefunction quantum mechanics in a new flavor, the density. The idea was
published in a paper titled “Inhomogeneous electron gas” [19]. This was the birth of DFT.
Even though this breakthrough was remarkable, so far they have only reformulated the wavefunction quantum
mechanics to density quantum mechanics. The problem of describing the many-body problem quantum
mechanically was still very complex1.
As mentioned before, this theory was developed during Kohn’s visit to Paris. When he returned to the US, he faced
a lot of skepticism from the theorists in La Jolla (UCSD). In his discussions with his colleagues, there were multiple
counterexamples provided to disprove the uniqueness of the potential given the knowledge of the electronic density.
Kohn gave the responsibility of responding to the attempts of refutation to one of his newly hired postdocs, Lu
Sham.
Kohn was interested in making his theory applicable to atoms, molecules, and crystal structures. To do this he turned
to the theory proposed by Hartree, where the electronic wavefunction is found from the Schrödinger equation by
assuming that the electrons are independent of each other. In this theory, as mentioned before, the electrons are in an
effective potential generated from the nuclei and the entire atomic electron cloud. Kohn assigned Sham with the job
of deriving the Hartree equations from the Hohenberg-Kohn formalism. To do this one has to consider that the

1

Kohn and Hohenberg discussed the applications of the method [190]: The question arose as to what the method might be good for, and Kohn

suggested that one could try using it to improve current techniques for calculating the band structure of solids. Hohenberg’s immediate reaction
was to say, “But band structure calculations are horribly complicated, isn’t that the sort of stuff better left to professionals?” To this, Kohn
simply replied, “Young man, I am the Kohn of Kohn and Rostoker [191]!”
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kinetic energy of the non-interacting electrons is also a functional of the density. Using this fact, extracting the
Hartree equation from Hohenberg-Kohn formalism is straightforward.
Clearly, the total energy of the non-interacting systems differs from the interacting system. To solve this problem
Kohn and Sham introduced a functional 𝐸xc [𝑛] to the non-interacting system. They mapped an interacting system to
a non-interacting system with an extra functional of the density 𝐸xc . The most important fact of this transformation
is that the interacting electronic density that minimizes the interacting functional is exactly equal to the noninteracting electronic density that minimizes the new non-interacting functional. Performing the variational principle
on the new functional will lead to what is known as the Kohn-Sham equations. These equations differ from the
Hartree equations by only one extra term in the effective potential, that is the exchange-correlation energy 𝑉xc (𝐫).
If one knows the true form of the exchange-correlation 𝐸xc [𝑛], one can calculate the exact electronic density, total
energy, and any forthcoming material property. This is why almost every publication about DFT states that DFT is
an exact theory1. Kohn and Sham suggested the Local Density Approximation (LDA) for the exchange-correlation
functional [20].
This was the beginning of DFT. The main competitor of DFT was the Hartree-Fock (HF) method, popular in the
chemistry community. Even though LDA results produced molecular structures that agreed well with the
experiment, it still was not capable of achieving chemical accuracies obtained by more traditional quantum
chemistry methods.
A group of scientists, Langerth, Perdew, Becke, Lee, Ernzerhof, Wang, and Mehl [21–27] took on the task of going
beyond LDA toward non-local approximations for XC functionals. These functionals replaced LDA with functionals
that depended both on the electronic density 𝑛(𝐫) and its gradient ∇𝑛(𝐫). This class of functionals were named
Generalized Gradient Approximations (GGA).
DFT became popular among chemists after John Pople’s endorsement by including DFT in his widely used
software, GAUSSIAN. Pople’s group performed DFT calculations of a group of molecules and concluded that the
non-local functionals outperformed other ab initio methods while being computational more efficient [28]. In 1998
Walter Kohn won the chemistry Noble Prize “for his development of the density-functional theory” [29]. This prize
was divided equally and shared with John Pople “for his development of computationally methods in quantum
chemistry.”
In this dissertation, we will dive deep into the mathematical details of the formulation leading to DFT in Ch. 2.
Moreover, in Ch. 2 we will introduce the statistical analysis and the machine learning tools used in this dissertation.
In Ch. 3 we design and perform a high-throughput approach in evaluating the performance of multiple XC
functional from LDA to GGA to meta-GGA. In Ch. 4 we study one of the beyond-DFT approaches, namely the
DFT+U. We use statistical tools to construct a distribution for the correction parameters U and J that improve the

1

Setting aside the brilliance of DFT, the logic leading to the statement that DFT is exact, is flawed. Because one can write any formula that has

one unknown term and claim that this equation can explain any phenomenon and is exact if the true form of the unknown term is known.

6

prediction of volume, magnetic moment, and bandgap of a selection of iron-based materials. This study is carried
out for LDA, GGA PBE, and GGA PBEsol. In Ch. 5 we design a machine learning approach that will generate
specialized XC functionals for each material under investigation. We will demonstrate a streamlined method for
generating the data for the learning stage of this method. Finally, in Ch. 6 we establish a machine-driven method to
find the global reaction coordinates. We examine this method for the photoisomerization of azobenzene. Ch. 6
slightly deviates from the main theme of this dissertation in that it uses non-adiabatic coupling to model the
isomerization process. We do not evaluate the accuracy of any XC functional; however, we use BLYP XC
functional which is different from other chapters.
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2

Methodology

2.1 Many-body problem
The common path for quantization of a theory used in modeling solid-state materials is through extracting the
Hamiltonian of the system from the action 𝒮(𝑡). The potential energy in many-body problems is created from the
electric fields generated by the nuclei and the electrons. Because the kinetic energies in these systems are all of the
form 𝑝𝑖2 /2𝑚 and the potential energy depends only upon coordinates, the Hamiltonian is equal to the total energy of
the system [30] and can be written as 𝐻 = 𝑇 + 𝑉. Therefore, we skip the derivation of the Hamiltonian from the
action and write the Hamiltonian for the system of electrons and nuclei as,
𝑇̂𝑁

𝑇̂𝑒

̂𝑁−𝑁
𝑉

̂𝑒−𝑒
𝑉

̂𝑒−𝑁
𝑉

⏞ 𝐏
⏞ 𝐩
⏞
⏞
⏞
̂2
̂2
1
𝑍 𝑍 𝑒2
1
𝑒2
𝑍𝐼 𝑒 2
̂ =∑ 𝐼 +∑ 𝑖 + ∑ 𝐼 𝐽
𝐻
+ ∑
−∑
|𝐑 − 𝐑𝐽 | 2
|𝐫 − 𝐫𝑗 | ⏟ |𝐫𝑖 − 𝐑𝐼 |
⏟𝐼 2𝑀𝐼 ⏟𝑖 2𝑚𝑒 2
𝑖,𝐼
⏟𝐼≠𝐽 𝐼
⏟𝑖,𝑗;𝑖≠𝑗 𝑖
⨁⇝

⊖⇝

⨁⟷⨁

⊖⟷⊝

(2.1)

⊝⟷⨁

where electrons and nuclei are denoted, respectively, by lowercase and uppercase indices. The first and the second
in Equation 2.60 represent the kinetic energy of the nuclei (𝑇̂𝑁 ) and the electrons (𝑇̂𝑒 ), respectively. The third and the
fourth term represent the nucleus-nucleus (𝑉̂𝑁−𝑁 ) and the electron-electron (𝑉̂𝑒−𝑒 ) Coulomb potential, respectively.
Finally, the last term shows the Coulomb potential of the nucleus-electron (𝑉̂𝑒−𝑁 )1.
The first level of approximation starts by appreciating that the mass of an electron is much lighter than that of the
nuclei 𝑚𝑒 ≪ 𝑀𝐼 . This will lead to electrons seeing the nuclei as almost stationary, and we can assume there is no
delay in the response of the electronic cloud to the motion of the nuclei. Mathematically speaking, we can ignore the
first term (kinetic energy of the nuclei) because the factor 1/𝑀𝐼 is a very small coefficient. This is called the BornOppenheimer [31] or adiabatic approximation. Adiabatic approximation means there is no coupling between
electronic potential energy surfaces (see 6). This term can be re-introduced later as a perturbation term. Moreover,
the Columbic potential energy created by the interaction of the nuclei can be treated classically.
The electron-electron Coulomb potential (𝑉̂𝑒−𝑒 ) is the source of the collective correlation between electrons. This
correlation is caused by the Coulombic field created and felt by all other electrons. This is the most challenging term
in the modeling of a condensed matter system. The future approximations will be different attempts to simplify the
consideration of this term.

1

Before we start the introduction of different approaches to using this Hamiltonian to model many-body systems, we need to address basic issues

regarding properly treating long-range Coulomb interactions in extended (infinite) systems. 1) The cell must be chosen to be neutral, otherwise,
the Coulomb energies will diverge 2) terms must be prearranged into neutral groups so that they are in proper form to define intrinsic large-scale
properties (thermodynamic limit) of a condensed matter system.
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2.2 Schrodinger Equation and expectation values
To describe a non-relativistic quantum system, one uses the time-dependent Schrödinger Equation,
𝑖ℏ

dΨ(𝐫1 , 𝐫2 , … , 𝐫𝑛 ; 𝑡)
̂ Ψ(𝐫1 , 𝐫2 , … , 𝐫𝑛 ; 𝑡),
=𝐻
d𝑡

(2.2)

where Ψ(𝐫1 , 𝐫2 , … , 𝐫𝑛 ; 𝑡) is the many-body wave function of the electrons (the spin is included in the 𝐫𝑖 ). The
electronic wave function must be anti-symmetric. Using the separation of variables method, the time and coordinate
components of Equation 2.42.2 can be decoupled.
̂ 𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 ) = 𝐸𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 ),
𝐻

𝑖ℏ

d𝑓(𝑡)
= 𝐸𝑓(𝑡).
d𝑡

(2.3)

(2.4)

Solving Equation 2.4, one can write the total wave function of electrons as Ψ(𝐫1 , 𝐫2 , … , 𝐫𝑛 ; 𝑡) =
𝐸

)𝑡

𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 )𝑒 −𝑖( ℏ . The main objective of computational condensed matter is to solve the time-independent
Schrödinger’s Equation 2.3 and extract the electronic wave function. Solving this Equation numerically is extremely
difficult because this function has (number of coordinates) × (number of electrons) variables. Storing the
information about this wave function is out of reach for the current technology. For example, a Silicon atom has 14
electrons, therefore the electronic wave function will have 3×14=42 variables. Treating the wave function as a
complex field, we can use a simple three-dimensional grid to describe the wave function. Even if we choose a low
resolution of 10×10×10 for the grid, at each calculation step we must store 1042 complex variables. Each complex
variable with double-precision needs 64×2 bits. The wave function of a meek Silicon atom will require
128 × 1042 b = 16 × 1030 TB1 of random-access memory. With the latest technology, there are not enough siliconbased chipsets in the world to model one Silicon atom.
One of the most important concepts of quantum mechanics that will be used in the next sections is the “expectation
value” of an operator. For an eigenstate the expectation value of an operator 𝑂̂ is
⟨𝑂̂⟩ =

⟨𝜓|𝑂̂|𝜓⟩ ∫ ∏ni=1 d𝐫𝒊 𝜓 ∗ (𝐫1 , 𝐫2 , … , 𝐫𝑛 )𝑂̂𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 )
=
.
⟨𝜓|𝜓⟩
∫ ∏ni=1 d𝐫𝒊 𝜓 ∗ (𝐫1 , 𝐫2 , … , 𝐫𝑛 )𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 )

(2.5)

For example, the expectation value of the density operator2 𝑛̂(𝐫) = ∑𝑛𝑖=1 𝛿(𝐫 − 𝐫𝑖 ) is
𝑛(𝐫) =

̂ |𝜓⟩ ∫ ∏ni=1 d𝐫𝒊 𝜓 ∗ (𝐫1 , 𝐫2 , … , 𝐫𝑛 ) ∑𝑛𝑗=1 𝛿(𝐫 − 𝐫𝑗 ) 𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 )
⟨𝜓|𝐻
=
⟨𝜓|𝜓⟩
∫ ∏ni=1 d𝐫𝒊 𝜓 ∗ (𝐫1 , 𝐫2 , … , 𝐫𝑛 )𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 )
∫ ∏ni=2 d𝐫𝒊 |𝜓(𝐫 , 𝐫2 , … , 𝐫𝑛 )|2
=𝑛
.
∫ ∏ni=1 d𝐫𝒊 |𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 )|2

1

b stands for bits and B stands for Bytes. 8bits = 1Byte.

2

𝛿(𝐫 − 𝐫𝑖 ) is the Dirac delta function.
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(2.6)

The expectation value of the Hamiltonian is
𝐸=

̂ |𝜓⟩
⟨𝜓|𝐻
⟨𝜓|𝜓⟩

(2.7)

Using the Hamiltonian introduced in Equation 2.1 for the expectation value in the Equation above and applying the
Born-Oppenheimer approximation the energy of the system can be written as

𝐸=

̂𝟐𝒊
1
𝐩
𝑒2
𝑍𝐼
𝑒2
1
(∑ ⟨𝜓 |
| 𝜓⟩ + ∑ ⟨𝜓 |
| 𝜓⟩ +
∑ ⟨𝜓 |
| 𝜓⟩) + 𝐸𝑁−𝑁 ,
⟨𝜓|𝜓⟩
|𝐫𝑖 − 𝐑𝐼 |
𝟐𝒎𝒆
2
𝟐
|𝐫𝑖 − 𝐫𝑗 |
𝑖

𝑖,𝐼

(2.8)

𝒊≠𝒋

where 𝐸𝑁−𝑁 is the classically calculated Coulomb energy due to nucleus-nucleus repulsion.

2.3 Noninteracting electrons approximation (Hartree Equations)
We can write the electronic wave function as a product of single electron wave functions. In other words, we treat
the electrons independently. For this approach, we prepare the following ansatz1
𝑛

𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑛 ) = 𝜙1 (𝐫1 )𝜙2 (𝐫2 ) … 𝜙𝑛 (𝐫𝑛 ) = ∏ 𝜙𝑖 (𝐫𝑖 ).

(2.9)

𝑖=1

The expectation value of the electron momentum operator 𝐩̂𝑖 2 with this ansatz, assuming single electron wave
functions are orthogonal3, will be
⟨𝐩̂𝑖 ⟩ = −𝑖ℏ ∫ ∏ 𝑑𝐫𝒌 𝑑𝐫𝒍 ∏ 𝜙𝑘∗ (𝐫𝑘 )𝛁𝑖 𝜙𝑘 (𝐫𝑘 ) = −𝑖ℏ ∫ 𝑑𝐫𝒊 𝜙𝑖∗ (𝐫𝑖 )𝛁𝑖 𝜙𝑖 (𝐫𝑖 )
𝑘,𝑙

(2.10)

𝑗,𝑘

Using this simplified description of the many-body wave function in Equation 2.8 and disregarding the 𝐸𝑁−𝑁 , the
expectation value for the Hamiltonian will be4

𝐸=

1
ℏ2 2
𝑒2
𝑍𝐼
{∑ ∫ 𝑑𝐫𝑖 𝜙𝑖∗ (𝐫𝑖 ) (−
∇𝑖 𝜙𝑖 (𝐫𝑖 ) + ∑
𝜙 (𝐫 ))
|𝐫𝑖 − 𝐑𝐼 | 𝑖 𝑖
⟨𝜓|𝜓⟩
2𝑚𝑒
2
𝑖

𝐼

(2.11)
𝜙𝑖∗ (𝐫𝑖 )𝜙𝑖 (𝐫𝑖 )𝜙𝑗∗ (𝐫𝑗 )𝜙𝑗 (𝐫𝑗 )
1
+ ∑ ∫ 𝑑𝐫𝑖 𝑑𝐫𝑗
}.
2
|𝐫𝑖 − 𝐫𝑗 |
𝑖,𝑗;𝑖≠𝑗

1

This ansatz is not anti-symmetric.

2

̂𝑖 = −𝑖ℏ𝛁𝐢
𝐩

3

⟨𝜙𝑖 (𝑟𝑖 )|𝜙𝑗 (𝑟𝑗 )⟩ = 𝛿𝑖𝑗

4

the 𝐸𝑁−𝑁 term is calculated classically and can be added to the total energy later. Moreover, in physics (except quantization of general relativity)

only the differences are important, and a constant value can be added and subtracted from the total energy.
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The eigenstates of the Hamiltonian are stationary points (saddle points or minima) and can be found using the
variational principle [32]. Using the normalization condition, ⟨𝜓|𝜓⟩ = 1, as the constraint we can write
𝐹[𝜙𝑖 , 𝜀𝑖 ] = 𝐸 − ∑ 𝜀𝑖 (∫ 𝑑𝐫𝑖 𝜙𝑖∗ (𝐫𝑖 )𝜙𝑖 (𝐫𝑖 ) − 1).

(2.12)

𝑖

Applying

𝛿𝐹
𝛿𝜙𝑖∗

= 0, we arrive at the Hartree Equations

[−

𝜙𝑗∗ (𝐫𝑗 )𝜙𝑗 (𝐫𝑗 )
ℏ2 2
𝑍𝐼
∇𝑖 + 𝑒 2 ∑
+ ∑ ∫ 𝑑𝐫𝑗
] 𝜙𝑖 (𝐫𝑖 ) = 𝜀𝑖 𝜙𝑖 (𝐫𝑖 )
|𝐫𝑖 − 𝐑𝐼 |
2𝑚𝑒
|𝐫𝑖 − 𝐫𝑗 |
𝐼

(2.13)

𝑗;𝑗≠i

The qualitative analysis of the non-interacting electrons approximation, Equation 2.9 and consequently 2.13, can be
summarized as
•

The complexity of the modeling reduced from (grid size)3×(number of electrons) to (number of electrons) ×
(grid size)3 .
Our example of Silicon can now be modeled using 128 × 42 × 103 b = 0.64 GB of random-access memory
(possible with a modern smartphone).

•

We transformed from one differential Equation (2.72.8) with multiple variables to multiple differential
Equations (2.13) with each having 3 variables.

•

The third term in the bracket in Equation 2.13 is called the Hartree operator and represents the average
2

Columbic repulsion exerted on electron i from all the other electrons. Because |𝜙𝑗 | = 𝜙𝑗∗ (𝐫𝑗 )𝜙𝑗 (𝐫𝑗 )
represents the probability of electron j at position 𝐫𝑗 which characterizes the density of electron j. We lose
the notion of correlation due to this mean-field approach.
•

These Equations are self-consistent. To solve the Equation for any electron wave function 𝜙𝑖 we need to
know the wave function of every other electron 𝜙𝑗 to calculate the Hartree operator. This can be achieved
with guess functions and solving these Equations iteratively.

•

As mentioned in Chapter 1, the selected electron wave function is not antisymmetric. This incorrect ansatz
will be corrected in the Hartree-Fock approximation.

2.4 Hartree-Fock approximation
Electrons must follow fermionic statistics. This means the overall electronic wave function ought to be
antisymmetric with respect to exchange operation.
𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑖 , … , 𝐫𝑗 , … 𝐫𝑛 ) = − 𝜓(𝐫1 , 𝐫2 , … , 𝐫𝑗 , … , 𝐫𝑖 , … 𝐫𝑛 )

(2.14)

This antisymmetric wave function is created through a sum over all the possible product combinations of electrons
and their positions, considering the appropriate sign. This sum can be easily achieved using a Slater determinant [33]
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𝜓 𝐴𝑆 (𝐫1 , 𝐫2 , … , 𝐫𝑛 )

𝜙1 (𝐫1 )
𝜙1 (𝐫2 )
=
|
⋮
√𝑛!
𝜙1 (𝐫𝑛 )

𝜙2 (𝐫1 )
𝜙2 (𝐫2 )
⋮
𝜙2 (𝐫𝑛 )

1

⋯
⋯
⋱
…

𝜙𝑛 (𝐫1 )
𝜙𝑛 (𝐫2 )
|.
⋮
𝜙𝑛 (𝐫𝑛 )

(2.15)

For example, the wave function of a two-electron system will be
𝜓 𝐴𝑆 (𝐫1 , 𝐫2 ) =

1 𝜙1 (𝐫1 )
|
√2 𝜙1 (𝐫2 )

1
𝜙2 (𝐫1 )
|=
(𝜙1 (𝐫1 )𝜙2 (𝐫2 ) − 𝜙2 (𝐫1 )𝜙1 (𝐫2 ))
(𝐫
)
𝜙2 2
√2

(2.16)

The wave function is totally antisymmetric. As the electrons are indistinguishable, by switching the two electrons
the wave function will pick up an overall phase (-1). This satisfies the Pauli exclusion principle.
If we repeat the steps taken in section 2.3 and use the variational principle using an ansatz of totally antisymmetric
non-interacting electrons 𝜓 𝐴𝑆 in Equation 2.15, we arrive at the Hartree-Fock Equation

[−

ℏ2 2
𝑍𝐼
∇𝑖 + 𝑒 2 ∑
+] 𝜙𝑤 (𝐫𝑖 ) +
|𝐫𝑖 − 𝐑𝐼 |
2𝑚𝑒
𝐼

∑ ∫ 𝑑𝐫𝑗
𝑘

𝜙𝑘∗ (𝐫𝑗 )𝜙𝑘 (𝐫𝑗 )
|𝐫𝑖 − 𝐫𝑗 |

𝜙𝑤 (𝐫𝑖 ) − ∑ ∫ 𝑑𝐫𝑗
𝑘

𝜙𝑘∗ (𝐫𝑗 )𝜙𝑤 (𝐫𝑗 )
|𝐫𝑖 − 𝐫𝑗 |

(2.17)
𝜙𝑘 (𝐫𝑖 ) = 𝜀𝑖 𝜙𝑤 (𝐫𝑖 )

The first two terms, where only the one-electron wave function is involved, are the same as the Hartree Equation
2.13. But in the third term, the Hartree term, the summation does not skip the ith electron (compare to Equation 2.13)
and it includes the contribution of the ith electron in Coulomb interaction exerted on the ith electron. It appears that
the ith electron feels Coulomb repulsion from itself (better known as the self-interaction). This sentence does not
seem sensible until we introduce the fourth term, the exchange term. The exchange term not only considers the
fundamental antisymmetric nature of the electronic wave function but also, removes the contribution of the Hartree
self-interaction. In the summation, when 𝑘 = 𝑖, the third and the fourth terms cancel each other out.
•

Hartree-Fock approximations describe atoms and molecules with reasonable accuracy.

•

Hartree-Fock energy does not include the correlation effect of the electrons. The difference between the
exact energy and the Hartree-Fock energy is called the correlation energy, i.e., 𝐸𝑐 = 𝐸HF − 𝐸exact .

•

𝐸𝑐 is always positive, because the energy derived from the exact solution of the wave function is always
lower than any guess wave function. This will be discussed in detail in section 2.5.2.

•

The Hartree-Fock approximation scales with 𝑛4 , i.e., if the size of the system doubles the complexity will
increase by a factor of 16. This is due to the two-electron integral [34].

•

Hartree-Fock approximation tends to push the prediction of conductive properties of a metal towards an
insulator.

2.5 Density functional theory
First, we need to lay down some conceptual information about modeling the problem. The Schrodinger problem can
be uniquely defined with either of electronic wave function or the 𝑉𝑒−𝑁 and the number of electrons. Knowledge
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about the wave function can provide us with information about the energy of the system. This can be summarized in
the following diagram:

𝑉𝑒−𝑁

Wave function Ψ

Energy

Number of electrons

Therefore, the energy is a functional1 of the 𝑉𝑒−𝑁 and the number of electrons.
The main idea of Density Functional Theory (DFT) is to make the energy and consequently other properties a
functional of the electronic density. However, electronic density does not retain information about the momentum
(curvature) of the wave function. This is because the density is constructed from the modulus squared of the wave
function. For instance, the information about the phase factor in the wave function of a free electron, 𝑒 𝑖𝐤.𝐫 ,
disappears in the density function. This is especially important in the kinetic energy operator of the Hamiltonian.
Thomas and Fermi, independently, used a statistical model to approximate the electron distribution in the phasespace and thereafter the kinetic energy.

2.5.1 Thomas-Fermi Model
The Thomas-Fermi model assumes the electron density is that of a uniform non-interacting electron gas. This is the
same approach used in the local density approximation (LDA) in section 2.5.4.1. Using the Fermi statistics one can
derive the electronic kinetic energy per unit volume as
𝑇(𝐫) =

3ℎ2 3 2/3
( ) [𝑛(𝐫)]5/3 .
40𝑚𝑒 𝜋

(2.18)

So, the total energy of the electron in the Thomas-Fermi model is
2

5
3ℎ2 3 3
1
𝑛(𝐫)𝑛(𝐫2 )
𝐸[𝑛(𝐫)] =
( ) ∫ 𝑑𝐫 [𝑛(𝐫)]3 + ∫ 𝑑𝐫 𝑛(𝐫)𝑉𝑒−𝑁 + ∬ 𝑑𝐫1 𝑑𝐫2
.
|𝐫1 − 𝐫2 |
40𝑚𝑒 𝜋
2
⏟
⏟
⏟
Kinetic Energy (LDA)

Coulomb energy
electron−nucleus

Hartree energy

This model assumes that at each volume element 𝑑𝐫 the electron density is uniform.
Thomas-Fermi model is a very crude way of describing a many-body system.
•

It does not include the exchange effect2.

•

It cannot predict molecular bonding.

•

It cannot predict the atomic shell structures.

•

It poorly predicts outer electron properties.

1

A functional is a real-valued function on a vector space V, usually of functions [192].

2

Dirac generalized the Thomas-Fermi model to include the quantum mechanical exchange.
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(2.19)

This main conflict in this model is that we assume that at each volume element the potential is constant because the
density is uniform, while simultaneously assuming it contains enough electrons that one can use the Fermi-Dirac
statistics.
In a sense, it is similar to Thomson’s Plum pudding model and like the Plum pudding model, it inspired future
developments.

2.5.2 Hohenberg-Kohn theorems
To move to an approach used in DFT where the knowledge of density is sufficient to describe a system we need to
introduce the Hohenberg-Kohn theorems [19].
Theorem I:
In a many-body system where particles are in an external potential 𝑉ext (e.g., 𝑉𝑒−𝑁 ), 𝑉ext is a unique functional
of the ground state particle density 𝑛0 (𝐫), apart from a trivial additive constant. In other words, there is a oneto-one mapping between the ground state particle density and the external potential.
Theorem II:
The density that minimizes the total energy is the exact ground state density 𝑛0 (𝐫).
The first theorem can be easily proven by reductio ad absurdum. One should start by assuming that there are two
′
potentials 𝑉ext , and 𝑉ext
lead to the same ground-state density 𝑛0 (𝐫) and prove that the two potentials only differ by

a constant [19].
The proof of the second theorem is also straightforward. As mentioned in the first theorem the ground state density
uniquely defines the external potential. Using this external potential one can use the Schrödinger Equation to
uniquely define the wave function of the system and consequently the kinetic energy of the system. Therefore, the
ground state density can uniquely define the kinetic energy. In other words, the kinetic energy is also a functional of
the electron density 𝑇[𝑛(𝐫)]. One can define a universal functional 𝐹[𝑛(𝐫)], where
𝐹[𝑛(𝐫)] = ⟨𝜓|𝑇̂𝑒 + 𝑉̂𝑒−𝑒 |𝜓⟩.

(2.20)

With the help of the universal functional, we define the energy functional
𝐸𝐻𝐾 [𝑛(𝐫)] = 𝐹[𝑛(𝐫)] + ∫ 𝑑𝐫 𝑉𝑒−𝑁 (𝐫)𝑛(𝐫).

(2.21)

The correct 𝑛0 (𝐫), corresponds to the ground state energy of the system. One can select a wave function 𝜓 ′ ,
corresponding to 𝑛′ (𝒓) resulting in an energy larger than the energy of the ground state. Therefore, in principle, one
can use the variational principle to find the ground state energy and the electronic density. The most challenging task
is to define the universal functional.

2.5.3 Kohn-Sham Equations
To solve the problem of finding the ground state wave functions, the Kohn-Sham approach maps the problem to a
new problem where an auxiliary system of non-interacting particles is defined that produces the same density as the
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original problem, the interacting particles [20,32]. In our system, we call these non-interacting particles the KohnSham electrons. Undoubtedly, the external potential that leads to such density will not be identical to the previous
external potential (e.g., 𝑉𝑒−𝑁 ). We call this effective potential the Kohn-Sham potential 𝑉eff . This, like the Hartree
Equations, leads to independent-particle Equations that can be considered exactly solvable (at least numerically). In
this approach, all the difficult many-body terms are included in an exchange-correlation functional1. Using a
variational principle we can derive the Kohn-Sham Equations.
In this auxiliary system the functional 𝐹[𝑛(𝐫)] is defined as
1
𝑛(𝐫)𝑛(𝐫2 )
𝐹[𝑛(𝒓)] = 𝑇𝑠 [𝑛(𝒓)] + ∬ 𝑑𝐫1 𝑑𝐫2
+ 𝐸xc .
|𝐫1 − 𝐫2 |
2

(2.22)

In the Equation above 𝑇𝑠 [𝑛(𝒓)]2 is the kinetic energy of the non-interacting electrons and 𝐸xc is the exchangecorrelation energy, the mother of all evil. The equivalent of Equation 2.8, the expectation value of the energy, in this
scheme is
𝑛

𝐸𝐾𝑆

1
1
𝑛(𝐫)𝑛(𝐫2 )
∗
= − ∑ ∑ ∫ 𝑑𝐫 𝜓𝑖𝜎 (𝐫)∇2 𝜓𝑖𝜎 (𝐫) + ∬ 𝑑𝐫1 𝑑𝐫2
+ 𝐸xc
|𝐫1 − 𝐫2 |
2
2
⏟
⏟ 𝜎 𝑖
𝐸Hartree

𝑇𝑠

(2.23)

+ ∫ 𝑑𝐫 𝑉𝑒−𝑁 (𝐫)𝑛(𝐫).
⏟
𝐸ext

In the Equation above 𝜓𝑖𝜎 represent the wave function of the sham electrons, the Kohn-Sham orbitals, for spin 𝜎.
Using the Kohn-Sham orbitals the density is defined as
𝑛𝜎

𝑛(𝒓) = ∑ 𝑛(𝐫, 𝜎) = ∑ ∑|𝜓𝑖𝜎 (𝐫)|2 .
𝜎

𝜎

(2.24)

𝑖

The Solution to the auxiliary Kohn-Sham ground state can be seen as minimization with respect to the density 𝑛(𝐫).
′

We involve the orthonormalization condition ∫ 𝑑𝐫𝜓𝑖𝜎∗ (𝐫)𝜓𝑗𝜎 (𝐫) = 𝛿𝑖,𝑗 𝛿𝜎,𝜎′ as a constraint of the variation
Equation with 𝜀𝑖𝜎 as Lagrange multipliers3
𝛿𝐸𝐾𝑆
𝛿𝑇𝑠
𝛿𝐸Hartree
𝛿𝐸xc
𝛿𝐸ext 𝛿𝑛(𝒓, 𝜎)
+
+
]
.
𝜎∗ =
𝜎∗ + [
𝛿𝜓𝑖
𝛿𝜓𝑖
𝛿𝑛(𝒓, 𝜎) 𝛿𝑛(𝒓, 𝜎) 𝛿𝑛(𝒓, 𝜎) 𝛿𝜓𝑖𝜎∗

(2.25)

We arrive at the Schrödinger-like Kohn-Sham Equations

1

The exchange-correlation functional is also a functional of 𝑛(𝒓)

2

𝑇𝑠 = ∑𝜎 ∑𝑛𝑖 ∫ 𝑑𝒓 𝜓𝑖𝜎 ∗ (𝒓)𝛻 2 𝜓𝑖𝜎 (𝒓) = ∑𝜎 ∑𝑛𝑖 ∫ 𝑑𝒓 |∇𝜓𝑖𝜎 (𝒓)|2 , this can be shown using integration by parts.

3

Because the kinetic term is defined as a functional of the Kohn-Sham orbitals we use the variation respect to 𝜓𝑖∗ and use the chain rule for the

1
2

other variations.
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1
𝜎
(𝐫)𝜓𝑖𝜎 (𝐫) = [− ∇2 + 𝑉eff (𝐫)] 𝜓𝑖𝜎 (𝐫) = 𝜀𝑖 𝜓𝑖𝜎 (𝐫).
𝐻𝐾𝑆
2

(2.26)

The effective potential is defined as
𝜎
𝑉eff
=

𝛿𝐸Hartree
𝛿𝐸xc
++
+ 𝑉ext .
𝛿𝑛(𝒓, 𝜎)
𝛿𝑛(𝒓, 𝜎)
⏟
⏟

(2.27)

𝜎
𝑉xc

𝑉Hartree

The first, second, and third terms in the above Equation represent the Hartree potential, the exchange-correlation
potential, and the external potential, respectively.
So far, we have reformulated the original problem, interacting particles, to a fictitious non-interacting particle
problem. We have postponed dealing with the interaction of the particles by sweeping the unknown under the rug of
exchange-correlation functional. However, if we can create the “correct” exchange-correlation functional, Equation
2.26 can be solved like the Hartree Equations.

2.5.4 Exchange-Correlation Functionals
Exchange-correlation (XC) functional plays the core role in DFT. After the formulation of DFT, the focus is on
developing the most accurate and computationally cost-efficient exchange-correlation functionals. The tradeoff is
between accuracy and computational cost. The logical route would be to generate XC functionals using an
expansion [20] with respect to the density 𝑛(𝐫). The XC functionals are categorized based on the order of the
expiation involved in the functional (i.e., 𝑛, ∇𝑛, |∇𝑛|2 , …). In theory, more expansion terms involved in the
approximation will result in more accurate predictions. The goal of this study is to investigate the exactitude of this
statement ,locate the flaws, and design new methods that can improve them.
Over the last 50 years, there have been multiple XC functionals designed, some are targeted for specific problems
such as AM05 [35] (developed for surface effects), while some are more general such as the well-known PBE [36–
38]. The sheer number of XC functionals has led to the development of the Libxc library for exchange-correlation
functionals for DFT [39,40]. Libxc contains over 400 XC functionals. The best diagram explaining the hierarchy of
XC functionals is the one provided by John Perdew in ref. [41]. This figure is called Jacob’s ladder of density
functional approximations.
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Figure 2.1 Jacob's latter of density functional approximations. 𝝉 is the kinetic energy density of the occupied Kohn-Sham
orbitals. It is defined in Equation 2.38

XC functionals are the consequence of using the counterfeit non-interacting model instead of the genuine n-electron
model [42]. By separating the independent particle kinetic energy and the long-distance Hartree term the remaining
XC functional 𝐸xc [𝑛] can be approximated by a local functional of density. This approximation can be obtained by
integrating the XC energy per particle 𝜖𝑋𝐶 .
𝐸xc [𝑛↑ , 𝑛↓ ] = ∫ 𝑑𝐫 𝑛(𝐫)𝜖xc (𝑛↑ (𝐫), 𝑛↓ (𝐫))

(2.28)

Definition of the XC energy per particle, 𝜖xc , separates the XC functionals from each other. One can separate 𝜖xc
into exchange energy 𝜖x and correlation energy 𝜖c . The following is a brief explanation of the approach taken by
each level on the ladder in Figure 2.1.

2.5.4.1 Local Spin Density Approximation
Local Spin Density Approximation (LSDA) was first suggested in 1965 by Kohn and Sham in their introductory
paper to DFT [20]. LSDA has been the most popular exchange-correlation functional, as Kohn and Sham pointed
out [20], most solids can be described with LSDA. As the name suggests the effects of exchange and correlation are
local in nature. This approximation assumes the exchange-correlation energy is that of a homogeneous gas. The
exchange energy, 𝜖xunif (𝑛↑ (𝐫), 𝑛↓ (𝐫)) 1, in this approximation can be calculated analytically and the correlation
energy, 𝜖cunif (𝑛↑ (𝐫), 𝑛↓ (𝐫)), is calculated using Monte Carlo methods [32,43]

1

The superscript unif stands for uniform.
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LSDA ↑ ↓
unif
𝐸xc
[𝑛 , 𝑛 ] = ∫ 𝑑𝐫 𝑛(𝐫)𝜖xc
(𝑛↑ (𝐫), 𝑛↓ (𝐫))

(2.29)
= ∫ 𝑑𝐫 𝑛(𝐫) [𝜖xunif (𝑛↑ (𝐫), 𝑛↓ (𝐫)) + 𝜖cunif (𝑛↑ (𝐫), 𝑛↓ (𝐫))]
The exchange energy in LSDA obeys the “spin-scaling relation” [41,44],
1
1
𝐸x [𝑛↑ , 𝑛↓ ] = 𝐸x [2𝑛↑ ] + 𝐸x [2𝑛↓ ],
2
2

(2.30)

where 𝐸x [𝑛] is defined as the exchange energy of an unpolarized system with density 𝑛(𝐫). Often the LSDA is
formulated using the total density 𝑛(𝐫) and the fractional spin polarization 𝜁(𝐫),
𝜁(𝐫) =

𝑛↑ − 𝑛 ↓
.
𝑛

(2.31)

The exchange energy per electron of a homogeneous gas can be derived
1

𝜖xunif

3 6 3
3𝑒 2
= − ( 𝑛) = −
𝑘
4 𝜋
4𝜋 𝐹

(2.32)

The correlation section of the XC, correlation energy 𝜖𝑐 , has been calculated using Monte Carlo Methods [43].
LDA often predicts reasonable values for several physicochemical properties in solids. As in most solids, the effects
of exchange and correlation are short range. The closer the system is to a free electron metal the more accurate LDA
predictions will be and vice versa. LDA is known to underestimate exchange energy and overestimate correlation
energy [45]. LDA systematically overbinds atoms causing an underestimation of the bond lengths and lattice
parameters.

2.5.4.2 Generalized Gradient Approximation
Gradient Expansion Approximation (GEA) was created as the next order approximation to LDA. The idea of
including a gradient expansion was followed up by Frank Herman et. al. [46]. GEA often fails because the gradient
in modeled materials is so large that the expansion breaks down [32]. This method has problems with regions of the
density with large gradients, as it violates the first rule of any expansion which requires the expansion variable to be
small. Moreover, this method led to positive correlation energies1. Lengreth and Perdew in ref. [22] explained that
the second-order gradient expansion of the XC hole density in this approximation does not correspond to any
possible physical system. This approximation improves in the short-range, but it fails in the long-range for hole
correlation. To improve the performance of GEA in large gradient regions Generalized-Gradient Approximations
(GGA) were introduced. In this family of XC functionals one uses the correlation energy per particle of the

1

A very qualitative approach to this is to remember that the correlation energy steps from the electron-electron Coulomb repulsion. Having a

positive correlation energy will correspond to electron-electron attraction.
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unpolarized gas, 𝜖xunif , and improves on it by multiplying the integrand by an enhancement factor 𝐹xc , which is a
function of different orders of the gradient of the density.
GGA ↑ ↓
GGA
𝐸xc
[𝑛 , 𝑛 ] = ∫ 𝑑𝐫 𝑛(𝐫)𝜖xc
(𝑛↑ (𝐫), 𝑛↓ (𝐫)) = ∫ 𝑑𝐫 𝑛(𝐫)𝜖Xunif (𝑛)𝐹xc (𝑛↑ , 𝑛↓ , |∇𝑛↑ |, |∇𝑛↓ |)

(2.33)

Like LSDA the 𝐸x𝐺𝐺𝐴 obeys the “spin-scaling relation” (see Equation 2.30). Therefore, for exchange we only need to
consider the spin unpolarized 𝐹x . It is common to describe the 𝐹x in terms of dimensionless density gradient. 𝑆𝑚 , the
𝑚th order of this density gradient is defined as
𝑠𝑚 =

|𝛁 𝑚 𝑛|
,
(2𝑘𝐹 )𝑚 𝑛

(2.34)

1

2𝜋 3 3
.𝑟
3
𝑟𝑠 𝑠

where 𝑘𝐹 = ( )

is local Seitz radius1 [36], the average distance between electrons [32]. For instance, the first

gradient can be written as
𝑠1 =

|𝛁𝑛|
2𝑘𝐹 𝑛

(2.35)

The 𝐹x can be created in different forms in terms of 𝑠 and 𝑛 (for an example on details of creating the enhancement
factors see Section 5.1.1). The lowest order terms in the expansion of 𝐹x have been calculated analytically [47,48]
𝐹x = 1 +

10 2
146 2
𝑠1 +
𝑠 + ⋯.
81
2025 2

(2.36)

Because the error occurs in the long-range another aspect of the design of a GGA functional is the cutoff. Some
GGAs [21,49] would start from a gradient expansion and create a cut-off in the large range. Different approaches to
constructing 𝐹xc and creating different cutoffs lead to a large family of GGA exchange-correlation functionals.
Common GGA XC functionals are (ordered chronologically) B88 [50] (Becke), PW91 [49] (Perdew and Wang),
PBE [36] (Perdew, Burke and Ernzerhof), and PBEsol [51] Perdew, et al.
Another GGA XC functional that is evaluated in Chapter 3 is AM05 [35]. It has been shown that AM05 is even
superior to some hybrid functionals [52] for a list of solids.

2.5.4.3 Meta-GGA
More recently meta-generalized-gradient approximation(meta-GGA) functionals are gaining more attention. To
improve the accuracy of GGA, meta-GGA introduces kinetic energy density in the calculation of the exchangecorrelation functional. The conclusion from the improvement from LDA to GGA functionals is that adding a
variable ∇𝑛 and introducing more constraints will improved the accuracy of the exchange-correlation functional.
Logically this leads to adding a new variable, the non-interacting kinetic energy.
mGGA ↑ ↓
mGGA
𝐸xc
[𝑛 , 𝑛 ] = ∫ 𝑑𝐫 𝑛(𝐫)𝜖xc
(𝑛↑ , 𝑛↓ , |∇𝑛↑ |, |∇𝑛↓ |, 𝜏 ↑ , 𝜏 ↓ ),

1

3

3
𝑘𝐹

4

3𝜋2

𝑟𝑠 is the local Seitz radius 𝑛 = 𝜋𝑟𝑠3 =
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(2.37)

where
𝑜𝑐𝑐

1
2
𝜏(𝐫) = ∑|∇𝜓𝑖,𝜎 (𝐫)| ,
2

(2.38)

𝑖,𝐺

In the Equation above, 𝜓𝑖 (𝐫) are the Kohn-Sham orbitals. Thus, 𝜏 is the density kinetic energy of the non-interacting
electrons.
The four meta-GGA functionals that will be revisited in chapter 3 are SCAN [53], rSCAN [54], r2SCAN [55,56],
and MBJ [57,58]. The SCAN, Strongly Constrained and Appropriately Normed, XC functional was the first fully
constrained meta-GGA XC functional. It is created based on 17 known exact constraints, which are carefully
described in the original publication [53].
To summarize the expectations in contrast to a simple Hartree approximation where the atoms are under-bound and
the bond-length and lattice constants are over-estimated, LDA over-binds the atoms — the bond-length and lattice
parameters are under-estimated. GGA functionals are expected to reduce the over-binding, however, the atoms are
still expected to be over-bound, as a result, this will increase the bond lengths, yet these functionals tend to overestimate the bond lengths.
Most of the XC functionals are parametrized. i.e., one can tweak and tune these parameters to reach the
experimental results. However, this will eliminate the ab-initio nature of the DFT. In other words, DFT can no
longer be used as a prediction tool to prevent the loss of time, effort, and resources on the experimental side of solidstate research. This motivates us to present in Ch. 5, a machine learning method that uses the parametrization of XC
functionals to generate functionals that are specific to each material.

2.5.5 DFT+U
Strongly correlated materials are greatly affected by the systematic error introduced in the widely used existing XC
functionals, where the electronic kinetic energy is of the same order as the electron-electron repulsion. In this stronginteraction regime, distinct electronic properties can have various competing phases that are very sensitive to the
description of the correlated-electronic states, as in the cases of the d- and f-electron systems. The lack of accurate
representation of the electronic state by commonly used XC functionals impacts the prediction of the electronic and
vibrational properties, in particular, the electronic bandgap, which can be significantly underestimated [59,60].

2.5.5.1 Lichtenstein form
The correction in DFT for strongly correlated materials can be introduced by including the Hubbard model [61].
Using a localized orthonormal basis |𝑖𝑛𝑙𝑚𝜎⟩ (𝑖, 𝑛, 𝑚, 𝑙, and 𝜎 denote site, principal quantum number, orbital
𝑖𝜎
quantum number, magnetic quantum number, and spin, respectively) one can build a density matrix 𝜌𝑚𝑚
′ (we use

the notation as Lichtenstein et. al in ref. [61]). The general DFT+U functional is defined as:
𝑖𝜎
𝑖𝜎
𝑖𝜎
𝐸DFT+𝑈 [𝑛𝜎 (𝑟), {𝜌𝑚𝑚
′ }] = 𝐸DFT [𝑛(𝑟)] + 𝐸Hub [{𝜌𝑚𝑚′ }] − 𝐸dc [{𝜌𝑚𝑚′ }],
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(2.39)

where 𝑛𝜎 (𝑟) represents the charge density for spin 𝜎. The 𝐸Hub is the Hubbard correction for the electron-electron
interaction that is only applied to specified correlated states (d- and f-electrons). The 𝐸dc , known as the doublecounting term, contains the energy of the correlated electrons calculated by DFT using a mean-field
approximation [62,63]. This term must be subtracted from the total energy as the Hubbard term already contains the
corrected energy of these states.
𝑖𝜎
𝐸Hub [{𝜌𝑚𝑚
′ }] =

1
𝑖𝜎
𝑖−𝜎
∑ {⟨𝑚, 𝑚′′ |𝑉𝑒𝑒 |𝑚′ 𝑚′′′ ⟩ 𝜌𝑚𝑚
′ 𝜌𝑚′′ 𝑚′′′
2
{𝑚},𝜎,𝑖

𝑖𝜎
𝑖𝜎
+ (⟨𝑚, 𝑚′′ |𝑉𝑒𝑒 |𝑚′ , 𝑚′′′ ⟩ − ⟨𝑚, 𝑚′′ |𝑉𝑒𝑒 |𝑚′′′ , 𝑚′ ⟩)𝜌𝑚𝑚
′ 𝜌𝑚′′ 𝑚′′′ },

(2.40)

where 𝑉𝑒𝑒 is the Coulomb electron-electron interaction 𝑒 2 /|𝐫 − 𝐫 ′ |. The matrix elements of this interaction can be
expressed in terms of Slater integrals 𝐹 𝑘 and spherical harmonics.
⟨𝑚, 𝑚′′ |𝑉𝑒𝑒 |𝑚′ , 𝑚′′′ ⟩ = ∑ 𝑎𝑘 (𝑚, 𝑚′ , 𝑚′′ , 𝑚′′′ )𝐹 𝑘 ,

(2.41)

0≤𝑘≤2𝑙

where
𝑘

′

′′

𝑎𝑘 (𝑚, 𝑚 , 𝑚 , 𝑚

′′′ )

4𝜋
∗
=
∑ ⟨𝑙𝑚|𝑌𝑘𝑞 |𝑙𝑚′ ⟩⟨𝑙𝑚′′ |𝑌𝑘𝑞
|𝑙𝑚′′′ ⟩.
2𝑘 + 1

(2.42)

𝑞=−𝑘

For d-electrons only 𝐹 0 , 𝐹 2 , and 𝐹 4 needed. These can be related to effective Coulomb and exchange interactions, 𝑈
and 𝐽.
𝑈=

1
∑ ⟨𝑚, 𝑚′ |𝑉𝑒𝑒 |𝑚, 𝑚′ ⟩ = 𝐹 0 ,
(2𝑙 + 1)2
′

(2.43)

𝑚,𝑚

and
𝐽=

1
2𝑙(2𝑙 + 1)

∑ ⟨𝑚, 𝑚′ |𝑉𝑒𝑒 |𝑚′ , 𝑚⟩ =
𝑚≠𝑚′ ,𝑚′

𝐹2 + 𝐹4
.
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(2.44)

Using atomic orbitals to extract the Slater integrals can lead to a large overestimation because the Coulomb
interaction is screened. In DFT simulation packages 𝑈 and 𝐽 are treated as parameters to reach an agreement with
experimental results. In these calculations, the values for Slater integrals are extracted using Equations 2.43 and 2.44
and assuming the value of 𝐹 4 /𝐹 2 is constant and equal to that of an isolated atom.
Lastly, the double-counting energy can also be written in terms of the 𝑈 and 𝐽 parameters,
𝑈𝐼

𝐽𝐼

2

2

𝐸𝑑𝑐 [{𝜌𝐼𝜎 }] = ∑𝐼 { 𝜌𝐼 (𝜌𝐼 − 1) −

[𝜌𝐼↑ (𝜌𝐼↑ − 1) + 𝑛𝐼↓ (𝜌𝐼↓ − 1)]},

(2.45)

𝐼𝜎
𝐼
𝐼𝜎
where 𝜌𝐼𝜎 = Tr(𝜌𝑚𝑚
′ ) and 𝑛 = ∑𝜎 𝜌 .

2.5.5.2 Dudarev Approximation
A more simplified yet rotationally invariant approach is the approximation introduced by Dudarev et al. [64]. The
functional in this approximation can be obtained by only considering the zeroth-order Slater integral 𝐹 0 = 𝑈 and
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assuming 𝐹 2 = 𝐹 4 = 𝐽 = 0. The treatment of 𝑈 and 𝐽 value in ref. [64] is analogous to incorporating the exchangecorrelation to the Coulomb interaction using an effective 𝑈, 𝑈eff = 𝑈 − 𝐽.
The DFT+U method offers a relatively simple solution to the complex problem of the XC interaction calculation in
strongly correlated materials.

2.5.6 Non-adiabatic molecular dynamic
One of the approaches to go beyond the Born−Oppenheimer approximation (see section 2.1) is to include
nonadiabatic coupling between the electronic and vibrational states. Nonadiabatic couplings and a surface-hopping
algorithm within a real-space density functional theory approach that utilizes local orbitals were successfully
implemented in FIREBALL DFT simulation package [65]. The following is a brief introduction to the non-adiabatic
mechanism in a local-orbital-based DFT scheme.
Non-adiabatic molecular dynamics (NAMD) with Tully’s fewest switches surface hopping (FSSH)
algorithm [66,67], was fully implemented into the FIREBALL code to investigate non-trivial electron-phonon
dynamics [68]. In surface hopping methods, an ensemble of trajectories sampling a series of initial conditions is
averaged. At any given time, the nuclei in any given trajectory are evolving classically on a single potential energy
surface (PES). The nuclei then make probabilistic hops from one PES to another. Energy conservation is maintained
by re-scaling the velocities along the directions of the non-adiabatic coupling vectors [69–71]. Surface hopping
methods are more equipped to handle systems where changes in the electronic populations also change the nuclear
motion [72], as is the case with photo-induced isomerization.
In the implantation in FIREBALL of NAMD simulations, atoms evolve along classical trajectories {𝐑𝛼 (𝑡)}, but the
interaction between the nuclear motion and the electronic quantum state is explicitly accounted for. In the timedependent Kohn-Sham (KS) theory [73], the time evolution of single-particle KS orbitals is found from the timedependent Schrodinger-like Equation:
̂𝐾𝑆 𝜑𝑝 (𝐫, 𝑡) = 𝑖ℏ
𝐻

𝜕𝜑𝑝 (𝐫, 𝑡)
.
𝜕𝑡

(2.46)

̂𝐾𝑆 is the single-particle KS Hamiltonian, and 𝜑𝑝 (𝐫, 𝑡) are the time-evolving KS orbitals. It is convenient to
where 𝐻
expand the KS orbitals on the basis of the instantaneous adiabatic eigenstates 𝜓𝑖 (𝐫, 𝐑).
𝜑𝑝 (𝐫, 𝑡) = ∑ 𝑎𝑖 (𝑡)𝜓𝑖 (𝐫, 𝐑)

(2.47)

𝑖

By substituting Equation 2.47 in Equation 2.46Error! Reference source not found., We can obtain the timeevolution of the coefficients 𝑎𝑖 (𝑡).
𝑖ℏ

𝜕𝑎𝑖 (𝑡)
= 𝑎𝑖 (𝑡)𝜀𝑖 (𝐑) − 𝑖ℏ ∑ 𝑎𝑗 (𝑡)𝐝𝑖𝑗 ∙ 𝐕
𝜕𝑡

(2.48)

𝑗

In the Equation above, the coupling between the classical motion of the nuclei and the electronic quantum state is
shown in the nonadiabatic coupling term, 𝐝𝑖𝑗 ∙ 𝐕:
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𝑘
𝐝𝑖𝑗 ∙ 𝐕 = ∑ 𝑑𝑖𝑗
𝑉𝑘 ,

(2.49)

𝑘

where 𝑉𝑘 = 𝜕𝑅𝑘 ⁄𝜕𝑡 is the atomic velocity 𝑘 and 𝐝𝑖𝑗 are the nonadiabatic coupling vectors between single-particle
KS states.
𝑘
𝑑𝑖𝑗
≡ ⟨𝜓𝑖 |

𝜕𝜓𝑗
⟩
𝜕𝑅𝑘

(2.50)

In a local-orbital basis set {𝜙𝜇 }, one can derive the non-adiabatic coupling vectors using [68]
𝑘
𝑑𝑖𝑗
= ⟨𝜓𝑖 |

𝜕𝑐𝑗𝑣
𝜕𝜓𝑗
𝜕𝜙
∗
∗
⟩ = ∑ 𝑐𝑖𝜇
⟨𝜙 |𝜙 ⟩ + ∑ 𝑐𝑖𝜇
𝑐𝑗𝜈 ⟨𝜙𝜇 | 𝜈 ⟩.
𝜕𝑅𝑘
𝜕𝑅𝑘
𝜕𝑅𝑘 𝜇 𝜈
𝜇𝜈

(2.51)

𝜇𝜈

Using the calculated non-adiabatic coupling vector and the FSSH algorithm proposed by Tully [66,67], one can
derive the statistical distribution of state populations. The probability of a hop between states i and j within a given
time interval, 𝑑𝑡, is

𝑔𝑖𝑗 = max (0,

𝑏𝑖𝑗 ∆𝑡

2 ),

(2.52)

𝑏𝑖𝑗 = −2ℜ𝔢[𝑎𝑗∗ 𝑎𝑘 𝐝𝑖𝑗 ∙ 𝐕].

(2.53)

|𝑎𝑗 (𝑡)|

where the coefficient 𝑏𝑖𝑗 is defined as

The surface hopping probability is set to zero when 𝑔𝑖𝑗 is determined to be negative. This ensures that a hop from
state i to state j occurs only if the occupation of the state i decreases, and the occupation of state j increases. The
calculated probabilities are then compared with a random number to determine if an electronic transition will occur.
When a transition takes place, energy conservation is imposed by re-scaling velocities along the direction of the
𝑘
nonadiabatic coupling vectors [67,74], 𝑑𝑖𝑗
. If a hop up in energy is predicted and there is not enough kinetic energy,

then the hop is rejected. This velocity rescaling and hop rejection ensures detailed balance between transitions up
and down in energy [75,76].

2.6 Machine Learning
Machine learning is becoming an integral part of the analysis in many branches of science. The combination of “big
data” and artificial intelligence has been referred to as both the fourth paradigm of science and the fourth industrial
revolution [77,78]. Using machine learning a computer may be able to determine all known and potential unknown
laws of physics given enough data and a rule-discovery algorithm [77].
Machine learning algorithms can be categorized into two different classes supervised or unsupervised learners.
•

Supervised learners are a set of algorithms that try to learn the mapping function of 𝐗 (data) to 𝐲 (label).
A simple example of supervised learning is given a set of data points to find the best fit line. The action of
finding the mapping function, 𝐲 = 𝑚𝐱 + 𝑏, is called supervised learning.
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•

Unsupervised learners try to find patterns in the data and categorize them. These algorithms only have
access to a 𝐗 (data) and not the 𝐲 (label).
A simple example of unsupervised learning is categorizing the days of a year into four groups, given the
temperature, absolute humidity, relative humidity, and dewpoint. The learning can categorize the days into
four seasons without any knowledge about the concept of seasons.

One of the most difficult tasks in machine learning is data collection/generation. e.g., in the example of finding the
best fit line, the data might be provided as an image of a series of points on a plot. This image must be translated,
manually or automatically, to a collection of numbers (𝐱, 𝐲). After the data acquisition, the data must be prepared
(preprocessed) to be used in the selected learning algorithm. e.g., in the example of categorizing the days of the year,
the absolute humidity and the relative might be correlated. One can use different well-known to manipulate the data
to reach the best predictions.

2.6.1 Machine learning tools
2.6.1.1 Bayes’ Theorem and Bayesian Calibration
Often phenomenological models are created based on experimental observations. At times, these models have
several inputs (𝐗) and output (Y) variables where the relationship between input and output is governed by some
unknown parameters (calibration parameters {𝜃𝑖 }). For example, in Newton's law of universal gravitation 𝐅 =
𝐺

𝑚1 𝑚2
𝑟2

𝐫̂, the input variables are 𝑚1 , 𝑚2 , and 𝑟, the output variable is 𝐅, and the calibration parameter is the

gravitational constant 𝐺. In this example, one can use Bayesian calibration to derive a distribution (with
corresponding uncertainty) for the gravitational constant.
In this process, the goal is to obtain information about the calibration parameters (𝜃), and we might have prior
knowledge about the unknowns. One method is to use Bayesian Calibration. In Bayesian Calibration, using each
observation we update our prior knowledge about the unknowns. This is done through Bayes’ Theorem. Bayes
theorem defines a relationship between the prior and posterior probability distribution via the likelihood. In other
words, it provides the probability of a variable based on prior knowledge of other conditions that might be related to
that variable.
𝑝(𝐴|𝐵)
= 𝑝(𝐵|𝐴)
⏟
⏟
Posterior

Likelihood

𝑝(𝐴)
𝑝(𝐵)
⏟

(2.54)

Prior

The conditional probability 𝑝(𝐴|𝐵) is the probability of an event 𝐴 happening given that the even 𝐵 has already
happened.
Going back to the Bayesian calibration, as mentioned before, using each observation (likelihood), we update the
prior knowledge (prior) to get the new distribution (posterior). Using the Bayes theorem for the calibration
parameters 𝜃, we can rewrite Equation 2.54, as
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𝑝(𝐗|{𝜃𝑖 })𝑝({𝜃𝑖 })
,
𝑝(𝐗)

(2.55)

𝑝(𝐗) = ∫ ∏ 𝑑𝜃𝑖 𝑝({𝜃𝑖 }|𝐗),

(2.56)

𝑝(𝜃𝑖 |𝐗) =
where

𝑖

is the integrated probability of the data (“evidence”) given the data. This integral is not analytically estimable in the
present case because of the nonlinear nature of the likelihood. One of the methods to evaluate this integral is to use
Markov chain Sampling (see section Error! Reference source not found.).
We can use the example above to get a probability distribution for the gravitational constant 𝐺. In this example, the
set of calibration parameters has one element 𝐺. We can start by assuming a uniform distribution of all possible 𝐺
for the prior. In other words, every value for 𝐺 is a valid value as a starting point. Next, we draw a value from this
distribution and perform an observation. As mentioned, we can think of the observation as a rule that generates the
likelihood. The likelihood 𝑝(𝐹, 𝑚1 , 𝑚2 , 𝑟|𝐺) is going to state, given the selected 𝐺 from the prior distribution, what
is the probability of calculating the correct gravitational Force. Therefore, we must use a function for the likelihood
that provides a measure of correctness. This can be achieved through a variety of functions such as Gaussian
processes, where the likelihood is given by a gaussian distance of the predicted (𝐹pred ) and the experimentally
measured (𝐹exp ), exp ((𝐹prediction − 𝐹experiment )/(2𝜎 2 )) . Using the prior and the likelihood we can create the
posterior. This process is repeated until enough samples are drawn that present a proper description of the
distribution of 𝐺. This approach, having a distribution for the parameter 𝐺, can help us get more information about
the confidence in the measurements of variables in 𝐗 (Force, mass, and distance).
In the example of Newton's law of universal gravitation The evidence 𝑝(𝐗) can be written in terms of the prior and
the likelihood
𝑝(𝐹, 𝑚1 , 𝑚2 , 𝑟) = ∫ 𝑑𝐺 𝑝(𝐺|𝐹, 𝑚1 , 𝑚2 , 𝑟)𝑝(𝐺)

(2.57)

2.6.1.2 Mutual Information
Generically consider any two random variable sets of a system, 𝐗, and Y, each with its own probability distribution.
To evaluate the correlation between these random variable sets, we begin by measuring how similar the joint
distribution 𝑝(𝐱, 𝐲) is to the factored distribution 𝑝(𝐱)𝑝(𝐲). The mutual dependency, or the correlation, of two
variable sets, is then mapped onto an entropic1 (information theory) representation. Mathematically, this is
represented by
𝕀(𝐗; 𝐘) = ∑ ∑ 𝑝(𝑥, 𝑦) log (
𝑥

1

𝑦

In information theory, entropy is a measure of uncertainty.
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𝑝(𝑥, 𝑦)
).
𝑝(𝑥)𝑝(𝑦)

(2.58)

If any two variable sets are independent, then the mutual information is zero because 𝑝(𝑥, 𝑦) = 𝑝(𝑥)𝑝(𝑦) as there
would be no overlap between the two distributions.
We can understand mutual information by rewriting the expression in terms of entropy ℍ,
ℍ(𝐗) = − ∑ 𝑝 (𝑥) log 𝑝(𝑥).

(2.59)

𝑥

Using the Equation above we can rewrite the mutual information Equation 2.58 as,
𝕀(𝐗; 𝐘) = ℍ(𝐗) − ℍ(𝐗|𝐘) = ℍ(𝐘) − ℍ(𝐘|𝐗),

(2.60)

where ℍ(𝐗|𝐘) is called conditional entropy. We can interpret the MI between 𝐗 and Y as the reduction of
uncertainty about 𝐗 after observing Y, or, by symmetry, the reduction in uncertainty about Y after observing 𝐗 [79].

2.6.1.3 Gradient descent
Gradient descent (GD) is one of the most used methods to minimize objective function (cost functions) ℒ with
respect to a set of variables 𝐱.
𝐱 ∗ = arg min ℒ(𝐱).
𝑥

(2.61)

In these problems, no closed-form solution for the minimum exists. GD does not guarantee to locate the global
minimum; however, it can find a local minimum within the limit of infinite computation time.
Gradient descent is an iterative approach. At each iteration, the gradient is calculated, and a direction of exploration
is proposed. This proposal is based on the direction of the steepest descent. At each step, we move towards the
steepest descent to get closer to the minimum of the surface. At each point, the direction of the steepest descent is
represented by the negative of the gradient −𝛁ℒ. It is important that the step taken in this direction is small enough
that it does not miss the minimum and large enough that it does not waste computational time. Moving in this
direction is a small enough distance will guarantee that the objective function decreases. The step size can be
defined by an introduction of a step-size parameter 𝜆. Therefore, the future variables 𝐰 (𝑖+1) , can be updated from
the present variables 𝐱 (𝑖) , using the gradient 𝛁ℒ|𝐱 (𝑖) using
𝐱 (𝑖+1) = 𝐱 (𝑖) − 𝛁ℒ| 𝐱(𝑖) ,

(2.62)

|ℒ(𝐱 (𝑖+1) ) − ℒ(𝐱 (𝑖) )| < 𝜖.

(2.63)

This iteration needs a convergence criterion 𝜖.

Calculating the gradient can be approximated using the finite difference method. In this approach, we use the
definition of derivatives and write
𝜕ℒ
ℒ(𝐱 + ℎ) − ℒ(𝐱)
| ≈
.
𝜕𝑥𝑗 𝐰
ℎ

(2.64)

A real-life example of this approach is descending a mountain in heavy fog. In this example, one cannot see the
terrain due to the fog. To reach the bottom of the mountain one can move towards the steepest descent at each step.
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Like the mathematical problem, this approach does not guarantee to reach the global minimum (bottom of the
mountain).
We use this approach in Chapter 5 to optimize the exchange-correlation functional to reach experimental accuracy.
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3

Evaluation of exchange-correlation functionals on structural
parameters of crystals from LDA, GGAs to meta-GGAs

In this investigation, we evaluate the performance of the most used and most discussed exchange-correlation
functionals in solid-state physics. We analyze the results of the DFT modeling of approximately 1800 structures
using Local Density Approximation (LDA), Generalized Gradient Approximation (GGA), and meta-GGA
exchange-correlation functionals. This analysis focuses on the inner coordinates of crystal structures, namely
Wyckoff positions. The functionals we have chosen from these category are LDA, PBE [36–38], PBEsol [51],
AM05 [35], SCAN [53], rSCAN [54], and r2SCAN [55,56]. The following is a short history of the development of
the mentioned exchange-correlation functionals.
Before turning to the results of the study, let us discuss what we would expect to find. In contrast to a simple Hartree
approximation where the atoms are under-bound and the bond-length and lattice constants are over-estimated, LDA
over-binds the atoms meaning the bond-length and lattice parameters are under-estimated. GGA functionals are
expected to reduce the over-binding, however, the atoms are still expected to be over-bound, as a result, we would
expect an increase in the bond lengths of GGA versus LDA, yet these functionals tend to over-estimate the bond
lengths.

3.1 Wyckoff positions
In mathematically accurate language Wyckoff positions of a space group include all the points in which the sitesymmetry groups are conjugate subgroups of that space group [80–84]. Given the site-symmetry (point symmetry)
for a specific point in a crystal structure, one can generate all of the other possible points based on symmetry
elements of that particular point group. In other words, Wyckoff positions are sites in a lattice structure that dictates
where the atoms can be positioned. This restriction is implied by the symmetry group of the lattice structure.
Wyckoff positions are named after Dr. Ralph Walter Graystone Wyckoff, Sr. who introduced positional coordinates
allowed by each space group [85]. Wyckoff positions are classified into two different categories, general and
special.
•

General position: These points are left invariant only under the identity operation,

•

Special position: These points are left invariant under identity in addition to at least one other symmetry
operation of that space group.

Each Wyckoff position is defined by three attributes multiplicity, Wyckoff letter, and site symmetry. Multiplicity
counts the number of equivalent sites in each unit cell, Wyckoff letter is assigned alphabetically, and site symmetry
defines on which symmetry operation the point lies. Usually, Wyckoff positions are written as the Wyckoff letter
following immediately after the multiplicity, e.g., 2c, where 2 represents the multiplicity, and c the Wyckoff letter.
We will explain two different types of Wyckoff positions with a simple example. We choose space group P4 (No.
75) for this example. This space group has four distinct Wyckoff positions (see Table 3.1). One general position, 4𝑑,
and three special positions, 2𝑐, 1𝑏, and 1𝑎. As mentioned, special positions are left invariant under identity in
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addition to at least one other symmetry operation, e.g., points in 2𝑐, (1/2, 0, 𝑧) and (0, 1/2, 𝑧), are left invariant
under a 𝜋/2 rotation around the z-axis (the same can be stated for 1𝑏 and 1𝑎), while the points in 4𝑑 are not
invariant under a 𝜋/2 rotation. The coordinates in 4𝑑 transform to each other under this symmetry operation. The
only operation that will leave the points in 4d untouched is the identity. These points are called general points.
Table 3.1 Wyckoff positions of space group 𝑷𝟒 (No. 75) [86,87].

Multiplicity
4

Wyckoff Letter
𝑑

Site Symmetry
1

Coordinates
(x, y, z)(−x, −y, z)
(−y, x, z)(y, −x, z)
1
1
2
2..
𝑐
(0, , z) ( , 0, z)
2
2
1 1
1
4..
𝑏
( , , z)
2 2
(0,0, z)
1
4..
𝑎
We base our Wyckoff analysis on the number of degrees of freedom in a Wyckoff position. If an atom is located at a
general point, it will have three degrees of freedom, while if an atom is located at a special point, it can have zero,
one, or two degrees of freedom. The importance of degrees of freedom should be emphasized because if an atom has
zero degrees of freedom and a first principle calculation predicts the correct value, it should not be celebrated for
accuracy, as that position can be predicted solely utilizing symmetry analysis.
The most important point then to evaluate the accuracy of DFT is not only to consider the proximity of the cell
parameters and crystal cell angles with respect to the corresponding experimental values but also to be able to
describe the right values for the general Wyckoff positions. These differences can impact physical properties such as
vibrational spectra, X-ray scattering spectra, magnon response, magnetic couplings, etc.

3.2 Studied Materials
Here we provide a statistical overview of the studied materials in the work. Table 3.2 shows the number of structures
in each crystal family. This information is relevant to the evaluation of the accuracy of the calculated error for each
XC functional. The semiconductors and insulators in this family are a list of materials used in a study on phonon
spectra [88], while the metals were selected randomly from the materials project website, based on the condition that
they have reported experimental data from the ICSD database.
We evaluate the conductivity status based on the following, if the DFT calculated band gap is zero we consider the
structure to be a conductor, if the bandgap is between zero and one, we consider the material to be semi-conductor,
and if the band gap is larger than one, we consider the structure to be an insulator.

3.3 Evaluation method
In this study, three parameters were considered for evaluation, lattice parameters, Wyckoff positions, and bandgap.
We will explain the details of each error calculation in the following section. Variables with the subscript "xc"
denote DFT calculated results with a specific XC functional, while the variables with subscript "exp" denote
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experimental results collected in theICSD [89–91]. ICSD contains the experimental measurements of inorganic
crystals structures gathered from peer-reviewed publications.
Table 3.2 Number of structures in each crystal family.

Crystal family
Triclinic
Monoclinic
Orthorhombic
Tetragonal
Trigonal
Hexagonal
Cubic
In this chapter 𝜂 and 𝛿 represent “relative error” and “percent error”, respectively.

Count
3
127
217
217
365
131
606

3.3.1 Lattice parameter evaluation
To calculate the error in the performance of each XC functional in predicting the lattice parameter of a structure, we
compare the results with the reported ICSD [89–91] values.
As an example, we demonstrate the error in predicting the lattice parameter 𝑎. We do not use the absolute value
because information about underestimating, and overestimating can be important.
𝜂𝑎 =

𝑎xc − 𝑎exp
𝑎exp

(3.1)

In the Equation above 𝑎xc and 𝑎exp represent the DFT prediction and the experimental values of lattice parameter 𝑎,
respectively. While 𝜂𝑎 represents the relative error in the prediction of lattice parameter 𝑎.
To reach an overall error for the prediction of the lattice parameters, we perform a weighted average of the relative
errors of the lattice parameters 𝑎, 𝑏, and 𝑐 based on the “degrees of freedom” of that crystal family (Equation 3.2).
We define the “degrees of freedom” of lattice parameters as the number of lattice parameters allowed to differ from
each other based on the symmetry of that crystal family. For example, in a Tetragonal crystal system, where 𝑎 =
𝑏 ≠ 𝑐, degrees of freedom is 2 and only 𝑎 and 𝑐 are considered in the calculation of the average error. In other
words, if the XC functional predicts all the lattice parameters of a tetragonal crystal system correctly, we solely
include the error for 𝑎 and 𝑐, as in this crystal family, symmetry dictates that 𝑎 and 𝑏 are equal. The goal is to avoid
reduceing the error in prediction by a simple average, where the main reason for a correct prediction is symmetry 1.
The cell parameter degrees of freedom (𝑤l ) for each crystal family is presented in Table 3.3.
3

𝜂latt.

1
= ∑ 𝑤𝑖 𝜂𝑖 .
𝑤l

(3.2)

𝑖=1

1

The DFT package used in this study (VASP) does not enforce symmetry in the lattice relaxation, however, the Irreducible Brillouin Zone is

sampled based on the initial crystal system.
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In the Equation above the sum runs over the lattice parameters. 𝑤𝑖 can take values of 0 or 1 based on the symmetry
restriction of that lattice parameter. For instance, the relative error of a tetragonal lattice is calculated by 𝜂latt. =
1
2

(𝜂𝑎 + 𝜂𝑐 ).

Table 3.3 Number of degrees of freedom in each Crystal system.

Degrees of freedom 𝑤l
3
3
3
2
1
2
1

Crystal family
Triclinic
Monoclinic
Orthorhombic
Tetragonal
Trigonal
Hexagonal
Cubic

3.3.2 Wyckoff position evaluation
Wyckoff positions are given in fractional coordinates, so the error we calculate is a relative error. Similar to the
lattice parameters, we consider the number of “degrees of freedom” symmetry restrictions in each specific Wyckoff
position. The number of degrees of freedom of a Wyckoff position is the number of fractional coordinates axes (x, y,
and z) that are allowed to be freely chosen by the atoms. For example, in Table 3.1 in the Wyckoff position 1𝑏 only
the z-direction can be freely chosen and is not restricted by the symmetry of the subgroup. In this position, the
fractional coordinates of x and y must be ½ and ½, respectively. While in the Wyckoff position 4𝑑 all three
directions can be chosen freely. It is important to mention that in each Wyckoff position corresponding to a specific
multiplicity (e.g., 4 in 4𝑑), we only compare one of the coordinates, as the rest will provide the same result due to
symmetry restrictions.
Due to the periodic boundary conditions of a unit cell, the fractional coordinate system is defined on a threedimensional torus, where points such as x = 0.1 and x = 1.1 are equivalent. This will introduce a problem when
calculating the errors, generating large incorrect errors in some cases. Each pair of points can have two distances,
one with the same atom in the same cell and one with its replica from a neighboring cell, in short, one larger than 0.5
and one smaller than 0.5. This is only challenging because in some cases, where the atoms reside close to the
boundaries of the unit cell, the DFT structure relaxation moves the atom to the neighboring replica. The biggest
challenge is to define a consistent scheme to only select the error smaller than 0.5. This can be easily achieved by
introducing a few if-statements (step functions) in the error calculation.
To calculate an overall error for the prediction of the Wyckoff positions, similar to the lattice parameters, we use a
weighted average based on the degrees of freedom of the Wyckoff position.
3

𝜂wyck.

1
=
∑ 𝑤𝑖 𝜂𝑖
𝑤𝑤
𝑖=1

31

(3.3)

In the Equation above the sum runs over the coordinates x, y, and z. 𝑤𝑖 can take values of 0 or 1 based on the
symmetry restriction of that Wyckoff position. For example, the relative error of the 2𝑏 Wyckoff position in space
1

group 𝑃4 (see Table 3.1) is calculated by 𝜂wyck. = (𝜂z ).
1

It should be mentioned that each Wyckoff position is considered one independent entry in the whole analysis,
regardless of the number of Wyckoff positions in that structure.

3.4 Results and discussion
3.4.1 Lattice parameters
The results of the lattice parameter are as expected. The more complex XC families perform better than the simple
functionals. However, PBEsol, from the GGA family, performs remarkably well compared to functionals from the
same family. These results can be seen in Table 3.4.
Table 3.4 Percent average error calculated for lattice parameter prediction

XC Family

XC

meta-GGA
meta-GGA
meta-GGA
GGA
GGA
GGA
LDA

SCAN
R2SCAN
RSCAN
PBEsol
PBE
AM05
LDA

Percent 𝜂latt.
4.12%
4.36%
4.38%
4.38%
5.03%
5.30%
5.54%

3.4.2 Wyckoff positions
The same analysis was carried out for the Wyckoff positions.
Table 3.5 Percent average error calculated for Wyckoff position prediction

Percent 𝜂𝑤𝑦𝑐𝑘.

XC
R2SCAN

2.20%

RSCAN

2.22%

SCAN

2.27%

PBE

2.31%

PBEsol

2.32%

LDA

2.33%

AM05

2.71%
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3.5 Computational results
The initial structures for this study have been downloaded from the ICSD database [89–91]. The calculations were
performed using the Vienna Ab initio Simulation Package (VASP) [92–95]. The electron wave-function expansion
cutoff and gamma-centered grid were converged up to 1𝑚𝑒𝑉 per atom. The ionic relaxation criterion in this project
was 1𝑚𝑒𝑉/Å . The energy convergence and ionic relaxation were performed using PyChemia [96].
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4

Exploring DFT+U parameter space with a Bayesian calibration assisted
by Markov chain Monte Carlo sampling

As mentioned in section 2.5.5, strongly correlated materials are greatly affected by the lack of accuracy in the
widely used XC functionals. In these materials, mostly d- and f-electron systems, the correlation caused by the
electron-electron repulsion is on the same order as the electronic kinetic energy.
The currently accepted approaches to improve the DFT predictions, known as beyond-DFT methods, include hybrid
XC functionals [24,26,60,97], DFT+DMFT [98–106], and paramount to this work, DFT+U [107,108]. To address
the above problem, DFT+U introduces an on-site Coulombic interaction for the treatment of the electronic
correlation effects [109]. An external Hubbard-like [110,111] term is added to the DFT Hamiltonian along with a
double-counting term, which negates the initial DFT calculation for the terms the Hubbard Hamiltonian attempts to
correct (for more details see section 2.5.5). Two parameters 𝑈 and 𝐽 are supplemented to the Hubbard-like term to
correct the Coulomb-repulsion term and the effective exchange interaction, respectively. This method is famously
used in LDA+U [108,112,113], and can be generalized to numerous DFT functionals to correct the error-prone
calculations. The main challenge facing DFT+U is obtaining the correction parameters 𝑈 and 𝐽. One of the most
popular methods is the semiempirical approach [114] in which the parameters' values are modified until the DFT+U
predictions of some physical predefined observables are in agreement with the experimental measurements, such as
electron bandgap, lattice parameters, etc. The latter is limited to materials with available experimental data.
Other methods are based on density-functional perturbation theory, linear response, or the constrained random-phase
approximation [114–116]. Although these theoretical methods are quite mature and have been implemented in
different computational packages [117–119], it is unclear if the search for optimal correctional parameters will have
a unique representation (i.e., a single global minimum), or they will have multiple different local solutions (i.e., the
well-known metastability issue in DFT+U) [120,121]. This is a question that can only be addressed by a careful
exploration of the 𝑈 and 𝐽 parameters.
In this investigation, we implemented an algorithm that builds a probability distribution in the parameter space of U
and J for five strongly correlated iron-based compounds and three different XC functionals. We subsequently
performed DFT+U calculations using the obtained mean values obtained for the 𝑈 and 𝐽 parameters for the initial
five materials and three other similar iron-based compounds. We compared our results with the experimental data to
investigate how well the distribution of the correction parameters can be extended to similar compounds. Moreover,
we inspected the relationship of the 𝑈 and 𝐽 parameters with different XC functionals.
The main goal of this investigation is to determine the distribution of the U and J values that can generate accurate
predictions for iron-based materials using DFT+U modeling. We use Bayesian calibration assisted by Markov chain
Monte Carlo (MCMC) to sample the parameter space of 𝑈 and 𝐽 values on the potential energy surface. MCMC
obtains the posterior distribution from the Bayes' theorem in an empirical form. Bayes' theorem defines the
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relationship between posterior and prior probability distributions on the parameter space: We can rewrite Equation
2.542.55 for this problem as
𝑝(𝑈, 𝐽|𝐗) =

𝑝(𝐗|𝑈, 𝐽)𝑝(𝑈, 𝐽)
.
𝑝(𝐗)

(4.1)

As discussed in section 2.6.1.1 𝑝(𝑈, 𝐽|𝐗) is the posterior density on the parameter space given the dataset 𝐗,
𝑝(𝐗|𝑈, 𝐽) is the likelihood, 𝑝(𝑈, 𝐽) is the prior density, and 𝑝(𝐗) is the integrated probability of the data (or
“evidence”) given the model. The evidence, can be written in terms of the likelihood and prior
𝑝(𝐗) = ∫ 𝑑𝑈𝑑𝐽 𝑝(𝐗|𝑈, 𝐽)𝑝(𝑈, 𝐽)

(4.2)

To evaluate this integral we use a Markov chain sampling procedure, which is guaranteed to converge in the limit of
infinite samples drawn [122]. In practice, the routine generally moves through an initial equilibration (burn-in)
period before settling into its equilibrium state. Convergence is not guaranteed if insufficient samples are drawn
from the parameter space, but criteria indicative of non-convergence can be tested for and ruled out, using for
example a batch means test [123]. The MCMC procedure leads to a sample-based posterior distribution, from which
the statistical behavior of the stochastic model can be easily inferred.

4.1 Methods
4.1.1 DFT+U and Bayesian calibration interface
In the Equation, the prior density is bounded uniform, with boundaries drawn in such a way that prevents the
unphysical regions of the parameter space (i.e., 𝐽 > 𝑈) from appearing in the posterior.
The likelihood model is a “white noise” model with variance estimated in the course of the calibration

𝑝(𝐗|𝑈, 𝐽) = ∏
𝑗

𝑁

1
𝑁𝑗 /2

𝑒𝑥𝑝 {

∑𝑖 𝑗 [𝑀𝑖𝑗 (𝑈, 𝐽) − 𝑋𝑖𝑗 ]

(2𝜋𝜎𝑗 )

2𝜎𝑗2

2

},

(4.3)

where 𝑀𝑖𝑗 and 𝑋𝑖𝑗 are DFT model result and corresponding experimental measurement 𝑖 of type 𝑗, respectively, and
𝑁𝑗 is the total number of experimental results of type 𝑗. The variance of the experimental error σ𝑗 for property, 𝑗 is
estimated in the calibration, with an inverse gamma prior.
Since the underlying model is nonlinear and the evidence 𝑝(𝑋) is intractable, we used MCMC to draw the samples
from the distribution. The MCMC sampler used an adaptive block proposal. For each run of the sampler, post
equilibration (burn-in) convergence was assessed using a standard of ±5% for both 𝑈 and 𝐽 at 95% confidence
using a “Student t-test” on batch means. Mixing of the sampler depicts a stationary behavior, and convergence was
obtained for all runs after approximately 2000 post-burn-in draws.
This experiment is a set of back-and-forth communications between the DFT package and the MCMC sampler. The
DFT+U calculation is performed using the U and J parameters proposed by the MCMC sampler. Based on the
accuracy of the DFT prediction in comparison with the experimental values, the MCMC sampler proposes a new
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pair of parameters drawn from a normal distribution centered at the U and J of the previous step for a new trial, and
so on. We use a block-proposal scheme (i.e., both U and J are proposed at once). Our implementation uses an
adaptive proposal where the covariance of the multivariate normal proposal distribution is shaped to the accepted
points. At each MCMC step, the likelihood is calculated and the proposal is accepted or rejected based on the
Metropolis-Hastings algorithm. A schematic representation of the algorithm is shown in Figure 4.1.

Figure 4.1 Computational process.

4.1.2 Computational details
The DFT calculations were performed using the Vienna Ab initio Simulation Package (VASP) [92–95]. The valence
electrons wave functions were described by the projector augmented-wave [124,125] method. The kinetic energy
expansion and optimum irreducible Brillouin zone grid (k-grid) for each structure were obtained by choosing a
maximum error of 1 𝑚𝑒𝑉/atom for the total energy in each cell. We used Γ-centered and Monkhorst-Pack
type [126] k-grids for hexagonal and cubic structures, respectively. The method used to determine the doublecounting correction in the Hubbard Hamiltonian was the rotationally invariant method proposed by
Liechtenstein [61]. The Slater integrals values for Fe 3𝑑 shell was evaluated using the 𝑈, 𝐽, and the ratio of 𝐹 4 /𝐹 2 ,
as implemented in VASP [127].
The Kohn-Sham Equations were solved self-consistently with a maximum total energy difference of 10−5 eV.
Furthermore, we assumed the crystal structure geometry to be optimized when the internal stress tensor components
differ from the ambient pressure (assumed to be zero) by less than 0.5 𝑘𝑏, and the residual forces on each atom are
less than 1 𝑚𝑒𝑉/Å.
Because of the MCMC random walk, the algorithm might step into unphysical areas of the parameter space where
𝐽 > 𝑈. These values are expected to be proposed because the Markov chain is free to explore every possible region
seeking points where the predictions are close to the provided experimental values. Initially, the algorithm has little
guidance from past proposed parameters leading to the proposition of unphysical parameters. To penalize the
MCMC walker anytime an unphysical pair is proposed by the sampler, we skip the DFT calculation and return
senseless values for the DFT+U prediction (e.g., bandgap = -50 eV, volume = -50 Å3 , magnetic moment = -50 𝜇𝐵 ).
This encourages the algorithm to avoid proposing unnatural parameters and to explore other areas of the parameter
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space. The same strategy is used to penalize the algorithm when the U and J correction results in a change of space
group.

4.2 Studied Materials
In this study, we experimented with a group of iron-based compounds Fe (Im3m), Fe3Ge (P63 /mmc), Fe2P
(P62m), SrFeO3 (Pm3m) and BaFeO3 (Pm3m) having different Fe oxidation states. The experimental properties
and crystal structures of each material are listed in Table 4.2. For Fe, BaFeO3, and SrFeO3 we chose the cubic
phases, and for Fe3Ge and Fe2P, we chose their hexagonal phases. In our calculations, Fe, BaFeO3, SrFeO3, Fe3Ge,
and Fe2P have two, five, five, eight, and nine atoms per unit cell, respectively. Fe, Fe 3Ge, and Fe2P have a
ferromagnetic (FM) ordering [128–130], while BaFeO3 and SrFeO3 exhibit a helimagnetic (HM) ordering [131].
SrFeO3 is a cubic perovskite and its HM structure propagates along ⟨111⟩ direction by 46˚ from one layer to
another [131]. Zhao and Zhou [132] suggest that at low temperatures SrFeO3 adopts domains of FM phase causing
magnetic inhomogeneity generating a metal-to-insulator transition. Given that our study (DFT ground state
calculation) is for 0K, we use the FM-ordered SrFeO3 phase.
As for BaFeO3, it is well known that depending on the oxygen deficiency and temperature, it can adopt different
crystal structures including triclinic, rhombohedral, tetragonal, and cubic [131,133]. These different phases
correspond to different magnetic orderings ranging from the HM in the hexagonal to the FM in the cubic
phase [131,134]. This material is reported to be an insulator in the cubic phase [135]. BaFeO3 follows the ⟨100⟩
magnetic propagation direction and the helical structure rotates the y-z component of the spin by 22˚. Based on this
smaller angle, BaFeO3 is closer to a ferromagnetic structure than SrFeO 3 [131]. This is supported by the large
magnetic field (42 T) [136] required to switch SrFeO3 from HM to FM compared to the small magnetic field (0.3
T) [135] required to switch BaFeO3. Given the small HM characteristic turn angle in the BaFeO3, we considered this
structure to be FM for this investigation.
We performed our calculations assuming that all structures had a collinear FM ordering. This assumption was made
considering computational efficiency. Moreover, both perovskites were assumed to be insulating and in their cubic
phases. Even though SrFeO3 is not insulating, we purposefully selected a bandgap for this material (we choose a
bandgap reported for a thin film [137], to both evaluate the robustness of MCMC to errors in small target values and
avoid overfitting towards metallic states.
Using the MCMC sampling, the space of 𝑈 and 𝐽 parameters was built up with the calculations made for these five
compounds. The mean values of the of 𝑈 and 𝐽 parameters were extracted from the estimated distribution after the
equilibration(burn-in). Using these mean values, we performed simulations for the original five materials as well as
for the new materials: FeO (Fm3̅m), α-Fe2O3 (R3̅c), Al2FeB2 (Cmmm), Fe5PB2 (I4/mcm), and Fe5SiB2 (I4/mcm).
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4.3 Results and discussions
For each XC functional, we see that after a certain critical number of pairs of proposed parameters, equilibration
(burn-in) is reached, and the algorithm starts to efficiently explore the most important regions of parameter space.
The critical number of proposed parameters are approximately two-thousand pairs for PBE and PBEsol, and fifteenhundred pairs for LDA. LDA and PBEsol explored different areas of parameter space more frequently than PBE.
The progression of parameters is provided in MCMC trace plots in Figure 4.2.
After the PBE+U Markov Chain reached the stationary zone (ca. 2500 pairs of proposed 𝑈 and 𝐽), the parameters
varied minimally until it was terminated (ca. 8000 pairs). This leads us to believe that once the critical number of
proposed pairs is reached and the algorithm locates an initial minimal variance of proposed parameters, it will not
locate another in parameter space. The same behavior was observed for LDA+U and PBEsol+U. This suggests that
there is only one maximum for the 𝑈 and 𝐽 probability density distribution.
The Hubbard model was introduced to DFT to correct the errors in the simplifications of the XC functionals.
However, these corrections can be system dependent. Therefore, if the distribution of the correction parameters
applied to various materials is localized, one can conclude that the correction parameters can be used universally in
that specific XC functional with similar materials with reasonably good accuracy.

4.3.1 Univariate analysis
The arithmetic means and standard deviations of the 𝑈 and 𝐽 parameters are displayed in Table 4.2. The standard
deviation of the 𝐽 parameter (𝜎𝐽 ) is smaller than that of 𝑈 (𝜎𝑈 ) for all three XC functionals. This is due to the higher
effect the Coulomb-repulsion has on the energetics of a system compared to the exchange interaction. The mean
value of the 𝐽 parameter (𝐽avg ) is larger than the 𝐽 values used in other DFT+U investigations [62,138,139].
However, recent studies have shown that larger values of 𝐽 are needed to reproduce the magnetic moments of some
iron compounds [108,140]. These larger values of 𝐽 tend to decrease the overprediction of the magnetic moment
(See Figure 4.3).
Table 4.1 Univariate analysis of the parameter space distributions. 𝑼𝐚𝐯𝐠 and 𝑱𝐚𝐯𝐠 represent the arithmetic mean of each
distribution. 𝝈𝑼 and 𝝈𝑱 denote the standard deviation. 𝝈𝑼𝑱 denotes the overall standard deviation. Lastly, 𝝆𝑼𝑱 represents
the Pearson correlation coefficient between 𝑼 and 𝑱 parameters.

XC Functional

𝑈avg (𝜎𝑈 )

𝐽avg (𝜎𝐽 )

𝜎𝑈𝐽

𝜌𝑈𝐽

LDA

5.9 (1.0)

2.1 (0.6)

1.4

0.5

PBE

3.1 (0.3)

1.9 (0.1)

0.1

0.7

PBEsol

4.5 (0.6)

2.1 (0.4)

0.5

0.2
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Figure 4.2 Trace of MCMC algorithm for LDA, PBE, and PBEsol XC functional
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Figure 4.3 LDA+U prediction percentage error heat maps of 𝑼 and 𝑱 for Fe and SrFeO3 for volume, bandgap, and
magnetic moment.

The distribution of 𝑈 and 𝐽 parameters is more localized in PBE compared to that of LDA and PBEsol. This can be
visualized in Figure 4.4 by noting the spread of the distribution in the parameter space in each case. Furthermore, the
univariate analysis, provided in Table 4.1, shows that PBE has a noticeably smaller overall standard deviation (𝜎𝑈𝐽 )
than LDA and PBEsol. A small overall standard deviation of 𝑈 and 𝐽 in the parameter space (i.e., a localized
distribution) indicates that using the mean values 𝑈avg and 𝐽avg simultaneously improves the results toward a better
agreement with the experimental data for all structures. Therefore, we expect 𝑈avg and 𝐽avg values from the
distribution for PBE+U are more transferable to other materials than LDA+U and PBEsol+U.
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Figure 4.4 The density was estimated using a gaussian kernel density estimation (KDE). The bandwidth was selected
using the Scott [141] approach. Each KDE is normalized to one separately. 𝜹 is the step between contour lines. (Top left)
Shows the probability density function of accepted 𝑼 parameters. (Bottom left) Shows the joint probability density
function of accepted 𝑼 and 𝑱. (Bottom right) Shows the probability density function of accepted 𝑱 parameters.

The last column of Table 4.1 shows the Pearson correlation coefficient of the 𝑈 and 𝐽 parameter (𝜌𝑈𝐽 ). If the
correlation factor is equal to zero, 𝑈 and 𝐽 are completely independent. As the correlation approaches one, the
dependence increases. If the correlation is equal to one, 𝑈 and 𝐽 are completely dependent. This is reminiscent of the
Dudarev approximation [64], a more simplified yet rotationally invariant form, where the functional can be obtained
by only considering the zeroth-order Slater integral 𝐹 0 = 𝑈 and assuming 𝐹 2 = 𝐹 4 = 𝐽 = 0. The treatment of 𝑈
and 𝐽 values in Ref. [64] is analogous to incorporating the exchange interaction to the Coulomb interaction using an
effective 𝑈, 𝑈eff = 𝑈– 𝐽 [108]. Within the Dudarev approximation the two parameters of Lichtenstein form, 𝑈 and 𝐽,
are effectively reduced to one parameter, 𝑈eff . We find that PBE has the largest correlation between 𝑈 and 𝐽. This
seems to indicate that out of the three studied XC functionals, PBE has the closest result between the Dudarev
approximation [64] and the Lichtenstein form [61].
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Table 4.2 Structural, electronic, and magnetic properties of selected iron-based compounds. Values outside (inside)
parenthesis are from simulations using DFT (DFT+U). The DFT+U calculations were performed using the mean values of
𝑼 and 𝑱 from the distributions. Letters a, b, and c represent the lattice parameters. MP represents the final magnetic
phase. Volume, bandgap, and magnetic moment are expressed in units of Å𝟑 , 𝒆𝑽, and Bohr magneton (𝝁𝑩 ), respectively.

Material
Fe
Im3m

Fe2P
P62m

Fe3Ge
P63 /mmc
BaFeO3
Pm3m

SrFeO3
Pm3m

FeO
Fm3̅m
α-Fe2O3
R3̅c

AlFeB2
Cmmm

Fe5PB2
I4/mcm

Fe5SiB2
I4/mcm

XC
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)

a
2.87a
2.75 (2.83)
2.83 (2.84)
2.78 (2.85)
5.87d
5.56 (5.88)
5.81 (5.91)
5.70 (5.90)
5.17g
4.95 (5.18)
5.14 (5.17)
5.15 (5.17)
3.97h
3.86 (3.90)
3.97 (3.98)
3.90 (3.91)
3.85j
3.74 (3.78)
3.84 (3.85)
3.77 (3.79)
4.31q, s
4.15 (4.20)
4.24 (4.27)
4.15 (4.22)
5.03t
4.62 (4.95)
5.00 (5.05)
4.91 (5.00)
2.92w
2.90 (2.87)
2.92 (2.92)
2.92 (2.92)
5.49l
5.45 (5.45)
5.44 (5.51)
5.35 (5.48)
5.55l
5.45 (5.45)
5.50 (5.54)
5.43 (5.51)

b

c

3.46d
3.42 (3.32)
3.41 (3.38)
3.40 (3.36)
4.22g
4.03 (4.17)
4.20 (4.21)
4.22 (4.28)

11.03w
11.13 (10.84)
11.01 (11.01)
11.01 (11.01)
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13.75t
13.31 (13.60)
13.86 (13.91)
13.66 (13.73)
2.87w
2.64 (2.85)
2.86 (2.86)
2.86 (2.86)
10.35l
10.31 (10.31)
10.34 (10.39)
10.18 (10.26)
10.34l
10.31 (10.31)
10.33 (10.42)
10.12 (10.27)

Volume
23.64
20.71 (22.55)
22.58 (22.96)
21.59 (23.22)
119.34
91.31 (99.37)
99.55 (102.43)
95.70 (101.25)
112.79
85.69 (96.80)
95.83 (97.50)
96.85 (98.97)
62.57
57.31 (59.09)
62.47 (63.24)
59.39 (59.75)
57.06
52.24 (53.93)
56.70 (57.21)
53.45 (54.64)
80.06
71.28 (73.31)
76.43 (77.74)
70.25 (75.24)
301.82
246.03 (289.03)
300.59 (306.85)
285.18 (297.22)
92.23w
85.17 (88.53)
91.91 (91.91)
91.91 (91.91)
311.67
306.45 (306.45)
305.79 (315.32)
292.08 (308.12)
318.45
306.45 (306.45)
312.25 (320.29)
298.58 (312.42)

Material
Fe
Im3m

Fe2P
P62m

Fe3Ge
P63 /mmc
BaFeO3
Pm3m

SrFeO3
Pm3m

FeO
Fm3̅m
α-Fe2O3
R3̅c

AlFeB2
Cmmm

Fe5PB2
I4/mcm

Fe5SiB2
I4/mcm

XC
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)
Experiment
LDA (+U)
PBE (+U)
PBEsol (+U)

Bandgap
0.0b
0.00 (0.00)
0.00 (0.00)
0.00 (0.00)
0.0e
0.00 (0.00)
0.00 (0.00)
0.00 (0.00)
0.0g
0.00 (0.00)
0.00 (0.00)
0.00 (0.00)
1.8i
0.00 (0.00)
0.00 (0.00)
0.00 (0.00)
1.8k
0.00 (0.00)
0.00 (0.00)
0.00 (0.00)
1p-2.4r
0.00 (2.85)
0.00 (0.00)
0.00 (0.00)
2.1u
0.00 (1.74)
0.53 (1.15)
0.30 (1.49)
0.0x
0.0 (0.0)
0.0 (0.0)
0.0 (0.0)
0.0
0.0 (0.0)
0.0 (0.0)
0.0 (0.0)
0.0
0.00 (0.0)
0.00 (0.0)
0.0 (0.0)
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Mag. Mom.
2.22c
1.95 (2.73)
2.19 (2.09)
2.12 (2.71)
1.91f (Fe(II))
1.11 (2.26)
2.25 (2.09)
2.03 (2.23)
2.00g
1.25 (2.75)
2.18 (2.37)
2.17 (2.66)
3.50i
2.64 (3.56)
3.02 (3.37)
2.88 (3.45)
3.10m
2.51 (3.49)
2.87 (3.15)
2.71 (3.36)
3.32q
3.30 (0.12)
3.40 (3.51)
3.29 (3.55)
4.9u
1.11 (4.00)
3.55 (3.85)
3.36 (3.95)
1.21w,y,z
0.0 (1.64)
1.40 (1.52)
1.37 (1.57)
1.73l
1.43 (2.21)
1.79 (1.99)
1.55 (2.11)
1.83l
1.48 (2.11)
1.84 (1.98)
1.61 (2.04)

MP
FMb
FM (FM)
FM (FM)
FM (FM)
FMf
FM (FM)
FM (FM)
FM (FM)
FMg
FM (FM)
FM (FM)
FM (FM)
FMi
FM (FM)
FM (FM)
FM (FM)
FMo
FM (FM)
FM (FM)
FM (FM)
AFMq
AFM (AFM)
AFM (AFM)
AFM (AFM)
AFMv
AFM (AFM)
AFM (AFM)
AFM (AFM)
FMw,y,z
FM (FM)
FM (FM)
FM (FM)
FMl
FM (FM)
FM (FM)
FM (FM)
FMl
FM (FM)
FM (FM)
FM (FM)

4.3.2 Performance assessment
We have recorded the experimental and predicted values of lattice parameters, volume, bandgap, and magnetic
moment for the studied materials in Table 4.2. Even though volume, bandgap, and magnetic moment were set
equally as target parameters, it can be seen that the corrections for lattice parameters have been more effective than
the bandgap and magnetic moment. This is because treating the volume on the same footing as bandgap and
magnetic moment increases the importance of the lattice parameters. Also, changes in lattice parameters can
subsequently affect the magnetic moment and bandgap predictions.
We selected an accuracy criterion of 0.09Å and compared the experimental and predicted lattice parameters before
and after the Hubbard correction. As expected, LDA usually underestimates the lattice parameters. This corroborates
our previous findings that LDA needs a larger 𝑈 value to correct the underestimation of the bond lengths. The
introduction of the correction parameters improves the prediction for most of the structures. As mentioned before,
PBE is known for overestimating lattice parameters in non-correlated materials. For strongly correlated materials, as
in the case of this study, this trend benefits PBE in predicting the lattice parameters reasonably accurately without
any corrections. This was also observed by Meng et al. [142] in their study of a group of iron oxides using beyondDFT approaches, where they observed adding the suggested 𝑈 and 𝐽 parameters to PBE minimally influence the
lattice parameters prediction. This result also supports our previous observation that PBE requires smaller correction
parameters. On the other hand, PBEsol underestimates the lattice parameters. This was expected because PBEsol
was introduced to correct the overestimation of PBE. The 𝑈 and 𝐽 parameters suggested in this study improve the
lattice parameter prediction in PBEsol. Detailed analysis can be found in Table 4.3.
The same analysis was performed for the magnetic moment with an accuracy criterion of 0.2 𝜇𝐵 . Magnetic moment
predictions by LDA are underestimated for all of the structures. This underestimation frequently turns to an
overestimation by introducing the correctional parameters. PBE, however, usually predicts the magnetic moment
accurately, and adding the suggested 𝑈 and 𝐽 does not change the number of accurate predictions. PBEsol, similar to
LDA, underestimates the magnetic moment. The suggested correctional parameters convert this underestimation to
overestimation. Detailed analysis can be found in Table 4.4.
As for bandgap predictions, predicting a zero bandgap by DFT+U is not remarkable. The materials listed with a
bandgap in Table Table 4.2 are BaFeO3, SrFeO3, FeO, and 𝛼 −Fe2O3. BaFeO3 exhibits a metallic behavior even
after the Hubbard correction. Additional calculations were performed with the aim to open the bandgap in this
compound using higher values of U. However, this was not achieved, even with values as high as 8𝑒𝑉. Similarly,
SrFeO3 also shows a metallic behavior with and without the correctional parameters. Experimentally it has both
metallic and insulating phases [132]. To be able to capture the insulating phase using DFT one must prepare a
structure that includes both HM and FM domains. For FeO (wüstite), the only XC functional that could open a
bandgap using the Hubbard correction was LDA, however, the magnetic moment was drastically underestimated.
Prediction of the correct bandgap in FeO requires special care associated with the occupancies of the 3𝑑 states [115].
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Mandal et al. [143,144] showed DFT+U is not sufficient for reproducing the experimental results of FeO and one
has to employ the DFT+DMFT method to accurately predict the AFM state of FeO. As for 𝛼 −Fe2O3 (hematite),
before introducing U and J parameters, LDA predicted a metallic behavior, while PBE and PBEsol opened a small
bandgap. Using the correctional parameters all three XC functionals estimated an acceptable bandgap without
compromising other properties.
Finally, we show the root mean square error (RMSE) and mean absolute error (MAE) of the predicted properties
(volume, magnetic moment) in Table 4.5. The RMSE and MAE show the improvement in the predicted values in all
the XC functionals after including the Hubbard correction.
Table 4.3 Lattice parameter prediction evaluation for each XC functional and their corresponding Hubbard correction.
Red, green, and white backgrounds depict underestimation, overestimation, and accuracy, respectively. The accuracy

LDA

LDA+U

PBE

PBE+U

PBEsol

PBEsol+U

ΔLDA

ΔLDA+𝑈

ΔPBE

ΔPBE+𝑈

ΔPBEsol

ΔPBEsol+𝑈

A

2.87

2.75

2.83

2.83

2.84

2.78

2.85

-0.12

-0.04

-0.04

-0.03

-0.09

-0.02

Fe2P

a

5.87

5.56

5.88

5.81

5.91

5.70

5.90

-0.31

0.01

-0.06

0.04

-0.17

0.03

Fe3Ge

a

5.17

4.95

5.18

5.14

5.17

5.15

5.17

-0.22

0.01

-0.03

0.00

-0.02

0.00

BaFeO3

a

3.97

3.86

3.90

3.97

3.98

3.90

3.91

-0.11

-0.07

0.00

0.01

-0.07

-0.06

SrFeO3

a

3.85

3.74

3.78

3.84

3.85

3.77

3.79

-0.11

-0.07

-0.01

0.00

-0.08

-0.06

FeO

a

4.31

4.15

4.20

4.24

4.27

4.15

4.22

-0.16

-0.11

-0.07

-0.04

-0.16

-0.09

α−Fe2O3

a

5.03

4.62

4.95

5.00

5.05

4.91

5.00

-0.41

-0.08

-0.03

0.02

-0.12

-0.03

AlFeB2

a

2.92

2.90

2.87

2.92

2.92

2.92

2.92

-0.02

-0.05

0.00

0.00

0.00

0.00

Fe5PB2

a

5.49

5.45

5.45

5.44

5.51

5.35

5.48

-0.04

-0.04

-0.05

0.02

-0.14

-0.01

Fe5SiB2

a

5.55

5.45

5.45

5.50

5.54

5.43

5.51

-0.10

-0.10

-0.05

-0.01

-0.12

-0.04

AlFeB2

b

11.03

11.13

10.84

11.01

11.01

11.01

11.01

0.10

-0.19

-0.02

-0.02

-0.02

-0.02

Fe2P

c

3.46

3.42

3.32

3.41

3.38

3.40

3.36

-0.04

-0.14

-0.05

-0.08

-0.06

-0.10

Fe3Ge

c

4.22

4.03

4.17

4.20

4.21

4.22

4.28

-0.19

-0.05

-0.02

-0.01

0.00

0.06

α−Fe2O3

c

13.75

13.31

13.60

13.86

13.91

13.66

13.73

-0.44

-0.15

0.11

0.16

-0.09

-0.02

AlFeB2

c

2.87

2.64

2.85

2.86

2.86

2.86

2.86

-0.23

-0.02

-0.01

-0.01

-0.01

-0.01

Fe5PB2

c

10.35

10.31

10.31

10.34

10.39

10.18

10.26

-0.04

-0.04

-0.01

0.04

-0.17

-0.09

Fe5SiB2

c

10.34

10.31

10.31

10.33

10.42

10.12

10.27

-0.03

-0.03

-0.01

0.08

-0.22

-0.07

Param

Fe

Material

Expt.

criterion is 𝟎. 𝟎𝟗Å. 𝚫 represents the prediction error.
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Table 4.4 Magnetic moment prediction evaluation for each XC functional and their corresponding Hubbard correction.
Red, green, and white backgrounds depict underestimation, overestimation, and accurate, respectively. The accuracy

LDA

LDA+U

PBE

PBE+U

PBEsol

PBEsol+U

ΔLDA

ΔLDA+𝑈

ΔPBE

ΔPBE+𝑈

ΔPBEsol

ΔPBEsol+𝑈

Fe

2.22

1.95

2.73

2.19

2.09

2.12

2.71

-0.27

0.51

-0.03

-0.13

-0.10

0.49

Fe2P

1.91

1.11

2.26

2.25

2.09

2.03

2.23

-0.80

0.35

0.34

0.18

0.12

0.32

Fe3Ge

2.00

1.25

2.75

2.18

2.37

2.17

2.66

-0.75

0.75

0.18

0.37

0.17

0.66

BaFeO3

3.50

2.64

3.56

3.02

3.37

2.88

3.45

-0.86

0.06

-0.48

-0.13

-0.62

-0.05

SrFeO3

3.10

2.51

3.49

2.87

3.15

2.71

3.36

-0.59

0.39

-0.23

0.05

-0.39

0.26

FeO

3.32

3.30

0.12

3.40

3.51

3.29

3.55

-0.02

-3.20

0.08

0.19

-0.03

0.23

α−Fe2O3

4.90

1.11

4.00

3.55

3.85

3.36

3.95

-3.79

-0.90

-1.35

-1.05

-1.54

-0.95

AlFeB2

1.21

0.00

1.64

1.40

1.52

1.37

1.57

-1.21

0.43

0.19

0.31

0.16

0.36

Fe5PB2

1.73

1.43

2.21

1.79

1.99

1.55

2.11

-0.30

0.48

0.06

0.26

-0.18

0.38

Fe5SiB2

1.83

1.48

2.11

1.84

1.98

1.61

2.04

-0.35

0.28

0.01

0.15

-0.22

0.21

Material

Expt.

criterion is 𝟎. 𝟐𝝁𝑩 . 𝚫 represents the prediction error.

Table 4.5 Root mean square error (RMSE) and mean absolute error (MAE) for prediction using DFT and DFT+U. Note,
after including the Hubbard correction, predictions for volume and magnetic moment (𝑽 and 𝝁) improve. Green

8.77

7.54

14.11

7.91

16.07

8.75

Mag. Mom. (𝜇B )

1.36

1.12

0.48

0.39

0.55

0.46

0.89

0.74

Volume (Å3 )

15.7

8.61

5.55

4.69

11.47

5.69

10.91

6.33

Mag. Mom. (𝜇B )

0.89

0.74

0.3

0.28

0.35

0.39

0.51

0.47

DFT+U

10.5

DFT

PBE+U

22.34

PBEsol

PBE

Volume (Å3 )

Target Property

LDA

LDA+U

PBEsol+U

represents improvement in predictions.

RMSE

MAE

In summary, we selected a group of iron-based compounds and explored the space of the correction parameters U
and J that can improve the prediction results (volume, magnetic moment, and bandgap) for all the studied materials
simultaneously. This semi-empirical exploration was done using a Bayesian calibration, assisted by Markov Chain
Monte Carlo sampling. For these iron-based compounds, we extracted three sets of U and J for LDA, PBE, and
PBEsol XC functionals. All the U and J distributions have a single maximum.
LDA requires a significantly larger 𝑈 parameter compared to GGA functionals. 𝑈 and 𝐽 achieved in PBE are the
most transferable between the studied iron-based compounds. The Dudarev approximation can result in a closer
prediction to the Lichtenstein form in PBE compared to that of LDA and PBEsol. Assessing the correction
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parameters obtained from the distributions, showed the suggested correctional parameters improve the prediction of
the lattice parameters and the magnetic moment in all XC functionals. A correct bandgap was not predicted for FeO
or BaFeO3, due to the inability of DFT+U to reproduce the experimental results. In the case of 𝛼 −Fe2O3, bandgap
estimation was improved for all the XC functionals. PBE predicts the lattice parameters reasonably accurately even
without the Hubbard correction for these iron-based compounds. Lastly, based on the analysis performed in this
study, we conclude that the 𝑈 and 𝐽 pairs provided can be a good starting point for DFT+U calculations on the ironbased compound. In the future, it will be interesting to expand the parameter space to incorporate the details of the
orbital occupation [120,121,145], the inter-site Hubbard V [108], and pseudopotentials [146]. Moreover, various
other properties such as cohesive energy, formation energy, elastic constants, etc. can be used in the dataset 𝐗. The
proposed methodology can be employed for other systems to predict their properties for a given set of parameters
within the spirit of high-throughput calculations.
This work was published in npj Computational Material [147].
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5

Machine learning of exchange-correlation functionals

Using the insight, gained in chapters 3 and 4 we are ready to design a new Machine Learning (ML) project that can
improve the predictions of properties in solid-state materials using density functional theory (DFT).
As discussed, the main cause of inaccuracies in DFT simulations is the exchange-correlation (XC) functional.
However, the exact XC functional is not yet discovered. The accuracy of XC functionals are not universal regarding
different families of materials. Some predict the properties of molecules better than others, while they improve their
predictions in solid metals. This is because there is an error cancelation between the exchange and correlation part of
the functional. While some XC functionals produce similar errors for exchange and correlation in some materials,
they fail to benefit from this error calculation in a wider category of materials. We can utilize this imperfection in
designing an XC functional that changes with the material. Most of the XC functionals have internal parameters that
have been set by the creator. We can benefit from this parametrization by modifying the XC functionals based on
the studied materials. In other words, we modify the internal XC functional parameters for each material to achieve
correct predictions for different properties.
This is going to be done using available "experimental result" databases to generate data for our machine learning
scheme. For each data point in the database, we modify the internal parameters of the XC functional, using the
gradient descent algorithm, until we reach a reasonable accuracy. This will generate a list of structures with their
corresponding parameters that can be used to generate an accurate DFT prediction. We can train an ML model to
learn from this list and provide parameters that result in the desired accuracy. To summarize, wepropose a machine
learning model that can personalize the XC functionals to each material.

5.1 Targeted XC functionals
5.1.1 Perdew-Burke-Ernzerhof
Perdew-Burke-Ernzerhof (PBE) [36], is an XC functional from the GGA family. PBE contains four parameters1.
Like other GGA functionals PBE uses an enhancement factor 𝐹xc (see Equation 2.33)to improve upon the Local Spin
Density Approximation (LSDA).

5.1.1.1 PBE correlation
The correlation energy can be written as follows
𝐸cPBE [𝑛↑ , 𝑛↓ ] = ∫ 𝑑𝐫 𝑛(𝐫) (𝜖cunif (𝑟𝑠 , 𝜁) + 𝐻(𝑟𝑠 , 𝜁, 𝑡)),
where 𝑟𝑠 is the local Seitz radius2. 𝜁 = (𝑛↑ − 𝑛↓ )/𝑛 is the relative spin polarization (Equation 2.31) and 𝑡 is a
dimensionless density gradient created similar to the one in Equation 2.35 [36,37,148],

1

All parameters in PBE are fundamental constants [36].

2

𝑟𝑠 is the local Seitz radius 𝑛 = 𝜋𝑟𝑠3 =

3

3
𝑘𝐹

4

3𝜋2
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(5.1)

𝑡=

|𝛁𝑛|
.
2𝜙𝑛𝑘𝑠

(5.2)
1

In the equation above 𝜙 is the spin scaling factor [36,149] generated using 𝜁 as 𝜙(𝜁) = [(1 + 𝜁)2/3 + (1 − 𝜁)2/3 ].
2

Finaly, 𝑘𝑠 = √4𝑘𝐹 /𝜋𝑎0 is the Thomas-Fermi screening wave number1.In PBE, 𝐻(𝑟𝑠 , 𝜁, 𝑡) is created in three
different density limits
1.

𝑒2

Slow varying limit (𝑡 → 0): in this limit 𝐻 is proposed to be 𝐻 → ( ) 𝛽𝜙 3 𝑡 2.
𝑎0

𝛽 is the first parameter that we can target to modify in our approach. The proposed [36] value for this
parameter is 𝛽 ≈ 0.066725.
2.

Rapid varying limit (𝑡 → ∞): in this limit 𝐻 is proposed to be 𝐻 → −𝜖cunif . This will cause the correlation
energy of PBE to vanish.

3.

Under uniform scaling to the high-density limit, the correlation must scale to a constant. Therefore it must
cancel the logarithmic singularity of the correlation in the uniform electron gas [32,36,150,151],
𝑒2

𝑟

𝑎0

𝑎0

𝜖cunif (𝑟𝑠 , 𝜁) → ( ) 𝜙 3 [𝛾 ln ( 𝑠 ) − 𝜔]. 𝛾 is the second parameter that can be targeted, however, this
modification has to be done so that it does not cause divergences that are present at each order and
calculated the correlation energy exactly in the high-density limit. The values for 𝛾 and 𝜔 are, 𝛾 ≈
0.031091 and 𝜔 ≈ 0.046644.
The function suggested, and used in PBE XC functional, in Ref. [36] for 𝐻(𝑟𝑠 , 𝜁, 𝑡) that satisfies is
𝐻=(

𝑒2
𝛽
) 𝛾𝜙 3 ln [1 + 𝑡 2 𝑔(𝐴𝑡 2 )],
𝑎0
𝛾

𝑔(𝐴𝑡

2)

1 + 𝐴𝑡 2
=(
)
1 + 𝐴𝑡 2 + 𝐴2 𝑡 4

(5.3)

where 𝐴 is defined as
−1

𝛽
𝜖cunif
𝐴 = [exp (− 3 2
)] .
𝛾
𝛾𝜙 𝑒 /𝑎0

(5.4)

5.1.1.2 PBE exchange
Like correlation, the exchange is derived using four conditions. For exchange the dimensionless parameter used is
𝑠 = |∇𝑛|/2𝑘𝐹 𝑛 (see Equation 2.35).
1.

Following Equation 2.33 the exchange energy for a spin unpolarized system 𝜁 = 0, we have
𝐸xPBE = ∫ 𝑑𝐫 𝑛(𝐫)𝜖xunif (𝑛(𝐫))𝐹x (𝑠),

1

𝑎0 = ℏ/𝑚𝑒 𝑒 2 is the Bohr radius.
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(5.5)

where 𝜖xunif = −

3𝑒 2
4𝜋

𝑘𝐹 (see Equation 2.32). In the limit of a uniform electron gas 𝐹x (0) = 1.
1

1

2

2

2.

The exchange follows the spin scaling relation from Equation 2.30, 𝐸x [𝑛↑ , 𝑛↓ ] = 𝐸x [2𝑛↑ ] + 𝐸x [2𝑛↓ ].

3.

For small density variations around the uniform density in spin unpolarized systems, LSDA is a sufficient
approximation to the exchange-correlation energy. i.e., as 𝑠 → 0,
𝐹x (𝑠) → 1 + 𝜇𝑠 2 .

(5.6)

𝜇 is the third parameter that can be targeted in the ML approach. However, 𝜇 is selected so that the
effective gradient coefficient for exchange, cancels that of correlation. In other words, 𝜇 is defined by 𝛽,
the first parameter, as 𝜇 = 𝛽(𝜋 3 /3) ≈ 0.21951. Small modifications of this parameter can be accepted as
long as it does not cause divergence.
4.

The exchange energy must follow the Lieb-Oxford condition [32,36,152],
𝐸x [𝑛↑ , 𝑛↓ ] ≥ 𝐸xc [𝑛↑ , 𝑛↓ ] ≥ −1.679𝑒 2 ∫ 𝑑𝐫 𝑛4/3 (𝐫).

(5.7)

The 𝐹x (𝑠) proposed in Ref. [36] that satisfies Equations 5.6 and 5.7 is
𝐹x (𝑠) = 1 + 𝜅 −

𝜅
.
𝜇𝑠 2
1+
𝜅

(5.8)

where 𝜅 = 0.804. 𝜅 is the fourth parameter in PBE to be targeted in this project.
To summarize PBE contains four parameters, 𝛽, 𝛾, 𝜇, and 𝜅. Using the gradient descent algorithm, we can modify
these parameters for each material to reach the desired accuracy.

5.1.2 Strongly Constrained and Appropriately Normed
Strongly Constrained and Appropriately Normed (SCAN) is an XC functional from the meta-GGA family. This XC
functional was created based on 17 exact constraints [53]. As mentioned in Section 2.5.4.3 the meta-GGA
1

2

functionals include the density kinetic energy of the non-interacting electrons 𝜏(𝐫) = ∑𝑜𝑐𝑐
𝑖,𝐺 |∇𝜓𝑖,𝜎 (𝐫)| . To
2

distinguish between different limits, 𝛼 (dimensionless version of 𝜏) is introduced as
𝛼=
where 𝜏 𝑊 =

|∇𝑛|2
8𝑛

𝜏 − 𝜏𝑊
,
𝜏 unif

is the single-orbital limit of 𝜏 and 𝜏 unif =

•

If 𝛼 = 0, the system has covalent single bonds.

•

If 𝛼 ≈ 1, the system has metallic bonds.

•

If 𝛼 ≫ 1, the system has weak bonds.

3
10

We first approach the exchange energy in this XC functional.
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(3𝜋 2 )2/3 𝑛5/3 is the uniform limit.

(5.9)

5.1.2.1 SCAN exchange
The exchange energy is negative. Similar to PBE (Section 5.1.1.2), the exchange must obey the spin-scaling relation
(Equation 2.30). Thus, one can focus only on the spin-unpolarized total density. The exchange energy of any metaGGA spin-unpolarized case can be written as
𝐸x [𝑛] = ∫ 𝑑𝐫 𝑛(𝐫)𝜖xunif (𝑛(𝐫))𝐹𝐱 (𝑠, 𝛼),

(5.10)

where 𝐹𝐱 (𝑠, 𝛼), the enhancement factor depends on not only the dimensionless gradient 𝑠 but also on the
dimensionless density kinetic energy 𝛼. As before 𝑠 = |∇𝑛|/[2(3𝜋 2 )1/3 𝑛4/3 ] is the dimensionless gradient. The
idea is to control the behavior of the exchange for different limits of 𝛼, using step functions.
1.

For 𝛼 ≈ 1, to expand upon the exchange in PBE in Equation 5.8, a fourth-order gradient expansion1 (see
Equation 2.36) is used that is valid for small 𝑠 with slowly varying densities
ℎ1x (𝑠, 𝛼) = 1 + 𝑘1 −

𝑘1
1+

𝜒
𝑘1

(5.11)

where
𝜒 = 𝜇𝐴𝐾 𝑠 2 [1 +

|𝑏4 |𝑠 2
𝑏4 𝑠 2
exp (−
)] + [𝑏1 𝑠 2 + 𝑏2 (1 − 𝛼) exp(−𝑏3 (1 − 𝛼)2 )]2 .
𝜇𝐴𝐾
𝜇𝐴𝐾

(5.12)

The gradient expansion parameters, briefly mentioned in 2.5.4.2, are 𝜇𝐴𝐾 = 10/81 , 𝑏2 =
2
(5913/405000)1/2 , 𝑏1 = (511/13500)/(2𝑏2 ), 𝑏3 = 0.5, and 𝑏4 = 𝜇𝐴𝐾
/𝑘1 − 1606/18255 − 𝑏12.

Like 𝜅 in PBE from Equation 5.8, 𝑘1 can be modified. 𝑘1 is the first parameter in SCAN that will be
targeted.
2.

For 𝛼 = 0, a strongly tightened bound 𝐹x ≤ 1.174 derived in Ref. [153] is imposed. This condition is
similar to Lieb-Oxford condition used in PBE, however, PBE does not obey this condition2. The suggested
enhancement function for this regime is
𝐹x (𝑠, 𝛼 = 0) = ℎx0 𝑔x (𝑠),

(5.13)

where is set to the bound limit, i.e., ℎx0 = 1.174 and
1

𝑔x (𝑠) = 1 − exp (−𝑎1 𝑠 − 2 ).

(5.14)

𝑎1 = 4.9479 is derived from the exact exchange energy of the hydrogen atom.
Finally the 𝐹x suggested in Ref. [53] is
𝐹x (𝑠, 𝛼) = {ℎ1x (𝑠, 𝛼)+𝑓x (𝛼)(ℎ𝑥0 − ℎ1x (𝑠, 𝛼))}𝑔x (𝑠),
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405000

) (1 − 𝛼)2 .

LDSA obeys this condition, because in LSDA 𝐹x = 1.
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(5.15)

𝑓x (𝛼) = (exp [−𝑐1x

𝛼
1
] Θ(1 − 𝛼) − 𝑑x exp [𝑐2x
] Θ(𝛼 − 1)).
1−𝛼
1−𝛼

The Θ step functions control the regime in which each function is effective. The next three parameters we will use
in our ML approach are introduced in the Equation above are 𝑐1x = 0.667, 𝑐2x = 0.8, and 𝑑x = 1.24.

5.1.2.2 SCAN correlation
Analogous to the exchange and like the PBE correlation (see Section 5.1.1.1) we can build the correlation energy as
𝐸cSCAN [𝑛↑ , 𝑛↓ ] = ∫ 𝑑𝐫 𝑛(𝐫)𝜖cSCAN (𝑟𝑠 , 𝜁, 𝑠, 𝛼),

(5.16)

where 𝜖cSCAN as
𝜖cSCAN = 𝜖c1 + 𝑓𝑐 (𝛼)(𝜖𝑐0 − 𝜖c1 ),
𝑓𝑐 (𝛼) = (exp [−𝑐1c

𝛼
1
] Θ(1 − 𝛼) − 𝑑c exp [𝑐2c
] Θ(𝛼 − 1))
1−𝛼
1−𝛼

(5.17)

The equation above is analogous to that built for the exchange in Equation 5.15. It also uses the Θ step functions to
control the regime in which each function is effective. The next three parameters we will use in our ML approach
are introduced in the Equation above are 𝑐1c = 0.64, 𝑐2c = 1.5, and 𝑑c = 0.7.
𝜖c1 is created create like the correlation function of PBE
𝜖c1 = 𝜖cunif (𝑟𝑠 , 𝜁) + 𝐻1 (𝑟𝑠 , 𝜁, 𝑡)

(5.18)

The only difference between the PBE 𝐻 and the SCAN 𝐻1 is in the expressions of 𝛽 and 𝑔(𝐴𝑡 2 ). In SCAN they are
defined as 𝛽(𝑟𝑠 ) = 0.066725(1 + 0.1𝑟𝑠 )/(1 + 0.1778𝑟𝑠 ) and 𝑔(𝐴𝑡 2 ) = 1/(1 + 4𝐴𝑡 2 )1/4 .
In summary, SCAN has seven internal parameters that can be modified to reach experimental results and use in the
ML approach. These parameters are 𝑘1 , 𝑐1x , 𝑐2x , 𝑑x , 𝑐1c , 𝑐2c , and 𝑑c .

5.2 Conceptual model
The machine learning approach that is suggested in this work can be described as a tool that given a material (crystal
structure or molecule) returns a set of parameters that if used will result in reasonably accurate predictions. We start
with explaining the final product after which we provide the details about the ML approach that is going to be
trained and used in the final product. Often ML is used as a black box that consumes data and produces predictions.
We are going to use the ML model as a correction term. The input of this model will be the results of a DFT as well
as some descriptors of the structure. These inputs can be any volumetric data from the DFT simulation, such as the
electron localization function, charge density, and band structure to name a few. In addition, we can use any material
descriptors such as the space group, atomic numbers, lattice parameters, chemical formula, etc. The output of this
model will be a set of XC parameters, e.g., the six SCAN parameters. The model will be trained so that if the
suggested parameters are used in a DFT simulation, it will result in reasonably accurate results. The workflow of
this conceptual model is shown in Figure 5.1.
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Figure 5.1 Conceptual model of the ML approach towards accurate DFT predictions.

To summarize:
1.

Perform a DFT simulation and post-process the output.

2.

Feed the DFT out in addition to structural descriptors to the ML model to extract a set of XC parameters

3.

Use the XC parameters to perform a more accurate simulation.

5.3 Data preparation for training
One of the most challenging aspects of any ML approach is data preparation. Any ML approach requires a set of
data to train on, i.e., the training data. We need to prepare a dataset that maps the input to the output of the ML
model. In our study, the inputs are DFT simulations and structural descriptors, and the outputs are a set of XC
parameters (four parameters for PBE and seven parameters for SCAN). We need to have access to the set of XC
parameters that improve the DFT simulation to the accuracy of reported experimental results. The first step is to
prepare databases that contain experimental results such as the Inorganic Crystal Structure Database [89–91], the
Database on the bandgap of inorganic substances and materials [154], and the Experimental database for exploring
inorganic materials [155]. The next step is to provide the XC parameters that can reproduce the data in the
experimental dataset for each entry. To do this we use the gradient descent approach introduced in Section 2.6.1.3.
For each datapoint in the database, we perform a DFT simulation and compare it to the experimental values. Using
the gradient descent, we modify the internal XC parameters until we reach the DFT prediction that matches the
experimental results up to a predefined accuracy (the gradient descent convergence criterion).
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The spaces of the XC functional parameters have high dimensions (4d for PBE and 7d for SCAN). Randomly
exploring these spaces will be very time-consuming. We use the gradient descent approach to move towards
directions that improve the prediction results. The cost function is defined as
ℒ({𝑥𝑖 }) = ∑ 𝑤𝑗 [𝑓𝑗 ({𝑥𝑖 }) − 𝑦𝑗 ]

(5.19)

𝑗

In the Equation above, {𝑥𝑖 } are the set of XC parameters that are going to be modified. For PBE {𝑥𝑖 } = {𝛽, 𝛾, 𝜇, 𝜅}
and for SCAN {𝑥𝑖 } = {𝑘1 , 𝑐1x , 𝑐2x , 𝑑x , 𝑐1c , 𝑐2c , 𝑑c }. 𝑓𝑗 is a function that maps the XC parameters to a specific
property of the material. While 𝑦𝑗 is the corresponding experimental result and 𝑤𝑗 is the weight assigned to that
property. For example, 𝑓1 can be a function that maps the XC parameters to the bandgap. In other words, 𝑓1 is the
combination of DFT and a tool that extracts the bandgap from DFT. 𝑦1 is the reported experimental value for
bandgap and 𝑤1 is weight that defines how important the prediction of the bandgap is to our calculations. As
explained in Section 2.6.1.3, the goal is to find the set of XC parameters that minimizes the cost function, i.e., 𝐱 ∗ =
arg min ℒ(𝐱).
𝑥

The caveat is that at each step we need to calculate the gradient of the cost function however 𝑓𝑗 ({𝑥𝑖 }) is a very
complex1 function and differentiating it is not straightforward. This issue can be addressed by using the finite
difference method explained in Equation 2.64. At each point of the parameter space of {𝑥𝑖 }, we perform multiple
DFT calculations. Each calculation will have one XC parameter slightly modified while others are fixed (similar to
the definition of a partial derivative). The results are used to calculate the approximated gradient.
For example, in PBE at each point in the 4-dimensional parameter space, we perform four calculations. First, we
modify 𝛽 slightly while 𝛾, 𝜇, 𝜅 are fixed and evaluate the cost function. Second, we modify 𝛾 slightly while the rest
are fixed, and so on. Using this we can evaluate the gradient in each direction.
Modifying the internal parameters of XC functional can produce scenarios in which the self-consistent loop will face
a divergence in the energy. This can be addressed by following the constraints laid out by the creators of each XC
functional. However, to prevent going back to the beginning and recalculating steps in case of a failure in the
convergence, at each step, all of the information is stored on a MongoDB Database. This includes XC parameters,
DFT inputs, and DFT outputs. All of the tasks, such as convergence, DFT pre- and post-processing, and database
storing are managed by the PyChamia python package [156].

5.4 Preliminary results
As an example, for the data preparation of this approach, we used the FCC cubic Silicon. We used the SCAN XC
functional as the target functional. For this example, we use the bandgap as the target parameter. We first optimize
the cell parameters and the inner coordinates using the default SCAN XC parameters. Then we use the gradient
descent to reach the experimentally reported bandgap for Silicon. The reported bandgap of Silicon [157] is 1.17𝑒𝑉,

1

Not referring to the complex plane with real and imaginary numbers.
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while the SCAN predicted value is 0.90𝑒𝑉. We used the gradient descent to modify the inner parameter of the
SCAN XC functional to reach the desired accuracy with a threshold of 0.01𝑒𝑉. Figure 5.2 demonstrates the
application of gradient descent on the internal parameters of SCAN XC functional to reach the desired predicted
accuracy.

Figure 5.2 Gradient descent applied to SCAN parameters to improve the prediction of Silicon bandgap predicted by DFT.

The same approach can be applied to any reported experimental data to create the training data for the ML model.
This ML model is a supervised learning method.
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6

A machine-driven hunt for global reaction coordinate of Azobenzene
photoisomerization

6.1 Motivation
The greatest challenge in determining reaction coordinates from chemical processes is to sort out the complexity of
the reaction pathway. Experimental spectroscopic techniques may pinpoint one or two internal coordinates that will
contribute to a specific reaction pathway; however, it is difficult to probe the contributions of all internal coordinates
to the reaction coordinate. In this project, we report on a comprehensive reaction coordinate describing the
photoisomerization reaction mechanism of azobenzene. Azobenzene consists of 116 internal coordinates (bonds,
angles, and dihedral angles); and, through a series of machine-driven algorithms, we can rank order all of these
internal coordinates and quantify their contribution to the reaction mechanism of azobenzene photoisomerization.
We present a reaction mechanism profile that is based on all degrees of freedom of azobenzene.
Many different transition state searching algorithms have been proposed since Fukui’s early work on the topic where
he introduced the concept of intrinsic reaction coordinates [158]. Some algorithms only require initial points and
utilize gradients (the dimer method, the Lanczos iterative method, the Rayleigh-Ritz minimization) [159–162]. while
other approaches utilize kinetic Monte Carlo methods in an attempt to throw “ropes over mountain passes, in the
dark” [163–165]. Generally, many proposed methods have extreme difficulty searching for barriers in complex
systems and are sensitive to local minima. Transition state searching algorithms commonly yield the geometry of the
transition state or saddle-point of the potential energy surface, but determining global reaction coordinates from
intermediates to the transition state is still computationally elusive. The nudged elastic band approach has enjoyed
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recent popularity in determining reaction pathways. This method while very robust and parallelizable requires a
“chain of states” which must be guessed by the user. Generally, machine-driven probabilistic approaches to evaluate
the reaction coordinates are more promising in that the reaction pathways need not need to choose a priori [166].
Harnessing the photoisomerization process and increasing its applicability to a variety of materials and systems
requires a deeper theoretical understanding of the underlying reaction mechanisms. Density functional theory (DFT)
and molecular dynamics (MD) provide direct access to electronic and dynamic processes on the atomic scale and
will semi quantitatively ascertain the properties of materials. To accurately simulate the photoisomerization
processes, one must go beyond the Born−Oppenheimer approximation (see section 2.1) calculations and include
nonadiabatic coupling between the electronic and vibrational states. Nonadiabatic couplings and a surface-hopping
algorithm within a real-space density functional theory approach that utilizes local orbitals was successfully
implemented in the FIREBALL DFT simulation package [65]. The following is a brief introduction to the nonadiabatic mechanism in a local-orbital basis DFT scheme.

6.2 Azobenzene
Structurally, azobenzene molecules exist in closed and open forms, which can be interconverted between their cisand trans-isomers via light irradiation (photoisomerization). Each isomer has distinct spectral and geometric
properties that allow these molecules to serve as ideal model systems for molecular transducers in light-driven
devices and optical switches. A detailed description of the photoisomerization process, especially in azobenzene,
remains elusive, despite a plethora of novel applications and considerable theoretical and experimental studies.
There are four proposed mechanisms for isomerization in azobenzene based on experimental and theoretical
observations: rotation, inversion, concerted inversion, and inversion-assisted rotation. In the rotational pathway (see
Figure 6.1), the N=N 𝜋-bond breaks, allowing for free rotation around the N−N bond, and the C−N=N−C dihedral
angle changes, while the N=N−C angles remain fixed at ∼120°. In the inversion mechanism (see Figure 6.1), the
C−N=N−C angle remains fixed at 0°, but one of the N=N−C angles increases to 180°. A linear transition state is
produced in the concerted inversion mechanism when both N=N−C bond angles increase to 180°. Finally, in the
inversion-assisted rotation mechanism, there are large changes in both the C−N=N−C angle and the N=N−C angles,
simultaneously. No barrier exists along the rotational pathway after excitation into the S1 state. According to
previous computational research, the conical intersection between the S0 and S1 states exists when the C−N=N−C
dihedral angle is ∼90° and the N=N−C angle is ∼140°. These facts have prompted the acceptance of rotation as the
dominant mechanism with concerted inversion occurring under rotation-restricted conditions. Recent simulations
have also predicted the isomerization of azobenzene through a pedal-like motion of the nitrogen atoms.
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Figure 6.1 Four reported mechanisms in azobenzene photoisomerization.

6.3 Data generation and computational details
Machine-driven algorithms are only feasible when very large datasets are available; small datasets increase
statistical anomalies. Fortunately, what we have recognized based on previous publications by the Lewis
group [167,168] is that low quantum yields in photoactivated events necessitate creating ensembles of 100s of
simulations, each starting from a different initial condition. In our previous approaches for understanding
photoisomerization through nonadiabatic molecular dynamics (NAMD) simulations, we have used large datasets
from ensembles consisting of 100s of simulations (and histograms from these datasets) to implicitly surmise reaction
coordinates (e.g. mechanisms in azobenzene photoisomerization). Accordingly, what we have recognized is that
these datasets that we have generated (numbering 100,000s of data points) are ideal for applying statistical,
probabilistic perspectives. In this work, we apply machine-driven algorithms on our large datasets created from
nonadiabatic molecular dynamics ensembles to analyze and predict reaction coordinates responsible for inducing
photoisomerization in azobenzene.
We used the Becke exchange [50] with Lee-Yang-Parr correlation [25] (BLYP) for this study. The basis set is made
of optimized numerical local atomic orbitals which were confined to regions limited by the corresponding cutoff
radii 𝑟𝑐 . We have adopted double numerical sp3 basis sets for C (cutoff radii of 𝑟𝑐 (𝑠) = 4.4 𝑎. 𝑢. and 𝑟𝑐 (𝑝) =
4.8 𝑎. 𝑢.) and N (cutoff radii of 𝑟𝑐 (𝑠) = 4.0 𝑎. 𝑢. and 𝑟𝑐 (𝑝) = 4.4 𝑎. 𝑢.); whereas we use a minimal basis set is used
for H (cutoff radius of 𝑟𝑐 (𝑠) = 4.2 𝑎. 𝑢.).

58

6.4 Machine driven method
In our machine-driven hunt for global reaction coordinates, we have developed the following procedure
Step 1. Calculate the mutual information between energy and coordinate data sets generated from nonadiabatic
molecular dynamics simulations, as this will quantitatively yield the weight of how each internal coordinate
participates in the global reaction coordinate.
Step 2. Filter out redundancies of internal coordinate participation in the global reaction coordinate utilizing
principal component analysis.
Step 3. Build nodes belonging to a network (graph) where each node is multidimensionally represented by the
highest occupied molecular orbital (HOMO) energy and that energy’s corresponding internal coordinates are
weighted by the mutual information.
Step 4. Determine global reaction coordinates along with the network following the paths of least action. We
follow trajectories along with these nodes that represent points from molecular dynamics simulations; however,
these simulations do not connect one node to another node–the nodes are independent.

6.5 Results and discussion
6.5.1 Step one
Mutual information (MI) is a measure of the (entropic) correlation between two data sets (see section 2.6.1.2). We
build data sets from nonadiabatic molecular dynamics simulations to examine the mutual information by first
defining the internal coordinates (similar to a Z-matrix [169] representation) as the attributes of our system. A data
set includes all the bonds, angles, and dihedrals corresponding to each time step (see Figure 6.2). For example, in
our NAMD simulations of azobenzene, we build a matrix of 400 000 data sets (rows)—each containing 116 columns
of attributes (columns)—from an ensemble of 100 simulations at 300 K (50 simulations starting from the cisconformation and 50 simulations starting from the trans-conformation) where each simulation has 4000 time-steps
and the 116 attributes define the 116 internal coordinates representing all bonds, angles, and dihedrals of the
azobenzene molecule. Similarly, we designed another data set, a matrix of 400 000 rows a single column containing
HOMO. A necessary condition for a conical intersection is that the two potential energy surfaces should nearly
cross, or in other words, the nonadiabatic coupling probability (which determines the probability for a transition) is
related to the inverse of the energy differences [170]. For photoisomerization to occur, an electron relaxes from the
LUMO to the HOMO; therefore, we are interested in tracking the HOMO and discovering how the internal
coordinates correlate to the HOMO.
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Figure 6.2 Organization of the datasets, X and Y, containing the internal coordinates and the electronic energy
eigenvalues.

We rank order the MI data for the largest MI values, shown as a bar chart in Figure 6.3. From our MI rankings, we
discover (1) the largest contribution to the change in the HOMO potential energy surface is the C8–N14═N13–C4
dihedral angle (atom labels defined in Figure 6.1) with MI = 0.32. (2) The next-highest values are the adjacent
dihedral angles N13═N14–C8–C7, N13═N14–C8–C9, N14═N13–C4–C5, and N14═N13–C4–C3, all with MI ∼
0.18. (3) The internal coordinates following with approximately the same MI are the angles C4–N13═N14 and C8–
N14═N13. (4) the fourth-ranking internal coordinates are the N═N double bond and the neighboring N–C bonds, all
with MI ∼ 0.15.

6.5.2 Step two
Utilizing principal component analysis to reduce the redundancies. Principal Component Analysis (PCA) is a
common statistical procedure for reducing large datasets by examining correlations between data and generally
removing the uncorrelated variables, called “principal components” (see section Error! Reference source not
found.).
Before applying PCA, we first reduce the dimensions by choosing only the k attributes which have the highest MI
values. Of these k attributes, some may be correlated internal coordinates; PCA will enable us to merge any
correlations and further reduce the dimensionality of our attributes. After applying PCA to the azobenzene dataset,
then we find that the dihedrals N13=N14-C8-C7 and N13=N14-C8-C9 are indeed correlated and N14=N13-C4-C5
and N14=N13-C4-C3 are correlated as well. In many respects this makes perfect sense – in an inversion-assisted
rotation mechanism, the angle C4-N13=N14 (or angle C8-N14=N13) rotates to assist in the change of the primary
dihedral C8-N14=N13-C4 which contains the double N=N bond. The rotation of the angle C4-N13=N14 equally
involves changes in the dihedral angles N13=N14-C8-C7 and N13=N14-C8-C9; therefore, it would be repetitive to
include both of these internal coordinates in the analysis of the reaction coordinates.
we determined that there are redundancies found in the four dihedral angles: the dihedral angle N13═N14–C8–C9 is
redundant to the dihedral angle N13═N14–C8–C7 and the dihedral angle N14═N13–C4–C3 is redundant to the
dihedral angle N14═N13–C4–C5.
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Figure 6.3 Mutual information for the highest-ranking internal coordinates in azobenzene photoisomerization.

Before moving to the next step, we should stop and appreciate the simplicity of using PCA and Mutual information
and the amount of information one can extract from these two methods. These results are remarkable in that by
merely considering entropic correlations the primary reaction coordinate for the photoisomerization consists of the
C8–N14═N13–C4 dihedral angle; this result is well-known and verified by experiment and theory. However, more
than this well-known result, our machine-driven results also suggest that there are two other mechanisms involved
that rank high in the MI correlations: one mechanism is a concerted motion including the dihedral angle N13═N14–
C8–C7 (or its redundant dihedral angle N13═N14–C8–C9) with the angle C8–N14═N13 and the second mechanism
is a concerted motion including the dihedral angles N14═N13–C4–C5 (or its redundant dihedral angle N14═N13–
C4–C3) together with the angle C4–N13═N14. That is, using mutual information, we can predict that the global
reaction coordinate mainly includes a rotation around the C8–N14═N13–C4 dihedral angle as well as the rotationinversion mechanism involving the two angles C4–N13═N14 and C8–N14═N13 and their corresponding dihedral
angle. The results of this inversion-assisted rotation mechanism are also reported from experimental
observations [171–173]. Finally, by calculating the mutual information, we are also able to explicitly evaluate the
contribution of each internal coordinate to the reaction coordinate. All 116 internal coordinates of azobenzene
contribute something to the reaction coordinate; however, the values of MI for the remaining internal coordinate
contributions are greatly reduced compared to the first seven internal coordinates discussed above. Using the PCA
we remove the redundancies and reduce the dimension to five.

6.5.3 Step three
From this reduced dimensionality, we have built a network (graph) representing the potential energy surface as a
function of this 5-fold dimensionality. As an example, our figure at the beginning of this appendix shows a reduced
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potential energy surface for the energy surface projected in the direction of the two primary internal coordinates. We
call this network the Potential Energy Surface Network.
To build the network, we represent a series of nodes where each node, 𝑞⃗𝑖 , represents a (reduced dimensionality)
single data point. We define the edges between two nodes by assigning a weight 𝑤𝑖𝑗 . The existence of an edge is
defined with a “distance” criterion (see Figure 6.4).

Figure 6.4 Two nodes in a potential energy surface network.

Consider that the number of nodes, n, will be on the order of 105-106 points (as seen in Figure 6.5 for the azobenzene
photoisomerization network). The distance matrix will have 𝑛(𝑛 − 1)⁄2 elements, so will be on the order of 10101012 elements; this large number of elements will require large amounts of memory as well as computational time.
To improve computational feasibility, we use the fast algorithms provided by the Scikit-learn package [174] in
Python to find the k nearest neighbors (kNN). Using this method we get a sparse connectivity matrix that can be used
to create a network using the Networkx package [175] in Python. In some regions of our space, the data points might
be clumped and by using k nearest neighbors we might have missed some possible edges. To avoid this problem, we
use a high number for k, such as 50, and then remove the undesired edges using a threshold for distance. For
example, in azobenzene photoisomerization, instead of calculating the distance of a given point with the entirety of
the dataset of n points, we calculate the distance only with only 50 nearest neighbors and then remove the edges
which connect nodes with distances less than a predetermined threshold. The distances are calculated using a
Euclidian distance which is weighted by the recalculated MI. The weights of the network are assigned with a
modified gradient.

𝑤𝑖𝑗 = exp [

𝛿𝐸𝑖𝑗
‖𝛿𝑞𝑖𝑗 ‖2𝕀 sign(𝕀 ∙ 𝛿𝑞𝑖𝑗 )

]

(6.1)

In the Equation above, 𝕀 represents the MI of the coordinates, 𝛿𝐸𝑖𝑗 is the energy difference between two nodes,
‖𝛿𝑞𝑖𝑗 ‖2𝕀 is the Euclidian distance weighted with MI between two nodes and sign(𝕀 ∙ 𝛿𝑞𝑖𝑗 ) is the weighted sign of
the distance between two nodes. The modified gradient is exponentiated to avoid negative weights.
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Figure 6.5 Two-dimensional representation of the multi-dimensional nodal network for the example of azobenzene
photoisomerization at 300K.

6.5.4 Step four
Once we have built a network with nodes and edges, we can find the nodes corresponding to two optimized
structures for local minima and use well-known algorithms to find the shortest path between minima. The Networkx
package [175] provides different algorithms to calculate the shortest path, and the best method is Dijkstra’s
algorithm [176–178]. After finding the shortest path, we create a list of nodes that need to be passed from the
starting node to reach the final node. To avoid outlier data points in the data set (e.g., data points generated from a
system with high kinetic energy after transition), the initial and final points are chosen from an optimized structure,
because it will be unfavorable for Dijkstra’s algorithm to choose data points for the path from outliers. Once we
have the shortest path, then we have all the features and the energies corresponding to each node; putting these
features together will provide the reaction coordinate and the change in the energy via photoisomerization.
We note three regions in the HOMO energy level in Figure 6.6, two are minima and one is a maximum. The minima
of the HOMO correspond to the two forms of azobenzene, cis and trans. The maximum of the HOMO is the point
corresponding to the transition between cis and trans. The structure at this transition point is a representative
structure corresponding to the intermediate state as cis photoisomerizes to trans or vice versa. If we follow the path
of least action along the HOMO energy based on the network created using weights calculated by Equation 6.1, we
arrive at the pathways shown in Figure 6.6. Only the five primary and nonredundant, internal coordinates
responsible for the photoisomerization mechanism are plotted. The top plot of Figure 6.6 also shows how the C8–
N14═N13–C4 dihedral changes with respect to the change in the HOMO energy level. Looking at the C8–
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N14═N13–C4 dihedral, we find that the dihedral tends to 0° for the cis-azobenzene, tends to 180° for the transazobenzene, and is ~90° for the transition structure; these results are supported based on experimental results.

Figure 6.6 Reaction coordinates (internal coordinates with the largest mutual information and after principle component
analysis) are plotted with respect to the HOMO energy’s path of least action for azobenzene photoisomerization. (Top)
The C8–N14═N13–C4 azobenzene dihedral starts in the cis-isomer and ends in the trans-isomer as the path is followed.
(Bottom) Four other major internal coordinates (two dihedrals N13═N14–C8–C7 and N14═N13–C4–C3 and two angles
C4–N13═N14 and C8–N14═N13) contribute significantly to the path of least action, offering evidence that an inversionassisted rotation mechanism to the photoisomerization reaction pathway is mostly influenced by changes in the two
dihedral internal coordinates rather than the C–N═N angles.

The changing dihedral angle is the primary mechanism anticipated; however, from the plots, we see that other
internal coordinates are also contributing to the reaction mechanism. For instance, there are noticeable changes in
the two dihedral angles, N13═N14–C8–C7 and N14═N13–C4–C3, and the two angles, C4–N13═N14 and C8–
N14═N13 (and, by symmetry, the two dihedral angles N13═N14–C8–C9 and N14═N13–C4–C5), which is
supported by the mutual information ranking. However, these dihedral angles and principal angles, near the central
dihedral, do not change significantly, as we note in Figure 6.6. The two dihedrals (N13═N14–C8–C7 and
N14═N13–C4–C3) only change by roughly 20° and the two angles (C4–N13═N14 and C8–N14═N13) change only
by roughly 10°. According to the mutual information ranking, these internal coordinates indeed contribute to the
global reaction coordinate; however, the internal coordinates do not change significantly. This suggests that there
certainly is an inversion-assisted rotation mechanism (a concerted motion of the dihedral angles and principal
angles); however, this mechanism is not as strongly pronounced as suggested in previous observations. Our results
do not support a pure inversion or a concerted inversion mechanism.
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In conclusion, many researchers have proposed methods for calculating reaction coordinates [179–185], and some
are automated [186,187]. What we propose is unique in that our method evaluates a global reaction coordinate that
is unbiased; we merely have taken data sets that are results from nonadiabatic molecular simulations and perform
machine-learning algorithms on this data. The reaction coordinates of the system are automated output. All decisions
within our approach, other than fixing the threshold of the mutual information for building the network, are “humanfree”. Algorithms can easily be put into place to remove this threshold decision as well. Finally, it is very important
to note that the reaction coordinates are temperature dependent; we can easily run the simulations at different
temperatures to evaluate temperature dependencies.
Our results from mutual information show the capability of choosing the importance of bonds in a reaction, such as
the N═N bond and C–N bonds. The applicability of this method to any other type of transition, such as bond
breaking, depends on the output of the simulation package. Our approach is independent of the DFT package
utilized, as long as the electronic structure calculations can provide an ensemble of simulations with the designated
type of transition of interest, the energy eigenvalues mutual information can be calculated, and the network of the
potential energy surface can find the shortest path from two different points for any reaction.
This work was published in Journal of the American Chemical Society [188].
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