Real world tasks involving moving targets, such as driving a vehicle, are performed based on continuous decisions thought to depend upon the temporal derivative of the expected utility (∂V/∂t), where the expected utility (V) is the effective value of a future reward. However, the neural mechanisms that underlie dynamic decisionmaking are not well understood. This study investigates human neural correlates of both V and ∂V/∂t using fMRI and a novel experimental paradigm based on a pursuit-evasion game optimized to isolate components of dynamic decision processes. Our behavioral data show that players of the pursuit-evasion game adopt an exponential discounting function, supporting the expected utility theory. The continuous functions of V and ∂V/∂t were derived from the behavioral data and applied as regressors in fMRI analysis, enabling temporal resolution that exceeded the sampling rate of image acquisition, hyper-temporal resolution, by taking advantage of numerous trials that provide rich and independent manipulation of those variables. V and ∂V/∂t were each associated with distinct neural activity. Specifically, ∂V/∂t was associated with anterior and posterior cingulate cortices, superior parietal lobule, and ventral pallidum, whereas V was primarily associated with supplementary motor, pre and post central gyri, cerebellum, and thalamus. The association between the ∂V/∂t and brain regions previously related to decision-making is consistent with the primary role of the temporal derivative of expected utility in dynamic decision-making.
Introduction
Expected utility (V) is the product of the probability and subjective utility of a goal. Initiated by Bernoulli (1738) and formalized by Morgenstern and Von Neumann (1944) , expected utility has been a central concept in decision science. This paper investigates the role of temporal change in V, or its temporal derivative (∂V/∂t) during decision-making. Many real-world tasks can be modeled as a dynamic game, such as a pursuit-evasion game, where decisions and actions are made continuously, not only responding to, but also altering, the game state. According to dynamic decision theory (Isaacs, 1965) , one of the most important decision principles in a dynamic game is maximization of ∂V/∂t (Appendix 1). The importance of temporal change in V has also been implicated in prominent theories such as the temporal difference algorithm (TD) (Sutton and Barto, 1987) , and the prediction error theory (Schultz et al., 1997) . Further, single unit data have shown that the activation pattern of some dopamine neurons are similar to ∂V/∂t ( Figure 1 of Schultz et al., 1997) . It has been hypothesized ( Figure 4 of Schultz et al., 1997) , but not demonstrated, that the temporal derivative of utility is coded in the nervous system as a mechanism to enable immediate and reflexive responses. This paper presents a paradigm that allows both V and ∂V/∂t to be quantified and their neural correlates observed.
Currently, decision-making is most commonly studied with static paradigms, such as a conventional event-related design, where each trial consists of discrete events such as a stimulus, a response and a reward event. Those paradigms are "static" because they consist of discrete decisions where the continuous ∂V/∂t is not well defined (Basar and Olsder, 1999) . Due to the limited temporal resolution of functional magnetic imaging (fMRI) and the absence of independent manipulations of V and ∂V/∂t, it is difficult to separate ∂V/∂t from V for human subject studies using conventional paradigms. On the other hand, single unit recordings not only describe a variety of temporal profiles of neuronal action potentials but also allow a measure of the neural activity related to the expected utility, prior to the receiving of the reward, and the response to the actual reward separately. However, single unit recordings are invasive and only sample a few neurons and thus do not provide the description of the global neural networks related to the V, ∂V/∂t and reward.
To meet those challenges, we adopted a pursuit-evasion game, the classic game that was used for developing the dynamic game theory (Isaacs, 1965) , to determine both V and ∂V/∂t as continuous functions of the game states, as well as the capture event as an impulse function. The underlying neural activities associated with those dynamic variables were isolated using fMRI. Our hypothesis is that brain activity related to dynamic decision-making would be correlated with ∂V/∂t and distinguishable from neural activity associated with V.
Materials and methods

Task
The task was a continuous pursuit-evasion video game played during fMRI scans. The game was modeled after the familiar Pacman game and subjects aimed to collect 1-point and 2-point rewards and to avoid 2-point losses, which were treated as gaining negative 2 points. All the characters moved in continuous game space. The character corresponding to the "pellet" as in the Pacman game could also move away from a predator. This computer game adopted a first person's viewpoint. In other words, the avatar of the player was always shown at the center of the monitor. See Appendix 2.1-2.4 for the rules and detailed description of the game. The avatar was controlled by the player with actions such as turning up, down, left and right using an MRI compatible track ball, while other characters were controlled by the game program. The goal of the player was to accumulate a maximum number of points, the unit of utility, by capturing targets. Both the controls and the movements of all the game characters, including the avatar, were modeled as a vehicle with constant speed and minimum turning radius. The speed of a pursuer was 15% greater than that of an evader. Randomly, the game program generated perturbation to the decisions of game characters, modeled as the effect of random wind gusts as on a sail-boat (Appendix 2.5). Such perturbation is important. First, for the player, it simulates the unpredictable nature of the environment. Second, it simulates the A. An example of the target-choice task. Based on the values, r1 and r2, and the distances, d1 and d2, the player makes a choice, which, in this case, is to pursue target 2. The blue arrows indicate the directions of movement prior to the event. The red arrows indicate the new directions of the movement as the result of the actions of the characters. B. A pursuit process. The diamond and the circles represent the location of the avatar and the target, respectively. The time is coded in color, where the blue and red colors indicate the starting and the ending time points, respectively. Each dot represents a 100-ms period. The distance between the avatar and the target is defined with dots of identical color, i.e. at the same time. Note that, due to the random perturbation of the game program, not all actions appear optimal. C. The game state is represented as the distance between the avatar and the target. Each dot represents the distance between the diamond and the circle shown in Fig. 1B with identical color, or at the same time.
random strategy of a computer character. Finally and most importantly, without the perturbation, every pursuit process would be identical, trivially easy and thus failing to provide a rich and independent manipulation of V and ∂V/∂t. In fact, without perturbation, V and ∂V/∂t would be highly correlated because V is an exponential function.
The continuous game can be divided into two basic phases. First, the avatar faces two targets with comparable expected utility and the player performs a target-choice task ( Fig. 1A) . Second, when there is no comparable alternative target, the player pursues the chosen target. Fig. 1B represents a dynamic pursuit process in the 2-dimensional game space, where the time is coded in color. V, for the first approximation, depends on the distance between the avatar and the target (Fig. 1C) , as well as the value of the target. In summary, this game represents a departure from a conventional trial structure where each event is isolated. Rather, the continuous acquisition of V enables a disassociation among V, ∂V/∂t and the capture event.
Subjects
Subjects were recruited from the Columbia University Medical Center community and provided written informed consent according to the guidelines of the local institutional review board. Twenty-one subjects (7 females, age=26±8 years) volunteered for the study and participated without compensation. They were given an instruction (Appendix 2.6) and practiced in the scanner prior to image acquisition.
fMRI scan parameters and analysis
To reduce the susceptibility-induced artifacts, we employed a spiral-in/out sequence for the fMRI data acquisition (TE = 36 ms, TR=2000 ms, FA=84, FOV=21 cm, voxel size=3×3×4 mm) (Glover and Thomason, 2004) . Functional magnetic resonance imaging (fMRI) images were analyzed using the general linear model for individual data and the mixed effect analysis for the group data using the FSL software package (Smith et al., 2004) .
fMRI regressors V of the entire game state as defined by Eq. (1) was applied to the target that the player is currently pursuing. Potential targets other than the immediate one were ignored because the game was designed so that over 97% of the time, the expected utility values of other potential targets were less than half of the value of the current target. ∂V/∂t was the temporal derivative of V. In addition, following the standard event related paradigm, a capture event was defined as an impulse function at the time of the capture with the magnitude as the value of the target (Fig. 2) . V, ∂V/∂t and capture event were employed as major regressors for a general linear model analysis.
Note that, the captured event in the game differs from the reward event in previous studies, where once chosen, the target will be obtained with certain probability and without further effort. The merit of the conventional approach is that the utility for the reward event is clearly defined, as the product of value and probability of the target. In our game, there is a substantial chance that the target may escape the pursuit in spite of the effort. In other words, the brain activity shown associated with the capture event could also include the activity that previously associated with the prediction error, because a capture event provides information that was uncertain before.
Motion correction and global mean were included as confounding regressors along with the major regressors, including V, ∂V/∂t and the capturing event described in following sections. In addition, 30% of the capturing events were associated with unexpected outcomes. For example, capturing a 1-point token could result in either a gain of 2 points or a gain of 0 points (see Appendix 3 and Table A3 for a detailed description and Fig. A2 for the fMRI result). Both the capture event and the unexpected payoff regressors included all types of targets, combining both Both the relative location and the direction of movement of the avatar (red) and the target, which is a 2-point token, (blue) are shown at certain time points. The speed and the direction of movement at a time point are represented as the length and the angle, respectively, of the arrow attached to the dot. Between 1 and 2.5 s, the distance shortens because the avatar is faster. At 2.5 s, the target changed its direction but the avatar did not. As a consequence, the separation distance became greater. The avatar corrected the direction at 2.7 s. Finally, the avatar captured the target at 3.4 s and received the reward of 2 units of utility (points). In the lower panel, V (magenta) and ∂V/∂t (cyan) represent the expected utility and its temporal derivative calculated according to the game state presented in the upper panel. The function of V is determined as an exponential discounting function, based on the behavioral target-choice data. The capture event is represented as an impulse function (green bar) at T4 with the magnitude of the value of the target. positive (capturing a target) and negative (being captured by the opponent) events.
All regressors were convoluted with the canonical hemodynamic response function, except for the motion correction parameters and the global mean. The orthogonality among all the regressors was confirmed using a correlation measure (Hare et al., 2008) . The largest correlation coefficient among all the regressors in this task was 0.03, indicating the independence of the variables for the fMRI analysis.
Task description and theoretical basis for determining the function of expected utility
The role of ∂V/∂t is illustrated with a typical epoch in a pursuit-evasion game in Fig. 2 . During the pursuit process, a sudden change in the direction of movement of the target requires the pursuer, the avatar, to make a decision. Note that, at time T3, the direction of movement was non-optimal because the avatar failed to respond to the change. In contrast, at time T2, the avatar's direction of movement was optimal. However, the expected utility at T3, V(T3), is positive and even greater than V(T2). In contrast, ∂V(T2)/∂t is positive and ∂V(T3)/∂t is negative, corresponding to whether the direction of the movement is optimal. Such a situation illustrates the dissociation between V and ∂V/∂t. In addition, Fig. 2 also shows that the function of V, ∂V/∂t and capturing are distinct to each other, confirming that a pursuit-evasion game may enable us to separate the brain activity specific to those components of decision-making. In summary, a neuron that codes V cannot make the decision that, at T3, it needs to change the direction of movement. Nor can it tell the difference when two targets with the same value and same distance are moving at different speeds. In contrast, coding ∂V/∂t provides a natural and effective way to utilize game state information.
To understand the function of V for such a complex game, methods from dynamic game theory and microeconomics were combined. First, the game scene was segmented into epochs that ended with a capture. Second, the game state, i.e. the distances between the avatar and the targets, and the action, i.e. the direction control, were converted into a continuous function of V. Since the distance is by and large linearly related to the temporal delay for the reward, we assume that the function V of distance is similar to a temporal discounting function.
Estimating the form and the parameters of the discounting function
Since the game is engineered in the way that random events occurred independently of each other, the rational function of V is expected to be an exponential discounting function (Samuelson, 1937) , where the time variable is replaced by distance:
where d is the distance measured at a time, r is the value of the target and d0, the discounting constant, is a parameter to be determined. This exponential function (Eq. (1)) will be qualitatively compared with a general hyperbolic function (Eq. (2)) commonly used in previous decision science research (Loewenstein and Prelec, 1992; Richards et al., 1997; Scholten and Read, 2010) :
where α and β are positive parameters to be determined.
The decision function
Although dynamic game theory has established the importance of the temporal derivative of the game state in decision-making, the real time decision function for human subjects in a pursuit-evasion game, to our knowledge, has not been described. Here the real time decision function, which consists of both perception and decision components, is defined as the mathematical operation that transforms input information into action, in real time.
The game data include the x and y coordinates of all the characters (see Fig. 1B for an example). Both the input information and the avatar's action can be extracted from those data. In this game all characters moved at a constant speed. The only action was the change in the direction of the movement. Therefore, we focus on the direction aspect of the information. Other information, such as the distance, although related to the expected utility, is irrelevant for a specific action. For example, regardless of the distance, if the target is at one o'clock, the player moves the avatar to that direction. The direction of movement (Direction) of the avatar is obtained as:
where cart2pol is the mathematical function transforming a Cartesian coordinate into an angle, t indicates a point in time, t+1 and t are 10 ms apart, and X,Y are the coordinates of the avatar in the 2-dimensional game world. The action of the player is measured as the change of Direction:
Note that, Action t is the result of a decision responding to information received at some time prior. The direction of location between the avatar and the target (Angle) is defined as: where x and y are the coordinates of the target. The difference between Direction and Angle, referred to as ΔDirection, can be defined as:
For example, if the avatar is moving toward three o'clock, while the target is at one o'clock, ΔDirection t is two o'clock or 60°. According to dynamic game theory, the temporal derivative of the game state plays an important role in decision-making. If ΔDirection is an aspect Table A1 in the Appendix for the payoff tables related to these decisions. In short, panels e, d, c and f involve a choice between two points and one point, while panels b and e involve a choice between two options of two points. The distance ranges from 100 to 250 pixels, where the data quality is high.
of the game state, its temporal derivative (∂ΔDirection) can be defined as:
Based on conventional static decision theory, the optimal action should maximize the expected utility (V) by minimizing the distance. The most intuitive strategy is to make ΔDirection zero, or Action= ΔDirection, so that the avatar will be moving toward the target. This strategy is optimal when the target is stationary. However, in a dynamic pursuit process, where the target is evading, moving toward the current target position is often not effective. Instead, one should perceive the direction change of the target (∂ΔDirection) and make a move toward the anticipated position. Therefore, dynamic game theory emphasizes the importance of the temporal derivative of the game state. We hypothesize that the decision function should consist of two distinct components, one for ΔDirection and the other for ∂ΔDirection, referred to as decisionΔ and decision∂Δ. Since there is a time delay between the input information and the action due to reaction time, we use the convolution method to study those decision mechanisms:
where * is the symbol of convolution. For one trial, Action, ΔDirection and ∂ΔDirection are time series of 150 data points obtained at the final 1.5 s of the pursuit process, when both the player and the target are highly engaged in the process and other characters in the game are irrelevant. A simple way to obtain both decision components, decisionΔ and decision∂Δ, is to assume that ΔDirection and ∂ΔDirection are approximately independent of each other:
where (*−1) is the symbol for de-convolution.
Results
Expected utility function determined by behavioral data
In this game, the player selected a target and controlled the direction of movement for pursuit and capture the target, referred to as a token. Pursuit-choice denotes the object toward which the avatar is moving. Examples of pursuit-choices between a 1-point (the unit of utility in the game) token and a 2-point token for a typical subject are shown in Fig. 4A , and the group averaged data are shown in Fig. 4B . Note that the decision boundary (the gray area in Fig. 4B ) aligns with the prediction of the exponential discounting function (green dashed line), for being parallel to the equal distance (black 45°) line. In other words, when the 1-point token and the 2-point token were chosen with equal probability, the difference between the distances (Δ) is constant regardless of the average distances for both. Data show that Δ is approximately constant regardless of the average distances for both targets for all types of decisions in the game (Fig. 4C , see Appendix 2.4 for the details for those choices). Translating distance into temporal delay, this result can be characterized as dynamic consistency, the signature of an exponential discounting function (Schweighofer et al., 2006; Strotz, 1956) (Eq. (1) ), in agreement with previous findings (see Schweighofer et al., 2006) or Appendix 4 for a detailed inference). We combined data from all types of decisions in the game to compute the parameter d 0 individually for each subject. Due to the narrow distribution of d 0 , the relationship between the performance and the discounting constant is by and large independent for our data (Appendix 5).
The decision function and the temporal derivative of the game state Fig. 3B shows both decision∂Δ (red) and decisionΔ (blue) based on combined data from all subjects and runs. Both decisionΔ and decision ∂Δ contain a significant signal, indicated by the relative magnitude of the peak at 200 ms vs. the base line noise. In other words, players apparently encode both ΔDirection and ∂ΔDirection and, after a 200 ms delay, probably due to the reaction time, react following those inputs.
In particular, our analysis shows that decision∂Δ is more prominent than decisionΔ during the final 1.5 s of pursuit processes, consistent with dynamic game theory. Note that the decision functions are narrow peaks, while the reaction time is expected to have a broad distribution. This is the result of the continuous and smooth nature of our input information and limitation of the de-convolution method. The narrow peak indicates the median reaction time.
ΔDirection and ∂ΔDirection represent a game state and the temporal derivative, and are assumed to be related to the V in a complex way. In subsequent analysis, we study the neural correlates for V and ∂V/∂t calculated directly with distances.
Neural correlates for V and ∂V/∂t
The regressor for V co-varied with activity in the cerebellum, brainstem, thalamus, supplementary motor area (SMA), pre and postcentral gyri, regions often associated with motor functions (Fig. 5A , Table 1A ). The regressor for ∂V/∂t co-varied with activity in the anterior and posterior cingulate cortices (ACC and PCC) and ventral pallidum (VP) ( Fig. 5B and Table 1B ), regions that have previously been related to decision-making and executive functions (McClure et al., 2004; Sarinopoulos et al., 2010) . The neural activity correlated with the capture event was found in caudate-putamen and subcallosal cortex, which includes nucleus accumbens (NAC) and the caudate nucleus (CN) (Fig. 5C, Table 1C ), regions that are part of the ventral striatum and previously related to reward and learning (McNamara et al., 2002) . For example, it has been reported that CN showed deactivation in response to failure in a shooting game (Mathiak et al., 2011) .
Discussion
The relationships between the choice and the distance of the targets during the games were best described by an exponential function used to model the relationship between the expected utility and the temporal delay and thus, are consistent with the classic expected utility theory and previous observations. This finding does not necessarily contradict more frequently reported results supporting a hyperbolic discounting function. In our game, as well as in real world, random events, such as the emergence of either an unexpected better choice or an unexpected danger; can render a chosen target irrelevant. Therefore, the effective value of a target decreases exponentially with time. In contrast, in an inter-temporal choice paradigm, even the most delayed target has a greater than zero chance to be obtained. As a consequence, along the time dimension, the expected utility asymptotes to a fixed value and thus assumes a hyperbolic function. Therefore, it is possible that the difference in the form of the discounting function may reflect similar decision principles applied to different situations.
The dynamic game paradigm and the behavioral data that are used for generating regressors allow dissociation of important components of decision-making such as V, ∂V/∂t and capturing events. The major finding in this study is that a neural system consisting of ACC, PCC, SPL, and VP is related with ∂V/∂t, the basis for dynamic decision-making. In other words, those regions are correlated with the temporal derivative rather than the value of expected utility. Such a distinction cannot be made with a conventional experimental paradigm because, for a trial lasting a few seconds, the neural activity related with both V and ∂V/∂t occurs at essentially the same time for fMRI. On the other hand, single A) B) C) Fig. 5 . Areas for which brain activity is correlated with regressors V (A), ∂V/∂t (B) and Capture event (C). Red/yellow indicates that the BOLD signal is positively correlated with the regressors and the Z scores range from 2.33 to 4. The images are presented following radiological convention, where the right brain is presented as image left. The abbreviations in the figure include anterior cingulate gyrus (ACC), posterior cingulate gyrus (PCC), ventral pallidum (VP), supplementary motor (SMA) and superior parietal lobule (SPL). cell recordings, with high temporal resolution, have shown that decisionmaking related neurons have a phasic response pattern (Moncayo et al., 2000; Opris et al., 2009; Schultz et al., 1997) , consistent with a derivative operation. In summary, our results provide additional evidence in support of a neural mechanism related to the derivative of expected utility using fMRI data and human subjects.
Although it is frequently reported that ventral striatum, ACC, PCC and other frontal areas are correlated with V in studies using static decision-making tasks (Kable and Glimcher, 2007; McClure et al., 2004; O'Doherty et al., 2007; Pine et al., 2009) , our observation, based on the dissociation of V and ∂V/∂t, adds granularity to those findings. The pattern of the activity related to the regressor V was mainly associated with motor related regions. A similar pattern has also been reported with monkey single unit recordings, where the activity of SMA and motor cortex was enhanced when the primate either anticipated a short delay or experienced a long elapsed delay (Roesch and Olson, 2005; Watanabe, 1986) and similar findings were also reported in a human fMRI study (Wunderlich et al., 2009) .
The pursuit-evasion video game employed in this study is intended to elicit complex, real-world dynamic decision-making. This departure from the conventional approach to study decision-making as a single input-output event enables the separation of components of a decisionmaking process. Behavioral and fMRI results suggest that dynamic decision-making is based both upon the exponential discounted utility (V) and its temporal derivative (∂V/∂t), consistent with dynamic game theory as described in mathematics. The separation between factors of decision-making advances our understanding of dynamic decisionmaking and understanding the neural activity during complex and dynamic real world situations. 
