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A NOTE ON CIRCLE PATTERNS ON SURFACES
REN GUO
Abstract. In this paper we give two different proofs of Bobenko and Spring-
born’s theorem of circle pattern: there exists a hyperbolic (or Euclidean) circle
pattern with proscribed intersection angles and cone angles on a cellular de-
composed surface up to isometry (or similarity).
1. Introduction
In the work of Bobenko and Springborn [1], they produced a variational principle
for circle patterns on surfaces in Euclidean and hyperbolic geometry. The goal of
this paper is to give two different proofs of Bobenko and Springborn’s theorem.
First we will give a direct proof of Bobenko and Springborn’s theorem in Euclidean
and hyperbolic geometry by using the continuity method used by Thurston [16],
Marden and Rodin [11]. Then we will use another variational principle following
Rivin’s strategy [12] [13] to prove Bobenko and Springborn’s theorem in hyperbolic
geometry.
Bobenko and Springborn’s proof consists of two steps. In the first step they use
the feasible flow to find the necessary and sufficient condition for the existence of
an angle structure (i.e.coherent angle system). In the second step they introduced
an energy function whose variables are radii of circles and they can show that
the unique critical point of the energy function corresponds to circle pattern with
prescribed intersection angles and cone angles.
This variational principle is first used by Colin de Verdie´re [3] in the proof of
Andreev-Thurston’s circle packing theorem in Euclidean and hyperbolic geome-
try. Bra¨gger [2] found a new energy function for Euclidean circle packing whose
variables are certain angles. This energy function turns out to be the Legendre
transformation of Colin de Verdie´re’s.
To character the cone metric on a triangulated surface, Rivin produced a vari-
ational principle. Rivin [13] used the duality theorem in linear programming to
find the necessary and sufficient condition for the existence of an angle structure.
Rivin [12] introduced an energy function whose variables are certain angles and
he can show the unique maximal point of the energy function corresponds to the
angle structure induced by a cone metric. Following Rivin’s method, Leibon [6]
characterized the hyperbolic cone metric. For the spherical cone metric, the angle
structure part was solved by the author [4] and the energy function part was solved
by Luo [7]. We will show that Rivin’s strategy also works in the circle pattern
problem.
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Our energy function is the Legendre transformation of the energy function in
Bobenko and Springborn [1]. Springborn [14] already found this Legendre trans-
formation. Here we will show this function can be naturally derived from Luo’s
principle of “the derivative cosine law”. Luo [7] established this principle and was
able to recover the energy function of Colin de Verdie´re, Bra¨gger, Rivin, Leibon.
See the related work of Luo [8] [9] [10].
Springborn [15] used Rivin’s strategy to solve another circle pattern problem.
To state Bobenko and Springborn’s theorem, let’s recall some definitions first.
Suppose Σ is a closed surface with a cell decomposition. Let E,F be the sets of
edges and faces of the cell decomposition respectively. If e ∈ E, f ∈ F , we use
e < f to denote that e is an edge of f . Suppose we are given a radius function
r : F → (0,∞) and an intersection angle function D : E → (0, pi). We will use these
data to construct a hyperbolic (or Euclidean) structure on Σ with cone points.
r(f )
O
P
Q
O #
f
f
D(e)
4(f,e)
4(f,e)#
r(f  )#
Figure 1. Cell decomposition, quadrilateral, circle pattern
First, choose a point Of in the interior of each f. As in Figure 1, if the face f and
f ′ share an edge e with end points P and Q, we realize the quadrilateral OfPOf ′Q
as a hyperbolic (or Euclidean) quadrilateral with edge lengths |OfP | = |OfQ| =
r(f), |Of ′P | = |Of ′Q| = r(f
′) and angles ∠OfPOf ′ = ∠OfQOf ′ = pi − D(e).
For each edge e we construct such a quadrilateral. By gluing together all the
quadrilaterals, we obtain a hyperbolic (or Euclidean) structure on Σ with cone
points. Furthermore for each face f there is a circumcircle with center Of and
radius r(f). And the intersection angle of the circumcircles of face f and f ′ is
D(e). We call this a hyperbolic (or Euclidean) circle pattern . In the hyperbolic
(or Euclidean) triangle OfPOf ′ , denote the angle at Of by ϕ(f, e). Then the cone
angle at point Of is ∑
e<f
2ϕ(f, e),
where the sum runs over all edges of the face f. Thus we obtain a cone angle
function Φ : F → (0,∞).
On the other hand, if we are given an intersection angle function D : E → (0, pi)
and a cone angle function Φ : F → (0,∞), we try to solve the radius function
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r : F → (0,∞), equivalently to obtain a circle pattern. Bobenko and Springborn
[1] obtained the following result by using a variational principle. Their result can
cover the case of surfaces with boundary. But for simplicity we only consider the
closed surfaces in this paper.
For any subset X ⊆ F, let E(X) = {e ∈ E|e < f ∈ X} be the set of edges
contained in at least one of the faces in X.
Theorem 1.1 (Bobenko-Springborn [1] Theorem 3). Given a cellular decomposed
surface Σ, a function D : E → (0, pi) and a function Φ : F → (0,∞), there exists a
unique Euclidean circle pattern with the the intersection angle function D and the
cone angle function Φ if and only if
(1.1)
∑
f∈F
1
2
Φ(f) =
∑
e∈E
D(e),
and
(1.2)
∑
f∈X
1
2
Φ(f) <
∑
e∈E(X)
D(e)
for any nonempty subset X ⊂ F,X 6= F.
Theorem 1.2 (Bobenko-Springborn [1] Theorem 3). Given a cellular decomposed
surface Σ, a function D : E → (0, pi) and a function Φ : F → (0,∞), there exists a
unique hyperbolic circle pattern with the the intersection angle function D and the
cone angle function Φ if and only if
(1.3)
∑
f∈X
1
2
Φ(f) <
∑
e∈E(X)
D(e)
for any nonempty subset X ⊆ F.
In section 2 we will prove Theorem 1.1 by using the continuity method. In
section 3 we will prove Theorem 1.2 by using the continuity method. In section 4
we will prove Theorem 1.2 by using a variational principle.
2. Continuity method for Euclidean circle pattern
Proof of Theorem 1.1. Assume the set of faces of the cell decomposition is F =
{f1, ..., fn}. Due to Euclidean similarity, it is enough to consider the space of radii
∆ = {(r(f1), ..., r(fn))|r(f1) + ... + r(fn) = 1} which is a simplex of dimension
n− 1. For a fixed intersection angle function D : E → (0, pi), if the radius function
r : F → (0,∞) is given, we can find the cone angle function Φ : F → (0,∞).
Therefore there is a mapping P : ∆→ Rn sending the radii (r(f1), ..., r(fn)) to its
cone angles Φ = (Φ(f1), ...,Φ(fn)).
Let δ = {Φ ∈ Rn>0|Φ satisfies the conditions (1.1), (1.2)} be an n−1 dimensional
polytope in Rn. We claim that P (∆) ⊂ δ. We need to check that, if Φ ∈ P (∆), Φ
satisfies the conditions (1.1), (1.2).
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In fact, as in Figure 1, each Euclidean triangle has inner angles (ϕ(f, e), ϕ(f ′, e), pi−
D(e)). Then
∑
f∈F
1
2
Φ(f) =
∑
f∈F
∑
e<f
ϕ(f, e)
=
∑
e∈E,e<f,e<f ′
(ϕ(f, e) + ϕ(f ′, e))
=
∑
e∈E
D(e).
Given a nonempty proper subset of F , i.e. X ⊂ F,X 6= F, the set E(X) = {e ∈
E|e < f ∈ X} can be decomposed as a union of two disjoint subsets E(X)1∪E(X)2,
where E(X)1 = {e ∈ E|e < f ∈ X, e < f
′ /∈ X} and E(X)2 = {e ∈ E|e < f ∈
X, e < f ′ ∈ X}. An edge in E(X)1 is contained in exact one of the faces in X
while an edge in E(X)2 is contained in two of the faces in X . Then
∑
f∈X
1
2
Φ(f) =
∑
f∈X
∑
e<f
ϕ(f, e)
=
∑
e∈E(X)1,f∈X
ϕ(f, e) +
∑
e∈E(X)2
(ϕ(f, e) + ϕ(f ′, e))
=
∑
e∈E(X)1,f∈X
ϕ(f, e) +
∑
e∈E(X)2
D(e)
<
∑
e∈E(X)1
D(e) +
∑
e∈E(X)2
D(e)
=
∑
e∈E(X)
D(e).
Next we claim the mapping P : ∆→ δ is one to one. In fact, let r = (r(f1), ..., r(fn))
and r = (r(f1), ..., r(fn)) be two distinct points in ∆. Let F0 = {fi ∈ F |r(fi) >
r(fi)}. It is a nonempty proper subset. By the calculation above for a general
subset X , we have
∑
f∈F0
1
2
Φ(f) =
∑
e∈E(F0)1,f∈F0
ϕ(f, e) +
∑
e∈E(F0)2
D(e).
In a Euclidean triangle with inner angles (ϕ(f, e), ϕ(f ′, e), pi−D(e)), if the edge
length r(f) decreases and the edge length r(f ′) increases or does not change, the
angle ϕ(f, e) increases. Thus if e ∈ E(F0)1 and f ∈ F0, as a function of r, ϕ(f, e)
satisfies ϕ(f, e)(r) < ϕ(f, e)(r). Therefore
∑
f∈F0
1
2Φ(f)(r) <
∑
f∈F0
1
2Φ(f)(r).
This shows P : ∆→ δ is one to one.
Therefore P : ∆ → δ is a smooth embedding. Thus P (∆) is open in δ. We will
show P (∆) is also closed in δ. This will conclude that P (∆) = δ since δ is connected.
To show the closeness we only need to show that P sends the boundary of ∆ to
the boundary of δ. More precisely, if there is a sequence of points r(m) in ∆ so that
limm→∞ r
(m) = s = (s(f1), ..., s(fn)) ∈ ∂∆, then limm→∞ P (r
(m)) ∈ ∂δ, where we
denote the boundary of a closed set A by ∂A. Since s ∈ ∂∆, F1 = {fi ∈ F |s(fi) = 0}
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is a nonempty proper subset. We have
∑
f∈F1
1
2
Φ(f)(r(m)) =
∑
e∈E(F1)1,f∈F1
ϕ(f, e)(r(m)) +
∑
e∈E(F1)2
D(e).
If e ∈ E(F1)1, e < f ∈ F1 and e < f
′ /∈ F1, since limm→∞(r(f)(r
(m)), r(f ′)(r(m))) =
(s(f) = 0, s(f ′) > 0), we see that limm→∞ ϕ(f, e)(r
(m)) = D(e). Hence
lim
m→∞
∑
f∈F1
1
2
Φ(f)(r(m)) =
∑
e∈E(F1)1
D(e) +
∑
e∈E(F1)2
D(e)
=
∑
e∈E(F1)
D(e).
By the definition of δ, this shows that limm→∞ P (r
(m)) ∈ ∂δ. 
3. Continuity method for hyperbolic circle pattern
Lemma 3.1. For a hyperbolic triangle with edge lengths l, r1, r2 and opposite angles
θ, ϕ1, ϕ2 respectively, when θ ∈ (0, pi) is fixed, ϕ1, ϕ2 are functions of r1, r2.
(1) If r1 decreases and r2 increases or does not change, then ϕ2 increases.
(2) If both of r1, r2 decrease, then ϕ1 + ϕ2 increase.
(3) If (r1, r2) converges to (0, a), where a ∈ (0,∞), then ϕ2 converges to pi− θ.
(4) If (r1, r2) converges to (0, 0), then ϕ1 + ϕ2 converges to pi − θ.
(5) If (r1, r2) converges to (∞, b), where b ∈ [0,∞), then ϕ2 converges to 0.
(6) If (r1, r2) converges to (∞,∞), then ϕ2 converges to to 0.
A
B
D
A
B
 
4
4
4
4
q
a
1
1
2
2
(a) (b)
#
#
#
#
C
r r1 2
A
B
A
B
4
4
q
2
2
#
#
#
C
r r1 2
Figure 2. Angles change according to edge lengths
Proof. (1) As in the Figure 2 (a), △ABC is the hyperbolic triangle with edge lengths
r1, r2 and angles ϕ1, ϕ2. If r1 decreases and r2 increases or does not change, we ob-
tain another hyperbolic triangle△A′B′C with angles ϕ
′
1, ϕ
′
2. Consider the hyperbolic
triangle △BDB′ , we have α+ϕ2+ pi−ϕ
′
2 < pi. Thus ϕ2 < α+ϕ2 < ϕ
′
2. This shows
that ϕ2 increases.
(2) As in the Figure 2 (b), if both of r1, r2 decrease, we obtain another hyperbolic
triangle △A′B′C with angles ϕ
′
1, ϕ
′
2. Since the area of hyperbolic triangle △A′B′C
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is less than that of △ABC , we see pi − (θ + ϕ
′
1 + ϕ
′
2) < pi − (θ + ϕ1 + ϕ2). Thus
ϕ1 + ϕ2 < ϕ
′
1 + ϕ
′
2.
(3) If lim(r1, r2) = (0, a) with a ∈ (0,∞), by the cosine law, we see
lim cosh l = lim(cosh r1 cosh r2 − cos θ sinh r1 sinh r2)
= cosha.
Thus lim l = a. By the cosine law, we see
lim cosϕ1 = lim
− cosh r1 + cosh r2 cosh l
sinh r2 sinh l
=
−1 + cosh2 a
sinh2 a
= 1.
Thus limϕ1 = 0. Since the area of the hyperbolic triangle converges to 0. We have
limϕ2 = pi − θ.
(4) If lim(r1, r2) = (0, 0), the area of the hyperbolic triangle converges to 0, then
lim(ϕ1 + ϕ2) = pi − θ.
(5) If lim(r1, r2) = (∞, b) with b ∈ [0,∞), by the triangle inequality l > r1 − r2,
then lim l =∞. Thus
lim cosϕ2 = lim
− cosh r2 + cosh r1 cosh l
sinh r1 sinh l
= lim
− cosh r2
sinh r1 sinh l
+ lim
cosh r1
sinh r1
cosh l
sinh l
= 0 + 1.
Hence limϕ2 = 0.
(6) If lim(r1, r2) = (∞,∞), by the cosine law, we see
lim cosh l = lim(cosh r1 cosh r2 − cos θ sinh r1 sinh r2) = lim e
r1+r2(1 − cos θ) =∞.
Thus lim l =∞. By the cosine law,
lim cosϕ2 = lim
− cosh r2 + cosh r1 cosh l
sinh r1 sinh l
= lim
− cosh r2
sinh r1 sinh l
+ 1
= lim
− cosh r2
sinh r1 cosh l
+ 1
= lim
−er2
er1er1+r2(1− cos θ)
+ 1
= 0 + 1.
Hence limϕ2 = 0. 
Proof of Theorem 1.2. Assume the set of faces of the cell decomposition is F =
{f1, ..., fn}. Consider the space of radii ∆H = {(r(f1), ..., r(fn))} = R
n
>0. For
a fixed intersection angle function D : E → (0, pi), as in the Euclidean case
there is a mapping PH : ∆H → R
n sending the radii (r(f1), ..., r(fn)) to its
cone angles Φ = (Φ(f1), ...,Φ(fn)). Now we introduce the polytope δH = {Φ ∈
R
n
>0|Φ satisfies the condition (1.3)}. We claim that PH(∆H) ⊂ δH .
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In fact, for any nonempty subset X of F , let’s recall the decomposition E(X) =
E(X)1∪E(X)2. Notice as in Figure 1, in each hyperbolic triangle we have ϕ(f, e)+
ϕ(f ′, e) < D(e). Thus
∑
f∈X
1
2
Φ(f) =
∑
f∈X
∑
e<f
ϕ(f, e)
=
∑
e∈E(X)1,f∈X
ϕ(f, e) +
∑
e∈E(X)2
(ϕ(f, e) + ϕ(f ′, e))
<
∑
e∈E(X)1,f∈X
ϕ(f, e) +
∑
e∈E(X)2
D(e)
<
∑
e∈E(X)1
D(e) +
∑
e∈E(X)2
D(e)
=
∑
e∈E(X)
D(e).
Next, we claim the mapping PH : ∆H → δH is one to one. In fact, let r =
(r(f1), ..., r(fn)), r = (r(f1), ..., r(fn)) be two distinct points in ∆H . Let F0 = {fi ∈
F |r(fi) > r(fi)} and F 0 = {fi ∈ F |r(fi) < r(fi)}. Since r 6= r
′, at least one of
F0, F 0 is nonempty, say F0 is nonempty. Now we have
∑
f∈F0
1
2
Φ(f) =
∑
e∈E(F0)1,f∈F0
ϕ(f, e) +
∑
e∈E(F0)2
(ϕ(f, e) + ϕ(f ′, e)).
If e ∈ E(F0)1, e < f ∈ F0 and e < f
′ /∈ F0, then r(f) decreases while r(f
′) in-
creases or does not change, by Lemma 3.1(1), ϕ(f, e)(r) < ϕ(f, e)(r). If e ∈ E(F0)2,
then both of r(f) and r(f ′) decrease, by Lemma 3.1(2), ϕ(f, e)(r) + ϕ(f ′, e)(r) <
ϕ(f, e)(r) + ϕ(f ′, e)(r). Therefore
∑
f∈F0
1
2Φ(f)(r) <
∑
f∈F0
1
2Φ(f)(r). This shows
PH : ∆H → δH is one to one.
Therefore Therefore PH : ∆H → δH is a smooth embedding. Thus PH(∆H) is
open in δH . We will show PH(∆H) is also closed in δH . This will conclude that
PH(∆H) = δH since δH is connected. To show the closeness, we assume r
(m) is
a sequence of points in ∆H such that limm→∞ PH(r
(m)) = t ∈ δH . By taking
subsequence, we may assume limm→∞ r
(m) = s ∈ [0,∞]n. We only need to show
s ∈ (0,∞)n = ∆H . This will finish the proof since PH(s) = t.
Suppose otherwise that there is some face f so that s(f) ∈ {0,∞}, we will discuss
the two cases.
Case 1, if there is some face f so that limm→∞ r
(m)(f) = s(f) =∞, by Lemma
3.1(5) and (6), we have limm→∞ ϕ(f, e)(r
(m)) = 0 for each e < f. Thus
t(f) = lim
m→∞
Φ(f)(r(m))
= lim
m→∞
∑
e<f
ϕ(f, e)(r(m))
= 0.
This is a contradiction since we assume t ∈ δH .
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Case 2, there is no face f such that s(f) = ∞ but the subset F1 = {fi ∈
F |s(fi) = 0} is nonempty. We have∑
f∈F1
1
2
Φ(f)(r(m)) =
∑
e∈E(F1)1,f∈F1
ϕ(f, e)(r(m)) +
∑
e∈E(F1)2
(ϕ(f, e) + ϕ(f ′, e))(r(m)).
If e ∈ E(F1)1, e < f ∈ F1 and e < f
′ /∈ F1, then limm→∞(r
(m)(f), r(m)(f ′)) =
(0, s(f ′) > 0), by Lemma 3.1(3), limm→∞ ϕ(f, e)(r
(m)) = D(e). If e ∈ E(F1)2,
then limm→∞(r
(m)(f), r(m)(f ′)) = (0, 0), by Lemma 3.1 (4), limm→∞(ϕ(f, e) +
ϕ(f ′, e))(r(m)) = D(e). Hence
lim
m→∞
∑
f∈F1
1
2
Φ(f)(r(m)) =
∑
e∈E(F1)1
D(e) +
∑
e∈E(F1)2
D(e)
=
∑
e∈E(F1)
D(e).
This is a contradiction since we assume t ∈ δH . 
4. Variational principle for hyperbolic circle pattern
4.1. Angle structure. An angle structure for a hyperbolic circle pattern with an
intersection angle function D : E → (0, pi) and a cone angle function Φ : F → (0,∞)
is a function ϕ : F × E → (0, pi), such that ϕ(f, e) + ϕ(f ′, e) < D(e) for each two
faces f, f ′ sharing an edge e and
∑
e<f ϕ(f, e) =
1
2Φ(f) for each face f . Denote the
space of all angle structures by A. In this section we will use the duality theorem
in the linear programming. For a statement and a proof of the theorem, see for
example Kolman and Beck [5].
Lemma 4.1. Given a cellular decomposed surface Σ, an intersection angle function
D : E → (0, pi) and a cone angle function Φ : F → (0,∞), the closure of A is
nonempty if and only if
(4.1)
∑
f∈X
1
2
Φ(f) ≤
∑
e∈E(X)
D(e)
for any X ⊆ F.
Proof. Consider the linear programming problem (P ): minimize the objective func-
tion z = 0, subject to the constraints

ϕ(f, e) + ϕ(f ′, e) ≤ D(e)∑
e<f ϕ(f, e) =
1
2Φ(f)
ϕ(f, e) ≥ 0
The closure of A is exactly the set of solutions of above inequalities.
The dual problem (P ∗) has variables (..., yf , ..., ye, ...) indexed by F ∪ E. The
dual problem (P ∗) is to maximize the objective function z =
∑
f∈F
1
2Φ(f)yf +∑
e∈E D(e)ye, subject to the constraints{
ye ≤ 0
yf + ye ≤ 0 whenever e < f
Now by the definition of A and the duality theorem in the linear programming,
the following statements are equivalent.
(i) The closure of A is nonempty.
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(ii) There exists a feasible solution of the problem (P ).
(iii) The objective function of the problem (P ∗) is non-positive.
Hence to prove this lemma we only need to show the condition (4.1) is equivalent
to the statement (iii).
To show the condition (4.1) is necessary, we assume that the objective function
of (P ∗) is non-positive. For any X ⊆ F, let
yf =
{
1 if f ∈ X
0 if f /∈ X
and ye =
{
−1 if e ∈ E(X)
0 if e /∈ E(X)
It is easy to check (yf , ye) is a feasible solution of (P
∗). Thus 0 ≥ z(yf , ye) =∑
f∈X
1
2Φ(f)yf +
∑
e∈E(X)D(e)ye =
∑
f∈X
1
2Φ(f)−
∑
e∈E(X)D(e). This gives the
condition (4.1).
To show the condition (4.1) is sufficient, take an arbitrary feasible solution of
(P ∗): (yf , ye). Since we can replace the negative yf ’s by 0’s such that the objective
function does not decrease, we can assume all yf ≥ 0. Let X = {f ∈ F |yf > 0},
and a be the minimal element in the set {yf , f ∈ X}. Thus a > 0. Then we define
y
(1)
f =
{
yf − a if f ∈ X
yf = 0 if f /∈ X
and y(1)e =
{
ye + a if e ∈ E(X)
ye if e /∈ E(X)
We can check (y
(1)
f , y
(1)
e ) is still a feasible solution of (P ∗). In fact if e /∈ E(X),
then y
(1)
e = ye ≤ 0. If e ∈ E(X), there exists f
′ ∈ X such that e < f ′. Then
y
(1)
e = ye + a ≤ ye + yf ′ ≤ 0, since a is minimal and by assumption (yf ′ , ye) is
feasible. Next we consider y
(1)
f + y
(1)
e . If f ∈ X, y
(1)
f + y
(1)
e = yf + ye ≤ 0 or
y
(1)
f + y
(1)
e = yf − a+ ye < 0. If f /∈ X, y
(1)
f + y
(1)
e = y
(1)
e ≤ 0. Hence (y
(1)
f , y
(1)
e ) is
feasible.
Now z(y
(1)
f , y
(1)
e ) = z(yf , ye) + a(
∑
e∈E(X)D(e) −
∑
f∈X
1
2Φ(f)) ≥ z(yf , ye).
due to the condition (4.1). Notice that the number of 0’s in {y
(1)
f } is more than
that in {yf}. By the same procedure, we obtain a sequence of feasible solutions
(y
(i)
f , y
(i)
e ). After finite steps, it ends at a feasible solution (y
(n)
f = 0, y
(n)
e ≤ 0). Thus
z(yf , ye) ≤ z(y
(1)
f , y
(1)
e ) ≤ ... ≤ z(y
(n)
f , y
(n)
e ) =
∑
e∈E D(e)y
(n)
e ≤ 0. This shows that
the objective function of (P ∗) is non-positive. 
Theorem 4.2 (Bobenko-Springborn [1] Proposition 4). Given a cellular decom-
posed surface Σ, an intersection angle function D : E → (0, pi) and a cone angle
function Φ : F → (0,∞), A is nonempty if and only if
(4.2)
∑
f∈X
1
2
Φ(f) <
∑
e∈E(X)
D(e)
for any X ⊆ F.
Proof. Let ϕ(f, e) = a(f, e) + ε, where a(f, e) ≥ 0 and ε ≥ 0. Consider the linear
programming problem (P ) with variables {..., a(f, e), ...ε}: minimize the objective
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function z = −ε, subject to the constraints

a(f, e) + a(f ′, e) + 2ε ≤ D(e)∑
e<f a(f, e) + nfε =
1
2Φ(f)
a(f, e) ≥ 0
ε ≥ 0
where nf is the number of edges of the face f.
The dual problem (P ∗) has variables (..., yf , ..., ye, ...) indexed by F ∪ E. The
dual problem (P ∗) is to maximize the objective function z =
∑
f∈F
1
2Φ(f)yf +∑
e∈E D(e)ye, subject to the constraints

ye ≤ 0
yf + ye ≤ 0 whenever e < f∑
f∈F nfyf + 2
∑
e∈E ye ≤ −1
Now by the definition of A and the duality theorem in the linear programming, the
following statements are equivalent.
(i) The set A is nonempty.
(ii) There exists a feasible solution of the problem (P ) such that a(f, e) ≥ 0, ε >
0.
(iii) The minimal value of the objective function of the problem (P ) is negative.
(iv) The objective function of the problem (P ∗) is negative.
Hence to prove this lemma we only need to show the condition (4.2) is equivalent
to the statement (iv).
To show the condition (4.2) is necessary, if X = F, then
∑
f∈F
1
2
Φ(f) =
∑
f∈F
∑
e<f
ϕ(f, e)
=
∑
e∈E
(ϕ(f, e) + ϕ(f ′, e))
<
∑
e∈E
D(e).
For any X ⊂ F,X 6= F let
yf =
{
1 if f ∈ X
0 if f /∈ X
and ye =
{
−1 if e ∈ E(X)
0 if e /∈ E(X)
To show (yf , ye) is a feasible solution of (P
∗) we only need to check it satisfies∑
f∈F nfyf + 2
∑
e∈E ye ≤ −1. This is equivalent to
∑
f∈X nf − 2
∑
e∈E(X) ≤ −1.
It is true since X 6= F implies that 2|E(X)| >
∑
f∈X nf or 2|E(X)| ≥
∑
f∈X nf +
1. Since the objective function is negative, we have 0 > z(yf , ye) which implies∑
f∈X
1
2Φ(f) <
∑
e∈E D(e). This gives the condition (4.2).
To show the condition (4.2) is sufficient, by the proof of Lemma 4.1 we know the
objective function of (P ∗) is ≤ 0 under the condition (4.2) which is stronger than
the condition (4.1). We try to show it can not be 0. Otherwise, let (yf , ye) be a
feasible solution satisfying z(yf , ye) = 0. We obtain a new feasible solution (y
′
f , ye)
of (P ∗) by replacing the negative yf ’s by 0’s. Since the objective function does not
decrease, 0 = z(yf , ye) ≤ z(y
′
f , ye) ≤ 0. If there is some face f such that y
′
f > 0,
we can construct another feasible solution (y
(1)
f , y
(1)
e ) as in the proof of Lemma 4.1
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so that z(y
(1)
f , y
(1)
e ) > z(y′f , ye) = 0. This is impossible since the objective function
z ≤ 0.
Hence y′f = 0 for each f. Therefore 0 = z(y
′
f , ye) =
∑
e∈E D(e)ye. Since ye ≤ 0
for each e, we see that ye = 0 for each e. But (y
′
f = 0, ye = 0) does not satisfy
the condition
∑
f∈F nfyf + 2
∑
e∈E ye ≤ −1. This contradiction implies that the
objective function of (P ∗) can not be 0. 
4.2. The derivative cosine law. To prove Theorem 1.2 we will define an energy
function on A the space of angle structures. First, we will construct a function for
one triangle.
The following lemma is essentially obtained in Luo [7]. For the convenience of
readers, we include a simple proof here. We use

a1
...
an


to denote the diagonal matrix with diagonal entries (a1, . . . , an).
Lemma 4.3 (The derivative cosine law). For a hyperbolic triangle with three edges
l1, l2, l3 and opposite angles θ1, θ2, θ3, {i, j, k} = {1, 2, 3}, the differentials of l
′s and
θ′s satisfy
 dl1dl2
dl3

 = −1
sinh li sinh lj sin θk

 sinh l1sinh l2
sinh l3



 1 cosh l3 cosh l2cosh l3 1 cosh l1
cosh l2 cosh l1 1



 dθ1dθ2
dθ3

 .
Proof. By differentiating the cosine law of hyperbolic triangles
cosh li sin θj sin θk = cos θi + cos θj cos θk,
we have
sinh li sin θj sin θkdli
= − sin θidθi−(sin θj cos θk+cosh li cos θj sin θk)dθj−(cos θj sin θk+cosh li sin θj cos θk)dθk.
After replacing cosh li by using the cosine law
cosh li =
cos θi + cos θj cos θk
sin θj sin θk
and simplifying we get
sinh li sin θj sin θkdli = − sin θidθi −
cos θi cos θj + cos θk
sin θj
dθj −
cos θi cos θk + cos θj
sin θk
dθk
= − sin θi(dθi + cosh lkdθj + cosh ljdθk).
The matrix is derived from the sine law:
sin θi
sinh li
=
sin θj
sinh lj
, for any i, j ∈ {1, 2, 3}.

Let the domain T = {(ϕ1, ϕ2)|ϕ1 > 0, ϕ2 > 0, ϕ1 + ϕ2 < pi − θ} be the space of
angles (ϕ1, ϕ2) in a hyperbolic triangle with the third angle θ fixed.
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Lemma 4.4. For a hyperbolic triangle with three edges r1, r2, l and opposite angles
ϕ1, ϕ2, θ, when θ ∈ (0, pi) is fixed, let w = ln tanh
r1
2 dϕ2 + ln tanh
r2
2 dϕ1. Then
the function v(ϕ1, ϕ2) =
∫ (ϕ1,ϕ2)
(0,0) w is well defined and strictly concave down in the
domain T.
Proof. If θ ∈ (0, pi) is fixed, then dθ = 0, by Lemma 4.3, we have(
dr1
dr2
)
=
−1
sinh r1 sinh r2 sin θ
[
sinh r1
sinh r2
](
1 cosh l
cosh l 1
)(
dϕ1
dϕ2
)
=
−1
sinh r1 sinh r2 sin θ
[
sinh r1
sinh r2
](
cosh l 1
1 cosh l
)(
dϕ2
dϕ1
)
.
Then (
d ln tanh r12
d ln tanh r22
)
=
[
sinh−1 r1
sinh−1 r2
](
dr1
dr2
)
=
−1
sinh r1 sinh r2 sin θ
(
cosh l 1
1 cosh l
)(
dϕ2
dϕ1
)
.
We denote it to be (
d ln tanh r12
d ln tanh r22
)
=M
(
dϕ2
dϕ1
)
,
whereM is symmetric and negative definite. Hence w = ln tanh r12 dϕ2+ln tanh
r2
2 dϕ1
is a closed 1−form in the domain T . Therefore the function v(ϕ1, ϕ2) is well defined.
Since the Hessian matrix of v(ϕ1, ϕ2) is exactly the matrix M which is negative
definite, v(ϕ1, ϕ2) is strictly concave down in T. 
4.3. Boundary behavior. In this section we will investigate the behavior of the
function v(ϕ1, ϕ2) on the boundary of the closure of the domain T.
Lemma 4.5. The function v(ϕ1, ϕ2) can be continuously extended to the boundary
of the closure of the domain T.
Proof. By the cosine law
(tanh
r1
2
)2 =
cosh r1 − 1
cosh r1 + 1
=
cosϕ1 + cos(ϕ2 + θ)
cosϕ1 − cos(ϕ2 + θ)
=
sin pi−θ−ϕ1−ϕ22 sin
pi+θ−ϕ1+ϕ2
2
sin pi+θ−ϕ1−ϕ22 sin
pi−θ−ϕ1+ϕ2
2
.
By interchange the index 1,2, we obtain the similar formula.
(tanh
r2
2
)2 =
sin pi−θ−ϕ1−ϕ22 sin
pi+θ−ϕ2+ϕ1
2
sin pi+θ−ϕ1−ϕ22 sin
pi−θ−ϕ2+ϕ1
2
=
sin pi−θ−ϕ1−ϕ22 sin
pi−θ−ϕ1+ϕ2
2
sin pi+θ−ϕ1−ϕ22 sin
pi+θ−ϕ1+ϕ2
2
due to pi+θ−ϕ2+ϕ12 +
pi−θ−ϕ1+ϕ2
2 = pi.
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Thus
w =
1
2
(ln sin
pi − θ − ϕ1 − ϕ2
2
− ln sin
pi + θ − ϕ1 − ϕ2
2
)(dϕ2 + dϕ1)
+
1
2
(ln sin
pi + θ − ϕ1 + ϕ2
2
− ln sin
pi − θ − ϕ1 + ϕ2
2
)(dϕ2 − dϕ1).
Hence
v(ϕ1, ϕ2) = Λ(
pi − θ − ϕ1 − ϕ2
2
) + Λ(
pi − θ + ϕ1 + ϕ2
2
)
+ Λ(
pi − θ + ϕ1 − ϕ2
2
) + Λ(
pi − θ − ϕ1 + ϕ2
2
)− 4Λ(
pi − θ
2
),
where Λ(x) = −
∫ x
0 ln|2 sin t|dt is the Lobachevsky function. By the property
of Lobachevsky function, function v(ϕ1, ϕ2) can be continuously extended to the
boundary of the domain T . 
The closure of the domain T = {(ϕ1, ϕ2)|ϕ1 > 0, ϕ2 > 0, ϕ1 + ϕ2 < pi − θ} is
a triangle with vertexes O = (0, 0), V1 = (pi − θ, 0), V2 = (0, pi − θ). If (ϕ1, ϕ2) is
in the line segment of V1V2, the triangle with angles (ϕ1, ϕ2, θ) is a Euclidean or
degenerated Euclidean triangle. Otherwise the triangle with angles (ϕ1, ϕ2, θ) is a
hyperbolic or degenerated hyperbolic triangle. Let (ϕ1(t), ϕ2(t)) be a line segment,
where, for i = 1, 2 and 0 ≤ t ≤ 1,
ϕi(t) = (1− t)ϕi(0) + tϕi(1),
such that (ϕ1(1), ϕ2(1)) ∈ T and (ϕ1(0), ϕ2(0)) is in the closure of T .
Lemma 4.6. Let v(t) = v(ϕ1(t), ϕ2(t)).
(1) If (ϕ1(0), ϕ2(0)) is in the line segment of V1V2, then limt→0 v
′(t) =∞.
(2) Otherwise, limt→0 v
′(t) exists and is a finite number.
Proof. We have
v′(t) =
d
dt
v(ϕ1(t), ϕ2(t)) = ϕ
′
2(t) ln tanh
r1(t)
2
+ ϕ′1(t) ln tanh
r2(t)
2
,
where r1(t) and r2(t) are the edge lengths of the hyperbolic triangle with angles
(ϕ1(t), ϕ2(t), θ).
Case 1, if (ϕ1(0), ϕ2(0)) ∈ T , in the hyperbolic triangle with angles (ϕ1(0), ϕ2(0), θ),
the edge lengths r1(0), r2(0) are finite. Hence limt→0 v
′(t) exists and is a finite num-
ber.
Case 2, if (ϕ1(0), ϕ2(0)) is in the interior of the segment OV1 (similar for OV2), in
the hyperbolic triangle with angles (ϕ1(0), ϕ2(0) = 0, θ), the edge lengths r1(0) is in-
finite and the edge length r2(0) is finite. Hence limt→0 v
′(t) = ϕ′1(0) ln tanh
r2(0)
2 =
(ϕ1(1)− ϕ1(0)) ln tanh
r2(0)
2 is a finite number.
Case 3, if (ϕ1(0), ϕ2(0)) = O, in the hyperbolic triangle with angles (ϕ1(0) =
0, ϕ2(0) = 0, θ), the two edge lengths r1(0), r2(0) are infinite. Hence limt→0 v
′(t) =
0.
If (ϕ1(0), ϕ2(0)) is in the segment of V1V2, (ϕ1(0), ϕ2(0), θ) are the angles of a
Euclidean or degenerated Euclidean triangle. Thus the two edge lengths r1(0), r2(0)
turn to zero.
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By the computation in Lemma 4.5, we have
v′(t) =
1
2
(ϕ′2(t) + ϕ
′
1(t))(ln sin
pi − θ − ϕ1 − ϕ2
2
− ln sin
pi + θ − ϕ1 − ϕ2
2
)
+
1
2
(ϕ′2(t)− ϕ
′
1(t))(ln sin
pi + θ − ϕ1 + ϕ2
2
− ln sin
pi − θ − ϕ1 + ϕ2
2
).
Case 4, if (ϕ1(0), ϕ2(0)) is in the interior of the segment V1V2, then ϕ1(0)+ϕ2(0)+
θ = pi and ϕ1(0) > 0, ϕ2(0) > 0. Thus limt→0 v
′(t) = 12 (ϕ
′
2(0)+ϕ
′
1(0)) ln sin 0+finite
terms.
Since ϕ′1(0)+ϕ
′
2(0) = (ϕ1(1)+ϕ2(1))− (ϕ1(0)+ϕ2(0)) < (pi− θ)− (pi− θ) = 0,
then limt→0 v
′(t) =∞.
Case 5, if (ϕ1(0), ϕ2(0)) = V1 (similar for V2), then ϕ1(0) = pi − θ, ϕ2(0) = 0.
Thus limt→0 v
′(t) = 12 (ϕ
′
2(0)+ϕ
′
1(0))(ln sin 0− ln sin θ)+
1
2 (ϕ
′
2(0)−ϕ
′
1(0))(ln sin θ−
ln sin 0) = ϕ′1(0)(ln sin 0−ln sin θ) = (ϕ1(1)−ϕ1(0))(ln sin 0−ln sin θ). Since ϕ1(0) =
pi − θ > ϕ1(1), then limt→0 v
′(t) =∞.

4.4. Proof of Theorem 1.2. Given a cellular decomposed surface Σ, an inter-
section angle function D : E → (0, pi) and a cone angle function Φ : F → (0,∞),
if there exists a hyperbolic circle pattern, for each edge e there is a quadrilateral
which is a union of two congruent hyperbolic triangles. The angles of these triangles
define an angle structure. By Theorem 4.2, the condition (1.3) holds.
On the other hand, if the condition (1.3) holds, by Theorem 4.2, A the space
of all angle structures is nonempty. Given an angle structure ϕ ∈ A, for each
edge e shared by face f and f ′, there is a topological quadrilateral. We real-
ize the quadrilateral as a union of two congruent hyperbolic triangles with angles
(ϕ(f, e), ϕ(f ′, e), pi−D(e)). Let r(f, e) and r(f ′, e) be the edge lengths of one of the
two triangles. Since the two triangles are always congruent, we only need to take
care one of them.
For each hyperbolic triangle we have defined a function v. Summation of the
function v over “half” of all of triangles produces an energy function E : A → R. In
fact for ϕ ∈ A, let
E(ϕ) =
∑
e∈E
v(ϕ(f, e), ϕ(f ′, e))
=
∑
e∈E
∫ (ϕ(f,e),ϕ(f ′,e))
(0,0)
(ln tanh
r(f, e)
2
dϕ(f, e) + ln tanh
r(f ′, e)
2
dϕ(f ′, e)),
where faces f, f ′ share the edge e, r(f, e) and r(f ′, e) are the edge lengths of the
hyperbolic triangle with angles (ϕ(f, e), ϕ(f ′, e), pi − D(e)). By Lemma 4.4 and
Lemma 4.5, the function E is strictly concave down in A and can be continuously
extended to the boundary of the closure of A. Since the closure of A is compact, E
has the unique maximum point ϕ0 in closure of A.
First we claim that under the angle structure ϕ0, there is no Euclidean or de-
generated Euclidean triangles. Otherwise, choose any point ϕ1 ∈ A and join ϕ0
and ϕ1 by a line segment ϕt = (1− t)ϕ0 + tϕ1. Let E = I ∪ J, where each edge in
I corresponds to a hyperbolic or degenerate hyperbolic triangle while each edge in
J corresponds to a Euclidean or degenerated Euclidean triangle. Then
E(ϕt) =
∑
e∈I
v(ϕt(f, e), ϕt(f
′, e)) +
∑
e∈J
v(ϕt(f, e), ϕt(f
′, e)).
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Therefore
lim
t→0
d
dt
E(ϕt) =
∑
e∈I
lim
t→0
d
dt
v(ϕt(f, e), ϕt(f
′, e)) +
∑
e∈J
lim
t→0
d
dt
v(ϕt(f, e), ϕt(f
′, e)).
By Lemma 4.6, every term with index in I is finite while every term with index
in J is ∞. This is a contradiction. Since we assume ϕ0 is the maximum point,
limt→0
d
dt
E(ϕt) should be non-positive.
Now we may assume under the angle structure ϕ0, there is no Euclidean or
degenerated Euclidean triangles. Second we claim that under the angle structure
ϕ0, there is no zero angle. Otherwise some face f has a triangle △e with angles
(ϕ(f, e) = 0, x, pi − D(e)). Since the sum
∑
e<f ϕ(f, e) =
1
2Φ(f) > 0, face f has
another triangle △e′ with angles (ϕ(f, e
′) = y1 > 0, y2, pi−D(e
′)). Now we keep all
the angles in the triangles other than △e and △e′ while modify the angles of △e to
(t, x, pi−D(e)) and modify the angles of △e′ to (y1− t, y2, pi−D(e
′)). Since there is
no Euclidean or degenerated Euclidean triangles in ϕ0, then 0 + x+ pi−D(e) < pi.
We can make t + x + pi − D(e) < pi for sufficient small t > 0. And since y1 > 0,
we can make y1 − t > 0 for sufficient small t > 0. Therefore this angle assignment
gives a point ϕt in the closure of A. Now
lim
t→0
d
dt
E(ϕt) = lim
t→0
d
dt
v(t, x) + lim
t→0
d
dt
v(y1 − t, y2).
Since
d
dt
v(ϕ1(t), ϕ2(t)) = ϕ
′
2(t) ln tanh
r1(t)
2
+ ϕ′1(t) ln tanh
r2(t)
2
,
we have
lim
t→0
d
dt
v(t, x) = lim
t→0
[x′ ln tanh
r1(t)
2
+ t′ ln tanh
r2(t)
2
] = lim
t→0
ln tanh
r2(t)
2
,
where r1(t) (or r2(t)) is the edge length opposite to angle t (or x) in the hy-
perbolic triangle with angles (t, x, pi − D(e)). Thus limt→0 r2(t) = ∞. Hence
limt→0
d
dt
v(t, x) = 0.
And
lim
t→0
d
dt
v(y1−t, y2) = lim
t→0
[y′2 ln tanh
s1(t)
2
+(y1−t)
′ ln tanh
s2(t)
2
] = − lim
t→0
ln tanh
s2(t)
2
,
where s1(t) (or s2(t)) is the edge length opposite to angle y1 − t (or y2) in the
hyperbolic triangle with angles (y1 − t, y2, pi −D(e
′)). Thus limt→0 s2(t) are finite.
Hence limt→0
d
dt
v(y1 − t, y2) is a positive finite number.
This is a contradiction. Since we assume ϕ0 is the maximum point, limt→0
d
dt
E(ϕt)
should be non-positive.
By the above argument we have show under the angle structure ϕ0, every triangle
is a hyperbolic triangle. Hence ϕ0 ∈ A. Therefore ϕ0 is a critical point of the energy
function E . Since
∑
e<f ϕ(f, e) =
1
2Φ(f), variables {ϕ(f, e)} are not free. By the
method of Lagrange multiplier, the angle structure {ϕ0} is a critical point of the
energy function if and only if there exists a constant cf for each face f such that
0 =
d
dϕ(f, e)
[E(ϕ) −
∑
f∈F
cf (
∑
e<f
ϕ(f, e)−
1
2
Φ(f))] = ln tanh
r(f, e)
2
− cf .
This shows that the edge length r(f, e) does not depend on any edges of the face f
but depends only on the face f itself. Thus we can take it to be the radius of the
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face f. This gives us a radius function r : F → (0,∞), equivalently a hyperbolic
circle pattern.
By the argument above, a hyperbolic circle pattern induces an angle structure
which is a critical point of the energy function E . Since the function E is strictly
concave down in the convex set A, it has a unique critical point which implies the
uniqueness of the hyperbolic circle pattern up to isometry.
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