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Abstract A measurement of the top quark–antiquark pair
production cross section σtt in proton–proton collisions at a
centre-of-mass energy of 13 TeV is presented. The data cor-
respond to an integrated luminosity of 35.9 fb−1, recorded
by the CMS experiment at the CERN LHC in 2016. Dilep-
ton events (e±μ∓, μ+μ−, e+e−) are selected and the cross
section is measured from a likelihood fit. For a top quark
mass parameter in the simulation of mMCt = 172.5 GeV the
fit yields a measured cross section σtt = 803 ± 2 (stat) ±
25 (syst) ± 20 (lumi) pb, in agreement with the expecta-
tion from the standard model calculation at next-to-next-to-
leading order. A simultaneous fit of the cross section and
the top quark mass parameter in the powheg simulation
is performed. The measured value of mMCt = 172.33 ±
0.14 (stat) +0.66−0.72 (syst) GeV is in good agreement with pre-
vious measurements. The resulting cross section is used,
together with the theoretical prediction, to determine the top
quark mass and to extract a value of the strong coupling con-
stant with different sets of parton distribution functions.
1 Introduction
Measurements of the top quark–antiquark pair cross section
σtt in proton–proton (pp) collisions provide important tests
of the standard model (SM). At the CERN LHC, measure-
ments with increasing precision have been performed by the
ATLAS and CMS Collaborations in several different decay
channels and at four pp collision energies [1–5]. Precise the-
oretical predictions of σtt have been performed in pertur-
bative quantum chromodynamics (QCD) at next-to-next-to-
leading order (NNLO) [6–9]. The calculations depend on
several fundamental parameters: the top quark mass mt , the
strong coupling constant αS , and the parton distribution func-
tions (PDFs) of the proton. The measurements of σtt have
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been used to determine the top quark pole mass [1,4,10–12],
αS [4,13], and the PDFs [14–17].
The value of mt significantly affects the prediction for
many observables, either directly or via radiative corrections.
It is a key input to electroweak precision fits [18] and, together
with the value of the Higgs boson mass and αS , it has direct
implications on the SM predictions for the stability of the
electroweak vacuum [19]. In QCD calculations beyond lead-
ing order, mt depends on the renormalization scheme. In the
context of the σtt predictions, the pole (on-shell) definition
for the top quark mass mpolet has wide applications; how-
ever, it suffers from the renormalon problem that introduces
a theoretical ambiguity in its definition. The minimal subtrac-
tion (MS) renormalization scheme has been shown to have
a faster convergence than other schemes [20]. The relation
between the pole and MS masses is known to the four-loop
level in QCD [21]. Experimentally, the most precise measure-
ments of the top quark mass are obtained in so-called direct
measurements performed at the Tevatron and LHC [22–25].
Except for a few cases such as Ref. [26], the measurements
rely on Monte Carlo (MC) generators to provide the relation
between the top quark mass and an experimental observ-
able. Current MC generators implement matrix elements at
leading or next-to-leading order (NLO), while higher orders
are simulated through parton showering. Studies suggest that
the top quark mass parameter mMCt , as implemented in cur-
rent MC generators, corresponds to mpolet to an uncertainty
on the order of 1 GeV [27,28]. A theoretically well-defined
mass can be determined by comparing the measured tt cross
section to the fixed-order theoretical predictions [1,4,10–12].
With the exception of the quark masses, αS is the only
free parameter in the QCD Lagrangian. While the renor-
malization group equation predicts the energy dependence
of αS , i.e. it gives a functional form for αS(Q), where Q
is the energy scale of the process, actual values of αS can
only be obtained from experimental data. By convention and
to facilitate comparisons, αS values measured at different
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energy scales are typically evolved to Q = mZ, the mass of
the Z boson. The current world-average value for αS(mZ) is
0.1181±0.0011 [29]. In spite of this relatively precise result,
the uncertainty in αS still contributes significantly to many
QCD predictions, including cross sections for top quark or
Higgs boson production. Very few measurements allow αS
to be tested at high Q, and the precision on the world-average
value for αS(Q) is driven by low-Q measurements. A deter-
mination of σtt was used by the CMS Collaboration to extract
the value of αS(mZ) at NNLO for the first time [11]. In the
prediction for σtt , αS appears not only in the expression for
the parton-parton interaction but also in the QCD evolution
of the PDFs. Varying the value of αS(mZ) in the σtt calcula-
tion therefore requires a consistent modification of the PDFs.
The full correlation between the gluon PDF, αS , and mt in
the prediction for σtt has to be accounted for.
The analysis uses events in the dileptonic decay channels
in which the two W bosons from the electroweak decays
of the two top quarks each produce an electron or a muon,
leading to three event categories: e±μ∓, μ+μ−, and e+e−.
The data set was recorded by CMS in 2016 at a centre-of-
mass energy of 13 TeV, corresponding to an integrated lumi-
nosity of 35.9 fb−1. The measurement is performed using a
maximum-likelihood fit in which the sources of systematic
uncertainty are treated as nuisance parameters. Distributions
of observables are chosen as input to the fit so as to further
constrain the uncertainties. The fitting procedure largely fol-
lows the approach of Ref. [4]. In this analysis, the number
of events is significantly larger than in previous data sets,
thus providing tighter constraints. The dominant uncertain-
ties come from the integrated luminosity and the efficiency
to identify the two leptons. The correlation between the three
decay channels is used to constrain the overall lepton iden-
tification uncertainty to that of the better-constrained lepton,
which is the muon.
Experimentally, the measured value of σtt has a residual
dependence on the value of mMCt used in the simulation to
estimate the detector efficiency and acceptance. In contrast,
the experimental dependence of σtt on the value of αS(mZ)
used in the simulation is negligible [11]. For the extraction of
a theoretically well-defined mt , the dependence of the cross
section on the assumption of a mMCt value can be reduced by
including mMCt as an additional free parameter in the fit [30].
In this paper, the cross section σtt is first measured for a fixed
value of mMCt = 172.5 GeV, and then determined simultane-
ously with mMCt . In the simultaneous fit, input distributions
sensitive to the top quark mass are introduced in order to
constrain mMCt . For the measured parameter mMCt , the same
systematic uncertainties are taken into account as in Ref. [31].
Finally, the measured value of σtt at the experimentally con-
strained value of mMCt is used to extract αS(mZ) and mt in
the MS scheme, using different PDF sets. For mt , the pole
mass scheme is also considered.
The paper is structured as follows. After a brief descrip-
tion of the CMS experiment and the MC event generators in
Sect. 2, the event selection is presented in Sect. 3. The event
categories and the maximum-likelihood fit are explained in
Sect. 4. The systematic uncertainties in the measurement are
discussed in Sect. 5. The result of the cross section measure-
ment at a fixed value of mMCt = 172.5 GeV is presented in
Sect. 6, and the simultaneous measurement of σtt and mMCt
is presented in Sect. 7. The extraction of mt and αS in the MS
scheme and the top quark pole mass are described in Sects. 8
and 9, respectively, and a summary is given in Sect. 10.
2 The CMS detector and Monte Carlo simulation
The central feature of the CMS apparatus [32] is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal elec-
tromagnetic calorimeter, and a brass and scintillator hadron
calorimeter, each composed of a barrel and two endcap sec-
tions. These are used to identify electrons, photons, and
jets. Forward calorimeters extend the pseudorapidity cover-
age provided by the barrel and endcap detectors. Muons are
detected in gas-ionization chambers embedded in the steel
flux-return yoke outside the solenoid. The detector is nearly
hermetic, providing reliable measurement of the momentum
imbalance in the plane transverse to the beams. A two-level
trigger system selects interesting events for offline analy-
sis [33]. A more detailed description of the CMS detector,
together with a definition of the coordinate system used and
the relevant kinematic variables, can be found in Ref. [32].
The powheg v2 [34–36] NLO MC generator is used to
simulate tt events [37] and its model dependencies on mMCt ,
the PDFs [37], and the renormalization and factorization
scales, μr = μf = mT =
√
m2t + p2T, where mt is the
pole mass and pT is the transverse momentum of the top
quark. The PDF set NNPDF3.0 [38] is used to describe the
proton structure. The parton showers are modelled using
pythia 8.2 [39] with the CUETP8M2T4 underlying event
(UE) tune [40,41]. In this analysis, tt events are split into
a signal and a background component. The signal consists
of dilepton events and includes contributions from leptoni-
cally decaying τ leptons. All other tt events are considered
as background.
Contributions to the background include single top quark
processes (tW), Drell–Yan (DY) events (Z/γ ∗+jets), and
W+jets production, as well as diboson (VV) events (includ-
ing WW, WZ, and ZZ) with multiple jets, while the con-
tribution from QCD multijet production is found to be
negligible. The DY and tW processes are simulated in
powheg v2 [42–44] with the NNPDF3.0 PDF and interfaced
to pythia 8.202 with the UE tune CUETP8M2T4 [45] for
123
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hadronization and fragmentation. The W+jets events are gen-
erated at NLO using MadGraph5_amc@nlo 2.2.2 [46,47]
with the NNPDF3.0 PDF and pythia 8.2 with the UE tune
CUETP8M1. Events with WW, WZ, and ZZ diboson pro-
cesses are generated at leading order using pythia 8.2 with
the NNPDF2.3 PDF and the CUETP8M1 tune.
To model the effect of additional pp interactions within the
same or nearby bunch crossing (pileup), simulated minimum
bias interactions are added to the simulated data. Events in
the simulation are then weighted to reproduce the pileup dis-
tribution in the data, which is estimated from the measured
bunch-to-bunch instantaneous luminosity, assuming a total
inelastic pp cross section of 69.2 mb [48].
For comparison with the measured distributions, the event
yields in the simulated samples are normalized to their
cross section predictions. These are obtained from calcula-
tions at NNLO (for W+jets and Z/γ ∗+jets [49]), NLO plus
next-to-next-to-leading logarithms (NNLL) (for tW produc-
tion [50]), and NLO (for diboson processes [51]). For the
simulated tt sample, the full NNLO+NNLL calculation, per-
formed with the Top++ 2.0 program, is used [52]. The pro-
ton structure is described by the CT14nnlo [53] PDF set,
where the PDF and αS uncertainties are estimated using
the prescription by the authors. These are added in quadra-
ture to the uncertainties originating from the scale varia-
tion mt/2 < μr, μf < 2mt . The cross section prediction
is σ theo
tt
= 832 +20−29 (scale) ± 35 (PDF + αS) pb, assuming a
top quark pole mass of 172.5 GeV.
3 Event selection
Events with at least two leptons (electron or muon) of oppo-
site charge are selected. In events with more than two leptons,
the two leptons of opposite charge with the highest pT are
used. An event sample of three mutually exclusive event cat-
egories e±μ∓, μ+μ−, and e+e− is obtained.
A combination of single and dilepton triggers is used to
collect the events. Each event is required to pass at least
one of the triggers described below. Events in the e±μ∓
channel are required to contain either one electron with
pT > 12 GeV and one muon with pT > 23 GeV, or one elec-
tron with pT > 23 GeV and one muon with pT > 8 GeV.
Events in the same-flavour channels are required to have
pT > 23 (17) GeV for the electron (muon) with the higher
pT, referred to in the following as the leading lepton, and
pT > 12 (8) GeV for the other electron (muon), referred to
as the subleading lepton. For all channels, single-lepton trig-
gers with one electron (muon) with pT > 27 (24) GeV are
also used.
The particle-flow (PF) algorithm aims to reconstruct and
identify each individual particle in an event, and to form
PF candidates by combining information from the various
components of the CMS detector [54]. The reconstructed
vertex with the largest value of summed physics-object p2T
is taken to be the primary pp interaction vertex.
Electron and muon candidates are identified through their
specific signatures in the detector [55,56]. Lepton candidates
are required to have pT > 25 (20) GeV for the leading (sub-
leading) lepton, in the range |η| < 2.4. Electron candidates in
the transition region between the barrel and endcap calorime-
ters, corresponding to 1.4442 < |η| < 1.5660, are rejected
because the reconstruction of electrons in this region is not
optimal.
Lepton isolation requirements are based on the ratio of
the scalar sum of the pT of neighbouring PF candidates to
the pT of the lepton candidate, which is referred to as the
lepton isolation variable. These PF candidates are the ones
falling within a cone of size ΔR = 0.3 (0.4) for electrons
(muons), centred on the lepton direction, excluding the con-
tribution from the lepton candidate itself. The cone size ΔR is
defined as the square root of the quadrature sum of the differ-
ences in the azimuthal angle and pseudorapidity. The value
of the isolation variable is required to be smaller than 6% for
electrons and 15% for muons. Events with dilepton invari-
ant mass m		 < 20 GeV (	 = e, μ) are rejected to suppress
backgrounds due to QCD multijet production and decays of
low mass resonances. Additionally, leptons are required to
be consistent with originating from the primary interaction
vertex.
Jets are reconstructed from the PF candidates using the
anti-kT clustering algorithm with a distance parameter of
0.4 [57,58]. The jet momentum is determined from the vecto-
rial sum of all particle momenta in the jet, and is found from
simulation to be within 5 to 10% of the true momentum over
the relevant phase space of this analysis [59]. Pileup interac-
tions can contribute additional tracks and calorimetric energy
depositions to the jet momentum. To mitigate this effect,
charged particles identified as originating from pileup ver-
tices are discarded and an offset correction is applied to cor-
rect for remaining contributions [59]. The jet energy correc-
tions are determined from measurements of the energy bal-
ance in dijet, multijet, photon+jet, and leptonically decaying
Z+jets events, and are applied as a function of the jet pT and
η to both data and simulated events [59]. For this measure-
ment, jets are selected if they fulfill the criteria pT > 30 GeV
and |η| < 2.4.
Jets originating from the hadronization of b quarks (b jets)
are identified (b tagged) using the combined secondary ver-
tex [60] algorithm, which combines lifetime information
from tracks and secondary vertices. To achieve high purity, a
working point is chosen such that the fraction of light-flavour
jets with pT > 30 GeV that are falsely identified as b jets is
0.1%, resulting in an average efficiency of about 41% for
genuine b jets and 2.2% for c jets [60].
123
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In the same-flavour channels, μ+μ− and e+e−, DY events
are suppressed by excluding the region of the Z boson mass
through the requirement 76 < m		 < 106 GeV. In these
channels, events are also required to contain at least one b-
tagged jet.
Distributions of the leading and subleading lepton pT and
η, and the jet and b-tagged jet multiplicities in events fulfill-
ing the above selection criteria are shown in Figs. 1, 2 and 3
for the e±μ∓, μ+μ−, and e+e− channels, respectively. The
event yields in the simulations are normalized to the corre-
sponding cross section predictions, as explained in Sect. 2.
Selected events include a very small contribution from tt
processes in the lepton+jets decay channel (referred to as “tt
other” in the figures) in which one of the charged leptons
originates from heavy-flavour hadron decay, misidentified
hadrons, muons from light-meson decays, or electrons from
unidentified photon conversions. Such leptons also lead to
dilepton background in this analysis via W+jets processes.
In all categories, the simulation is found to describe the
data well within the systematic uncertainties, indicated by
the bands in the figures.
4 Event categories and fit procedure
The measurement is performed using a template fit to multid-
ifferential distributions, divided into distinct event categories
using the b-tagged jet multiplicity, similar to the method uti-
lized in a previous measurement [4]. In each of the same-
flavour channels, two categories are defined, corresponding
to events having 1 or 2 b-tagged jets. Events with zero b-
tagged jets are not included since they are dominated by the
DY background process. In the e±μ∓ channel, three cate-
gories are defined, corresponding to events having 1, 2, or
0 or ≥3 b-tagged jets. The templates describing the distri-
butions for the signal and background events are taken from
simulation. Categorizing the events by their b-tagged jet mul-
tiplicity allows the efficiency 
b for selecting and identifying
a b jet to be constrained. Previous measurements that used a
template fit with dilepton events were restricted to the e±μ∓
channel [1,4]. In this analysis, the decay channels with two
electrons and two muons are also included in the fit. In this
way, additional constraints on the lepton identification effi-
ciencies are obtained.
First, a visible tt cross section σ vis
tt
, defined for a phase
space corresponding to the experimentally accessible fidu-
cial volume, as described in Sect. 6, is determined. For the
visible cross section, the fit is used to constrain the systematic
uncertainties from the data. Using the relation
σtt =
σ vis
tt
A		
, (1)
the measured visible cross section is then extrapolated to the
full phase space to obtain σtt . Here, A		 denotes the accep-
tance, which is defined as the fraction of tt events that fulfill
the selection criteria for the visible cross section. The accep-
tance incorporates the combined branching fraction for the
t and t quarks to decay to two charged leptons [29]. Apart
from the free parameter of interest σ vis
tt
, the parameters of the
fit are the J nuisance parameters λ = (λ1, λ2, . . . , λJ ) cor-
responding to the various sources of systematic uncertainty,
discussed in detail in Sect. 5.
The likelihood function L is based on Poisson statistics:
L =
∏
i
e−νi νnii
ni !
∏
j
π(λ j ), (2)
where i denotes the bin of the respective final-state distribu-
tion, and νi and ni are the expected and observed number
of events in bin i , respectively. The symbol π(λ j ) denotes
a penalty term for the deviation of the nuisance parameter
λ j from its nominal value according to its prior density dis-
tribution. A Gaussian prior density distribution is assumed
for all nuisance parameters. The expectation values νi can be
written as
νi = si (σ vistt ,λ) +
∑
k
bMCk,i (λ). (3)
Here, si denotes the expected number of tt signal events in
bin i and the quantity bMCk,i represents the prediction of the
number of background events in bin i from source k. The
Minuit program [61] is used to minimize −2 ln (L) with L
given in Eq. (2), and the Minos [61] algorithm is used to
estimate the uncertainties.
For the determination of the b tagging efficiencies, multi-
nomial probabilities are used to describe the expected number
of signal events with one b-tagged jet, s1b, two b-tagged jets,
s2b, and zero or more than two b-tagged jets, sother:
s1b = Lσ vistt 
		2
b(1 − Cb
b), (4)
s2b = Lσ vistt 
		
2bCb, (5)
sother = Lσ vistt 
		(1 − 2
b(1 − Cb
b) − 
2bCb), (6)
where L denotes the integrated luminosity and 
		 is the effi-
ciency for events in the visible phase space to pass the full
selection described in Sect. 3. The quantity Cb corrects for
any small correlations between the tagging of two b jets in an
event, expressed as Cb = 4salls2b/(s1b + 2s2b)2, where sall
denotes the total number of signal events. The values for 
		,

b, and Cb are directly determined from the tt signal simula-
tion, expressing 
b as (s1b + 2s2b)/2sall. The values of these
parameters for the nominal signal simulation in the e±μ∓
channel are 
eμ = 0.49, 
b = 0.30, and Cb = 1.00.
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Fig. 1 Distributions of the transverse momentum (left) and pseudo-
rapidity (right) of the leading (upper) and subleading (middle) leptons
in the e±μ∓ channel after the event selection for the data (points) and
the predictions for the signal and various backgrounds from the sim-
ulation (shaded histograms). The lower row shows the jet (left) and
b-tagged jet (right) multiplicity distributions. The vertical bars on the
points represent the statistical uncertainties in the data. The hatched
bands correspond to the systematic uncertainty in the tt signal MC sim-
ulation. The uncertainties in the integrated luminosity and background
contributions are not included. The ratios of the data to the sum of the
predicted yields are shown in the lower panel of each figure. Here, the
solid gray band represents the contribution of the statistical uncertainty
in the MC simulation
The overall selection efficiency 
		 is a linear combina-
tion of the efficiencies 
eμ, 
ee, and 
μμ, in the three differ-
ent dilepton channels, each given by the product of the two
efficiencies for identifying a single lepton of the respective
flavour. Prior to the fit, the muon identification uncertainty
is smaller than that for electrons. By fitting the three dilep-
ton decay channels simultaneously, the ratio of single-lepton
efficiencies 
e and 
μ is constrained. In the fit, the electron
identification uncertainty is constrained to that for muons.
The values for 
		, 
b, Cb, the number of signal events
in each category, and the background rates depend on the
nuisance parameters λ. The dependence on the parameter λ j
is modelled by a second-order polynomial that describes the
quantity at the three values λ j = 0, 1,−1, corresponding to
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Fig. 2 The same distributions as in Fig. 1, but for the μ+μ− channel
the nominal value of the parameter and to a variation by +1
and − 1 standard deviation, respectively. If a variation is only
possible in one direction, a linear function is used to model
the dependence on λ j .
The events are further categorized by the number of addi-
tional non-b-tagged jets in the event. Each of the seven previ-
ously described event categories is further divided by group-
ing together events with 0, 1, 2, or ≥3 additional non-b-
tagged jets, thus producing 28 disjoint event categories. For
those categories that have events with at least one additional
non-b-tagged jet, the smallest pT among those jets is used
as the observable in the fit. For those categories containing
events with zero additional non-b-tagged jets, the total num-
ber of events in the category is used as the observable in the
fit. The further division of events into these categories and
the observable distributions from each category provide the
sensitivity to constrain the modelling systematic uncertain-
ties, such as those coming from variations in the scales for the
matrix element (ME) and parton shower (PS) matching. For
events with no additional jets, the total event yield is used.
The statistical uncertainty in the templates from simula-
tion is taken into account by using pseudo-experiments. At
each iteration, templates are varied within their statistical
uncertainty. Templates created from different simulations are
treated as statistically uncorrelated, while templates derived
by varying weights in the simulation are treated as correlated.
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Fig. 3 The same distributions as in Fig. 1, but for the e+e− channel
The template dependencies are rederived and the fit to data
is repeated. Repeating this 30,000 times yields an approxi-
mately Gaussian distribution of the fitted value of the tt cross
section (and of mMCt in the combined fit) and of the vast
majority of the nuisance parameters. The root-mean-square
of each distribution is considered as an additional uncertainty
from the event counts in the simulated samples for the cor-
responding nuisance parameter.
The input distributions to the fit are shown in Figs. 4, 5 and
6, where the data are compared to the signal and background
distributions resulting from the fit to the data. In the top row,
the number of events without additional non-b-tagged jets
is displayed. For events with at least one additional non-
b-tagged jet, the pT distributions of the non-b-tagged jet
with the smallest pT in the respective category is consid-
ered, except for the category corresponding to events with 2
b-tagged jets and at least three additional non-b-tagged jets,
where the statistical uncertainty of the simulation is high.
This distribution is chosen in order to constrain the jet energy
scale at lower jet pT, where the corresponding systematic
uncertainty is larger [59]. Good agreement is found between
the data and the simulation.
5 Systematic uncertainties
The contributions from each source of systematic uncertainty
are represented by nuisance parameters (see Sect. 4). For each
123
  368 Page 8 of 36 Eur. Phys. J. C           (2019) 79:368 
E
ve
nt
 y
ie
ld
50
100
310×
Data Signal Background
Syst MC stat
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±0 b tags  0 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
 y
ie
ld
10
20
30
310×
Data Signal Background
Syst MC stat
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±1 b tag  0 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
 y
ie
ld
5
10
15
310×
Data Signal Background
Syst MC stat
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±2 b tags  0 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
500
1000
1500 Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160 180 200
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±0 b tags  1 add. jet  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
500
1000 Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160 180 200
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±1 b tag  1 add. jet  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
50
100 Data Signal Background
Syst MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±2 b tags  1 add. jet  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
500
1000
1500
Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160 180 200
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±0 b tags  2 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
200
400
Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160 180 200
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±1 b tag  2 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
10
20
30
40
Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
50 100 150 200 250 300
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±2 b tags  2 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
500
1000
Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160 180 200
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±0 b tags  3 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
s 
/ G
eV
500
1000
Data
Signal
Background
Syst
MC stat
 [GeV]
T
Additional jet p
40 60 80 100 120 140 160 180 200
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±1 b tag  3 add. jets  (e  (13 TeV)-135.9 fb
E
ve
nt
 y
ie
ld
500
1000
1500
2000 Data Signal Background
Syst MC stat
P
re
d.
D
at
a
0.8
1
1.2
CMS
)
±
μ±2 b tags  3 add. jets  (e  (13 TeV)-135.9 fb
Fig. 4 Distributions in the e±μ∓ channel after the fit to the data. In
the left column events with zero or three or more b-tagged jets are
shown. The middle (right) column shows events with exactly one (two)
b-tagged jets. Events with zero, one, two, or three or more additional
non-b-tagged jets are shown in the first, second, third, and fourth row,
respectively. The hatched bands correspond to the total uncertainty in
the sum of the predicted yields including all correlations. The ratios of
the data to the sum of the simulated yields after the fit are shown in
the lower panel of each figure. Here, the solid gray band represents the
contribution of the statistical uncertainty in the MC simulation
uncertainty, the simulation is used to construct template his-
tograms that describe the expected signal and background
distributions for a given nuisance parameter variation. In the
fit of the templates to the data, the best values for σ vis
tt
(and
mMCt in the case of the combined fit) and all nuisance param-
eters are determined, as described in Sect. 4. The prior prob-
ability density functions for the nuisance parameters have a
Gaussian shape. Table 1 shows the value of the contributions
of the uncertainties after the fit.
Most of the experimental uncertainties are determined
from ancillary measurements in which data and simula-
tion are compared and small corrections to the simulation,
referred to as scale factors (SFs), are determined. To assess
the impact of the uncertainty in these corrections, the SFs are
varied within their uncertainty and the analysis is repeated.
The trigger efficiencies are determined using multiple
independent methods, which show agreement within 0.3%.
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Fig. 5 Distributions in the
μ+μ− channel after the fit to
the data. The left (right) column
shows events with exactly one
(two) b-tagged jets. Events with
zero, one, two, or three or more
additional non-b-tagged jets are
shown in the first, second, third,
and fourth row, respectively.
The hatched bands correspond
to the total uncertainty in the
sum of the predicted yields
including all correlations. The
ratios of the data to the sum of
the simulated yields after the fit
are shown in the lower panel of
each figure. Here, the solid gray
band represents the contribution
of the statistical uncertainty in
the MC simulation
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An additional statistical uncertainty arises because the SFs
are determined from the data in intervals of pT and η.
The uncertainty in the SFs of the lepton identification effi-
ciency is typically 1.5% for electrons and 1.2% for muons,
with a small dependency on the lepton pT and η. The uncer-
tainties in the calibration of the muon and electron momen-
tum scales are included as nuisance parameters for each lep-
ton separately. Their impact on the measurement is negligi-
ble.
The impact of the jet energy scale (JES) uncertainties is
estimated by varying the jet momenta within the JES uncer-
tainties, split into 18 contributions [59]. To account for the
jet energy resolution (JER), the SFs are varied within their
|η|-dependent uncertainties [62].
The uncertainties associated with the b tagging efficiency
are determined by varying the related corrections for the sim-
ulation of b jets and light-flavour jets, split into 16 orthogonal
contributions for b jets. These uncertainties depend on the pT
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Fig. 6 Same distributions as in
Fig. 5, but in the e+e− channel
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of each jet and amount to approximately 1.5% for b jets in tt
signal events [60].
The uncertainty in the modelling of the number of pileup
events is obtained by changing the inelastic pp cross sec-
tion, which is used to model the pileup in simulation, by
± 4.6% [48].
The integrated luminosity uncertainty is not included in
the fit as a nuisance parameter, but treated as an external
uncertainty. It is estimated to be 2.5% [63].
The ME scale uncertainties for the simulation of the tt
and DY are assessed by varying the renormalization and
factorization scale choices in powheg by factors of two
up and down independently [64,65], avoiding cases where
μf/μr = 1/4 or 4.
To estimate the uncertainty due to the NLO generator, the
powheg tt signal sample is replaced by a tt sample gener-
ated using the MadGraph5_amc@nlo program with FxFx
matching [66]. This uncertainty is only included in the com-
bined measurement of σtt and mMCt (Sect. 7) in order to com-
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pare with the latest direct top quark mass measurement from
CMS in the lepton+jets channel [31].
The PDF uncertainty is estimated using the 28 orthogonal
Hessian eigenvectors of the CT14 [53] PDF, which are used
as independent inputs to the fit.
Differential measurements of σtt at
√
s = 13 TeV have
demonstrated that the pT distribution of the top quark is softer
than predicted by the powheg simulation [67–69]. An addi-
tional uncertainty, referred to as “Top quark pT”, is estimated
by reweighting the simulation. This nuisance parameter has
a one-sided prior distribution.
The uncertainty due to the matching of the ME to the PS
in simulation is estimated by varying the hdamp parameter in
powheg, as described in Ref. [40]. The uncertainty due to
the assumptions in the UE tune is estimated by varying the
tuning parameters [40]. The impact of the PS scale uncer-
tainty is estimated by varying the initial-state radiation (ISR)
and the final-state radiation (FSR) scales by a factor of two
up and down [41], similar to the case of renormalization and
factorization scales.
The uncertainties due to the assumed b hadron branch-
ing fraction (BF) and fragmentation are taken into account
following the procedures described in Ref. [31]. For the
fragmentation, variations of the Bowler–Lund fragmentation
function [70] and the comparison to the Peterson fragmenta-
tion function [71] are considered.
The effects of colour reconnection (CR) processes on the
top quark final state are estimated by enabling early res-
onance decays (ERD) in pythia. In the nominal sample,
ERD are turned off. Alternative colour reconnection mod-
els are considered, such as “gluon move” [72] and “QCD
inspired” [73], since they were found to potentially have rel-
evant effects for the measurement of the top quark mass [31].
For the uncertainties related to the background con-
tributions, prior normalization uncertainties of 30% are
assumed [74]. The contributions of these uncertainties are
small and/or strongly constrained in the fit. For the DY back-
ground, separate nuisance parameters are used for each b-
tagged jet category in order to remove the dependence of
the fit result on the prediction of the b-tagged jet multiplic-
ity distribution by the DY MC simulation. Similarly, the DY
background is given an additional uncertainty of 5, 10, 30,
and 50% for events with exactly 0, 1, 2, and 3 or more jets,
respectively. The first three numbers are estimated by per-
forming scale variations in W+jets predictions with NLO
precision, whereas the last one is assigned conservatively.
In total, 103 uncertainty sources are used in the fit. In
Fig. 7, the normalized pulls and constraints for the nuisance
parameters related to the modelling uncertainties are shown.
For each nuisance parameter, the normalized pull is defined as
the difference between the best-fit and the input values, nor-
malized to the pre-fit uncertainty, and the constraint is defined
as the ratio of the post-fit to the pre-fit uncertainty. The vast
Table 1 The relative uncertainties in σ vis
tt
and σtt and their sources, as
obtained from the template fit. The uncertainty in the integrated lumi-
nosity and the MC statistical uncertainty are determined separately. The
individual uncertainties are given without their correlations, which are
however accounted for in the total uncertainties. Extrapolation uncer-
tainties only affect σtt . For these uncertainties, the ± notation is used if
a positive variation produces an increase in σtt , while the ∓ notation is
used otherwise
Source Uncertainty (%)
Trigger 0.3
Lepton ident./isolation 2.0
Muon momentum scale 0.1
Electron momentum scale 0.1
Jet energy scale 0.4
Jet energy resolution 0.4
b tagging 0.4
Pileup 0.1
tt ME scale 0.2
tW ME scale 0.2
DY ME scale 0.1
PDF 1.1
Top quark pT 0.5
ME/PS matching 0.2
UE tune 0.3
tt ISR scale 0.4
tW ISR scale 0.1
tt FSR scale 0.8
tW FSR scale 0.1
b quark fragmentation 0.7
b hadron BF 0.1
Colour reconnection 0.3
DY background 0.9
tW background 1.1
Diboson background 0.2
W+jets background 0.2
tt background 0.2
Statistical 0.2
Integrated luminosity 2.5
MC statistical 1.1
Total σ vistt uncertainty 3.8
Extrapolation uncertainties
tt ME scale ∓0.30.1
PDF ±0.80.6
Top quark pT ∓0.5<0.1
tt ISR scale ∓0.1<0.1
tt FSR scale ±0.1<0.1
UE tune <0.1
Total σtt uncertainty 4.0
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Fig. 7 Normalized pulls and constraints of the nuisance parameters
related to the modelling uncertainties for the cross section fit. The mark-
ers denote the fitted values, while the inner vertical bars represent the
constraint and the outer vertical bars denote the additional uncertainty
as determined from pseudo-experiments. The constraint is defined as
the ratio of the post-fit uncertainty to the pre-fit uncertainty of a given
nuisance parameter, while the normalized pull is the difference between
the post-fit and the pre-fit values of the nuisance parameter normalized
to its pre-fit uncertainty. The horizontal lines at ± 1 represent the pre-fit
uncertainty
majority of the nuisance parameters lie within one standard
deviation of their priors, reflecting the good agreement of the
nominal simulation with the data. Most tt signal uncertain-
ties show significant constraints with respect to their prior
uncertainty, illustrating the strength of the analysis ansatz.
The nuisance parameter for the pT distribution of the top
quarks is pulled by one standard deviation. This is expected
since it is known that the observed pT distribution of the top
quark is softer than predicted by the simulation [68,69].
6 Cross section measurement
The visible cross section is defined for tt events in the
fiducial region with two oppositely charged leptons (elec-
tron or muon). Contributions from leptonically decaying
τ leptons are included. The leading lepton is required to
have pT > 25 GeV, and the subleading lepton must have
pT > 20 GeV. Both leptons have to be in the range |η| < 2.4.
From the likelihood fit, described in Sect. 4, the visible cross
section is measured to be
σ vistt = 25.61 ± 0.05 (stat) ± 0.75 (syst) ± 0.64 (lumi) pb.
Here, the uncertainties denote the statistical uncertainty, the
systematic uncertainty, and that coming from the uncertainty
in the integrated luminosity. The full list of uncertainties is
presented in Table 1.
The total cross section σtt is obtained by extrapolating
the measured visible cross section to the full phase space.
As explained in Sect. 4, the extrapolation is described by a
multiplicative acceptance correction factor A		 (see Eq. (1)).
The extrapolation uncertainty is determined for each relevant
model systematic source j as described in the following: all
nuisance parameters except the one under study are fixed
to their post-fit values; the nuisance parameter λ j is set to
values +1 and − 1, and the variations of A		 are recorded.
The resulting variations of σtt with respect to the nominal
value, obtained with the post-fit value of λ j , are taken as the
additional extrapolation uncertainties. The individual uncer-
tainties in σtt from these sources are summed in quadrature
to estimate the total systematic uncertainty, as summarized
in Table 1. A fixed value of mMCt = 172.5 GeV is chosen in
the simulation, and no uncertainty is assigned.
The total cross section σtt is measured to be
σtt = 803 ± 2 (stat) ± 25 (syst) ± 20 (lumi) pb.
As shown in Table 1, in comparison to the fiducial cross sec-
tion, the relative systematic uncertainty in the total cross sec-
tion is marginally increased. The result is in good agreement
with the theoretical calculation at NNLO+NNLL, which pre-
dicts a tt cross section of 832 +20−29 (scale)±35 (PDF+αS) pb,
as described in Sect. 2.
An independent cross section measurement is performed
using a simple event-counting method and a more restrictive
event selection, following closely the analysis of Ref. [75].
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Fig. 8 Comparison of data (points) and pre-fit distributions of the
expected signal and backgrounds from simulation (shaded histograms)
used in the simultaneous fit of σtt and mMCt in the e±μ∓ channel. In
the left column events with zero or three or more b-tagged jets are
shown. The middle (right) column shows events with exactly one (two)
b-tagged jets. Events with zero, one, two, or three or more additional
non-b-tagged jets are shown in the first, second, third, and fourth row,
respectively. The hatched bands correspond to the total uncertainty in
the sum of the predicted yields. The ratios of data to the sum of the
predicted yields are shown in the lower panel of each figure. Here, the
solid gray band represents the contribution of the statistical uncertainty
The analysis uses events in the e±μ∓ channel with at least
two jets, at least one of which is b tagged. The cross section is
measured to be σtt = 804±2 (stat)±31 (syst)±20 (lumi) pb,
in good agreement with the main result.
7 Simultaneous measurement of σtt and mMCt
The analysis is designed such that the dependence of the
measured tt cross section on mMCt is small. However, because
of the impact of the top quark mass on the simulated detector
efficiency and acceptance, the measurement is expected to
have a residual dependence on the chosen value of mMCt . In
previous measurements, this dependence was determined by
repeating the analysis with varied mass values.
Here, the approach proposed in Refs. [5,30] is followed.
The value of mMCt is introduced in the fit as an additional free
parameter. In the simultaneous fit, σtt and mMCt are directly
constrained from the data. The resulting σtt and its uncer-
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Fig. 9 Comparison of data (points) and post-fit distributions of the
expected signal and backgrounds from simulation (shaded histograms)
used in the simultaneous fit of σtt and mMCt in the e±μ∓ channel. In
the left column events with zero or three or more b-tagged jets are
shown. The middle (right) column shows events with exactly one (two)
b-tagged jets. Events with zero, one, two, or three or more additional
non-b-tagged jets are shown in the first, second, third, and fourth row,
respectively. The hatched bands correspond to the total uncertainty in
the sum of the predicted yields and include the contribution from the
top quark mass (ΔmMCt ). The ratios of data to the sum of the predicted
yields are shown in the lower panel of each figure. Here, the solid gray
band represents the contribution of the statistical uncertainty
tainty therefore account for the dependence on mMCt and can
be used, e.g. for the extraction of mt and αS using fixed-order
calculations. The value of mMCt , in turn, can be compared
to the results of direct measurements using, e.g. kinematic
fits [31].
In contrast to the σtt measurement presented in Sect. 6, the
sensitivity of the simultaneous fit to mMCt is maximized by
introducing a new observable: the minimum invariant mass
mmin	b , which is defined as the smallest invariant mass found
when combining the charged leptons with the b jets in an
event. To minimize the impact from background, only the
e±μ∓ sample is used. The simultaneous fit of σtt and mMCt is
performed in 12 mutually exclusive categories, according to
the number of b-tagged jets and of additional non-b-tagged
jets in the event. The same observables as in Fig. 4 are used
as input to the fit, where the jet pT spectrum is replaced by
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Table 2 The same as Table 1, but for the simultaneous fit of σtt and
mMCt
Source Uncertainty (%)
Trigger 0.4
Lepton ident./isolation 2.2
Muon momentum scale 0.2
Electron momentum scale 0.2
Jet energy scale 0.7
Jet energy resolution 0.5
b tagging 0.3
Pileup 0.3
tt ME scale 0.5
tW ME scale 0.7
DY ME scale 0.2
NLO generator 1.2
PDF 1.1
mMCt 0.4
Top quark pT 0.5
ME/PS matching 0.2
UE tune 0.3
tt ISR scale 0.4
tW ISR scale 0.4
tt FSR scale 1.1
tW FSR scale 0.2
b quark fragmentation 1.0
b hadron BF 0.2
Colour reconnection 0.4
DY background 0.8
tW background 1.1
Diboson background 0.3
W+jets background 0.3
tt background 0.2
Statistical 0.2
Integrated luminosity 2.5
MC statistical 1.2
Total σ vis
tt
uncertainty 4.2
Extrapolation uncertainties
tt ME scale ∓0.4<0.1
PDF ±0.80.6
Top quark pT ±0.20.3
tt ISR scale ∓0.2<0.1
tt FSR scale ±0.1
UE tune <0.1
mMCt ∓0.20.3
Total σtt uncertainty
+4.3
−4.2
the mmin	b distribution in categories with at least one b-tagged
jet, as shown in Fig. 8.
Table 3 The absolute uncertainties in mMCt and their sources, from the
simultaneous fit of σtt and mMCt . The MC statistical uncertainty is deter-
mined separately. The individual uncertainties are given without their
correlations, which are however accounted for in the total uncertainties
Source Uncertainty (GeV)
Trigger 0.02
Lepton ident./isolation 0.02
Muon momentum scale 0.03
Electron momentum scale 0.10
Jet energy scale 0.57
Jet energy resolution 0.09
b tagging 0.12
Pileup 0.09
tt ME scale 0.18
tW ME scale 0.02
DY ME scale 0.06
NLO generator 0.14
PDF 0.05
σtt 0.09
Top quark pT 0.04
ME/PS matching 0.16
UE tune 0.03
tt ISR scale 0.16
tW ISR scale 0.02
tt FSR scale 0.07
tW FSR scale 0.02
b quark fragmentation 0.11
b hadron BF 0.07
Colour reconnection 0.17
DY background 0.24
tW background 0.13
Diboson background 0.02
W+jets background 0.04
tt background 0.02
Statistical 0.14
MC statistical 0.36
Total mMCt uncertainty
+0.68
−0.73
To construct the templates describing the dependence of
the final-state distributions on mMCt , separate MC simulation
samples of tt and tW production are used in which mMCt is
varied in the range mMCt = 172.5 ± 3 GeV. The data and
MC samples, the event selection, the modelling of the sys-
tematic uncertainties, and the fit procedure are identical to
those described in Sect. 4. In the simultaneous fit, the same
systematic uncertainties are included as in a previous CMS
measurement [31] of the mMCt . The results of the two mea-
surements are thus directly comparable.
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Comparisons of the data and the prediction from the MC
simulation before and after the fit are presented in Figs. 8
and 9, respectively. Good agreement is found in both cases.
The result of the fit is found to be stable against the choice
of the fit distributions, and the introduction of the mmin	b dis-
tribution was confirmed not to alter the final result on σtt
or the behaviour with respect to the nuisance parameters.
The procedure is calibrated by performing fits where data
is replaced by simulations with different mMCt hypotheses:
full closure of the method is obtained and no additional cor-
rection is applied. The effect of the statistical uncertainty in
the simulation on the fit results is estimated as explained in
Sect. 4 and is considered as an additional uncertainty. The
results for σtt and mMCt are
σtt = 815 ± 2 (stat) ± 29 (syst) ± 20 (lumi) pb,
mMCt = 172.33 ± 0.14 (stat) +0.66−0.72 (syst) GeV.
The value for the cross section is in good agreement with
the result obtained for a fixed value of mMCt = 172.5 GeV,
reported in Sect. 6. The correlation between the two param-
eters is found to be 12%.
The results of the simultaneous fit to σtt and mMCt are
summarized in Tables 2 and 3, respectively, together with
the contribution of each systematic uncertainty to the total
uncertainty. Normalized pulls and constraints of the nuisance
parameters related to modelling uncertainties are shown in
Fig. 10. The nuisance parameters displayed in this figure
show similar trends to those in Fig. 7, described above. Here,
the constraints on the nuisance parameters tend to be less
stringent because only data in the e±μ∓ channel are used to
determine the two parameters of interest, using mostly the
mmin	b spectra in place of the jet pT distributions within the jet
and b-tagged jet categories.
As a cross-check, a measurement of mMCt is performed
by fitting a single mmin	b distribution containing all events
with at least one b-tagged jet. The resulting value is mMCt
= 171.92 ± 0.13 (stat) +0.76−0.77 (syst) GeV. Since the uncorre-
lated uncertainty with respect to the main result is estimated
to be at least 0.54 GeV, which is larger than the difference
between the two measurements, the two results are in good
agreement.
8 Extraction of mt and αS(mZ) in the MS scheme
The cross section value obtained in the simultaneous fit to σtt
and mMCt is used to extract αS(mZ) and mt in the MS renor-
malization scheme. For this purpose, the measured and the
predicted cross sections are compared via a χ2 minimization.
The χ2 fit is performed using the open-source QCD analysis
framework xFitter [76] and a χ2 definition from Ref. [77].
The method to determine mt and αS(mZ) is very similar to
the one used in earlier CMS analyses to extract αS(mZ) using
jet cross section measurements, e.g. in Ref. [78].
It is assumed that the measured σtt is not affected by
non-SM physics. The SM theoretical prediction for σtt at
NNLO [6–9] is calculated using the Hathor 2.0 [79] pro-
gram, interfaced with xFitter. This is the only available
calculation to date that provides the mt definition in the MS
scheme. The top quark mass in the MS scheme is denoted
by mt(mt), following the convention of presenting the value
of a running coupling at a fixed value. In the calculation, the
renormalization and factorization scales, μr and μf , are set
to mt(mt). These are varied by a factor of two up and down,
independently, avoiding cases where μf /μr = 1/4 or 4, in
order to estimate the uncertainty due to the missing higher-
order corrections (referred to in the following as the scale
variation uncertainty).
The values of αS(mZ) and mt cannot be determined simul-
taneously, since both parameters alter the predictedσtt in such
a way that any variation of one parameter can be compen-
sated by a variation of the other. In the presented analysis, the
values of mt and αS(mZ) are therefore determined at fixed
values of αS(mZ) and mt , respectively.
The four most recent PDF sets available [80] at NNLO are
used:ABMP16nnlo [17],CT14nnlo [53], MMHT14nnlo [81],
and NNPDF3.1nnlo [82]. While CT14nnlo does not use
any tt data as input, the PDF sets ABMP16nnlo and
MMHT14nnlo use measurements of inclusive tt cross sec-
tions at the Tevatron and LHC, and NNPDF3.1nnlo makes
use of all available inclusive and differential tt cross sec-
tion measurements. Using the currently available tt measure-
ments has only a marginal effect on a global PDF and αS(mZ)
fit [17,53]. The details of the PDFs relevant for this analysis
are summarized in Table 4. In the MMHT14nnlo, CT14nnlo,
and NNPDF3.1nnlo PDFs, the value of αS(mZ) is assumed to
be 0.118. In ABMP16nnlo, αS(mZ) is fitted simultaneously
with the PDFs. The ABMP16nnlo PDF employs the MS
scheme for the heavy-quark mass treatment in its determina-
tion. Similar to the value of αS(mZ), the value of mt(mt) in
the ABMP16nnlo set is obtained in a simultaneous fit with the
PDFs. For the other PDFs, the values of mpolet are assumed,
as listed in Table 4. Since the analysis is performed in the
MS scheme, the assumed mpolet of each PDF is converted
into mt(mt) using the RunDec [83,84] code, according to
the prescription by the corresponding PDF group.
For each used PDF set, a series of αS(mZ) values is pro-
vided. The PDF uncertainties for all sets correspond to a
68% confidence level (CL), whereby the uncertainties in the
CT14nnlo PDF set are scaled down from 95% CL.
Because of the strong correlation between αS and mt in the
prediction of σtt , for the mt extraction, the value of αS(mZ) in
the theoretical prediction is set to that of the particular PDF
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Fig. 10 Normalized pulls and constraints of the nuisance parameters
related to the modelling uncertainties for the simultaneous fit of σtt and
mMCt . The markers denote the fitted value, while the inner vertical bars
represent the constraint and the outer vertical bars denote the additional
uncertainty as determined from pseudo-experiments. The constraint is
defined as the ratio of the post-fit uncertainty to the pre-fit uncertainty of
a given nuisance parameter, while the normalized pull is the difference
between the post-fit and the pre-fit values of the nuisance parameter nor-
malized to its pre-fit uncertainty. The horizontal lines at ± 1 represent
the pre-fit uncertainty
Table 4 Values of the top quark pole mass mpolet and strong coupling
constant αS(mZ) used in the different PDF sets. Also shown are the
corresponding mt(mt) values obtained using the RunDec [83,84] con-
version, the number of loops in the conversion, and the αS range used
to estimate the PDF uncertainties
ABMP16 NNPDF3.1 CT14 MMHT14
m
pole
t [GeV] 170.37 172.5 173.3 174.2
RunDec loops 3 2 2 3
mt(mt) [GeV] 160.86 162.56 163.30 163.47
αS(mZ) 0.116 0.118 0.118 0.118
αS range 0.112−0.120 0.108−0.124 0.111−0.123 0.108−0.128
set. Similarly, in the theoretical prediction of σtt used for the
αS(mZ) determination, the value of mt is the one used in
the PDF evaluation. The correlation of the values of mt(mt),
αS(mZ), and the proton PDFs in the prediction of σtt is also
studied.
To extract the value of αS(mZ) from σtt , the measured
cross section is compared to the theoretical prediction, and
for each αS(mZ) member of each PDF set, the χ2 is evalu-
ated. In the case of ABMP16nnlo and NNPDF3.1nnlo, the
complete set of PDF uncertainties is provided for each mem-
ber of the αS(mZ) series and is accounted for in the analysis.
The uncertainties in the CT14nnlo and MMHT14nnlo PDFs
are evaluated only for the central αS(mZ) value of 0.118 and
are used for each αS(mZ) variant in the fit. The optimal value
of αS(mZ) is subsequently determined from a parabolic fit of
the form
χ2(αS) = χ2min +
(
αS − αminS
δ(αminS )
)2
(7)
to the χ2(αS) values. Here, χ2min is the χ2 value at αS = αminS
and δ(αminS ) is the fitted experimental uncertainty in αminS ,
which also accounts for the PDF uncertainty. The χ2(αS)
scan is illustrated in Fig. 11 for the PDF sets used, demon-
strating a clear parabolic behaviour. To estimate the scale
variation uncertainties, this procedure is repeated with μr and
μf being varied, and the largest deviations of the resulting
values of αminS from that of the central scale choice are con-
sidered as the corresponding uncertainties. The values of the
αS(mZ) obtained using different PDFs are listed in Table 5
and shown in Fig. 11. The uncertainties in the measured σtt
and the PDF contribute about equally to the resulting αS(mZ)
uncertainty.
123
  368 Page 18 of 36 Eur. Phys. J. C           (2019) 79:368 
ABMP16
MMHT14
CT14
NNPDF3.1
αS(mZ)
χ2
CMS 35.9 fb-1 (13 TeV)
0
2.5
5
7.5
10
0.105 0.11 0.115 0.12 0.125
CMS 35.9 fb-1 (13 TeV)
σtt
_
ABMP16nnlo
mt(mt) = 160.86 GeV
NNPDF3.1nnlo
mt(mt) = 162.56 GeV
MMHT14nnlo
mt(mt) = 163.47 GeV
CT14nnlo
mt(mt) = 163.30 GeV
PD
G
20
18
αS(mZ)
0.105 0.11 0.115 0.12
Fig. 11 Left: χ2 versus αS obtained from the comparison of the mea-
sured σtt value to the NNLO prediction in the MS scheme using differ-
ent PDFs (symbols of different styles). Right: αS(mZ) obtained from
the comparison of the measured σtt value to the theoretical prediction
using different PDF sets in the MS scheme. The corresponding value of
mt(mt) is given for each PDF set. The inner horizontal bars on the points
represent the experimental and PDF uncertainties added in quadrature.
The outer horizontal bars show the total uncertainties. The vertical line
displays the world-average αS(mZ) value [29], with the hatched band
representing its uncertainty
Table 5 Values of αS(mZ) with their uncertainties obtained from a
comparison of the measured σtt value to the NNLO prediction in the MS
scheme using different PDF sets. The first uncertainty is the combination
of the experimental and PDF uncertainties, and the second is from the
variation of the renormalization and factorization scales
PDF set αS(mZ)
ABMP16 0.1139 ± 0.0023 (fit + PDF) +0.0014−0.0001 (scale)
NNPDF3.1 0.1140 ± 0.0033 (fit + PDF) +0.0021−0.0002 (scale)
CT14 0.1148 ± 0.0032 (fit + PDF) +0.0018−0.0002 (scale)
MMHT14 0.1151 ± 0.0035 (fit + PDF) +0.0020−0.0002 (scale)
The values of αS(mZ) obtained using different PDF sets
are consistent among each other and are in agreement with the
world-average value [29] within the uncertainties, although
suggesting a smaller value of αS(mZ). The value of αS(mZ)
is also in good agreement with the recent result of the analy-
sis in Ref. [85] of jet production in deep-inelastic scattering
using the NNLO calculation by the H1 experiment, and is of
comparable precision.
The same procedure is used to extract mt(mt) by fix-
ing αS(mZ) to the nominal value at which the used PDF
is evaluated. The fit is performed by varying mt(mt) in a 5-
GeV range around the central value used in each PDF. The
uncertainties related to the variation of αS(mZ) in the PDF
are estimated by repeating the fit using the PDF eigenvec-
tors with αS(mZ) varied within its uncertainty, as provided
by NNPDF3.1nnlo, MMHT2014nnlo, and CT14nnlo. In the
Table 6 Values of mt(mt) obtained from the comparison of the σtt
measurement with the NNLO predictions using different PDF sets. The
first uncertainty shown comes from the experimental, PDF, and αS(mZ)
uncertainties, and the second from the variation in the renormalization
and factorization scales
PDF set mt(mt) (GeV)
ABMP16 161.6 ± 1.6 (fit + PDF + αS) +0.1−1.0 (scale)
NNPDF3.1 164.5 ± 1.6 (fit + PDF + αS) +0.1−1.0 (scale)
CT14 165.0 ± 1.8 (fit + PDF + αS) +0.1−1.0 (scale)
MMHT14 164.9 ± 1.8 (fit + PDF + αS) +0.1−1.1 (scale)
case of ABMP16nnlo, the value of αS(mZ) is a free parame-
ter in the PDF fit and its uncertainty is implicitly included in
the ABMP16nnlo PDF uncertainty eigenvectors. The result-
ing mt(mt) values are summarized in Table 6, where the fit
uncertainty corresponds to the precision of the σtt measure-
ment. The results obtained with different PDF sets are in
agreement, although the ABMP16nnlo PDF set yields a sys-
tematically lower value. This difference is expected and has
its origin in a larger value of αS(mZ) = 0.118 assumed in
the NNPDF3.1, MMHT2014, and CT14 PDFs.
The values of mt(mt) are in agreement with those origi-
nally used in the evaluation of each PDF set. The results are
shown in Fig. 12 for the four different PDFs used.
The dependence of the αS(mZ) result on the assumption
on mt(mt) is investigated for each PDF by performing the
χ2(αS) scan for ten values of mt(mt) varying from 160.5
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Fig. 12 Values of mt(mt) obtained from comparing the σtt measure-
ment to the theoretical NNLO predictions using different PDF sets. The
inner horizontal bars on the points represent the quadratic sum of the
experimental, PDF, and αS(mZ) uncertainties, while the outer horizon-
tal bars give the total uncertainties
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Fig. 13 Values of αS(mZ) obtained in the comparison of the σtt mea-
surement to the NNLO prediction using different PDFs, as a function
of the mt(mt) value used in the theoretical calculation. The results from
using the different PDFs are shown by the bands with different shadings,
with the band width corresponding to the quadratic sum of the experi-
mental and PDF uncertainties in αS(mZ). The resulting measured values
of αS(mZ) are shown by the different style points at the mt(mt) values
used for each PDF. The inner vertical bars on the points represent the
quadratic sum of the experimental and PDF uncertainties in αS(mZ),
while the outer vertical bars show the total uncertainties
Table 7 Values of mpolet obtained by comparing the σtt measurement
with predictions at NNLO+NNLL using different PDF sets
PDF set mpolet (GeV)
ABMP16 169.9 ± 1.8 (fit + PDF + αS) +0.8−1.2 (scale)
NNPDF3.1 173.2 ± 1.9 (fit + PDF + αS) +0.9−1.3 (scale)
CT14 173.7 ± 2.0 (fit + PDF + αS) +0.9−1.4 (scale)
MMHT14 173.6 ± 1.9 (fit + PDF + αS) +0.9−1.4 (scale)
to 165.0 GeV. A linear dependence is observed, as shown in
Fig. 13.
9 Extraction of mt in the pole mass scheme
The extraction of mt is repeated in the pole mass scheme
using the Top++ 2.0 program [52], which employs the cal-
culation of σtt at NNLO, improved by the NNLL soft-gluon
resummation. The results are summarized in Table 7. The
scale variation uncertainties are estimated in the same way
as in the case of the mt(mt) extraction. These uncertainties
are larger than those determined in the MS scheme. This is
because of the better convergence of the perturbative series
when using the MS renormalization scheme in the calcula-
tion of σtt .
10 Summary
A measurement of the top quark–antiquark pair produc-
tion cross section σtt by the CMS Collaboration in proton–
proton collisions at a centre-of-mass energy of 13 TeV is
presented, corresponding to an integrated luminosity of
35.9 fb−1. Assuming a top quark mass in the simulation of
mMCt = 172.5 GeV, a visible cross section is measured in the
fiducial region using dilepton events (e±μ∓, μ+μ−, e+e−)
and then extrapolated to the full phase space. The total tt
production cross section is found to be σtt = 803±2 (stat)±
25 (syst) ± 20 (lumi) pb. The measurement is in good agree-
ment with the theoretical prediction calculated to next-to-
next-to-leading order in perturbative QCD, including soft-
gluon resummation to next-to-next-to-leading logarithm.
The measurement is repeated including the top quark mass
in the powheg simulation as an additional free parameter in
the fit. The sensitivity to mMCt is maximized by fitting the
minimum invariant mass found when combining the charged
leptons with the b jets in an event. This yields a cross sec-
tion of σtt = 815 ± 2 (stat) ± 29 (syst) ± 20 (lumi) pb and
a value of mMCt = 172.33 ± 0.14 (stat) +0.66−0.72 (syst) GeV, in
good agreement with previous measurements. The value of
σtt obtained in the simultaneous fit is further used to extract
the values of the top quark mass and the strong coupling
constant at next-to-next-to-leading order in the minimal sub-
traction renormalization scheme, as well as the value of the
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top quark pole mass for different sets of parton distribution
functions.
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