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En este trabajo se presenta un modelo para estudiar los superconductores de tipo-I. El objetivo
principal es reproducir el estado intermedio, en el que regiones del material han transitado al estado
normal mientras el resto sigue en estado superconductor. Reproducir las estructuras encontradas
experimentalmente y entender la histe´resis que aparece en estos sistemas bajo determinadas condi-
ciones es otro de los objetivos. El sistema a estudio es una la´mina delgada sometida a un campo
externo perpendicular a la misma y a temperatura nula. Los resultados obtenidos reproducen en
gran medida lo esperado, pese a que los ciclos de histe´resis no son exactamente los encontrados
experimentalmente.
I. INTRODUCCIO´N
En este trabajo se pretende simular una la´mina
delgada de un material superconductor de tipo-I con
el objetivo de estudiar la evolucio´n de las regiones
normales/superconductoras en el estado intermedio1.
Los superconductores, tanto de tipo-I como de tipo-
II, se caracterizan por su propiedad de expulsar el
campo magne´tico de su interior en lo que se conoce
como efecto Meissner2. Ma´s detalladamente, el efec-
to Meissner, tambie´n denominado efecto Meissner-
Ochsenfeld, consiste en la desaparicio´n total del flu-
jo del campo magne´tico en el interior de un material
superconductor por debajo de su temperatura cr´ıtica.
Meissner y Ochsenfeld encontraron que el campo
magne´tico se anula completamente en el interior del
material superconductor y que las l´ıneas de campo
magne´tico son expulsadas del interior del material, por
lo que este se comporta como un material diamagne´ti-
co perfecto. Lo que sucede es que el material en estado
superconductor se magnetiza con una susceptibilidad
χ = −1 de tal forma que dicha magnetizacio´n de opo-
ne al campo externo aplicado, lo que resulta en una
induccio´n magne´tica nula en el interior3:
B = µ0(H +M) = µ0(1 + χ)H = 0. (1)
La simulacio´n que se realiza en este trabajo se hace
a T = 0 de forma que la u´nica condicio´n para aban-
donar el estado superconductor es haber superado el
campo cr´ıtico. Esto puede suceder en una regio´n con-
creta del superconductor, de forma que en dicha re-
gio´n se transite al estado normal mientras el resto del
material sigue en estado superconductor. El respon-
sable de esta no homogeneidad del campo magne´tico
en el interior del material es generalmente el campo
dipolar, que depende altamente de la geometr´ıa y que
justamente provoca que en el material aparezcan re-
giones con un campo desimantador mayor (como en
la regio´n ecuatorial de una esfera superconductora ba-
jo un campo externo). Si siguie´ramos aumentando el
campo llegar´ıa un momento en el que todo el material
pasa al estado normal1. Esos dos campos clave reciben
el nombre de campo cr´ıtico 1 (Hc1) y campo cr´ıtico
2 (Hc2). La regio´n comprendida entre el campo cero
y Hc1 recibe el nombre de regio´n Meissner, la com-
prendida entre Hc1 y Hc2 se conoce como regio´n del
estado intermedio (no confundir con el estado mixto
presente en los superconductores de tipo-II donde las
zonas normales son de taman˜o microsco´pico y reci-
ben el no´mbre de vo´rtices1) y finalmente, por encima
de Hc2 se dice que es la regio´n del estado normal.
En la figura 1 podemos ver las tres regiones corres-
pondientes a los tres estados posibles de un material
superconductor de tipo-I.
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Figura 1: Curva de magnetizacio´n de un superconductor de
tipo-I para el que existe estado intermedio. Se distinguen
claramente tres regiones, la Meissner en la que se expulsa
perfectamente el campo externo aplicado (B = 0), la de
estado intermedio, donde aparecen regiones normales que
no pueden expulsar el campo, y finalmente la regio´n nor-
mal en la que todo el material se encuentra en el estado
normal.
Estudiar co´mo se distribuyen y que´ forma tie-
nen las regiones superconductoras en el estado
intermedio es algo que se lleva estudiando mucho
tiempo4–12. Mediante las ima´genes obtenidas en
los u´ltimos an˜os utilizando la magnetoo´ptica de
alta resolucio´n13 se ha conseguido profundizar en
el campo, y gracias a ello se han propuesto ideas
nuevas sobre co´mo se forman dichas estructuras y
sobre la irreversibilidad que muestra el proceso de
formacio´n cuando se realiza un ciclo de histe´resis13–20.
Para simular el comportamiento en la zona inter-
media se han utilizado muchos modelos: modelo XY,
Heisenberg, de “current-loop”10, o el “time-dependent
2Ginzburg–Landau” (TDGL)21–23. Sin embargo, en es-
te trabajo utilizaremos un modelo de Ising bidimen-
sional en el que se introduce un h´ıbrido entre ca´lculo
anal´ıtico y campo medio para simular el superconduc-
tor. En la siguiente seccio´n se detalla el modelo.
II. SIMULACIO´N
Como se ha dicho antes, simularemos un supercon-
ductor mediante el siguiente modelo de Ising bidimen-
sional24:
H =
∑
i
εcondSi +
∑
〈i,j〉
εsurfSiSj +
∑
i
εmagSiH
2
i , (2)
con
S
1, normal−1, superconductor ,
y donde los prefactores ε los tomamos todos en uni-
dades de εcond = H2c a
2c, de forma que
Econd = 1, Esurf = εsurf
H2c a
2c
, Emag = 1,
ya que εmag = H2c a
2c (si expresamos Hi en unidades
de Hc). Los para´metros a y c son el para´metro de
red de la la´mina y el grosor, respectivamente. Los
ı´ndices del Hamiltoniano equivalen a la expresio´n de
un sistema bidimensional, i.e., Sij , expresada en una
vector unidimensional. El programa trata el sistema
como bidimensional, pero en este trabajo se presenta
con un u´nico ı´ndice por sencillez.
Del Hamiltoniano propuesto distinguimos tres
te´rminos: el primero esta´ asociado a la energ´ıa de
condensacio´n en estado superconductor o normal,
el segundo representa la energ´ıa de barrera entre
regiones superconductoras y normales (SN), SS
o´ NN, y el tercero representa la energ´ıa debida a
la interaccio´n con el campo magne´tico. Sin duda es
el tercer te´rmino el que presenta mayor dificultad
de ca´lculo ya que en principio deber´ıa calcularse el
campo magne´tico en cada punto debido al campo
externo aplicado y al campo dipolar, que implica
tener en cuenta todos los puntos del material.
El ca´lculo del campo dipolar3:
~B(~m,~r) =
µ0
4pir3
(3(~m · rˆ)rˆ − ~m) + 2µ0
3
~mδ3(~r), (3)
con
~m ‖ ˆ, ~r ‖ ıˆ =⇒ (~m · rˆ)rˆ = 0,
por tratarse de una la´mina delgada, y
m =MdV =Ma2c = −Ha2c, (4)
se “dividira´” en dos partes, una primera en la que
se sumara´ la contribucio´n de todos los puntos en un
disco de radio rd alrededor de i, y una segunda que
utilizara´ un campo medio para tener en cuenta la con-
tribucio´n de todos los puntos ma´s alla´ del disco de
radio rd. Podemos ver un esquema de esta idea en la
figura 2. Esto es,
Bdi = µ0
c
4pia
∑
|j|≤rd
HjS˜j
r3ij
+ µ0
c
2rda
H¯, (5)
con
S˜ =
1− S
2
, y H¯ =
1
N
∑
j
HjS˜j .
∑
|j|≤rd
HjS˜j
r3ij
rd
H¯ =
1
N
∑
j
HjS˜j
i
Figura 2: Regiones en las que se divide el ca´lculo del campo
dipolar.
El campo magne´tico en i,
Hi = Ha +
Bdi
µ0
, (6)
se calculara´ de forma iterativa. Una vez calculado el
campo medio H¯ se itera la expresio´n (6) hasta que
converja, imponiendo una tolerancia de, por ejemplo,
10−3.
Para estudiar la evolucio´n el sistema utilizaremos
el algoritmo de Metropolis24 que nos da la probabili-
dad de que un punto cualquiera del sistema cambie de
estado, i.e.,
p(Si → −Si) =
1, si ∆Ei < 0exp(−∆Ei/T ), si ∆Ei ≥ 0 , (7)
con
∆Ei = −Si
1− Esurf∑
〈i,j〉
Sj −Hi2
 . (8)
Como hemos dicho al principio del trabajo, el es-
tudio se realiza a T = 0 por lo que el algoritmo de
Metropolis se reduce a
p(Si → −Si) =
1, si ∆Ei < 00, si ∆Ei ≥ 0 , (9)
3de forma que el cambio propuesto sera´ aceptado so´lo
en el caso de que dicho cambio minimice la energ´ıa del
sistema. Esto implica poder determinar unas cotas pa-
ra Hc1(↑) y Hc2(↓), i.e., en un ciclo de histe´resis, el
primer punto en el que se abandona la regio´n Meissner
Hc1 aumentando el campo (↑) desde el estado super-
conductor y el primer punto en el que se entra en
la regio´n de estado intermedio Hc2 disminuyendo el
campo (↓) desde el estado normal. En la figura 3 po-
demos ver dichos puntos en la rama derecha de un ci-
clo de histe´resis. Los campos cr´ıticos Hc1(↓) y Hc2(↑)
so´lo pueden acotarse diciendo que Hc1(↓) ≤ Hc1(↑)
y Hc2(↑) ≥ Hc2(↓) al tratarse de puntos obtenidos
mediante una cadena de Markov24.
Las cotas encontradas anal´ıticamente son
Hc2(↑) ≥ Hc1(↑) . (1 + 4Esurf)1/2 , (10)
Hc1(↓) ≤ Hc2(↓) & (1− 4Esurf)1/2 . (11)
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Figura 3: Curva de magnetizacio´n en la que podemos ver
los campos cr´ıticos en un cliclo de histe´resis. La l´ıneas
punteadas representan cadenas de Markov.
Para estudiar el efecto de las condiciones perio´dicas
sobre la evolucio´n de la magnetizacio´n en un ciclo de
histe´resis se ha implementado en el programa la po-
sibilidad de elegir condiciones de contorno perio´dicas
o no. En realidad en el caso de condiciones no pe-
rio´dicas so´lo se rompe la periodicidad en una de las
direcciones, i.e., en el sistema rectangular tendremos
dos extremos con condiciones perio´dicas y otros dos
sin ellas. Tambie´n se implemento´ la posibilidad de de-
finir huecos en el recta´ngulo. Tanto la no periodicidad
como los huecos se han generado a partir de asignar a
cada punto del sistema una propiedad sobre si es o no
material, de la misma forma que tenia ya las propieda-
des estado y campo. De esta forma para evitar contar
puntos no materiales en el ca´lculo de la magnetiza-
cio´n, de la energ´ıa o del campo dipolar, u´nicamente
hab´ıa que mirar si el punto seleccionado era material
o no.
Para finalizar con la descripcio´n de la simulacio´n,
un detalle utilizado en el caso de condiciones de con-
torno no perio´dicas en una de las direcciones. Para
que el valor del campo medio utilizado en el ca´lculo
de la convergencia tuviera ma´s sentido se ha puesto
un perfil lineal al campo medio, i.e.,
ξi =

0,5 +
∣∣∣∣ i− 1L− 3
∣∣∣∣ , si i ≤ L− 12
1,5−
∣∣∣∣ i− 1L− 3
∣∣∣∣ , si i > L− 12
, (12)
de forma que en el caso de condiciones de contorno no
perio´dicas en la direccio´n i habra´ que ir a la expre-
sio´n (5) y multiplicar el u´ltimo te´rmino por ξi.
III. RESULTADOS
El modelo tiene muchos para´metros, a, c, Esurf, el
taman˜o del sistema, el nu´mero de pasos Monte-Carlo,
rd, el rango de campo magne´tico aplicado y el nu´mero
de pasos en los que se barre dicho rango (NH). Por
ello, se presentara´n primero los casos extremos
(c/a = 0, Esurf = 0) para luego presentar un caso
de intere´s y co´mo en ese caso afectan los diferentes
factores del modelo.
Antes de empezar a mostrar las figuras hay que ha-
blar un poco sobre el taman˜o del sistema elegido para
realizar los ca´lculos, el nu´mero de pasos Monte-Carlo
utilizados, el rango y el nu´mero de pasos de barrido
de campo.
Tal como esta´ concebido el modelo, el tiempo de
ca´lculo crece como
Operaciones ∝ Nconv × L6,5 × (% ∆E < 0), (13)
donde Nconv es el nu´mero medio de iteraciones
necesarias para que el converja el ca´lculo del campo
magne´tico, L es el taman˜o del lado mayor del sistema
y (% ∆E < 0) es el rango en el que se actualiza
el campo, que es con mucha diferencia, donde se
realiza el grueso del ca´lculo. Como se puede ver,
los requisitos para simular un taman˜o razonable
son inalcanzables para un ordenador de sobremesa,
si se pretenden obtener resultados en un tiempo
asequible. Por ello, nos limitamos a un taman˜o de
L ∼ 40 y NH ∼ 150. Fijar el valor del nu´mero
de pasos Monte-Carlo no es recomendable ya que
una opcio´n es utilizarlo para estudiar co´mo el sis-
tema relaja, y para poder trabajar fuera del equilibrio.
En las figuras 4, 5 y 6, podemos ver los casos ex-
tremos que hemos citado antes. Vemos en la primera
co´mo no aparece la regio´n de estado intermedio ni la
histe´resis al hacer c = 0 y Esurf = 0, como era de es-
perar; en la segunda, donde c = 0, podemos ver co´mo
convergen los campos Hc2(↑) y Hc2(↓) y la histe´resis
pra´cticamente desaparece y en la tercera vemos co´mo
pra´cticamente desaparece la regio´n de estado interme-
dio pero seguimos teniendo histe´resis. En la figura 7,
podemos ver una serie de curvas de magnetizacio´n pa-
ra diferentes condiciones de contorno y para distintos
valores del radio del “disco dipolar” rd.
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Figura 4: Curva de magnetizacio´n para c = 0 y Esurf = 0.
Vemos que no aparece el estado intermedio ni se da la
histe´resis.
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Figura 5: Curvas de magnetizacio´n para dos valores de
c con Esurf = 0. Vemos que aparece la regio´n de estado
intermedio y que pra´cticamente no hay histe´resis.
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Figura 6: Curvas de magnetizacio´n para dos valores de
Esurf con c = 0. Vemos co´mo desaparece la regio´n de estado
intermedio pero se mantiene la histe´resis Los s´ımbolos (↑)
y (↓) corresponden a los procesos de aumentar y disminuir
el campo respectivamente.
En la figura 8 podemos ver la dependencia de la
curva de magnetizacio´n con los diferentes te´rminos
del modelo, primero se representa la curva utilizan-
do el modelo completo, luego se le quita al modelo el
te´rmino del campo dipolar y finalmente se representa
la curva quitando al modelo completo el te´rmino de
campo medio, y por u´ltimo, en la figura 9(a) pode-
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Figura 7: Curva de magnetizacio´n para c = 0,5 y Esurf =
0,6 bajo distintas condiciones de contorno y para varios
valores de rd. Podemos ver co´mo las diferencias entre las
curvas calculadas con diferentes valores de rd so´lo difieren
ligeramente, y yendo a menos a medida que rd crece.
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Figura 8: Curvas de magnetizacio´n para c = 0,5 y Esurf =
0,6 bajo distintas versiones del modelo, completo, sin cam-
po dipolar y sin campo medio. El caso de sin campo dipolar
y sin campo medio (a la vez) ya se ha visto al estudiar el
caso c = 0
mos ver una configuracio´n del estado intermedio, en
la que se aprecian claramente las estructuras vistas en
los superconductores de tipo-I16,17 y en la figura 9(b)
vemos la distribucio´n del campo magne´tico en dicha
configuracio´n. Sobre las estructuras de la regio´n de es-
tado intermedio decir que hay situaciones en las que
se reproducen estructuras laminares (como las mostra-
das en la figura 9(a)) y situaciones en las que existen
estructuras como columnas (c´ırculos en el plano), lo
cual es una consecuencia de la competicio´n entre la
energ´ıa dipolar (mayor en los c´ırculos) y la energ´ıa de
superficial (mayor en las estructuras laminares). Este
es el origen de lo que se conoce como histe´resis to-
polo´gica20.
IV. CONCLUSIONES
El modelo implementado para estudiar un su-
perconductor de tipo-I es un modelo macrosco´pico
y fenomenolo´gico simple, pero efectivo. A falta
de ciertas correcciones permite obtener resultados
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Figura 9: Representacio´n de una configuracio´n del estado intermedio. En la figura 9(a), en naranja se representa el estado
normal y en azul el superconductor. En la figura 9(b), los colores ma´s brillantes representan campo mayores.
observados experimentalmente como las curvas de
primera imanacio´n y las estructuras que las regiones
S/N forman en el estado intermedio.
Uno de los puntos en los que el modelo necesita
ser revisado es en el ciclo de histe´resis ya que es
sustancialmente distinto al encontrado en el labo-
ratorio, i.e., la curva de primera imanacio´n parece
corresponderse, pero no se consigue reproducir uno de
los detalles ma´s importantes, la retencio´n de regiones
superconductoras a campo cero. Es posible que con
un barrido del campo ma´s brusco, i.e., utilizando
menos puntos y dejando que el sistema no se relaje
(reduciendo el nu´mero de pasos Monte-Carlo) se
consiguieran retener regiones superconductoras a
campo cero, esperamos tener una respuesta para ello
antes de la presentacio´n pu´blica del trabajo.
La imposibilidad de utilizar ordenadores ma´s poten-
tes o, en su defecto, clu´sters de computacio´n distribui-
da, ha hecho que la capacidad de simulacio´n se haya
visto reducida a unos casos espec´ıficos y a unos ta-
man˜os ciertamente reducidos. Por ello se puso e´nfasis
en intentar desarrollar un programa desde cero con
una estructura robusta, que permitiera expansiones
con facilidad y que sacara el ma´ximo provecho del
lenguaje utilizado, en este caso Fortran 90. Otro de
los puntos importantes en el desarrollo del programa
ha sido la identificacio´n de las partes paralelizables
para que la pro´xima versio´n se implemente (por aho-
ra no se pod´ıa por un problema con los compiladores
utilizados).
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