Abstract In this paper, we study the interplay between acceleration and structure identification for the proximal gradient algorithm. We report and analyze several cases where this interplay has negative effects on the algorithm behavior (iterates oscillation, loss of structure, etc.). We present a generic method that tames acceleration when structure identification may be at stake; it benefits from a convergence rate that matches the one of the accelerated proximal gradient under some qualifying condition. We show empirically that the proposed method is much more stable in terms of subspace identification compared to the accelerated proximal gradient method while keeping a similar functional decrease.
Introduction
In this paper, we consider composite optimization problems of the form (1.1)
where f and g are convex functions. We are interested in the case where f is smooth (i.e. differentiable with a Lipschitz-continuous gradient) while g is nonsmooth and enforces some structure to the solutions of (1.1) (e.g. belonging to some set, sparsity, etc.). This type of problem often appears in signal processing and machine learning in which case the goal is usually to find a point with a low error in the task at hand while maintaining some structure. For instance, taking g as the 1 norm promotes sparsity, it is commonly used in the recovery of sparse signals or compressed sensing [12] ; we refer the reader to [40] for an overview. Problem (1.1) is typically solved by the proximal gradient algorithm, a special case of Forward-Backward splitting, which alternates a gradient step on the smooth function f and a proximal operator on the nonsmooth function g; see e.g. [3, Chap. 27] . Moreover, in order to improve the convergence of this algorithm, accelerated (also called fast or inertial) versions have been widely promoted, notably thanks to the popularity of FISTA [6] . These modifications consist in producing the next iterate by linearly combining the previous outputs of the proximal operator. Using combination coefficients as per Nesterov's fast method [31] (or similar ones [2, 14] ) improves practically and theoretically the rate of convergence of the proximal gradient (nonetheless to the price of a more involved analysis, see e.g. [1, 14, 30] ).
Additionally, the handling of the nonsmooth function g by a proximity operator enforces some structure on the iterates. For instance, when g is the 1 -norm, the associated proximity operator, often called soft-thresholding, puts coordinates with small values to zeros, thus producing sparse iterates [16] . More generally, an important property of the proximity operator is that it has the same output for a neighborhood of inputs around the points where g is non-differentiable, which means that reaching a neighborhood of the solution may be enough to capture the optimal structure 1 . This property is often called identification and signals that the iterates generated by proximal methods can have the same structure (sparsity pattern, belonging to a set, rank, etc.) as the final optimum in finite time. The analysis of this property, including conditions for identification, has attracted a lot of attention in the case of the projected gradient algorithm and then more generally in nonsmooth optimization; see e.g. [7, 11, 25, 17] . This interest is notably driven by the fact that i) identification helps reducing the dimension of the problem and thus allows a faster computation at each iteration; and ii) the uncovered structure often bears valuable information. For instance, in 1 -regularized regression problems such as the lasso, the proximal gradient algorithm can identify the non-zero coordinates of the solution and thus the most significant features [39] .
Unfortunately, acceleration and identification may clash in practice. Indeed, the accelerated proximal gradient is known to suffer from an oscillatory, non-monotonical behavior (see e.g. [29, Sec. 5.4] ) which may make the iterates leave the identification neighborhood. Several works of the literature considered modifications of the accelerated proximal gradient aiming at limiting its downsides using heuristic restarts [38, 33, 23, 13] or adaptive acceleration [20, 36] ; unfortunately, most of these results are empirical and lack a refined analysis. A notable exception is when the acceleration is limited to the iterations where the functional value decreases [5, 26] , in which case the usual convergence results hold.
In this paper, we provide structure-enhancing accelerations of the proximal point algorithm. First, we motivate this study by illustrating the above-mentioned clash that can happen between acceleration and identification. Then, we introduce a proximal gradient method where, at each iteration, a test is performed to decide if acceleration should be performed or not to produce the next iterate. We provide two simple but efficient tests for which we show that i) both associated algorithms have the same theoretical rate as the accelerated proximal gradient under some qualifying condition; but ii) they exhibit a much more stable identification behavior in practice.
The paper is organized as follows. In Section 2, we recall the main properties of the (accelerated) proximal gradient method, present the notion of identification, and illustrate the interplay between acceleration and identification. In Section 3, we introduce our structure-enhancing acceleration methods for which we carefully analyze the convergence. In Section 4, we illustrate the merits of the proposed methods compared to the usual (accelerated) proximal gradient.
Proximal Gradient, Acceleration, and Identification

Proximal Gradient
We make the following usual assumption on the considered composite convex optimization problem (1.1).
Assumption 1 (On Problem (1.1)).
Under these assumptions, the proximal gradient is arguably the baseline method for solving (1.1). Its iterations involve a gradient step on the smooth function f and a proximal step on the possibly nonsmooth part g:
where γ > 0 is a fixed stepsize and the proximity operator of g (see [4, Chap. 6] for an overview) is defined by
To lighten the notation, we will denote by T γ the proximal gradient operator with step size γ:
for any x ∈ R n ; the proximal gradient algorithm then writes x k+1 = T γ (x k ). For any 0 < γ < 2/L, the sequences of functional values (F (x k )) and iterates (x k ) produced by the proximal gradient algorithm converge monotonically and Féjèr monotonically 2 respectively, at rate 1/k (more precisely,
Acceleration
The principle of adding an inertial (or momentum) step to accelerate the convergence of optimization methods stems from Nesterov's fast gradient [31] and Polyak's heavy ball [34] methods for vanilla gradient descent. It was later generalized and analyzed for the proximal gradient algorithm in [6] , from which the accelerated proximal gradient is often called FISTA.
2 That is for all iterates k > 0,
Mathematically, this acceleration consists in adding to the output of the proximal gradient x k+1 an inertial term made of the difference between the two previous points x k+1 −x k , weighted by an inertial coefficient α k+1 > 0. One iteration therefore reads:
where the inertial sequence (α k ) is chosen carefully as follows (see e.g. [4, Rem. 10.35] ).
Assumption 2 (On the inertial sequence). For any
with:
The inertial sequence originally used in [31, 6] comes from taking t k = (1 + 1 + 4t 2 k−1 )/2 and t 1 = 1. For that choice and 0 < γ < 1/L, functional convergence occurs with a faster O(1/k 2 ) rate.
Other popular choices of the literature include: (i) t k = (k + a − 1)/a with a > 2 which allows to prove the convergence of the iterates in [14] and
Identification
Let us consider a generic algorithm including a proximal step
such that u k converges to a point denoted by u (which implies that x k → x = prox γg (u ) by non-expansivity of the proximity operator [3, Prop. 12.27]). We are particularly interested in the case where the limit point x belongs to some manifold 3 of interest M. In that context, identification means that the iterates (x k ) will reach the manifold M in finite time. As mentioned above, this phenomenon is highly valuable in many applications such as compressed sensing and machine learning for which finding some (near-)optimal pattern is also an important part of the problem. For identification to happen, a sufficient condition is that for any u close to u , the proximity operator maps u to a point in M. Mathematically, this qualifying condition writes
Considering the iteration (2.1), since u k → u , after some finite but unknown 4 time, u k ∈ B(u , ε). The qualifying condition (QC) implies that for such iterates u k , x k = prox γg (u k ) belongs to M. Therefore after some finite time, x k ∈ M. This simple identification result can be formalized as follows.
Lemma 1 (Identification)
Let (x k ) and (u k ) be a pair of sequences such that
and M be a manifold. If x ∈ M and (QC) holds, then, after some finite time, x k ∈ M.
In order to illustrate the reach and limitations of such a result, let us make a few comments.
Remark 2.1 (About the Qualifying constraint)
The condition (QC) is rather general; notably, it does not constrain the manifold or the algorithm. Nevertheless, we can show that it naturally encompasses usual qualifying constraints of the literature. For instance, if g is partly smooth [21] relative to M and the non degeneracy condition (u − x )/γ ∈ ri ∂g(x ) is verified, then (QC) holds. In particular, for the proximal gradient method (PG) or its accelerated version (Accel. PG)
the non degeneracy condition simplifies to the usual −∇f (x ) ∈ ri ∂g(x ). We refer the reader to Appendix A for a formal proof.
Remark 2.2 (Failure cases)
If one cannot find a ball centered on u mapped to M by prox γg , one can have x ∈ M but x k ∈ M for every iteration. For example, with f = 2 + |x| has solution x = 0 (as the optimality condition writes 0 ∈ x − 1 + ∂|x |).
If one defines proximal gradient iterates as
) and (2.1) with γ ∈ (0, 1), then, for a positive starting point
. Therefore, when considering the manifold M = {0}, x belongs to M and yet none of the iterates do. This example illustrates the failure of (QC). Indeed,
Interplay between Acceleration and Identification
In this section, we argue that acceleration may disturb the identification process that occurs with the proximal gradient algorithm. We illustrate this claim by considering the iterates of the (accelerated) proximal gradient on three problems in R 2 of the
for different nonsmooth functions g: the 1 norm and the distances to the unit ball in 1.3 and 2.6 norms 6 . The natural manifolds of interest for these nonsmooth functions are respectively the set of cartesian axes of R n and the unit spheres of the 1.3 and 2.6 norm, which we denote by S · 1.3 (0, 1) and S · 2.6 (0, 1). Figure 1 highlights three interesting behaviors:
4 If (QC) holds for some known ε > 0, then the convergence rate of the algorithm can give an estimate of the identification time; see e.g. [19] . 5 They both correspond to
6}, the proximity operator of which is prox γg (u) is
and u otherwise. 1 .4 0.872 (1) Upon reaching a manifold, the inertial term of the accelerated version will not be aligned with the manifold in general and thus will have a non null orthogonal component to M. Unless that orthogonal component is small enough, it will cause iterates to miss the manifold and go beyond it. Fig. 1 (a) illustrates this point for linear manifolds: the accelerated iterates go past the optimal manifold M 1 twice before reaching it definitively, while the proximal gradient iterates identify it directly. In Fig. 1 (b) and 1(c), while proximal gradient iterates identify the optimal manifold definitively, accelerated iterates go beyond it, only to reach it again after several iterations. (2) In the case of a curved (non-affine) manifold M, the interplay between the curvature and the inertial term can cause the iterates to leave the manifold. In Fig. 1 (c), accelerated iterates reach M a first time but leave it after some iterations. It turns out that these iterates do reach M again, but only to leave it again some time later and have this phenomenon happen periodically (this periodicity can be seen numerically in Fig. 4 (b)).
(3) Acceleration has some kind of exploratory behavior that increases the chances to encounter an optimal manifold, which can be helpful with problems not verifying (QC). In Fig. 1(c) where (QC) does not hold, the accelerated iterates reach the optimal manifold, at least for some time, while proximal gradient iterates never does.
Identification-promoting Acceleration
Based on these remarks, we introduce in this section a proximal gradient method with provisional acceleration. By provisional, we mean that acceleration is carried out as long as it does not jeopardize a fast identification. The general goal of this type of algorithm is to maintain a satisfying practical and theoretical rate while making its iterates stick to the identified structure as much as possible. We first start by laying out a generic provisionally accelerated proximal gradient and then propose efficient practical tests to determine whether or not to accelerate an iteration.
Generic Provisionally Accelerated Proximal Gradient algorithm
Let us denote by T the boolean-valued function that will determine if an iteration should be accelerated or not. It expects as an input some previously computed iterates and returns 1 if acceleration should be performed, 0 otherwise. The proposed proximal gradient with provisional acceleration then writes:
A general bound on suboptimality can be derived for this algorithm, independently of the value of the test T, as stated in the following lemma.
Lemma 2 Let Assumptions 1 and 2 hold and take
Proof. We start from the standard accelerated descent inequality (recalled in Lemma 5 of Appendix B), with
This equation can be specified to the different extrapolation updates:
-The accelerated update T({x } ≤k , {y } <k ) = 1 specifies (3.2) to:
). -The proximal gradient update T({x } ≤k , {y } <k ) = 0 specifies (3.2) to:
Both Eqs. (3.3) and (3.4) can be summarized, at the cost of introducing some error when acceleration is performed, as:
A functional error bound can now be deduced, by summing these inequalities up to iteration n and re-arranging terms:
where t 0 = 1. Suboptimality at first iteration can be approximated by applying the descent lemma (Lemma 4) to (x = x , y = y 0 ):
Finally, recalling that y 0 = x 0 , applying the previous majoration and − 1 2γ t n x n+1 − (t n − 1)x n − x 2 < 0 to Eq. (3.5) yields the result.
At this point, we mention that most articles of the literature concerning adaptive or generalized acceleration (e.g. [20, 27, 13, 23, 33, 36] ) are either heuristic or directly assume the convergence of the iterates (notable exceptions include the test based on functional monotonicity of [5, 26] and alternated inertia [24] ). We take the decision of adding the following assumption.
Assumption 3. There exists
This type of (global Hölderian) error bound is verified for a large class of functions (for instance proper, convex, lower-semicontinuous, and semi-algebraic functions) and no knowledge about the actual values of β and p is needed. We refer the reader to Appendix C for discussions around this assumption, and notably its relationship with the Kurdyka-Łojasiewicz property.
Identification Promoting Tests
Let us define a set of candidate manifolds C = {M 1 , . . . , M N } onto which identification is of particular importance. We now propose two tests that will promote identification onto these particular subspaces. The tests will be based on whether or not some points belong to a manifold of interest M.
From a numerical perspective, testing if a point belongs to a set (for instance, testing which coordinates are null) is a often delicate issue due to limited machine precision. However, in our context the tested points will always be the output of a proximal operator which enjoys an explicit formulation. The considered manifolds will match this formulation. Manifold testing will thus be done naturally and exactly when computing the proximity operator. As we are mainly interested in final identification, it seems natural to do accelerated steps as long as the iterates are far away from the solution. Therefore, we only allow to consider non-accelerated steps when iterates live in the following set:
To determine whether y k−1 ∈ Z or not in (Prov. Alg.), one just has to check if
Thus, it depends only on previously computed iterates and not on the outcome of the test at time k.
Test 1: Stopping when reaching
As noticed in Section 2.4 issue (1), upon identification the momentum term is in general not aligned with the identified subspace. One further accelerated step may cause the next iterate to leave the subspace, while the vanilla proximal gradient would have stayed in it. A first natural method is thus to "reset" the inertial term, by performing one non-accelerated step when reaching a new manifold in our candidate set C: T 1 ({x } ≤k , {y } <k ) = 0 (no acceleration) if and only if y k−1 ∈ Z and
Intuitively, acceleration is performed by default if the iterates are too far from optimum and as long as no new structure is identified. This means that we can benefit from the exploratory behavior of acceleration. Then, accelerated iterations will be performed as long as they do not prevent identifying a new manifold. Note that this way, if finite-time identification is possible, iterations should asymptotically all be accelerated. As expected, this method has the same rate of convergence as the accelerated proximal gradient whenever identification is possible, which is proven in the following theorem. 
for any x ∈ argmin x∈R n F (x) and some R > 0. Furthermore, if Problem (1.1) has a unique minimizer x and the qualifying constraint (QC) holds for all M ∈ C such that x ∈ M at u = x − γ∇f (x ), then the iterates sequence (x k ) converges, finite-time identification happens, and
for some finite K > 0.
Proof. First, since at any iteration k for which the test returned 0, we have x k − y k−1 ≤ δ and F (x k ) ≤ F (y 0 ) as y k−1 ∈ Z and thus Assumption 3 tells us that x k − x 2 is bounded by some constant R (see Lemma 6 in Appendix C for a proof). Dropping the first term of the right hand side of (3.1) and using the linear minoration of t n from Assumption 2, we get the first result. Then, if there is a unique minimizer, the error bound of Assumption 3 along with the first part of the result tells us that x k → x and thus y k → x and u k → x − γ∇f (x ). Using the qualifying constraint (QC) we get for all final manifolds (i.e. all M ∈ C such that x ∈ M) that x k ∈ M after some finite time by Lemma 1. For any other manifolds M, x k ∈ M after some finite time as x k → x and M is closed. All in all, this means that the test T 1 will produce non accelerated iterates only a finite number of times K which gives the second part of the result.
Test 2: Prospective reach
Another method to deal with the negative effects of inertia when the additional term is misaligned with the local manifold is to compute one proximal gradient step forward to investigate which structure can be expected from the next iterate. Intuitively, if the iterate obtained after acceleration is at least as structured as the non-accelerated one, it is kept, otherwise the point obtained after the simple proximal gradient step is taken. This is done in order to counteract both issues (1) and (2) 
This approach is further motivated by the desirable retraction property of the proximal (gradient) operator (see e.g. [15, Th. 28] ). However, a drawback of this test is the necessity to compute two proximal gradient steps (for the accelerated and the non-accelerated point) much like monotone versions of FISTA (MFISTA [5] and Monotone APG [26] ).
Similarly to (Prov. Alg.) with test T 1 , we expect T 2 to provide at least a convergence similar to that of proximal gradient, and in cases when identification is possible, equivalent to that of accelerated proximal gradient.
Theorem 3.2 Let Assumptions 1, 2, and 3 hold and take
Then, the iterates of (Prov. Alg.) with test T 2 verify
for any x ∈ argmin x∈R n F (x) and some R > 0. Furthermore, if Problem (1.1) has a unique minimizer y and the qualifying constraint (QC) holds for all M ∈ C such that x ∈ M at u = x − γ∇f (x ), then the iterates sequence (x k ) converges, finite-time identification happens, and
Proof. The proof is the same as the one of Theorem 3.1. Indeed, like T 1 , T 2 is such that i) the test can return 0 only for bounded iterates; and ii) as soon as identification happens, the test returns 1 (i.e. acceleration).
Linear convergence rate under local restricted strong convexity
It has been observed in the literature [28, 37, 29] that algorithms showing finite time identification generally benefit from a local linear convergence property under some additional assumptions. It is also the case for (Prov. Alg.) with both tests. 
Corollary 1 (Linear convergence)
Proof. See Appendix D.
Numerical experiments
In this section, we first show how the proposed methods can overcome the issues presented on test cases in Section 2.4. Then, we illustrate the improved identification properties of these methods on typical machine learning/signal processing objectives. The code used for the experiments is written in Julia [8] and is available at https:
//github.com/GillesBareilles/Acceleration-Identification.
Application to the initial test cases
We now return on the test cases presented in Section 2.4, and show the iterates trajectories and suboptimality evolution along with the time of identification. For a fair comparison between (Prov. Alg.) with test T 2 and the other algorithms, we plot the suboptimality versus the number of proximal gradient steps (equal to the number of iterations for all algorithms except with test T 2 which performs two proximal gradient steps per iteration). The moment of identification of the final structure is denoted by the symbol ⊕ on the suboptimality plots. In Fig. 2 , the 1 norm is taken as a nonsmooth function and the candidate (linear) manifolds are the cartesian axes. Both tests allow to identify in finite time, and prevent issue (1) of Section 2.4.
In Fig. 3 and Fig. 4 , the candidate (curved) manifolds are respectively the 1.3-norm and 2.6-norm unit sphere. Test T 2 allows to get finite identification, while T 1 and accelerated proximal gradient struggle in doing so. Furthermore, the algorithm based on test T 2 identifies the manifold as soon as one of its iterates belong to it, as opposed to the accelerated proximal gradient or T 1 .
All in all, we observe that test T 2 corrects the problems noted in Section 2.4 on these three examples. We advocate the use of T 2 when identifying the structure is most important. If reaching a high precision solution is the primary objective, we recommend to use test T 1 , for which each iteration is as costly as an accelerated proximal gradient one. number of proximal gradient steps 
Behavior for other nonsmooth Structures
In this section, we illustrate the behavior of the algorithms in terms of identification. In order to do so, we generate and solve several instances of (non-strongly convex) least squares regularized problems with all algorithms. We then display per iteration the number of final manifolds identified by the current iterate.
We consider composite problems of the form
where -A ∈ R m×n is a random matrix whose coefficients follow a centered reduced normal distribution; -b = As + e where s is a structured random vector, and e ∈ R m is an error term. e follows a centered normal distribution of variance σ 2 with σ = 0.01;
-λ = δ so that the composite problem has the same structure as s (see [41, Th. 4] ).
The considered regularizers, along with corresponding problems parameters and structure of initial signal s are detailed in Table 1 . For all algorithms, the initial point x 0 is selected randomly. Globally, we observe that the moment of identification happens roughly at the same time for the accelerated and proposed algorithms while the vanilla proximal gradient takes more time. This justifies the use of acceleration in the first steps in order to explore correctly the search space.
Between the accelerated and the proposed methods, we see in Fig. 5 that identification happens sooner with accelerated proximal gradient but this method often looses the identified manifolds some time before complete identification (see near iterations 4.10 3 ); the proposed methods however appear to identify in a more regular way. For the case of curved manifolds, as obtained with the nuclear norm in Fig. 6 , this stability appears even more (except for the vanilla proximal gradient which takes too many iterations to reach a low suboptimality). Indeed, while the number of correctly identified manifolds increases almost monotonically for T 2 , while accelerated proximal gradient and T 1 seem to lose all structure upon identifying a new manifold. This means that if one stops all algorithms at a 10 −3 suboptimality, almost no structure is recovered for the accelerated proximal gradient, while test T 1 and even more T 2 are able to recover half the structure of the original signal. 
Conclusion
We showed that acceleration can hurt identification for the proximal gradient algorithm. Fortunately, it is possible to counteract this effect by not accelerating at certain iterations. We demonstrated that the proposed methods exhibit a stable identification behavior while maintaining an accelerated convergence rate in theory and in practice.
A Obtaining the qualifying condition
The general qualifying condition (QC) can be recovered under the setting of partial smoothness of g and a usual non-degeneracy condition at the optimal point x and associated point u such that x = prox γg (x ).
Definition 1 (Relative interior)
The relative interior of a subset S, noted ri S is defined as ri S = {x ∈ S : ∃ε > 0, B(x, ε) ∩ Aff S ⊆ S} where Aff denotes the affine hull of a set.
Definition 2 (Parallel space)
For a connex subset A, the parallel space of A, noted par A, is defined as the vector space parallel to the affine space generated by A.
that is, a C k function ϕ : R p → R n such that ϕ realizes a local homeomorphism between a neighborhood of 0 ∈ R p and a neighborhood of x ∈ M and the derivative of ϕ at ϕ −1 (x) = 0 is injective. A p-dimensional C k -submanifold of R n can alternatively be defined via a local equation, that is, a C k function Φ : R n → R n−p with a surjective derivative atx ∈ M, that satisfies for all x close enough tox:
To lighten notations, we will only indicate the dimensionality and the smoothness degree of a manifold when it is relevant to the discussion. x − u 2 . Since g is partly smooth at x relative to M, the function (u, x) → g(x) is also partly smooth at (u , x ) relative to R n × M [25, Prop. 4.5] . Since the addition of a smooth function does not change this property [25, Cor. 4.6] , ρ is partly smooth at (u , x ) relative to R n × M.
Besides, defining the parametrized function ρ u (·) = ρ(u , ·), we have that i) x = prox γg (u ) = argmin x∈R n {g(x) + 1 2γ
x − u 2 } = argmin x∈R n ρ u (x) and as ρ u is 1/γ-strongly convex, we have for all
x − x 2 ; ii) the qualifying constraint Thus, there exists a neighborhood B(u , ε) of u and a function Φ such that for all u in B(u , ε), Φ(u) ∈ M and is a critical point of ρu restricted to a neighborhood of x . Since ρu is convex, Φ(u) is actually the global optimum of ρu. Therefore, we have that for all u in B(u , ε), prox γg (u) ∈ M which is exactly (QC).
B Recalls on the (Accelerated) Proximal Gradient descent
We recall here the descent lemma for the composite objective function F , which is central in the analysis of any first order method.
Lemma 4 (Descent lemma)
Let γ > 0, the following inequalities hold for any x, y ∈ R n
Proof. The first inequality is directly equivalent to [14, Lem. 1]. The second is derived from the identity Tγ (
We now give an accelerated descent lemma for the composite objective F , that is fundamental in the analysis of our provisional algorithm in Section 3.1. 
where x k+1 = Tγ (y k ), and v k := F (x k+1 ) − F .
C About Error Bounds
In order to connect the functional suboptimality with the iterates behavior, the geometry of the function can be used. For a proper convex lower-semicontinuous function F achieving its minimum F , two common variants of geometric inequalities are Error Bounds and KurdykaŁojasiewicz inequalities [9, 10, 32] . For any 8 x / ∈ argmin F , they respectively write
where ϕ(t) = Ct θ /θ with C > 0 and θ ∈ (0, 1] is called a desingularizing function. These properties are widely satisfied (e.g. by any semi-algebraic function [9] ) but the desingularizing function (more particularly θ) is often hard to estimate 9 .
It is easy to see that Assumption 3 is a (global) error bound with ϕ(t) = (1/β) 1/p t 1/p (matching the definition of ϕ with C = 1/p(1/β) 1/p > 0 and θ = 1/p ∈ (0, 1]) but the knowledge of the constants is not necessary.
Then, an important result about Error Bounds and KL inequalities is that they are equivalent with the same desingularizing function [10, Th. 5] which allows us to get the following result for the proximal gradient operator. 8 These properties are often supposed to hold only locally but can be globalized easily [10, Sec. 2.4, Cor. 6]. 9 An example of such a computation is performed for the lasso problem F (x) = 
D Proof of Corollary 1
Proof. First, Theorem 3.1 or Theorem 3.2 give the convergence of the sequence (x k ) to the unique minimizer x and finite time convergence since the partial smoothness assumption of Corollary 1 implies the qualifying constraint (QC) of both theorems from Lemma 3. In order to show the linear convergence behavior, we follow [29] and [35, Chap. 2.1.2] and apply their first-order analysis of accelerated proximal gradient to (Prov. Alg.). We are in the same setting and have compatible assumptions so that we can apply [29, Prop. 4 .5] to (Prov. Alg.) as soon as identification happened since both tests will return acceleration after that moment. We have, for 
