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A computational model for the optimization of the second order optical nonlinearities in
GaInAs/AlInAs quantum cascade laser structures is presented. The set of structure parameters that
lead to improved device performance was obtained through the implementation of the Genetic
Algorithm. In the following step, the linear and second harmonic generation power were calculated
by self-consistently solving the system of rate equations for carriers and photons. This rate
equation system included both stimulated and simultaneous double photon absorption processes
that occur between the levels relevant for second harmonic generation, and material-dependent
effective mass, as well as band nonparabolicity, were taken into account. The developed method is
general, in the sense that it can be applied to any higher order effect, which requires the photon
density equation to be included. Specifically, we have addressed the optimization of the active
region of a double quantum well In0.53Ga0.47As/Al0.48In0.52As structure and presented its output
characteristics.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4864472]
I. INTRODUCTION
The complex structure of quantum cascade lasers
(QCLs), consisting of many alternating layers of quantum
wells (QWs) and barriers, enables one to shape the intersub-
band transitions occurring in these complex devices accord-
ing to a particular purpose by simply varying the layer thick-
nesses and/or the composition of the constituent materials.1,2
This feature, combined with room temperature operation and
a wide range of emission wavelengths, has earned them the
flattering title of being one of the most sophisticated and
reliable light sources in the infrared and terahertz region of
the electromagnetic spectrum.3–9 Their fast development
in the past decade led to high performance devices, which
have been commercialized by several companies, such as
Nanoplus and Alpes Lasers.
However, regardless of the abovementioned advances,
reaching the 3–4 lm region of the electromagnetic spec-
trum has still remained with limited success. A possible solu-
tion to this problem would be to use QCLs as strongly
nonlinear oscillators, changing the fundamental laser source
frequency10–12 by allowing huge optical nonlinearities to
take place.13 Still, in order for the effect to be observed and
utilized, the optical medium must have a large nonlinear sus-
ceptibility,14 which can be attained by careful tailoring of the
QCL energy states and corresponding wavefunctions. This
tailoring can be achieved through various optimization tech-
niques that can be adapted for heterostructure design, which
all rely on finding a set of design parameters that result in
optimal device output characteristics.15,16 The desired behav-
ior is modeled through the so called target function, the
maximization (or minimization) of which is the main task of
the adopted optimization technique. The obtained design pa-
rameters are then used to calculate the macroscopic parame-
ters of the QCL structure such as current density, optical
gain or, as in the work presented here, the linear and second
harmonic generation (SHG) output power.
The existence of an accurate modeling technique that
would be able to closely simulate the physical processes
occurring in these complex devices is the essence of
successful QCL design. This model needs to include all rel-
evant scattering mechanisms that take place in both the
optically active and collector (extractor)/injector multi-QW
regions of the QCL,17,18 as well as the processes describing
the stimulated and simultaneous double photon absorption
that occur between the second harmonic generation-
relevant levels.
In the model that we describe in Secs. II–IV, we wish to
address the optimization of the resonant second-order suscep-
tibility in a two-QW active region mid-infrared (MIR) QCL.19
The optimal potential profile that maximizes the product of
dipole matrix elements (DMEs) relevant to xð2Þ associated
with SHG is obtained via the Genetic algorithm (GA). The
output properties of the reference and optimized structure are
calculated by using the full self-consistent rate equation
model, similar to the one used in our previous work described
in Ref. 17, but with the difference that the model is extended
to include not only sub-band carrier density equations but pho-
ton density equations20,21 as well. The results of the calcula-
tions predict an improvement of the targeted nonlinear optical
susceptibility and consequently the nonlinear output power for
the optimized design. Both, the reference and optimized de-
vice, are designed for fundamental and SHG laser emission at
k 9 lm and k 4.5 lm, respectively.a)Electronic mail: radovanovic@etf.bg.ac.rs
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II. THEORETICAL CONSIDERATIONS
A. Genetic algorithm
When one wishes to address the optimization of a device
as complex as a QCL, ordinary optimization techniques will
not be sufficient enough to escape the trap of finding only
the local optima, and more sophisticated optimization techni-
ques need to be applied. One of these techniques is the
Genetic Algorithm.
Genetic Algorithms are a family of computational mod-
els created with the purpose of solving complex problems by
imitating the process that happen in nature during the course
of natural evolution. In these algorithms, the solutions to
optimization problems are found using a combination of
selection, recombination, and mutation.22 An implementa-
tion of a genetic algorithm begins with a population of typi-
cally random chromosomes into which a potential solution to
a specific problem is encoded.23 At each step, the genetic
algorithm randomly selects individuals from the current pop-
ulation and uses them as parents to produce the children for
the next generation. Over successive generations, the popula-
tion “evolves” toward an optimal solution and the “fitness”
of a solution is typically defined with respect to the current
population. The manner in which the algorithm searches the
parameter space with the purpose of finding the optimal solu-
tion, as well as its independence on the initial conditions,
makes it particularly suitable for applications in which other
optimization techniques would have little or limited success,
that is problems with discontinuous, nondifferentiable, sto-
chastic, or highly nonlinear objective (target) functions.
Various production constraints regarding design parameters
can easily be included in the optimization procedure, which
make the resulting structures more convenient for further
fabrication than the ones obtained with more rigid methods
such as, for instance, SYSQM, which results in a potential
profile that needs to be further discretized in order to be pro-
duced, which can result in the deterioration of the output
characteristics.
The optimization of the entire QCL structure would be a
complex and long-lasting task because of the large number of
parameters that would need to be taken into account, so
we have focused on the optimization of the active region
which we then seamlessly assimilate with the existing injector/
collector design.
1. Active region optimization
Active regions in QCLs have been designed in many
ways, the number of constituent quantum wells varying from
a single QW to ten coupled QWs or even superlattices.24
However, a typical MIR design based on electron-
longitudinal optical (LO) phonon depopulation mechanisms
implies a minimum of three consecutive energy levels, with
the radiative transitions occurring between the upper and
lower laser levels, i.e., levels 3 and 2, in which electrons
quickly leave the lower laser level 2 by resonant LO phonon
scattering into the ground level 1. The electrons scatter into
the upper laser level from the injector region and transfer to
the collector (extractor) region by the means of LO scattering
from the lower active region levels.
A QCL structure capable of second harmonic generation
contains another energy triplet in the active region, in which
at least one energy level has to be populated with free elec-
trons in order for the structure to be able to generate radiative
transitions. This sets an important design requirement, i.e.,
that at least five significant levels in the active region are
needed, four of which must be approximately equidistant,
while the fifth, ground level, must be kept at LO phonon
energy below the lower laser level of the lower cascade. This
is best illustrated in Fig. 1, which shows close-up details of
the reference structure conduction band diagram and moduli
squared of the active region essential wavefunctions. The
SHG nonlinear cascades are indicated on the right of the
active region. Cascades I (continuous line) and II (dashed
line) extend over the levels 2–3–4 and 3–4–5, respectively.
In our optimization model, we start with the existing
design (see Ref. 19) in which the active region consists of
two coupled InGaAs quantum wells separated with an
AlInAs barrier.
The optimization target function is chosen so as to ena-
ble the maximization of the second order nonlinear
susceptibility25
v 2ð Þ 2xð Þ  2p e
3
de0
M23M34M24
c42
n3  n4
c43
þ n3  n2
c32
 "
þM34M45M35
c53
n4  n5
c54
þ n4  n3
c43
 #
; (1)
where Mij is the DME between levels i and j, cij is the full
width half maximum (FWHM) for transitions occurring
between levels i and j, with the following values (Ref. 24):
c42¼ c53¼ 20meV, c43¼ c54¼ 15meV, and c32¼ 10meV,
ni is the sheet electron density on the level i, and d represents
the layers width.
In order for radiative transitions to take place, the popu-
lation of the upper laser level, namely level 3, needs to be
FIG. 1. Conduction band diagram and moduli squared of the essential wave-
functions of the reference structure, Ref. 19, active region; the SHG nonlin-
ear cascades are indicated to the right of each active region. Cascades I
(continuous line) and II (dashed line) extend over the levels 2–3–4 and
3–4–5, respectively.
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considerably higher than the population of the higher active
region levels, i.e., levels 4 and 5, so it is safe to assume that
n3 n4, n5. Also, the values of cij are in the same order of
magnitude, so it is possible to use a simplified form of the
optimization target function
FT ¼
M34  n3 M23 M24  2 n2n3
 
M45 M35
 : (2)
The objective is to maximize the function FT, given in
Eq. (2), while at the same time the active region continues to
match the existing injector/collector regions described in
Ref. 19. The energy difference DE21, defined by the LO pho-
non energy together with the transition energies between the
levels constituting the cascades, DE32, DE43, and DE54,
should remain unchanged. While maintaining the energy dif-
ferences within a reasonable margin, the shape of the wave
functions can be modified by varying the potential profile in
order to influence the parameters of interest in the calcula-
tion of the target function.
The parameter vector consists of layer thicknesses,
which are only allowed to have non-negative values, and
these are limited to 105 A˚ for wells and 30 A˚ for barriers.
Additional constraints to be taken into account during the
optimization process include defining the minimal value of
the matrix element, as well as the upper laser level energy,
which is set to fit the injector region. Also, the algorithm is
tuned to encourage the selection of potential profiles that
favor diagonal transitions, with the intention of increasing
the upper laser level life times. The optimization is per-
formed for the external field value of 38 kV/cm.
The design process is concluded by adding the existing
injector/collector region to the calculated optimized active
region, which makes the structure ready for the next step in
which the macroscopic parameters are calculated.
B. The self-consistent rate equation model
Once the optimized structure is defined and its energies
and wave functions are evaluated, we can estimate its output
characteristics by extending the full self-consistent rate equa-
tion modeling of the electron transport described in Ref. 17
so that it includes photon density equations. The inclusion of
equations that describe single and double-photon stimulated
emission processes will significantly add to the complexity
of the numerical procedure and makes the achieving of con-
vergence of the system more challenging. However, this
approach will provide with a more general optimization
method, which will be readily used in real-life applications
of higher-order effects in QCLs we are developing now, see,
for example, Refs. 26–28.
A typical QCL structure contains multiple periods, each
consisting of a large number of quantum wells that can be di-
vided into active and collector/injector (extractor) regions.
The quasi-discrete states that form the structure’s energy
spectrum can be assigned to each region based on the local-
ization of their wavefunctions. The electron scattering occurs
between states that belong to the same period, as well as
between states associated to different periods. However, if
the wavefunction overlap lessens, the electron scattering
between the corresponding states decreases, so it is safe to
assume that significant interaction exists only between states
belonging to adjacent periods. If we assume an identical
electron distribution throughout the periods, the scattering
rate equations in the steady-state for a “central” period with
P neighbouring periods on either side can be written in the
following form:29
XN
j¼1;j6¼i
njWj;i  ni
XN
j¼1;j6¼i
Wi;j þ
XP
k¼1
XN
j¼1;j 6¼i
nj Wj;iþkN þWjþkN;ið Þ½
ni WiþkN;j þWi;jþkNð Þ ¼ 0 i 2 1;N2 2P2 þ 1ð Þ  N
 
;
(3)
where i þ kN is the ith state of the kth neighbouring period,
and Wi,j is the total scattering rate from state i into state j.
The equation takes into account both, intra-period (first two
sums in [Eq. (3)]) and inter-period scattering (sum three).
Since the number of total scattering rate processes equals to
N2(2P þ 1)  N, in order to reduce the number of scattering
rate processes necessary to calculate the electron distribu-
tion, we have introduced the “tight-binding” approximation30
assuming that only the nearest neighbours interact, and set
P¼ 2.
Adopting the notation and sub-band indexes given in
Ref. 29, the injector and collector regions are represented
with five energy levels each, sub-bands 1, 2, 3, 5, and 7 in
the collector, and 8, 10, 11, 13, and 15 in the injector. The
active region levels 14, 12, 9, and 6 are equally spaced with
the energy intervals resonant to the lasing frequency. Level 4
represents the active region ground state, which is located
one LO phonon energy below the lower laser level in order
to facilitate faster carrier extraction from the active QCL
region into the following collector/injector region of the sub-
sequent period, see Fig. 2.
The incorporation of the influence of the SHG resonant
levels, i.e., 6–9–12 and 9–12–14 cascades, into the rate
FIG. 2. A schematic diagram of quasi-bound energy levels and associated
wave functions squared for one and a half period of the optimized structure.
The layer sequence of one period, in nanometers, starting from the injection
barrier is: 4.1, 8.6, 1.5, 5.7, 2.6, 4.1, 2.1, 3.9, 2.3, 3.7, 2.5, 3.5, 2.6, and 3.3.
Normal scripts denote the wells and bold the barriers.
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equation model is essential, since the two-photon absorption
between 9 and 14 and emission between levels 12 and 6 can
seriously influence the lasing performance due to the reduced
population inversion between the lasing states 6 and 9. They
are taken into account by extending the rate equations system
with the rate equation for the density of photons describing
single and double-photon stimulated emission processes
dmx
dt
¼ C
d
Wp96 n9  n6ð Þ þWp14ð Þ 12ð Þ n 14ð Þ  n 12ð Þð Þ
h
þWp
12ð Þ9 n 12ð Þ  n9ð Þ
þ 2C
d
W2p
14ð Þ9 n 14ð Þ  n9ð Þ þW
2p
12ð Þ6 n 12ð Þ  n6ð Þ
h i
mx
sxp
:
(4)
Here, mx is the photon density [m
3], Wpij and W
2p
ik are
the single- and double-photon stimulated emission rates, C is
the mode confinement factor, which is assumed to be 0.5
(Ref. 31), and sxp is the photon lifetime related to the total
loss ax as
31 sxp ¼ vgaxð Þ1, where vg represents the group
velocity, vg¼c=nx.
The single-photon stimulated emission rate, which is
proportional to the photon density, is expressed as32
Wpij ¼
e2M2ijx
2e
cij
Eij  hxð Þ2 þ cij=2
 2 mx; (5)
where Eij is the energy difference between levels i and j, e is
the permittivity of the lasing medium, and x is the incident
photon frequency. The double-photon stimulated emission/
absorption rate in the transition cascade i – j – k is proportional
to the photon density squared, as given in Refs. 19 and 31
W2pik ¼
e4M2ijM
2
jk
4he2
hx
Ejk  hx
 
cik
Eik  2hxð Þ2 þ cik=2ð Þ2
m2x:
(6)
The total scattering rates between any two levels of the
nonlinear cascade in the active region in the rate equations
system described by Eq. (3) are modified so that they include
not only the nonradiative scattering rates but also the radia-
tive single and two-photon transitions, i.e., for transition
rates between the adjacent single-photon resonant levels,
W69,W96,W9(12),W(12)9,W(12)(14) andW(14)(12), the total tran-
sition rate can be expressed as
Wij ¼ WLOij þWeeij þWpij: (7)
Similarly, the transition rates between the two-photon
resonant levels W6(12), W(12)6, W9(14), and W(14)9, can now be
calculated as
Wij ¼ WLOij þWeeij þW2pij : (8)
This makes the transition rates between the single-photon
levels linearly and between the two-photon levels quadrati-
cally dependent on the incident photon density. The values
for Wpij and W
2p
ik can be obtained from Eqs. (5) and (6). For
any other transitions occurring outside the active region, the
scattering rates are obtained by taking into account electron-
LO phonon and electron-electron scattering only and inde-
pendent of the photon density in the cavity.
The set of equations expressed by Eq. (3), together with
Eq. (4) describing the photon density, form a total of 16 rate
equations whose solutions for electron and photon densities,
ni and mx respectively, can enable us to estimate macroscopic
parameters of the system, such as the current density or the
linear or SHG output power. Since the scattering timeWi,f rep-
resents a function of both ni and nf—the initial and final
sub-band populations, and in the active region of the photon
density as well, these equations need to be solved self-
consistently using an iterative procedure (Refs. 17 and 29).
The current density flowing through a reference plane
placed in the injection barrier of the central period is calcu-
lated by subtracting the current density component, which is
the result of electrons scattering into the next periods of the
QCL from the component caused by electrons scattering
back (Refs. 17, 29, and 30)
J ¼
XP
k¼1
XN
i¼1
XN
j¼1
k  ni Wi;jþkN þWiþkN;jð Þ: (9)
Even though simplified, in the case of MIR structures
this approach is proven to be accurate enough compared to
computationally more demanding models, like the density
fraction model33,34 or the nonequilibrium Green function
approach.35,36 The factor k in the summation, effective for
non-nearest-neighbour scattering, originates from the scatter-
ings from any QCL period left of the central period into any
period right of it, or vice versa. Once again, we introduce the
“tight-binding” approximation assuming that only the nearest
neighbours interact, and set P¼ 2.
The linear and SHG output light intensity can be calcu-
lated from the photon density in the cavity as
Ix ¼ Nmod hxð Þmx c
nx
; (10)
where Nmod is the number of QCL periods in the lasing
cavity, and is set to 50, as in Ref. 19. The output power can
now be calculated as
Px ¼ IxA; (11)
where A represents the cross-sectional area transverse to the
light propagation direction.
The nonlinear output power can then be obtained from
the following expression:31
P2x ¼ 2p
2jv 2ð Þj2 e2a2-L  2e2a2xLcos DkLð Þ þ 1½  1R2ð Þ
IRn2xn2xk
2ce0 Dk2þ a22x
 
1R1ð Þ2
P2x:
(12)
Here, k  9 lm is the wavelength of the fundamental mode
and IR represents the effective interaction cross section
decided by the overlap between the fundamental and the sec-
ond harmonic mode, which is considered to be equal to the
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one given in Ref. 19, i.e., 1000 lm2. nx¼ kxc/x and
n2x¼ k2xc/x are refractive indices of the fundamental and
second harmonic mode, Dk¼ 2kx  k2x the phase constant
mismatch, and a2x is the total loss including both the wave-
guide aw2x and the mirror loss a
m
2x. The waveguide losses,
as well as the dimensions of the waveguide are taken from
Ref. 19. The mirror losses can be estimated by
am
x 2xð Þ ¼  lnR1ð2Þ
 
=L, where L is the cavity length, while
R1 and R2 are reflection coefficients at the fundamental and
second harmonic frequency. They are related to the refrac-
tive indices as R1ð2Þ ¼ ð1 nx 2xð ÞÞ2=ð1þ nx 2xð ÞÞ2.
The self-consistent procedure is performed for a certain
value of the external bias field. Changing the bias modifies
the potential and consequently the energies and correspon-
ding wave functions of the electron states. Therefore, all
the lifetimes and transition matrix elements change, as do
the current density, sub-band populations, and eventually the
output power. By repeating the self-consistent procedure for
a number of external fields, we can calculate the macro-
scopic output characteristics and perform comparisons of the
estimated device performance for various obtained
structures.
III. NUMERICAL RESULTS AND DISCUSSION
The procedure described above is flexible enough to be
applied on a wide variety of structures where a significant
number of different operating wavelengths can be tailored. In
this work, we have chosen to address the optimization of an
active region for the structure described in Ref. 19. It consists
of two coupled InGaAs quantum wells separated with an
AlInAs barrier, designed for fundamental and SHG wave-
lengths of k 9 lm and k 4.5 lm, respectively, which sets
the fundamental transition energy to approximately 136meV.
The energy difference between the ground and lower laser
state equals the LO phonon energy, i.e., 34meV. The optimi-
zation was carried out for the value of the applied field of
F¼ 38 kV/cm, temperature T¼ 10K, and the sheet carrier
density Ns¼ 37.2  1010 cm2, which was derived from the
dopant profile per repeat period and was initially, at the begin-
ning of the self-consistent procedure, assumed to be distrib-
uted equally between the sub-bands of one period.
A schematic diagram of quasi-bound energy levels and
associated wave functions squared for an injector-active
region-injector section of the optimized structure is shown in
Fig. 2. The layer sequence of one period, in nanometers,
starting from the injection barrier is: 4.1, 8.6, 1.5, 5.7, 2.6,
4.1, 2.1, 3.9, 2.3, 3.7, 2.5, 3.5, 2.6, and 3.3, where normal
scripts denote the wells and bold the barriers. The injector
and collector regions are represented with five energy levels
each, as given in the previous paragraph. The pump radiation
at the fundamental frequency is generated between levels 9
and 6. Nonlinear cascades are formed by levels 6–9–12 and
9–12–14. The first cascade coincides with the laser transi-
tion, while the resonance of the second cascade can be
achieved by relative thickness variations of the two QWs
and the barrier between them. At the applied bias field of
38 kV/cm, for which the optimization was performed, the
lasing wavelength amounts to k¼ 9.08 lm.
By applying the self consistent procedure described
Sec. II on both, the reference, Ref. 19, and the optimized
structure for T¼ 10K and external field values from 30 to
55 kV/cm, the output characteristics were derived and com-
pared. The electric field/current density characteristics are
shown in Fig. 3. It can be seen that the optimized structure
demonstrates a considerable improvement in that, in a nota-
bly wide range of applied fields (above 40 kV/cm), higher
current densities can be achieved with lower bias fields.
By using Eq. (12) and adopting the parameters given in
Ref. 19, we can estimate the nonlinear conversion efficiency
g¼P2x/Px2 of 272 lW/W2 for the reference structure, which
is in good agreement with the experimentally obtained val-
ues of 100 lW/W2 given in Ref. 19. The calculated value
for the second order nonlinear susceptibility of
jv(2)j ¼ 2.58 104 pm/V is in accordance with the calculated
values of 2 104 pm/V given for the reference structure in
Ref. 19. However, the optimized structure shows a noticea-
ble improvement regarding these parameters, and the calcu-
lated values for the nonlinear to linear conversion efficiency
and the second order nonlinear susceptibility are 349 lW/W2
and 2.71 104 pm/V, respectively. We can notice that the
relative increase of the nonlinear conversion efficiency is
larger than the relative increase of the nonlinear susceptibil-
ity. The reason for this lies in the fact that g is not dependent
solely on jv(2)j, but on other variables as well. When calcu-
lating g, we must take into account the value of the expres-
sion given in the square brackets in Eq. (12), which is not the
same for the optimized and reference structure, as well as the
value of jv(2)j and the calculated wavelength. The differences
are not significant, but can still lead to an evident difference
of the nonlinear conversion efficiencies.
Figs. 4 and 5 represent the linear and nonlinear output
for both the reference and optimized structure. The threshold
current estimated for the optimized structure is close to
0.5A, while the calculated value for the reference structure
is about 2A, which is in good accordance with the experi-
mentally obtained values given in Ref. 19. It can be seen that
FIG. 3. Electric field vs. current density characteristics at T¼ 10K in the
optimized (solid lines) and reference (dashed lines) structure, Ref. 19. The
optimized structure shows that higher current densities can be achieved with
lower bias fields in the range of applied fields up to 40 kV/cm.
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the optimized structure shows higher linear output powers at
lower currents.
As can be seen from Eq. (12), the phase mismatch factor
Dk plays a significant role in the nonlinear conversion effi-
ciency estimation. In our calculations, the phase mismatch
factor is about 100 times larger than the loss a2x. Even
though the phase mismatch did not degrade the increase of
SHG achieved by the optimization process and the calculated
values for the nonlinear conversion efficiency were rather
high, they could be additionally enhanced by making the
phase mismatch factor comparable to the optical losses, or
by decreasing the effective interaction area IR. Our optimiza-
tion technique was, however, focused on the improvement of
the nonlinearity of the laser medium, leaving the enhance-
ment of the phase matching conditions subject of further
work.
IV. CONCLUSION
We have described a procedure for the design of a
GaInAs-AlInAs-based QCL with optimized optical nonli-
nearity capability. The technique has no restrictions regard-
ing the number of the optimization parameters or material
composition, and demonstrates high optimization abilities.
The designs were evaluated by modeling the carrier dynam-
ics using the full self-consistent approach extended with pho-
ton density equations, and the reference design calculations
show excellent agreement with experimental results. At the
same time, the optimized structure predicts a significant
improvement of the nonlinear to linear conversion efficiency
and the second order nonlinear susceptibility, as intended.
The described procedure is applicable to various active
region designs and will be used in further work for other
wavelength ranges. The developed method will also be an
excellent ground for proper modeling of other higher-order
effects in QCLs very relevant for current applications in
imaging, spectroscopy, and material characterization.
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