A modelling framework with field-scale models including the preferential flow model MACRO was 6 developed to simulate transport of six contrasting herbicides in a 650 km 2 catchment in eastern 7
Introduction 26
Modelling the fate of pesticides at the catchment-scale is an important tool for pesticide management 27 to gain insight into behaviour at this scale and to evaluate the impact of different management 28 practices. Pesticide loss through subsurface drainage (when tile drains are present) is a dominant 29 route for pesticide transport to surface waters with surface runoff also locally important (Harris and 30 Catt, 1999; Johnson et al., 1996) . Heavy clay soils with artificial drainage frequently exhibit 31 pesticide transport via preferential flow, causing surface water contamination (Brown et al., 1995 ; 32 Johnson et al., 1996) . 33
The model of water flow and solute transport in macroporous soil, MACRO (Jarvis et al., 1991) , is 34 the most widely used preferential flow model at the field scale in Europe. A few studies have applied 35
field-scale models in catchment modelling by considering that the fate of pesticides in the catchment 36 would be the result of the sum of multiple field-scale processes (Lindahl et duration of peaks when the same pesticide is monitored further downstream (Brock et al., 2010) . 42
These patterns of peak concentrations are largely dependent on rainfall behaviour, suggesting that 43 processes occurring within the river network may not be a major influence on the timing and 44 magnitude of peak pesticide concentrations in surface waters at larger scales. 45
Coupling fate models involves combining more than one model in order to establish a modelling 46 framework that can simulate a broader system than can any of the component models in isolation 47 (Zhu et al., 2013) . In this paper a modelling framework was developed by combining hydrological 48 and fate models in an attempt to simulate various pathways of water flow and their associated 49 pesticide losses in the Wensum catchment in the eastern region of the UK. The Wensum is one of the 50 six priority catchments in England and Wales targeted under the Catchment Sensitive Farming 51 programme (CSF), to reduce diffuse water pollution by pesticides. Regular pesticide monitoring has 52 been undertaken since 2006 to evaluate the effectiveness of the management actions. The modelling 53 framework using MACRO aimed to test whether the catchment system can be simulated as the sum 54 of multiple field-scale processes. 55
The catchment scale model SPIDER is a preferential flow model that simulates hydrological flow 56 and pesticide fate in small catchments . In contrast to field-scale models like 57 MACRO, SPIDER considers spatial variability of soils, crops and pesticide usage in the catchment to 58 simulate the effect of the transport and sorption of pesticides in the river network. SPIDER was also 59 applied to the Wensum to compare results from a catchment model to the modelling framework 60 using a field-scale model. 61
Despite the importance of uncertainty analyses, very few pesticide modelling studies include them in 62 their results. Physically-based hydrological and pesticide transport models require a large amount of 63 input data from the study area that are not always known with certainty (Sohrabi et al., 2002) . 64
Depending on the level of accuracy needed and the sensitivity of the model, parameters can be left at 65 their default values, taken from databases, derived from empirical equations or estimated using 66 expert judgment; any of these procedures will introduce uncertainty into the model, in addition to the 67 simplification of the physics and processes by a model conceptualisation (Dubus et al., 2003) . These 68 uncertainties are responsible for reducing the predictive capacity of the simulation, providing results 69 that differ from reality. In addition, different sources of uncertainty can magnify the overall 70 uncertainty of the outputs (Zhang et al., 1993 ). An uncertainty analysis of key sources of uncertainty 71 in the input parameters was also included to assess their impact on model simulations. The simulated crops were winter wheat (WW) and oilseed rape (OSR) as they are the main crops 97 from hard surfaces will enter the river network as rapid runoff. Surface runoff was the only source of 128 flow considered from the developed areas. 129
Comparison of river flow with modelling using RZWQM (Ma et al., 2004) and PRZM (Carsel et al., 130 1985) suggested that surface runoff from arable land was not a significant process in the catchment, 131 so neither model was included in the framework (Villamizar, 2014) . Other inflow and outflow 132 sources (such as water abstraction, irrigation and sewage discharge) were assumed to have little 133 impact on the hydrograph. Modelling results for the different pathways of water flow were scaled-up 134 to the entire catchment using an area-weighted average approach based on soil type. The conceptual 135 scheme in Figure 2a ) summarises this strategy. Travel time was ignored, assuming that there is no 136 delay (larger than a day) between flow leaving the field and arriving at the catchment outlet. 137
An important aspect of flow estimation is the calculation and incorporation of the baseflow 138 component of the hydrograph. Baseflow is primarily generated from groundwater discharge into the 139 river network which depends on regional hydrological conditions. A simple groundwater mixing 140 model was developed to simulate the baseflow in the Wensum catchment and the transfer of 
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Soil profiles for each simulation were divided into 60 layers. The only soils requiring tile drainage 160 
where is the soil water content, R soil and Ir are the amount of rainfall and irrigation, respectively,
197
ETa is actual evapotranspiration, P is percolation through the soil profile, LM is lateral flow, D is 198 drainage via tile systems, and Ru is surface runoff . in the model when the layer below the drained horizon is saturated and the soil water content is 210 greater than the field capacity in the drained horizon, or when the water table reaches the drained 211 horizon. Surface runoff is simulated when rainfall intensity exceeds the saturated hydraulic 212 conductivity of the soil or when rain falls on an already saturated soil. 213
The general equation of the soil pesticide balance to calculate the pesticide load (mg for PestL and 214 mg h -1 for all other terms) at an hourly time step t for each layer is given by Equation 3. 215
where PestL is the pesticide load in the layer, IL is the load from either application or a layer above, 217 PL is load from percolation, SDL is the pesticide degraded in the soil, RL is the load from runoff, 218
DrL is load from drainage, and LFL is load from lateral flow. Any pesticide transferred from a field 219 into a stream reach is then transported with water flow into consecutive segments up to the 220 catchment outlet. Water flow is routed using the Muskingum method. Pesticide mass balance in 221 stream reaches accounts for pesticide inputs from land blocks, pesticide sorption to stream 222 sediments, degradation, losses by percolation and transport to the next stream reach (Renaud et al., 223 2008) . 224
The Wensum catchment was described in SPIDER by dividing the river network into 24 stream 225 reaches and the catchment area into 44 land blocks according to their soil association and their 226 location relative to the river sections ( Figure A-2) . The assumption of relatively homogeneous 227 conditions within these landscape elements is a prerequisite for the approach. Water lost as recharge 228 was used as input to the groundwater mixing model to include the baseflow component of the 229 hydrograph. The saturated vertical and lateral hydraulic conductivities of the soil as well as the 230 hydraulic conductivity at field capacity were set to be calculated by the pedotransfer functions in 231 SPIDER (Evans et al., 1999) . The saturated hydraulic conductivity of the sediment layer was 0.5 232 mm/h and the sediment bulk density, 0.8 g/cm 3 . Effective sediment thickness for interaction with 233 pesticide was initially set to 3 mm but then was calibrated to a value of 1 mm to reduce total 234 pesticide sorption to the sediment. Apart from pesticide degradation in the soil, SPIDER also 235 simulates degradation in the river network so degradation values in water and sediment must be 236 supplied to the model (Table A-5) . 237
Model calibration was applied to SPIDER in order to improve the simulation of the water flow by 238 adjusting the water balance to increase the predicted flow in the river network (i.e. increasing 239 percolation and drainflow volumes and reducing evapotranspiration). Evapotranspiration coefficients 240 for all crops were reduced taking into account winter conditions in the Wensum which is prone to 241 freezing during this period. The new values were selected according to ranges reported by Allen 242 (1998). 243
Model evaluation 244
Modelling results were evaluated using visual comparison against the observed flow and pesticide 245 concentrations and from calculation of the Nash-Sutcliffe model efficiency coefficients (NSE; (Nash 246 and Sutcliffe, 1970) . NSE values for the simulated flow were calculated on a daily and average daily Additional assumptions were made to calculate pesticide loads on days when the pesticide 267 concentration was reported to be below the limit of quantification (LOQ). A limit value of 0.001 g 268 l -1 was used to define the minimum pesticide concentration that was taken into account for the 269 calculations. This value is set as the smallest of the LOQ reported for the studied pesticides (Table  270 A-4). Then, the assumptions made for calculating the loads for these days were: 271 1) For days when the models (SPIDER or MACRO) simulated a pesticide concentration below a 272 value of 0.001 g l -1 , the measured and the simulated concentrations were assumed to be zero. It 273 was considered that if pesticide was neither detected in the sample nor simulated by the models, 274 it is very unlikely that pesticide was actually present in the water. 275
2) For days when either of the models simulated a concentration above 0.001 g l -1 , the measured 276 concentration was (arbitrarily) assumed to be 25% of the LOQ. This means that if one of the 277 models predicts a pesticide concentration above the set limit of 0.001 g l -1 but it is not 278 analytically quantified in the samples, there is reasonable probability that the pesticide was 279 present in the water at a concentration smaller than the LOQ. 280
Uncertainty analysis 281
Model performance in the simulation of pesticide concentrations can be affected by several sources 282 of uncertainty in the input parameters in addition to the simplification of the physical description and 283 processes inherent to the model (structural error), the spatial scale and the temporal discretisation 284 The effect on pesticide simulations due to uncertainties in the use of average reported pesticide 316 sorption and degradation values was evaluated by running different simulations for four of the six 317 pesticides and comparing with the original simulation. The selection criteria for inclusion was 318 availability of average and range in sorption and degradation values from regulatory studies within 319 the pesticide properties database (PPDB) (Lewis et al., 2015 ). An evaluation of extreme parameter 320 combinations was carried out for each compound by running four simulations combining maximum 321 and minimum K oc and degradation half-life (DT 50 ) values (Table A- No surface runoff was predicted by the models for the Wensum primarily due to the efficiency of the 338 tile drainage system. From this result, it was expected that surface runoff generated from arable land 339 would be small. Both models achieved positive model efficiency values for all hydrological years; 340 however, best NSE values were generally achieved for MACRO. A comparison of the actual 341 evapotranspiration calculated by the two models ( Figure A-4) showed that for MACRO was 10.1% 342 larger than that for SPIDER over the simulation period. This difference in evapotranspiration is very 343 evident particularly during the summer periods for MACRO which reduces soil moisture content and 344 prevents the soil from wetting up as rapidly as for SPIDER. 345
Pesticide concentrations 346
Comparisons between simulated and measured pesticide concentrations are presented for 347 chlorotoluron, carbetamide and clopyralid in Figure 4 and for mecoprop, propyzamide and MCPA in 348 for some periods by the simulations from the two rainfall datasets (measured +/-10%) for both 384 models (Figure A-6) . However, the effect of uncertainty in the rainfall was more evident for 385 MACRO. The exceptions were for hydrological years 2008/09 and 2010/11 when both models and 386 only SPIDER, respectively, under-estimated the flow even after increasing the rainfall by 10%. 387
Uncertainty in the rainfall data had a big impact on the simulation of stream flow for the two models 388 in both high-and low-flow periods but the greatest relative change during storm flow events was 389 observed when increasing the rainfall by 10%. A large effect on the simulated flow was observed for 390 the end of low-flow periods using MACRO; a great improvement was observed by increasing the 391 rainfall data by 10% since the model predicted some of the peaks that were not simulated previously. 392
A similar behaviour was observed from SPIDER but the impact was smaller than for MACRO 393 during low-flow periods. In addition, the difference between the simulated and observed flow in the 394 timing of flow recovery after summer for both rainfall datasets was approximately 15 days for 395 SPIDER, but almost one month for MACRO. 396 Table 2 and Table A-7 show the variation in simulated pesticide loads over a 4-year period (kg/4 398 years) on dates when pesticide application is likely to occur for carbetamide and the other pesticides, 399
Uncertainty in the application date 397
respectively. The simulated loads from both models over a 4-year period for carbetamide were 400 within a factor of two for most of the application dates in November compared to the observed load 401 and were very similar between models. Application dates in mid-or late November showed better 402 agreement with the measured load. 403
Uncertainty in the application date had a smaller impact on pesticide loads for some pesticides. For 404 instance, the resulting loads for propyzamide using SPIDER and for clopyralid using MACRO varied 405 by less than 0.3 kg across all application dates simulated. Mecroprop was the pesticide that showed 406 the greatest variation in loads (more than 100 kg using both models); this compound is impersistent 407 in soil so timing of application relative to timing of storm event is an important influence on 408 simulations. Across the full dataset, there was a tendency for SPIDER to be more sensitive than 409 MACRO to changes in application date. 410
Uncertainty in pesticide sorption and degradation 411
The effect of uncertainty from using average sorption and degradation data was analysed by 412 comparing pesticide loads for simulations using combinations of extreme input data (maximum and 413 minimum sorption and degradation values derived from the literature). The results of this bounds 414 analysis are shown in Table 3 and Table A-8 for carbetamide and the other pesticides, respectively.  415 This source of uncertainty had a greater impact on the simulated pesticide load than the uncertainty 416 due to the application date, but the impact was again compound-specific. 417
Simulated loads were greatest for the combination of minimum K oc and maximum half-life while the 418 smallest loads were obtained by using maximum K oc and minimum half-life. Extreme differences in 419 simulated loads were obtained for MCPA; losses were negligible when using the minimum half-life 420 value because the pesticide largely degraded in soil before the first flow event after application. 421 Uncertainty in pesticide sorption had a bigger impact on the simulation of loads than uncertainty in 422 degradation. The simulated ranges for both models covered the observed loads for most pesticide-423 model combinations. For example, the range of simulated loads from both models covered the 424 observed load of 23.3 kg over 4 years at the catchment outlet for carbetamide (Table 3) 
Pesticide simulation 498
This is the first time that SPIDER has been tested using long-term monitoring data collected for a 499 relatively large catchment. Both models were able to simulate a large number of the observed peaks 500 for pesticides at the catchment outlet as well as the overall pattern of behaviour of most of the 501 pesticides despite the simple nature of the models and not including surface runoff in the simulations. 502
Apart from the peaks that MACRO missed in early autumn due to under-estimation in the flow, most 503 of the simulations showed reasonable agreement with measured behaviour; however, some 504 disagreements were observed in the timing and magnitude of peaks. The exception was for 505 clopyralid and MCPA where significant differences in the simulations were observed both relative to 506 measured data and between models. 507 Holvoet et al. (2007) considered that in-stream processes and state variables (e.g. microbial activity, 508 dissolved oxygen concentration, pH, sedimentation, re-suspension) have a significant impact on 509 modelling pesticides at the catchment-scale. However, in the present study, the modelling framework 510 was able to satisfactorily simulate water flow from a relatively large catchment like the Wensum and 511 predict reasonably well the pattern of pesticide concentrations even though the framework ignored 512 in-stream processes suggesting that the river system had a relatively minor influence on patterns of 513 pesticide concentrations at the catchment outlet. Modelling results suggested that pesticide 514 concentrations in water were driven primarily by field-scale processes. There was no major 515 difference between simulations from a modelling framework composed of field-scale models and 516 from a catchment-scale model when applied to a medium-sized catchment in Eastern England. An 517 implication is that provided field-scale processes are well captured by a model, then it should be 518 possible to approximate pesticide export at the catchment scale. This is in agreement with other 519 studies that have suggested the possibility to predict the order of magnitude of pesticide losses from 520 catchments based on information on pesticide and soil properties plus pesticide usage (Pistocchi, 521 2013) . 522
The best simulations were observed for pesticides that are normally applied in late autumn such as 523 chlorotoluron, mecoprop, carbetamide and propyzamide. These pesticides are mainly applied to a 524 single crop type, so uncertainty in their usage patterns (i.e. application date and amount) is relatively 525 small. For instance, chlorotoluron is exclusively applied as a pre-or early post-emergence herbicide 526 to winter cereals to control annual grasses and broad leaved weeds. In addition, the relatively large 527 degradation half-life (59 days) means that differences in the application date will have relatively little 528 impact on the timing and magnitude of pesticide peaks simulated by the models. 529
Propyzamide and carbetamide showed a good agreement between the pattern of the simulated 530 concentrations and the measured data but with some disagreements in the magnitude of the peaks. 531
These pesticides are mainly used to control broadleaved weeds and blackgrass that is resistant to 532 other herbicides. Pesticide application takes place between October and the end of February 533 depending on soil moisture and temperature. The relatively wide window of time for application and 534 the specific environmental conditions required mean that the use of a uniform and fixed application 535 date would generate uncertainty that will mainly affect the magnitude of the peaks. This uncertainty 536 in the application date had a greater impact on the simulation of carbetamide than propyzamide 537 losses. The moderately large K oc (292 ml g -1 ) and half-life (47 days) selected to simulate 538 propyzamide mean that the pesticide binds strongly to soils and persists for a long time. In contrast, 539 carbetamide has both weaker soil sorption (K oc = 89 ml g -1 ) and shorter half-life (10.9 days) so if 540 there is a delay between application date and a storm event, pesticide transfers to tile drains would be 541 reduced due to pesticide degradation. 542
Clopyralid and MCPA concentrations proved difficult to simulate due to the complex and uncertain 543 usage pattern of these pesticides. Clopyralid is applied to a wide range of crops including cereals, 544 grassland, amenity grass/lawns, OSR, brassicas and maize and MCPA is used on cereals, grassland 545 and amenity grass/lawns. These post-emergence herbicides are mainly applied during spring and 546 throughout the summer when weeds are actively growing. Since these herbicides can be applied 547 during a very wide window of time, the uncertainty generated by the use of fixed application dates 548 can greatly affect the simulation. Different authors have suggested supplying application date as a 549 probability distribution in fate models (Holvoet et For clopyralid, MACRO only predicted three small peaks that were due to pesticide drainflow, whilst 557 the model missed other events that SPIDER simulated. It was observed that important losses of 558 clopyralid could be due to sub-lateral flow (through-flow); SPIDER simulates this whereas MACRO 559 does not account for pesticide loss by this route. Clopyralid was different from other compounds 560 where drainflow dominated because losses occurred in late spring when drains may not be flowing 561
and sub-lateral flow may be a relatively important contributor to catchment hydrology. 562
The uncertainty analyses for the simulation pesticide losses in the present study showed that 563 uncertainty from individual input parameters could explain some of the observed disagreements in 564 the simulation from the two models. Simulated loads from both uncertainty analyses (application 565 date and sorption and degradation data) using both models generally covered the observed load for 566 the simulation period. However, a combination of different sources of uncertainties might be the best 567 explanation of discrepancies in simulated concentrations. The exception was for MCPA due to the 568 lack of simulated drainflow on days when emissions were observed and for clopyralid using 569 MACRO for the reasons explained above. 570
The impact on the simulated loads of uncertainty in both application timing and pesticide properties 571 was model-and compound-specific. Boithias et al. (2014) carried out a sensitivity study using 572 plausible ranges of application dates for two contrasting pre-emergence herbicides in SWAT. The 573 authors also found that the effect of the application date was a pesticide-specific factor influenced by 574 their bioavailability and hence by sorption and degradation. For runoff models like SWAT pesticide 575 sorption was shown to be more important than degradation in determining the availability of 576 pesticides in the runoff interaction zone. For preferential flow models, the availability for pesticide 577 loss would depend on the leaching potential of pesticides to reach tile drains where both parameters 578 (degradation and sorption) are known to be important (Arias-Estevez et al., 2008; Carter, 2000) . 579
Pesticides with high leaching potential likely to reach tile drains via preferential flow are 580 characterised by having slower degradation rates and weaker soil sorption (Gardner, 2014) . 581
Model evaluation was in some cases affected by the resolution of the measured pesticide 582 concentrations. Some important emissions predicted by the models could not be evaluated due to the 583 absence of monitoring data for those days. Monitoring frequency varies within crop years and a large 584 proportion of none detections was observed for most herbicides. 
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