Abstract. While computational chemistry can be used to predict properties of existing and hypothetical structures, molecular engineering remains an expensive, time consuming and largely experimental challenge. With the aim of working towards reducing the high cost of molecular engineering, a computational counterpart to experimentation and synthesis is presented which utilizes mixedinteger non-linear programming. The optimization formulation uses a superstructure representing all candidate molecules to determine group contributions to functionality. Furthermore, partial experimental or synthetic knowledge can be incorporated directly in the problem formulation. Three example problems are solved: (i) design of sulphide molecules with optimal selectivity, (ii) design of sulphide molecular switches and (iii) design of optimal binding amido groups. The key contribution of this article is a framework for automated molecular design which integrates independent sources of mathematical and experimental knowledge.
Introduction
Nanotechnology is possibly the most anticipated technological revolution in modern times, representing the culmination of our knowledge of physics, chemistry and measurement. What is left to be done? One of the most pervasive challenges, in our view, is understanding the component contributions in complex systems. It could be argued, for example, that sheer complexity is all that stands between modern organic chemistry and a manmade analogue to DNA. A pharmaceutical drug far less complex than DNA may even emerge from a field of 30000 candidates at a cost of $5000 per candidate. Hence, we can expect candidate molecules for nanotechnology to magnify the present methodological limitations and their impact on the cost of product development, their time to market (i.e., yield on investment) and their environmental evaluation. Among the most promising new methods in molecular engineering which work towards minimizing the costs for evaluating large numbers of candidates are computer-aided design tools which mirror experimental and synthetic activities. In principle, these tools go beyond traditional methods such as molecular dynamics, ab initio computations, quantitative structure-activity relationships (QSAR) and molecular databases, because they automate the design of molecules to meet arbitrary specifications of property and reactivity.
We now introduce such a tool for targeting molecular (i) Design of sulphide molecules with optimal selectivity.
(ii) Design of sulphide molecular switches.
(iii) Design of optimal binding amido groups.
The computational results support the feasibility of our approach. Firstly, the computational effort of evaluating a large number of candidate molecules can be controlled through the use of simplified molecular models (see figure 1) in a screening capacity. Screening is used in the first example to eliminate suboptimal designs without losing the good designs. Secondly, the good designs can be identified efficiently in many cases with appropriate choices of problem formulation and solution algorithm. In the second example, a considerable reduction in cpu-time is .achieved by using a special algorithm to solve a non-linear formulation of the optimization problem. Finally, integer optimization allows us to integrate disjoint synthetic and experimental data simultaneously. In the second example, synthesis con- straints reduce computational requirements by an order of magnitude. In the third example, geometric and energetic constraints are used directly to screen amido group interactions.
An optimization-based approach to molecular design
The computational approach does two things.
(i) Candidate molecules are assembled automatically
(ii) The optimal molecular design@) are determined from molecular groups and atoms.
by mathematical programming.
In the first part, molecules are assembled from a graph of atoms, groups (nodes) and bonds (arcs) called a superstructure (e.g., see figure 2). In a superstructure each node is assigned a binary variable to define its presence or lack thereof in a particular molecule. Binary variables in this article have the nomenclature 'yjGt)', where i is a number assigned to a node or collection of nodes and jj is the chemical composition of a node in the collection i. This numbering scheme distinguishes between nodes with identical chemical composition.
In the second part the superstructure is formulated as a mathematical program which identifies the best design($. Programs in this paper have the form The term cry might be a group contribution measure of nucleophilicity in which y is a string of binary existence va:iab!es axd c i-a parameter vec!=r. The vector GI equality and inequality constraints, g(x) + By < 0, is the mathematical description of the superstructure. One subset of the constraints comprises group contribution definitions. Another subset comprises geometric constraints due to molecular bonding. A third subset contains structural knowledge such as feasible synthetic pathways. Finally, a fourth subset contains experimental knowledge. The integration of experimental and structural knowledge is critical to filling the gaps in the Depending on the mathematical model and constraints program, (I) takes several forms. In the first example,f( )and g( )are linear operators, so that ( I ) is a mixed-integer linear program. Although there is generally no guarantee that a given mixed-integer linear program can be solved without an exponential effort in theory, in practice it is often the case that even large problems can be solved in polynomial time by modern branch and bound or cutting-plane techniques (see Nemhiuser 2nd Vdsey !988). In !he second and third computational examples f( ) or g( ) or both are nonlinear so that (1) is a mixed-integer non-linear program. As demonstrated below, mixed-integer non-linear programs can often he solved efficiently with a combination of branch and bound techniques and gradientbased optimization.
Example 1: regioselectivity of asymmetric sulphide chlorinations
Mathematical programming is used to design sulphides with optimal selectivity. The selectivity is known (Hancock et af 1983) to be controlled by the difference in electronegativity between the a and a' carbons whose electronegativities are in turn determined by their substituents, RI-R3 and R4-R6 (see figure 3 and table I). Thus the substituents provide a natural measure of regio(site)-selectivity, namely (2). where X,( ) is the Pauling electronegativity of a group. For example, if AXp > 0, then the chlorination occurs preferentially on the a-carbon bonded to RI-R3 (at least one ofwhich must be a hydrogen). What is needed then is a measure of the group contributions. Hancock et al (1983) provide a weighted group contribution method correlated from ab initio and semi-empirical calculations which is precise enough to distinguish isomers, namely
where n is the total number of levels (= 3 in this example; 
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Groups are chosen from the superstructure according to the rules in equations (4)-(7).
In other words, equation (4) implies that only one bond from a functional group may connect to an a-carbon. Equation (5) requires that if CH is not chosen at level one, then level-two components cannot exist in the resulting molecule. Equation (6) requires the same of components at level three. Equation (7) enforces the constraint that CH (level one) and CH, (level two) exist (or do not exist) together. In addition to defining logical selection rules (equations (4)- (7)), the existence variables also specify the electronegativity contributions (equation (8)).
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where [ai(ji)lpr is the parameter value of the electronegativity contribution. For example, a,(Ph) = 7.81 y,(Ph) specifies that the phenyl group at level one makes a contribution to a substituent if and only if the specific phenyl group is present in the substituent. The optimal molecules are solutions to mixed-integer linear programs of the form
Maximize
-AXD Subject to equations (2)- (8) for each functional group
in which R2; R3; R5 and R6 are fixed as hydrogens and R1 and R3 are chosen to maximize the selectivity of the right a-carbon. The optimal sulphides are shown in descending order in table 3. Note that the fifth result satisfies an additional constraint that the right substituent should not he PhSO, and the sixth result satisfies constraints that the right substituent be neither PhSO, nor PhCO. Given the inherent limitations of group-contribution models (e.g., recognition of synthetic or steric difficulties), the reduction in the superstructure from 210 t o 6 possible designs suggests that it is possible to use simplified models in a screening process without necessarily losing good designs (see Knight 1992b for a further development of this point). Furthermore, it should be possible to refine both the superstructure and the group contribDUtiOn modei. Figure 4 shows how increasingiy rigorous computations could be introduced as the superstructure becomes smaller. The mixed-integer linear mathematical programs were solved on a VAX-6320 with the branch and bound code SCICONIC (v2.11) (1986) linked t o the general algebraic modelling system (GAMS, v2.20) (Brooke et al 1988) . Note that, unlike branch and bound, Monte Carlo algorithms d o not exploit group-contribution information from partial molecules and thus require a greater enumerauun UI me rupcrsri UCLUIC 111 V I U C ' I LV tiuuvtxgc. 
Example 2: non-linear molecular switch design
Molecular machines are likely to store and access instructions through a network of discrete-state switches. Binary molecular switches (see figure 5) based on asymmetric sulphides can be designed using combinatorial optimization. In this example we choose t o equivalence electronegativity as symmetrically as possible. Integration of model refinement in automated design.
Since the asymmetry between the states is the residual difference in the magnitudes of electronegativity bias, d,-d,, which may be either positive or negative, we minimize the square of the residual. Thus, the optimal designs are solutions to programs of the form
Subject to equations (2)- (8) 4 show that convergence of problem (10) is achieved in 5-9 integer evaluations as compared to 210 possible designs. In the final design appropriate constraints effectively reduce the number of feasible designs to those in table 1, resulting in a considerable speed-up in the computations.
Computations were performed on a VAX-6320 using the augmented penalty/outer-approximation/equality relaxation algorithm ( Duran and Grossmann 1986 , Kocis and Grossmann 1987 , Viswanathan and Grossmann 1990 implemented in GAMS (v2.20) (Brooke ef al 1988) . This algorithm solves mixed-integer non-linear programs as a sequence of non-linear and mixed-integer linear problems. Non-linear problems are solved with the reduced -gradient code MlNOS (v5.2) (Murtagh and Saunders 1985) while the mixed-integer linear problems are solved with SCICONIC (v2.11) (1986).
Example 3 optimization of hydrogen bonding between amido groups
Much of pharmaceutical engineering is based on the design of binding molecules. The understanding of inhibitor binding of proteins and enzymes has been advanced by molecular databases and free energy minimization techniques (e.g., Brooks and Fleishmann 1990). However, current approaches do not automate the design of site-specific molecules. While automatic design of an arbitrary binding pair is computationally intractable in general, the underlying principle can be illustrated by the optimization of binding amido groups (figure 6). Equation (1 1) is a Coulomb plus Lennard-Jones model of intermolecular energy where the subscripts i and j refer to atoms or groups on different molecules. Equations (12) are mixing rules which integrate group contributions (equations (13)) into the potential energy model. The mixing rules (equations (12)) are well suited to mathematical programming because they can be reformulated into linear integer constraints. Similarly, the law of cosines is used to represent the angle constraints.
In addition to constraints on bonds and angles, potential energy contributions must also conform to the superstructure. For instance, the parameter for Coulombic interaction between components i and j takes the form
where qib is the charge contribution of atom 1 < i < 8 and qjb is the contribution from 9 < j < 16. The terms 
Discussion
Mathematical programming is of basic importance to molecular engineering for at least two reasons. Firstly, a rich collection of partial and relaxed problem representations are exploited by modern programming algorithms to minimize computations. With general-purpose algorithms, problems containing up to 100 binary variables and 1000 continuous variables, or approximately 300 atoms, are feasible in a workstation environment. In high performance computing environments using tailored formulations and algorithms, much larger molecular designs problems are solvable (Knight 1992a). Secondly and more importantly, the mixed-integer nonlinear representation is canonical to a broad class of design problems (Knight 1992a) which incorporate experimental and synthetic knowledge. Coupled with problem-specific knowledge, many of the limitations of mathematical property models are overcome by computing the first, second, third, ... best designs directly. For example, a n algorithm using molecular design($ to generate constraints that eliminate flaws in subsequent designs has been developed and tested in a working paper by one of the authors (Knight 1992b).
Conclusions
The large investment required to design drugs and other complex molecules portends the need for an approach to molecular engineering and nanotechnology based on combinatorial optimization. Such an approach for optimizing a molecular function by finding the best molecule(s) has been introduced in the context of mixedinteger non-linear programming and tested on three example design problems. The major advantages of this approach are an automated targeting capability and the ability to combine theoretical, experimental and synthetic problem knowledge-all key elements in the development of nanotechnology.
