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Abstract:The appropriate output of distributed generation (DG) in a distribution network is important for maximizing
the benet of the DG installation in the network. Therefore, most researchers have concentrated on the optimization
technique to compute the optimal DG value. In this paper, the comparative learning in global particle swarm optimization
(CLGPSO) method is introduced. The implementation of individual cognitive and social acceleration coecient values
for each particle and a new fourth term in the velocity formula make the process of convergence faster. This new
algorithm is tested on 6 standard mathematical test functions and a 33-bus distribution system. The performance of the
CLGPSO is compared with the inertia weight particle swarm optimization (PSO) and evolutionary PSO methods. Since
the CLGPSO requires fewer iterations, less computing time, and a lower standard deviation value, it can be concluded
that the CLGPSO is the superior algorithm in solving small-dimension mathematical and simple power system problems.
Key words: Distributed generator, particle swarm optimization, power loss reduction, standard mathematical test
function
1. Introduction
Many improvements have been made in distribution systems to increase the eciency and reliability of the
network, such as the implementation of reconguration techniques [1{3], the installation of FACTS devices [4,5]
or capacitors [6,7], and the use of small-scale power generation technologies in the distribution network, also
known as distributed generation (DG) [8{11]. Therefore, from the centralized power system in the last decade,
the existence of DG units has transformed the topology of the network into a decentralized system.
The installation of DG units near the load center could help the system to improve power losses. However,
uncontrolled power injection by the DG units to the system will cause problems in the distribution network
as well as the grid network, even though the proportion of the DG is only a few tens of a percent of the total
power consumption [12]. Therefore, the requirement to have an algorithm that can obtain the optimal DG's
output is an important task that needs to be tackled by the power system planner in order to fully utilize the
benets of DG to the system performance. The metaheuristic optimization method is one of the alternative
approaches that can be used to obtain the optimal DG output. Although many types of metaheuristic methods
have been introduced, such as the genetic algorithm (GA), articial bee colony, plant growth optimization,
Correspondence: jasrul@fke.utm.my
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re y optimization, and others, all of these methods have a similar operation mode, which is a random-based
solution. This means that the methods use a possible random set solution as their initial process and update
the solution until the optimal result is reached.
The optimal result value, the consistency in the results (giving similar results every time the algorithm
is used), and the total computing time required by the algorithm in searching for the optimal solution are the
important criteria to evaluate the eectiveness and robustness of the algorithm. In this paper, the modication
on the original particle swarm optimization (PSO), which is known as the comparative learning global PSO
(CLGPSO), is done by introducing the comparative learning concept for the acceleration coecient (c1 and c2)
and the `sharing experience' concept in nding the best updating. With these 2 new concepts, the CLGPSO can
give the best optimal and consistent results in many cases. The speed for the algorithm to search for the optimal
solution is also improved (i.e. faster). The performance of the proposed algorithm is compared with 2 other
PSO methods, which are inertia weight PSO (IWPSO) and evolutionary PSO (EPSO), in solving 6 benchmark
mathematical functions as well as nding the optimal multiple DG units' output in a 33-bus distribution system.
The remainder of the paper is organized as follows. Section 2 presents related studies about the
implementation of optimization methods in power system analysis, followed by the problem formulations with
the list of constraints in Section 3. Section 4 introduces the optimization methods that are used in this study,
as well as the new CLGPSO algorithm. Section 5 describes the performances of the PSO methods in solving
the mathematical functions and multiple DG output problems, and Section 5 concludes the whole analysis of
the study.
2. Related research
Many techniques and analyses have been carried out to obtain the optimal location and size of DG units in
the distribution network, especially using the metaheuristic method. With the optimal location and output of
DG units, the maximum benet from this technology can be achieved. The study of Moradi et al. [13] is one
of the latest to focus on nding the optimal DG's output in the distribution network. The authors used the
GA to determine the best location of the DG and PSO for determining the optimal size of the DG. The result
of the combination method was compared to the original PSO that was used to nd the location and output
of the DG and the original GA, which also found the location and output of the DG. Each technique resulted
in a dierent allocation and DG output; ultimately, the GA/PSO combination gave the optimal location and
best output in the 33- and 69-bus systems. However, since the GA and PSO analyses were done separately, the
computing time for this combination method became higher compared to the original algorithm. Moreover, the
performances of the GA/GA and GA/PSO in the analyses for nding the optimal DG location should be the
same due to the separating analysis in the GA/PSO. However, the location given by the GA/PSO was dierent
than that of the GA/GA result. In other papers, the performances of the optimization methods were compared
with similar DG locations in the network [14{18]. With this in mind, the performance of the proposed algorithm
in determining the optimal value, computing time, and number of iterations will be compared with existing
optimization methods for the similar location of DGs (fair comparison).
Mouti et al : [19] implemented the articial bee colony (ABC) in solving the DG output problem. They
used 5 dierent DG operation mode cases in order to test the performance of the ABC in solving the optimal
DG output problem. Moreover, there were 2 load types used in that study, which were the original load size
and a load with a 50% increment in the system. The analysis only covered a single DG unit with a specied DG
location. Although the ABC has only 2 parameters to be tuned compared to the evolutionary programming
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(EP) and the PSO, as claimed by the authors, the ABC does not consist of the stopping criterion as the PSO
and EP do (all of the particles achieve the same value at a certain iteration). The stopping criterion for the
ABC is based on the maximum number of iterations. Therefore, in terms of computing time, the EP and PSO
can give faster results compared to the ABC. However, in their research, the analysis showed that the ABC
can give better optimal DG output and lower power losses compared to the GA approach. Lalitha et al. [20]
proposed an analytical method to allocate and nd multiple DG units in the distribution network. The use of
multiple DGs improved the power losses to the lowest value compared to a single DG connection. The algorithm
proposed by the authors used approximation methods to determine the maximum power reduction indicator to
allocate the DG units without running the load ow analysis in multiple times. After completing the allocation
process, the PSO algorithm was implemented to obtain the best DG size in the network.
Small-scale renewable energy sources (RESs) like photovoltaic (PV), wind, and solar systems are also
categorized as DG units in the distribution network. For the general analysis, all of these RESs can be presented
as DGs that operate in constant voltage (PV) or constant power (PQ) mode based on their characteristics.
Moreover, from the recent advancement in the power electronic eld, it is possible for some RESs to operate
in both modes [21]. Furthermore, some researchers also considered the cost of operation and its availability
in the analysis. Taher et al. [22] considered 3 types of RESs in their studies, which were PV, wind, and fuel
cells. The authors implemented the modied honey ABC optimization method to allocate 8 fuel cell units, 2
PV units, and 2 wind energy units in the network, where the sizes of the RESs were assumed to be xed. The
proposed algorithm showed superior results compared to the traditional PSO and GA methods, where it gave
the minimum total cost and power loss in the network. The same area of research was also investigated by Lee
et al. [23]. However, in this study, the authors try to obtain the optimal wind turbine generator output with
consideration of the voltage regulation as well as the protection system.
3. Background{problem formulation and constraints
In this manuscript, assuming that the locations of the DG units are xed due to some constraints (example:
near energy resource locations), the outputs for the DG are adjusted to minimize the power losses in the 33-bus
distribution network using a novel optimization method called the CLGPSO. Since the connection of DG units
in the distribution network changes the power ow direction in the system, with the proper DG output, it
will signicantly reduce the power losses in the network and also improve the voltage prole of the system.
Therefore, the main objective is to obtain the minimum active power losses in the system based on a power loss
formulation, as shown in Eq. (1):
Plosses =
nX
L=1
I2LRL; (1)
where L is the line's number in the system, IL is the line current, and RL is the line resistance.
Furthermore, the constraints that are considered during the process of nding the optimal DG output
using the optimization methods are as follow.
a) Generator operation constraint:
Pmin  PDG  Pmax: (2)
All of the DGs are only allowed to operate within the acceptable limit, where Pmin and Pmax are the
lower and upper bounds of the DG output. Therefore, the results of the DG's output must not exceed
this limit during the initialization process or the updating process in the optimization technique.
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b) Power injection constraint:
kX
B=1
PDG B < PLoad + PLosses; (3)
where k is the number of DG unit(s) in the system and B is the bus number.
In order to avoid the power injection to the main grid (substation) from the DG units, the total power
output of the DGs must be less than the summation of total load (Pload) and power losses (Plosses) in
the network. With this constraint, all of the DG units will always operate as generators in the system.
c) Power balance constraint:
kX
i=1
PDG + PSubstation = PLoad + PLosses: (4)
The total power generated in the network, which is from the DG units and substation (Psubstation), must
be equal to the summation of total load and the total power losses.
d) Voltage bus constraint:
V newB  V oldB : (5)
The overall voltage proles of the network must be higher than previous conditions (without DG) after
the optimal DG's size is obtained. The voltage for each bus (VB) should operate within the acceptable
limit, which is within 5% of the rated value.
The implementation of the CLGPSO in this study gives excellent performance in nding the optimal DG's
output that fullls all of the constraints. Furthermore, in order to validate the CLGPSO results, a comparison
between the CLGPSO and 2 other optimization methods, which are the IWPSO and EPSO, is conducted in
this paper.
4. Overview of the optimization methods in this study
The original PSO (OPSO) was developed by Eberhart and Kennedy [24] as an algorithm that works based on
a stochastic population optimization strategy, inspired by the social behavior of a ock of birds and school of
sh. The sh or birds will move in the same shape or formation until they reached the food source location.
In other words, all of the sh/birds will have to adjust their position based on their speed to maintain the
formation in the group. Therefore, their movement will depend on their own experience (local best: Pbest) and
other `friends' in the group (global best: Gbest). The updating of the local best and global best parameters
for each iteration gives the potential to the OPSO to reach the most optimal solution. Many modications or
hybridizations are made for the OPSO algorithm to make the algorithm more robust and ecient in searching
the optimal results.
4.1. IWPSO
The operation and process of IWPSO in nding the optimal solution is similar to that of the OPSO in all of the
steps, except for the `velocity' formula, which is used for nding a new population in the new iteration. Since
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the OPSO algorithm originates from eorts of a model social system, the updating process for the algorithm is
simple, as shown in Eq. (6).
vk+1i d = v
k
i d + c1r1(P
k
best(i d)   xki d) + c2r2(Gkbest d   xki d) (6)
However, from an optimization point of view, proper control in global and local searching is needed so that the
algorithm will have the capability of obtaining the global optimal point. With this in mind, Shi and Eberhart
[25] adopted a new parameter in the velocity formula, called inertia weight (w). This inertia weight can be
used to balance the global search and local search ability in the optimization process and reach the global
optimum point. Thus, the new velocity formula for the IWPSO is shown in Eq. (7). Furthermore, rather than
the 2 controllable parameters in the OPSO, the IWPSO algorithm consists of 3 controllable parameters that
inuence the exploration and exploitation of the algorithm. These 3 controllable parameters are the cognitive
acceleration coecient (c1), social acceleration coecient (c2), and weight coecient (w). Therefore, after
obtaining all of the parameter values in the `velocity' formula, the new position for N number of particles can
be achieved using Eq. (8). Figure 1 shows the process to obtain the optimal solution in the IWPSO algorithm.
vk+1i d = !
kvki d + c1r1(P
k
best(i d)   xki d) + c2r2(Gkbest d   xki d) (7)
xk+1i d = v
k+1
i d + x
k
i d (8)
Here, x is the particle/variable, v is the velocity of the particle, i is the particle's number in the N population,
k is the iteration index, d is the d dimension (variable) of the ith particle, c1 and c2 are the cognitive and
social parameter coecients, wk is the weight coecient for the k th iteration, r1 and r2 are random numbers
with a range of [0,1], P kbest is the best position particle achieved based on its own experience, and G
k
best is the
best particle position based on the swarm's overall experience.
4.2. EPSO
The EPSO is an algorithm that hybridizes the PSO algorithm with EP. By applying the concepts of combination,
competition, and selection of the EP into the PSO algorithm, the EPSO maintains only the strongest particle in
the population, while eliminating the others (the weak ones). Thus, the strongest particles in the EPSO allow
the algorithm to achieve a faster convergence solution compared to the original PSO [26,27]. The dierence
between the EPSO and OPSO starts after the new population set is obtained. The new population is combined
with the previous population and creates 2N number of particles (since the size of each population = N).
After that, based on the competition rate that has been set by the user, the competition between 2N particles
is executed. Let the rate of competition be 25% and N= 20, and each particle will compete against the other
particles 10 times (2  20  25% = 10) for the best tness value. The winning particle (lower or higher,
based on its objective function) will obtain a score, while the loser will have a mark of zero. The competition is
continued until all of the particles complete the competition. Next, the 2N particles are ranked based on their
competition mark and the best N particles are forwarded to the next iteration. The Gbest and Pbest values in
the EPSO are automatically obtained after this selection process. Since all of the survival particles are selected
as the Pbest value, the EPSO's velocity formula for the second iteration onward becomes simpler, as shown in
Eq. (9). The process to update the new position of the particles is still similar to that in the PSO or IWPSO
algorithm, which uses Eq. (8).
vk+1i d = !
kvki d + c1r1(P
k
best(i d)   xki d) (9)
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yi+1(max) - yi+1(min) = Â?
Iteration = max value?
Start
Determine Pbest and Gbest value
for 1st iteration (k=1)
Set the number (N), position (xi), & velocity (v)
of particles
Calculate the new position, xik+1 a, nd velocity,
vi
k+1
All particles fulfill
the constraints?
YES
Find Pbest and Gbest values for next iteration by
comparing previous (k) and current fitness
(k+1) value
Regenerate position
(xi) of particle
NO
Determine the new fitness of
each particle, yik+1
End
Calculate the fitness of
each particle (yi)
YES
NO
k=k+1
Figure 1. Flow of the IWPSO algorithm in searching for the optimal solution.
4.3. Proposed CLGPSO
In order to improve the quality and robustness of the OPSO, a new CLGPSO is introduced. In the OPSO,
all of the particles move in the group within the specic shape or formation and share the same cognitive (c1)
and social (c2) acceleration coecient values to move toward the new position. However, in the CLGPSO, the
c1 and c2 values for each particle vary, where they are depending on the tness dierence between the current
particles' position and the best position, which holds the best tness (t best) value in the current iteration as
shown in Eqs. (10) and (10). The dierence between the best tness values and the current particle's tness
value will identify either the c1 or c2 values for that particle as larger or smaller [Eqs. (12) and (13)]. Since
all of the particles have their own cognitive and social acceleration coecients, a competition concept between
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the particles exists. All of the particles try to adjust their own speed using an individual c1i and c2i to arrive
at the best position (optimal value).
fit
 
xki

=
1
1 + f(xki )
: For the minimization problem
fit
 
xki

=
1
1  f(xki )
: Forthe maximization problem (10)
fitkbest = max

fit
 
xk1

; fit
 
xk2

fit
 
xkN

; (11)
ck1i =
fitkbest   fit
 
xki

fitkbest
(c1max) ; (12)
ck2i = 2  ck1i: (13)
wheref(xi) is the objective function value in the optimization problem and c1max = 2.0.
Furthermore, in order to prevent the CLGPSO from being trapped in the local minima during the
competition, the value of the cognitive acceleration is given priority (higher value) compared to the social
acceleration when the tness dierence between the best position and current position is bigger. This is needed
to prevent all of the particles from moving to the local optimal position during the searching process. On the
other hand, when the tness dierence becomes smaller, the c2 value will be higher so that the particle can
determine the best global position result. Figures 2 and 3 illustrate the CLGPSO concept and the example of
the c1 and c2 results between 2 particles in nding the optimal position, respectively. From Figure 3, it can be
seen that the values of c1 and c2 for both particles are dierent at each iteration (depending on the random
number and new position generated). In addition, the value of c1 decreases to a smaller value at a higher
number of iterations, while the value of c2 becomes higher due to the tness dierence between the particles
and the global solution becomes smaller.
c1
1
, c2
1
c1
5
, c2
5
1
2
5
6
4
3
PSO
c1
1
, c2
1
c1
5
, c2
5
1
2
5
6
4
3
CLGPSO
i
Value of c1 and c2 is 
FIXED to all particles....
e.g.:
c1
5> c2
5
, c1
1<c2
1
and
c1
5
≠ c1
1
, c2
5
≠ c2
1
e.g.:
c1
5
=c1
1
, c2
5
= c2
1
 
Value of c1 and c2  
VARIES depending to
particles’ position.... 
Figure 2. Illustration and comparison of c1 and c2 between PSO and CLGPSO.
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Figure 3. Example of the c1 and c2 variation between 2 particles in 100 iterations.
Additionally, in the OPSO, the particle is only considered the best obtained value until the current
iteration (Pbest) and best value in the population (Gbest) update the velocity. This means that there is no
information sharing between current populations and other populations from any previous iteration. This
information sharing is important to help guide the particle in nding the suitable velocity based on other
populations' `experiences'. Therefore, the new parameter, Ebest , in the CLGPSO is dened as the value of
Gbest that is randomly selected among the existing particles at any iteration until the current iteration (1:k)
within its own dimension (d), as shown in Eq. (14). The acceleration coecient equation for the Ebest
parameter (c3) is shown in Eq. (15), where the value is also dierent for each particle.
Ekbest(i d) = f (rand(Gbest); 1 : k; d) (14)
ck3i = c
k
1i

1  e 2ck1iiter

(15)
Here, iter is the number of current iterations.
Thus, the new velocity formula for updating the next position of the particles in the CLGPSO algorithm
is:
vk+1i d = !
kvki d + c
k
1ir1(P
k
best(i d)   xki d) + ck2ir2(Gkbest d   xki d) + ck3i(Ekbest(i d)   xki ): (16)
Although Ebest in the CLGPSO uses the concept of the random selection global best value, the topology for
this algorithm is still a fully connected topology due to the parameters of the local best (Pbest) that still exist
in the algorithm. Ebest is only used to interrelate the previous results with the current updating position.
5. Results and discussion
Three dierent types of improved PSO (IWPSO, EPSO, and CLGPSO) are compared in this section for 6
mathematical standard test functions, as well as in solving power system problems (minimizing power losses).
Since the problem of nding the optimal DG output is simple (low-dimensional mathematical problem), the
performances of these optimization methods are also tested on a xed and low-dimensional function. The
population size for the particles is standardized to 20 (N= 20) with the cognitive and social coecient values (c1
and c2) set as 2.0 (cmax = 2.0 for the CLGPSO). All of the algorithms are tested multiple times until reaching
the maximum iteration (100) for all of the mathematical functions, as well as in the power system problem, and
the convergence iteration is recorded for evaluating the eectiveness and robustness of the algorithm.
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5.1. Comparison of the CLGPSO, EPSO, and PSO performances for the mathematical standard
test functions
Six classical benchmark functions with xed dimensions are used in this study, consisting of unimodal (U),
multimodal (M), separate (S), and nonseparable (N) models, as shown in Table 1. All of the range and global
minimum values for the test functions are stated as well. The performance of the CLGPSO is compared with
those of the IWPSO and EPSO 50 times, where every repeating process involves a new random population and
the results of the best value, worst value, mean, and standard deviation (SD) are recorded, as shown in Table 2.
Table 1. Fixed dimensional benchmark functions used in the experiments.
Formulation Range Min Char*
f1 (x) = (1:5  x1 + x1x2)2 +
 
2:25  x1 + x1x22
2
+
 
2:25  x1 + x1x32
3 [{4.5, 4.5] 0 UN
f2 (x) = 0:26
 
x21 + x
2
2
  0:48x1x2 [{10, 10] {48.1538 UN
f3 (x) = x2 sin (4x1) + 1:1x1 sin (2x2) [0, 10] {18.5916 UN
f4 (x) =
 
x2   5:142x21 + 5x1   6
2
+10
 
1  18

cos (x1) + 10
[{5, 15] 106.0730 MS
f5 (x) = x1 sin (4x1) + 1:1x2 sin (2x2) [0, 10] {18.5547 MS
f6 (x) = x
2
1 + 2x
2
2   0:3 cos (3x1 + 4x2) + 0:3 [{100, 100] {1.03163 MN
*Char = characteristic.
Table 2. Best, worst, mean, and SD values after 50 runs of functions from f1 to f6 .
Function Dim Min Best Worst Mean SD
f1 2 0 IWPSO 0.02552 1.094985 0.196635 0.396053
EPSO 0.02552 1.094985 0.089688 0.256562
CLGPSO 0.02552 1.094985 0.089688 0.256562
f2 2 {48.1538 IWPSO {48.1538 {48 {48.1508 0.021757
EPSO {48.1538 {48 {48.1508 0.021757
CLGPSO {48.1538 {48.1538 {48.1538 0
f3 2 {18.5916 IWPSO {18.5916 {11.7088 {16.0854 2.078569
EPSO {18.5916 {11.7088 {17.023 2.166951
CLGPSO {18.5916 {15.4525 {17.7127 1.423769
f4 2 106.0730 IWPSO 106.073 106.073 106.073 0
EPSO 106.073 106.2417 106.0767 0.023895
CLGPSO 106.073 106.073 106.073 0
f5 2 {18.5547 IWPSO {18.5547 {9.03554 {16.1967 2.673396
EPSO {18.5547 {9.03554 {17.1695 2.329804
CLGPSO {18.5547 {15.1079 {17.8654 1.392716
f6 2 0 IWPSO {1.03163 {1.03163 {1.03163 0
EPSO {1.03163 {1.03163 {1.03163 0
CLGPSO {1.03163 {1.03163 {1.03163 0
From the results, the IWPSO, EPSO, and CLGPSO algorithms give the same best values for all of the
test functions, where the best optimal values for f1 , f2 , f3 , f4 , f5 , and f6 are 0.02552, {48.1538, {18.5916,
106.073, {18.5547, and {1.03163, respectively. Compared with the standard optimal values in Table 2, almost
all of the functions give the same minimum value, except for f1 , where the PSO algorithms have a higher
minimum value compared to the standard minimum value. However, the dierence between these results is not
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very critical and can be accepted. Although the IWPSO, EPSO, and CLGPSO give similar optimum results,
the CLGPSO is the best optimization method compared to the other 2 PSOs. This is because the worst result
(biggest value in 50 trials), which is obtained by the CLGPSO, is closer to the optimal value in all of the test
functions and also has the lowest SD value after the algorithm is tested 50 times, as shown in Figure 4.
–20
–18
–16
–14
–12
–10
–8
–6
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49
Fu
n
ct
io
n
 5
 (
f5
)
No. of complete process (t est sets)
PSO EPSO CLGPSO
The worst value for PSO and EPSO
The worst value for CL GPSO
Figure 4. Final results of PSO, EPSO, and CLGPSO at the maximum iteration.
Comparing the results between the EPSO and IWPSO, we see that the EPSO gives a lower SD value for
f1 and f5 and has the same performance for f2 ,f4 , and f6 . The IWPSO algorithm has better performance for
the other functions. However, the worst value obtained by both algorithms is similar, except for f4 . Therefore,
the performances of the IWPSO and EPSO are not much dierent in these 6 standard test functions. Thus, it
can be concluded that the CLGPSO gives the best results in solving the classical benchmark functions used in
this analysis.
5.2. Comparison of the CLGPSO, EPSO, and PSO performances for the DG output problem
The performances of the IWPSO, EPSO, and CLGPSO in nding the optimal DG output are tested on a 33-
bus distribution system, as shown in Figure 5. By having the optimal DG output, the distribution system will
operate at a minimum power loss value. Therefore, in this analysis, the DG output is assigned as the particles
(variables, `xi ') and the power loss value is assigned as the tness (objective function, `y '). Furthermore, all
of the power system constraints listed in Section 3 are checked by the algorithm at the initialization process,
as well as every time the updating position of the particles is generated. The penalty factor concept is used
for the particles, which does not fulll all of the constraints. The analysis is performed using MATLAB 7.8
on a 2.0-GHz Intel Core2Duo processor with 2 GB of RAM. The DG units are located at buses 6, 16, and 25,
with the initial size and location found using the analytical method reported in [20]. However in this analysis,
the DG operation mode is PV mode. Thus, it can be said that the analysis in this paper consists of a single
objective function (minimizing power loss) with 3 variables, which are the DG output for units 1 (bus 6), 2 (bus
16), and 3 (bus 25).
From Table 3, the power loss in the network is reduced from 203.1854 kW to 51.4814 kW after the DG
units are located in the distribution network, and it further improves to 33.2618 kW after the DG outputs are
optimized using the PSO methods. Since the DG units are located and sized one at a time in the algorithm
[20], it causes the solution to be trapped in the local optimal value. That is why the PSO methods give better
DG outputs for reducing the power losses. Not only that, but among the PSO methods, it can be seen that
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the optimal DG outputs are nearly the same where the dierent results in all 3 units are only at the fourth
decimal places. However, the CLGPSO is superior due to the number of iterations, and the computing time
per iteration for the algorithm to solve the problem is less than that of the IWPSO and EPSO. Among 20 sets
of simulation results, the CLGPSO obtains the optimal DG output within 35 to 59 iterations. Meanwhile, the
IWPSO and EPSO require at least 58 to 96 and 48 to 65 iterations, respectively.
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Figure 5. The 33-bus radial distribution system with 3 DG units operated in PV mode.
Table 3. Performance of the proposed algorithms in minimizing the power losses.
w/o DG Method [20]* IWPSO EPSO CLGPSO
DG 1 (MW) - 2.4878 1.70763 1.70769 1.70767
DG 2 (MW) - 0.3556 0.54711 0.54694 0.54708
DG 3 (MW) - 0.7291 0.76939 0.76942 0.76946
P. losses (kW) 203.1854 51.4814 33.26178 33.26178 33.26178
Min. iteration - - 58 48 35
Max. iteration - - 96 65 59
CT/I** - - 8.31441 12.72179 7.620771
SD - - 0.00000058150 0.0000002283 0.0000002283
*: Without optimization.
**: Computing time/iteration.
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Although the EPSO requires fewer iterations to solve the problem compared to the IWPSO method, in
terms of the computing time, the IWPSO is faster due to its simplicity. The process of combination, competition,
and selection in the EPSO algorithm makes the time for the procedure to complete one iteration (to nd a new
position) longer. However, the CLGPSO gives the lowest value for both results (computing time and number of
iterations). In terms of consistency, the EPSO and CLGPSO give better performance compared to the IWPSO.
The consistency can be seen from the SD values. In 20 sample test results, both the EPSO and CLGPSO have
SD values equal to 0.0000002283, while the IWPSO has a slightly higher value of 0.00000058150. Therefore, it
can be said that the CLGPSO can give faster computing time, fewer iterations, and consistent results in this
analysis.
Figure 6 shows the comparison of the best results of IWPSO, EPSO, and CLGPSO in determining the
minimum power losses in the network. From the pattern, the IWPSO algorithm has the capability to reach
close to the optimal results faster than EPSO and CLGPSO (between the 1st to 30th iterations). However,
in terms of the global optimal solution, CLGPSO gives the fastest results, followed by EPSO and IWPSO at
the 48th and 58th iterations, respectively. The control method of the c1 and c2 methods and the additional
parameter (Ebest and c3) in CLGPSO help the algorithm to reach the optimal results faster than the others.
33.200
33.250
33.300
33.350
33.400
33.450
33.500
33.550
33.600
33.650
33.700
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97
P
o
w
e
r 
lo
ss
e
s  
(k
W
)
Number of iteration
IWPSO EPSO CLGPSO
33.2614
33.2616
33.2618
33.2620
33.2622
33.2624
33.2626
Figure 6. Comparison of convergence curve by PSO, EPSO, and CLGPSO.
The impacts of the optimal DG's output can also be seen from the voltage prole of the network. Figure
7 shows the voltage prole improvement by the DG units compared to the original voltage prole. From the
results, a tremendous voltage prole improvement can be seen when 3 DGs units are located at buses 6, 16, and
25. For the system without any DG units, almost half of the total buses in the system operated at lower than
the acceptable limit (black dashed line). With the DG units, the voltage value for all of buses in the network is
in the range of 1.05 < V < 0.95. By comparing the voltage prole results that are obtained after the optimal
DG's output is determined using mathematical and PSO techniques, it can be seen that the voltage prole given
by the mathematical approach is better than that of the PSO technique. However, the dierence between these
2 approaches is very small. From the smaller gure (zoomed in), the dierence between both results is only
1334
JAMIAN et al./Turk J Elec Eng & Comp Sci
around 0.001 p.u. (0.1%) between buses 7 to 12, while the other buses have the same voltage value. Comparing
the power loss improvements, the PSO method gives an 8.9% improvement over the mathematical approach.
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Figure 7. Comparison of the distribution network's voltage prole for all of the cases.
Since CLGPSO gives similar results to those of IWPSO and EPSO for the voltage prole and power
losses, it can be concluded that the performance of the CLGPSO in nding the optimal DG's output is superior
to that of IWPSO and EPSO due to its faster computing time, fewer iterations, and smaller SD.
6. Conclusion
The implementation of varying cognitive (c1) and social (c2) acceleration coecients for each particle with
the new additional parameter in CLGPSO helps the algorithm to have an optimal solution faster than IWPSO
and EPSO, both in terms of the computing time and the number of iterations. The performance of CLGPSO
was tested on 6 standard benchmark low-dimensional mathematical functions, as well as in a power system for
nding the optimal DG's output. CLGPSO gave the most consistent results, indicated by the lowest SD value
in the mathematical functions after it was executed 50 times in individual runs. Furthermore, the worst value
obtained by CLGPSO was close to the standard optimal value when compared to the other optimizations.
For the power system case, the analysis showed that all of the PSO methods gave similar results for
the optimal DG's output, which indirectly gave similar power loss values in the system. The power loss
improvement given by the PSO method was nearly 84% compared to the original network power loss in the
33-bus distribution system. Although the voltage prole given by the mathematical approached was better than
that of the PSO techniques, it only occurred at certain buses and the dierence in the value was very small
(acceptable). However, just as in the mathematical analysis, CLGPSO always gave the fastest computing time,
lowest number of iterations, and smallest SD compared to IWPSO and EPSO for the same optimal DG results.
Since CLGPSO provided excellent results compared to IWPSO and EPSO in all aspects, it can be concluded
that CLGPSO is the superior optimization method in solving the problems in this study. Finally, the results
(optimal power output for each DG) obtained in the analysis give an indicator of the suitable size for the DG
units so that overinvestment in DG size can be avoided.
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