In allusion to the deficiencies of the ant colony optimization algorithm for solving the complex problem, the genetic algorithm is introduced into the ant colony optimization algorithm in order to propose a novel hybrid optimization (NHGACO) 
Introduction
There are a great amount of problems, which can be transformed into the combinatorial optimization problems in the industry, national defense, information and other fields. And in the past decades, a lot of intelligent optimization algorithms are used to solve the combinatorial optimization problems. The intelligent optimization algorithm is a heuristic optimization algorithm [1] [2] [3] , including genetic algorithm (GA), particle swarm optimization (PSO) algorithm, ant colony optimization (ACO) algorithm, Tabu search algorithm, simulated annealing (SA) algorithm, bee colony optimization (BCO) algorithm, and so on. These intelligent optimization algorithms can take on better optimizing and solving ability for he complex problems, but they exits some disadvantages, such as the slow convergence and easy falling into local optimal solution and so on. In allusion to the specific complex problems, a lot of hybrid intelligent algorithms based on combining different intelligent optimization algorithms in order to realize the complementary of the advantages for solving complex optimization problems [4] [5] [6] [7] [8] [9] [10] [11] [12] . Xing et al. [4] proposed a new algorithm called intelligent genetic algorithm (IGA) for the global optimization of multi-minima functions. The IGA integrates and selects many cross operator, mutation operator and reattempt operation according to the current optimization result. It converges to the global optimization solution without the influence of random searching process. Aslantas et al. [5] improved the performance of a fragile watermarking method based on discrete cosine transform (DCT) by using intelligent optimization algorithms (IOA), namely genetic algorithm, differential evolution algorithm, colonial selection algorithm and particle swarm optimization algorithm. Ali et al. [6] used particle swarm optimization and genetic algorithm as population-based stochastic search algorithms to optimize the weights and biases of neural network in order to propose an intelligent approach for optimal prediction of gas deviation factor . Vazhayil and
Genetic Algorithm and Ant Colony Optimization Algorithm

Genetic Algorithm
The GA [13] is a class of population-based stochastic search technique that solves problems by imitating processes observed during natural evolution. It is based on the principle of the survival and reproduction of the fitness. The GA is a parallel iterative algorithm with certain learning ability, which repeats the evaluation, selection, crossover and mutation operator after initialization until the stopping criteria are reached. In the GA, a population of candidate solution is evolved. Each solution in candidate solutions is encoded as a binary string, called a chromosome. A fitness function is used to evaluate the fitness value of each chromosome. A real-coded GA is a genetic algorithm representation that uses a vector of floating-point numbers instead of 0 and 1 for implementing chromosome encoding. With some modifications of the genetic operators, the real-coded GA has better performance than the binary-coded GA. The crossover operator of a real-coded GA is performed by the borrowing concept of convex combination. The random mutation operator is used to change the gene with one random number. Assuming that we employ GA to search for the largest fitness value with a given fitness function, shown in Figure 1 . 
Ant Colony Optimization Algorithm
Ant colony optimization algorithm (ACO) was introduced by Marco Dorigo [14] . It is a branch of newly developed form of artificial intelligence called swarm intelligence, which studies ''the emergent collective intelligence of groups of simple agents". The ACO is a metaheuristic inspired by the behavior of real ants in their search for the shortest path to food. When ants move, ants will leave a chemical pheromone trail on the ground. The ACO simulates the techniques employed by real ants to rapidly establish the shortest route from a food source to their nest and vice versa (adapting to changes in the environment) without the use of visual information. The basic idea of the ACO is to model the problem that is being solved, just as the search for a minimum cost path in a graph that uses artificial ants to search for good paths. Artificial ants walk through this graph to look for good paths. Since the ants have a rather simple behavior, they can only find poor-quality paths on their own. Better paths are found as the emergent result of the global cooperation among ants.
The ACO consists of a number of iterations of solution construction. In each iteration, a number of ants construct complete solutions by using heuristic information and the collected experiences of the previous groups of ants. These collected experiences are represented by the pheromone trail which is deposited on the constituent elements of a solution. Small quantities are deposited during the construction phase while larger amounts are deposited at the end of each iteration in proportion to solution quality. Pheromone can be deposited on the components and/or the connections used in a solution depending on the problem. In the ACO algorithm, the ACO simulates the optimization of ant foraging behavior. The ACO procedure is illustrated in Figure. 
(2) The pheromone update rule In order to improve the solution, the pheromone trails must be updated. Trail updating includes local updating and global updating. The local trail updating formula is given by:
In the formula (6),  (0＜  ＜1) is the pheromone trial evaporating rate.
is the amount of pheromone trail added to the edge(r,s ) by ant k between time t and t+  t in the tour. It is given by:
where 
The Hybrid Optimization Algorithm
The Idea of Hybrid Optimization Algorithm
The GA applies the idea of natural selection, the survival of the fittest and genetic mutation in the process of biological evolution to optimization problems. It a global random search algorithm. The ACO algorithm takes on the advantages of distributing, self-organizing, positive feedback, and the disadvantages of slow convergence and easy falling into local optimal solution. The GA has the advantages of self-adaptation, parallelism and strong global convergence. But it exists the weak local search ability. Two or more intelligent optimization algorithms are integrated or fused according to certain rules or optimization thought in order to form hybrid intelligent optimization idea. The intelligent algorithm can effectively avoid weaknesses and fully use the advantages of intelligent algorithms in order to greatly improve all performances of the algorithm. So a novel hybrid optimization (NHGACO) algorithm based on GA and ACO algorithm is proposed in this paper. In the proposed NHGACO algorithm, the GA and ACO algorithm are across invoked according to the change rate of the objective function. The solution of ACO algorithm is regarded as the seed of the genetic operation. When the population evolution is close to the stagnation, the ACO algorithm is invoked. The NHGACO algorithm can dynamically control the invoked time of the GA and ACO algorithm. The corresponding elitist strategy is used to cross and pheromone update method is used control the pheromone. And the NHGACO algorithm can find two best chromosomes in the parent generation for crossover operation, in order to increase the possibility for obtaining better solutions and improve the convergence of the proposed NHGACO algorithm.
The Steps of the NHGACO Algorithm
The description of the NHGACO algorithm is followed:
Step 1. Generate the initial population and initialize parameters of the NHGACO algorithm.
The NHGACO algorithm need initialize these parameters: population sizes ( M ), the crossover probability c P and mutation probability m P ,the control parameters  and  , the pheromone trial evaporation rate  , stochastic selection threshold ( 0 q ), the maximum iteration times max T , the iteration algebraic counter 0  t .
Step 2. Initialize the position for each ant.
Step 3. Update the pheromone, and turn to Step.5. Otherwise turn to Step4. In order to improve the solution, the pheromone trails must be updated. Trail updating includes local updating and global updating.
Step 4. Select the next city with the probability
Step 5. The obtained initial solution and global optimal solution are regarded as the initial population of genetic algorithm. Then the initial population is executed the selection operation, crossover operation and mutation operation. Finally, the population is updated.
Step 6. When the GA achieves the minimum number of iterations, the GA or the ACO algorithm is dynamically selected according to the above method. If the ACO algorithm is selected in here, then the pheromone is updated according to the formula (1). Otherwise return to Step 2.
Step 7. When the GA achieves the maximum number of iterations, turn to Step 8. Otherwise the genetic operation is continued to execute.
Step 8. If the number of iterations of the NHGACO algorithm achieves the maximum number, the optimal solution is obtained and the NHGACO algorithm is terminated. 
Experimental Results and Analysis
In order to test the performance of the proposed NHGACO algorithm for solving complex functions, the famous Benchmarks testing functions are used to test the performance. Some typical testing functions are selected from Benchmarks, such as Rosenbrock function, Ackley function, Step function, Schwefel2.21 function, Noisy function and Schaffer function. The global optimum values of the selected testing functions are zero. The proposed NHGACO algorithm is compared with GA, ACO algorithm and CACO algorithm. The parameters of these algorithms are selected after testing. The experiment environments are: Matlab 7.8, the Pentium CPU 2.40GHz, 2.0GB RAM. The experimental parameters are set : population size M = 200, the function dimension is 30, the maximum evolution generation max T =1000, the crossover probability c P =0.9, and mutation probability m P =0,01, the control parameters  =0.5 and  =2.0, the pheromone trial evaporation rate  =0.05, stochastic selection threshold 0 q =0.90 , the iteration algebraic counter 0  t . Each algorithm is run independently 20 times. The specific expression and variables range of all functions are shown in Table 1 . 
The performance of the proposed NHGACO algorithm is compared with other published versions of standard ACO algorithm and CACO algorithm. For each test case, all algorithms were run 25 times. The solution quality with the best value and worst value, the achievable accuracy with the mean value and the stability and robustness with the standard deviation value are reported in table as shown in Table  2 . As can be seen in Table 2 , the proposed NHGACO algorithm can obtain better optimization performance than the ACO algorithm for giving all benchmarks functions and the CACO algorithm for Rosenbrock function, Ackley function, Step function, Noisy function and Schaffer function. And the obtained solutions are very close to the global optima for Step function. On the benchmark test function Schwefel2.21 at 30 dimensions, although the ACO algorithm is better than the proposed NHGACO algorithm, the NHGACO algorithm outperforms the CACO algorithm in standard deviation value. But the proposed HMSDE algorithm is superior to the standard ACO algorithm in all benchmark test functions at 30 dimensions.
Conclusion
The ACO algorithm is a stochastic, population-based, evolutionary search algorithm. It is an efficient and powerful optimization algorithm, which widely applied in scientific research and engineering field. The GA applies the idea of natural selection, the survival of the fittest and genetic mutation in the process of biological evolution to optimization problems. The performance of GA depends on the selected mutation, crossover and mutation strategies. In allusion to the premature and stagnation phenomenon of the GA and ACO, the operating characteristics of the GA and ACO are analyzed. A novel hybrid optimization (NHGACO) algorithm based on the GA and ACO algorithm for solving complex optimization problems. In the proposed NHGACO algorithm, the NHGACO algorithm uses the characteristics of the random search, global convergence of the GA and the parallelism, positive feedback mechanism and high solving efficiency of the ACO algorithm to update the global optimal solution. The performance of the proposed NHGACO algorithm is evaluated on set of benchmark problems and is favorably compared with ACO, CACO algorithm in the literature. The results demonstrate that the proposed NHGACO algorithm is overall more effective in obtaining better searching precision, convergence speed, stability, global convergence ability.
