T he task allocation problem (TAP) is one where a number of tasks or modules need to be assigned to a set of processors or machines at minimum overall cost. The overall cost includes the communication cost between tasks that are assigned to different processors and other costs such as the assignment cost and the fixed cost of using processors. Processors may have limited or unlimited capacities to perform tasks. Task allocation has been applied to the design of distributed computing systems and also in auto-manufacturing contexts. We present several integer programs and a column generation formulation for the uncapacitated and the capacitated TAP. Computational experiments are carried out to demonstrate computational capabilities of integer programming and the column generation formulations for the uncapacitated TAP (UTAP). Excellent results are obtained for the column generation formulation. We also report some computational experience for the capacitated TAP (CTAP).
Introduction
The task allocation problem (TAP) is to assign a set of tasks or modules to a set of processors or machines so that the overall cost is minimized. The overall cost may include the task assignment cost and the interprocessor communication cost, among others. Sometimes processors may have a limited capacity or memory, which is shared by its assigned tasks. If some processors have capacity limits, then this version of the TAP is called the capacitated TAP (CTAP), otherwise it is called the uncapacitated TAP (UTAP).
The TAP is an important problem that arises in distributed computing systems (see Stone 1977) and has also been applied in the automobile manufacturing industry in Rao (1992) . Many heuristic and exact algorithms have been designed for solving various versions of the TAP. Heuristic algorithms are developed in Dutta et al. (1982) , Kopidakis et al. (1997) , Lo (1988) , Ma et al. (1982) , Milis (1995) , and Sarje and Sagar (1991) ; metaheuristic algorithms such as simulated annealing, tabu search, and genetic algorithms are proposed in Chen and Lin (2000) , Hadj-Alouane et al. (1999) , and Hamam and Hindi (2000) ; and exact mathematical programming and/or branch-and-bound approaches are used in Billionnet et al. (1992) , Magirou and Milis (1989) , Sinclair (1987) , and Stone (1977) .
Because of the complexity of the TAP, none of the above-mentioned algorithms, with the exception of Billionnet et al. (1992) , are capable of solving some real-world applications optimally. Most versions of the TAP can be formulated as integer quadratic programs (see Hadj-Alouane et al. 1999, Hamam and Hindi 2000) . The potential of mathematical programming approaches has not been fully explored for solving the TAP. In the last decade, great progress has been made both in computational power and computational technology of mathematical programming. In this paper, we show that exact mathematical programming approaches are viable alternatives to the heuristics as well as the exact methods mentioned above for obtaining solutions to the TAP. Our emphasis will be on the UTAP. We shall also discuss how the techniques to be introduced for the UTAP can be extended to the CTAP.
We define the TAP and its two special versions, UTAP and CTAP, in the next section. In §3, the UTAP is reformulated as integer linear programs using different variables. We explore the column generation approach for the UTAP in §4. Several integer linear programming (LP) formulations as well as a column generation formulation for the CTAP are summarized in §5. Computational results are reported in §6. We make some concluding remarks in §7.
Problem Definition
We consider the TAP arising from a distributed computing system. (1) The processors in the system are heterogeneous. In other words, a task may require different amounts of running time (or incur different execution costs) if assigned to different processors. (2) Identical links are used by the processors for message transmission. This means that identical messages, even if transmitted through different communication links, will have identical transmission times. That is, the communication cost between two tasks assigned to different processors is uniform (see Sinclair 1987) .
N processors are used to perform M tasks, each of which is assigned to exactly one processor. Let d ik be the execution cost of task i if it is assigned to processor k. Let b k and s k be the capacity and the fixed cost for processor k, respectively. Let a i be the amount of the resource required from its assigned processor for task i. If two tasks i and j are assigned to two different processors, then the cost of communication between i and j is c ij (we assume that c ij = c ji and c ii = 0).
Define the binary decision variables. x ik = 1 if and only if task i is allocated to processor k. Define y k to be a binary variable so that y k = 1 if and only if processor k is assigned at least one task. The TAP can be cast as an integer quadratic program:
The objective is to minimize the sum of the total communication cost between tasks, the overall execution cost of performing all tasks, and the overall fixed cost of using processors, which are assigned at least one task. The first term of the objective states that the communication cost between two tasks is incurred only if these two tasks are assigned to two different processors. Constraint (2) indicates that each task needs to be assigned to exactly one processor. Constraint (3) states that the total resource usage from the tasks assigned to a processor cannot exceed its capacity. Constraint (4) specifies that any task cannot be assigned to a processor that is not used. Constraint (5) ensures that both x and y are binary variables.
Constraint (4) is redundant if a i > 0 for all i because it can be deduced from constraints (2), (3), and (5). We include constraint (4) in the TAP for two reasons. First, it is for mathematical correctness to allow for the trivial case, where a i = 0 for some i. Second, this constraint can be used as a cut to improve computational efficiency. In fact, this constraint can be replaced by a weaker constraint:
In the literature, several special versions of the TAP are considered. In particular, the following condition is assumed in Billionnet et al. (1992) and Kopidakis et al. (1997) : (3) The capacities of processors and communication links are assumed to be unlimited.
The following version of the TAP is mostly studied in the literature, in which the fixed cost associated with processors is not included in the objective because it is assumed to be the sunk cost:
The following problem is another important version of the TAP considered in the literature (see Chen and Lin 2000 , Hadj-Alouane et al. 1999 , Hamam and Hindi 2000 :
The major difference between the UTAP and the CTAP is the resource capacity constraint. In addition, the two objectives are different although both include the communication cost.
Integer Linear Programming
Formulations for the UTAP
The UTAP formulated in the previous section is an integer program with a quadratic objective and linear constraints. It is generally computationally expensive to find optimal solutions of integer quadratic programs. In this section, we provide various integer LP formulations for the UTAP. Let r ijkl be a binary variable. r ijkl = 1 if and only if task i is assigned to processor k and j to l. Our four index integer LP-formulation, the UTAP4, is based on r ijkl :
Through introduction of the variable r, the quadratic term in the objective of the UTAP has been replaced by the linear term in the UTAP4. Constraint (2) is not included in the UTAP4. However, it is straightforward to deduce that from (10), (11), and (12).
Note that the integrality property of the variable r may be relaxed to be r ijkl ∈ 0 1 and integrality will be automatically achieved in optimal solutions to the UTAP4. This can be easily proved as follows. Assume that there exist i * , j * , k * , and l * such that 0 < r i * j * k * l * < 1. By constraint (10), there exist k + and l
It follows from constraint (11) that x j * l * > 0 and x j * l + > 0, and hence, x j * l * = 1 and x j * l + = 1 by the integrality condition. This implies that
which cannot hold. Therefore, r i * j * k * l * must be either zero or one.
Define a three-index binary variable z ijk such that z ijk = 1 if and only if both tasks i and j are assigned to processor k. Based on z ijk , a three-index formulation, the UTAP3 reads
Once again, the quadratic term in the objective of the UTAP has been replaced by a linear term in the UTAP3 through the three-index variable z ijk . If c ij > 0 for all i, j i = j , then the integrality condition of z ijk may be removed completely. Even if c ij ≥ 0, we can still remove the integrality condition from the UTAP3 because for any optimal solution of the UTAP3 without the integrality condition on z, one can find a corresponding optimal solution satisfying the integrality condition for z.
The UTAP4 and the UTAP3 do not have the quadratic term present in the UTAP. But it is still a formidable task to solve integer linear programs with many variables when M and N are large. Therefore, it is desirable to propose formulations with two indices. To this end, let u ik be a nonnegative variable representing the total communication cost via processor k between task i and all other tasks. The following is a two-index formulation:
Constraint (19) and the first term of the objective indicate that if x ik = 1, then u ik is equal to the total communication cost between task i and all other tasks with the index greater than i, and if x ik = 0, then u ik = 0 because the communication cost for task i does not occur on processor k. Suppose that we further introduce another nonnegative variable v ik to represent the total communication cost between task i and all tasks assigned to processor k when i is not assigned to processor k. Using v ik and noting the fact that i k u ik = i k v ik , we obtain another version of the above two-index formulation:
To conclude this section, we remark that it is straightforward to extend the UTAP4 to the TAP with nonuniform communication costs, in which c ij is replaced by c ijkl . But it is an open problem whether the UTAP3 and the UTAP2 can be extended for the TAP with nonuniform communication costs.
A Column Generation Formulation for the UTAP
Column generation is a technique for solving largescale integer LP-problems (see Barnhart et al. 1998 , Savelsbergh 1994 . It is often a normal practice that large-scale column generation formulations are proposed even if the problem has more compact formulations because a column generation formulation usually gives a much tighter lower bound from its LP-relaxation than its equivalent compact formulations. Hopefully, the tightness of the lower bound can dramatically reduce the computational burden of exploring the search tree in solving integer programs. In a column generation approach, the entire linear or integer program may never be explicitly written or stored in computer memory because the total number of columns may be millions or billions. Instead, new columns or variables are generated on the fly when needed and then added to the existing linear program. These new columns are generated by solving subproblems. Subproblems are also used to test the optimality condition.
The Formulation
In this section, we propose a column generation UTAP formulation, denoted as the UTAPcg. The basic variable or column is the feasible packing pattern for the processor. Any subset of M tasks is a feasible packing pattern for a processor in the UTAP. Let k be the set of all patterns for processor k. A special pattern that does not contain any task is also included in k . For the UTAP, k should be identical for any k and the cardinality of this set is 2 M . Define w mk to be the binary variable representing the mth pattern for processor k. w mk = 1 if and only if the pattern m in k is used for processor k. Let e mkj be a zero-one coefficient and e mkj = 1 if and only if pattern m for processor k contains task j. Let C mk be the sum of the total execution cost of all tasks in the pattern m in k and half of the communication cost between the tasks in pattern m and the other tasks, which are not included in this pattern. The UTAPcg formulation is then UTAPcg min
The objective of the UTAPcg is the same as that in other LP-formulations in the previous section. Constraint (22) ensures that exactly one pattern is used for each processor. If the empty pattern is used for processor k, then this processor is not assigned any tasks. Constraint (23) shows that each task is covered by exactly one selected pattern from all processors. The last constraint specifies that variable w mk must be binary.
The Pricing Subproblem at the Root Node
If not impossible, it is very difficult to solve the full version of the UTAPcg directly because of its large dimension. For example, if N = 10 and M = 30, then there are N × 2 M = 10 × 2 30 variables in the UTAPcg. As mentioned at the beginning of this section, we shall solve the UTAPcg by solving a sequence of limited versions of the UTAPcg. Each limited version of the UTAPcg is formed by removing some columns in the UTAPcg.
We now discuss how we implement a column generation approach for solving the LP-relaxation of the UTAPcg, which we call UTAPcg-LP. The subproblem of the UTAPcg-LP is to find a new column/ variable/pattern that is not in the existing restricted version of the UTAPcg-LP and has the most negative reduced cost. For a given limited version of the UTAPcg-LP, let k and j be its dual prices for constraints (22) and (23), respectively. Then, the reduced cost of the variable w mk is defined as
It is not computationally viable to calculate the reduced costs for all patterns that are not included in the current linear program first and then pick up the most negative one. The following subproblem will help us to find such variable(s) much more quickly. For any processor k, define the following optimization problem:
Any feasible solution of the above problem is a packing pattern for processor k by just including all tasks j satisfying Z j = 1 and excluding the other tasks, and its corresponding objective function value is equal to the reduced cost of this pattern in the UTAPcg-LP. Therefore, any optimal solution of the above problem gives a packing pattern with the minimum reduced cost for processor k. If the optimal value is negative, then we have found a new column that can enter the existing linear program. If the objective values of the SP(k) for all k are nonnegative, then an optimal solution to the UTAPcg-LP is obtained.
Let X ij be a binary variable. X ij = 1 if and only if Z i = 1 and Z j = 0 for any i = j. Using this new variable, we are able to reformulate the above quadratic program subproblem as an integer linear program:
This subproblem is very similar to the uncapacitated task allocation problem with two processors considered in Stone (1977) . It is proved in Stone (1977) that the latter problem is polynomially solvable using the min-cut and max-flow technique. This subproblem can be treated as the UTAP with two processors, one of which is processor k and another a pseudoprocessor, and a special cost structure. The execution cost of task j on processor k is equal to d jk − j , and zero on the pseudoprocessor. The communication cost between tasks i and j is still c ij if they are assigned to different processors. If d jk − j ≥ 0, then our subproblem is a special case of the problem considered in Stone (1977) . However, j as a dual price of the coverage constraint for task j can be any real number. This implies that d jk − j is not guaranteed to be nonnegative.
Next, we shall show that the subproblem can be modelled as a min-cut problem. To this end, we first rewrite the objective function of the SP(k):
Therefore, the SP(k) is equivalent to the following problem:
(ii) The minimization problem SP (k) is a min-cut problem, and therefore it can be solved in polynomial time.
Proof. (i) This is straightforward.
(ii) Let us construct a network with M + 2 nodes. Each task i has a node i in the network. We have a source node S to represent processor k and a sink node D. For task nodes i and j, if c ij > 0, then there is one arc between i and j and its capacity is equal to 0 5c ij . There is no arc between the source node S and task node j if d jk − j > 0, otherwise there is an arc between the source node S and task node j with capacity j − d jk . There is an arc between the sink node D and task node j with the capacity d jk − j if d jk − j > 0. It can be seen that any cut to separate the source node S and the sink node D in this network is a feasible solution to the SP(k), and a min-cut of this network gives an optimal solution to the SP(k). Figure 1 displays a network consisting of a source node (the processor), sink node (the pseudoprocessor), and five task nodes, and a cut of the black line. Because a min-cut problem is polynomially solvable, the desired result is shown in Figure 1. 
Constraint Branching
The UTAPcg is an integer program. Although the LP-relaxation UTAPcg-LP of the UTAPcg may or may not give a better lower bound for the optimal objective function value of the UTAPcg than the other integer LP-formulations proposed in §3, there is no guarantee that the optimal solution of the UTAPcg-LP is integral. In other words, we need to explore the branch-and-bound tree if we need to find an optimal solution or even a feasible solution to the UTAPcg. Branching strategies also play an important role for computational efficiency of column generation formulations. As observed in the literature (see Barnhart et al. 1998) , simple variable branching is usually not recommended for column generation formulations. This is because the variable branching strategy often results in a symmetric branch-and-bound tree. In addition, variable branching poses some difficulties for the subproblem at nodes other than the root node of the branch-and-bound tree. Instead, constraint branching strategies produce better computational results. We describe several branching strategies for the UTAPcg:
Branching (I). For a given task i, a given processor k, and a given node n in the branch-and-bound tree, we assign i to k in one child branch of node n, and do not assign i to k in another child branch of node n.
Branching (II). For two given tasks i and j, a given processor k, and a given node n in the branch-andbound tree, we assign both i and j to k in one child branch of node n, and do not assign both i and j to k in another child branch of node n.
Branching (III). For a given task i, a set of processors , and a given node n in the branch-and-bound tree, we assign i to one processor in in one child branch of node n, and do not assign i to any processor in in another child branch of node n. This branching strategy reduces to Branching (I) if the cardinality of is one. During branching processes, additional constraints are added to the LP-relaxation at parent nodes. These constraints sometimes are very simple such as w mk = 1 or w mk = 0 in variable branching, and sometimes are more complicated. For example, in Branching (I), the constraint that i must be assigned to k is equivalent to the following equality:
where ik is the set of feasible packing patterns for processor k that do not contain task i, and il is the set of feasible packing patterns for processor l that contain task i. Similarly, the constraint that i must not be assigned to k is equivalent to
We remark that the above branching constraints need not be added to the existing linear program explicitly. Instead, what is required is to revise the upper bounds to be zero for variables w mk if m ∈ ik and i must be assigned to k, and for variable w ml (l = k if m ∈ il and i must be assigned to k, or if m ∈ ik and i must not be assigned to k.
For Branching (II), we can also express branching constraints in equations of decision variables in the UTAPcg. The fact that both tasks i and j must be assigned to processor k is equivalent to 
General Pricing Subproblems
Let us first consider Branching (I). For a given node n in the branch-and-bound tree, assume that the accumulated branching constraints are: For each processor k, there exist some task subsets k and k such that any task in k must be assigned to processor k, and any task in k must not be assigned to k. Clearly,
The pricing subproblem for processor k at node n is
Obviously, this formulation reduces to the SP(k) at the root node because at the root node, k = k = for all k.
Rewriting the objective of the GSP(k), we can obtain an equivalent problem of the GSP(k):
Here, is a large positive scalar greater than the optimal objective function value of the GSP(k). The above equivalence can be easily proved. Any feasible solution of the GSP(k) is also feasible for the GSP (k) and both problems have the same objective function value at any optimal solution of the GSP(k) because this optimal solution satisfies Z j = 1 for any j ∈ k and Z j = 0 for any j ∈ k . For any feasible solution for the GSP (k) but infeasible for the GSP(k), there must exist either j ∈ k such that Z j = 0 or j ∈ k such that Z j = 1. The objective function value at this feasible solution for the GSP (k) is at least as large as because each term in the objective of the GSP (k) is nonnegative. Hence, such a feasible solution for the GSP (k) is not an optimal solution.
Once again, it is straightforward to convert the GSP (k) to a min-cut problem. Therefore, we arrive at the following results.
Proposition 2. (i) The GSP(k) is equivalent to the GSP (k).
(
ii) The minimization problem GSP (k) is a min-cut problem, and therefore it can be solved in polynomial time.
Note that in Branching (III), the condition that task i must be assigned to one of the processors in is equivalent to the fact that task i must not be assigned to any processor k . This implies that the pricing subproblem using Branching (III) is similar to the pricing subproblem and can be stated in the same form as GSP(k) for any processor k at any node of the branch-and-bound tree. Regarding Branching (II), it is easy to formulate the general pricing subproblem as in GSP(k) with appropriate linear constraints. However, it is an open problem whether or not the corresponding GSP(k) can be solved in polynomial time.
Extensions to the CTAP
In this section, we shall develop integer programming formulations and a column generation for the CTAP.
Integer LP-Formulations
In parallel to the UTAP, it is straightforward to propose various integer LP-formulations for the CTAP. As far as we know, in the literature, only one integer LP-formulation is proposed in Hadj-Alouane et al. (1999) . That formulation is the same as the CATP3 stated below. As for the UTAP, we can also easily formulate the CTAP using a two-index variable u ik only. Instead of doing that, we present a formulation similar to the UTAP2, which requires both variables u ik and v ik .
CTAP2 min
Our initial computational results using CPLEX (see CPLEX 2001) showed that all integer LP-formulations for the CTAP stated above have very loose LP-relaxations, and hence they all exhibited poor computational performance for some known test problems. In fact, if we assign each task equally to some processors, we can obtain feasible solutions to the LP-relaxations of the UTAP4, UTAP3, and UTAP2. All those feasible solutions have a zero communication cost. Hence, the objective function values are the fractional part of the fixed cost.
Adding cuts is a well-known technique to strengthen LP-relaxations. Here, we shall show how to generate cuts for the CTAP using the CTAP2 as an example.
Let U ik be the minimum communication cost between task i and all other tasks assigned to processors other than k if task i is assigned to processor k. In fact, U ik is equal to the optimal objective of the following integer linear program, which is a 0-1 knapsack problem:
We arrive at the following cut for the UTAP2 using U ik :
Because of the capacity constraint on resource requirements, we can also consider the minimum fixed cost s min and the minimum number of processors required y min . s min is bounded below by the optimal objective function value of the following integer linear program, in which the communication cost is completely ignored: The problem of calculating s min is a capacitated facility location problem with zero transportation cost. The problem of calculating y min is a variation of calculating s min , which has a simpler objective function but contains an additional constraint. Both problems are NP-hard. For efficient algorithms of solving capacitated facility location problems, the reader is referred to Drezner and Hamacher (2002) .
s min and y min allow us to derive two more cuts for the CTAP2 as follows:
By adding cuts (28), (29), and (30) to the CTAP2, we obtain another two-index formulation for the CTAP, and we call it CTAP2t. Here, t refers to tightness: Now suppose that the assumption of the zero execution cost (see the definition of the CTAP in §2) is removed from the CTAP. Then, it is trivial to see that all the integer LP-formulations are still valid for this variant of the CTAP. In fact, for each of these integer LP-formulations, we only need to add the total execution cost in its objective to obtain the corresponding formulation for the CTAP with nonzero execution costs.
A Column Generation Formulation
A column generation formulation for the CTAP is a straightforward generalization of that for the UTAP, and is identical to that for the UTAP, except that coefficient C mk should be defined in a different way. Moreover, k is defined to be a collection of subsets of all tasks such that each of these subsets must satisfy the capacity constraint. We use the name CTAPcg for the column generation formulation for the CTAP: In the CTAPcg, C mk = 0 if there are no tasks allocated to it, otherwise C mk is equal to the sum of the fixed cost of processor k and all the communication cost between the tasks allocated to processor k and the tasks that are not allocated to processor k. Because of these capacity constraints, the number of columns in the CTAPcg is potentially much smaller than that in the UTAPcg. However, the subproblem for the CTAPcg is more complicated than that for the UTAPcg because an additional capacity constraint is required. Let k , j , and Z i have the same meanings as in §4. Let y k be a binary variable to indicate whether processor k is used or not. The subproblem for processor k in the CTAPcg at the root node of the branchand-bound tree can be defined as an integer quadratic program:
Unlike the SP(k), the above subproblem is NP-hard although it is easy to convert it into an integer linear program using variable X ij introduced after the definition of SP(k) in §4. In fact, the above subproblem is similar to the CTAP with N = 2 that is considered in Rao et al. (1979) . This equivalence can be verified by suitably arranging the objective function as in the SP(k) in the UTAPcg and treating some j to be the execution cost on processor k or the pseudoprocessor.
In implementation of the above subproblem, it is always valid to assume that y k = 1 if the empty pattern for each processor is already included in the initial restricted column generation formulation.
The branching strategies for the UTAPcg are also valid for the CTAPcg, and general subproblems at nonroot nodes of the branch-and-bound tree can be defined similarly. Furthermore, branching constraints can also be described by fixing some columns or variables to zero.
Because subproblems of the CTAPcg are NP-hard, there is no way to convert them into min-cut problems. Therefore, we have not developed efficient algorithms for implementing the CTAPcg. From our initial experiments with the CTAPcg, we observed that subproblems of the CTAPcg are sometimes extremely hard to solve exactly.
The same remark at the end of §5.2 still holds for the CTAPcg. That is, the column generation formulation for the CTAPcg remains the same CTAP with nonzero execution costs. The execution cost must be included in the objective in the subproblems as for the subproblems in the UTAP. However, this does not increase the computational complexity of the subproblems.
Computational Experiments
In this section, we report our computational experience of integer programming as well as column generation formulations for both the UTAP and the CTAP. We carried out our experiments on three sets of test problems. The first set of data is generated randomly for the UTAP. The second and third are for the CTAP and from an automanufacturing application. The last two sets of data are from Hughes Air-Defense System and are tested in Hadj-Alouane et al. (1999) . They were provided to us by Hadj-Alouane et al. (1999) .
The solution approaches described in this paper were implemented in C/C++. We used CPLEX Version 7.1 (see CPLEX 2001) for solving all integer LP-formulations. The code was run on a computer using a 500 MHz alpha processor with a memory of 2 Gbyte shared by four processors.
Results for the UTAP
We have not found available test problems in the literature for the UTAP. Therefore, we followed a similar strategy employed in Billionnet et al. (1992) to generate our data. The execution cost for each task on each processor is a uniformly distributed random number between 1 and D max = 75 0. The communication cost between each pair of tasks is either zero with 0.4 probability or a uniformly distributed random number between 1 and C max . Here, C max is equal to the sum of all execution costs divided by 4 000 × N and N is the number of processors assumed in the network. Computational results for the UTAP2, UTAP3, and UTAP4 are shown in Table 1 , where the meanings of column headings are listed below.
Problem: problem name N M, so that N is the number of processors and M is the number of tasks.
Obj: optimal objective function value. ObjLP4: optimal objective function value for the LP-relaxation of the UTAP4.
LP4CPU: CPU time in seconds used for solving the LP-relaxation of the UTAP4.
4CPU: total CPU time in seconds used for solving the UTAP4.
ObjLP3: optimal objective function value for the LP-relaxation of the UTAP3.
LP3CPU: CPU time in seconds used for solving the LP-relaxation of the UTAP3.
3CPU: total CPU time in seconds used for solving the UTAP3.
ObjLP2: optimal objective function value for the LP-relaxation of the UTAP2.
BestUTAP2: best recorded integer solution for the UTAP2.
LowUTAP2: best recorded lower bound for the UTAP2.
LP2CPU: CPU time in seconds used for solving the LP-relaxation of the UTAP2.
2CPU: total CPU time in seconds used for solving the UTAP2.
Furthermore, because of memory limitations, a dash indicates that the problem was not solved by the UTAP4. The optimal objective function value of the LP-relaxation is underlined if it is not equal to the optimal objective function value. For the UTAP2, the code was terminated for some test problems before it was finished, but about 50,000 nodes of the search tree had been evaluated. These test problems are highlighted in bold.
We have the following observations on the experiment results from Table 1. Both the UTAP3 and UTAP4 have very tight LP-relaxations, while the UTAP2 has a loose LP-relaxation. In fact, the LP-relaxations of both the UTAP3 and UTAP4 have identical objective function values except when the UTAP4 cannot be solved. This observation leads to an open question of whether both relaxations have the same objective function value. The objective function values of the LP-relaxations of the UTAP2, UTAP3, and UTAP4 are underlined if they are different from the optimal objective function value. The CPU time spent by the UTAP3 is much less than that by the UTAP4 for each test problem. The UTAP2 is a much harder problem to solve than both the UTAP3 and UTAP4 although it has many fewer variables and its LPrelaxation is solved much faster than the LPs for the UTAP3 and UTAP4. Slow convergence of the UTAP2 is mainly because of its loose LP-relaxation. Because of memory limitation, the code was terminated for the UTAP4 for some large test problems. We also observed that the UTAP2 can quickly find a feasible solution for all test problems. Overall, the UTAP3 is the best approach. We expect that the UTAP3 will also hit memory limitations for very large-sized problems, for example, N ≥ 50 and M ≥ 200. In this case, the UTAP2 may be the only approach that can produce a feasible solution.
Our column generation formulation UTAPcg is implemented in conjunction with the integer LP-package MINTO in Savelsbergh and Nemhauser (1996) in which CPLEX is used as an LP-solver. With the help of MINTO, we did not need to explicitly implement the branch-and-bound scheme, and we only needed to concentrate on the implementation of pricing subproblems and branching strategies. The pricing subproblem is solved using a max-flow algorithm. We used Branching (III) as our branching strategies.
Computational results for the UTAPcg are shown in Table 2 , where the meanings of column headings are listed below.
Problem: problem name as in Table 1 . Obj: optimal objective function value. ObjLP: optimal objective function value of the LP-relaxation of the UTAPcg.
ObjStart: objective function value of the LP-relaxation of the UTAPcg with the initial columns or variables.
nRoot: total number of columns at the root node. nFinal: total number of columns. nNodes: number of nodes evaluated in the branchand-bound tree.
Depth: maximum depth of the branch-and-bound tree.
nLPs: total number of linear programs solved. Thanks to its additional cuts, the CTAP2t performed much better than all other formulations of the CTAP. Each of the three cuts of the CTAP2t contributes to convergence speed of the CTAP2t.
Computational results for the CTAP2t are displayed in Table 3 , where the meanings of column headings are listed below.
Problem: problem name. M: number of tasks. N: number of processors. HBMObj: best solution found in Hadj-Alouane et al. (1999) .
BestObj: best solution found using the CTAP2t. BestLow: best lower bound found using the CTAP2t.
LP2tObj: optimal objective function value of the LP-relaxation of the CTAP2t.
LP2-3-4Obj: optimal objective function value of LP-relaxations of the CTAP2, CTAP3, and CTAP4.
LPCPU: CPU time in seconds for solving the LP-relaxation.
CPU: total CPU time in seconds. A genetic algorithm is proposed in Hadj-Alouane et al. (1999) and it is reported that this algorithm outperformed an integer programming formulation and a hybrid approach from the literature. For each test problem, the genetic algorithm is run 10 times with different random seeds. In column BestObj, the relative gap in percentage is inserted in brackets. The relative gap is equal to the difference between the value in column BestObj and the best value available for the test problem divided by the best value.
The results presented in Table 3 imply that the CTAP remains very challenging, unlike the UTAP as far as exact solutions are concerned. However, some positive conclusions can be drawn. First, the LP-relaxation of the CTAP2t gives a much better lower bound to optimal solutions. This has not been achieved in the literature for the CTAP. In Chen and Lin (2000) and Hadj-Alouane et al. (1999) , there is no means to judge the quality of solutions generated by their algorithms. We also note that the LP-relaxation is solved using little CPU time. Second, we have proved optimality for Problems B, C, G, H , and H, which are underlined in Table 3 . This has not been achieved in the literature, in particular, for Problems B and C. Third, extremely slow convergence has been observed. As a matter of the fact, computation was terminated after 50,000 branch-and-bound nodes were explored for Problems A, D, E, and F.
Concluding Remarks
We have proposed several integer LP-formulations and a column generation formulation for both the UTAP and CTAP. We have carried out computational experiments for both the UTAP and CTAP. The experiments showed that excellent results were obtained from the column generation formulation for the UTAP although it sometimes gave suboptimal solutions. The UTAP3 was also very competitive, but it demanded large CPU time and large memory for large-sized test problems. Unlike the UTAP, computational results for the CTAP were not encouraging. All integer programming formulations as well as the column generation formulation did not give satisfactory results. Nevertheless, our mathematical programming approaches provide a means to judge quality of solutions.
Our future work will be to develop tightened integer LP-formulations for the CTAP and propose efficient approaches for implementing the column generation formulation for the CTAP. We will also carry out computational experiments for these strengthened formulations as well as the column generation formulations.
Another potential application of our modelling and computational techniques developed in this paper is machine scheduling with communication costs (see McCreary et al. 1994 for more details).
