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Large eddy simulation of upward flame spread on PMMA walls with a fully coupled 
fluid-solid approach
Kazui Fukumotoa, Changjian Wangb and Jennifer Wena,1
aWarwick FIRE, University of Warwick, Coventry CV4 7AL, United Kingdom Institution 
bSchool of Civil Engineering, Hefei University of Technology, Hefei, 230009, Anhui, China 
Abstract 
A fully coupled fluid-solid approach has been developed within FireFOAM 2.2.x, a Large Eddy 
Simulation (LES) based fire simulation solver within the OpenFOAM® toolbox. Due consideration 
has been given to couple the radiative heat transfer and soot treatment with pyrolysis calculations. 
Combustion is modelled using the newly extended eddy dissipation concept (EDC) for the LES 
published by the authors’ group. Soot formation and oxidation are handled by the published 
extension of the laminar smoke point concept to turbulent fires using the partially stirred reactor 
(PaSR) concept also from the authors’ group. The gases radiation properties are evaluated using the 
established weighted sum of grey gas model while soot absorption coefficient is calculated using a 
single Planck-mean absorption coefﬁcient. The effect of in-depth radiation is treated with the 
relatively simple Beer’s law and the solid surface regression length is calculated from the local 
pyrolysis rate. Systematic validation studies have been conducted with several published 
experiments including simple pyrolysis test without the gaseous region, small scale wall fires and 
large scale flame spread. The predictions are in very good agreement with the relevant experimental 
data, demonstrating that the present modelling approach can be used to predict upward flame spread 
over PMMA with reasonable accuracy. Further parametric studies have also been conducted to 
demonstrate the effectiveness of the present modifications to capture the underlying physics. The 
detailed field predictions for vortex structures and flame volume including laminar-turbulent 
transition have also been analysed to uncover further insight of the unsteady flame spread 
phenomena. Potentially, the model can be used to aid further fundamental studies of the flame spread 
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phenomena such as investigating the effects of width, inclination angles and side walls on flame 
spread as well as the predictions of flame spread in practical applications. 
Keywords 
Upward flame spread, Fully coupled fluid-solid approach, Large eddy simulation, PMMA  
1. Introduction 
Upward flame spread on a combustible fuel surface is of considerable importance to fire safety, 
partially because its spread rate is much faster than that over horizontal or inclined fuel surface [1]. 
Considerable efforts have been devoted to experimental studies of this phenomenon and some 
numerical studies have also been reported. Polymethyl methacrylate (PMMA) is frequently used in 
these investigations partially because its physical properties are well known [2,3].  
Orloff et al. [4] and Quintiere et al. [5] reported important findings from their experiments about 
the change of spread rate with time, the relative contribution of radiative and convective heat transfer 
as well as heat flux distributions. Saito et al. [6] investigated upward spread of flames along 
thermally thick PMMA and reported detailed measurements of spread rates, flame heights and 
surface temperatures. More recently, Leventon and Stoliarov [7] measured the heat flux on the 
surface of a relatively small PMMA sample during upward flame spread. Pizzo et al. [8] 
experimentally investigated transient pyrolysis of thick clear PMMA slabs exposed to radiant heat 
fluxes of 14 and 18 kW/m2. They also conducted a second series of experiments in which the PMMA 
samples were exposed to incident flame heat flux of 24.5 kW/m2. Singh and Gollner [9] measured 
the average mass-loss rates and local temperature profiles in the boundary-layer diffusion flame 
established over a PMMA surface. They also developed a novel methodology to determine the 
various components of flame heat flux in the pyrolysis and plume regions. Liang et al. [10] 
experimentally investigated vertical upward flame spread over PMMA and reported measurements 
of flame heights, flame heat flux to the fuel surface and flame spread rate. 
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A number of investigators have focused on the solid phase pyrolysis and combustion. 
Fernandez-Pello [2] developed a theoretical model for upward laminar flame spread, which became 
the basis for the various pyrolysis models subsequently developed. Chaos et al. [3] optimized the 
pyrolysis model parameters of various materials using evolutionary optimization methodologies and 
validated the predictions with in-house experimental data. Pizzo et al. [8] developed a one 
dimensional pyrolysis model and simulated the solid phase combustion for validation. They found 
that the surface regression length due to the high incident heat flux and wall temperature was almost 
compensated by the re-radiation and gasification heat under the flaming condition. Leventon et al. 
[11] developed a PMMA pyrolysis model based on their previous measurements. Their predictions 
of the vertical burning and flame spread on a small PMMA sample achieved reasonably good 
agreement with the measurements. Kacem et al. [12] carried out comparative evaluation of clear 
PMMA pyrolysis models and found that the pyrolysis model with in-depth radiation improved the 
simulation results. Gong et al. [13] investigated the effect of PMMA sample width on downward 
flame spread, and suggested a semi-empirical model to estimate the leading edge angle, mass loss 
rate and flame spread.  
Relatively few studies have been conducted in the computational fluid dynamics (CFD) context to 
incorporate the three dimensional (3-D) geometrical effects as well as the effects of the pilot burners. 
Consalvi et al. [14] conducted a 2-D simulation with the Reynolds Averaged Navier Stokes (RANS) 
approach and found that the contribution to heating process in the region of intermittent and 
continuous flames was important whereas less critical for the plume region. Kwon et al. [15] 
performed Large Eddy Simulation (LES) of a 3-D case. While their predicted maximum heat release 
rate appeared to be reasonable but the predicted flame spread rate had relatively large discrepancies. 
Ren et al. [16] conducted LES of the vertical turbulent wall fire using FireFOAM [17], the LES 
based fire simulation solver within the OpenFOAM® toolbox [18]. Their predictions were in 
qualitative agreement with the experimental observations while the small discrepancy was attributed 
to the overestimation of the size of the laminar flame region near the wall. They subsequently [19] 
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investigated the correlation between the heat flux and first grid size from the wall and found that 
setting it to 3 mm led to grid independent results using the wall-adapting local eddy-viscosity 
(WALE) model to resolve the near wall dynamics. Although it is possible to use a wall model to 
avoid using fine resolutions, this would constitute an additional source of error because of modelling 
near wall dynamics [20]. Yuan et al. [21] performed LES of a polyurethane foam (PUF) 
compartment fire and investigated the effect of ventilation conditions. However, the investigations of 
Ren et al. [16,19] and Yuan et al. [21] did not include flame spread, the former focused on wall fires 
while the later on the combustion process inside the compartment.  
Most other previous CFD studies of flame spread are based on 2-D [2,14,22]. The neglecting of 
the dynamics in the third direction would inevitably results in the omission of some physics, e.g. the 
effect of side walls. Liang et al’s experiment [10] revealed that the pyrolysis front has a convex 
shape without side walls. Gong et al.’s [13] captured the convex shape but they only simulated the 
solid phase.  
None of the previous studies captured the laminar-turbulence transition [14,15], which was 
experimentally observed by Orloff [4] at location 0.18 m from the bottom of the PMMA wall. The 
soot distribution is considered one of the important factors to the total heat flux in flame spread 
[14,23] but no validation has been carried out for the prediction of soot in the flame spread scenario. 
Furthermore, previous numerical flame spread studies [2,14,15] have only reported predictions of the 
total heat flux without distinguishing the relative contributions of convective, radiative, and 
re-radiative heat fluxes while such details will aid further insight of the underlying physics of the 
flame spread scenario. 
The present study reports on the development and validation of a fully coupled fluid-solid 
approach for flame spread using 3-D geometry with some recent development in the combustion, 
soot and radiation treatment in fire simulations conducted by the authors’ group [24–27]. Some 
modifications have been introduced to better capture the underlying physics during flame spread 
which involves laminar-turbulent transition from the base of the PMMA upwards and as the flame 
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moves away from the wall. A characteristic length that is more representative of the phenomena and 
the mean beam length for the associated flame radiation have been proposed. The existing pyrolysis 
model in FireFOAM has been modified to capture in-depth radiation within the PMMA sample and 
surface regression accompanying flame spread. Further investigations have also been carried out on 
the soot formation and oxidation during flame spread and its impact on the heat flux. The 
developments of the vortex structures and flame volume including laminar-turbulent transition have 
been analysed to gain insight of the unsteady flame spread phenomena.  
Although during the earlier stage of the development, the authors presented some preliminary 
results at the US Combustion meeting in 2015 [28], the details of the methodology including further 
development after the conference presentation and final validations are reported for the first time in 
the present paper.  
2 Numerical solver 
The LES based FireFOAM solver is used as the basic numerical framework for the present study.  
For clarity, the governing equations in FireFOAM are given in Appendix A. As mentioned earlier, 
the code has previously been used to simulate wall fires by Ren et al. [19]. It uses a second order 
accurate central linear scheme for the momentum equations, the linear scheme limited by total 
variation diminishing (TVD) to the governing equations of the mass fraction of chemical species and 
the energy equation; and the second order backward differential scheme for time marching. The 
momentum and continuity equations are coupled by the Pressure Implicit with Splitting of Operator 
(PISO) algorithm [29] with outer iteration, which is referred as PIMPLE in OpenFOAM [18], and 
the number of the outer iteration is set to 2 in the present study. The turbulent Schmidt number Sct
and the turbulent Prandtl number Prt were set to 0.85. The in-house version of FireFOAM which 
contains recent development within the authors’ group [24–27] is used.  
2.1 The modification of the extended EDC model 
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The extended EDC model [25,26] is described in Appendix B. In this section, only new 
modifications introduced by the present authors to facilitate flame spread study are described. The 
extended EDC model requires the integral length L′  as input. The characteristic length for pool 
fires was used by Chen et al. [25,26]. However, during flame spread, the characteristic length should 
not change with the width of the PMMA. The heat release rate per width of the PMMA is hence used
to calculate the Froude number [14], which is then used to calculate the characteristics length of the 
spreading flame as: 
2/3
1/2
qL
Cp T gρ∞ ∞ ∞
 ′
′ =  
 
   m, (1)
where q′  is the heat release rate per width of the PMMA [W/m], ρ∞ the ambient density, Cp∞  the 
ambient specific heat at constant pressure, g the gravitational acceleration and T∞ the ambient 
temperature. q′  is calculated from the PMMA heat of combustion and mass loss rate, which is 
calculated from the pyrolysis model (independent of the EDC).   
The WALE model [30] is used to obtain the SGS kinematic viscosity SGSν  for sub-grid scale 
(SGS) turbulence with the model parameter Cw set to 0.55 following Ren et al. [19]. The reader is 
recommended to refer to Nicoud et al. [30] for details of the model. The SGS turbulent kinetic 
energy kSGS is not calculated in the WALE model but required for the extended EDC model in Eq. 
(57) in Appendix B. It is calculated from SGSν  following Colin et al. [31]: 
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2SGS
k = SGSu    m
2/s2, and  (2)
SGS
s filterC
ν
∆
=SGSu    m/s, (3)
where SGSu  is the SGS velocity vector, Cs the Smagorinsky constant and filter∆  the filter width. 
Nicoud et al. [30] suggested that 0.55 ≤ Cw ≤ 0.60 was appropriate for Cs = 0.18 following their 
investigations of the link between Cs and Cw, 
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2.2 Reaction mechanisms for gas region 
The pyrolysate PMMA is treated as methyl methacrylate (MMA) and its gaseous reaction is 
modelled as a one-step irreversible chemical reaction following Fernandez-Pello [2]: 
C5H8O2+6O2=5CO2+4H2O. (4)
The time averaged reaction rate for the mass fraction equation chemical species J Jω  is expressed 
as 
( ) JJ J
u
J fu
f
M
M
ω ν ν ω′′ ′−=    kg/s/m3, (5)
2,min( ) /fu fu reac
OY
s
Yω ρ τ=
%
%    kg/s/m3, and (6)
min( , )reac E iDC d ffτ τ τ=    s,  (7)
where Jν ′′  and Jν ′  are the molar stoichiometric coefficients of the right and left sides in reaction 
formula, MJ and Mfu are the molar weights of chemical species J and the fuel. fuω  is the time 
averaged reaction rate of fuel, ρ  the time averaged density, fuY%  and 2OY
% are the density weighted 
mass fraction of fuel and O2, s is the stoichiometric O2-to-fuel mass ratio, reacτ  is the overall 
reaction time scale, EDCτ  is reaction time scale based on turbulent diffusion computed by the EDC 
model and diffτ  is the reaction time scale based on viscous diffusion. The combustion heat Δhc of 
PMMA is set to 2.56×107 J/kg following Consalvi et al. [14]. In the flame spread scenario, both 
turbulent and laminar flame regimes exist. Near the pyrolysis wall and until 0.15–0.20 m from the 
leading edge [4,32], the flame is laminar. It goes through a transition process to be fully turbulent 
further away from the wall. In the laminar region, the EDC is not valid and the smaller one of the 
time scales in Eq. (7) is assumed to be dominant and chosen to calculate the reaction rate of the fuel.  
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2.3 The reaction time scale 
EDCτ is calculated as: 
2
,
,( /min )fu
EDC
fu E
O
DC
Y Y sρ
τ
ω
=
% %
   s, (8)
where ,fu EDCω  is the reaction rate computed by the extended EDC model for which more details can 
be found in Appendix B. The reaction time scale of laminar combustion is generally very small 
compared with the time step size Δt. This could cause numerical instability and often referred to as 
the stiffness problem [33]. For example, the Arrhenius expression for MMA is given as  
5 8 2 5 8 2 5 8 2 2 5 8 2
2
,exp( / )H O H O H OC C C O a C H OA Y Y T Tω ρ= −    kg/s/m
3, (9)
where 
5 8 2C H O
A = 95.928 10×  m3/kg/s [14] and 
5 8 2,a C H O
T = 41.07 10×  K [14], and T is the 
temperature. The kinetic reaction time scale near the stoichiometric condition is in the order of 510−
s, and Δt is about 42 10−×  to 48 10−×  s in this study. Generally, the controlling time scale for 
laminar flame is the diffusion time scale the diffusion flux which enters each computational cell.  
   In the vicinity of the stoichiometric surface, the reaction rate for the mass fraction equation 
reactant specie J is obtained following Vervisch and Poinsot [34]: 
2
22
2
( )( ) JJ JD Y D Z
d Y Z
dZ
ω ρ ρ∇ = ∇
 
≈ − −  
 
%    kg/s/m3, (10)
where Z is the mixture fraction, 2D Z∇  is called the scalar dissipation rate [35], and 2( )JD Yρ ∇ %  is 
the same as the diffusion term of the mass fraction equation indicating the diffusion rate of JY%  when 
flow is laminar. The reaction time scale diffτ  based on molecular diffusion in Eq. (7) was calculated 
based on 2( )JD Yρ ∇ %  in Eq. (10). In the oxygen rich side, the amount of fuel is less than that of 
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oxygen and fuel diffusion is hence the controlling time scale. Similarly, oxygen diffusion is the 
controlling time scale in the fuel rich side.  These time scales diffτ  [s] are given as: 
2( )
fu
st
f
f
u
dif
Y
Z Z
D Y
τ = >
∇
%
%
%
, and  (11)
2
2
2
/
( )
O
stif
O
d f
Y s
Z Z
D Y
τ =
∇
≤
%
%
%
, (12)
where Z%  and Zst are the density weighted mixture fraction and the stoichiometric mixture fraction.  
2.4 Radiation model and estimation of mean beam length 
FireFOAM solves the Radiative Transfer Equation (RTE) for non-scattering media with the 
Finite Volume Discrete Ordinates Method. For the gaseous radiation properties, the weighted sum of 
gray gas model (WSGGM) of Smith et al. [36] implemented into FireFOAM by Sikic et al. [27] is 
used. The total absorption coefficient including the soot contribution is calculated by 
ln(1 )em
to S st g oo vt
m
a a a f T
L
Cε− += + = −    m-1, and (13)
S
v
SYf ρ
ρ
=
%
, (14)
where Csoot = 1862 m-1K-1 following Consalvi et al. [14], atot is the total absorption coefficient, ag the 
gas absorption coefficient, aS the soot absorption coefficient, emε  the emissivity obtained by 
WSGGM, fv the volume fraction of soot, Lm the mean beam length and the density ρS = 1800 kg/m3 
[37]. Orloff et al. [38] assumed that the flame shape is a gas slab of width 2Lf, height Hf, and 
thickness df, and the mean beam length Lm at the given height is estimated as 
3.5
2 2 /
f f
f f f
m
f f
L
L d L d H
L d
=
+ +
   m, (15)
where Lf  is given as W/2. Following Orloff et al. [38], df is calculated from the PMMA height as:  
16
wa l
f
lxd =    m, (16)
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where xwall is the height from the bottom of the PMMA wall. When the height of the assumed gas 
slab is xwall = Hf, the flame volume Vf  can be approximated by Vf ≈ 2Lf × Hf × Hf / 16 and df = Hf / 16. 
Vf is computed following Yang et al. [39], who used the following criteria to determine the flame 
border given as  
2
1
1 /o fu OY
R
Ys
=
+ % %
, (17)
where the C3H8 flame volume can be approximately defined when 0 ≤ Ro ≤ 0.99. This criteria is 
based on the flammability limit of C3H8. Since the theoretical amount of O2 for C5H8O2 is close to 
that for C3H8, 0 ≤ Ro ≤ 0.99 is used in this study.  
Table 1 summarises the parameters/properties specified for the gas phase combustion.   
Table 1 The gas phase model input parameters. 
Gas phase model parameters Values 
Prt and Sct 0.85 
Cw in the turbulence model 0.55 [30] 
Combustion heat Δhc 2.56×107 J/kg [14] 
Csoot in the radiation model 1862 m-1K-1 [14] 
Lsp in the soot model 0.29 for CH4 and 0.105 for C5H8O2 [40]. 
Flame volume criteria 0 ≤ Ro ≤ 0.99 [39] 
2.5 Pyrolysis model for the solid region and the interface boundary condition 
The default pyrolysis model in FireFOAM, which is the 1-D diffusion equation for sensible 
enthalpy with the Arrhenius type pyrolysis model developed by Chaos et al. [3] is adopted.  
)(solid solid solidsolid dep solid olid olid mel pyr vas ps h h h
h T q h
t y y
ρ
λ ω ω
 ∂ ∂∂
= − − 
∂ ∂ ∂
− + +

, (18)
where ρsolid and hsolid are the solid density and sensible enthalpy, y is the coordinate, t the time, λsolid
the solid heat conductivity, Tsolid the solid temperature, qdep the heat flux of in-depth radiation, ωsolid
the pyrolysis rate, hmel the heat of melting, hpyr the heat of pyrolysis and hvap is the heat of 
vaporization. For the transparent PMMA in the present study, ρsolid, λsolid, hpyr, hmel, and hvap are 1150 
kg/m3 [41], 0.185 W/m/K [41], 8.4×105 J/kg [42], 1.8×105 J/kg [43] and 3.6×105 J/kg [43], 
respectively. hsolid is defined by hsolid = CpsolidTsolid, where Cpsolid is the mean specific heat at constant 
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pressure which is equal to 2270 J/kg/K. This value is the mean specific heat ranging from 293 to 750 
K based on Kacem’s [41] expression of the specific heat at constant pressure.  
The definitions of hmel, hpyr, and hvap are based on Wilde’s study [43]. It assumes that once the 
material reaches the pyrolysis temperature, the PMMA starts melting and the pyrolysis reaction starts. 
Finally, the PMMA is vaporized to gas phase. The model does not separate the processes of melting, 
pyrolysis reaction and vaporization. The solid phase to gas phase shift is assumed as 
5 8 2PMMA C H O→ . ωsolid is estimated by Arrhenius equation as 
exp assolid solid solid
solid
TA
T
ω ρ
 
=  
 
−  kg/m3/s, (19)
where Asolid = 3.92 × 107 1/s [41] and Tas = 1.3952 × 104 K [41].  
 For flame spread, the heat balance near the surface of the PMMA wall is an important factor. Some 
previous studies considered incident radiative heat flux only at the surface [14], and converted it to 
the heat fluxes into the solid phase. While some other studies suggested that in-depth radiation 
causes ignition delay [44,45]. The authors believe it should be taken into account. However, there 
still lacks information/data about the emissivity of PMMA and its effect on ignition. It would be 
outside the scope of the present study to resolve these issues, which can be revisited later when such 
information/data is available. In the present study, only absorption was accounted for by Beer’s law 
[3,44,45] and radiative emissivity inside the PMMA was neglected. The heat flux of in-depth 
radiation qdep due to absorption can be written as below using Beer’s law :  
exp )(dep solid rad solid depq q aη= ∆−  W/m
2, (20)
where ηsolid is the transmissivity, qrad the radiative heat flux, asolid the solid absorption coefficient, 
and Δdep is the absolute value of the depth from the surface of the PMMA. In Eq. (20), qdep decreases 
with an increase in Δdep because qrad is absorbed in the PMMA. asolid = 1677 m-1 [46] is used, and the 
PMMA transmits light up to approximately 91 to 93% [47]. ηsolid is set to 0.91.  
At the front interface between gas and solid, the boundary condition for hsolid is modelled as:  
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, 4
,
( )First solid Intersolid
solid so rad Inter solid Inter
I
lid solid
F
T TT q T
y
λ α λ ε σ− = −
∆
−∂
+
∂
, (21)
where αsolid is the solid absorptivity, λInter the thermal conductivity at the interface, TFirst the gas 
temperature in the first cell along the front interface, Tsolid,Inter solid temperature at the interface, ΔIF
the distance from the centre of the first cell to the centre of the front interface cell, εsolid the solid 
emissivity and σ  is the Stefan Boltzmann constant. Generally, the transmissivity can be obtained 
as ηsolid = 1 – αsolid – rsolid. The reflectivity rsolid is approximately 0.035 to 0.08 [48]. rsolid is set to 0.04 
and αsolid is hence 0.05. εsolid is set to 0.95 following Consalvi et al. [14]. The second term of the right 
side in Eq. (21) is the convective heat flux qc. Following Singh and Gollner [9], who suggested that 
using λInter (=0.05 W/m K at 668 K) and temperature gradient at the wall as most appropriate to 
calculate the convective heat flux, λInter = 0.05 W/m K at TInter ≈ 668 K is used. The boundary 
condition of h at the front interface in the gas region is set as  
,Inter solid InterTT =  K, 
(22) 
where TInter the gas temperature at the interface.  
At the rear surface of the PMMA, αsolid = εsolid (=0.95) is assumed, and the boundary condition is 
given as 
41/3 4( ) ( )solidsolid solid solid solid os lid
T C T T T T T T
y
λ ε σ σ∞ ∞ ∞
∂
− − + −
∂
= , (23) 
where C = 0.152 for a horizontal plane [49], C = 0.131 for a vertical plane [49]. 
At the front interface for the boundary condition of the momentum equation in the gas phase, the 
mass flow rate is estimated by the mass loss rate. The mass loss rate in each cell solidΩ  is given as: 
solid solid olidsVωΩ =  kg/s,  
(24) 
where Vsolid is the cell volume in the solid region. The mass loss rate is calculated by adding all 
solidΩ  in the y direction. At each front interface cell in the gas region, the mass flow rate (= mass 
loss rate) m′  is used as inlet for the momentum equation.  
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At the front interface, the boundary conditions for the mass fraction equations of gas species J and 
soot are evaluated from the fraction of the mass and diffusive fluxes at the first cells on the interface 
[18]. The boundary cells at the front interface are treated as a wall before pyrolysis occurs and 
changed to inlet following pyrolysis. The mass fraction at the front interface is given as: 
(1 )Inter inletconv conv FirstY f Y f Y= + − , 
(25) 
where YInter and YFirst are the modified mass fraction at the interface and the mass fraction in the first 
cell from the interface, respectively; fconv is the fraction of the effect of convection. Yinlet is the inlet 
mass fraction at the front interface, where the value for C5H8O2 is set to 1, and other species 
including the mass fraction of soot is set to 0. When fconv = 0, YInter = YFirst . The gradient of the mass 
fraction becomes 0, and the front interface is treated as the wall boundary condition. Similarly, when 
fconv = 1, YInter = Yinlet; that is treated as the inlet condition. fconv is evaluated by the ratio between the 
mass diffusive flux and mass flow rate. fconv is given as 
1
/ )1 (
/
/conv SGS t
In
F
t
I
er
Sc
m S
f
Dρ ν
=
+
+
′
∆
, (26) 
where D is the diffusion coefficient, and SInter is the surface area at the boundary cell. For the mass 
fraction of soot, fconv is given as 
1
/1 ( )
/
/conv S SGS
Int
F
e
It
r
Sc
m S
f
Dρ ν
=
+
+
′
∆
, (27) 
where DS is given as DS = 0.01D [25]. 
To take into account the influence of the surface regression length on the heat transfer, ρsolid is set to 
constant but the grid size in the y direction changes by using the front interface as the reference 
coordinate. Thus, the rear surface moves when the grid size changes. The influence of the front 
interface decay on combustion in the gas region is not considered. However, since the distance from 
the front surface to the rear surface can be calculated, the time reaching the rear surface can be 
calculated and the change of the cell volume size ΔVsolid for each solid cell is computed following 
Pizzo et al. [8]: 
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solid
solid solid
solid
tV Vω
ρ
∆
∆ =   m3, (28) 
When all the mass in the cell is consumed, Vsolid becomes close to 0. Therefore, the minimum Vsolid is 
set to 5% of the initial Vsolid for numerical stability and the pyrolysis rate in Eq. (19) is also set to 0. 
The surface regression length in each cell is computed as: 
, 1 ,
solid
solid t solid t
solidS
V
δ δ+ = +
∆   m, (29) 
where δsolid,t is the surface regression length at t in each solid cell, Ssolid is the normal face area to the 
y direction in each solid cell and the actual surface regression length δsolid is estimated by adding all 
δsolid,t in the y direction. 
When the reaction rate is estimated by Eqs. (5)–(7) at the leading edge, the flame cannot be sustained. 
At the leading edge of the PMMA, the local pyrolysis rate and gaseous temperature are very high. 
Fuel and O2 co-exist in the first cell due to strong air entrainment. The reduction in the temperature 
within the first cell is thought to be caused by insufficient grid resolutions here. To capture the 
reactive layer correctly by Eqs. (11) and (12), very fine grids are required between the wall and 
reactive layer, i.e. y∆ =1.91 mm is not sufficiently fine to capture the near wall reaction zone. The 
alternative way is using Eq. (9) but, as mentioned above, the stiffness problem would arise. To avoid 
the problem, the pyrolysis gas which comes from the leading edge is assumed to be consumed 
completely in the first cell. The amount of the pyrolysis gas in the first cell along the leading edge is 
expressed as / g fum t V Yρ≈′∆ % , where Vg is the cell volume in the gas region. This way, ∆t (smallest 
available time scale) can be used as the reaction time scale because the pyrolysis gas vaporized from 
the wall with ∆t.  
The reaction rate at the leading edge is calculated from the oxygen consumption rate as 
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reacτ  at the leading edge is given as 
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where the time scale is applied to only the first bottom cells along the PMMA wall to avoid the 
influence of ∆t. The maximum ∆t was set to 0.0008 s in this study to sustain the flame at the leading 
edge. The influence of Eq. (31) will be discussed in section 3.3. The overview of the flame spread 
model and parameters are shown in Fig. 1 and Table 2, respectively.  
Table. 2 The pyrolysis model parameters 
Parameters Values 
Density ρsolid 1150 kg/m3 [41] 
Solid heat conductivity λsolid 0.185 W/m/K [41] 
Mean specific heat at constant 
pressure Cpsolid
2270 J/kg/K [41] 
Heat of vaporization hvap 3.6×105 J/kg [43] 
Heat of melting hmel 1.8×105 J/kg [43] 
Heat of pyrolysis hpyr 8.4×105 J/kg [42] 
Pre-exponential factor Asolid 3.92 × 107 1/s [41] 
Activation temperature Tas 1.3952 × 104 K [41] 
Absorption coefficient asolid 1677 m-1 [46] 
Transmissivity ηsolid 0.91 [47] 
Reflectivity rsolid 0.04 [47,48] 
Absorptivity αsolid 0.05 (ηsolid = 1 – αsolid – rsolid) 
Emissivity solidε 0.95 [14] 
Interface heat conductivity λInter 0.05 W/m K at TInter ≈ 668 K 
[9] 
C ( for the rear surface condition) 0.152 for a horizontal plane 
0.131 for a vertical plane [49] 
3 Results 
For model validation, the experiments of Pizzo et al. [8], Singh and Gollner [8] and Liang et al. 
[10] have been simulated. Figure 2 shows a sketch of the computational domain for all the cases 
while the actual dimensions for each case are different. In the coordinate, x = 0 is set to the bottom of 
the gas region, y = 0 is the interface between the gas and solid regions, and z = 0 is the centre of the 
PMMA wall. It should be noted that xwall = x – xa as shown in Fig. 2. 
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Fig. 2 The computational domain. 
3.1 Validation of the pyrolysis model 
A decoupled simulation was conducted without the gaseous region to validate the pyrolysis model 
and its parameters with the three experiments of Pizzo et al. [8] which consisted three case. For the 
first cases, radiative heat fluxes of 14 (Case A) and 18 kW/m2 (Case B) were imposed on the PMMA 
surface. For the third Case C, the sample was subjected to a mean heat flux of 24.5 kW/m2 imposed 
by the flame to give the flaming condition [8]. The PMMA sample was 0.1 (W) × 0.1 (H) and 0.03 
(d) m and set horizontally. For Cases A and B, the radiative flux was imposed on the front interface 
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as shown in Fig. 1. For Case C, 24% of the radiative flux and 76% of the convective heat flux were 
given as the boundary condition to mimic the flaming condition following Singh and Gollner [9].  
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Fig. 3 Comparison of the predicted (a) Tsolid and surface regression δsolid
and (b) Tsolid,Inter by different grid resolutions in the solid region. 
Figure 3 (a) shows the comparison of the surface regression length δsolid and temperature Tsolid vs
time at depths of 5 and 25 mm from the surface with different grid resolutions. At 5 mm, the 
predicted Tsolid was slightly different between 0.91y∆ ≈  and 0.091y∆ ≈  mm, and the error is 
about 1.5 %. The error “Err” is evaluated based on the standard deviation [50] between 0 s to 2000 s 
as 
1/22
1 ,
,
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max
ref N N
ref ma m
N
x x
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Err
N
φ φ
φ
=
 −

×
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∑
, 
(32)
where N is the number of the data, Nmax is the maximum number of the data, ,ref Nφ  is the Nth
reference data, Nφ  is the Nth compared data, and ,ref maxφ  is the maximum reference data to scale 
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the value. Also, δsolid  predicted by 0.91y∆ ≈  and 0.091y∆ ≈  mm is very close, and Err is about 
0.37 %. Hence, 1y∆ ≈  mm has been used is used in the subsequent simulations. δsolid is related to 
the mass flow rate m′ . Figure 3 (b) shows the solid temperature at the interface Tsolid,Inter vs time 
with the different grid resolutions. Tsolid,Inter affects the interface between the fluid and solid region in 
Eq. (21). Tsolid,Inter predicted by the two different resolutions are in good agreement, and the Err is 
about 0.23 %. Based on these comparisons, 0.91y∆ ≈  is hence chosen for the subsequent 
simulations. 
Figure 4 shows comparison of the surface regression length δsolid and temperature Tsolid vs time at 
depths of 5 and 25 mm from the surface. A uniform mesh with 0.91y∆ ≈  mm was used in the y
direction. For Case A, the predicted δsolid is in very good agreement with the experimental data and 
earlier predictions of Pizzo et al. [8] and Kacem et al. [12]. For Case B, the predicted δsolid is slightly 
lower than the measurements and the predictions of Pizzo et al. [8]. As commented by Pizzo et al. 
[8], considering that the bubble size appeared in the surface was about 1 mm, a discrepancy within 1 
mm should be considered as satisfactory. When t > 2000 s, the discrepancy is within 1 mm while it is 
bigger than 1 mm at t = 2500 s. Assuming 1 mm discrepancy, the error of δsolid is 10.8%, while that is 
10.9% in this simulation.  
For Case C, the prediction is close to that of Kacem et al. and within 1 mm of the measurements 
until 1700 s simulation. Assuming 1 mm discrepancy, the error of δsolid is 12.5% between t ≈ 250 to 
2000 s. The error is about 11.5% between t ≈ 250 to 2000 s but the discrepancies between the 
predictions and measurement are slightly large after 1700 s. The result implies that the discrepancy 
of δsolid is slightly large under the flaming condition after 1700 s. As the time scale of the flame 
spread stage is about t ≈ 505 s for 1 m height of the PMMA [10], the error would only have 
minimum influence on the flame spread simulation.  
The predictions of Pizzo et al. [8] were in closer agreement with the measurements but they used 
different pre-exponential factor for Case C from that for Cases A and B while both Kacem et al. [12] 
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and the present study used the same parameters in all the cases. These comparisons demonstrate that 
the current model captured the trend of δsolid reasonably well. 
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Fig. 4 The predicted and measured Tsolid and surface regression length δsolid vs time.  
As also shown in Figs. 4 (a)–(c), at 5 mm depth, the predicted temperature profiles are in excellent 
agreement with the measurements for Cases B and C while the model slightly over-predicted the 
temperatures for Case A. Overall the maximum discrepancies are about 4% for Case A. At 25 mm 
depth, the proposed model under-predicted the measurements while the predictions of Pizzo et al. [8] 
and Kacem et al. [12] were in good agreement with the experimental data. This is thought to be due 
to the fact that the present study used the constant specific heat while Kacem et al. [12] and Pizzo et 
al. [8] used the specific heat calculated by the polynomial coefficient depending on Tsolid. 
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Nevertheless, the discrepancy incurred by this simplification should not affect the predictions of the 
flame spread rate which is determined by the time reaching the pyrolysis temperature (about 580 K 
at 0.5 mm depth in this study) as Tsolid at 5 mm was close to the experimental data. 
3.2 Determination of the cell size 
In order to establish the desired grid resolutions, numerical test were conducted using the 
experimental set up of Saito et al. [6] as reference but shorter PMMA was used to reduce the 
computational time. The entire process of this case from pilot burner combustion to flame spread 
was previously simulated by the authors [28]. Here only the ignition procedure was computed to help 
identifying the desired grid resolution for the subsequent test cases. 
The geometry is the same as that shown in Fig. 2 while the specific dimensions are:  H = 0.5 m, 
W = 0.3 m, d = 0.013 m, ymax = 0.2 m, xmax = 0.5 m, zmax = 0.36 m, xa = 0 m and xb = 0. m. The solid 
region has 13 uniform cells in the y direction. 
The pilot methane burner was set at the bottom of the geometry along the PMMA wall. It was 0.04 
m in the y direction and 0.3 m in the z direction. As a CH4 burner was used to ignite the PMMA wall 
in some of the experiments, a one-step irreversible chemical reaction is expressed as 
CH4+2O2=CO2+2H2O, (33)
The heat release rate was taken from the experimental measurements as 22.7 kW/m and converted 
to the mass flow rate of the methane gas. The data are averaged between t = 10 to 30 s. Its heat 
release rate of 22.7 kW/m is approximately the same as q′ at xp = 0.2 m. The burner fires on the wall 
were sometime used to discuss the total heat flux with that of the flame spread or wall fire cases 
[14,51].  
Figures 5 (a), (b) and (c) show qc qrad, and qtot vs height at the centre of the PMMA. The grid size 
in the y direction is not uniform. ∆y is the first cell size from the wall surface, and the expansion ratio 
is set to 3.6% . qtot is given as qtot = qc + qrad, where qc =λ(TF – Tsolid)/ΔIF, and qrad is obtained by the 
solution of RTE in FireFOAM. Ren et al. [19] found in their study that a resolution of 3 mm was 
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needed for the first cell from the wall to obtain the approximately grid independent predictions.  ∆y
= 1.91 mm was set to in the present study. 
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Fig. 5 Comparison of the predictions with different grid resolutions. 
(a) convective, (b) radiative and (c) total heat fluxes (qc, qrad, and qtot ) vs height. 
It can be seen from Figs. 4 (a) and (b) that the effect of ∆z is smaller than that of ∆x which is  
parallel to the direction of gravity. The predicted qc, qrad, and qtot with ∆y = 1.91 mm, ∆x = 5 mm, 
and ∆z = 4 mm are very similar to those with ∆y = 1.91 mm, ∆x = 5 mm and ∆z = 8 mm. Therefore, 
22 
in the subsequent test cases, ∆y ≈ 1.91 mm, ∆x = 5 mm, and ∆z = 8 mm are used, and the expansion 
ratio is set up to 4%  in the y direction to maintain the same grid resolution. 
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Fig. 6 The convective heat flux qc when τdiff is given as 20.1 /diff filter Dτ ∆=  [19]. 
Figure 6 shows the predicted qc when τdiff is given as 20.1 /diff filter Dτ ∆=  [19]. The predicted qc
with ∆y = 1.91 mm, ∆x = 5 mm, and ∆z = 4 mm is slightly different from those with ∆y = 1.91 mm, 
∆x = 5 mm and ∆z = 8 mm but those were close in the present prediction as mentioned above. This 
indicates that the use of Eqs. (11) and (12) improved the grid independency. 
3.3 Validation of small scale flame spread and wall fire tests and model sensitivity tests   
This section describes validation with the small scale flame spread of Huang and Gollner [52] as 
well as the wall fire tests of Singh and Gollner [9]. Some sensitivity studies have also been 
conducted with the former case about the ignition conditions and with the second case about 
radiation treatment, reaction time scale expression and Courant number.  
For the case of Huang and Gollner [52], the respective dimensions in relation to Fig. 2 are: H = 0.2 
m, W = 0.104 m, d = 0.013 m, ymax = 0.2 m, xmax = 0.45 m, zmax = 0.152 m, xa = 0.05 m, and xb = 0.2 
m. In the solid region, the number of cells was set to 13 cells uniformly in the y direction. The 
ambient condition was set on the floor in Fig. 2. Following Ren et al. [19], the first grid size from the 
wall was set to ∆y = 1.98 mm, and also, ∆x = 5 mm and ∆z = 8 mm were used. In the solid region, 
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the number of cells was set to 13 cells uniformly in the y direction (initial 1y∆ =  mm). In the 
experiment, the ignition was started at the bottom by a small ceramic wick soaked with 3 mL of 
methyldecanoate. During the ignition, the whole PMMA surface except for the bottom 2 cm was 
covered by a 6 mm thick sheet of ceramic insulation [52]. In this simulation, the Ignition was 
achieved by imposing 45 kW/m2 radiative heat flux at 0 ≤ xwall ≤  0.02 m until t = 65 s. After the 
ignition was established, the time was reset to t = 0 s. 
The flame height xf  is related to the heat release rate and geometric configuration [53]. In this 
study, it is computed by the highest location where stoichiometric mixture exists following [25,26], 
i.e. xf = max(x – xa) when fuY% - 2OY
% /s ≥ 0, where max(x – xa) represents the maximum coordinate from 
the bottom of the PMMA in the x direction. The definition of the pyrolysis front is dependent on the 
investigators. Saito et al. [6] defined the pyrolysis temperature as 593 ± 25 K within y = -1 mm from 
the PMMA wall, Huang and Gollner [52] defined the pyrolysis front as Tsolid = 573 K at the PMMA 
wall surface, Tsai [54] determined it as Tsolid = 623 K and Consalvi et al. [55] used the Tsolid = 630 K 
in their model. The consensus of these previous studies is that the pyrolysis front should be 
determined by the PMMA temperature. However, because of the different temperature values used 
by the aforementioned experimentalists in the definition of the pyrolysis front, the pyrolysis 
temperature should be determined for comparison with each test set. Thus, the pyrolysis height is 
defined as the centre of the PMMA reaching Tsolid = 580 K at -0.5 mm depth from the surface in 
order to match the measured xp in this simulation.  
Figure 7 shows the predicted and measured pyrolysis xp and flame heights xf vs time. The 
predicted xp is slightly underestimated at t < 230 s, and overestimated at t ≥  230 s. Also, the 
predicted xf is in reasonably good agreement with the experimental data at t < 230 s, but 
overestimated at t ≥  230 s. The flame spread rate in the experiment was 56.7 10−×  m/s [52], and 
the computational result is 56.87 10−×  m/s with the different being about Err = 2.5%. 
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Fig. 7 The predicted and measured pyrolysis xp and flame heights xf vs time. 
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Fig. 8 The predicted and measured flame height xf vs pyrolysis height xp. 
Figure 8 shows the predicted and measured flame height xf vs pyrolysis height xp. Pizzo et al.’s 
[56] predictions based on the modified mass transfer number is also plotted for comparison. The 
predicted data is slightly higher than the experimental data but very close to the predictions of Pizzo 
et al. 
Figure 9 shows the iso-surfaces of the flame volume defined using the criteria Ro = 0.99 in Eq. 
(17). It can be seen that the flame volume gradually expands as time passes. When xp ≈ 0.05 m, the 
flame is laminar. After xp ≈ 0.15 m, the flame volume shape changes at 0.15 ≤ xwall ≤  0.2 m. 
Using the dimensionless parameter ξ = (xwall – xp) / (xf – xp), Consalvi et al. [14] divided the 
turbulent diffusion flame on the PMMA surface into three regions, i.e. the continuous flame (CF) ξ < 
0.4, intermittent flame (IF) 0.4 ≤ ξ ≤ 1.6, and plume (PL) region ξ > 1.6. The three regions are 
depicted for the iso-surface plot at t = 165 s in Fig. 9. The continuous flame region is located 
between the leading edge and slightly upward position of xp, and the end of the intermittent flame 
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region is positioned almost equal to the top of the flame volume. There is no visible flame in the 
plume region. 
Fig. 9 The predicted iso-surfaces of the flame volume defined as the criteria Ro = 0.99. The 
continuous flame (CF), intermittent flame (IF), and plume (PL) regions are marked out at 165 s. 
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Fig. 10 The predicted pyrolysis height xp vs time with different ignition conditions. 
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Fig. 11 The predicted flame height xf vs time with different ignition conditions. 
Sensitivity studies have been conducted on different ignition conditions, which involve the 
imposing radiative heat flux, heating time, and heating height. As can be seen from Fig. 10, 
significant difference happens when the different heating height (0.01 m) is used. In the case of (45 
kW/m2, 65 s, 0.01 m), the initial heat release rate from the PMMA wall is 50% compared with that of 
(45 kW/m2, 65 s, 0.02 m). This is thought to be the reason why the flame spread is very slow in the 
former case. Similarly, the predicted xf is also significantly different as shown in Fig. 11. However, 
this also means that the heating height can be determined from xf at the early stage if it is not given 
so that the initial conditions can be better set to mimic the actual experimental scenario. 
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Fig. 12 The predicted and measured heat fluxes vs dimensionless height xwall / H.
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To validate the model for qc, qrad, and qre, the small scale wall fire of Singh and Gollner [9] was 
computed. The respective dimensions in relation to Fig. 2 are: H = 0.085 m, W = 0.084 m, d = 
0.0127 m, ymax = 0.1 m, xmax = 0.335 m, zmax = 0.132 m, xa = 0.05 m, and xb = 0.2 m. In the solid 
region, the number of cells was set to 13 cells uniformly in the y direction. The ambient condition 
was set on the floor in Fig. 2. Following Ren et al. [19], the first grid size from the wall was set to ∆y
= 1.94 mm, and also, ∆x = 5 mm and ∆z = 6 mm were used. In the experiment, the ignition was made 
by a blowtorch passed over the surface. For simplicity, the Ignition was achieved by imposing 45 
kW/m2 radiative heat flux until t = 65 s. After ignition was established, the time was reset to t = 0 s. 
The results were taken from t = 260 s to 310 s. This time was chosen in order to match the local 
pyrolysis rate in the downstream region. 
Figure 12 shows the heat fluxes vs the dimensionless height calculated as xwall / H. The predicted 
convective, radiative, and re-radiative heat fluxes (qc, qrad, and qre) are close to the measurements. 
Generally, qc is higher than qrad, and also very high qc is observed at the leading edge of the PMMA 
wall. 
Sensitivity tests have also been conducted for different radiation sub models including that of 
Consalvi et al. [14] who estimated the gas absorption coefficient ag as ag = 0.1Xpr, where Xpr is the 
mole fraction of products; the RADICAL program [57] which expressed as the poly-nominal 
expression and the grey formulation of the Smith et al.’s WSGGM [36] used in the present prediction. 
In this comparison, apart from changing the radiation treatment, all other models components and 
parameters were kept the same. As shown in Fig. 13, the present prediction using WSGGM is in 
better agreement with the experimental data than qrad obtained by the other radiation sub models.  
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Fig. 13 Sensitivity tests for radiation sub-models. 
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Fig. 14 Sensitivity tests for the reaction time scale expressions. 
Figure 14 shows the sensitivity tests for the reaction time scale expressions. Using different diffτ
gives almost the same qc, which are very different from the result if EDCτ is used. This is because 
the EDC model is not applicable for the laminar region. It is important in flame spread simulations to 
use the reaction time scale modified by Eq. (7). 
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Fig. 15 The measured (Exp) and predicted convective heat fluxes qc vs dimensionless height xwall / H
depending on using Eq. (31) and Courant number (Cr). 
Figure 15 shows the measured and predicted qc when different Courant number Cr was used. 
When the leading edge modification in Eq. (31) is not used, extinction occurred because of lack of qc
at the leading edge. Figure 17 also shows the obvious influence of Δt on qc at the leading edge. Δt is 
about 0.001, 0.0007 and 0.0004 s when Cr = 1.0, 0.7 and 0.4, respectively. It is clear that without Eq. 
(31), the Courant number and time step would have noticeable influence on the predictions at the 
leading edge while the downstream region is unaffected. 
3.4 The analysis of the soot distribution 
To validate the model for the soot volume fraction fv, the wall fire of Hebert et al. [58] was 
computed. In the experiments, the PMMA size was originally 0.45 (H) × 0.25 (W) × 0.03 (d) m but 
the front side of the PMMA wall was covered with a thick steel frame to avoid unnecessary flame 
spread. Hence, the actual size became 0.4 (H) × 0.2 (W) × 0.03 (d) m. The total duration of the 
experiment was 3000 s. The fv profiles were measured at 0.28 and 0.36 m from the bottom of the 
thick steel frame at 1810 and 2070 s. The laser sheet was set at 0.05 m from the left edge. The five 
measurements quoted were performed with different laser fluencies. 
In the simulation, the respective dimensions in relation to Fig. 2 are 0.4 (H) × 0.2 (W) × 0.03 (d) 
m, ymax = 0.25 m, xmax = 0.96 m, zmax = 0.248 m, xa = 0.05 m and xb = 0.505 m. The predicted values 
are obtained at xwall = 0.255 m and 0.335 m because the steel frame height set at the bottom of the 
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PMMA wall was 0.025 m. In the solid region, the number of cells was set to 30 cells uniformly in 
the y direction (initial 1y∆ =  mm). The ambient condition was set on the floor as shown in Fig. 2. 
The first grid size from the wall was set to ∆y ≈ 2 mm, ∆x = 5 mm and ∆z = 8 mm were used.  
Fig. 16 The predicted mean soot volume fraction (fv) and temperature profiles 
vs distance from the PMMA wall y at (a) xwall = 0.255 and (b) xwall =0.335 m.  
Although the initial period of these tests involved flame spread, later on from 1800 s, it was 
essentially a PMMA wall fire. Figure 16 shows the predicted mean fv and temperature profiles vs the 
distance from the PMMA wall y averaged from 1800 to 1840 s. The predicted peak soot volume 
fraction fv is in reasonably good agreement with the experimental data, while the peak position of fv
is slightly different from the experimental data. The predicted peak fv is located closer to PMMA 
wall in comparison with the location for the peak temperature. For xwall = 0.255, the maximum fv was 
between 250 to 450 ppb in the five measurements of Hebert et al. [58] and 207 ppb in the present 
prediction; for xwall = 0.355, the measured peak were between 250 and 450 ppb [58] while the 
predicted peak is 317 ppb.  
As may be seen from the updated Fig. 16, without the soot oxidation model, the soot volume 
fraction fv is slightly over-predicted at y > 0.02 m. The predicted peak value is however closer to that 
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predicted with the soot oxidation model. According to Chen et al. [25], the influence of the soot 
oxidation model is negligible when turbulence is low. For the cases studied here, turbulence is weak 
and the effect of soot oxidation model is minor. 
3.5 Large scale flame spread scenarios 
This section starts with validation of the large scale flame spread scenario tested by Liang et al. 
[10] followed by analysis of the detailed field predictions of the unsteady phenomena as well as 
comparison with some published correlations.   
Liang et al. [10] investigated the influence of the altitude on flame spread, and the experimental 
data were measured in Hefei and Lhaca. In this study, the experimental data measured in Hefei 
where the altitude is 29.8 m was used. The specific dimensions with reference to Fig. 2 are: H = 
1.005 m, W = 0.296 m, d = 0.01 m, ymax = 0.6 m, xmax = 1.6 m, zmax = 0.36 m, xa = 0.01 m and xb = 
0.585 m. In the experiment, the bottom of the PMMA was ignited using a twisted cotton rope soaked 
in ethanol. For simplicity, the ignition was achieved by imposing 45 kW/m2 radiative heat flux until 
65 s at 0.01 ≤ x ≤ 0.06 m in the current simulation. The length of the ignition region was chosen in 
order to fit the measured xf. In the solid region, the number of cells was set to 10 cells uniformly in 
the y direction (initial 1y∆ =  mm). Following Ren et al. [19], the first grid size from the wall was 
set to ∆y = 1.99 mm, and ∆x = 5 mm and ∆z = 8 mm were used. The wall condition was set on the 
floor in Fig. 2. A total of 1,555,200 cells for the gas region and 74,370 cells for the solid region were 
used, respectively. The same grid resolutions are maintained in the simulations of the Liang et al. 
experiments as in the smaller configuration of Saito et al., i.e. overall a much larger number of 
computational grids are used for the bigger case. 
Figure 17 shows the pyrolysis height (xp) and flame height (xf) vs time. The pyrolysis height is 
defined as the centre of the PMMA reaching Tsolid = 580 K at 0.5 mm depth from the surface in order 
to fit the measured xp as shown in Fig. 17. Consalvi et al. [14] pointed out that the definition of the 
32 
pyrolysis temperature gave different xp vs time, and also the definition of the value of the pyrolysis 
temperature varied from one experiment to another. The reference data was obtained from Liang et 
al. [10]. In comparison with the measurements, the predicted xp and xf are in reasonably good 
agreement with the measurements. The flame spread reached the top of the PMMA when t ≈ 515 s in 
this simulation while that was about 505 s in the experiment. Preliminary predictions with a shorter 
ignited region resulted in slower increase of xp. However, the increase patterns of xp and xf followed 
the same trend.  
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Fig. 17 The predicted and measured pyrolysis (xp) and flame (xf) heights vs time  
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Fig. 18 The flame spread rate vp vs pyrolysis height xp. 
As can be seen in Fig. 18, the predicted vp is almost constant when xp < 0.2 m, and increases 
almost linearly at 0.2 < xp < 0.6 m. At 0.6 < xp < 0.7 m, the predicted vp rapidly increases, and comes 
close to the experimental data at xp > 0.7 m. This tendency was observed at 0.4 < xp < 0.5 m in the 
experiment. The predicted time for the pyrolysis front to reach the top of the PMMA wall differs by 
about 10 s. The maximum Err here is about 7.9% based on Eq. 32. 
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Fig. 19 The predicted and measured flame height xf vs pyrolysis height xp. 
The predicted and measured xf vs xp is shown in Fig. 19. The predicted data is reasonably close to 
Liang et al.’s experimental data. xf is correlated with xp, and that was given as xf = Kp mpx [4], where 
Kp and m is the fitted coefficient. The measurements of Saito et al. [6] and Tsai et al. [59] are also 
plotted here for reference, but it should be noted there were no side walls in these tests and the 
PMMA width was 0.3 m. Tsai et al.’s expression of xf takes into account the effect of the PMMA 
width as xf = KpxpmW0.2, where Kp = 1.65 and m = 0.67. Besides, Delichatsios [51] predicted Kp = 
1.78 and m = 0.802, and Orloff et al. [4] reported m = 0.781. In this study, Kp = 1.45 and m = 0.752 
can be obtained from in Fig. 19. These comparisons support the wide applicability of xf = Kp mpx for
situations with or without side walls while m falls into almost between 2/3 to 0.8. 
Figure 20 shows the (xf - xp) vs time. This represents the pre-heating length between xp to xf. The 
pyrolysis height xp is 0.005 m when t < 85 s because the flame spread did not occur until this time. 
Further, since the maximum height of the PMMA sample was 1 m, xp is 1 m when t > 515 s. As can 
be seen in Fig. 20, the prediction follows well the trend of the measurements. As expected, (xf - xp) 
increases with time. Hence, vp gradually increases as discussed in Fig. 18. The preheating length (xf - 
xp) starts to decrease after the peak because the pyrolysis front becomes a convex shape as reflected 
in the temperature contours on the surface of the PMMA in Fig. 21. In such circumstances, xf
decreases with the decreases in the heat release rate per sample width q′ . The correlation between xf
and q′ is discussed in Fig. 23.  
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Fig. 20 The predicted and measured (xf - xp) vs time. 
As already mentioned, Fig. 21 shows the temperature contours of the gas and solid surface (T and 
Tsolid). The gas temperature is only shown on y-x at z = 0 m, Tsolid is shown on z-x plane at y = 
-0.0005 m from the PMMA wall surface. Both T and Tsolid contours gradually expand upwards from 
the bottom of the PMMA as the time advances. The highest T and Tsolid are predicted to be near the 
bottom leading edge of the PMMA wall following Singh and Gollner’s study [9]. The pyrolysis front 
shape (Tsolid = 580 K) noticeably becomes sharp at 450 s. This tendency was also observed in the 
experiment of Liang et al. [10] and Tsai et al. [54] when side walls were not set. Such change is 
thought to be due to the corresponding change of the flame shape due to air entrainment from the 
sides of the PMMA wall [54]. The pyrolysis front shape becomes sharp because of the change of the 
flame shape, resulting in the reduction in q′ and xf. In the solid region, heat transfer in y and z
directions is relatively slower than the flame spread rate. As such, most previous flame spread 
simulations assumed heat transfer was 1D in the solid region. However, the flame shape on the 
PMMA wall is not 2D as shown in Fig. 24. In Fig. 21, the predictions also captured the 2D convex 
shape of the temperature distribution. Hence, 1D heat transfer is assumed in the solid region but the 
actual flame spread phenomena is 3D and can be better captured in 3D simulations. 
35 
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Fig. 21 Distribution of the gas and solid temperature. The gas temperature is for the y-x plane at z = 0 
m and the solid temperature is for the z-x plane at y = -0.0005 m. 
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Figure 22 shows the heat release rate per width q′  vs time. Liang et al. [10] calculated q′ using 
Δhc = 2.42 ×107J/kg. In the present study, q′ was calculated by integrating q′′′  in the gas region 
per PMMA width; 2q′  was estimated by integrating c solidh ω∆ in the solid region per PMMA width. 
Both q′  and 2q′  are in reasonably good agreement with value of Liang et al. The fact that q′  is 
very close to 2q′  indicates that the chemical reaction rate Jω  is accurately predicted by Eqs. 
(5)–(7). 
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Fig. 22 The heat release rate per width ( q′ and 2q′ ) vs time. 
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Fig. 23 The flame height xf vs heat release rate per width q′
Figure 23 shows xf vs q′ . The predictions are generally in good agreement with Liang et al.’s 
measurements. Tsai and Draysdale [59] observed that the increase rate of xf changed slightly from 
approximately 20 kW/m. This change is also captured in our results as shown in Fig. 23.  
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Fig. 24 The predicted iso-surfaces of the flame volume defined as the criteria Ro = 0.99. The 
continuous flame (CF), intermittent flame (IF), and plume (PL) regions are specified at 380 s.  
For growth of the flame on the combustible fuel surfaces, the key parameters are the flame height 
and heat transfer to the unburned fuel surface. The flame height can be expressed as xf = K nq′ [4], 
where K and n are the fitted coefficients. Tu and Quintiere [60] estimated xf as 
2/31/24.65 / ( )fx q Cp T gρ∞ ∞ ∞′ =   . However, Tsai and Draysdale [59] found that this correlation 
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over-predicted xf at 25q′ <  kW/m, and also observed that the K and n were determined based on 
the configuration near the leading edge of the PMMA at 20q′ < kW/m. K = 0.016 and n = 1.07 
were obtained when the leading edge of the PMMA was attached with the contiguous floor, which is  
close to Liang et al’s experiment. Also, K and n is dependent on the PMMA width W at 20q′ >
kW/m, and K = 0.07 and n = 0.616 were given with W = 0.3 m. In the experiment of Liang et al. [10], 
K = 0.0058 and n = 4/3 were obtained at 22q′ ≤  kW/m, and K = 0.032 and n = 4/5 were given at 
22q′ ≥ kW/m. From these investigations, the threshold q′  ranged approximately from 20 to 25 
kW/m. The present predictions would give K = 0.0158 and n = 1.0 at 20q′ <  kW/m; and K = 
0.0342 and n = 0.81 for at 20q′ ≥  kW/m. At 20q′ <  kW/m, the predicted K and n are close to 
those obtained by Tsai and Draysdale, while the predictions are in good agreement with Liang et al’s 
correlation at 20q′ ≥  kW/m. 
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Fig. 25 The flame volume per width fV ′ vs pyrolysis height xp. 
Figure 24 shows the iso-surfaces of the flame volume defined using the criteria R0 = 0.99 in Eq. 
(17). They have captured well the 3-D evolution of the flame. As can be seen in Fig. 24, the flame 
volume gradually expands as time passes. When xp ≈ 0.1 m, the flame is mostly laminar but the 
flame tip has started fluctuating and has likely transited to the turbulent regime. After xp ≈ 0.3 m, the 
flame tip becomes sharp and the change of the flame shape affects the change of the pyrolysis front 
shape as discussed earlier. Further up, strong oscillation in the z direction starts from xp ≈ 0.7 in the 
upper region (xwall > 1.0 m). It would not be possible to capture such unsteady 3-D by 2-D RANS 
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simulations. Finally, the turbulent flame area gradually enlarges and the pyrolysis front reaches the 
top of the PMMA at about 515 s. However, the flame shape remains steady in the lower part at xwall
< 0.2 m.  
Figure 25 shows the flame volume per width fV ′ vs pyrolysis height xp. The increasing rate of 
fV ′  at 0.15 to 0.2 < xp is relatively small at the beginning, but it increases almost linearly after that. 
As discussed above, it is postulated that the flame tip becomes turbulent at xp ≈ 0.1 and relatively 
strong air-entrainment happens due to turbulent mixing. Orloff et al. [4] suggested that xwall = 0.18 m 
was the transition region from laminar to turbulent flow. This is thought to be the reason behind the 
increase rate of fV ′  changed at xp ≈ 0.15 to 0.2 m. 
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   Fig. 26 The heat release rate per width q′ vs pyrolysis height xp. 
Figure 26 shows the heat release rate per width q′ vs pyrolysis height xp. The predictions are in 
reasonably good agreement with the measurements of Liang et al. As shown in Fig. 26, at q′ = 20 
kW/m, xp is approximately 0.15 m when the flame entered the transition region from laminar to 
turbulent flow. As discussed above, the increase rate of xf changed slightly from approximately q′ = 
20 kW/m. The laminar-turbulent transition is thought to be the reason why the increase rate of xf
changed from approximately q′ = 20 kW/m in Fig. 23. 
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Fig. 27 The flame volume per width fV ′ vs heat release rate per width q′ . 
Figure 27 shows the flame volume per width fV ′ vs q′ . fV ′ vs q′  is well correlated by 
1.780.0000231 'fV q′ = ( 20q′ <  kW/m) and 
1.350.0000927 'fV q′ = ( 20q′ ≥  kW/m). q′ can be 
converted to the mass loss rate per width, and therefore the flame volume is also a function of the 
mass loss rate per width. As discussed in Fig. 23, the increase rate of xf changed slightly from 
approximately 20 kW/m, and this trend is also shown here. However, it should be noted that the 
exponential part of the fitted coefficient at 20q′ ≥  kW/m is bigger than 1 (1.35), while that of xf
was 0.81. Thus, the increasing trend of fV ′  is different from that of xf at 20q′ ≥  kW/m. 
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Fig. 28 The mean beam length Lm vs the heat release rate per width q’. 
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Figure 28 shows the predicted the mean beam length Lm vs q′ . The predictions can be well 
correlated by 0.840.0023mL q′=  ( 20q′ <  kW/m) and 
0.610.0047mL q′=  ( 20q′ ≥  kW/m). The 
trend of Lm also changes with q′ . It should be noted that Lm is obtained using the flame volume that 
is calculated based on Ro. For different fuels other than PMMA, the correlation between Lm and q′
should change. 
Quintiere et al. [5] found through experiments that the distribution of total heat flux qtot can be 
plotted universally against xwall normalized by xf as shown in Fig. 29. For comparison, Tsai’s data is 
also plotted in Fig. 29. Generally, the present predictions fall between the data of Quintiere et al. and 
Tsai [54], while those are slightly overpredicted at xwall / xf > 1.4 compared with Tsai’s experimental 
data. It is categorized as the plume region at xwall / xf > 1.4, and the contribution in the heating 
unburned fuel surface of the plume region was much smaller than in the intermittent and continuous 
flames [14]. Therefore, the overpredicted qtot at xwall / xf > 1.4 is less important in this simulation. 
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Fig. 29 Total heat flux qtot vs dimensionless height xwall / xf.  
 
Consalvi et al. [14] commented that qtot was different among different experimental reports in 
terms of the location of the flame tip where xwall / xf = 1.0. As shown in Fig. 29, qtot = 4 kW/m2 was 
in Quintiere’s measurement, while qtot = 10 kW/m2 was in Tsai’s data. This is because the different 
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definitions of the flame height used by these authors resulted in different flame tip location in their 
reports [55]. They correlated the heat flux in terms of (xwall – xp) / (xf – xp), and concluded that the 
best correlation was obtained for 10 kW/m2 or slightly higher value (12 kW/m2). In this simulation, 
qtot = 10 kW/m2 are in good agreement. 
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Fig. 30 Convective heat flux qc vs dimensionless height xwall / xf. 
Figure 30 shows the convective heat flux qc vs dimensionless height xwall / xf. qc gradually 
decreases when xp increases. This is because the solid temperature at the interface Tsolid,Inter increases 
as the time passes. Figure 31 plots from further parametric studies of the overall radiative heat flux 
qrad and its component due to H2O and CO2 and soot. The predicted qrad increases when the increase 
of xp as the radiative heat flux due to soot notably increases with an increase of xp. The peak of the 
radiative heat flux due to soot is positioned between 0.5 < xwall / xf < 0.9; and the peak position moves 
upward as xp increases.  
43 
0.1 0.5 1 5
1
5
10
50
 xwall / xf
(a)
q r
ad
 [k
W
/m
2 ]
 Prediction xp = 0.1 m
 Prediction xp = 0.3 m
 Prediction xp = 0.5 m
 Prediction xp = 0.7 m
 Prediction xp = 1.0 m
0.1 0.5 1 5
1
5
10
50
 xwall / xf
(b)
q r
ad
,g
as
 [k
W
/m
2 ]
 Prediction xp = 0.1 m
 Prediction xp = 0.3 m
 Prediction xp = 0.5 m
 Prediction xp = 0.7 m
 Prediction xp = 1.0 m
0.1 0.5 1 5
1
5
10
50
 xwall / xf
(c)
q r
ad
,so
ot
 [k
W
/m
2 ]
 Prediction xp = 0.3 m
 Prediction xp = 0.5 m
 Prediction xp = 0.7 m
 Prediction xp = 1.0 m
Fig. 31 (a) Radiative heat flux qrad; (b) qrad,gas radiative heat flux due to H2O and CO2 and (c) 
radiative heat flux due to soot qrad,soot vs dimensionless height xwall / xf. 
44 
Fig. 32 The development of vortex structures illustrated by the iso-surfaces of the second invariant of 
gradient of the vector tensor Q = 1200. The continuous flame (CF), intermittent flame (IF), and 
plume (PL) regions are marked out at 380 s. 
Figure 32 shows the development of the vortex structure by showing iso-surfaces of the second 
invariant of the gradient of the vector tensor Q = 1200. The CF, IF, and PL regions are indicated at t
= 380 s. The second invariant of the gradient of the vector tensor Q is given as:  
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where Sij and Ωij are the symmetrical and antisymmetric parts of the velocity gradient tensor, 
respectively.  
As shown in Fig. 32, the number of the vortex tubes are much less when xp ≈ 0.1 m. It gradually 
increases as time passes between xp ≈ 0.1 to 0.5 m. The number of big vortex tubes also increases 
with time. Finally, the pyrolysis front reached the top (xp ≈ 1.0) of the PMMA at about 515 s but the 
vortex structures remains constant at xwall < 0.2 m between 120 to 515 s just like the flame shape in 
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Fig. 24. Generally, the relatively straight vortex tube occurs near the leading edge. Following that, 
the bent vortex tubes, often referred to as hairpin vortex start appearing from xwall = 0.15 to 0.2 m. In 
terms of the hairpin vortex shape, the centre of the bent vortex tubes are positioned downward and 
both sides point to the upward direction. At xwall < 0.2 m, the vortex structures are mostly 
symmetrical but they take complex vortex structures at xwall > 0.2 m due to turbulence. Again it 
would not be possible to capture such dynamic evolution of the vortex tubes with 2-D RANS 
simulations used in most previous flame spread simulations.  
Figure 33 The predicted shows the iso-surfaces of the stoichiometric mixture fraction coloured by 
( diff EDCτ τ− ). Predictions carried out using 
20.1 /diff filter Dτ ∆=  from [19] are also plotted as 
reference. In Eq. (7), diffτ is used in the blue region, and EDCτ is used in the red region. diffτ is 
dominant at for the laminar region xwall < 0.2. Further upwards, the regions using EDCτ  increases 
with an increase of height. In this study, ksgs is calculated based on νSGS using Eqs. (2) to (3). νSGS near 
the PMMA wall is reduced by the WALE model and small ksgs is obtained. As a result, large EDCτ
was given near the wall. However, laminar-turbulent transition occurred approximately at 0.15 < xwall
< 0.2 m, and EDCτ  becomes relatively small. The flame was affected by both the wall and 
turbulence, and therefore, the blue and red regions are mixed at xwall > 0.2 m in Fig. 33. If using 
20.1 /diff filter Dτ ∆=  from [19], almost all regions would be assumed as laminar, the EDC model 
would not be activated at all. Smaller filter∆  would result in this even further up along the PMMA. 
This has been avoided by using Eqs. (11)–(12) in the present study. In Fig. 33, the extended EDC 
model is used in the red region while the blue region is simulated as the laminar non-premixed flame 
using Eqs. (11) and (12). Predictions have also been conducted using 20.1 /diff filter Dτ ∆=  from [19] 
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and plotted for comparison. These results show that for flame spread simulations, the use of Eq. (7) 
will help to ensure that the EDC is only used for the turbulent region while diffτ will be used for the 
laminar region in line with the physics of the reactive flow. 
Fig. 33 The predicted iso-surfaces of the stoichiometric mixture fraction (0.108). 
Figure 34 shows the average predicted mass loss rate per unit surface area ( / Interm S′ ) vs xwall while 
Fig. 35 shows the normalized temperature and normalized upward velocity profiles vs normalized 
distance from the wall. As Liang et al. did not report on these parameters, the earlier experiments of 
De Ris [61] are used here for comparison based on the normalised parameters. De Ris found that the 
upward velocity and temperature profiles were correlated well with the soot depth dS, which was also 
dependent on the mass flow rate per unit surface ( / Interm S′ ) and xwall. In the experiment [61], the side 
walls were set and the size of the wall with a sintered bronze burner was 1.32 m. In the simulation, 
the averaged results were taken between t = 550 to 580 s. The predicted mass loss rate per unit 
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surface / Im S′ vs xwall between 550 to 580 s is shown in Fig. 34, and the averaged / Im S′  between 
0 to xwall was used to obtain dS from [61].  
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Fig. 34 The average predicted mass loss rate per unit surface area  
( / Interm S′ ) vs xwall.  between t = 550 to 580 s.
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Fig. 35 The normalized mean temperature profiles (a) and normalized mean upward velocity profiles 
(b) vs normalized distance from PMMA surface between t = 550 to 580 s..  
As shown in Fig. 34, / Interm S′  is very high at the leading edge of the PMMA because of the high 
qc as shown in Fig. 12. The lowest value is observed at xwall = 1.0 m as the heat conduction inside the 
PMMA is not still steady state. Pizzo et al. [62] suggested that combustion on the PMMA has three 
stages, i.e. flame spread, transient in-depth conduction and steady stage stages. They further 
suggested that m′  changes from one stage to another. Hence, the simulation needs to be run for 
1750–2000 s to reach steady state stage. 
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Figure 35 shows the normalized mean temperature profiles and mean upward velocity profiles vs
normalized distance from the PMMA surface. Tmax are 1308 K at xwall = 0.7 m, 1294 K at xwall = 
0.771 m, 1278 K at xwall = 0.85 m, 1259 K at xwall = 0.95 m, 1243 K at xwall = 1.022 m. ds are 0.0278 
m at xwall = 0.7 m, 0.0287 m at xwall = 0.771 m, 0.0304 m at xwall = 0.85 m, 0.0324 m at xwall = 0.95 m, 
and 0.0338 m at xwall = 1.022 m. Here, the temperature profiles are normalized by the maximum 
temperature because it is dependent on the fuel. The normalized temperature profiles are in 
reasonably good agreement with value of De Ris. The velocity in the x direction ux is normalized by 
0.5
,max (2 )x wallu gx=  [61]. Figure 35 (b) shows the peaks of ux are predicted well but those are slightly 
underestimated at y / ds > 1.  
 In order to gain further insight of the laminar to turbulent transition, the dimensionless velocity u+
vs dimensionless wall coordinate y+ for different regions have been examined. As suggested by 
Carlsson [63], the velocity profiles near the wall involving the blowing effect can be expressed as 
exp( ) 1m yu
m
+ +
+
+
−
= 11.63y+ < , (37)
2
2
1
4
ln( ) ln( )wf wf
wf wf
E y Eu ym
κ κ
+
+ + + +  = 11.63y
+ ≥ , (38)
/ Inter
f lmw i
m Sm
τ ρ
+ ′= , and  (39)
,( ) xfilm film SGS f lmw i
u
y
τ ρ ν ν
∂
+
∂
= , (40)
where wfκ  = 0.41, Εwf = 9.8, /xu u uτ
+ = , / filmy u yτ ν
+ = , uτ  is the friction velocity [m/s], and 
filmν  is the film kinematic viscosity. The subscript “film” is the film value defined as 
0.5( )intfi elm rφ φ φ= + , where interφ  is the variable in the gas region at the interface. m
+ listed in Table 
3 is computed from the simulation data where uτ  was obtained by solving Eqs. (37) and (38). m
+ at
y+ < 11.63 is computed at the cell centre at the first cell from the PMMA wall, and m+ at y+ ≥  11.63  
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 is estimated at the coordinate where ux is maximum. 
  Figure 36 shows the dimensionless velocity u+ vs wall coordinate y+  for different regions:  (a) 
Laminar, (b) Transient, and (c) and (d) Fully turbulent. The predictions captured the velocity profile 
near the wall at both y+ < 11.63 and y+ ≥  11.63. The maximum u+ gradually occurs at higher y+
further up along the PMMA, i.e. at higher xwall. The location for u+ = 1 at the outer layer also occurs 
at higher y+ with increasing xwall due the growth of the boundary layer along the PMMA height. 
Generally, the velocity profile can be divided into several regions, y+ < 5–6 is the viscous sublayer, 
5–6 < y+ < 30 is the buffer zone and 30 < y+ < 500 is the fully developed turbulent log law zone [63]. 
Here, the maximum u+ is found to occur at y+ ≥  11.63, in the buffer zone. The value of u+ at y+ = 
11.63 is assumed to be the criteria for the transition region. Using this criteria, the maximum y+ at 
different height can be calculated as y+ ≈ 12 at xwall = 0.1 m, y+ ≈ 32 at xwall = 0.3 m, y+ ≈ 64 at xwall = 
0.6 m, and y+ ≈ 139 at xwall = 1.0 m. Therefore, the flame is fully turbulent log law zone at xwall = 0.6 
and 1.0 m. The location xwall = 0.3 m is the end of the buffer region to fully turbulent log law region; 
it is thought to be the transient region. At xwall = 0.1 m, y+ ≈ 12 and close to y+ = 11.63, the flame is 
laminar. 
 Table 3 m+ at different xwall
xwall [m] m+ at y+ < 11.63 m+ at y+ ≥  11.63 
0.1 0.04841 0.06672 
0.3 0.04037 0.05840 
0.6 0.03625 0.05488 
1.0 0.03064 0.04714 
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Fig. 36 The dimensionless velocity u+ vs dimensionless wall coordinate y+ for different regions:  
(a) Laminar region, (b) Transient, and (c) and (d) Fully turbulent between t = 550 to 580 s. 
4 Conclusions 
A fully coupled fluid-solid approach for upward flame spread has been developed within  
FireFOAM 2.2.x, a Large Eddy Simulation (LES) based fire simulation solver within the 
OpenFOAM® toolbox. The radiative heat transfer and soot treatment are fully coupled with 
pyrolysis calculations. Appropriate treatment has been introduced for the reaction time scale for 
laminar combustion and the calculation of SGS turbulent kinetic energy. The effect of in-depth 
radiation is treated with the relatively simple Beer’s law and the solid surface regression length is 
calculated from the local pyrolysis rate. Systematic validation studies have been conducted with  
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published experimental data including simple pyrolysis tests without the gaseous region, small scale 
wall fires and large scale flame spread test data. 
In the validation with the data of Pizzo et al. [8] which excluded gases combustion, the model 
captured well the length of surface regression and the time reaching the pyrolysis temperature, 
demonstrating that it is capable of predicting the temperature rise in flame spread condition with 
reasonable accuracy. For the small scale flame spread case of Huang and Gollner [52], the predicted 
pyrolysis height xp and flame height xf are locally different from the experimental data, but the 
measured and predicted flame spread rate vp are in reasonably good agreement. For the wall fire of 
Singh and Gollner [9], the predicted convective, radiative and re-radiative heat fluxes were all in 
reasonably good agreement with the measurements. The inclusion of the leading edge modification 
was found to improve the accuracy in the convective heat flux prediction near the edge of the 
PMMA sample. In the validation of the soot volume fraction fv of Hebert [58], the predicted peak 
amount and position are in reasonably agreement with the experimental data. In comparison with the 
large scale flame spread measurement of Liang et al. [10], the model predicted the pyrolysis and 
flame heights (xp and xf ) with reasonably good accuracy. The predicted trends of xp and xf were also 
in line with experimental observations and measurements. The predicted flame spread rate vp was in 
close agreement with the experimental data at xp > 0.7 m. Overall, the predictions captured well the 
development of the pyrolysis front. The two stages in the development of xf vs heat release rate per 
width q′  were found to be divided by the threshold of 20 kW/m. The increasing trend of the flame 
volume per width fV ′  also changed when the flame entered the transition region (xwall = 0.18 m) 
from laminar to turbulent as experimentally observed by Orloff et al. [4] when q′  reached 20 kW/m. 
Thus, the laminar to turbulent transition was thought to be the reason behind the increasing rate of xf
growth with heat release rate after q′ reached 20 kW/m. 
Further insights of the flame development were provided by the iso-surfaces of the flame volume. It 
was found that the flame shape remained steady at xwall ≤ 0.2 m even when the pyrolysis front 
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reached the top of the PMMA. The model captured well the heat release rate per width q′ vs
pyrolysis height xp. Two new correlations for the mean beam length Lm and fV ′ vs q′  were 
proposed as functions of q′ . Such correlations could be used to calculate the mean beam length 
required as input for WSGGM radiation model. It has also been found that the increasing trend of 
fV ′  was different from that of xf at 20q′ ≥  kW/m. The predicted tendency of the total heat flux qtot
was found to follow well the universal total heat flux distribution identified by Quintiere et al. [5], 
and the Tsai’s experimental data [54] at xwall / xf < 1.4, and the predicted qtot at the flame tip was in 
agreement with that of reported by Consalvi et al. [55]. The predicted vortex structure showed that 
the hairpin vortices started appearing from xwall = 0.15 to 0.2 m. At xwall < 0.2 m, the vortex structures 
were mostly symmetrical, but they gave the complex vortex structures at xwall > 0.2 m. Validations 
have also been carried out with the wall fire experiment of De Ris et al. [61]. The predicted 
normalized temperature profile was in reasonably good agreement with the experimental data. The 
predicted peaks of the normalized ux were generally in agreement with the data but there was some 
slight under-prediction at y/ds > 1. It would not be possible to capture such dynamic evolution of the 
flame spread phenomena with 2-D RANS simulations used in most previous flame spread 
simulations.  
Further parametric studies have shown the effectiveness of the present modifications to capture the 
underlying physics in the flame spread phenomena. In particular, the leading edge modification was 
essential for accurate calculation of the convective heat fluxes there; the proposed mean beam length 
calculation has helped to ensure that the present predictions with the WSGGM better captures the 
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radiative heat fluxes to the PMMA surface and the proposed treatment of reaction time scale is 
helpful to ensure that the EDC is only used for the turbulent region while diffτ will be used for the 
laminar region. It has also been found that while there is little change of the radiative heat flux due to 
H2O and CO2 with the increase of height, the radiative component from soot increase considerable 
with height, resulting in marked increase of the overall radiative heat flux qrad.  
 The validation studies demonstrate that the present modelling approach can be used to predict 
upward flame spread over PMMA with reasonable accuracy. Such a fully coupled predictive tool can 
be used to aid fundamental studies of the flame spread phenomena such as investigating the effects 
of width, inclination angles and side walls on flame spread as well as the predictions of flame spread 
in practical applications. The new correlations developed should be of assistance to provide some 
estimation for the same geometrical configurations, which can be of assistance in the design of new 
experiments or some applications.  
   Given the complexity of the flame spread phenomena, it is hardly expected that a perfect 
comprehensive solution to the problem can be proposed. The present study has demonstrated that it 
is possible to obtain reasonable agreement with the measurements with the right combination of 
sub-models. Even if some of these sub-models might not have reached the stage of resolving all the 
underlying physics and reaching high accuracy, their errors compensate each other, e.g. the 
inaccuracy in the prediction of soot formation rate was compensated by that of soot oxidation and the 
inaccuracy of the convective flux at the surface is compensated by the radiative one, etc. The present 
study has demonstrated that this "compensation" approach in modelling complex fire phenomena can 
deliver reasonable predictions for practical applications.  
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Appendix A. Governing equations in FireFOAM used in this study. 
The governing equations solved by FireFOAM is expressed as [64]: 
Continuity equation  
0j
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t x
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where  and %  above the variables are the time average and density weighted average, 
respectively. ρ  is the density, t, the time, ju% , the velocity in j direction, xj, the coordinate of j
direction, ν, the kinematic viscosity, νSGS, the SGS kinematic viscosity, rghp , the pressure excluding 
the gravity effect, gi, the gravitational acceleration in i direction, p , the pressure; JY% , the mass 
fraction of chemical species J, D, the diffusion coefficient, Sct, the turbulent Schmidt number, Jω , 
the reaction rate for the mass fraction equation chemical species J, ,J sootω , the production (or 
consumption) rate due to the soot formation and oxidation of chemical species J, h% , the sensible 
enthalpy, α , the thermal diffusivity, Prt, the turbulent Prandtl number, q′′′ , the heat release rate per 
volume due to the chemical reaction, and qrad is the radiative heat flux. ν is calculated based on 
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Sutherland’s law [18,65], and α  is obtained by / ( )Cpα λ ρ= , where λ is the thermal conductivity 
obtained by the modified eucken correction [65], and the specific heat at constant pressure Cp is 
calculated by [18, 65]. D is given as D =α . 
Appendix B. The extended eddy dissipation concept for combustion 
The eddy dissipation model was originally proposed by Magnussen et al. [66]. The eddy 
dissipation model was extended to the eddy dissipation concept (EDC) model by giving the 
consideration of turbulence structures by Magnussen [67], and the models have since been widely 
applied to combustion simulations [68,69]. However, the original formulas were strongly dependent 
on grid resolutions [70], which was thought to be caused by the direct replacement of the total 
kinetic energy with the SGS kinetic energy [24]. In order to overcome this problem, Chen et al. [26] 
modified the EDC formulations following the energy cascade concept [71] and extended it to LES.   
In Fig. 37, un, Ln, Sn and qtherm,n are the velocity scale [m/s], length scale [m], strain rate [1/s], and 
the thermal energy conversion rate [m2/s3] resulting from the dissipation, and subscript n is the n-th 
structure level, and wn [m2/s3] is the sum of the mechanical energy feed rate on all subsequent levels. 
In the energy cascade concept [71], wn, qtherm,n and nS  are modeled as  
1
23
2n D nn
w C S u= , (46)
2
, 2therm n D nq C Sν= , and (47)
n
n
n
uS
L
= , (48)
where CD1 and CD2 are the model constants. Ertesvåg and Magnussen [71] modeled nS  related to 
adjacent structure levels as 
12n nS S −= . (49)
According to Eq. (47) and (49), qtherm,n is given as 
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, 1, 4ther nm n thermq q −= . (50)
The total dissipation rate of the kinetic energy ε  [m2/s3] is modeled as [71] 
, , , 1
*
therm therm therm n therm SGS thertherm SGS mq q qq q qε ++ ⋅⋅⋅ + ⋅⋅⋅ + + ⋅⋅⋅′ ′′= . (51)
Substituting Eq. (50) into Eq. (51), and then applying the series theory. 
*4 3th em rmer thqq ε′ =− . (52)
Similarly, wSGS on the filter size “ ∆ filter” level is given as 
*
, , 1 , 2SGS therm SGS therm SGS the thermrm SGSw q q q q+ += + + ⋅⋅⋅ + . (53)
By substituting Eq. (50) into Eq. (53), Eq. (53) becomes 
*
,4 3therm SGSthe Srm GSq q w− = . (54)
Then, by subtracting Eq. (54) from (52), the following equation is given as 
,
1 1
3 3SGS therm SGS therm
w q qε ′= + − . (55)
Chen et al. [25] considered that thermq′  is negligible because the energy dissipation into heat mainly 
occurs on the small scale. Using Eq. (46) and (47), the Eq.(55) is given as    
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SGSu  is estimated by 2 / 3 SGSk , where kSGS is the SGS turbulent kinetic energy [m
2/s2], and 
therefore Eq. (56) becomes 
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Because of the energy conservation and Eqs. (46) and (48), ε  is rewritten as 
3
1
3
2 D
C uw
L
ε
′
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′
, (58)
where L′  is the integral length scale. u′  is estimated by 2 / 3k , where k is the total kinetic 
energy [m2/s2]. Therefore k is given as 
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where Chen et al. [26] used the characteristics length of fire plumes for L′  [72] for the simulations 
of free standing pool fires given as 
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where q is the heat release rate, ρ∞ the ambient density, Cp∞  the ambient specific heat at constant 
pressure, g the gravitational acceleration, and T∞ the ambient temperature. For the last structure 
level, *w  is expected to be equal to *q  in terms of the energy conservation. Using (46)–(47) and 
(52), the *L  and *u  can be given as  
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where Chen et al. [26] assumed that the Kolmogorov length is equal to the characteristics length of 
the fine structures, and CD1 = 0.5 and CD2 = 0.75 are analytically derived with this assumption. 
The time averaged reaction rate of fuel ,fu EDCω  is calculated as 
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where *m&  is the mass transfer rate between the fine (last) structures and surrounding fluids, γ, mass 
fraction of the fine structures, χ, and reacting fraction of the fine structures, and s is the 
stoichiometric O2-to-fuel mass ratio. Wang et al. [24] further proposed that χ is given as:  
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where Z%  is the density weighted mixture fraction, and Zst is the stoichiometric mixture fraction. Z%
is calculated by Bilger’s definition [73] as  
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where CY% , HY% , and OY%  are the density weighted elemental mass fractions for the elements carbon, 
hydrogen and oxygen, MC, MH, and MO are the atomic masses for the elements carbon, hydrogen and 
oxygen, and the subscript “inlet” and “ ∞ ” are the inlet and ambient. 
*m&  can be calculated from the characteristic velocity and length scale of the fine structures 
expressed as [25]:  
1/2 1/2*
*
*
2
2 3
D
um
L C
ε
ν
   
=    
  
=&    s-1. (67)
γ is obtained by [25,26]  
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Fig. 37 The turbulent energy cascade in the  
LES framework suggested by Chen et al. [25,26]. 
Appendix C. Soot formation and oxidation models 
The soot model is adopted from the development of Chen et al. [25] based on PaSR approach [74]. 
In the following, the mass balance in the soot model is explained. The reader is recommended to 
refer to Chen et al. [25] for further details of the model. In this model, the soot formation is 
simplified as 
g ,(S) ),(C H O C H Ox y z x y z→ , (69)
where subscript , g)(C H Ox y z  is the gas phase fuel and , S)(C H Ox y z  is the soot particle formed from 
, g)(C H Ox y z .  
The mass fraction equation of soot is given as:  
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, ,S S f S oxω ω ω= −    kg/s/m
3, (71)
where SY%  is the mass fraction of soot, Sω , the total soot formation rate, DS = 0.01D following [25], 
,S fω , the time averaged soot formation rate, and ,S oxω  is the time averaged soot oxidation rate. 
,S fω  in Eq. (71) is given by 
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where subscript f and ox mean formation and oxidation, respectively. ,S Cτ  is the chemical time 
scale of the soot formation, mixτ  is the turbulent mixing time scale [25], and ,S fω  is the soot 
formation rate. Chen et al. [25] estimated mixτ  from the geometrical mean of the time scale, i.e., 
integral time scale integτ  and the smallest time scale, i.e., Kolmogorov time scale ητ , and given as 
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Chen et al. estimated ,S Cτ  as ,S Cτ = CspLsp, where Csp and Lsp are the fixed model constant that is 
independent of fuel type [25] and Lsp is the smoke point height. Csp = 0.364 m/s is estimated based 
on the laminar ethylene diffusion flame, while ,S Cτ  is computed based on the PaSR approach [74] 
following Wang et al. [75]:  
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where Zox = Zst [76], Zf = 2.5Zst [76], Yfu,inlet is the mass fraction of sooty fuel at the inlet, and T%  is 
the density weighted temperature. Lsp of CH4 and C5H8O2 are set to 0.29 and 0.105 following [40]. 
In Chen et al.’s soot oxidation model, the soot oxidation reaction is considered as  
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z hy yx x+ + = +− ∆ , (76)
where ,c Sh∆  is the heat of combustion of the soot particle. ,c Sh∆  is evaluated as ,c S ch h∆ = ∆ , 
where ch∆  is the heat of combustion of CxHyOz,(g). 
Chen et al.’s soot model used the EDC model to obtain the time averaged soot oxidation rate ,S oxω
as: 
*
,
0
0
and 1300
else
1S oxS ox
Y m Z Z T Kγχρ
γχω
≤

≥
−=
≤



% &
   kg/s/m3. (77)
,J sootω  in Eq. (44) is computed from ,S fω  and ,S oxω . 
In terms of fuel species, ,J sootω  is given as 
, ,J soot S fω ω= −    kg/s/m
3, (78)
where J = C5H8O2 or CH4 in this study. Also, 
2O ,soot
ω , 
2CO ,soot
ω , and 
2H ,O soot
ω  are obtained 
following the mass balance in Eq. (44) from [25] given as   
, ,( ) JJJ soot S o
f
xJ
u
M
M
ω ν ν ω′′ ′−=    kg/s/m3, (79)
where J = O2, CO2,or H2O.  
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