Abstract. In this work, we show existence and uniqueness of positive solutions of H(Du, D 2 u)+ χ(t)|Du| Γ − f (u)ut = 0 in Ω × (0, T ) and u = h on its parabolic boundary. The operator H satisfies certain homogeneity conditions, Γ > 0 and depends on the degree of homogeneity of H, f > 0, increasing and meets a concavity condition. We also consider the case f ≡ 1 and prove existence of solutions without sign restrictions.
Introduction and statements of the main results
In this work, we address the issue of existence and uniqueness of viscosity solutions to a class of nonlinear degenerate parabolic differential equations that are doubly nonlinear.
Our main goal is to present a unified approach to studying as diverse a group of equations as possible and could be viewed as a natural outgrowth of the previous works in [1, 2] . As a result, the current work includes as special instances many of the results proven in these works.
We now describe the class of equations of interest to us. Let Ω ⊂ IR n , n ≥ 2, be a bounded domain and T > 0. Let ∂Ω denote its boundary and Ω its closure. Call Ω T = Ω × (0, T ) and P T its parabolic boundary.
We address existence results and comparison principles for viscosity solutions to H(Du, D 2 u) + χ(t)|Du| Γ − f (u)u t = 0, in Ω T , u(x, 0) = i(x), ∀x ∈ Ω and u(x, t) = j(x, t), ∀(x, t) ∈ ∂Ω × [0, T ), (1.1) where Γ > 0 is a constant, χ(t), i(x), j(x, t) and f are continuous and f > 0. Our work also includes the case f ≡ 1. The conditions on H and f are described later in this section.
In [1] , H is the infinity-Laplacian and f (u) = 3u 2 , and in [2, 9] , H is the p-Laplacian and f (u) = (p − 1)u p−2 . These are contained in this work and, in addition, are included some fully nonlinear operators such as the Pucci operators. Equations such as (1.1) are of great interest and have been studied in great detail in the weak solution setting, see the discussions in the works cited in [1] and [6] . In this context, a study of large time asymptotic behaviour of viscosity solutions to the equations in [1, 2] appears in [3] .
We now state precisely the conditions placed on H and also state the main results of this work. Let o denote the origin in IR n .
On occasions, we write a point x ∈ IR n as (x 1 , x 2 , · · · , x n ). Call S n the set of all real n × n symmetric matrices. Let I be the n × n Keywords: degenerate, parabolic, viscosity solutions.
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identity matrix and O the n × n matrix with all entries being zero. We reserve e to stand for a unit vector in IR n .
Through out the work we require that H ∈ C(IR n × S n , IR) and H(p, O) = 0, ∀p ∈ IR n .
We require that H satisfy the following conditions.
Condition A (Monotonicity):
The operator H(p, X) is continuous at p = 0 for any X ∈ S n and H(p, O) = 0, for any p ∈ IR n . In addition, for any X, Y ∈ S n with X ≤ Y , (1.2) H(p, X) ≤ H(p, Y ), ∀p ∈ IR n .
Since H(p, O) = 0, H(p, X) ≥ 0, for any p and any X ≥ 0.
Condition B (Homogeneity):
We assume that there are constants k 1 , a positive real number, and k 2 , a positive odd integer, such that for any (p, X) ∈ IR n × S n , H(θp, X) = |θ| k 1 H(p, X), ∀θ ∈ IR, and H(p, θX) = θ k 2 H(p, X), ∀θ > 0. While our work allows k 2 ≥ 1 (consistent with Condition A), we consider, mainly, the case k 2 = 1 implying k = k 1 + 1 and γ = k 1 + 2.
Before stating the third condition, we introduce the following quantities. Observe that (e ⊗ e) ij = e i e j and e ⊗ e is a non-negative definite matrix. For every −∞ < λ < ∞, we set m min (λ) = min |e|=1 H (e, I − λe ⊗ e) , m max (λ) = max |e|=1 H (e, I − λe ⊗ e) , (1.5) µ min (λ) = min |e|=1 H(e, λe ⊗ e − I) and µ max (λ) = max |e|=1 H(e, λe ⊗ e − I).
By (1.2), the functions m min (λ) and m max (λ) are non-increasing in λ while µ min (λ) and µ max (λ) are non-decreasing in λ.
If λ ≤ 1 then I −λe×e is a non-negative definite matrix and, by Condition A, m max (λ) ≥ m min (λ) ≥ 0. Also, if H is odd in X then m max (λ) = −µ min (λ) and m min (λ) = −µ max (λ).
However, in this work we do not require that H be odd in X.
We set (1.6) m(λ) = min {m min (λ), −µ max (λ)} and µ(λ) = max {m max (λ), −µ min (λ)} .
Both µ(λ) and m(λ) are non-increasing and µ(λ) ≥ m(λ) ≥ 0, if λ ≤ 1. However, if λ > 1 then I − λe × e is neither non-negative definite nor non-positive definite and it is not clear what signs do m(λ) and µ(λ) have. To address this, we impose a coercivity condition. In Section 3 we have listed several equations that satisfy the condition including Trudinger's equation and equations involving the Pucci operators and the infinity-Laplacian.
Condition C (Coercivity):
We take H to be coercive in the following sense. We impose that there are λ 0 and λ 1 such that −∞ < 0 < λ 1 ≤ 1 ≤ λ 0 < ∞ and (1.7) (i) m(λ) > 0, ∀λ ≤ λ 1 , and (ii) µ(λ) < 0, ∀λ ≥ λ 0 .
Note that this requires H(e, I − λe ⊗ e), as a function of λ, to change sign in (−∞, ∞). As noted above, the value λ = 1 arises from the observation that I − λe ⊗ e changes behaviour at λ = 1. As it is seen later the quantities m(λ) and µ(λ) play a significant role in this work in obtaining bounds and estimates for the auxiliary functions that are used in the construction of sub-solutions and super-solutions, see Remark 2.2. Also, see below.
In the rest of the work, we distinguish between the following two cases that arise in (1.7)(ii).
Case (i): there is aλ such that 1 <λ < 2 such that µ(λ) < 0, Case (ii): there is aλ ≥ 2 such that µ(λ) < 0, ∀λ >λ.
The quantityλ in Case (ii) is assumed to be minimal in the sense that µ(λ) ≥ 0, if λ <λ. The value ofλ influences greatly the construction of the sub-solutions and the super-solutions in Sections 5, 6 and 7. In particular, see (5.7), (6.4) and (7.4) . Also see (8.1) in the Appendix, where a version of the weak maximum principle is derived for the class of equations under consideration.
Next, we make an observation regarding an operatorĤ closely related to H. Definê
Remark 1.1. It is clear thatĤ satisfies Conditions A and B, see (1.2) and (1.3). Next, using definitions analogous to (1.5) and callingm min ,m max ,μ min andμ max the corresponding quantities forĤ, we find that
It is clear thatm(λ) = m(λ) andμ(λ) = µ(λ). Thus,Ĥ satisfies Condition C or (1.7).
From hereon, we define
We assume that i(x) and j(x, t) are continuous and h ∈ C(P T ), i.e, lim x→y i(x) = j(y, 0) = lim (z,t)→(y,0 + ) j(z, t), for any y ∈ ∂Ω and where (z, t) ∈ ∂Ω × (0, T ).
We now state the main results of the work. Recall (1.3), (1.4), k = k 1 +k 2 and γ = k 1 +2k 2 . 
II. Let k ≥ 1. If 0 < Γ < γ, then, for any continuous function h, the following equation
admits a unique solution u ∈ C(Ω T ∪ P T ). 
II. Let k ≥ 1. If 0 < Γ < γ then, for any continuous h, the following problem
In Theorems 1.2 and 1.3, the part I's address the doubly nonlinear case. The part II's require that Γ < γ in the case f ≡ 1. This restriction can be relaxed to include Γ = γ for some equations that can be converted by a transformation to a doubly nonlinear case to which Part I applies.
To illustrate the point, we take an example like Trudinger's equation, i.e, take in Theorems
The Part I's of the theorems imply existence. If we make a change of variables v = log u (see
where v can have any sign. Although the Part II's do not apply here we do get existence and uniqueness.
We prove both parts I and II by taking h > 0. In part II, since adding constants to a solution yields a solution we get the claim for any h. The concavity of f 1/(k−1) is required for a comparison principle to hold, see Section 4, and it is not clear to us if a version of the comparison principle holds if the condition fails to hold. The proof of existence employs the Perron method and a substantial part of the work is devoted to the construction of appropriate sub-solutions and super-solutions. These are so done that they are close to the boundary data h in P T in a local sense. Section 5 contains the details for the initial data while Sections 6 and 7 have details for the side condition. We also remark that some of our results hold for more general operators H. However, to keep our presentation clear, we have taken H to be as described above and made remarks and comments along the way where needed.
We point out that the work in [5] also addresses issues that overlap with our work. In [5] ,
where 0 < a ≤ b < ∞ and k 1 > −1. Thus, k = k 1 + 1 and γ = k 1 + 2. The author considers equations of the type
where H and χ satisfy additional conditions in x and in t. The work contains a comparison principle and regularity results under further conditions on g and h. The author also shows existence of solutions of the above in domains with exterior cone condition. Clearly, singular cases are also included. We direct the reader to the work for a more detailed discussion.
We now compare and contrast [5] with the current work. The condition in (1.9) implies
Our conditions require that H(p, X + Y ) ≥ H(p, X), for Y ≥ 0, and coercivity as stated in condition C. Thus, H(e, I − se ⊗ e) is continuous and non-increasing in s (see condition A) and (1.3) and (1.7) hold. The conditions in (1.3) and (1.7) are also satisfied by the operators in [5] . However, we do not require that H be Lipschitz continuous, see (1.11)(i).
Also, unlike (1.11)(ii), we allow the possibility that H(e, I − e ⊗ e) = 0, as in the case of the infinity-Laplacian which is a very degenerate operator. In addition, the class of operators H includes some fully nonlinear operators such as the Pucci operators (as does [5] On the other hand, our work takes g = 0 (see (1.10)) and while Theorem 1.2 applies to any general domain, Theorem 1.3 is proven for domains with exterior ball condition. We do not address any regularity results and the operator H does not depend on x although the results here would hold (modifying the definitions appropriately) if it depended on t.
We describe the layout of the paper. Section 2 contains additional notations, definitions and some auxiliary results. Sections 3 lists examples of H covered by the work. We prove various versions of the comparison principle in Section 4. Sections 5, 6 and 7 provide details of the constructions of the sub-solutions and super-solutions and lead to the proofs of Theorems 1.2 and 1.3. These lead to the existence of a unique solution by using Perron's method. In the Appendix, we have included a version of the weak maximum principle for (1.1).
We thank the referees for reading the work and for their many suggestions that have helped improve the work.
Notations, definitions and preliminary results
Through out this work, Ω ⊂ IR n , n ≥ 2, is a bounded domain and ∂Ω its boundary. For 0 < T < ∞, we define the cylinder
The parabolic boundary of Ω T , denoted by P T , is the set
Let B r (x) ⊂ IR n be the ball of radius r, centered at x. For r > 0 and τ > 0, we define the following open cylinder
Our goal in this work is to show existence of positive solutions of (1.1), that is,
where χ : [0, T ] → IR is continuous, f is C 1 and f > 0, and Γ ≥ 0. Also,
We assume that i(x) and j(x, t) are continuous and h ∈ C(P T ), i.e, lim x→y i(x) = j(y, 0) = lim (z,t)→(y,0 + ) j(z, t), where y ∈ ∂Ω and (z, t) ∈ ∂Ω × (0, T ).
For a set A ⊂ IR n+1 , the function class usc(A) is the set of all functions that are upper semicontinuous on A. Similarly, lsc(A) is the set of all functions that are lower semi-continuous on A.
We discuss the notion of a viscosity sub-solution and a super-solution of the parabolic
For these definitions, we assume that H satisfies Condition A, see (1.2), and f is a continuous function of one variable and f > 0.
Through out this work, by a test function ψ we mean a function that is C 2 in x and C 1 in t.
We say that u ∈ usc(Ω T ) is a sub-solution of (2.5) in Ω T if, for any test function ψ, u − ψ has a maximum at a point (y, s) ∈ Ω T , we have
In this case, we write H(Du,
super-solution of (2.5) in Ω T if, for any test function ψ, v − ψ has a minimum at a point (y, s) ∈ Ω T , we have
In this case, we write H(Dv,
If u is a sub-solution and a super-solution of (2.5) then u ∈ C(Ω T ) and is a solution of (2.5) in Ω T .
Next, u is a sub-solution of (2.4) if u ∈ usc(Ω T ∪ P T ), u is a sub-solution of (2.5) and u ≤ h in P T . Similarly, u is a super-solution of (2.4) if u ∈ lsc(Ω T ∪ P T ), u is a super-solution of (2.5) and u ≥ h in P T . We say u is a solution of (2.4) if u ∈ C(Ω T ∪ P T ), u is a solution of (2.5) and u = h.
In this work, we construct sub-solutions and super-solutions that are C 2 functions of x and t. With (2.4) in mind, we state an expression for the operator H and this will be applied quite frequently in this work. Let σ(t) > 0 and v(x) be a C 2 function. Using (1.3) and (1.4),
Let v(x) = v(r) where r = |x − z|, for some z ∈ IR n . Set e = (e 1 , e 2 , · · · , e n ) where
where I is the n × n identity matrix and d = 0 or 1. We now take d = 0 and use Condition
We apply (2.10) and (2.11) to the function v(r) = a + br β where a + br β > 0. We note
Using (2.10), (2.12) and recalling that k = k 1 + k 2 and γ = k 1 + 2k 2 (see (1.4)), we get
Similarly, using (2.11) and (2.12), we get
Remark 2.1. In this work, we take d = 0 and we make use of (2.13) and (2.14) in Sections 5, 6 and 7.
The expressions in (2.9)-(2.14) hold if H depends on t, u, Du and D 2 u. However, to keep our exposition clearer, we will take H to depend on Du and D 2 u and make comments about more general situations as and when the need arises.
Remark 2.2. Recall (1.6), (2.13) and (2.14). Let v = a + br β then the following hold.
We make use of the above estimates in Sections 5, 6 and 7.
We now discuss a change of variables formula needed for a version of the comparison principle for equations of the kind
where χ : [0, T ] → IR is continuous. Recall from (1.3) and (1.4) that k = k 1 + k 2 and
In this work, we take (a) Γ = k for a non-constant f and k > 1, and (b) any 0 < Γ < γ for f ≡ 1 and k ≥ 1.
Thus, φ is increasing. For proving the comparison principle in Section 4, we will assume further that
Combining (2.15) and (2.16) the above reads
The facts that f is positive and f 1/(k−1) is concave impose restrictions on the domain of f .
From hereon, for all the main results we take f is defined on [c, ∞), c ≥ 0, f > 0 and f is increasing.
We now prove the following change of variables lemma. We do this for a somewhat more general case and do not require that (2.16) hold. 
Case (i): Suppose that k > 1 and φ is as in (2.15) . We assume that f is non-constant.
The converse also holds.
and conversely.
Proof. We prove Case (i) part (a) and start with the converse. Let φ be as in (2.15) and
Take u = φ(v) and let ψ to be a test function such that u − ψ has a maximum at a point
Thus, v − ζ has a maximum at (y, s) and hence, (2.17)
We note
Recalling that ζ(y, s) = v(y, s) and using the above, we get
Using (1.3), (2.18) and the definitions off andg, we get from (2.17)
Let ψ be a test function such that v − ψ has a maximum at (y, s),
Simplifying, we see that the claim holds. The claims in Case (i) (b) and Case (ii) follow analogously. (ii) We now address the example that was referred to in the discussion following Theorem 1.3, see Section 1. Let T r(X) be the trace of a matrix X. Set (1.2) ) and Γ ≥ 0.
Suppose that u ∈ usc(lsc)(Ω T ∪ P T ) satisfies
Assume that for some
Proof. We prove the statement when u is a sub-solution. We check at points on ∂O ∩ Ω T .
Let (y, τ ) ∈ ∂O ∩ Ω T , with τ > 0. Suppose that ψ is a test function such that u − ψ has a maximum at (y, τ ). Since u ≥ c and u(y, τ ) = c, we have
as (x, t) → (y, τ ). Clearly, Dψ(y, τ ) = 0, ψ t (y, τ ) = 0 and D 2 ψ(y, τ ) ≥ 0. Thus, using Condition A,
The conclusion holds. The proof when u is a super-solution is analogous.
Examples of H
In this section, we list examples of operators H that satisfy Conditions A, B and C and to which our results apply. Let λ ∈ IR and e ∈ IR n be such that |e| = 1. Set r = |x|, ∀x ∈ IR n .
Recall the definitions of k 1 , k 2 , k, m(λ) and µ(λ) from (1.3), (1.4), (1.6) and (1.7).
Example
where q ≥ 0 and a > −1. Then H(e, I − λe ⊗ e) = n + a − λ(1 + a). Clearly, Conditions A, B and C are met.
Next we discuss a version of the pseudo p-Laplacian, denoted by ∆ s p,q , where
Apply (3.1) with r = p to get a lower bound for H, that is,
. Use (3.1) first with r = p and then with r = p + 2 to get an upper bound for H, that is,
where I(λ) = 1, if λ ≤ n, and I(λ) = n −p/2 , if λ ≥ n. Observe that if e i = 1, for some i, then H(e, I − λe ⊗ e) = 1 − λ. Also, if e i = n −1/2 , for i = 1, 2, 3, · · · , n, and then H(e, I − λe ⊗ e) = n −p/2 (n − λ). Conditions A, B and C hold.
Next, we consider q ≥ 0 and define
We use (3.1) for estimating H(e, I − λe ⊗ e). If λ ≤ 0 then H > 0. Taking λ ≥ 0 and observing that (
|e i | q+2 and using (3.1), we get
where I(λ) = 1, if λ ≤ n q/2 and I(λ) = n −q/2 , if λ ≥ n q/2 . Conditions A, B and C are satisfied. See also [8] .
Example 3: Pucci operators. Let a i , i = 1, 2, · · · , n, denote the eigenvalues of the matrix D 2 u.
For 0 < θ ≤θ and q ≥ 0 define
For any e with |e| = 1, the eigenvalues of I − λe ⊗ e are 1, with multiplicity n − 1, and 1 − λ.
(u) and observe that H + (e, ±(I −λe⊗e)) = −H − (e, ∓(I −λe⊗e)).
Clearly,
Thus, H ± satisfy Conditions A, B and C. The maximal and minimal Pucci operators are also included here, see [7] .
Comparison principles
In this section we prove a version of the comparison principle that applies to the class of parabolic equations addressed in the work. If k > 1 and f is an increasing function and f 1/(k−1) is concave (the equation is doubly nonlinear) then the comparison principle is proven under the condition that sub-solutions and super-solutions are positive. However, if f ≡ 1 and k ≥ 1 then a comparison principle holds without any restrictions on the sign of the sub-solutions and super-solutions.
We now state a comparison principle which is a slight variant of the version in [4] and the statement is influenced by the change of variables Lemma 2.3. We consider a more general operator than H. Let F : IR + × IR × IR n × S n → IR be continuous and satisfy
In Lemma 4.1, the only condition imposed on F is (4.1). 
Proof. We note that 
(b) Suppose that F = F (t, p, X) where p ∈ IR n and X ∈ S n . Take d ≥ 0, a constant. Let u ∈ usc(Ω T ) and v ∈ lsc(Ω T ) solve
. To see this, set k = sup P T (u − v) and take v k = v + k. Lemma 4.1 shows that u ≤ v k in Ω T and the claim holds.
As an application of the above result we get a comparison principle for parabolic equations of the type (see (1.1))
Recall (2.15), (2.16) and Lemma 2.3. 
Case (i): k > 1, f is a non-constant increasing function and f 1/(k−1) (θ) is concave in θ.
Let u ∈ usc(Ω T ∪ P T ) and v ∈ lsc(Ω T ∪ P T ) satisfy
Case (ii): k ≥ 1 and any Γ ≥ 0. Let u ∈ usc(Ω T ∪ P T ) and v ∈ lsc(Ω T ∪ P T ) satisfy
The result holds regardless of the signs of u and v. (a) Suppose that u ∈ usc(lsc)( 
where χ is a continuous function. Then u ≤ sup P T u (u ≥ inf P T u).
Proof. Since F (t, r, p, O) = 0, for any (t, r, p), t ≥ 0, the function φ = sup P T u is a solution.
Similarly, η = inf P T u is also a solution. Using Remark 2.5, Theorem 4.3 and Remark 4.4, the claims hold.
Remark 4.6. Let F satisfy (4.1), Condition B and
If u > 0 and φ = log u then by Lemma 2.3,
in Ω T . Remark 4.2(a) and (4.1)(ii) show that if u > 0 is a sub-solution of ( * ) and v > 0 is super-solution of ( * ) then u v ≤ max sup
A similar quotient type comparison principle was derived for the doubly nonlinear parabolic equations studied in [1, 2] . In Sections 5, 6 and 7, we address the existence of positive solutions to (1.1), i.e,
where h is as in (2.4), Γ > 0 and
where i(x) and j(x, t) are positive and continuous and, for any y ∈ ∂Ω, lim x→y i(x) = lim (z,t)→(y,0) j(z, t) = j(y, 0), where x ∈ Ω and z ∈ ∂Ω.
We assume in Sections 5, 6 and 7 that close, in a local sense, to the data specified on the parabolic boundary P T . Existence then follows by using Perron's method [4] , see also [1] . Uniqueness is implied by Theorem 4.3.
The ideas used are an adaptation of the works in [1, 2] .
We have divided our work into three sections. In this section we take up the construction for the initial data at t = 0. Our work is valid for any bounded domain Ω.
Set ϑ = inf P T h and M = sup P T h. Assume that (5.4) 0 < ϑ ≤ M < ∞, and 0 < ω = inf
If ϑ = M then M is the solution. Through out the rest of the work, the quantity ε > 0 is small and so chosen that
Our constructions will ensure that the sub-solutions and the super-solutions η of (5.1) are bounded below by ϑ/2 and bounded above by 2M .
We start with the initial data h(x, 0). We select points y ∈ Ω at t = 0. There are two cases to consider: (a) y ∈ Ω, and (b) y ∈ ∂Ω. We assume that h(y, 0) > ϑ. If h(y, 0) = ϑ, we take the sub-solution to be ϑ. Similarly, if h(y, 0) = M , we take the super-solution to be M .
We recall the following calculation. Let g ± (x) = a ± br 2 , a, b ≥ 0, where r = |x − z| for some z ∈ IR n . By (1.3), (1.4) and Remark 2.2 ,
, and
Recall the definitions of m(λ) and µ(λ), see (1.6) and (1. Case (a): Let y ∈ Ω and ε > 0, small, so that (5.5) holds. By continuity, there is a 0 < δ 0 ≤dist(y, ∂Ω) such that
Recall by the comment right after (5.7) that µ(0) > 0. Set r = |x − y|.
Sub-solution:
Note that k 1 > 0, see (1.3) and (1.4). Define
where E is independent of τ and δ. First we choose δ > 0, small, and calculate ℓ, b and τ . In particular, choose δ small so that τ < T .
Using (5.8), let R be the region
The base of R is a spatial sphere of radius δ at t = 0, tapers as t increases and has an apex at (y, τ ). We construct a bump like function at (y, 0) which decreases in t.
Next, define
By (5.8), (5.9) and (5.10), 0 ≤ br
Recalling (5.4), (5.6), (5.7)(ii), (5.8), (5.10), setting A 1 = (ϑ − 2ε)e ℓ(τ −t) and estimating
where we have used (5.5) and (5.8) (i.e, 1 − bδ 2 = e −ℓτ ≥ ϑ/(4M )). Thus, η is a sub-solution in R and Lemma 2.6 shows that η is a sub-solution in Ω T .
Super-solution:
The work is similar to what we did for the sub-solution. Define
Then, br 2 ≤ e ℓ(τ −t) − 1 and, at t = 0, R is a ball of radius δ. As t increases R tapers to (y, τ ).
It is clear that (5.8) , and see that, for small δ,
Thus, φ is a super-solution in R ∩ Ω T . Recalling (5.14) and using Lemma 2.6, φ is a supersolution in Ω T .
Case (b) Let y ∈ ∂Ω : By continuity, there are δ > 0 and s > 0 such that
We utilize the quantities in (5.8) and (5.13) in our constructions. For both the subsolution and the super-solution, we take the ℓ's large enough so that τ ≤ s and the apex
Next, we define the sub-solution η as in (5.10) and the super-solution φ as in (5.14). The rest of the work is similar to part (a).
The Part II's of Theorems 1.2 and 1.3 . Case (5.2)(ii): k ≥ 1, f (θ) = 1, ∀θ ∈ IR, and any 0 < Γ < γ.
We consider
For both the sub-solution and the super-solution we proceed as in Part I.
Let η be as in (5.10), and φ be as in (5.14). We discuss the changes needed in (5.8) and (5.13). Note that unlike Part I, k 1 = 0 may occur, i.e, k = 1. We show that the calculations in the corresponding regions R continue to apply by modifying the quantity ℓ. The proof for the rest of Ω T is as in Part I.
We address the sub-solution η. Let (y, 0) be as in Part I. Setting A 3 = (ϑ − 2ε)e ℓ(τ −t) in R (see (5.9) and (5.12)),
Since ϑ/2 ≤ A 3 ≤ 2M , using the appropriate estimates for A 3 (depending on whether Γ ≥ k or Γ < k) and choosing ℓ large, it follows that η is a sub-solution in R and hence in Ω T .
We now discuss the super-solution φ. Setting A 4 = (M + 2ε)e ℓ(t−τ ) and calculating in R (see (5.16)),
Since ϑ/2 ≤ A 4 ≤ 2M , arguing as done above, one can choose ℓ large enough so that φ is a super-solution in R and thus in Ω T .
6. Side Boundary: Case (1.8)(i). Construction for Theorem 1.2.
We construct positive sub-solutions and super-solutions for the side boundary ∂Ω × (0, T ) when Case (i) in (1.8) holds. Our results hold for any bounded Ω.
As in Section 5, we assume that f : [0, ∞) → [0, ∞) and (5.3) holds. We present the work for Parts I and II of the theorem below.
We recall (5.1) for easy reference:
Combining the constructions in this section with the set of sub-solutions and super-solutions in Section 5 and applying the Perron method one obtains the existence of positive solutions of (6.1) when (1.8)(i) holds. Recall the notations and the conditions stated in (5.4) and (5.5).
We recall (1.8)(i): there is a (6.2) 1 <λ < 2 such that µ(λ) < 0, where µ(λ) = max{m max (λ), −µ min (λ)}, see (1.5) and (1.6).
Fix ε > 0, small, and (y, s) ∈ P T where s > 0. By continuity, there is a δ 0 > 0 and τ 0 > 0, depending on y and s, such that
Recall from (1.3) and (1.4) that k = k 1 + k 2 and γ = k 1 + 2k 2 . Set r = |x − y| and v ± (r) = a ± br β , where b > 0 and β > 0. From Remark 2.2,
Also, the assumption in (6.2) shows that if 2 − β =λ then β = 2 −λ and (6.5) µ(2 − β) = µ(λ) < 0, 0 < β < 1 and γ − βk > 0.
Part I: k > 1, f > 0 is an increasing C 1 function, f 1/(k−1) concave and Γ = k.
Sub-solutions:
Our idea is to construct a sub-solution η that will be defined in a region R that lies in D δ 0 ,2τ 0 (y, s) and extended to the rest of Ω T as a sub-solution. Moreover,
Choose ℓ large so that 0 < τ ≤ τ 0 . Next, choose b large so that the lower bound holds and δ satisfies the conditions. Set r = |x − y|. By (6.6), 1 − br
the region R to be the set: exp(ℓτ − ℓ|s − t|) ( 
In R, br β ≤ 1 − e ℓ(|t−s|−τ ) and thus, R lies in the cylinder B δ (y) × [s − τ, s + τ ]. The set R at the level t = s is the spatial ball B δ (y) (see (6.6) ) and tapers to the points (y, s ± τ ) as
In Ω T , define the bump function
From (6.3), (6.5), (6.6), (6.7) and (6.8) we see that
If we show that η is a sub-solution in R ∩ Ω T then by Lemma 2.6 η is a sub-solution in Ω T . This together with the above listed observations in (i)-(iv) would imply that η is a sub-solution of (6.1).
Let (x, t) ∈ R ∩ Ω T . We discuss separately the two cases: (a) t = s, and (b) t = s. Recall that in 0 < r < δ, η is (i) C ∞ in x, and (ii) in t, for t = s.
Case (a) t = s: Call A 5 = (ϑ − 2ε)e ℓτ −ℓ|s−t| and write η = A 5 (1 − br β ). Using (6.4), (6.5), (6.6), (6.8) and
where we have used that ϑ/2 ≤ A 5 ≤ M , γ − βk > 0 and δ γ−kβ < 1 (since δ k 2 < 1). Hence, η is a sub-solution.
Case (b) t = s: Let ψ be a test function and (z, s) ∈ R be such that η −ψ has a maximum at (z, s). Then for (x, t) → (z, s),
Since r > 0, η is C ∞ in x Using t = s in (6.10) we get Dψ(z, s) = Dη(z, s) and D 2 ψ(z, s) ≥ D 2 η(z, s). Using (6.8),taking x = z in (6.10) and r = |z − y|.
Hence,
Using the observations made above and arguing as in Case (a) (see (6.9)), we get
Thus η is a sub-solution in R ∩ Ω T .
Super-solutions:
In this part, we construct a super-solution η of (6.1). Our work is quite similar to the work for the sub-solution. Choose
We choose ℓ > 0 and b so that 0 < τ ≤ τ 0 and δ small.
The region R is defined as follows.
R is the set:
Clearly, br β ≤ e ℓ(τ −|s−t|) − 1, and thus,
Define the indent function in Ω T as follows:
Using (6.11) and (6.12),
We show that φ is a super-solution in R ∩ Ω T . Lemma 2.6 and the observations (i)-(v), listed above, would then imply that φ is a super-solution of (6.1). We consider the two cases:
(a) t = s, and (b) t = s.
(a) t = s: Noting that η ∈ C ∞ , setting A 6 = (M + 2ε) exp(ℓ|s − t| − ℓτ ) and applying (6.4)(i) in 0 < r ≤ δ, (6.5), (6.8) and (6.11), we get
where we have used that e ℓτ ≤ 4M/ϑ, A 6 ≥ ϑ, γ − βk > 0 and δ γ−kβ < 1 (since δ k 2 < 1).
Thus φ is a super-solution.
(b) t = s: Let ψ be a test function and (z, s) ∈ R ∩ Ω T be such that φ − ψ has a maximum at (z, s). Then, as (x, t) → (z, s), (6.14)
We take x = z in (6.14), set r = |z − y| and use (6.12) to see that
Thus,
Since r > 0, φ is C 2 in x. Hence, (6.14) shows that Dψ(z, s) = Dφ(z, s) and D 2 ψ(z, s) ≤ D 2 φ(z, s). Using (6.1) and arguing as in (a),
Thus, φ is a super-solution in the interior of R ∩ Ω T .
Part II: k ≥ 1, f (θ) = 1, ∀θ ∈ IR, and any 0 < Γ < γ. As done in Section 5, we provide an outline of the constructions. The value of b in the functions η and φ (see (6.8) and (6.12)) will undergo a slight change. The differential equation
, where β is as in (6.5). Then
We show Case (a) (t = s) for both η and φ in Part I. Case (b) (t = s) is quite similar to what was done in Part I.
We start with η and use (6.6), (6.9) and (6.15), to get
where (in the second term B 0 (A 5 bβ) Γ−k r a ) we have used that b ≤ δ −β ≤ r −β , r a−β(Γ−k) = r γ−Γ , δ is small and b is large enough. This verifies that η is a sub-solution.
Next, we use (6.11), (6.12), (6.15), (6.13), e ℓτ ≤ 2M/ϑ and see that In this section we assume that (1.8)(ii) holds, that is,
there is a smallestλ ≥ 2 such that µ(λ) < 0, ∀λ >λ.
Also, recall (1.5), (1.6) and (1.7). In addition, we impose that Ω satisfy a uniform outer ball condition. More precisely: there is a ρ 0 > 0 such that, for each y ∈ ∂Ω, if 0 < ρ ≤ ρ 0 then there is a z ∈ IR n \ Ω such that the ball B ρ (z) ⊂ IR n \ Ω and y ∈ ∂B ρ (z) ∩ ∂Ω.
Our goal is to construct sub-solutions η and super-solutions φ of H(Du, D 2 u) + χ(t)|Du| Γ − f (u)u t = 0, in Ω T and u = h, in P T . (7.2) Clearly, if η is a sub-solution in Ω T , the observations (7.9)(i)-(iv), listed above, would then imply that η is a sub-solution of (7.2). We first show that η is a sub-solution in R ∩ Ω T . We consider: (a) t = s, and (b) t = s. Lemma 2.6 then shows η is a sub-solution in Ω T .
(a) t = s: SetÂ 0 = (ϑ − 2ε)e ℓτ −ℓ|s−t| andĈ 0 = (1 − e −ℓτ )(1 − 2 −β ) −1 . Note η is C ∞ (in x) in R ∩ Ω T and η ≤Â 0 . Using (7.4)(i), (7.5), (7.8) and bounding the spatial part of η from above by 1, we get in ρ ≤ r ≤ 2ρ, 0 < |s − t| ≤ τ ,
≥ 0, (7.10) whereÂ 0 ≥ ϑ/2 and ρ is chosen small enough. Thus, η is sub-solution in R ∩ Ω T .
Part (b) and the rest of the proof is similar to that in Part I of Section 6.
We now construct a super-solution φ > 0 to (7.2) . The ideas are similar to those in Part I and we make use of (7.4)(i). The ball B ρ (z) is the outer ball at y ∈ ∂Ω, see the discussion for sub-solutions.
Take λ >λ. Set β = λ − 2, ℓτ = log M + 2ε h(y, s) + 2ε , and 0 < ρ ≤ δ 0 /4. (7.11) Select ℓ, large, so that 0 < τ ≤ τ 0 . A more precise (and smaller) value of ρ is chosen later.
Define r = |x − z|. Let R be the region in ρ ≤ r ≤ 2ρ, |s − t| ≤ τ , defined as follows. Note that if t = s then the spatial annulus ρ ≤ r ≤ 2ρ is in R. The region tapers as |s−t| → τ and at |s − t| = τ we have r = ρ.
In Ω T , define the indent function Using (7.3), (7.11) and (7.12) we see that (i) φ(y, s) = inf φ = h(y, s) + 2ε, (ii) φ ≤ M + 2ε, in Ω T , (iii) φ ≥ h, in P T ,
(iv) h ≤ h(y, s) + 2ε ≤ φ ≤ 2M, in R ∩ P T .
Next, we calculate using φ, see (7.13) and (7.14). − |µ(λ)|)
The rest of the proof is as in Part I. Now apply Remark 6.1 to get the general statement.
Appendix
We discuss a maximum principle that applies to the case where f is a positive continuous Let Γ > 0 and φ ∈ usc(lsc)(Ω T ∪ P T ) solve Proof. Let 0 <τ < τ < T , Ωτ ,τ = Ω × [τ , τ ] and P the parabolic boundary of Ωτ ,τ . Our goal is to prove the weak maximum principle in Ωτ ,τ for any 0 <τ < τ < T and then extend it to Ω T . Note that u is bounded from above in Ωτ ,τ since u ∈ usc(Ω T ∪ P T ).
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