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Abstract—This paper aims at predicting businesses’ past due
in service accounts as well as determining the variables that
impact the likelihood of repayment. Two binary classification
approaches, logistic regression and the decision tree, were
conducted and compared. Both approaches have very good
performances with respect to the accuracy. However, the decision
tree only uses 10 predictors and reaches an accuracy of 96.69%
on the validation set while logistic regression includes 14
predictors and reaches an accuracy of 94.58%. Due to the large
concern of false negatives in financial industry, the decision tree
technique is a better option than logistic regression on the given
dataset in terms of its relative lower false negative. Accuracy,
false positive and false negative are all very important criteria in
model selection and evaluation. Decision making should rely
more on the research purpose, rather than on the exact values of
these criteria.
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I. INTRODUCTION
One of the biggest concerns for the financial industry when
lending money is the likelihood of repayment. As for a lender
institution, businesses are considered as “good” with respect to
credit risk if they don’t have any past due activities in the
accounts while those are considered as “bad” if they have ever
had the past due histories. Therefore, an accurate prediction on
default activities can provide support to the decision making in
financial institutions when small businesses apply for a loan.
The goal of this paper is to find a reliable method that can
predict business’ past due activities in their service accounts.
Since “good” and “bad” businesses are mutually exclusive
groups, binary classification methods can be used to solve this
problem.
Logistic regression is a traditional technique that is
commonly used for binary classification in the financial
services domain[1]. In this paper, the probability of the past
due is predicted using the logistic regression, then a decision of
“good” or “bad” on a certain business is made based on an
established cutoff value[2]. However, due to the large number
of variables in the given dataset, highly nonlinear relationships
between variables may decrease the power of logistic
regression. Decision tree, which is becoming more active since

Quilan introduced ID3 in 1986[3], is used as an alternative
approach for the binary classification problem in this paper.

II. LITERATURE REVIEW
The volume of applications for loans from small businesses
grows very fast in recent years. Therefore, decision makers in
financial institutions need help to decide whether to approve or
disprove a business’ application for a loan. A good and
effective tool for financial institutions is to use credit-scoring
models to predict businesses’ possibilities on default. Small
businesses that have a high possibility on default may not be
approved in the applications for loans.
Crook and Edelman have summarized numerous creditscoring methods that have been proposed to evaluate the loans
performance in the last few years[4]. These methods are either
parametric or non-parametric statistical approaches. Logistic
regression is a representative parametric statistical approaches
and was proposed by Henley[5]. However, this method usually
has low prediction accuracy as they cannot capture the
nonlinear relationships among the variables, especially
analyzing noisy and complex datasets[6].
For non-parametric statistical approaches, decision tree and
support vector machine are generally regarded as the most
efficient single scoring models to tackle the credit-scoring
tasks[7]. The largest advantage for decision tree method is that
it can better capture the nonlinear relationships in the dataset
without affecting the tree performance. One of the concerns in
using decision tree is that its greedy characteristic may lead to
the over-sensitivity to the training set, to irrelevant attributes,
and to noise. Therefore, some two-stage scoring models have
been presented recently to overcome the shortcoming of the
single scoring models[8].

III. DATA DISCOVERY
The dataset used in this paper was contributed by Equifax.
A total of 36 separate datasets were used, with each dataset
representing quarterly financial information from 2006 to
2014. Each dataset contains 11,787,287 observations coming
from unique companies. The 305 explanatory variables include

companies’ information such as region, zip code as well as the
consumer’s information such as account activities, liabilities,
and liens. Among these explanatory variables, commercial
account activities are in the majority. Furthermore, those
account variables fall into five categories: non-financial
account, telecommunication account, utility account, service
account, and industry account. This paper emphasized on
predicting businesses’ default activities in their service
accounts.
A. The Dependent Variable
The variable named “totSPDAmt3mon”, denoting the total
number of past due days reported in service accounts in the last
3 months, is used as the dependent variable in this paper. For
each of the 305 variables, the values are “real” if they fall
inside the range of 0 to the variable’s upper bound subtracting
7. For instance, a variable with values from 0 to 99 has a true
value from 0 to 92 while 99 represents values larger than 92 or
even missing values. Therefore, 99 is considered as the coded
value for this variable and doesn’t have meaning in the context
of the scale.
Observations with either coded or missing value for
totSPDAmt3mon were removed from each of the given 36
datasets. Then, all the 36 datasets were merged together to
create a larger dataset that contains 29,691,317 observations.

(denoting Highest Non-Financial Account Limit
Reported in Last 3 Months) has over 80% of the coded
values. Therefore, this variable couldn’t provide
comprehensive and reliable information in the
prediction of the dependent variable. Due to the same
reason, predictors with a high ratio (>70%) of coded or
missing values were removed from the sampled dataset.
Based on this criterion, 114 variables (96 numeric and
18 categorical) were removed.
• Median Imputation on the Missing or Coded Values: In
order to maintain as much as information provided by
the given dataset, an imputation strategy was used to
replace the coded or missing values. Regression
imputation works well in most cases. However, this
strategy becomes exponentially more complex as the
variables with missing values increases. Instead, median
imputation strategy was used in this paper since most
predictors have a right-skewed distribution. Figures 2
and 3 show the distributions of the example variable
NoSasNFA (denoting Number of Satisfactory NonFinancial Accounts) before and after median
imputation, respectively. In Figure 2, around 10% of the
observations have the coded value “99” for NoSasNFA.
These observations were imputed with the median value
of NoSasNFA (median value was calculated based on
all known valid values only) in Figure 3.

Since the goal of this paper is to predict whether the
businesses have past due or not in their service accounts, it is
necessary to transform the values of the dependent variable
totSPDAmt3mon into binary values, i.e., 0 and 1. The
frequency table of totSPDAmt3mon shows that over 70%
observations have the value 0, denoting that businesses don’t
have any past due in the service accounts, while less than 30%
observations have the value equal to or larger than 1, denoting
at least 1 day passing the deadline. Therefore, a new binary
dependent variable GOODBAD was defined where
observations with totSPDAmt3mon valued 0 would be
assigned a value of 0 for GOODBAD, denoting that they are
potential “good”, while those who have totSPDAmt3mon
valued at least 1 would be assigned a value of 1 for
GOODBAD, denoting that they are potential “bad”. Table. 1
shows that distribution of GOODBAD in the merged dataset.
Table 1: Distribution of the Binary Dependent Variable
GOODBAD in the Merged Dataset

B. Independent Variables
• Dimensionality Reduction by Removing Variables with
High ratio of Coded or Missing values: Figure 1 shows
the distribution of one example variable with high ratio
of coded values. It can be seen that HstNFACmt3mon

Fig. 1: Distribution of the Example Variable
HstNFACmt3mon with over 80% Coded Values
• Dimensionality Reduction by Variable Clustering: To
reduce the probability of multicollinearity and to further
reduce the data dimensionality, variable clustering
strategy was performed. Given the criterion that 93% of
the total variation of the dependent variable within the
sampled dataset was explained, the number of clusters
was chosen as 70 (Figure 4). Within each cluster, the
variable with smallest ratio of 1-R2 will be selected.
Doing so yielded 70 variables and they will be used to
build logistic regression as well as the decision tree.

IV. METHODLOGY
A simple random sampling procedure was used to obtain
the sampled dataset of size 100,000. Before entering the model
development step, the sampled data was split into a training set
(60%) and a validation set (40%). Both the logistic regression
and the decision tree approaches were constructed on the
training set. The performances of these two approaches were
evaluated on the validation set.
A. Logistic Regression
It is reported that logistic regression is the foundational
model for credit industries[9]. It is a traditional statistical
technique that is used when the dependent variable is assumed
to be Bernoulli (0-1) distributed, with probability of success
(P) (in this paper, P is the probability of being past due and
higher P value denotes higher probability of being a “bad”
consumer) being modeled as some linear combination of the
explanatory variables.

Fig. 2: Distribution of the Example Variable
NoSasNFA before Median Imputation

SAS’s PROC LOGISTIC was used to conduct the logistic
regression and stepwise selection method was used for
variables screening at the significant level of 0.05. Based on
the classification table from the training set, a cutoff value of P
was selected for prediction purpose. When making predictions
on the validation set, observations with fitted value of P larger
than the cutoff value are predicted as “bad” while those with
fitted value of P smaller than the cutoff value are predicted as
“good”.
Since stepwise selection method for variable screening has
the risk of increasing type I error and the probability is very
high that one or more errors have been made in including and
excluding variables[10], the following strategy was conducted
for further variable screening. For the variables that were
retained after stepwise selection method, those with smallest
Wald Chi-Square values (meaning least significant) would be
gradually removed and the model performance on the
validation set will be compared. In the case that the removal of
the variable doesn’t change too much on the model
performance on the validation set, a parsimonious model was
used by deleting this variable.

Fig. 3: Distribution of the Example Variable
NoSasNFA after Median Imputation
Proportion of Variation Explained by Clusters
1.0000

B. Decision Trees
Decision trees have been widely used in the field of
classification since 1960s and are becoming more popular in
machine learning area[11]. Decision trees use a top-down
recursive method. In the tree structure, the leaf nodes denote
classifications while the inner nodes represent the current
attributes. The branches denote the conjunctions of attributions
and a path from the root to the leaf node can lead to the final
classifications[5].
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Compared with logistic regression method, the decision
tree approach doesn’t require the user to possess much domain
knowledge. Furthermore, decision trees are likely to perform
better when the number of attributes are relatively small (<100)
while the sample size is relatively large (>100,000)[12]. Due to
the relatively small size of the predictors after dimensionality
reduction (70) while the large size of the sampled dataset
(100,000) in this paper, it is reasonable to consider the decision
tree approach as the candidate classification method.

SAS Enterprise Miner 14 was used to conduct the decision
tree approach[13]. Gini index, which is an impurity-based
criterion that measures the divergences between the probability
distributions of the target attribute’s values, was used as the
univariate splitting criteria at each node[14]. A value of 6 for
the maximum tree depth was used for the stopping criteria.
Furthermore, the maximum number of branches at each node
was set as 2 in order to avoid the possible overfitting problem.

Considering that model with 14 predictors reaches a similar
accuracy (94.58%) as the model with all the 26 predictors
selected by stepwise selection procedure (94.93%), the logistic
regression with 14 predictors was selected as the preferred
parsimonious model. The coefficient estimations as well as the
p value for these 14 variables are shown in Figure 6. The
variable with larger Wald Chi-Square value is considered to be
more important in making predictions.

V. MODEL DEVELOPMENT AND COMPARISON

Table 2: Performances of Logistic Regression on
Validation Set using Different Number of Predictors

A. Logistic Regression
After performing stepwise selection procedure in SAS, 26
variables were retained in the logistic regression. The cutoff
value of P was selected as 0.35, since this value can reach a
relative high accuracy (94.7%) and low false negative (4.0%)
on the training set (shown in Figure 5). This cutoff value was
then used to make predictions on the validation set.

Number of
Predictors
26
20
14
10

Accuracy
94.93%
94.86%
94.58%
93.99%

False
Positive
2.70%
2.72%
3.05%
3.53%

False
Negative
2.37%
2.42%
2.38%
2.48%

Fig. 7 displays the ROC result for the logistic regression
based on the validation set. The Area Under the Curve (AUC)
is 0.9821, meaning that the selected model performs well in
classifying the past due on service accounts.

Fig. 5: Classification Table for Logistic Regression

Table 2 shows the result of the model performances on the
validation set after removing different number of the predictors
according to their Wald Chi-Square values from logistic
regression after stepwise selection. Decreasing the number of
predictors demonstrates a minimal decrease in accuracy. The
false positive rate has a slight increase when more predictors
were removed. When the number of predictors was 14, the
model reached a lowest false negative value (2.38%).

Fig. 6: Parameter Estimations for the Logistic Regression

B. Decision Trees
Figure 8 shows the confusion matrix based on the
validation set for the decision tree from SAS Enterprise Miner.
It can be calculated that decision tree approach can reach the
accuracy of the value 96.69%, which is higher than the result
from logistic regression. False positive (2.92%) is slightly
lower than the result from logistic regression (3.05%) while

false negative is much lower (0.39%) than that in logistic
regression (2.38%).

model performance. The most conservative model for the
company is the one that can reach the lowest false negative
since this can prevent the company from lending a lot of
money to the businesses who are actually “bad” but predicted
to be “good”.

Fig. 9: Result of Variable Importance for the Decision Tree

Fig. 7: ROC Curve for Logistic Regression based on the
Validation Set

Fig. 8: Confusion Matrix for the Decision Tree
Figure 9 displays the variable importance for the decision
tree. While logistic regression has 14 predictors, the decision
tree only uses 10 predictors. When comparing Figures 6 and 9,
it can be found that 5 variables (NFA3monCurRate,
pctNFPDAmtst3mon, NoIAcbalance3mon, WstIpay24mon,
and WstTpay) were selected by both logistic regression and the
decision tree.
Figure 10 shows the ROC result for the decision tree based
on the validation set. The Area Under the Curve (AUC) is
0.9960, which is another evidence that the decision tree is a
good strategy for the classification problem in this paper.

VI. CONCLUSION AND DISCUSSION
The goal in this paper is to predict whether small
businesses would have past due or not in their service account,
therefore, accuracy is not the only concern when evaluating the

Fig. 10: ROC Curve for Decision Tree based on the
Validation Set
As expected, the decision tree approach has a very good
performance on the given data since it is a common machine
learning strategy in analyzing big and complex dataset[15]. It
can reach a very high accuracy (96.69%) on the validation set.
False positive and false negative are both lower in decision tree
than in logistic regression. Moreover, the decision tree use 4
less variables than logistic regression (shown in Figures 6 and
9). For the above reasons, the decision tree is more preferred
than logistic regression for the given dataset.
The decision tree is a non-parametric machine learning
approach while logistic regression is a traditional parametric
strategy. It is difficult to decide which approach is “better”

when these two methods are applied to future dataset. The
decision of method selection depends on the biggest concern of
the research. Under the condition that both logistic regression
and decision tree can achieve similar and high accuracy, more
attention should be put on false negative or false positive when
comparing the two approaches. Moreover, other machine
learning techniques such as support vector machine and
random forest are also good candidate methods for binary
classification problems.
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