A sequential construction of a random spanning tree for the Cayley graph of a nitely generated, countably in nite subsemigroup V of a group G is considered. At s t a g e n, the spanning tree T is approximated by a nite tree T n rooted at the identity. The approximation T n+1 is obtained by connecting edges to the points of V that are not already vertices of T n but can be obtained from vertices of T n via multiplication by a random walk step taking values in the generating set of V . This construction leads to a compacti cation of the semigroup V in which a sequence of elements of V that is not eventually constant i s c o n vergent if the random geodesic through the spanning tree T that joins the identity t o t h e n th element of the sequence converges in distribution as n ! 1 . The compacti cation is identi ed in a number of examples. Also, it is shown that if hT n and T n denote, respectively, the height and size of the approximating tree T n , then there are constants 0 c h 1 and 0 c log 2 such that lim n!1 n ,1 hT n = c h and lim n!1 n ,1 log T n = c almost surely.
Introduction
The Cayley graph of a nitely generated free group is a regular tree. This provides a natural way of compactifying such a group: one just adjoins the collection of ends". That is, a sequence of group elements converges in the compacti cation if and only if the sequence is either eventually constant o r initial segments of the unique shortest path connecting the identity to the n th element of the sequence converge as n ! 1 .
The Gromov compacti cation of word hyperbolic groups cf. 1, 3, 4 is a far-reaching generalisation of this idea that is based on the observation that such groups have C a yley graphs which in some sense are almost tree like.
Our main aim in this paper is to carry something of the spirit of such constructions over to a general nitely generated discrete subsemigroup of a group. We d o t h i s b y replacing the full Cayley graph with a natural randomly generated spanning tree and declaring that a sequence of semigroup elements converges in the compacti cation if and only if the the sequence is eventually constant or initial segments of the random path through the spanning tree that joins the origin to the n th element of the sequence converges in distribution as n ! 1 . W e describe the spanning tree in x2 and give a number of examples of the associated compacti cation in x3
The spanning tree is constructed from a sequence of nite approximating trees. The asymptotic behaviour of the height and size of these approximating trees is studied in xx4 and 5, respectively.
2 Construction of the spanning tree Let G b e a c o u n table group with identity e. Fix a nite subset S G and write V for the subsemigroup of G that consists of all nite products of elements of S where we i n terpret the empty product as e so that e 2 V .
We will always suppose that V is in nite.
Fix a probability measure p = p s s2S on S with p := min s2S p s 0. Let X n n2N be a sequence of independent S-valued random variables, each distributed according to p.
De ne a rooted random tree, T, w i t h r o o t e, v ertex set almost surely V , and random directed edge set E by the following procedure. For g 2 V nfeg put N g := inffN 1 : 91 m 1 : : : m = N such that X m 1 X m`= gg;
and declare that gX ,1
Ng ; g 2 E.
Another way of putting this is that T is the limit of the increasing sequence of nite, rooted, trees T n 1 n=0 de ned inductively as follows. The tree T 0 has the single vertex feg and no edges. Suppose that T i , 0 i n, have been de ned with T i having vertex set V i V and directed edge set E i V i V i . Then T n+1 has vertex set V n+1 = V n f gX n+1 : g 2 V n g and directed edge set E n+1 = E n f g;gX n+1 : g 2 V n ; g X n+1 = 2 V n g:
Of course, it may happen that T n = T n+1 for certain values of n.
Recall that the Cayley graph, say ,, of the semigroup V with respect to the generating set S is the directed graph with vertex set V and edge set consisting of ordered pairs v;w where w = vsfor somes s 2 S. The rooted tree T is a spanning tree for ,; that is, T has the same vertex set as , and the edge set of T is a subset of the edge set of ,.
Example 1 Suppose that G is the free group on n letters 1 ; : : :; n . Put S = f 1 ; ,1 1 ; : : :; n ; ,1 n g, so that V = G. Then n , where X ++ n n2N is the subsequence of X n n2N consisting of terms that take o n t h e v alues +1; 0 and 0; +1. Similar remarks apply to the three other quadrants, with the trees for adjacent quadrants intersecting in a ray that passes through the vertices on the shared axis.
We remark that if the random walk e; X 1 ; X 1 X 2 ; : : :is recurrent, then the procedure in 2 gives another mechanism for constructing a random spanning tree of V using X n n2N .
3 The associated compacti cation Given a rooted tree and a vertex of , l e t H ; denote the height of , that is, the number of edges on the unique path joining the root to . and the fact that the space of probability measures on a nite set is compact for the coincident topologies of weak and total variation convergence. Example 5 Suppose that G is the free group on n letters 1 ; : : :; n . Put S = f 1 ; ,1 1 ; : : :; n ; ,1 n g, as in Example 1. Then @V is just the set of ends of the xed tree described in Example 1.
Example 6 Suppose that G = Z and S = f ; , g, where and are positive and relatively prime, so that V = Z. Write M := inffn : f1 k n : X k = , g = , 1g:
Of course, M is nite almost surely. Observe t h a t V M cont a i n s a t l e a s t one representative f o r e v ery congruence class mod . For n M and r = 0 ; 1; : : :; , 1, write R r n for the largest element o f V n that is congruent to r mod . Observe that if X n+1 = respectively, X n+1 = , o r n M, then R r n+1 = R r n + and R r n ; R r n+1 2 E n+1 respectively, R r n+1 = R r n f o r r = 0 ; 1; : : :; , 1 Example 7 Suppose that G = Zand V = Z + , so that S is a nite set of nonnegative i n tegers that contains 1. Let denote the largest element o f S. Note that with probability one there are in nitely many times n such that X n+1 = : : := X n+ = 1. It is clear from the construction of T that if v X 1 + +X n for such a n n, t h e n Z k v = Z k X 1 + +X n = X 1 + +X k for 0 k n = HX 1 + + X n ; T . Therefore, a sequence v n n2N that is not eventually constant w It follows that a sequence v n n2N = v 0 n ; v 00 n n2N that is not eventually constant will be Cauchy if and only if one of the following three conditions holds: i there exists a such t h a t v 0 n = a for all n su ciently large and v 00 n ! +1 as n ! 1 , ii v 0 n ! +1 as n ! 1 and there exists b such t h a t v 00 n = b for all n su ciently large, iii v 0 n ! +1 as n ! 1 and v 00 n ! +1 as n ! 1 .
If two sequences satisfy i with the same respectively, di erent choice of a, then they converge to the same respectively, di erent limit points. A similar remark holds for ii. Any t wo sequences satisfying iii converge to the same limit point. Finally, if a sequence satis es one of the conditions i-iii and another sequence satis es one of the other conditions, then the two sequences is, the in nite dihedral group D 1 . More speci cally, G can be identi ed with Z Z 2 as a set and if Z 2 is written multiplicatively" as f+1; ,1g, then the group operation is given by z; z 0 ; 0 = z + z 0 ; 0 . Take S = f0; ,1; 1; +1g, so that V = G.
It is not hard to see that with probability o n e T is the xed tree with E = f0; +1; 0; ,1; 1; +1; 1; ,1; 2; +1; 2; ,1; : : : g f ,1; ,1; ,1; +1; ,2; ,1; ,2; +1; ,3; ,1; ,3; +1; : : : g f 0; +1; 1; +1; 1; +1; 2; +1; 2; +1; 3; +1; : : : g f 0; ,1; ,1; ,1; ,1; ,1; ,2; ,1; ,2; ,1; ,3; ,1; : : : g :
The following observations follow immediately: i If v = z;+1 respectively, z;,1 with z 0, then Hv;T = z respectively, Hv;T = z + 1 a n d Z k v = k;+1 for 0 k z.
ii If v = z;,1 respectively, v = z;+1 with z 0, then Hv;T = ,z + 1 respectively, Hv;T = ,z + 2 a n d Z k v = ,k + 1 ; ,1 for 1 k , z + 1 . Thus @V has only two p o i n ts and V is not homeomorphic to Z Z 2 . Remark 12 In all of the above examples, the compacti cation only depends on the set S and not on the probability distribution p. Also, the left and right actions of the semigroup V on itself have c o n tinuous extensions to V . It would be interesting to know t o w h a t e x t e n t these two observations hold generally. We n e x t s h o w that the limit is almost surely at least p . Let g k k2N be the sequence of elements of S guaranteed by Lemma 14 below. De ne a sequence of independent random variables W k k2N by W 1 = i n f f` 1 : X`= g 1 g and W k+1 = inff` 1 : X W 1 ++W k +`= g k+1 g; k 1:
Observe that W k has a geometric distribution with success probability p g k . Hence W k is stochastically dominated by a random variable hav i n g a g e ometric distribution with success probability p . By the strong law of large numbers, lim sup hT m n =n for all m. Therefore lim n!1 hT n =n is a tail random variable for X n n2N , and the Kolmogorov zero one law g i v es the result.
For k = 0 ; 1; : : :set @B k = B k nB k,1 , where we put B ,1 = ;. A straightforward compactness argument establishes the following result.
Lemma 14 There exists a sequence g k k2N of elements of S such that g 1 g k 2 @B k for all k. Remark 15 Both the upper and lower bounds on the limit in Theorem 13 are attainable. To see that the upper bound is attainable, take G to be the free group on two generators ; and put p = p = 1 2 . T h e n hT n = n for all n. To see that the lower bound is attainable, take G to be Z and p +1 = p ,1 = 1 2 . It is easy to see that hT n = f1 i n : X i = + 1 g _ f1 i n : X i = ,1g 5 Growth of the size Observe t h a t @B n S n for all n, and from Lemma 14 that @B n 6 = ; for all n. Also, @B m+n f uv : u 2 @B m ; v 2 @B n g for all m; n so that @B m+n @B m @B n . A standard subadditivity argument shows that there is 0 b log S s u c h that lim n!1 n ,1 log @B n = b. I t i s not hard to see that b is zero when G is abelian. An example of a situation in which b is not zero is when V contains two or more free elements. We will write T n for V n .
Theorem 16 There i s a c onstant c 2 0; log 2 such that lim n!1 n ,1 log T n = c ; a : s :
The constant c is nonzero if and only if b is nonzero.
Proof. It is clear from the construction that V n nV n,1 V n,1 for all n and so T n 2 n for all n.
In the notation of the proof of Theorem 13, V m+n = V m V m n , and hence log V m+n log V m + l o g V m
n . An application of the subadditve ergodic theorem shows that n ,1 log T n c o n verges almost surely as n ! 1 .
An appeal to the Kolmogorov zero one law similar to the one in the proof of Theorem 13 shows that the limit is constant.
As c b, it only remains to show that if b is not zero, then neither is c .
For this it certainly su ces to show t h a t i f w e c hoose K su ciently large, then with probability o n e B n V Kn for all n su ciently large. Consider v 2 B n nfeg written as a product v = g 1 g m of elements of S, where 1 m n. De ne a sequence of independent random variables W k m k=1 by W 1 = i n f f` 1 : X`= g 1 g and W k+1 = inff` 1 : X W 1 ++W k +`= g k+1 g; 1 k m , 1: Observe that W k has a geometric distribution with success probability p g k .
Note The sequence of terms given by the righthand side is summable when K is su ciently large, and the result follows from the Borel-Cantelli lemma.
