Based on multiplicative calculus, the finite difference schemes for the numerical solution of multiplicative differential equations and Volterra differential equations are presented. Sample problems were solved using these new approaches.
Introduction. Michael Grossman and Robert Katz have indicated in
that infinitely many calculi can be constructed independently. Each of these calculi provide different perspectives for approaching many problems in science and engineering. Additionally, a mathematical problem which is difficult or impossible to solve in one calculus can be easily revealed through another calculus. E.g. the Volterra calculus [2] , called after Vito Volterra, was introduced to define the derivative of dimensional functions that could not be done using the derivative in the Newtonian sense. Independently, Grossmann introduced bigeometric calculus [3] 45 years later, which turned out to be identical to Volterra calculus. These works stimulate the idea that it can be useful to generate a new calculus according to the area of study. With respect to this idea, it seems to be evident that multiplicative and Volterra differential calculus can be used more effectively as a mathematical tool instead of ordinary differential calculus for the mathematical representation of many problems in science and engineering that can be easily represented in these calculi. Indeed, problems related to growth rates can be expressed effectively within the framework of multiplicative calculus [4] . Additionally, recent studies [6, 7] show the importance of usage of Volterra differential calculus in mathematical modeling.
After the usage of multiplicative and Volterra differential calculus, their respective solutions have been becoming more and more important and inevitable. Considering that the exact solutions of desired differential equations cannot always be obtained in closed form, numerical approximations of multiplicative differential equations become necessary. Recently the multiplicative Runge-Kutta Method for Volterra differential equations was discussed in [6] . In analogy to numerical solutions of Newtonian differential equations, the multiplicative finite difference scheme is introduced in this article for the numerical solution of multiplicative differential equations. The Volterra finite difference scheme is represented in the framework of the multiplicative finite difference scheme. 
Multiplicative and
Using operator (2.1), a new kind of definition of derivative can be given as follows:
exists, then f is called the multiplicative differentiable at x. If f is a positive function and the derivative of f at x exists, then the n th multiplicative derivative of f exists and
Some properties of the multiplicative derivative are stated by the following theorem [4] .
Theorem 2.2. Let f and g be differentiable in the multiplicative sense. Then, cf ,f · g, f + g, f/g, and f h are differentiable in the multiplicative sense, and
where c is a positive constant, f and g are * -differentiable, and h is differentiable.
Thus, the multiplicative derivative is considerably different from the ordinary derivative. Indeed, the formulae for finding the derivative of multiplication or division of two functions are easy in multiplicative calculus.
It is reasonable to consider in the next step the differential equations involving *derivatives. The equation
containing the * -derivative of y is called multiplicative differential equation. This equation makes sense if f is a positive function defined in some subset G of R × R + . The existence and uniqueness of the solutions is shown in [4] . Specifically, the solutions of the simplest case of multiplicative differential equations of first and second order, namely y * = c and y * * = c, can be given as y = αc x and y = αc respectively, where α > 0 and β are constants. 2.2. Volterra differentiation and differential equations. Another type of multiplicative calculus, with its main operator being multiplication, was created by Volterra [2] , and a new kind of derivative was given within this calculus. To prevent any conflict, we refer to this type of multiplicative calculus as Volterra calculus. For more details, the interested reader is referred to [5, 6, 7] . The definition of this kind of derivative can be given as follows. 
exists, then f is said to be Volterra type differentiable at x ∈ (a, b). The relationship between the ordinary and the Volterra derivative can be given as
Consequently, by using (2.3) the Volterra derivative can be written as a multiplicative derivative as follows:
The representation of higher order Volterra derivatives in terms of the ordinary derivatives is complicated. As the relationship between the Volterra derivative and the multiplicative derivative looks very simple, the idea of representing the Volterra derivatives in terms of the multiplicative derivatives seems to be straightforward. E.g. Using (2.8) and (2.12) the Volterra derivatives of order 2-4 can be given in terms of the multiplicative derivative as
Analogously to the multiplicative differential equations, it is reasonable to consider in the next step the differential equations involving π-derivatives. The equation
containing the π-derivative of y is called a Volterra differential equation. This equation makes sense if f is a positive function defined in some subset G of R + ×R + . The existence and uniqueness of the solutions can be seen following the results of the multiplicative differential equations as shown in [4] .
Finite difference methods.
3.1. Derivation of the multiplicative finite difference method. The multiplicative Taylor theorem is the starting point for the derivation of the multiplicative finite difference scheme. According to [4] the multiplicative Taylor theorem is given as:
From (3.2) the first four terms of forward (+) and backward (−) expansion with h can be given respectively:
The approximation of the first order multiplicative derivative can be obtained by dividing the forward expansion by the backward expansion and reordering of the terms. Therefore we get the approximation for the first multiplicative derivative as
Analogously we can obtain the approximation of the second order multiplicative derivative by multiplying the forward and the backward expansion yielding to
Omitting the remainder terms of (3.4) and (3.5) we can now derive the multiplicative finite difference method for second order multiplicative differential equation of the form:
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Let the interval [a, b] be partitioned by points a = x 0 , x 1 , x 2 , . . . , x n+1 = b. These need not to be equally spaced, but for simplicity we assume
The discrete version of (3.6) is:
This method can be simplified by taking the natural logarithm:
Error estimation for the multiplicative finite difference method. If we assume that the main contribution to the error comes from the lowest order multiplicative derivative in the error term, we can approximate the error of the first multiplicative derivative as:
where | · | * represents the multiplicative absolute value function given as
Analogously we can apply the same idea to the approximation of the second order multiplicative derivative, and the error yields to:
(3.9)
As mentioned above, f (x) must be a positive function. A possible positive function is the exponential function. Recalling the relation between the multiplicative derivative and the ordinary derivative (2.3) [4] , and recalling that the invariant function under the multiplicative derivative is exp(exp(x)), it seems evident to make the ansatz f (x) = exp(y(x)), where y(x) is a real-valued function. Then we can write the multiplicative derivatives of f easily in terms of ordinary derivatives of y as f * (n) (x) = exp ln • exp(y(x)) (n) (x) = exp y(x) (n) (x) .
The errors for f * (x) and f * * (x) simplify under this ansatz to
Obviously if y(x) is a polynomial P n (x) = n i=0 a i x i of degree n, we get an exact approximation for n < 3 for the first derivative and n < 4 for the second multiplicative derivative. The example discussed in section 4.1 complies with this statement.
3.3. Derivation of the Volterra finite difference method. Considering the fact that the Volterra Taylor theorem has not been found yet, the Volterra finite difference scheme cannot be derived directly. The multiplicative finite difference method can be used to construct a finite difference method for the approximation of Volterra differential equations. Consequently, the first and second order π-derivatives can be approximated by using the approximation of the respective multiplicative derivatives derived in section 3.1:
Analogously to the multiplicative finite difference method discussed in section 3.1 we can give the discretized version of the first π-derivative (3.12) and second π-derivative (3.13) using (2.12) and (2.13). The Volterra finite difference scheme for the Volterra differential equations of the type
with the boundary conditions f (a) = α and f (b) = β can be deduced easily from the multiplicative finite difference scheme. Again, the interval [a, b] is divided into n subintervals, and the points of evaluation are given by x i = a + ih, with h = (b − a)/(n + 1). The finite difference method for the π-differential equation (3.14) then yields to
Applying the natural logarithm on both sides we can rewrite equation (3.15 ) as
As the Taylor theorem for Volterra calculus could not yet be obtained, the error cannot be estimated directly. Therefore after conversion of the Volterra type differential equation to the multiplicative differential equation an error estimate can be given using the error estimation for the first (3.7) and second (3.9) multiplicative derivatives, discussed in section 3.2.
Applications.
This section deals with the application of the newly introduced finite difference methods. The numerical values of the examples are obtained using Mathematica TM .
4.1. Application to ordinary differential equations. Naturally at the beginning we should look at the easiest form of the multiplicative differential equations. The easiest first order multiplicative differential equation y * (x) = c, c ∈ R + , being a positive real constant, has the trivial solution of the form y(x) = c x .
Let us now consider the simplest nontrivial multiplicative differential equation of second order:
(4.1)
Using the relation between the multiplicative derivative and the ordinary derivative as given in equation (2.3), we get for the second multiplicative derivative
Inserting this into (4.1) and taking the logarithm on both sides gives us the ordinary differential equation
The exact solution of this differential equation can be given as
where α > 0 and β are constants. For the boundary conditions y(1) = exp(3/2), y(2) = exp(4), i.e. α = 1 and β = 1, we can see that the multiplicative finite difference method can be used effectively as shown in the table below, whereas the application of the ordinary finite difference method fails extremely. This result is in good agreement with the error analysis carried out in section 3.2. As shown in (3.11) the error for the second derivative is related to derivatives of orders higher than 4. Obviously all multiplicative derivatives of order higher than 3 are equal to 1, and therefore the calculated error is approximately equal to the machine epsilon mach . This means that the multiplicative finite difference method gives the exact solution for this multiplicative differential equation. 4.2. Application to multiplicative differential equations. Let us consider the following multiplicative differential equation:
The analytic solution of this equation is
where c 1 and c 2 are constants. For the boundary conditions y(1) = exp(1.15) and y(2) = exp (2) the constants where chosen to be c 1 = 0.8625841 and c 2 = 0.301452. The solution of the multiplicative differential equation (4.4) can be approximated as shown in table below. We can summarize the numerical results for the stepsizes n = 3, 7, and 24 in tabular form as following: The natural logarithm of the results given in table above give the numerical approximation of the ordinary differential equation
4.3. Volterra-type differential equation. Consider the Volterra-type equation
(4.6)
The general solution of this equation is
For the numerical approximation let us take as an example the constants as c 1 = 1 and c 2 = 0. For these constants c 1 and c 2 equation (4.7) simplifies to
The approximation for the Volterra-type differential equation (4.6) in the interval [1, 2] with the boundary conditions f (1) = exp 1 2 − 1 and f (2) = exp 1 − 1 2 are given for the step size 3 in the As one can see the errors are in the range of the machine epsilon mach , so the approximation seems to be fairly good.
Conclusion.
A tailor-made calculus can be created for any class of problems. Ergo in the framework of this new calculus, also differential equations used in the mathematical modeling process simplify. Closed form solutions can only be obtained for very few differential equations, hence numerical approximations become inevitable. The easiest approach for constructing numerical approximations in the framework of this new calculus is to derive the finite difference scheme analogously to the finite difference scheme in ordinary (Newtonian) calculus. Naturally, one can expect that the finite difference scheme in the framework of the new calculus will give better approximations for the problems that can be modeled easier in this calculus with less computational effort and higher precision. So, for a certain set of problems this finite difference scheme will be a more efficient and effective numerical approximation.
Multiplicative calculus and Volterra calculus (or bigeometric calculus in Grossman terminology) had been invented a long time ago. Unfortunately, mathematicians did not pay attention to these calculi, although they could be considered as a potential mathematical tool for a certain category of problems. In order to get a good understanding of these calculi and their implications, many studies have to be carried out. In this sense, the multiplicative finite difference scheme, analogous to the well-known finite difference scheme in ordinary calculus, is introduced in this article for numerical approximation of multiplicative and Volterra differential equations. This theory is also applied to sample problems to show their applicability.
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