This paper introduces a time synchronization system for wired smart sensor networks to be applied to the structural health monitoring of gigantic structures. The jitter of sensor nodes in the wired network depends on the wire length between the origin and the destination of the time synchronization signals. The proposed system can theoretically achieve the accuracy to limit the jitter of sensors within 34 ns by adjusting the timing depending on the wire length, and experimentally showed the jitter of 190 m separation to be within 25 ns. The proposed system uses local area network (LAN) cables and does not require additional cabling for synchronization. Thus the proposed synchronization system can be embedded in the sensor network with minimal cost.
Introduction
The decreasing cost for sensors and increasing computing capability have made structural health monitoring (SHM) an increasingly relevant civil engineering topic. Nonetheless, health monitoring of gigantic structures remains a challenge as large numbers of sensors are required to retrieve vast amounts of information. Recently much research in health monitoring has focused on wireless sensor networks. However, wired communication, being faster and more robust against noise than wireless communication, is still very important for SHM systems. In addition, wired networks utilize a permanent power supply, which is advantageous for long term structural health monitoring. Unfortunately, conventional analog sensors require many cables, making it difficult to apply existing wire-based structural health monitoring systems to gigantic structures that require thousands of sensors.
The sensor network introduced in this paper is a sensor system suited for large sensor networks and utilizing smart sensors. Each sensor node has a sensor, an A/D converter, a processor, and a digital network port. The smart sensor not only measures data but can also process and transmit the data. It uses TCP/IP protocol and an enhanced 100BASE-TX network for communications. The sensor network can reduce the number of necessary cables and can achieve fine time 1 Author to whom any correspondence should be addressed.
synchronization. In most previous works, one or a few central computers managed all data from all sensors. In the proposed sensor network, the sensors themselves have a capability to select the necessary data. The central computer needs to manage only the selected data. Thus the communication traffic in the network decreases. As the processor becomes cheaper, a sensor with a high performance processor has become feasible. A drawback of smart sensors is that their individual time sources make timing jitter inevitable. Thus, the time synchronization is inescapable. However, a simple algorithm may consume bandwidth that could instead be utilized for data communication, and it cannot be performed continually because of interference by data transmission. The sensor network overcomes these hurdles by transmitting a coded timing signal through two paired lines in the category 5 cable which are normally not used in 100BASE-TX for communications. The time synchronization of the sensor network was evaluated in a real system which was implemented for SUZAKU-V with Virtex-2P (FPGA with a built-in CPU). The FPGA in the SUZAKU-V manages the synchronization signals and sensor data conversion. The builtin CPU in SUZAKU-V stores sensor data in memory, selects nontrivial data, transforms this data to the XML format and then transmits it. The sensor network reduces the number of necessary cables in a wired SHM system and attains fine time synchronization. It can be a key tool for health monitoring of gigantic structures. 
Sensor network architecture
The sensor network introduced in this paper as a health monitoring system for gigantic structures must have scalability, meaning that it can manage large numbers of sensors. The system architecture is assumed to consist of cells arranged in a tree structure, with a single root cell connecting through 100BASE-TX to a host computer ( figure 1 ). This arrangement assures the large number of sensors to be connected to the network with reduced traffic. Sensor networks can be wired or wireless. Usually a wired network is used in the sensor network because the network for SHM usually should work for more than ten years since most structures have such a life span. Most nodes in the sensor network need a permanent power supply, making wired connections seem mandatory. In addition, wired power supplies enable us to use power consumption processors. Wired networks can communicate stably in structures with large amounts of internal complexities. Hence applying wired connections between sensors is reasonable.
Each branching cell possesses one mother sensor node, several (up to 32) child sensor nodes and a hub with hub ports which allow the cell to be connected to an upper level cell, a mother sensor node, and/or several child sensor nodes. Ports at child sensor nodes can connect not only to other child sensor nodes but also to lower level cells (figure 2). Networks without hubs need as many cables as sensor nodes because each sensor has to be connected to the host computer directly. Conversely, the network in the sensor network which transmits data via hubs needs only one cable to connect to an upper level cell by lower level cells.
Time synchronization is essential for smart sensor networks with digital communication. An analog sensor network with one center logger can assure the correct synchronization. However, the analog system requires many wires and cannot process the data locally at each sensor node. A synchronization signal is generated at the root cell, and propagates to lower level cells. When the connection between the root cell and lower cells goes off line, mother sensor nodes continue generating their own synchronization signal which propagates to lower level cells.
Meanwhile, the sensors in the sensor network and computers communicate with each other using TCP/IP or UDP/IP, and can utilize the full bandwidth for data transmission because time synchronization is done on unused data lines. Furthermore, slightly modified hubs for the time synchronization in the sensor network do not interfere with data communication. Thus ordinary networks using LAN cables can be merged into a large sensor network.
Existing time synchronization systems
The GPS (global positioning system) [2] , operated by the National Institute of Standards and Technology [3] , is used widely for synchronizing reference time. It uses wireless world wide, and its precision is 200 ns [4] . However the GPS requires high cost hardware and needs to receive electromagnetic waves directly from an artificial earth satellite. Thus the root node can use it for reference time but it is impractical for extending the system to all nodes.
NTP (network time protocol) [5] is a protocol for synchronizing the time of computer systems over a packetswitched data network. It can synchronize the time of computer systems to resist the effects of variant latency. NTP uses Marzullo's algorithm [6] with the UTC timescale, and includes support for features such as leap seconds. It can achieve accuracy of 200 µs or better in local area networks under ideal conditions, but unfortunately consumes network bandwidth. The sensor network needs better accuracies than NTP can provide.
Post-facto synchronization [7] and RBS (referencebroadcast synchronization) [8] are time synchronization techniques for wireless sensor nodes.
In post-facto synchronization, node clocks are normally unsynchronized. When a stimulus arrives, each node records the time of the stimulus with respect to its own local clock. Immediately afterwards, a 'third-party' node-acting as a beacon-broadcasts a synchronization pulse to all nodes in the area using its radio. Nodes that receive this pulse use it as an instantaneous time reference and can normalize their stimulus timestamps with respect to that reference. Post-facto synchronization achieves time accuracies of 1 µs after the stimulus.
RBS considers the propagation time difference of an electro-magnetic wave for each beacon receiver. It is only sensitive to differences in the time of received messages, and can eliminate NIC (network interface controller) delay. RBS was evaluated in a real system by Mote [9] . It could achieve accuracies of 1.85 µs.
Timing-sync protocol for sensor networks (TPSN) [10] is also a time synchronization technique for wireless sensor networks. In TPSN there is a hierarchical structure in the network to synchronize time: from a root node to first-level nodes, then from first-level nodes to second-level nodes. TPSN was evaluated in a real system by Mote. It could achieve half of the error of RBS.
Mini-sync and tiny-sync [11] are different types of time synchronization technique. These techniques synchronize time by detecting time offset and drift. The offset and the drift are estimated by collected timestamps attached by the sender and the time that receiver received data including the timestamp. Tiny-sync estimates from two pieces of data and mini-sync estimates from dozens of pieces of data. Mini-sync and tinysync achieve synchronization with less than 2% relative error.
A wired sensor network was used by researchers at Nagoya University in Japan [12] . The wired sensor network in Nagoya University (NUS-NET) is a seismic observation network system using an in-house LAN, the Internet, and a mobile communication system. Users can access the measured data through the World Wide Web. The sensor nodes in the NUS-NET system are synchronized using the GPS and an exclusive line for synchronization. Thus the synchronization accuracy should be at most around 200 ns. NUS-NET is an actual usage case of a wired sensor network.
Time synchronization implementation
In its current implementation, the sensor network uses a 100BASE-TX wired network that can communicate up to 100 Mbps, and each sensor network node has a sensor board and a main board. The sensor board has a sensor and a 16-bit A/D converter. The main board is SUZAKU-V, which contains VirtexII-Pro, 32 MBytes SDRAM and 8 MBytes flash RAM.
For time synchronization, two pairs of unused lines (the 4-5 pair line and 7-8 pair line) in the category 5 cables are used with modified hubs and cables. Modifications applied to the hubs and cables are straightforward and simple, requiring only that circuit patterns be cut and lines be connected. Also, ports of the hubs can be modified to connect to the given network.
Synchronization signals are transmitted in the RS-485 manner following the process listed below (figure 3). The simplified flowchart is depicted in figure 4 . The process of the synchronization is explained below. The synchronization signals made by eXclusiveORing consist of send data and base signals (figure 5), and can be encoded using modified Manchester encoding which starts high for 3/2 cycles.
Differences in synchronization signals between the mother sensor node and child sensor nodes in the same cell result in timing jitter between them.
Synchronization timing of the sensor node varies depending on the distance between the source and the destination of the time synchronization signals. In the current sensor network implementation, the timing delay by regeneration of synchronization signals is around 80 ns and the timing delay over a 10 m distance is around 50 ns [1] . The synchronization system can take more precise timing synchronization by delay adjustment depending on the distance between the two nodes. In this implementation, the interval of adjustment is around 68 ns. Thus maximum synchronization jitter is theoretically around 34 ns. Delay adjustment can take 16 levels and can apply to between 0 and 100 m distances between two sensor nodes.
Evaluation

Simulation
The performance of the proposed time synchronization system was evaluated by Verilog simulation but without considering wire delay and RS-485 chip delays. There were five sensor nodes estimated (figure 6). The time synchronization depends on the network structure and not the sensor node number in principle. A test with over 100 sensor nodes in 0% error of cycle time showed the same result as that using five sensor nodes in the same condition. The sensor nodes are described in Verilog with transistor delay. The hub and cables between the hub and the sensor nodes are implemented by Verilog without wire and transistor delay. The Verilog code for the sensor nodes in this evaluation is the same as actually used Verilog code. Sensor nodes with 0%, 1% and 2% error of cycle time are considered. The recognition correctness of the synchronization signals and the jitter of 10 kHz signals were carefully evaluated.
Experiment
Time synchronization in five sensor nodes was evaluated in a real experiment. Jitter was evaluated from the output of a 1 kHz timing signal. The cell structure was the same as that shown in figure 6 . The root cell and the first-level cell were connected by a 10 m category 5 cables. The first-level cell and the secondlevel cell, and the second-level cell and third-level cell were connected by 90 m category 5 cables. Hubs and sensor nodes were connected by 5 m category 5 cables. Thus the longest distance between sensor nodes was 190 m. The hubs in this evaluation were customized as follows:
(1) Cut a grounded pattern connected to the (4, 5) pair line in cables and the (7, 8) pair line in cables. (2) Join the (7, 8) pair lines in the synchronization port and the (7, 8) pair lines in the mother sensor node port. (3) Join the (4, 5) pair lines in the mother sensor node port and the (7, 8 ) pair lines in the child sensor node ports.
The category 5 cables are uncovered and the (4, 5) pair lines and (7, 8) pair lines are pulled out and connected to the sensor nodes and the hubs.
The synchronizations were adjusted depending on the distance between the source and the destination of the time synchronization signal.
In this evaluation the sensor network has only five sensor nodes. However, the synchronization proposed here 
Results
Jitter evaluation in the simulation
It was confirmed that the sensor nodes were synchronized correctly ( figure 7) . The upper figure of figure 7 is the time history, with the waves in the lower figure being 10 kHz rhythmic waves. The sensor ID and the order were recognized correctly. All sensor nodes were synchronized within 1.27 ms. Jitters were 0 when the cycle time of the sensor nodes was the same. The result of 1% error shows that the maximum jitter was 0.102 µs, and the result of 2% error shows that the maximum jitter was 0.207 µs. When the cycle time of the mother sensor node in the root cell was longer, the jitter was longer. And when the cycle time of the mother sensor node in the root cell was shorter, the jitter was shorter. When this circuit is implemented on the Virtex-2Pro, the number of occupied slice flip flops is 190 of 2816 and the number of occupied input LUTs is 333 of 2816.
Jitter evaluation in the experiment
It was confirmed that 1 kHz signals of sensor nodes could be synchronized correctly. Results were captured and evaluated, with the jitter values listed in table 1. The maximum jitter of 190 m distance sensor nodes was 25 ns. The synchronization did not interfere with TCP/IP and UDP/IP communication, and the transmission rate was the same as for usual 100BASE-TX.
Our technique can achieve more accuracy for time synchronization than TINY/MINI-SYNC, RBS and TPSN. However, these techniques can be applied for a wireless network. A suitable technique can be selected depending on a usage case.
Conclusion
A time synchronization technique designed for smart sensor networks suited for a structural health monitoring system was proposed. This technique uses modified commercial category 5 cables and modified commercial hubs, and has the advantage that network communication is not affected while time synchronization is being done and that it is feasible for large sensor networks. The technique was evaluated in a real experiment, which showed a 25 ns jitter (better compared with the theoretical maximum being 34 ns).
