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We study the existence, uniqueness and boundary behavior of positive boundary blow-up
solutions to the quasilinear elliptic system⎧⎨
⎩
pu = w(x)ua/vb in Ω,
p v = λ(x)vc/ue in Ω,
u = v = ∞ on ∂Ω
in a smooth bounded domain Ω ⊂RN . The operator p stands for the p-Laplacian deﬁned
by pu = div(|∇u|p−2∇u), p > 1, the exponents a, b, c, e verify a, c > p − 1, b, e > 0, and
the weight functions w(x), λ(x) are positive and may blow up on the boundary ∂Ω .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the positive blow-up solutions to a quasilinear elliptic system of cooperative type⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pu = w(x)u
a
vb
in Ω,
p v = λ(x) v
c
ue
in Ω,
u = v = ∞ on ∂Ω,
(1.1)
where Ω ⊂RN is a smooth bounded domain and pu = div(|∇u|p−2∇u), p > 1. The exponents a, b, c, e verify a, c > p− 1,
b, e > 0, and the boundary condition is to be understood as limx→x0 u(x) = limx→x0 v(x) = ∞ for all x0 ∈ ∂Ω .
For the semilinear case p = 2, boundary blow-up solutions of cooperative systems with different nonlinearities than the
ones in (1.1) have been considered in [13], and some examples of competitive systems have already been studied in [5,6,
8,11,12,15]. The basic questions which have been considered are existence, uniqueness and boundary behavior of solutions.
In [9], the author has studied the existence, uniqueness, and asymptotic behavior of the blow-up solutions to the competitive
systems of the quasilinear elliptic problem.
The current paper is an attempt at extending the ideas in [3] to deal with the problem (1.1). We will focus our attention
on nonnegative weak solutions, that is, (u, v) ∈ (W 1,p(Ω))2 satisfying (1.1) in the weak sense with u, v  0. According
to standard regularity for the p-Laplacian (see [1,14,19]), weak solution veriﬁes u, c ∈ C1,α(Ω) for some 0 < α < 1. Since
a, c > p − 1, the strong maximum principle in [20] implies that u, v > 0. Assume that w, λ ∈ Cβ(Ω) for some β ∈ (0,1) are
* Corresponding author.
E-mail address: feelyeey@163.com (Y. Wang).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.03.009
Y. Wang, M. Wang / J. Math. Anal. Appl. 368 (2010) 736–744 737positive functions, and there exist γ1, γ2 ∈R and positive constants c1, c2 such that
lim
d(x)→0
w(x)
d(x)γ1
= c1, lim
d(x)→0
λ(x)
d(x)γ2
= c2. (1.2)
Here is a summary of our main results.
Theorem 1. Assume that a, c > p − 1, b, e > 0 verify (a − p + 1)(c − p + 1) > be, and let w, λ ∈ Cβ(Ω) for some β ∈ (0,1) satisfy
the condition (1.2). If γ1, γ2 > −p and satisfy
b
c − p + 1 <
p + γ1
p + γ2 <
a− p + 1
e
, (1.3)
then the problem (1.1) admits a positive solution. Moreover, the solution is unique and satisﬁes
lim
d(x)→0
u(x)d(x)α = cα, lim
d(x)→0
v(x)d(x)β = cβ, (1.4)
where
α = (γ1 + p)(c − p + 1) + (γ2 + p)b
(a− p + 1)(c − p + 1) − be , β =
(γ1 + p)e + (γ2 + p)(a − p + 1)
(a− p + 1)(c − p + 1) − be ,
cα =
[(
αp−1(α + 1)(p − 1)
c1
)c−p+1(
β p−1(β + 1)(p − 1)
c2
)b] 1
(a−p+1)(c−p+1)−be
,
cβ =
[(
αp−1(α + 1)(p − 1)
c1
)e(
β p−1(β + 1)(p − 1)
c2
)a−p+1] 1
(a−p+1)(c−p+1)−be
. (1.5)
2. Some preliminary results
In this section we collect some existence results related to the method of sub- and super-solutions and uniqueness
results for the cooperative system⎧⎪⎪⎨
⎪⎪⎩
pu = w(x)u
a
vb
in Ω,
p v = λ(x) v
c
ue
in Ω,
(2.1)
where a, c > p − 1, b, e > 0 satisfying (a− p + 1)(c − p + 1) > be, and w, λ ∈ Cβ(Ω) verifying the condition (1.2). We deﬁne
the positive sub-solution as 0 < (u, v) ∈ (W 1,p ∩ L∞loc(Ω))2 and satisfying⎧⎪⎪⎨
⎪⎪⎩
pu  w(x)
ua
vb
in Ω,
p v  λ(x)
vc
ue
in Ω,
and the super-solution (u, v) by reversing the inequalities.
For the existence of solutions to the system (1.1), we ﬁrst consider the system (2.1) with ﬁnite boundary conditions
u = f (x) > 0, v = g(x) > 0 on ∂Ω , where f , g ∈ Cη(∂Ω) for some η ∈ (0,1).
Proposition 1. Assume (u, v) is a positive sub-solution and (u, v) is a super-solution to (2.1) with u  f (x)  u, v  g(x)  v on
∂Ω and u  u, v  v in Ω . Then problem (2.1) admits at least a weak positive solution (u, v) with u  u  u, v  v  v in Ω and
u = f (x), v = g(x) on ∂Ω .
Proof. Denote by u1 the unique positive solution to the problem⎧⎨
⎩pu = w(x)
ua
vb
in Ω,
u = f (x) on ∂Ω,
(2.2)
which is guaranteed by the following Remark 1. Since u, u are sub-solution and super-solution of (2.2), respectively, it
follows by uniqueness that u  u1  u in Ω . We now consider v1 to be the unique solution of
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⎩p v = λ(x)
vc
ue1
in Ω,
v = g(x) on ∂Ω,
similarly, we have v  v1  v in Ω . Letting v0 := v , we obtain two sequences {un}n1, {vn}n1 by un being the unique
solution of⎧⎨
⎩pun = w(x)
uan
vbn−1
in Ω,
un = f (x) on ∂Ω,
and vn the unique solution of⎧⎨
⎩p vn = λ(x)
vcn
uen
in Ω,
vn = g(x) on ∂Ω.
Then u  un−1  un  u, v  vn−1  vn  v in Ω . It follows from the Cη estimates in [16] and interior C1,η estimates
in [1,14,19] that un → u, vn → v in Cη(Ω) ∩ C1loc(Ω), and (u, v) provides a weak solution of (2.1). Moreover, u  u  u,
v  v  v in Ω and u = f (x), v = g(x) on ∂Ω . It completes the proof. 
Now we state the version of method of sub- and super-solution for the system (2.1) with inﬁnite boundary conditions.
Proposition 2. Assume (u, v) and (u, v) are positive sub- and super-solution of (2.1), respectively, with u = u = v = v = ∞ on ∂Ω
and u  u, v  v in Ω . Then the problem (2.1) admits a weak solution (u, v) with u  u  u, v  v  v in Ω and u = v = ∞ on ∂Ω .
Proof. For δ > 0, let Ωδ := {x ∈ Ω, d(x) > δ} and uˆδ , vˆδ be the smooth functions deﬁned on ∂Ωδ with u  uˆδ  u, v  vˆδ  v
on ∂Ωδ . Then by Proposition 1, the problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pu = w(x)u
a
vb
in Ωδ,
p v = λ(x) v
c
ue
in Ωδ,
u = uˆδ, v = vˆδ on ∂Ωδ
possesses a solution (uδ, vδ) such that u  uδ  u, v  vδ  v in Ωδ . By the estimates in [1,14,19] again, we obtain bounds
of (uδ, vδ) in (C
1,η
loc (Ω))
2. Then uδ → u, vδ → v in C1loc(Ω) as δ → 0, and (u, v) is a weak solution of (2.1). Moreover,
u  u  u, v  v  v in Ω and u = v = ∞ on ∂Ω . 
For the uniqueness result of the problem (1.1), we ﬁrst give the following result which will be used later.
Lemma 1. Let F ,G ∈ C(Ω) and u, v ∈ C1,η(Ω) satisfy pu  F , p v  G in Ω with u  v and u = v at some point of Ω . Assume
moreover that u < v on ∂Ω . Then there exists x0 ∈ Ω such that u(x0) = v(x0) and F (x0) G(x0).
Proof. We make a direct adaptation of Lemma 8 in [9]. By the assumption, A := {x ∈ Ω, u(x) = v(x)} 	= ∅ is strictly con-
tained in Ω . Assume by contradiction that F > G in A. Then, by continuity we can choose an open neighborhood ε of A
such that F > G in ε and u < v on ∂ε. Thus, for some small  > 0 we have u +   v on ∂ε and p(u + ) F > G p v
in ε. It follows from the comparison principle that u +   v in ε, which contradicts to A ⊂ ε. Therefore, there exists x0 ∈ A
with u(x0) = v(x0) such that F (x0) G(x0). 
As a consequence of this lemma, we have that Theorem 7 in [9] holds, and
Remark 1. Consider the following problem⎧⎨
⎩
pu = f (x,u) in Ω,
u > 0 in Ω,
u = g > 0 on ∂Ω.
(2.3)
Then, (2.3) has a unique solution if f (x,u)/up−1 is increasing in u > 0 for ﬁxed x.
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to the system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pu = w(x)u
a
vb
in Ω,
p v = λ(x) v
c
ue
in Ω,
u = f (x), v = g(x) on ∂Ω,
with f , g > 0 on ∂Ω . Then u1 = u2 , v1 = v2 .
Proof. Since u1, v1 > 0 in Ω , we can choose the least K > 0 such that
u2  Ku1, v1  K−
a−p+1
b v2 in Ω. (2.4)
Assume that K > 1, by the choose of K , we have that one of the two inequalities in (2.4) is not strict, say the ﬁrst one.
Then it follows from Lemma 1 that there is x0 ∈ Ω such that
u2(x0) = Ku1(x0) and u2(x0)
a
v2(x0)b
 K p−1 u1(x0)
a
v1(x0)b
.
Combing with (2.4), it deduces that v1(x0) = K− a−p+1b v2(x0). Applying Lemma 1 to the second inequality in (2.4), we ﬁnd a
point x∗ ∈ Ω such that
v1(x∗) = K− a−p+1b v2(x∗) and v1(x∗)
c
u1(x∗)e
 K−
a−p+1
b (p−1) v2(x∗)
c
u2(x∗)e
,
thus, it follows that
u2(x∗) K
(a−p+1)(c−p+1)
be u1(x∗).
By the assumption K > 1 and (a − p + 1)(c − p + 1) > be, we have that
u2(x∗) > Ku1(x∗),
which is a contradiction. It shows that K  1, and hence, u2  u1, v2  v1 in Ω . Similarly, by u2, v2 > 0 in Ω , we can prove
that u1  u2, v1  v2 in Ω , which concludes this proof. 
To get the behavior of solutions of (1.1) on the boundary, we give the following comparison principle:
Lemma 2. Let (u1, v1), (u2, v2) ∈ (C1,η(Ω))2 be positive sub- and super-solution of (1.1), respectively, and assume that
limsup
x→∂Ω
u1
u2
 1 and limsup
x→∂Ω
v1
v2
 1, (2.5)
and a, c > p − 1, b, e > 0 verify (a − p + 1)(c − p + 1) > be. Then
u1  u2, v1  v2 in Ω. (2.6)
Proof. We carefully adapt the methods in [3] to quasilinear operators. Set u˜i = logui , v˜ i = log vi , i = 1,2, then u˜i , v˜ i satisfy{
pu˜1 + (p − 1)|∇u˜1|p  w(x)e(a−p+1)u˜1−bv˜1 in Ω,
p v˜1 + (p − 1)|∇ v˜1|p  λ(x)e(c−p+1)v˜1−eu˜1 in Ω,
and {
pu˜2 + (p − 1)|∇u˜2|p  w(x)e(a−p+1)u˜2−bv˜2 in Ω,
p v˜2 + (p − 1)|∇ v˜2|p  λ(x)e(c−p+1)v˜2−eu˜2 in Ω.
For any δ > 0 such that
e
< δ <
a− p + 1
, (2.7)c − p + 1 b
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pU1 + (p − 1)/δ|∇U1|p  δp−1w(x)e(a−p+1)/δU1−bV1 := fδ(x,U1, V1) in Ω,
pV1 + (p − 1)|∇V1|p  λ(x)e(c−p+1)V1−e/δU1 := gδ(x,U1, V1) in Ω,
and {
pU2 + (p − 1)/δ|∇U2|p  fδ(x,U2, V2) in Ω,
pV2 + (p − 1)|∇V2|p  gδ(x,U2, V2) in Ω.
By the construction of Ui , Vi , i = 1,2, the inequalities (2.6) are equivalent to U1  U2, V1  V2 in Ω . Suppose that one of
these inequalities fails, say, supΩ(U1 − U2) > 0. Since limsupx→∂Ω(U1 − U2) 0, we have that there is a maximum point
x0 ∈ Ω such that supΩ(U1 − U2) = (U1 − U2)(x0) > 0. By Lemma 1, we have that there exists x′0 ∈ Ω such that supΩ(U1 −
U2) = U1(x′0) − U2(x′0) > 0, and fδ(x′0,U1(x′0), V1(x′0)) fδ(x′0,U2(x′0), V2(x′0)). Moreover, ∇U1(x′0) − ∇U2(x′0) = 0.
If supΩ(V1 − V2) supΩ(U1 − U2), then (V1 − V2)(x′0) (U1 − U2)(x′0). Since ∂ fδ∂u = (a−p+1)δ fδ > 0 and ∂ fδ∂v = −bfδ < 0,
it follows from the mean value theorem that there exists (ξ1, ξ2) such that
0 fδ
(
x′0,U1
(
x′0
)
, V1
(
x′0
))− fδ(x′0,U2(x′0), V2(x′0))
= ∂ fδ
∂u
(
x′0, ξ1, ξ2
)
(U1 − U2)
(
x′0
)+ ∂ fδ
∂v
(
x′0, ξ1, ξ2
)
(V1 − V2)
(
x′0
)

(
(a− p + 1)/δ − b) fδ(x′0, ξ1, ξ2)(U1 − U2)(x′0)
> 0,
where the last inequality is supported by (2.7). It is a contradiction, and we have that U1  U2 in Ω .
If supΩ(V1 − V2) > supΩ(U1 − U2) > 0. Then, it deduces from (2.5) and Lemma 1 that there exists a point x∗ ∈ Ω such
that supΩ(V1 − V2) = (V1 − V2)(x∗) > 0, hence, ∇(V1 − V2)(x∗) = 0 and gδ(x∗,U1(x∗), V1(x∗))  gδ(x∗,U2(x∗), V2(x∗)).
Since ∂ gδ
∂u = − eδ gδ < 0 and ∂ gδ∂v = (c − p + 1)gδ > 0, it follows from (2.7) and the mean value theorem that there exists
(η1, η2) such that
0 gδ
(
x∗,U1(x∗), V1(x∗)
)− gδ(x∗,U2(x∗), V2(x∗))
= ∂ gδ
∂u
(x∗, η1, η2)(U1 − U2)(x∗) + ∂ gδ
∂v
(x∗, η1, η2)(V1 − V2)(x∗)
 (c − p + 1− e/δ)gδ(x∗, η1, η2)(V1 − V2)(x∗)
> 0,
which is a contradiction and implies that V1  V2 in Ω , thus, U1  U2 in Ω , which completes this proof. 
Now, we give the uniqueness result of the solutions to the following problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pu = c1 d(x)γ1 u
a
vb
in RN+,
p v = c2 d(x)γ2 v
c
ue
in RN+,
u = v = ∞, x1 = 0,
(2.8)
where RN+ = {x ∈RN , x1 > 0}, and the point x ∈RN+ means x= (x1, x′) with x′ ∈RN−1.
Here also we follow the proofs of [3].
Theorem 2. Suppose u, v ∈ C1,ηloc (RN+) are the positive solutions of (2.8) and satisfy
1
C
x−α1  u  Cx
−α
1 and
1
C
x−β1  v  Cx
−β
1 (2.9)
for some C > 0, and α,β being in (1.5). Then u ≡ cαx−α1 , v ≡ cβx−β1 in RN+ , where
c(a−p+1)(c−p+1)−beα =
(
αp−1(α + 1)(p − 1)
c1
)c−p+1(
β p−1(β + 1)(p − 1)
c2
)b
,
c(a−p+1)(c−p+1)−beβ =
(
αp−1(α + 1)(p − 1)
c1
)e(
β p−1(β + 1)(p − 1)
c2
)a−p+1
. (2.10)
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−β
1 in R
N+ . Let δ > 0 be deﬁned as in (2.7). For t > 0, set
ut = tcαx−α1 , vt = tδcβx−β1 .
Obviously, considering (1.5) and (2.10), the pair (ut , vt) is a super-solution of (2.8) in RN+ for t > 1. Let
t0 := inf
{
t > 1, u  ut and v  vt in RN+
}
.
It follows from (2.9) that t0 is well deﬁned and
u  ut0 , v  vt0 in RN+. (2.11)
We claim that t0  1. Assume by contradiction that t0 > 1, then by the deﬁnition of t0, there exists a sequence {tn}n1 such
that tn → t0 as n → ∞, and either u  utn or v  vtn fails. Say u  utn fails, then there exists xn such that
u(xn) > utn (xn). (2.12)
Writing xn = (xn,1, x′n), where x′n = (xn,2, . . . , xn,N), for any y ∈RN+ , we deﬁne the functions
un(y) = xαn,1u
(
xn,1 y +
(
0, x′n
))
, vn(y) = xβn,1v
(
xn,1 y +
(
0, x′n
))
.
Then, the pair (un, vn) solves (2.8) and satisﬁes
1
C
y−α1  un  C y
−α
1 and
1
C
y−β1  vn  C y
−β
1 .
By standard elliptic interior estimates (see [1,14,19]) up to a new subsequence un → U and vn → V uniformly on compact
sets of RN+ and (U , V ) is a solution of (2.8) in RN+ and satisﬁes (2.9). It follows from (2.11) that
U  ut0 , V  vt0 in RN+,
combining with (2.12), we have that U (e1) = ut0 (e1), where e1 is the ﬁrst vector in the canonical basis of RN+ . Choosing
M > 0 large enough such that the function h(ζ ) := c1 d(x)γ1ζ a/vbt0 (x) − Mζ p−1 is decreasing in a neighborhood of e1 for
ﬁxed x, then
pU − MU p−1 = c1 d(x)γ1 U
a
V b
− MU p−1  c1 d(x)γ1 U
a
vbt0
− MU p−1
 c1 d(x)γ1
uat0
vbt0
− Mup−1t0 put0 − Mup−1t0
in a neighborhood of e1. Since U  ut0 and U (e1) = ut0 (e1), it follows from the strong comparison principle (see [2,18])
that U = ut0 in a neighborhood of e1. By the same arguments as above, it follows that V = vt0 in the same neighborhood
of e1, which implies that (ut0 , vt0 ) is also a solution of (2.8) in the neighborhood of e1. Since t0 > 1, we have that put0 <
c1 d(x)γ1
uat0
vbt0
, p vt0 < c2 d(x)
γ2
vct0
uet0
in RN+ , which is a contradiction. Thus t0  1, which implies that u  cαx−α1 , v  cβx
−β
1 .
Similarly, we can prove that u  cαx−α1 , v  cβx
−β
1 , which ﬁnishes the proof. 
3. Proof of Theorem 1
Now we prove Theorem 1 by the method of sub- and super-solutions.
We consider the following problem{
pu = d(x)γ uq in Ω,
u = ∞ on ∂Ω, (3.1)
where γ > −p, q > p − 1.
Lemma 3. Let q > p − 1 and γ > −p. Then problem (3.1) admits a unique positive solution denoted by Uq,γ . Moreover,
Uq,γ (x) ∼
(
(p − 1)αp−1(α + 1)) 1q+1−p d(x)−α
as d(x) → 0+ , where α = p+γ .q+1−p
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As a consequence of Lemma 3, we have that supΩ d(x)
α Uq,γ and infΩ d(x)α Uq,γ are positive and bounded.
Proof of Theorem 1. (Existence) First, we claim that (εUa,σ1 , ε
δUc,σ2 ) is a positive sub-solution of (1.1) for any ε ∈ (0, ε0)
with ε0 > 0 to be determined later, where δ deﬁned as in (2.7) and σ1, σ2 are to be chosen as
σ1 = (a− p + 1)[(c − p + 1)γ1 − bγ2] − bp(a− p + 1) + bpe
(a − p + 1)(c − p + 1) − be ,
σ2 = (c − p + q)[(a − p + 1)γ2 − eγ1] − ep(c − p + 1) + bep
(a − p + 1)(c − p + 1) − be .
Indeed, it deduces from (1.3) that σ1 > −p, σ2 > −p, and
σ1 − γ1
b
= − p + σ2
c − p + 1 ,
σ2 − γ2
e
= − p + σ1
a− p + 1 ,
and hence, Lemma 3 implies that d(x)(σ2−γ2)/e Ua,σ1 , d(x)(σ1−γ1)/b Uc,σ2 are positive and bounded.
On the other hand, we deduce from (1.2) that there exist positive constants W , Λ such that w(x)  W d(x)γ1 and
λ(x)Λd(x)γ2 in Ω , and set
ε0 =min
{(
infΩ d(x)(σ1−γ1)/b Uc,σ2
Wb
)b/(a−p+1−bδ)
,
(
infΩ d(x)(σ2−γ2)/e Ua,σ1
Λe
)e/((c−p+1)δ−e)
,1
}
> 0.
Considering (2.7), we have
p(εUa,σ1) = εp−1 d(x)σ1 Uaa,σ1 = εp−1−a+bδw(x)(Uc,σ2)b
d(x)σ1
w(x)
(εUa,σ1)
a
(εδUc,σ2)
b
 ε
p−1−a+bδ
W
(
d(x)(σ1−γ1)/b Uc,σ2
)b
w(x)
(εUa,σ1)
a
(εδUc,σ2)
b
 ε
p−1−a+bδ
W
(
inf
Ω
d(x)(σ1−γ1)/b Uc,σ2
)b
w(x)
(εUa,σ1)
a
(εδUc,σ2)
b
 w(x) (εUa,σ1)
a
(εδUc,σ2)
b
,
and
p
(
εδUc,σ2
)
 ε
(p−1−c)δ+e
Λ
(
inf
Ω
d(x)(σ2−γ2)/e Ua,σ1
)e
λ(x)
(εδUc,σ2)
c
(εUa,σ1)
e
 λ(x) (ε
δUc,σ2)
c
(εUa,σ1)
e
,
which ﬁnishes this claim.
Since w , λ are positive in Ω , we set w0 := infx∈Ω w(x), λ0 := infx∈Ω λ(x), then w0, λ0 > 0. Similarly, (MUa,σ1 ,MδUc,σ2 )
provides us a positive super-solution of (1.1) in Ω , where
M =max
{(
supΩ d(x)
(σ1−γ1)/b Uc,σ2
wb0
)b/(a−p+1−bδ)
,
(
supΩ d(x)
(σ2−γ2)/e Ua,σ1
λe0
)e/((c−p+1)δ−e)
,1
}
.
It follows from Proposition 2 that there exists a solution (u, v) of (1.1).
(Boundary behavior) We claim that for any solution (u, v) of (1.1), the following holds
D1 d(x)
−α  u  D2 d(x)−α and D ′1 d(x)−β  v  D ′2 d(x)−β in Ω (3.2)
for some positive constants D1, D2, D ′1, D ′2, where α, β deﬁned as in (1.5).
Let t > 1 and deﬁne
u = tcα d(x)−α, v = tδcβ d(x)−β
Y. Wang, M. Wang / J. Math. Anal. Appl. 368 (2010) 736–744 743where cα , cβ are deﬁned in (2.10), α, β in (1.5), and δ > 0 verifying (2.7). Let t0 > 1 be large and μ > 0 small such that, in
Ωμ := {x ∈ Ω, d(x) < μ}, d is smooth with |∇d| = 1. Then, in Ωμ ,
pu = t p−1(cαα)p−1(α + 1)(p − 1)d(x)−(α+1)(p−1)−1
(
1− d(x)pd
(α + 1)(p − 1)
)
.
By choosing μ < 1 small such that μ‖pd‖∞
(α+1)(p−1) < 1/2, we have
pu  3/2t p−1(cαα)p−1(α + 1)(p − 1)d(x)−(α+1)(p−1)−1 in Ωμ.
Additionally, consider (1.2) and choose μ > 0 small such that for any  > 0 small, we have
w(x)
ua
vb
 ta−bδ(c1 − )caαc−bβ d(x)γ1−aα+bβ in Ωμ.
Since δ < (a− p + 1)/b and γ1 − aα + bβ = −(α + 1)(p − 1)− 1 thanks to (1.5), we may ﬁx t0 > 1 and ﬁnd a uniform small
μ > 0 such that for any t > t0
pu  w(x)
ua
vb
in Ωμ.
Similarly,
p v  λ(x)
vc
ue
in Ωμ
for t > t0. Now, we take t0 large enough such that u  u and v  v in {x ∈ Ω, d(x) = μ}. By the comparison principle, we
deduce that u  u and v  v in Ωμ , which implies the right-hand side in (3.2). The lower bounds are obtained similarly,
which ﬁnishes the claim.
Proof of (1.4). For any x0 ∈ ∂Ω , without loss generality we assume that x0 = 0, and ν(x0) = −e1, where e1 is the ﬁrst vector
in the canonical basis of RN+ . Take an arbitrary sequence {xn}n1 ⊂ Ω such that xn → 0 as n → ∞, and denote by ξn the
projection of xn onto ∂Ω . We deﬁne the functions
un(y) = d(xn)α u
(
ξn + d(xn)y
)
, vn(y) = d(xn)β v
(
ξn + d(xn)y
)
for any y ∈ Ωn := {y ∈RN , ξn + d(xn)y ∈ Ωμ}, where Ωμ is as above. Obviously, Ωn →RN+ as n → ∞. Then un , vn satisfy⎧⎪⎪⎨
⎪⎪⎩
pun = d(xn)−γ1w
(
ξn + d(xn)y
)uan
vbn
in Ωn,
p vn = d(xn)−γ2λ
(
ξn + d(xn)y
) vcn
uen
in Ωn.
Notice that d(xn)−γ1w(ξn + d(xn)y) → c1 yγ11 and d(xn)−γ2λ(ξn + d(xn)y) → c2 yγ21 as n → ∞. We deduces from (3.2) that
D1
(
d(xn)
d(ξn + d(xn)y)
)α
 un(y) D2
(
d(xn)
d(ξn + d(xn)y)
)α
,
D ′1
(
d(xn)
d(ξn + d(xn)y)
)β
 vn(y) D ′2
(
d(xn)
d(ξn + d(xn)y)
)β
.
Since ( d(xn)d(ξn+d(xn)y) )
α → y−α1 and ( d(xn)d(ξn+d(xn)y) )β → y
−β
1 as n → ∞, then there exist U , V such that un → U , vn → V in
C1loc(R
N+) as n → ∞, and (U , V ) solves the problem (2.8) and satisﬁes (2.9). Thus, it follows from Theorem 2 that U = cα y−α1 ,
V = cβ y−β1 , and setting y = e1, we have
d(xn)
αu(xn) → cα, d(xn)β v(xn) → cβ
as n → ∞, which ﬁnishes the proof of (1.4).
(Uniqueness) Let (u1, v1), (u2, v2) be positive solutions of (1.1). According to (1.4), we have that
lim
x→∂Ω
u1(x)
u2(x)
= lim
x→∂Ω
v1(x)
v2(x)
= 1.
Then, for any  ∈ (0,1), there exists ρ > 0 such that
(1− )u1  u2  (1+ )u1, (1− )δv1  v2  (1+ )δv1 (3.3)
744 Y. Wang, M. Wang / J. Math. Anal. Appl. 368 (2010) 736–744in Ωρ := {x ∈ Ω, d(x) ρ}, where δ > 0 is deﬁned in (2.7). Set Ωρ = Ω \ Ωρ , and consider the problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
pu = w(x)u
a
vb
in Ωρ,
p v = λ(x) v
c
ue
in Ωρ,
u = u2, v = v2 on ∂Ωρ.
(3.4)
Obviously, ((1 − )u1, (1 − )δv1) and ((1 + )u1, (1 + )δv1) provide us sub- and super-solution of (3.4), respectively. It
follows from Proposition 2 that the problem (3.4) admits at least a solution (uρ, vρ) such that (1− )u1  uρ  (1+ )u1,
(1− )δv1  vρ  (1+ )δv1 in Ωρ . Furthermore, by Proposition 3 that the solution of (3.4) is unique, and that is (u2, v2),
which implies that u2 = uρ , v2 = vρ in Ωρ . Thus, combining with (3.3), we have
(1− )u1  u2  (1+ )u1, (1− )δv1  v2  (1+ )δv1 in Ω.
Letting  → 0, we obtain u1 = u2, v1 = v2 in Ω , which proves the uniqueness of the solutions. 
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