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Abstract
A microscopic model in the framework of fractional kinetics to describe spatial disper-
sion of power-law type is suggested. The Liouville equation with the Caputo fractional
derivatives is used to obtain the power-law dependence of the absolute permittivity on the
wave vector. The fractional differential equations for electrostatic potential in the media
with power-law spatial dispersion are derived. The particular solutions of these equations
for the electric potential of point charge in this media are considered.
PACS: 45.10.Hj; 05.20.-y; 51.10.+y; 03.50.De
1 Introduction
In the macroscopic description the spatial dispersion is represented by non-local connection
between the electric displacement field D and the electric field E. The non-locality is caused
by the fact that the field D at the point r in the medium depends on the values of the electric
fields E not only in a selected point r, but also in its neighborhood points r′. Spatial dispersion
can be described as a dependence of the absolute permittivity tensor of the medium on the
wave vector [1, 2, 3]. The electric field in the media with spatial dispersion of the power-law
type is described in the recent paper [4]. The spatial dispersion is a characteristic property of
the plasma-like media. The term ”plasma-like media” was introduced by Silin and Rukhadze in
the book [1]. The plasma-like medium is characterized by the presence of free charge carriers,
creating as they move in the medium, electric and magnetic fields, which significantly distorts
the external field and the effect on the motion of the charges themselves [1, 2, 3]. The plasma-
like media include a wide class of object such as ionized gas, metals and semiconductors,
molecular crystals and colloidal electrolytes. The spatial dispersion of the media leads to the
set of phenomena, such as the rotation of the plane of polarization, anisotropy of cubic crystals
and other [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].
In the microscopic description of the non-local properties of the media can be considered
in the framework of models with long-range interactions of particles [17, 18, 19]. Equations of
motion for particles with the long-range interactions in the continuous limit can give continuum
equations with spatial derivatives of non-integer orders [20, 21, 22, 23, 24]. The theory of
integration and differentiation of non-integer order [25, 26] has a long history [27, 28], and it is
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concerned with the names of famous mathematicians such as Leibniz, Liouville, Riemann, Abel,
Riesz, Weyl. The fractional derivatives and integrals are powerful tools to describe complex
properties of media including long-term memory, non-locality of power-law type, and fractality
[29, 30, 31, 32, 18, 33, 19, 34, 35, 36]. Using the fractional calculus we can consider different
generalization of the Liouville equation [37, 38, 39, 19] that can be used in the fractional kinetics
[40, 41].
In this paper we use fractional Liouville equations to describe fractional kinetics for plasma-
like media with the spatial dispersion of power-law type. The Liouville equation with the
Caputo fractional derivatives is used to obtain the power-law dependence of the absolute per-
mittivity on the wave vector. This allows us to have a microscopic model for the media with
the power-law spatial dispersion, which are described in the recent paper [4]. The appropriate
fractional differential equations for electric potential are considered and particular solutions
of these equations for the potential in the media with power-law spatial dispersion are sug-
gested. The difference between the point charge potential in the media with this type of spatial
dispersion and the Couloumb’s and Debye’s potentials are described.
2 Fractional Liouville equation
One of the basic principles of statistical mechanics is the conservation of probability in the
phase-space [42, 43]. The Liouville equation is an expression of the principle in a convenient
form for the analysis.
Let us consider dynamics of system in the phase space with dimensionless coordinates
(x,p) = (x1, ..., xn, p1, ..., pn). The function ρ(t,x,p) describes probability density to find a
system in the phase volume dnxdnp. The evolution of ρ = ρ(t,x,p) is described by the
Liouville equation
∂ρ
∂t
+
pi
m
D1xiρ+ FiD
1
pi
ρ = 0, (1)
where Fi = Fi(x,p) is the force field. Here, and later we mean the sum on the repeated index
i from 1 to n. Equation (1) describes the probability conservation for the volume element
of the phase space. If ρ is the one-particle reduced distribution function, then the Liouville
equation describes collisionless system. Using the fractional calculus we can consider different
generalization of the Liouville equation [37, 38, 39, 19] that includes derivatives of non-integer
orders [25].
We can conside a fractional generalization of the Liouville equation in the form
∂ρ
∂t
+
pi
m
C
0 D
αi
xi
ρ+ Fi
C
0 D
βi
pi
ρ = 0, (2)
where we use dimensionless variables xi and pi, (i = 1, ..., n). Here
C
0 D
α
x and
C
0 D
β
x are the
Caputo fractional derivatives of order α and β (see Appendix 1).
We use Caputo fractional derivatives since a consistent formulation of fractional vector
calculus, which contains fractional differential and integral vector operations, can be realized
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for Caputo differentiation and Riemann-Liouville integration only [44]. It allows to prove the
correspondent fractional generalizations of the Green’s, Stokes’ and Gauss’s theorems [44]. The
main distinguishing feature of the Caputo fractional derivative is the form of the fractional
generalization of the Newton-Leibniz formula (see Lemma 2.22 [25]) in the usual form
F (b)− F (a) =a Iαb CaDαxF (x), (0 < α < 1). (3)
The other feature of the Caputo fractional derivative is that, like the integer order derivative,
the Caputo fractional derivative of a constant is zero.
For simplification we consider the case αi = α, and βi = 1 for all i = 1, ..., n. The fractional
Liouville equation is
∂ρ
∂t
+
pi
m
C
0 D
α
xi
ρ+ FiD
1
pi
ρ = 0. (4)
The Liouville equation with fractional derivatives with respect to coordinates will be used to
describe properties of nonlocal media.
3 Permittivity of plasma-like nonlocal media
In the absence of the force field (Fi = 0), the Liouville equation (4) gives
∂ρ
∂t
+
pi
m
C
0 D
α
xi
ρ = 0. (5)
The solution of this equation is ρ0 = ρ(t,x,p), which is the distribution function unperturbed
by the fields.
For a weak force field, we use the charge distribution function in the form
ρ = ρ0 + δρ, (6)
where ρ0 is the stationary isotropic homogeneous distribution function unperturbed by the
fields, and δρ is the change of ρ0 by the fields. In the linear approximation with respect to field
perturbation, we have
∂δρ
∂t
+
pi
m
(C0 D
α
xi
δρ) + FiD
1
pi
ρ0 = 0. (7)
If we consider plasma-like media, then the force F = eiFi is the Lorentz force
F = qE(t,x) + q[v,B], (8)
where q is charge of particle moves with velocity v = p/m in the presence of an electric field
E = eiEi(t,x) and a magnetic field B. Here, and late we use the International System of Units
(SI).
In an isotropic media, the distribution function depends only on the magnitude of the
momentum, ρ0 = ρ0(|p|). For such a function, the direction of the vector eiD1piρ0 is the same
3
as that of p = mv, and its scalar product with [v,B] is equal to zero. Therefore, the magnetic
field does not affect the distribution function in the linear approximation. As a result, we have
∂δρ
∂t
+
pi
m
(C0 D
α
xi
δρ) + qEiD
1
pi
ρ0 = 0. (9)
We assume that the perturbation (the function δρ and the field E) are proportional to
δρ,E ∼ Eα[i(k,x)α] · exp{−iωt}, (10)
where Eα[z] is the Mittag-Leffler function [25]
Eα[z] :=
∞∑
j=0
zj
Γ(α j + 1)
, (z ∈ C, α > 0). (11)
For α = 1 this function is exponent Eα[z] = exp{z}, and
Eα[i(k,x)
α] exp{−iωt} = exp{i(k,x)− iωt}.
We take the x-axis along k. Then kx = |k|, (k,v) = |k|vx and equation (9) gives
i (|k|αvx − ω)δρ+ q(EiD1piρ0) = 0, (12)
where we use (see Lemma 2.23 in [25])
C
0 D
α
xEα[λx
α] = λEα[λx
α], (α > 0, λ ∈ C). (13)
As a result, we have
δρ = − q(EiD
1
pi
ρ0)
i (|k|αvx − ω) . (14)
In an unperturbed plasma-like media, the charge density is equal zero, since the media is
isotropic. The charge density perturbed by the field are
ρcharge = q
∫
δρ d3p = iq2
∫
(EiD
1
pi
ρ0)
|k|αvx − ω d
3p, (15)
where ρcharge is the bound charge density. The electric polarization vector P is defined by the
relations
divP = −ρcharge. (16)
Then
i(k,P) = −ρcharge. (17)
The polarization P defines the electric displacement field D as D = ε0E + P, where ε0 is the
electric permittivity. Let the field E be parallel to k. Then P be parallel to k, and
P =
(
ε‖(|k|)− ε0
)
E, (18)
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where ε‖(|k|) is the longitudinal permittivity.
Substitution of (15) and (18) into (17) gives
(ε‖(|k|)− ε0) (k|,E) = −q2
∫
EiD
1
pi
ρ0
|k|αvx − ω − i0 d
3p. (19)
Since we take the x-axis along the vector k, then E = (E, 0, 0), and (k|,E) = |k|Ex, EiD1piρ0 =
ExD
1
pxρ0. We introduce the function
ρ0(px) =
∫
ρ0(|p|)dpydpz. (20)
As a result, the longitudinal permittivity can be calculated by the equation
ε‖(|k|) = ε0 − q
2
|k|
∫
D1pxρ0(px)
|k|αpx/m− ω − i0 dpx. (21)
For isotropic homogeneous case, we can use an equilibrium distribution ρ0(px).
4 Longitudinal permittivity for Maxwell’s distribution
Let us consider a plasma-like medium with the equilibrium Maxwell’s distribution
ρ0(px) =
Nq√
2pimkBT
exp
(
− p
2
x
2mkBT
)
, (22)
where kB = 1.38065 · 10−23m2kg/(s2K) is the Boltzmann constant. Then
D1pxρ0(px) = −
2pxNq√
pi (2mkBT )3/2
exp
(
− p
2
x
2mkBT
)
. (23)
Here Nq is the particles number density.
We define the variables
z =
px√
2mkBT
, x =
√
m
2kBT
· ω|k|α . (24)
Equation (21) can be rewritten in the form
ε‖(|k|) = ε0 + q
2Nq
|k|1+α
2m√
pi(2mkBT )3/2
∫ +∞
−∞
px
px −mω/|k|α − i0 exp
(
− p
2
x
2mkBT
)
dpx. (25)
Using (24), we have
ε‖(|k|) = ε0 + q
2
|k|1+α
1√
pikBT
∫ +∞
−∞
z e−z
2
z − x− i0 dz. (26)
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Consider the integral of equation (26). Using the formula∫ +∞
−∞
f(z)
z − i0dz = V.P.
∫ +∞
−∞
f(z)
z
dz + ipif(0),
and the relations
z e−z
2
z − x = e
−z2 +
xe−z
2
z − x,
∫ +∞
−∞
e−z
2
dz =
√
pi,
we obtain ∫ +∞
−∞
z e−z
2
z − x− i0 dz =
√
pi + V.P.
∫ +∞
−∞
xe−z
2
z − x dz + ipixe
−x2 . (27)
Let us obtain the limiting expressions of (27), and therefore (26), for large and small x.
The case of small x
For x≪ 1, we use the variable y = z − x. Then
V.P.
∫ +∞
−∞
xe−z
2
z − x dz = V.P.
∫ +∞
−∞
xe−(y+x)
2
y
dy. (28)
Using
e−(y+x)
2
= e−y
2 − 2ye−y2x+ (2y2 − 1)e−y2x2 + 1
6
(12y − 8y3)e−y2x3 + ... ,
we get
V.P.
∫ +∞
−∞
e−y
2
(x
y
− 2x2 − x
3
y
+ 2x3y + 2x4 − (4/3)y2x4 + ...
)
dy =
= −2√pix2 +√pix4 + ... , (29)
where we take into account that the integrals of the odd terms in y are zero.
Substitution of (29) and (27) into (26) gives
ε‖(|k|) = ε0 + q
2Nq
|k|1+α
1
kBT
(
1− mω
2
kBT |k|2α +
m2ω4
4k2BT
2 |k|4α + ...
)
. (30)
As a result, we have
ε‖(|k|) = ε0 + q
2Nq
kBT |k|1+α −
q2Nqmω
2
k2BT
2 |k|3α+1 +
q2Nqm
2ω4
4k3BT
3 |k|5α+1 + ... . (31)
The imaginary part of the permittivity is relatively small (not exponentially small), in this
case because of the smallness of the phase volume in which the condition |k|αpx/m− ω = 0 is
satisfied.
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The Debye radius of screening is equal to
rD =
√
ε0kBT
Nqq2
. (32)
The Langmuir frequency for charged particle is
ΩL =
√
Nqq2
mε0
. (33)
Then the variable (24) can be represented in the form
x =
1
rD ΩL
√
2
· ω|k|α .
Note that k, r and xi are dimensionless variable.
sing the Debye radius (32) and the Langmuir frequency (33), we rewrite (31) in the form
ε‖(|k|) ≈ ε0 + ε0 1
r2D |k|1+α
− ε0 ω
2
r4D Ω
2
L |k|3α+1
+ ε0
ω4
4r6D Ω
4
L |k|5α+1
. (34)
Using (34), we can derive an equation for the scalar potentials of electric field.
The case of large x
For x≫ 1, we write
V.P.
∫ +∞
−∞
xe−z
2
z − x dz = −
∫ +∞
−∞
e−z
2
1− z/x dz =
= −
∫ +∞
−∞
e−z
2
(
1 +
∞∑
s=1
(z
x
)s)
dz. (35)
Integrals of the odd terms are zero. Then
V.P.
∫ +∞
−∞
xe−z
2
z − x dz = −
√
pi −
√
pi
2x2
− 3
√
pi
4x4
− ... (x≫ 1). (36)
Substituting (36) and (27) into (26), we get
ε‖(|k|) = 1− q
2Nq
ε0|k|1+α
1
kBT
(kBT
mω2
|k|2α + 3k
2
BT
2
m2ω4
|k|4α + ...
)
. (37)
The imaginary part of ε‖(|k|) is exponentially small, since in a Maxwell’s distribution only
an exponentially small part of the charged particles have the velocity vx = ω/|k| >> vT =√
kBT/m, where vT is the avarage velocity of charged particles.
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As a result, we have
ε‖(|k|) = ε0 − q
2Nq
mω2
|k|α−1 − 3q
2NqkBT
m2ω4
|k|3α−1 + ... . (38)
Using the Debye radius (32) and the Langmuir frequency (33), we rewrite (38) in the form
ε‖(|k|) ≈ ε0 − ε0Ω
2
L
ω2
|k|α−1 − ε03r
2
DΩ
4
L
ω4
|k|3α−1. (39)
Using equations (34) and (39), we can obtain the scalar potentials of electric field in power-
law nonlocal media, and then describes the difference of these potentials from the well-known
Couloumb’s and Debye’s potentials.
5 Scalar potential of electric field in nonlocal media
In the case of a static external field sources can create a inhomogeneous electric field E(t, r) =
E(r). The electric field in the medium to be a potential
E(r) = − gradΦ(r), (40)
where Φ(r) is a scalar potential of electric field.
Let us consider the 3-dimensional Fourier transform
E(r) =
1
(2pi)3
∫
R3
e+i(k,r)E(k) d3k, Φ(r) =
1
(2pi)3
∫
R3
e+i(k,r)Φk d
3k. (41)
The relation (40) gives
E(k) = −ikΦk. (42)
Substituting (42) into the Maxwell equation
i(k,E(ω,k)) ε(k) = ρ(ω,k), (43)
we obtain
|k|2 ε‖ (|k|) Φk = ρk, (44)
where ρk = ρ(0,k). Note that equation (44) does not contain the transverse permittivity
ε⊥(|k|).
When the field source in the medium is the resting point charge, the charge density is
described by delta-distribution
ρ(r) = Qδ(3)(r), (45)
where we have assumed that the charge is at the beginning of the coordinate system. Therefore
the electrostatic potential of the point charge in the isotropic medium according to the equation
(44) has the form
Φ(r) =
Q
(2pi)3
∫
R3
e+i(k,r−r0)
1
|k|2 ε‖(|k|) d
3k. (46)
The electric potential (46) created by a point charge Q at a distance |r| from the charge.
8
5.1 The case of the Coulomb potential
If we consider only the first term in equation (34), then
ε‖(|k|) = ε0,
where ε0 is the vacuum permittivity (ε0 ≈ 8.854 10−12Fm−1). Substituting ε‖(|k|) = ε0 into
(44), we obtain
|k|2Φk = 1
ε0
ρk. (47)
The inverse Fourier transform of (47) gives
∆Φ(r) = − 1
ε0
ρ(r), (48)
where ∆, is the 3-dimensional Laplacian, for which we have
F [∆f(r)](k) = −|k|2F [f(r)](k). (49)
As a result, the electrostatic potential of the point charge (45) is
Φ(r) =
1
4piε0
Q
|r| . (50)
This is the Coulomb’s form of the potential.
5.2 The case of the first two terms in equation (34) with α = 1
If we consider only the first two terms in equation (34) with α = 1, then
ε‖(|k|) = ε0
(
1 +
1
r2D|k|2
)
, (51)
Substituting (51) into (44), we obtain(
|k|2 + 1
r2D
)
Φk =
1
ε0
ρk. (52)
The inverse Fourier transform of (47) gives
∆Φ(r)− 1
r2D
Φ(r) = − 1
ε0
ρ(r). (53)
As a result, we get the screened potential of the point charge (45) in the Debye’s form:
Φ(r) =
1
4piε0
Q
|r| · exp
(
−|r|
rD
)
, (54)
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where rD is the Debye radius of screening. Its is easy to see that the Debye’s potential differs
from the Coulomb’s potential by factor CD(|r|) = exp(−|r|/rD). Debye’s sphere is a region
with Debye’s radius, in which there is an influence of charges, and outside of which charges are
screened.
5.3 The case of the first two terms in equation (34) with α 6= 1
If we consider only the first two terms in equation (34) with α 6= 1, then the longitudinal
permittivity ε‖(|k|) is
ε‖(|k|) = ε0
(
1 +
1
r2D |k|α+1
)
. (55)
Substituting (55) into (44), we obtain(
|k|2 + 1
r2D
|k|1−α
)
Φk =
1
ε0
ρk. (56)
The inverse Fourier transform of (56) gives
−∆Φ(r) + 1
r2D
(−∆)(1−α)/2Φ(r) = 1
ε0
ρ(r), (57)
where (−∆)α/2 is the fractional Laplacian in the Riesz form (see Appendix 2).
Equation (57) is solvable, and its particular solution (see Appendix 3) has the form
Φ(r) =
1
ε0
∫
R3
G1−α,2(r− r′) ρ(r′) d3r′, (58)
where
G1−α,2(r) =
|r|−1/2
(2pi)3/2
∫ ∞
0
(
r−2D λ
1−α + λ2
)−1
λ3/2 J1/2(λ|r|) dλ. (59)
The electrostatic potential of the point charge (45) is
Φ(r) =
1
4piε0
Q
|r| · C1−α,2(|r|), (0 < α < 1), (60)
where the function
C1−α,2(|r|) =
√
2|r|
pi
∫ ∞
0
λ3/2 J1/2(λ|r|)
r−2D λ
1−α + λ2
dλ] =
2
pi
∫ ∞
0
λ sin(λ|r|)
r−2D λ
1−α + λ2
dλ, (61)
describes the difference between this potential and the Coulomb’s potential (50). The asymp-
totic behavior of Cα,β(|r|) for |r| → ∞ and for |r| → 0 is described in [4] (see sections 3.3.2 and
3.3.3).
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5.4 The case of the first three terms in equation (34) with α 6= 1
If we consider the first three terms in the equation (34) with α 6= 1, then
ε‖(|k|) = ε0
(
1 +
1
r2D |k|1+α
− ω
2
r4D Ω
2
L |k|3α+1
)
. (62)
Substitution of (62) into (44) gives
(
|k|2 + 1
r2D
|k|1−α − ω
2
r4D Ω
2
L
|k|1−3α
)
Φk =
1
ε0
ρk. (63)
The inverse Fourier transform of (63) gives
−∆Φ(r) + 1
r2D
(−∆)(1−α)/2Φ(r)− ω
2
r4D Ω
2
L
(−∆)(1−3α)/2Φ(r) = 1
ε0
ρ(r), (64)
where we use the fractional Laplacian (−∆)α/2 (see Appendix 2).
Equation (64) is solvable, and its particular solution (see Appendix 3) has the form
Φ(r) =
1
ε0
∫
R3
G1−α,1−3α,2(r− r′) ρ(r′) d3r′, (65)
where
a1 =
1
r2D
, a2 =
ω2
r4D Ω
2
L
, (66)
and
G1−α,1−3α,2(r) =
|r|−1/2
(2pi)3/2
∫ ∞
0
λ3/2 J1/2(λ|r|)
a1λ1−α − a2λ1−3α + λ2 dλ. (67)
The electrostatic potential of the point charge (45) is
Φ(r) =
1
4piε0
Q
|r| C1−α,1−3α,2(|r|), (68)
where 0 < α < 1/3, and the function
C1−α,1−3α,2(|r|) = 2
pi
∫ ∞
0
λ sin(λ|r|)
a1λ1−α − a2λ1−3α + λ2 dλ, (0 < α < 1/3) (69)
describes the difference between this potential and the Coulomb’s potential.
11
5.5 The case of the first three terms in the equation (39) with α 6= 1
If we consider the first three terms in the equation (39) with α 6= 1, then
ε‖(|k|) = ε0
(
1− Ω
2
L
ω2
|k|α−1 − 3r
2
DΩ
4
L
ω4
|k|3α−1
)
. (70)
Substitution of (70) into (44) gives(
|k|2 − Ω
2
L
ω2
|k|α+1 − 3r
2
DΩ
4
L
ω4
|k|3α+1
)
Φk =
1
ε0
ρk. (71)
The inverse Fourier transform of (71) gives
−∆Φ(r)− Ω
2
L
ω2
(−∆)(α+1)/2Φ(r)− 3r
2
DΩ
4
L
ω4
(−∆)(3α+1)/2Φ(r) = 1
ε0
ρ(r), (72)
where (−∆)α/2 is the fractional Laplacian (see Appendix 2).
If we consider only the first two terms in equation (39) with α 6= 1, then we have the
fractional differential equation
−∆Φ(r)− Ω
2
L
ω2
(−∆)(α+1)/2Φ(r) = 1
ε0
ρ(r). (73)
The electrostatic potential of the point charge (45) has form
Φ(r) =
1
4piε0
Q
|r| · Cα+1,2(|r|). (74)
The function
Cα+1,2(|r|) = 2
pi
∫ ∞
0
λ sin(λ|r|)
λ2 − (Ω2L/ω2) λα+1
dλ (75)
describes the difference between this potential and the Coulomb’s potential. The asymptotic
behavior of Cα,β(|r|) for |r| → ∞ and for |r| → 0 is described in [4] (see sections 3.3.2 and
3.3.3).
6 Conclusion
The suggested fractional kinetics of plasma-like media gives a microscopic model for the elec-
trodynamics of continuous media with the power-law spatial dispersion of power-law type, that
is considered in the recent paper [4]. The fractional kinetics is based on a generalization of the
Liouville equations that includes the Caputo fractional derivatives [25]. Using the fractional
Liouville equation we obtain the power-law dependence of the absolute permittivity on the
wave vector. This dependence leads to fractional differential equations for electrostatic poten-
tial that includes Riesz fractional derivatives. Particular solutions of these equations, which
describe the electric potential of the point charge in the media with power-law spatial dispersion
are suggested.
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Appendix 1
The Caputo fractional derivative CaD
α
x can be defined for functions belonging to the space
ACn[a, b] of absolutely continuous functions [25]. Let α > 0 and let n be given by n = [α] + 1
for α 6∈ N, and n = α for α ∈ N. If f(x) ∈ ACn[a, b], then the Caputo fractional derivatives
exist almost everywhere on [a, b]. If α 6∈ N, then
( CaD
α
xf)(x) = (aI
n−α
x D
nf)(x) =
1
Γ(n− α)
∫ x
a
dz
Dnz f(z)
(x− z)α−n+1 ,
where n = [α] + 1. If α = n ∈ N, then
( CaD
α
xf)(x) = D
n
xf(x).
It can be directly verified that the Caputo fractional differentiation of the power functions
(x− a)β yields power functions
C
aD
α
x (x− a)β =
Γ(β + 1)
Γ(α + β + 1)
(x− a)β−α,
where β > −1. In particular, then the Caputo fractional derivatives of a constant C are equal
to zero:
C
aD
α
xC = 0.
For k = 0, 1, 2, ..., n− 1, we have
C
aD
α
x (x− a)k = 0, .
The Mittag-Leffler function Eα[λ(x−a)α] is invariant [25] with respect to the Caputo derivatives
C
aD
α
x , i.e.,
C
aD
α
xEα[λ(x− a)α] = λEα[λ(x− a)α].
This means that the Mittag-Leffler function is analogous to the exponential for the Caputo
fractional derivative [25].
Appendix 2
For α > 0 and ”sufficiently good” functions f(x), x ∈ Rn, the Riesz fractional differentiation is
defined [26, 25] in terms of the Fourier transform F by
(−∆)α/2x f(x) = F−1
(
|k|α(Ff)(k)
)
. (76)
For α > 0, the Riesz fractional derivative (−∆)α/2 can be defined in the form of the hypersin-
gular integral (Sec. 26 in [26]) by
(−∆)α/2x f(x) =
1
dn(m,α)
∫
Rn
1
|z|α+n (∆
m
z f)(z) dz,
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where m > α, and (∆mz f)(z) is a finite difference of order m of a function f(x) with a vector
step z ∈ Rn and centered at the point x ∈ Rn:
(∆mz f)(z) =
m∑
j=0
(−1)j m!
j! (m− j)! f(x− jz).
The constant dn(m,α) is defined by
dn(m,α) =
pi1+n/2Am(α)
2αΓ(1 + α/2)Γ(n/2 + α/2) sin(piα/2)
,
where
Am(α) =
m∑
j=0
(−1)j−1 m!
j!(m− j)! j
α.
Note that the hypersingular integral (−∆)α/2x f(x) does not depend on the choice of m > α.
If f(x) belongs to the space of ”sufficiently good” functions, then the Fourier transform F
of the Riesz fractional derivative is given by
(F(−∆)α/2f)(k) = |k|α(Ff)(k).
This equation is valid for the Lizorkin space [26] and the space C∞(Rn) of infinitely differentiable
functions on Rn with compact support.
Appendix 3
Let us consider the fractional partial differential equation
m∑
k
ak(−∆)αk/2Φ(r) + a0Φ(r) = 1
ε0
ρ(r), (77)
where αm > ... > α1 > 0, and ak ∈ R are constants. Here (−∆)αk/2 are the fractional Laplacians
in the Riesz form.
We apply the Fourier method for solving fractional equation (77). The Fourier transform
of the fractional Laplacian (−∆)α/2 is defined by
F [(−∆)α/2f(r)](k) = |k|αF [f(r)](k). (78)
Applying the Fourier transform F to both sides of (77) and using (78), we have
(FΦ)(k) = 1
ε0
(
m∑
k=1
ak|k|αk + a0
)−1
(Fρ)(k). (79)
17
We define the fractional analog of the Green function [25]:
Gα(r) = F−1
[( m∑
k=1
ak|k|αk + a0
)−1]
(r) =
∫
R3
(
m∑
k=1
ak|k|αk + a0
)−1
e+i(k,r) d3k, (80)
where α = (α1, ..., αm) - is the multi-index.
The following relation∫
Rn
ei(k,r) f(|k|) dnk = (2pi)
n/2
|r|(n−2)/2
∫ ∞
0
f(λ) λn/2 Jn/2−1(λ|r|) dλ (81)
holds (see Lemma 25.1 of [26]) for any function f such that the integral in the right-hand side
of (81) is convergent. Here Jν is the Bessel function of the first kind. As a result, the Fourier
transform of a radial function is also a radial function.
Using (81), the Green function (80) can be represented (see Theorem 5.22 in [25]) in the
form of the one-dimensional integral involving the Bessel function of the first kind J1/2:
Gα(r) =
|r|−1/2
(2pi)3/2
∫ ∞
0
(
m∑
k=1
akλ
αk + a0
)−1
λ3/2 J1/2(λ|r|) dλ, (82)
where we use n = 3, and α = (α1, ..., αm) - is the multi-index.
If αm > 1 and Am 6= 0, A0 6= 0, then equation (77) is solvable [25]. The solution of equation
(77) can be represented in the form of the convolution of the functions G(r) and ρ(r):
Φ(r) =
1
ε0
∫
R3
Gα(r− r′) ρ(r′) d3r′, (83)
where the Green function Gα(z) is defined by (82).
We can consider fractional partial differential equation (77) with a0 = 0 and a1 6= 0, when
m ∈ N, m ≥ 1. If α1 < 3, αm > 1, m ≥ 1, a1 6= 0, am 6= 0, αm > ... > α1 > 0, then equation
m∑
k=1
ak(−∆)αk/2Φ(r) = 1
ε0
ρ(r) (84)
is solvable (Theorem 5.23 in [25]), and its particular solution is given by
Φ(r) =
1
ε0
∫
R3
Gα(r− r′) ρ(r′) d3r′, (85)
where
Gα(r) =
|r|−1/2
(2pi)3/2
∫ ∞
0
(
m∑
k=1
akλ
αk
)−1
λ3/2
√
2
piz
sin(z) dλ. (86)
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