In this paper we propose a simple fast-search VQ of the LSF's to be used on top of the split VQ, that is, in each of the sub-vector domains. The main trait of the proposed method is that no suboptimal codebooks are used and there is no further reduction in performance. In each sub-vector domain, a full-size optimally trained codebook, typically of size 1024, is searched using a fastsearch algorithm. The result of this search is identical to that of a full-search, yet, only about 25% of a full-search complexity is needed.
INTRODUCTION
Most of modem speech coding algorithms use the linear prediction (LP) parameters for describing and coding the speech spectral envelope [I].
The LP parameters are commonly transformed to line spectral frequencies (LSF) [2] for more efficient quantization and interpolation.
Various methods for coding and transmitting the LSF's have been studied. Earlier works were based on scalar quantization [2]. The demand for higher performance at lower bit rates has shifted the focus to the use of more powerful, yet more complex, vector quantization (VQ) techniques [3] . Typically, about 30 bits are assigned to coding IMmensional LSF vectors with a resulting spectral distortion of less than 1dB. However, 30-bit full-search VQ is totally impractical in terms of both computational complexity and memory space.
Various standard sub-optimal low-complexity VQ techniques have been used for coding the LSFs. The most commonly used method is the split V Q [3] . A 10-dimensional LSF vector is partitioned into typically three sub-vectors of size 3, 3 and 4. Each sub-vector is then independently coded. This method reduces the complexity and memory space significantly at the price of reducing the overall coding performance. However, unstructured full-search V Q of the LSF sub-vectors is still too complex for many applications.
The problem addressed in this paper is the reduction of the LSF split VQ complexity without a compromise in performance. The fast VQ methods proposed here are applied to each sub-vector independently and achieve the same level of performance at about 25% of the full-search split VQ complexity. The proposed method is based on classified VQ (CVQ) [4] , originally used in image coding [5]. In classified VQ, shown in Figure 1, Figure 1) in the optimal codebook. The union of all sets (classes) form the optimal codebook and the sets may overlap. Once the class is determined, a full-search is conducted over the set of that class and possibly over a few neighboring sets. The set to be searched is small, yet, the optimal codevector (the one selected by a fullsearch) is included (and selected) with extremely high probability. Note that CVQ requires about the same or even slightly more memory space since the fully optimal main codebook is used. The reduced-memory VQ problem is not addressed in this work.
The design of the classifier is the main issue in CVQ.
Sophisticated classifiers partition the space very efficiently, resulting in small class sets. However, they require additional computations and memory. The expense of such classifiers may undo their benefit. In this paper we deal with 2 types of classifiers. The first is based on VQ. The second is based on simple feature extraction for which the added complexity is almost negligible. Extensions can obviously be made for different dimensions and sizes. Section 5 provides a comparative summary of simulation results for the proposed systems and concludes the paper.
CVQ WITH VQ-BASED CLASSIFIER
The classifier of this system is based on VQ. The optimal c o d e k k is partitioned into N sets (classes) defined by N centroid vectors that are members of the optimal codebook. The codebook is rearranged such that a centroid and all its nearest neighbors occupy a contiguous segment of the codebook. An index table is used for pointing to centroids. The classifier uses this 
LOW-COMPLEXITY CVQ WITH A

MEAN-BASED CLASSIF'JER
In this system, the classifier uses the mean of the sub-vector as a discriminating feature.
The codebook is geometrically partitioned into classes by parallel hyperplanes as illustrated in As an alternative way to dealing with a discrete number of disjoint classes, it is possible to search over a specified range around a location pointed to by the classifier. This is equivalent to having overlapping class sets. The need to maintain classes can be alleviated by putting all codevector means in the class Figure 3 , respectively.
The complexity of this scheme is 3*log2(1O24)+l(prW =30+1@W. The added memory is 31024 words. The performance versus window size for this method is given in Table 3 . 
MIDDLE-COMPONENT CLASSIFIER
A trivial feature of a k-dimensional LSF sub-vector is the value of the middle component indexed by round (W2 Figure5 shows the distortion versus complexity curves for the tested systems. The use of these schemes for lowcomplexity speech coding depends on the best trade-off for the application in mind.
. PERFORMANCE OF THE PROPOSED SYSTEMS
1.
2.
3.
4.
.
6.
7.
8.
9.
.
Figure 5: Spectral Distortion versus Complexity
