We study the mean values sets of the second order divergence form elliptic operator with principal coefficients defined as
Introduction
The mean value theorem has been one of the most important tools in the study of harmonic functions. Due to this fact an analog for so called Lharmonic functions, where L is a generalized second order elliptic divergence form operator, is immediately of great interest. One of the first such analogs can be found in [LSW] , where a mean value theorem for such operators with no lower order terms was proved. Using Equation 8.3 in their paper you can derive the following While this formula does provide us with a integral definition of u(y) like the mean value theorem for harmonic functions does, it also has a number of issues. First, it is not a simple average due to the presence of weights and indeed these weights involve derivatives of the Green's functions, which may be nontrivial to estimate. Second, it is an average over level sets of the Green's function instead of an average over some nice set containing y.
The following theorem, which was stated by Caffarelli in [C] and later proved in [BH1] (still assuming no lower order terms), provides a simpler formula that is much closer to the original mean value theorem.
1.2 Theorem. Let L be any divergence form elliptic operator with ellipticity constants λ, Λ. For any x 0 ∈ IR n , there exists an increasing family D R (x 0 ) which satisfies the following:
1. B cR (x 0 ) ⊂ D R (x 0 ) ⊂ B CR (x 0 ), with c, C depending only on n, λ, and Λ.
2. For any L-subharmonic function v and 0 < R < S, we have
v.
(1.1)
Finally, the sets D R (x 0 ) are noncontact sets of the following obstacle problem:
where B M (x 0 ) ⊂ IR n and M > 0 is sufficiently large and G(x, y) is the Green's function for L on IR n .
1.3 Definition. We defined the mean value sets associated to an operator L to be the sets D R (x 0 ) in Theorem 1.2. When it is clear we may simply refer to these sets as the mean value sets.
1.4 Remark. Throughout the paper u = g on ∂Ω we take to be interpreted as u − g ∈ W 1,2 0 (Ω), but we frequently have a technical issue because g will often be a Green's function which does not belong to W 1,2 . On the other hand, because our Green's functions belong to W 1,2 away from the singularity which in turn lies in the interior, we can follow [BH1] and truncate G near the singularity. (See [BH1] for details about this technicality.) Note the key difference between the MVT for the Laplacian and Theorem 1.2 is the appearance of the sets D R (x 0 ) as apposed to B R (x 0 ). Initially all that was known about these mean value sets D R (x 0 ) can be seen in the previous theorem along with Corollary 3.10 in [BH1] which states that ∂D R (x 0 ) is porous, so in particular has Hausdorff dimension strictly less than n. More recently the following three properties of these sets were shown in [AB] :
1. If y 0 = x 0 then there exists an R > 0 such that y 0 ∈ ∂D R (x 0 ).
2. Assume y 0 ∈ ∂D R (x 0 ) and take c to be as in Theorem 1.2. For any h ∈ (0, 1/2), the density
is bounded from below by a positive constant depending only on n, λ, and Λ.
3. For any x 0 ∈ IR n and for any R > 0 such that B CR ⊂ IR n , the set D R (x 0 ) has exactly one component.
At the same time Theorem 1.2 was extended to the Laplace-Beltrami operator on Riemannian manifolds in [BBL] .
Additionally the topology and geometry of these mean value sets is largely still unknown. As in [AB] one can ask if such sets will be convex, star-shaped, or homeomorphic to a ball. However, what might be more reasonable is to ask for what types of operators, L, would such sets have a given property. In this way we aim to study a very particular type of operators. Namely operators whose principal coefficients are defined as
for some α, β > 0. We have two main reasons for studying such operators. First these operators appear in the study of composite materials where one has two different constituent materials. (See [LV] ). Secondly these a ij (x) have, what we view to be, the simplest type of discontinuity for such coefficients. Indeed, we thought these operators to be the simplest in which computing the mean value sets would be nontrivial, but still possible. In fact if α is very close to β such an operator would be very close to the Laplacian. Hence, it is reasonable to assume the mean value sets would be very close to Euclidean balls. This intuition does in fact turn out to be true. In particular, in Theorem 3.3 we show that
On the other hand, this fact makes our main result somewhat surprising, where we show that as α tends towards β almost every R such that ∂D R (x 0 ) crosses the interface, D R (x 0 ) will be nonconvex. One may think that this behavior is due to the discontinuous nature of the principal coefficients, but this idea is incorrect. In fact we will prove the existence of nonconvex mean value sets corresponding to operators whose principal coefficients are smooth on all of IR n . Moreover, this suggests that convexity may only be possible for operators which are the Laplacian after a linear change of variables.
1.5 Theorem. Let D R;k (x 0 , y 0 ) ⊂ IR 2 be as in Theorem 1.2 where the principal coefficients of L α,β are defined as
with α k and β k converging to 1 as k → ∞. Then for all most every choice of y 0 , such that ∂D R;k (x 0 , y 0 ) eventually crosses the interface, there exists a constant
The remainder of the paper will be organized in the following way. In section 2 we will state a few preliminary results that will be needed throughout the paper and define much of the notation we will be using. Section 3 is devoted to proving a measure stability result, (4) in Theorem 3.3, which states that our mean value sets are close to Euclidean balls in measure when the operator L is close to the Laplacian. For section 4 we prove a Weiss' type monotonicity formula, Theorem 4.2, that leads to homogeneous of degree two blowup solutions at free boundary points on the interface. We note here that other such quasi-monotonicity formulas have been derived for rather general a ij (x) s, which lead to many of the same results to that of a full monotonicity formula. In [FGS] Theorem 3.7 provides such a formula where a ij (x) are Lipschitz continuous and in [G] Theorem 1.1 provides such a formula where a ij (x) are in a fractional Sobolev space. While these formulas are shown with few structural assumptions on the a ij (x) s the mild regularity that is required excludes the a ij (x) s we will look at here. In section 5 we prove an angle condition for blowup solutions at free boundary points on the interface, Lemma 5.1. This condition then leads to the proof of Theorem 1.5. Finally, in section 6 we show an analog of Theorem 1.5 where the principal coefficients of the operator are no longer discontinuous. This is done by convolving the discontinuous a ij (x) s with a mollifier and showing that the convergence results found in section 3 still hold in this case.
Preliminaries and Terminology
We will use the following basic notation throughout the paper: 
the open ball with radius r centered at the point x
the fundamental solution for the Laplacian on IR n . (See [GT] and [HL] ). L α,β , L k operators found in Equations (2.1) and (3.1) dH
In the entirety of the paper we will work with a divergence form elliptic operator
with the a ij (x) having the following structure
where δ ij is the Kronecker delta function. From here out we will refer to the set {x n = 0} as the interface. Solutions here will be meant in the weak sense, as in, for a function u ∈ W 1,2 (Ω) and f ∈ L 2 (Ω) we take "Lu = f " to mean
For such operators the Green's function on IR n have been computed explicitly in [ABH] ; we will restate them here for the convenience of the reader. Let
When n = 2 we will abuse the vocabulary slightly and still refer to such a G(x, y) as the Green's function, where in this case the limit at ∞ is −∞ instead of 0. We will also need a well known transmission condition for L α,β -harmonic functions in this setting, which we state here.
Lemma (Transmission Conditions). With
we have
The regularity of the solution w in this lemma was shown by Li and Vogelius in the appendix of [LV] , whereas the condition in (2.4) can be derived by doing an integration by parts with standard arguments from calculus of variations. Note that Lemma 2.1 gives us solutions that are real analytic up to and including the interface, but not across the interface.
Measure Stability
This section will show the convergence of solutions to obstacle problems of the form (1.2), with the operator L α,β , as α and β converge to 1. This fact is then used to show a type of measure convergence for the mean value sets associated to the operator, L α,β , to those of the Laplacian, i.e. Euclidean balls. In this sense the mean value sets do begin to act like Euclidean balls. Now we fix some x 0 ∈ IR n and consider
where L k := L α k ,β k with ellipticity constants 0 < λ < Λ for all k. We will choose M > 0 large enough so that the solutions are independent of M , see [BH1] for details. In fact, we will choose M large enough to ensure that
We now wish to show two compactness results for the solutions w k . These results are very similar in proof and statement to that found in [BH2] Lemma 3.1 and Lemma 3.2. A key difference being we can not assume 0 ∈ F B(w k ) for all k. To accommodate this change we first prove a uniform interior L ∞ bound on the solutions. Another discrepancy here is that we will not be able to utilize the height function G k (·, x 0 ) − w k due to the singularity from the Green's function.
Lemma (Uniform Bound). There exists a constant
Proof. By lemma 4.4 from [BH1] we have
for all k.
Lemma (Compactness).
There exists a function w ∈ W 1,2 (B 2M (x 0 )) and a subsequence of {w k } such that along this subsquence we have uniform convergence of w k to w, and weak convergence in W 1,2 .
Proof. Lemma 3.1 along with De Giorgi-Nash-Moser theorem implies there exists an α ∈ (0, 1) and a constant C such that
Then by Arzela-Ascoli there exists a subsequence of
bound on w k . Then by standard functional analysis there exists a subsequence such that w k w in W 1,2 .
3.3 Theorem. If we now assume that
we then have
where w is the limiting function from the previous lemma.
Proof of (1). Let
Then we have
which converges to 0 uniformly on any compact subset of IR n \ {x 0 }.
Proof of (2). Note that from (1) and Lemma 3.2 we have
Hence, in the interior of {Γ(·, x 0 ) − w > 0} we have
The same is true in the interior of {Γ(·, x 0 ) − w = 0} by using the nondegeneracy of our solutions, which can be found in [BH1] . Finally, we note that ∂{Γ(·, x 0 ) − w = 0} has Lebesgue measure zero from [BH1] .
Proof of (3). For any
Hence,
Together with (2), we proved
Proof of (4). This immediately follows from (2).
3.4 Remark. Due to the result in [K] we know B R (x 0 ) = {w < Γ(·, x 0 )}. Hence, (4) from the previous theorem can be rewritten to say
In this sense we have shown our mean value sets converge to Euclidean balls.
Monotonicity Formula
In this section we aim to adapt Weiss' monotonicity formula, from [W] , to solutions of the following problem We can now state and prove the desired monotonicity formula. Note that the theorem requires x ∈ {x n = 0}. While this may seem like a big restriction, realize that off of the interface Weiss' original monotonicity formula would hold.
4.2 Theorem. Let w be a solution to (4.1), f (x) := α χ {xn>0} + β χ {xn<0} , and x 0 ∈ {x n = 0}. Then the function
, satisfies the monotonicity formula
4.3 Remark. The key difference in our monotonicity formula from Weiss' original is the necessity of the function f in the definition of Φ. This change is needed to reflect that our solution w minimizes
Proof. We will omit the measures dx and dH n−1 throughout the proof. It is to be understood that the measure is dH n−1 when integrating over the boundary of a set and is otherwise dx, which is the Lebesgue n-dimensional measure.
Let w r (x) := w(x 0 +rx) r 2 and observe that
Since we have w ∈ C ω (IR 
An integration by parts on the first two terms yields:
The last two terms cancel due to the transmission condition Lemma 2.1. Hence, we obtain
After rescaling we arrive at the desired result
for r ∈ (0, 1).
Similar to Weiss' original paper [W] we now use our monotonicity formula to prove blowup solutions of (4.1) at free boundary points are homogeneous of degree two.
Proposition. Let w be a solution to (4.1) then we have
(1) For all x 0 ∈ B 1 (0) ∩ {w = 0} ∩ {x n = 0} the function Φ x 0 (r) has a real right limit Φ x 0 (0 + ) (2) Let x 0 ∈ B 1 (0) ∩ {w = 0} ∩ {x n = 0} and 0 < ρ m −→ 0 be a sequence such that the blow-up sequence w m (x) := w(x 0 +ρmx) ρ 2 m converges a.e. in IR n to a blow-up limit w 0 . Then w 0 is a homogeneous function of degree 2.
(3) Φ x 0 (r) ≥ 0 for every x 0 ∈ B 1 (0) ∩ {w = 0} ∩ {x n = 0} and every 0 ≤ r < 1. Equality holds if and only if w = 0 in B r (x 0 ).
(4) The function x 0 −→ Φ x 0 (0 + ) restricted to the set {x n = 0} is upper semi-continuous.
Proof of (1). Since
we get that Φ x 0 (r) is bounded and non-decreasing from Theorem 4.2, assuming that r is sufficiently small. Proof of (2). First we may assume ρ m 's are sufficiently small, depending on x 0 so that Theorem 4.2 holds. Then for all 0 < R < S < Proof of (3). First suppose Φ x 0 (0 + ) < 0 for some x 0 ∈ {x n = 0} ∩ {w = 0}. Then ∃ a sequence of positive real values ρ m −→ 0 and w m :=
From (2) we know that w 0 is homogeneous of degree 2. An integration by parts yields Hence, w = 0 in B r .
Proof of (4). Let > 0 and x ∈ {x n = 0}. If Φ x 0 (0
Hence we have,
by first choosing ρ then |x − x 0 | small enough.
Angle Conditions and Nonconvexity
In this section, working in IR 2 , we will explicitly construct the blowup solutions at free boundary points on the interface to (4.1). This classification will lead to an interesting condition on how the free boundary can cross the interface. In particular it will provide an angle condition that depends only on the given α and β from the operator L α,β . In other words, the free boundary must cross the interface in a very particular way. Indeed, we expected the angle of incidence and angle of reflection to be related, but that one angle would be free. However, we find that both angles are completely determined by the given α and β. Using this angle condition and the measure convergence in Theorem 3.3 we will be able to construct examples of mean value sets that must be nonconvex.
Note that if w is a solution to (3.1) then locally, away from the singularity, G k (x, y) − w is a solution to (4.1). Hence, proposition 4.4 implies that blowup solutions to G k (x, y) − w at free boundary points are homogeneous of degree two. If we then restrict to working in IR 2 these blowup solutions have the form r 2 g(θ). Using this fact the next lemma computes such blowup solutions explicitly, in doing so we derive an angle condition for mean value sets as they cross the interface, {x n = 0}.
Lemma (Angle Condition Across the Interface).
Let v 0 = r 2 g(θ) be a blow-up solution to (4.1) at the origin and assume
Proof. Such a g must satisfy the following conditions:
Conditions 1 and 2 give us
Then conditions 3 and 4 give
Now condition 5 implies − sin(2θ 2 ) = sin(2θ 1 ) which then gives
Finally using condition 6 we get
Hence we have cos(2θ 1 ) = β − α β + α .
Remark.
If in the previous lemma we instead assumed that Λ(v 0 ) was on the "left" side we get very much the same result. As in
with the same definitions for θ 1 and θ 2 . Hence, assuming Λ(v 0 ) crosses the interface, we only have nine distinct cases. Six possible blowup solutions come from the angle conditions in Lemma 5.1 and three are the standard half plane and whole plane solutions with the free boundary on the interface. Figure 1 : The nine possible blowup limits at a free boundary point for fixed α and β, assuming the positivity set crosses the interface At this point it is very easy to believe that convexity of our mean value sets will not always be possible. The angle condition in Lemma 5.1 depends only on α and β and as α converges to β we have (θ 1 , θ 2 ) converging to either ( ). Thus, the boundaries of our mean values sets must satisfy such an angle condition as they cross the interface or become tangent to the interface, but we also have from Theorem 3.3 that these mean value sets converge in measure to Euclidean balls as α and β converge to one. Then by picking an appropriate center for the Euclidean balls they will cross the interface with any angle we desire. This angle condition with the measure convergence statement in Theorem 3.3 will force ∂D R to curve rapidly back towards ∂B R forcing D R to be nonconvex. Before we can prove this we first need a small lemma to ensure the convergence of the contact and noncontact set as we rescale our solutions. Hence, for any m there exists a point
which contradicts uniform convergence.
Proof of Theorem 1.5. Without loss of generality we will assume x 0 = 0. Also, for simplicity we will assume y 0 = 0. This assumption is only to ensure B R (0, y 0 ) does not satisfy the angle condition in Lemma 5.1 and to ensure the sets cross the interface. It should be clear from the proof how to adapt this to any y 0 = 0 as long as ∂B R does not satisfy the angle condition as it crosses the interface. We wish to show that there exists a point q k := (q k , 0) ∈ ∂D R;k (0, 0) such that | − R −q k | → 0 as k → ∞. Note that we know such a point q k ∈ ∂D R;k (0, 0) exists due to Theorem 3.3 and the fact that D R;k (0, 0) has exactly one component. (See [AB] Lemma 2.5.) If we assume that |−R −q k | 0 then since all of the D R;k (0, 0) are contained in one fixed large ball we can extract a convergent subsequence of the q k . Calling the new subsequence {q k } still, we must have that the density of D R;k (0, 0) at q k converges to either 1 or 0 as k → ∞ according to whether the q k converge to a point inside or outside of B R respectively. In either case, it is clear that the resulting set cannot remain convex while approaching B R in measure. See Figure 2 where a dotted line is drawn in the zoomed picture which must start and end within D R;k (0, 0), but which (after a slight adjustment if needed) will necessarily contain points of the complement in order to not violate the measure stability theorem. Thus, we may assume that | − R −q k | → 0.
Figure 2: Cusps when q k does not converge to −R By the argument above, for any arbitrarily small γ > 0, there exists a
Zooming in at q k we can be sure that our solution converges to one of the blowup limits in Figure 1 . Note that blowup solutions as in Figure 1c , 1f, and 1i immediately lead to the nonconvexity of D R;k (0, 0). The remainder of these cases can be dealt with similarly, so we will assume that there is a subsequence converging to a blowup limit of the variety in Figure 1d and leave the other cases as an exercise for the interested reader. Now within this setting, we observe that k can be chosen large enough so that the following quantities are as small as we like:
|, and
After fixing k sufficiently large to make the three quantities above adequately small, we can then use Lemma 5.3 so that the distance from the free boundary within B ρ (q k ) to the line with slope one through q k is shrinking faster than ρ. In short, the zoomed picture within Figure 3 is as accurate as we like. Now however, convexity together with measure stability would give us a contradiction as we can use convexity to show that in the picture of B R in the figure, as much of the region above the dotted line as we want cannot be part of the noncontact set. On the other hand, the measure of that region is π−2 4 R 2 > 0, and that leads to a contradiction with measure stability and our assumption that k is sufficiently large. 
Nonconvexity Continued
In the previous section the discontinuous structure of our a ij k (x)'s seemed to played a major role in the nonconvexity of the associated mean value sets. Here we will show that in taking smooth approximations of such a ij k (x)'s we will still have nonconvex mean value sets, even though the principal coefficients of the operators are no longer discontinuous. In light of these examples we now expect that operators whose mean value sets are all convex to be the exception and not the rule. Then from Theorem 5.4 in [LSW] we know that G s;k (x, y) converges uniformly to G k (x, y) on compact sets away form the singularity as s → ∞. Hence, the methods and results in Section 3 can be directly carried over to this setting. In particular we get an analog of Theorem 3.3.
Before proving our final nonconvexity statement we will need a lemma to ensure the regions causing D R;k (x 0 , y 0 ) to be nonconvex are not of measure zero. Obviously if this were the case then the measure convergence of the mean value sets would not guarantee nonconvexity. For simplicity we will drop the dependence of R for the notation and simply write D k (x 0 , y 0 ) and D s;k (x 0 , y 0 ) for the mean value sets associated the operators whose principal coefficients are a Proof. As before we will assume y 0 = 0 for simplicity and without loss of generality assume x 0 = 0. Again it should be clear that the proof will still hold if
. Now take a convergent subsequence of the q k calling the new sequence q k again. We then have three possible cases, q k converges either to a point in int(B c R ), B R , or ∂B R .
Case I: q k converges to a point in int(B c R ). However, q k can not converge to a point in int(B c R ) due to the lower bound on the density of D k (0, 0) at the point q k , as shown by Lemma 1.3 in [AB] .
Case II: q k converges to a point in B R . Then there exists δ > 0 such that | − R − q k | > δ for all k. Then we have Case III: q k converges to a point in ∂B R . As in the proof of Theorem 1.5 we zoom in at q k and note that our solution converges to one of the blowup limits in Figure 1 . Note that blowups as in Figures 1c and 1f are not possible here as this would lead to a contradiction to how q k was defined. If the blowup is as in Figure 1i we can take E to be defined similarly to that in Case II where δ need only be small enough. The remaining blowups are all dealt with similarly so we will assume the blowup limit to be that of the form in Figure 1d . Again as in the proof of Theorem 1.5 we can choose k sufficiently large so that the zoomed in picture with in Figure 3 is as accurate as we like. Hence the choice of E := {(x, y) ∈ D c k (0, 0)∩B ρ/2 (q k ) | x > q k } would satisfy the desired properties.
6.2 Theorem. Let D k (x 0 , y 0 ) and D s;k (x 0 , y 0 ) be as above. If D k (x 0 , y 0 ) is nonconvex then there exists an S > 0 so that D s;k (x 0 , y 0 ) is nonconvex for all s > S.
Proof. Again assuming y 0 = 0 for simplicity and without loss of generality assume x 0 = 0. Let E be as in the previous lemma. Then from Lemma 6.1 we have for any p ∈ E there exists points q 1 , q 2 ∈ int(D k (0, 0)) such that the line containing q 1 and q 2 also contains p. Then let 0 > 0 be the largest value such that B 0 (p) ⊂ E. Similarly let 1 , 2 > 0 be the largest values such that B 1 (q 1 ), B 2 (q 2 ) ⊂ int(D k (0, 0)) and define := min{ 0 , 1 , 2 }. Then every line connecting points from B (q 1 ) to B (q 2 ) goes through B (p) and every point in B (p) is contained in a line that crosses B (q 1 ) and B (q 2 ).
Using the analog of Theorem 3.3 for the sets D k (0, 0) and D s;k (0, 0) we can pick s large enough to ensure that almost every point in B /2 (q 1 ) and B /2 (q 2 ) belongs to D s;k (0, 0) and to ensure that almost every point in B /2 (p) belongs to D 
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