In this paper, we study a design problem in which the macro structural elements can be freely relocated around obstacles in a given design domain. The purpose is to examine this system as an illustrative example of a general featurebased design methodology where the design variables are both the location and the sizes of macro functional blocks. In this problem, the four frame elements of a structure are optimally located around an obstacle to minimize the compliance. The resulting mathematical program has a multiply connected feasible region, and has multiple local minima. A simulated annealing algorithm was used to obtain the different solutions to this problem. It was found that vertical frame members were usually able to jump over the obstacles in the optimization process, as desired. The results also indicate that the performace of the algorithm in this constrained problem depends critically on the step size adjustment parameters.
Introduction
The objective of this study is two-fold: the first is to investigate the application of a feature-based design paradigm to a standard strength-based design frame model; the second is to investigate the application of the simulated annealing algorithm 7 to the multivariate, multimodal and discontinuous constrained optimization problem produced by the above model. The design problem is defined such that it possesses some of the configurational characteristics typical of combinatorial optimization problems, as well as characteristics typical in the optimization of continuous functions (see Figure 1 ). The design model itself is a four member frame structure comprised of two horizontal members of variable length, and two vertical members of variable location. The purpose of the frame is to support a load and the location of the load is either fixed or variable in the examples presented. The objective of the optimization problem is to minimize the compliance of the frame under the given load subject to a total available material resource. In addition, an obstacle exists in the physical domain of the frame which prevents some configurations from being feasible. From a computational standpoint, the two primary difficulties in this model are the discontinuities in the design space and the existence of multiple local minima. Both of these present problems for gradient-based deterministic algorithms.
Simulated Annealing Algorithm
In the past decade, the simulated annealing algorithm has attracted the attention of many researchers, particularly as an approach to the VLSI layout problem 7, 8, 12 and other examples of combinatorial optimization, 4, 11 and in the structural and design optimization of discrete functions. 3, 6 The application of the algorithm was quickly extended to the optimization of functions of continuous variables. 1 An adaptation of the algorithm was presented by Corona et al. 2 for use in the unconstrained minimization of continuous multimodal functions, although the use of an exponential cooling schedule of the form T i+1 = T i , 0 < < 1 puts their implementation of the algorithm into what should be called simulated quenching. 5 They developed a temperature dependent move or trial point generation scheme which reacts to the topology of the objective. Although the ergodicity of this scheme was not formally addressed in their paper-an important theoretical consideration in the global convergence properties of the algorithm 5, 9, 10 -in practice it performed well on their test functions.
For this study, the implementation of the simulated annealing (or quenching) algorithm from 2 needed to be modified for use on constrained minimization problems. In our design model, two types of constraints were identified: ones which would cause fatal errors in the analysis module-such as an element length becoming less than or equal to zeroand ones which would not-such as a member physically coinciding with the obstacle. The two types were handled differently but both drawing on penalty concepts. Constraint violations of the first type were handled by unconditionally rejecting an infeasible trial point, in effect an infinite penalty. of infeasible trial point at the start of the annealing process is equal to the initial temperature T o , and increases proportional to T ?1 i as the algorithm progresses and the temperature decreases. In such cases, acceptance of the objective value for this move is subject to the same pseudorandom number, temperature controlled Metropolis Monte Carlo type acceptance rule as is an objective increase for a feasible move. Constraint violations of the first type take precedence over violations of the second type. In either case, the trial point is not sent to the analysis module, with a subsequent savings in computational effort.
Optimization Study
The first objective of this study was to investigate the application of a feature-based design paradigm to a standard strength-based design frame model. The model schematic is illustrated in Figure 2 . Although this frame model may at first seem to somewhat stretch the concept of feature based design, as a configurational model it possesses several featurelike attributes. A frame member can effectively disappear; this is accomplished by allowing the cross-section area of it approach zero. The vertical members can get arbitrarily close, in effect merging. The relative positioning of the vertical frame members with respect to the obstacle and the load is completely open. Two example case studies are investigated. In the first, the location of the load is a fixed parameter; in the second, the location of the load is added to the design vector. In both examples, the cross-section area of the frame members are variable and the total frame is subject to a constraint on material resource.
The second objective of this study was to investigate the application of the simulated annealing algorithm towards a multivariate, multimodal constrained optimization problem with discontinuous design space. Some specific questions we were looking for information to with this model were: Would the vertical frame members be able to jump over the obstacle?
Would the vertical frame members be able to jump over the load?
Would some frame members dominate and others disappear?
Would the final configuration be dependent upon the initial configuration?
Unlike some other studies in which functions have been concocted for testing the simulated annealing algorithm, in minimizing the compliance of the frame with respect to the fixed load location case, we had no a priori knowledge pertaining to the global minimum. With respect to the variable load location case study, engineering intuition suggested that the load would move towards either of the fixed supports and that the global minimum for this objective would be with the load next to the right support. The parameter numeric values used in the following examples are given in Table 1 .
Model Assumptions
Frame members consist of isotropic linearly elastic material of constant square cross-section area.
The load is modeled analytically as a point load, but it has a physical size when interferences are considered. It is restricted to positions along the lower horizontal frame member.
The effect of gravity on the frame itself is ignored.
Frame member stress is not considered.
Fixed Load Location Case
The resulting frame configuration found after simulated annealing four different initial configurations with the center of the load fixed 0.8 m from the right support is shown in Figure 3 . The cross-section area of one of the two vertical members has gone to its lower bound producing a final configuration essentially consisting of three members. Most of the available material resource has been allotted to the short upper horizontal member and the vertical member adjacent to the load. Figure 4 shows the resulting frame configuration after annealing four different initial configurations with the load center fixed 0.5 m from the right support. Again the crosssection area of one of the two vertical members has gone to its lower bound producing essentially a three member frame although the remaining vertical member is very thin. Whether or not it is actually a feasible configuration will depend upon the stress in this remaining thin vertical member.
In both cases, it was observed that the gross final configuration was found quite early in the annealing process, usually within the first 16,000 moves, with the rest of the effort going into fine tuning that configuration. Initial and final objective function values, the average number of moves or trial points and average number of function evaluations performed in the annealing process are shown in Table 2 . The difference between the number of trial points and the number trial points evaluated is accounted for by the number of infeasible points rejected. Fig. 3(a) 1.6957 368,000 227,300 Fig. 3(b) 0.3781 389,000 240,900 Fig. 3(c) 0.4282 373,000 230,500 Fig. 3(d) 32.271 379,000 234,600 Fig. 3(e) 0.0485 Fig. 4(a) 1.6917 373,000 221,300 Fig. 4(b) 1.4108 379,000 225,200 Fig. 4(c) 2.2824 373,000 222,000 Fig. 4(d) 3.6451 368,000 218,700 Fig. 4(e) 0.4378 Table 2 
Variable Load Location Case
The resulting two frame configurations found after simulated annealing four different initial configurations are shown in Figure 5 . In both the final configurations, the load has moved next to the right support and the lower horizontal member dominates the frame with all other member cross-section areas going to their lower limit. As can be seen, sometimes the two vertical members are stuck on the left side of the obstacle. Initial and final objective function values, the average number of moves or trial points, the average number of function evaluations performed in the annealing process, and the percentage of the total number of annealing runs in which that particular final configuration resulted for each initial configuration are shown in Table 3 .
Conclusions and Future Work
The feature-based design model examples shown thus far demonstrate how the macro configuration of a simple frame can be modelled and optimized. The powerful and wellestablished approaches based on continuum-like grillages or homogenization-based assemblages are indeed very useful when seeking the optimum microstructure and the corresponding optimal shape and topology. In this work, however, our emphasis is on the combinatorial nature of the underlying smooth mathematical program when a structure is optimized under finitely many configuration possibilities. Whether or not this approach is superior, however, is still questionable, especially if a more elaborate model is constructed. It was demonstrated that some frame members would tend to dominate in a particular configuration and that the vertical frame members were usually able to jump the obstacle and the load. Instances of failure to do so is more indicative of needed work on the annealing schedule parameters than on the model itself. The final configuration does not appear to be significantly affected by the initial one. The simulated annealing (or quenching) algorithm modified as it has been here shows promise in its application to constrained multimodal minimization problems with design space discontinuities. However, the algorithm is still very sensitive to its annealing schedule parameters and a good deal of tuning to the problem is required. One salient consideration is that the step size in the trial point generation scheme plays an extremely important role in the behavior of the algorithm in the neighborhood of a constraint and the ability to jump over discontinuities in the design space since the ratio of number of rejections to the total number of moves figure into the step size adjustment formula. Thus the step size adjustment formula parameters play a more critical role in the convergence properties of the algorithm when applied to constrained optimization than for unconstrained optimization. Another salient consideration is the relatively small number of local minima and the smoothness of the objective within the configurational constraints. These limitations, along with its inefficiency in number of functional evaluations required, may point to the use of simulated annealing more as an initial point generator for a deterministic optimization method than as an independent tool. 1.7233 410,000 236,400 89% 11% Fig. 5(c) 0.5940 414,000 238,500 100% 0% Fig. 5(d) 0.4967 402,000 231,400 78% 22% Fig. 5(e) 0.00005 Fig. 5(f) 0.0012 Table 3 
