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Continuity of an Unknown Error Function 
KRISHNANAND VERMA 
Dept. of Mathematics and Statistics,University of Minnesota 
Abstract. Certain behavior of the error function involved in interpolation of a continuous 
function has been studied in the broader context of numerical analysis. 
INTRODUCTION 
In numerical interpolation of a continuous function defined on a certain close interval, 
there always exists an error function. The nature of the error function is not completely 
known; however, it has been proved in this paper that if the nth derivative of the inter- 
polated function is continuous on the close interval of the domain of the definition then 
the nth derivative of a composite function of interpolated function and its error function 
is always continuous on the open interval in the domain of the definition, regardless of 
the fact that the error function is continuous or not on that interval. 
THEOREM. If p is the polynomial of degree (n - 1) which interpolates a function f at n 
distinct nodes a = q, z2,23, . . . , z,, = b belonging to an interval [a, b] of the domain of 
f and if f(“) is continuous on [a, b], such that for each z in [a, b] there must exist a < 
somewhere in (ca, b) for which 
then since t is a function of 2 but not necessarily t(z) is rtinuous on (a, b), f(“)[[(z)] 
is a continuous function of 2. 
Proof. It is a well established interpolation error formula that 
It is not needed to prove (1). However, in order to prove the theorem we need to comment 
on its proof. For this reason there are two cases for (1). In the first case when x is one 
of the nodes Zi, (1) is obviously valid as both sides of the equation (1) reduce to 0. In 
the second case when x is not a node, then for such x let us define a polynomial 
W(X) = Hr.'=,(X - Xi) (2) 
for some fixed x = t which is not a node and xl < t < x,, and a function 
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*(+I = f(x) - PC+) - 4x1 (4 
It is obvious that the constant c is well defined as w(t) # 0 because t is not a node. It is 
also clear that 4(t) = 0 and thus, 4(z) takes the value 0 at (n+l) points zr, 22,13,. . . , z,, 
and t. By the application of Rolle’s theorem it is obvious that between any two roots 
of d(z) there must occur a root of 4’(z). Thus 4’(z) has at least n roots in between 
the nodes. Finally we conclude that d(“)(z) h as at least one root in between the nodes. 
Let t be a root of d(“)(z) then certainly < belongs to (a, a), because at the first stage 
the zeros of 4(z) considered are x1 < 22 < x3 < . . . < x,,, and t where xi < t < x,,. 
At the second stage the roots 4’(x) are in (xl, x,). At the next stage they are still in 
(xi, 2,). At every stage the interval spanned by the roots being counted are interior 
to the interval spanned by the roots at the previous stage. So we never leave (xl, x,). 
Therefore, there must exist [ somewhere in (a, b) such that #n)(.$) = 0. 
Thus from (4) 
f’“‘(<) - p(“)(C) - cur@)(<) = 0 (5) 
Since p(“)(t) = 0 b ecause p(x) is a polynomial of degree < (n-l), and from (2) W(~)(C) = 
n!, the equation (5) by the help of (3) reduces to 
f ‘“‘(0 - gp(t) - p(t)1 = 0
i.e. f(t) -p(t) = +f(“)(<)I&(t - xi) 
n. 
It is true for any fixed x = t in [a, b] which is not a node. Hence combining these two 
cases we can say that for any x in [a, b] there must exist somewhere in (Q, b) so that 
f(z) - p(z) = &W)II:,,(x - Xi) (6) 
Here it is also obvious that the value of [ is dependent of x for a given f, p and interval 
[a, b]. Therefore, < is a function of x on (a, b) but it is not necessary that t(x) is a 
continuous function. From (6) we have 
f(x) - P(X) f’“‘[~(x)l = (x - x1)(x - x2). . . (x - .Jn!) (7) 
This is obviously a continuous function of x as long as we avoid the nodes. From (7) 
it is obvious that at the nodes, f(“)[<(x)] becomes $j which is undetermined. In order 
to determine it at the nodes, it is always better to find the limit of f(“)[r(z)] when x 
approaches, to the node. Therefore, let us consider that x approaches to a node, say zk. 
By L’Hospital’s rule 
Since limr--rrr f(“)[<(x)] exists, the function can be defined to be equal to that limit. 
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REMARK 
It is interesting to note that f(n)[<(z)] is not defined by the formula (7) at the nodes 
and it is also not defined whether t(z) is continuous on (a, a) or not, but the resulting 
function f(n)[t(z)] is continuous. Moreover, this interesting result removes some blind 
faith and presumption. It is usually understood and believed, rather it is always taken 
into consideration that if a function j(z) is continuous throughout an interval [Q, b] then 
t must attain continuously all values right from a through b; and if z traverses right from 
a through b but not continuously then f( ) x cannot be continuous throughout the interval 
[a, b]. But here we have found that f(“)(E) is continuous regardless of the fact that < is 
continuous, means regardless of the fact that < traverses continuously over the interval. 
This remark is true for all kinds oft regardless of the fact that t is independent variable or 
dependent variable. This observation removes a very strong condition of many theorems 
of functional analysis rather more particularly of numerical analysis, which gives a good 
hope for the further development in the different related areas. 
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