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ARC SPACES AND EQUIVARIANT COHOMOLOGY
DAVE ANDERSON AND ALAN STAPLEDON
Abstract. We present a new geometric interpretation of equivariant cohomology
in which one replaces a smooth, complex G-variety X by its associated arc space
J∞X, with its induced G-action. This not only allows us to obtain geometric
classes in equivariant cohomology of arbitrarily high degree, but also provides
more flexibility for equivariantly deforming classes and geometrically interpreting
multiplication in the equivariant cohomology ring. Under appropriate hypotheses,
we obtain explicit bijections between Z-bases for the equivariant cohomology rings
of smooth varieties related by an equivariant, proper birational map. We also
show that self-intersection classes can be represented as classes of contact loci,
under certain restrictions on singularities of subvarieties.
We give several applications. Motivated by the relation between self-intersection
and contact loci, we define higher-order equivariant multiplicities, generalizing
the equivariant multiplicities of Brion and Rossmann; these are shown to be local
singularity invariants, and computed in some cases. We also present geometric
Z-bases for the equivariant cohomology rings of a smooth toric variety (with re-
spect to the dense torus) and a partial flag variety (with respect to the general
linear group).
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1. Introduction
Let X be a smooth complex algebraic variety equipped with an action of a linear
algebraic group G. In this article, we consider two constructions associated to this
situation. The equivariant cohomology ring H∗GX is an interesting and useful object
encoding information about the topology of X as it interacts with the group action;
for example, fixed points and orbits are relevant, as are representations of G on
tangent spaces. The arc space of X is the scheme J∞X parametrizing morphisms
SpecC[[t]]→ X; this construction is functorial, so J∞G is a group acting on J∞X.
Except when X is zero-dimensional, J∞X is not of finite type over C, but it is a
pro-variety, topologized as a certain inverse limit. Due to their connections with
singularity theory [16, 18, 37] and their central role in motivic integration [13, 33],
arc spaces have recently proved increasingly useful in birational geometry.
The present work stems from a simple observation: The projection J∞X → X is
a homotopy equivalence, and is equivariant with respect to J∞G→ G, so there is a
canonical isomorphism H∗GX = H
∗
J∞G
J∞X (Lemma 2.1). Very broadly, our view is
that interesting classes in H∗GX arise from the J∞G-equivariant geometry of J∞X.
The purpose of this article is to initiate an investigation of the interplay between
information encoded in H∗GX and in J∞X.
The philosophy we wish to emphasize is motivated by analogy with two notions
from ordinary cohomology of (smooth) algebraic varieties. First, interesting classes
in H2kX come from subvarieties of codimension k. We seek invariant subvarieties of
codimension k to correspond to classes in H2kG X. Since H
∗
GX typically has nonzero
classes in arbitrarily large degrees, however, X must be replaced with a larger—in
fact, infinite-dimensional—space. The traditional approach to equivariant cohomol-
ogy, going back to Borel, replaces X with the mixing space EG ×G X, which does
not have a G-action; we will instead study J∞X, which is intrinsic to X and on
which G acts naturally.
The second general notion is that cup product in H∗X should correspond to
transverse intersection of subvarieties. In the C∞ category, of course, this is precise:
any two subvarieties can be deformed to intersect transversely, and the cup product
is represented by the intersection. On the other hand, X often has only finitely many
G-invariant subvarieties, so in the equivariant setting, no such moving is possible
within X itself. Replacing X with J∞X, one gains much greater flexibility to move
invariant cycles.
A new and remarkable feature of this approach is that in the case when G is the
trivial group, one obtains interesting results for both the ordinary cohomology ring
of X and the geometry of the arc spaces of subvarieties of X.
Our first main theorem addresses the first notion, and says that under appropriate
hypotheses, J∞G-orbits in J∞X determine a basis over the integers:
Theorem 5.7. Let G be a connected linear algebraic group acting on a smooth
complex algebraic variety X, with D ⊆ X a G-invariant closed subset such that
G acts on X rD with unipotent stabilizers. Suppose J∞X r J∞D =
⋃
j Uj is an
equivariant affine paving, in the sense of Definition 5.6. Then
H∗GX =
⊕
j
Z · [U j].
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When G is a torus, the condition that G act on X rD with unipotent stabilizers is
a “generic freeness” hypothesis, and is automatic in many cases of interest. (When
G is trivial, this reduces to a well-known fact about affine pavings; see, e.g., [22,
Appendix B, Lemma 6].)
Since arc spaces are well-suited to the study of the birational geometry of X,
one should also consider proper equivariant birational maps f : Y → X. When X
satisfies the conditions of Theorem 5.7 and the paving is compatible with f , we
establish a geometric bijection between Z-bases of H∗GX and H
∗
GY (Corollary 5.10).
This result is new even in the case when G is trivial.
In Sections 6 and 7, we address the second notion, and relate the cup product in
H∗GX to intersections in J∞X. The main results of these sections (Theorem 6.1 and
Theorem 7.3) say that under certain restrictions on the singularities of G-invariant
subvarieties, products of their equivariant cohomology classes are represented by
multi-contact loci in the arc space of X. (Basic facts about contact loci are reviewed
in §3.)
Throughout this article, we make frequent use of the jet schemes
JmV = Hom(SpecC[t]/(t
m+1), V ),
which may be considered finite-dimensional approximations to the arc space J∞V .
A key special case of our theorems about multiplication says that given a G-invariant
subvariety V ⊆ X, provided its singularities are sufficiently mild, we have an equality
(1) [V ]m+1 = [JmV ]
as classes in H∗GX = H
∗
JmG
(JmX). This special case may be summarized a little
more precisely as follows:
Corollary (of Theorems 6.1 and 7.3). Let G be a connected reductive group,
and fix an integer m > 0.
(a) Assume XG is finite, the natural map ι∗ : H∗GX → H
∗
GX
G is injective,
and V ⊆ X is an equivariant local complete intersection (see §6), with
codim(JmV, JmX) = (m+ 1)c. Then [V ]
m+1 = [JmV ].
(b) Assume V ⊆ X is a connected G-invariant subvariety of codimension c, with
codim(Sing(V ),X) > (m+ 1)c. Then [V ]m+1 = [JmSm(V )].
When G is a torus, the assumptions on the fixed locus in Part (a) are part of a
standard package of hypotheses for localization theorems in equivariant cohomology;
for more general groups, see Remark 6.8. Note that the statement in Part (b) applies
in particular to any smooth subvariety V ⊆ X.
Information about the singularities of V is encoded in the geometry of its jet
schemes, but these spaces are notoriously difficult to compute. In fact, almost
nothing is known about them, except when V is a local complete intersection [18,
37, 38]—in which case the sequence of dimensions {dim JmV }m≥0 determines the log
canonical threshold of V [38, Corollary 0.2]—or when V is a determinantal variety
[34, 48]. In particular, the corresponding class [JmV ] ∈ H
∗
GX is an important
invariant. When X = Ad and G = (C∗)r, this class is the multi-degree of JmV (see
Remark 6.4, [36, Chapter 8]).
Self-intersection is perhaps the most difficult part of intersection theory to inter-
pret geometrically, because it requires some version of a moving lemma. From an
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intersection-theoretic point of view, Equation (1) gives a new geometric interpre-
tation of the self-intersection [V ]m+1, even in the case when G is trivial and V is
smooth. From the perspective of singularity theory, this gives a highly non-trivial
calculation of the class [JmV ] under suitable conditions.
The above Corollary implies a relationship between the failure of Equation (1) and
the singularities of V . To measure this discrepancy, in §8 we introduce higher-order
equivariant multiplicities. These generalize the equivariant multiplicities considered
by Rossmann [43] and Brion [9], among others; the latter have been used to study
singularities of Schubert varieties [9, §6.5], and are related to Minkowski weights on
fans [31]. We prove the higher-order multiplicities are intrinsic to V (Theorem 8.4),
and apply our main results to relate them with the (0th-order) multiplicities of Brion.
Our initial motivation for this work came from the theory of toric varieties. By a
theorem of Ishii, orbits of generic arcs in a toric variety X are parametrized by the
same set which naturally indexes a Z-basis for H∗TX, namely, points in the lattice
N of one-parameter subgroups of T . In §9, we give a geometric interpretation
of this bijection by applying our results to extend it to an isomorphism of rings
(Corollary 9.3), reproving the well-known fact that the equivariant cohomology of a
smooth toric variety is isomorphic to the Stanley-Reisner ring of the corresponding
fan. We expect this intriguing picture to extend to a relation between equivariant
orbifold cohomology of toric stacks and spaces of twisted arcs in the sense of Yasuda
[47] (see §11).
As another application, we consider the action of GLn on n× n matrices by left
multiplication. In §10, we show that Theorem 5.7 applies to this situation, using a
paving defined in terms of contact loci with certain determinantal varieties (Corol-
lary 10.5). Using our results concerning the behavior of equivariant cohomology
under birational maps (Corollary 5.10), we then deduce an arc-theoretic basis for
the GLn-equivariant cohomology of a partial flag variety (Corollary 10.10).
In the case when V is a determinantal variety cut out by maximal minors, Kosˇir
and Sethuraman proved that the jet schemes JmV are irreducible [34, Theorem 3.1].
The hypotheses for Theorems 6.1 and 7.3 fail for these subvarieties—determinantal
varieties are generally not l.c.i., and they have large singular sets—but the con-
clusions appear to hold (Conjecture 10.6); it would be interesting to have a more
general framework which explains this. An intriguing consequence of Equation (1)
and the more general Theorems 6.1 and 7.3 is that they allow us to conjecture,
and prove in some cases, formulas for the multi-degrees of JmV (Conjecture 10.6,
Remark 10.9)—a calculation which Macaulay 2 can perform in very few examples.
In the theory of equivariant cohomology, one often chooses finite-dimensional al-
gebraic approximations to the mixing space; see, e.g., [24, §2]. (This approach was
used by Totaro, and further developed by Edidin and Graham, to define an algebraic
theory of equivariant Chow groups.) In this context, one may attempt to find rep-
resentatives for classes in H∗GX via subvarieties of the approximation space (cf. [9,
§2.2]) or deform to transverse position to compute products (cf. [3]). As mentioned
above, our approach uses the jet schemes JmX as finite-dimensional approximations
to J∞X. These seem to be unrelated to the mixing space approximations; as with
the arc space, they have the advantages of being intrinsic to X and carrying large
group actions.
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Equivariant classes in jet schemes have also been studied by Be´rczi and Szenes
[5], from a somewhat different point of view. Our results overlap in a simple special
case. They consider the space
Jd(n, k) = Hom(SpecC[t1, . . . , tn]/(t1, . . . , tn)
d+1,Ak),
and compute the classes of contact loci Contd({0}). In general, this is quite com-
plicated, but in our case, when n = 1, the class in question is cdk ∈ H
∗
GLk
Jd(1, k) =
Z[c1, . . . , ck]. This is also an easy case of Conjecture 10.6 (see Remark 10.9(3)).
Arc spaces have also been used by Arkhipov and Kapranov to study the quantum
cohomology of toric varieties [2]. There may be an interesting relation between their
point of view and ours, but we do not know a direct connection.
For the convenience of the reader, we include brief summaries of basic facts about
equivariant cohomology (§2) and jet schemes (§3), together with references. In §4, we
prove a technical fact about stabilizers (Proposition 4.5) which is used in the proof
of Theorem 5.7. The main results and applications described above are contained
in §§5–10. We conclude the paper with a short discussion of questions and projects
suggested by the ideas presented here.
Notation and conventions. All schemes are over the complex numbers. For us, a
variety is a separated reduced scheme of finite type over C, assumed to be pure-
dimensional but not necessarily irreducible. Throughout, G will be a connected
linear algebraic group over C, and X will be a G-variety.
Unless otherwise indicated, cohomology will be taken with Z coefficients, with
respect to the usual (complex) topology.
Acknowledgements. The authors would like to thank Mircea Mustat¸aˇ for several
enlightening discussions, and Mark Haiman for suggesting that the calculation at
the end of §10 should generalize from projective space to all partial flag varieties.
We also thank Sara Billey, Bill Fulton, and Richa´rd Rima´nyi for helpful comments.
2. Equivariant cohomology
We refer the reader to [24] or [10] for an introduction to equivariant cohomology,
as well as proofs and details. Here we collect the basic properties we will need, and
give a few illustrative examples. As always, G is a connected linear algebraic group
acting on the left on X.1
A map f : X → X ′ is equivariant with respect to a homomorphism ϕ : G→ G′ if
f(g · x) = ϕ(g) · f(x) for all g ∈ G, x ∈ X. Equivariant cohomology is contravariant
for equivariant maps: one has f∗ : H∗G′X
′ → H∗GX.
The following two facts play a key role in our arguments:
Lemma 2.1. Suppose X → X ′ is equivariant with respect to G→ G′, and suppose
both maps induce (weak) homotopy equivalences. Then the induced map H∗G′X
′ →
H∗GX is an isomorphism.
1 By definition, H∗GX is the singular cohomology of the Borel mixing space EG×
G
X; equivalently,
it is the cohomology of the quotient stack [G\X]. The reader may consult one of the above references
for a discussion of this construction.
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(In most of our applications of Lemma 2.1, both maps will be locally trivial fiber
bundles with contractible fibers—here both the hypothesis and conclusion are easily
verified.)
Lemma 2.2. The equivariant cohomology of an orbit is described as follows: for a
closed subgroup G′ ⊆ G, one has
H∗G(G/G
′) = H∗G′(pt).
Example 2.3. For a representation V of G, one has H∗GV = H
∗
G(pt).
Example 2.4. If G is contractible, then H∗G(pt) = Z.
When X is smooth, a closed G-invariant subvariety Z ⊆ X of codimension c
defines a class [Z] in H2cGX. If Z1, . . . , Zk denote the irreducible components of Z,
then [Z] = [Z1] + · · · + [Zk].
An equivariant vector bundle V → X has equivariant Chern classes cGi (V ) in
H2iGX, with the usual functorial properties of Chern classes.
Example 2.5. An equivariant vector bundle on a point is simply a representation
of G, so one has corresponding Chern classes cGi (V ) ∈ H
∗
G(pt). For V = C
n, with
GLn acting by the standard representation, the Chern classes ci = c
G
i (V ) freely
generate H∗GLn(pt).
A key feature of equivariant cohomology is that H∗GX is canonically an algebra
over H∗G(pt), via the constant map X → pt. In contrast to the non-equivariant
situation, H∗G(pt) is typically not trivial.
Example 2.6. If T ∼= (C∗)n is a torus with character groupM ∼= Zn, thenH∗T (pt) =
Sym∗M ∼= Z[t1, . . . , tn]. The inclusion (C
∗)n →֒ GLn induces an inclusion
H∗GLn(pt) = Z[c1, . . . , cn] →֒ Z[t1, . . . , tn],
sending ci to the ith elementary symmetric function in t.
We will use equivariant Borel-Moore homology H
G
∗ X as a technical tool; see
[15, p.605] or [11, Section 1] for some details. The main facts are analogous to the
non-equivariant case, for which a good reference is [22, Appendix B]; we summarize
them here.
If X has (pure) dimension d, then H
G
i X = 0 for i > 2d and H
G
2dX =
⊕
Z,
with one summand for each irreducible component of X. In contrast to the non-
equivariant case, H
G
i X may be nonzero for arbitrarily negative i. If X is smooth of
dimension d, then H
G
i X = H
2d−i
G X.
Borel-Moore homology is covariant for equivariant proper maps and contravariant
for equivariant open inclusions. For Z ⊆ X a G-invariant closed subvariety of
codimension c, there is a fundamental class [Z] in H
G
2d−2cX. More generally, if
Z ⊆ X is any G-invariant closed subset, with U = X r Z the open complement,
there is a long exact sequence
· · · → H
G
i Z → H
G
i X → H
G
i U → H
G
i−1Z → · · · .
Definition 2.7. A d-dimensional variety X has trivial equivariant Borel-Moore
homology if
H
G
i X =
{
Z if i = 2d;
0 otherwise.
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Example 2.8. For us, the main examples of such varieties arise as follows. An
affine family of G-orbits is a smooth map S → An of G-varieties, with G acting
trivially on An, such that there is a section s : An → S, and the map G× An → S,
(g, x) 7→ g · s(x) is smooth and surjective. In other words, as a smooth scheme
over An, S is the geometric quotient of the group scheme G = G × An by a closed
subgroup scheme H over An, so we may write S = G/H.
When H → An has contractible fibers—i.e., the stabilizers (in G) of points in S
are contractible subgroups—the projection S → An is a (Serre) fibration, by [35,
Corollary 15(ii)]. It follows that H∗G(S) = H
∗
G(G/H0) = Z, where G/H0 ⊆ S is the
fiber over 0 ∈ An. Since S is smooth, we conclude that S has trivial Borel-Moore
homology.
The following is an equivariant analogue of [22, Appendix B, Lemma 6]:
Lemma 2.9. Suppose X has a filtration by G-invariant closed subvarieties Xs ⊆
Xs−1 ⊆ · · · ⊆ X0 = X such that each complement Ui = Xi r Xi+1 has trivial
equivariant Borel-Moore homology. Then, for 0 ≤ k < codim(Xs,X), we have
H
G
2d−2kX =
⊕
codimUi=k
Z · [U i]
and H
G
2d−2k+1X = 0. Consequently, if X is smooth we have
H2kG X =
⊕
codimUi=k
Z · [U i]
and H2k−1G X = 0, for 0 ≤ k < codim(Xs,X).
We omit the proof, which proceeds exactly as in the non-equivariant case (using
induction and the long exact sequence).
We will also need a slight refinement, whose proof is immediate from the long
exact sequence:
Lemma 2.10. Let X0 ⊆ X be a G-invariant open subset. Then the induced map
H
G
kX → H
G
kX0 is an isomorphism for 2d ≥ k > 2 dim(X rX0) + 1.
3. Arc spaces and jet schemes
In this section, we review some aspects of the theory of arc spaces and jet schemes,
and set notation for the rest of the paper. We refer the reader to [37] and [17] for
more details.
Let X be a scheme over C of finite type. The mth jet scheme of X is a scheme
JmX over C whose C-valued points parameterize all morphisms SpecC[t]/(t
m+1)→
X. For example, J0X = X and J1X = TX is the total tangent space of X. In what
follows, we will often identify schemes with their C-valued points.
For m ≥ n, the natural ring homomorphism C[t]/(tm+1) → C[t]/(tn+1) induces
truncation morphisms
πm,n : JmX → JnX,
and we write
πm = πm,0 : JmX → X.
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The inclusion C →֒ C[t]/(tm+1) induces a morphism SpecC[t]/(tm+1) → SpecC,
and hence a morphism
sm : X → JmX,
called the zero section, with the property that πm ◦ sm = id.
The truncation morphisms πm,m−1 : JmX → Jm−1X form a projective system
whose projective limit is a scheme J∞X over C, which is typically not of finite type.
The scheme J∞X is called the arc space of X, and the C-valued points of J∞X
parameterize all morphisms SpecC[[t]] → X. For each m, there is a truncation
morphism
ψm : J∞X → JmX,
induced by the natural ring homomorphism C[[t]]→ C[[t]]/(tm+1) = C[t]/(tm+1).
Both Jm and J∞ are functors from the category of schemes of finite type over
C to the category of schemes over C, and both preserve fiber squares (cf. [17,
Remark 2.8]). For a morphism f : X → Y , we write fm : JmX → JmY for the
corresponding morphism of jet schemes. The following lemma should be compared
with Theorem 3.12.
Lemma 3.1. [17, Proposition 5.12] If X is a smooth variety and V is a closed
subscheme of X with dimV < dimX, then
lim
m→∞
codim(JmV, JmX) =∞.
The fundamental fact we exploit in this paper is the following:
Lemma 3.2 ([17, Corollary 2.11]). If X is a smooth variety of dimension d, then
JmX is a smooth variety of dimension (m + 1)d, and the truncation morphisms
πm,m−1 : JmX → Jm−1X are Zariski-locally trivial fibrations with fiber A
d. More-
over, the projection ψ0 : J∞X → X is a Zariski-locally trivial fibration with con-
tractible fibers.
A little more can be said about the projections, still in the smooth case:
Lemma 3.3 (see [28, Proposition 2.6]). If X is a smooth variety, the relative tangent
bundle for the truncation map JmX → Jm−1X is isomorphic to π
∗
mTX.
When X is singular, JmX may not be reduced or irreducible, and may not be
pure-dimensional. However, if Sm(X) denotes the smooth locus of X, then the
closure of π−1m Sm(X) ⊆ JmX is an irreducible component of dimension (m+ 1)d.
Example 3.4. Let X = An = SpecC[x1, . . . , xn]. An m-jet SpecC[t]/(t
m+1)→ An
corresponds to a ring homomorphism C[x1, . . . , xn]→ C[t]/(t
m+1), and hence to an
n-tuple of polynomials in t of degree at mostm. We conclude that JmA
n ∼= A(m+1)n,
and we write {x
(j)
i | 1 ≤ i ≤ r, 0 ≤ j ≤ m} for the corresponding coordinates.
Similarly, an arc is determined by an n-tuple of power series over C, and J∞A
n
is an infinite-dimensional affine space.
Example 3.5. With the notation of the previous example, if X ⊆ An is de-
fined by equations {f1(x1, . . . , xn) = · · · = fr(x1, . . . , xn) = 0}, then an m-jet
SpecC[t]/(tm+1)→ X corresponds to a ring homomorphism
C[x1, . . . , xn]/(f1, . . . , fr)→ C[t]/(t
m+1).
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The closed subscheme JmX ⊆ JmA
n ∼= A(m+1)n is therefore defined by the equations
fi
 m∑
j=0
x
(j)
1 t
j, . . . ,
m∑
j=0
x(j)n t
j
 ≡ 0 mod tm+1 for 1 ≤ i ≤ r.
In other words, let f
(k)
i be the coefficient of t
k in fi(
∑m
j=0 x
(j)
1 t
j, . . . ,
∑m
j=0 x
(j)
n tj),
so it is a polynomial in the variables {x
(j)
i | 1 ≤ i ≤ r, 0 ≤ j ≤ m}. Then JmX is
defined by the (m+ 1)r equations {f
(k)
i = 0 | 1 ≤ i ≤ r, 0 ≤ k ≤ m}.
In fact, if R = C[x
(k)
i | 1 ≤ i ≤ n, k ≥ 0] and D : R→ R is the unique derivation
over C satisfying D(x
(k)
i ) = x
(k+1)
i , then f
(k)
i = D
k(fi) [37, p. 5].
Assume X is smooth of dimension d. A cylinder C in J∞X is a subset of the
arc space of X of the form C = ψ−1m (S), for some m ≥ 0 and some constructible
subset S ⊆ JmX. The cylinder C is called open, closed, locally closed, or irreducible
if the corresponding property holds for S, and the codimension of C is defined to
be the codimension of S in JmX. That these notions are well-defined follows from
the fact that πm,m−1 is a Zariski-locally trivial fibration with fiber A
d (Lemma 3.2).
A subset of J∞X is called thin if it is contained in J∞V for some proper, closed
subset V ⊆ X.
Lemma 3.6. [17, Proposition 5.11] Let X be a smooth variety and let C ⊆ J∞X
be a cylinder. If the complement of a disjoint union of cylinders
∐
j Cj ⊆ C is thin,
then limj→∞ codimCj =∞ and codimC = minj codimCj.
Interesting examples of cylinders arise as follows. Let V be a proper, closed
subscheme of X defined by an ideal sheaf IV ⊆ OX , and let γ : SpecC[[t]] → X
be an arc. The pullback of IV via γ is either an ideal of the form (t
α), for some
non-negative integer α, or the zero ideal. In the former case, the contact order
ordγ(V ) of V along γ is defined to be α; in the latter case, ordγ(V ) is infinite by
convention, and γ lies in J∞V ⊆ J∞X. For each non-negative integer e, set
Cont≥e(V ) = {γ ∈ J∞X | ordγ(V ) ≥ e},
so Cont≥0(V ) = J∞X and Cont
≥e(V ) = ψ−1e−1(Je−1V ) for e > 0. We see that
Cont≥e(V ) is a closed cylinder and
Conte(V ) = {γ ∈ J∞X | ordγ(V ) = e} = Cont
≥e(V )r Cont≥e+1(V )
is a locally closed cylinder.
Cylinders of this form are called contact loci. For each m ≥ e, we let
Cont≥e(V )m = ψm(Cont
≥e(V )) and Conte(V )m = ψm(Cont
e(V )),
denote the loci of m-jets with contact order with V at least e and precisely e,
respectively.
If subvarieties V1, . . . , Vs of X are specified, along with an s-tuple of nonnegative
integers e = (e1, . . . , es), we write
Cont≥e(V•) =
s⋂
i=1
Cont≥ei(Vi)
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and
Conte(V•) =
s⋂
i=1
Contei(Vi)
for the corresponding multi-contact loci.
Remark 3.7. Ein, Lazarsfeld and Mustat¸aˇ [16] gave a correspondence between
closed, irreducible cylinders of J∞X and divisorial valuations of the function field
of X.
We recall some results relating arc spaces and singularities [37, 38, 18]. Let X be
a Q-Gorenstein variety, and let f : Y → X be a resolution of singularities such that
the exceptional locus E = E1 ∪ · · · ∪ Er is a simple normal crossings divisor. The
relative canonical divisor has the form KY/X =
∑r
i=1 aiEi, for some integers ai, and
X has terminal, canonical, or log canonical singularities if ai > 0, ai ≥ 0, or
ai ≥ −1, respectively, for all i.
Theorem 3.8 ([18, Theorem 1.3]). If X is a normal, local complete intersection
(l.c.i.) variety, then it has log canonical (canonical, terminal) singularities if and
only if JmX is pure dimensional (irreducible, normal) for all m ≥ 0.
Remark 3.9. In general, the closure of JmSm(X) (the jet scheme of the smooth
locus) in JmX is an irreducible component of dimension d(m+1). Thus when JmX
is pure-dimensional, its dimension is d(m+ 1).
Remark 3.10. A result of Elkik [19] and Flenner [20] implies that a Gorenstein
variety has canonical singularities if and only if it has rational singularities.
Remark 3.11. In fact, Mustat¸aˇ proves that if X is a normal, l.c.i. variety with
canonical (equivalently, rational) singularities, then JmX is l.c.i., reduced, and irre-
ducible for all m ≥ 0.
LetX be a smooth variety and let V be a proper, closed subscheme. An important
invariant measuring the singularities of V is the log canonical threshold lct(X,V ).
We refer the reader to [38] for details.
Theorem 3.12 ([38, Corollary 0.2]). If X is a smooth variety and V is a proper,
closed subscheme, then
lct(X,V ) = dimX −max
m
dim JmV
m+ 1
.
Moreover, the maximum is achieved for m sufficiently divisible.
The following theorem, which was motivated by Kontsevich’s theory of motivic
integration, is the main ingredient in the proofs of the above results. We will use it
in Corollary 5.10.
Theorem 3.13 ([13]). Let f : Y → X be a proper, birational morphism between
smooth varieties Y and X. Ifm ≥ 2e are non-negative integers and Conte(KY/X)m ⊆
JmY denotes the locus of m-jets with contact order e with the relative canonical di-
visor, then the restriction of the induced map fm : JmY → JmX to Cont
e(KY/X)m,
fm : Cont
e(KY/X)m → fm(Cont
e(KY/X)m),
is a Zariski-locally trivial fibration with fiber Ae.
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We conclude this section with a brief remark on analytification. Any finite-type
C-scheme X naturally determines a complex-analytic space Xan in the sense of [25];
in particular, one has (JmX)
an. On the other hand, the analytic jet schemes of
a complex-analytic space Z may be defined analogously as
Janm Z = Homan(SpecC[t]/(t
m+1), Z),
where SpecC[t]/(tm+1) is considered as an analytic space in the obvious way. Nat-
urally, Janm is functorial for holomorphic maps of analytic spaces. We will use the
following lemma in the proof of Proposition 4.5.
Lemma 3.14. For a scheme X of finite type over C, we have Janm (X
an) = (JmX)
an.
4. Equivariant geometry of jet schemes
Let G be a linear algebraic group acting on a smooth complex variety X. Func-
toriality of Jm (for m in N ∪ {∞}) implies that JmG is an algebraic group with an
induced action on JmX (cf. [27, Proposition 2.6]). The main result of this section
is Proposition 4.5, which gives a sufficient condition for the stabilizer of a point in
JmX to be contractible.
Example 4.1. Let a torus T act on An via the characters χ1, . . . , χn, i.e., t ·
(z1, . . . , zn) = (χ1(t)z1, . . . , χn(t)zn). Recall that JmA
n is identified with n-tuples
of truncated polynomials (i.e., elements of C[t]/(tm+1)). The characters also define
homomorphisms JmT → JmC
∗. Identifying JmC
∗ with truncated polynomials with
nonzero constant term, JmT acts on JmA
n by
γ · (ξ1, . . . , ξn) = (χ1(γ)ξ1, . . . , χn(γ)ξn),
where the multiplication on the RHS is multiplication of truncated polynomials.
It is also convenient to identify JmA
n with n×(m+1) matrices, with the entries in
the kth column corresponding to the coefficients of tk−1. Under this identification,
the zero section T0 ⊆ JmT acts simply by scaling the ith row by χi(t) ∈ C
∗. The fixed
subspace (JmA
n)T0 is identified with the rows where the corresponding character is
zero; note that (JmA
n)T0 is the mth jet scheme Jm(A
n)T of the fixed locus (An)T .
The same discussion holds for any (possibly disconnected) diagonalizable group
H; for finite groups, of course, there is no difference between JmH and the zero
section.
We refer the reader to [7] and [44] for basic properties of linear algebraic groups.
In particular, we will need the following fact.
Lemma 4.2. Let U be a complex unipotent group, and let u denote its Lie alge-
bra. The exponential map exp: u → U is an isomorphism of complex varieties. In
particular, U is contractible. 
Conversely, if G is not unipotent, the quotient by its unipotent radical is a nontrivial
reductive group; such a group retracts onto a maximal compact subgroup, so G is
not contractible. In short, a linear algebraic group is contractible if and only if it is
unipotent.
Let e denote the identity element of G and, for any m ≥ 0, consider the projection
πm : JmG→ G and the associated exact sequence of algebraic groups
1→ π−1m (e)→ JmG
pim−−→ G→ 1.(2)
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The zero section sm : G → JmG (see Section 3) identifies JmG with the semidirect
product π−1m (e)⋊G.
The following lemma is stated in the Appendix in [37].
Lemma 4.3. For any m ≥ 0, the kernel π−1m (e) of the projection πm : JmG→ G is
a unipotent group.
The easy proof was related to us by Mustat¸aˇ; one uses induction on m, the exact
sequence
1→ TeG→ π
−1
m (e)→ π
−1
m−1(e)→ 1,
and the fact that an extension of a unipotent group by another unipotent group is
unipotent.
Lemma 4.4. Let G be a linear algebraic group, with maximal torus T . Then the
zero section T0 ⊆ JmT ⊆ JmG is a maximal torus of JmG.
Proof. This is a general fact about unipotent extensions: Suppose G = G′/U , with
U ⊆ G′ unipotent; then a torus in G′ is maximal if and only if its image in G is
maximal. Since every torus in G′ intersects U trivially, and hence maps isomorphi-
cally to G, one implication is obvious. For the other, let T ′ ⊆ G′ be a maximal
torus, let T ⊆ G be a maximal torus containing the image of T ′, and let H ′ ⊆ G′
be the preimage of T , so H ′ is solvable. Then H ′/U = T , so a maximal torus of H ′
has the same dimension as T . It follows that T is the image of T ′. (To obtain the
statement of the lemma, put G′ = JmG and T
′ = T0.) 
Proposition 4.5. Let G be a connected linear algebraic group acting on a smooth
variety X, and let D ⊆ X be a G-invariant closed subset, with irreducible compo-
nents {Di}. Assume that the action of G on X rD has unipotent stabilizers. Then
JmG acts on JmX r
⋃
JmDi with unipotent stabilizers.
Proof. We proceed by first reducing to the case where G is a torus, and then to the
case where X is affine space.
Suppose the stabilizer Γ ⊆ JmG of xm ∈ JmX is not unipotent, and let γm ∈ Γ be
a nontrivial semisimple element fixing xm. We wish to show that xm lies in JmDi,
for some irreducible component Di ⊆ D.
Choose a maximal torus T ⊆ G, so the zero section T0 ⊆ JmT is a maximal
torus in JmG. Since γm is semisimple, it lies in a maximal torus of JmG ([44,
Theorem 6.4.5]). Since all maximal tori are conjugate ([44, Theorem 6.4.1]), there
is an element c ∈ JmG such that cγmc
−1 ∈ T0. This fixes c · xm, and since each
irreducible component Di is G-invariant, xm lies in JmDi if and only if c · xm does.
Therefore we may assume γm lies in the torus T0. Let H0 = Γ∩ T0 be the subgroup
of T0 fixing xm; this is a diagonalizable group containing γm. Write H ⊆ T for its
isomorphic image in G.
Let x = πm(xm) ∈ X. By assumption, πm(γm) fixes x, so x lies in D. Let
K ⊆ H be the maximal compact subgroup. Since H is reductive, we have an
equality of fixed point sets XH = XK . Using the slice theorem (see [4, I.2.1]
or [32, Corollary 1.5]) together with Lemma 3.14, we may replace X with a K-
invariant analytic neighborhood of x, and assume X = An with H acting linearly
by characters χ1, . . . , χn. Since the fixed locus (A
n)H is irreducible and contained
in D, we have (An)H ⊆ Di, for some i. Using Example 4.1, we conclude that
xm ∈ (JmA
n)H0 = Jm(A
n)H ⊆ JmDi. 
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Remark 4.6. The use of the (non-algebraic) compact subgroup in the last para-
graph of the proof may be slightly unsatisfying to some tastes. However, a naive
application of the natural algebraic replacement—the e´tale slice theorem—does not
work, since e´tale maps do not preserve irreducibility.
5. Jet schemes and equivariant cohomology
In this section, we relate the equivariant cohomology ring H∗GX of a connected
linear algebraic group G acting on a smooth complex variety X of dimension d, with
the geometry of the jet schemes JmX of X, and prove a criterion for producing a
geometric Z-basis for H∗GX.
We will use the following lemma freely throughout the rest of the paper; its
proof is immediate from Lemma 2.1 and the fact that when X is smooth, the mor-
phisms πm : JmX → X and πm : JmG→ G are fiber bundles with contractible fibers
(Lemma 3.2). When m =∞, we may and will define H∗J∞GJ∞X to be H
∗
GJ∞X.
Lemma 5.1. Let X be a smooth G-variety. For any m ∈ N ∪ {∞}, we have
isomorphisms
H∗GX
∼
−→ H∗GJmX
∼
−→ H∗JmGJmX.
For a G-invariant (or JmG-invariant) closed subvariety Z ⊆ JmX, we let [Z]
denote the corresponding class in H∗GX under the isomorphism of Lemma 5.1. Ob-
serve that a closed cylinder C = ψ−1m (S), for some S ⊆ JmX, is G-invariant (or
J∞G-invariant) if and only if S is G-invariant (respectively, JmG-invariant). In this
case, it follows from Lemma 5.1 that there is a well-defined class [C] = [S] ∈ H∗GX.
The following lemma is a direct application of Lemma 2.9 and Lemma 2.10.
Lemma 5.2. Let G be a connected linear algebraic group acting on a smooth complex
variety X, with D ⊆ X a G-invariant closed subset with irreducible components
D1, . . . ,Dt. Suppose there exists a filtration by JmG-invariant closed subvarieties
Zs ⊆ · · · ⊆ Z0 = JmX r
⋃
i
JmDi,
such that each Uj = Zj r Zj+1 has trivial equivariant Borel-Moore homology (see
Definition 2.7). Setting k = min{codim(Zs, JmX), min{codim(JmDi, JmX)}} − 1,
we have
H≤2kG X =
⊕
codimUj≤k
Z · [U j ].
Remark 5.3. Lemma 3.1 implies that limm→∞ codim(JmDi, JmX) = ∞. In fact,
Theorem 3.12 implies that codim(JmDi, JmX) ≥ (m+1) lct(X,Di), and equality is
achieved for m sufficiently divisible.
In order to state our results, we introduce the following notation. Recall from
Example 2.8 that a G-variety S is an affine family of G-orbits if there is a smooth
map S → An, and S is identified with a geometric quotient of G×An by some closed
subgroup scheme over An.
Definition 5.4. Let D ⊆ X be a G-invariant closed subset with irreducible compo-
nents D1, . . . ,Dt. A locally closed cylinder C ⊆ J∞X is an affine family of orbits
(with respect to D) if C = ψ−1m (S) for some S ⊆ JmX, such that S ∩ JmDi = ∅ for
all i, and S is an affine family of JmG-orbits.
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Remark 5.5. With the notation above, suppose that G acts on XrD with unipo-
tent stabilizers. By Proposition 4.5 and Lemma 4.2, the stabilizer of x ∈ S ⊆
JmXr
⋃
i JmDi is contractible, so Example 2.8 shows that S has trivial equivariant
Borel-Moore homology. Moreover, for any m′ ≥ m, π−1m′,m(S) ⊆ Jm′X r
⋃
i Jm′Di is
smooth and hence has trivial equivariant Borel-Moore homology by Lemma 3.2 and
Lemma 2.1.
Definition 5.6. With the notation of Lemma 5.2, a decomposition J∞X rJ∞D =⋃
j Uj into a non-empty, disjoint union of cylinders is an equivariant affine paving
if there exists a filtration
J∞D ⊆ · · · ⊆ Zj+1 ⊆ Zj ⊆ · · · ⊆ Z0 = J∞X
by J∞G-invariant closed cylinders in J∞X containing J∞D such that Uj = ZjrZj+1
is an affine family of orbits.
We are now ready to present our first main theorem.
Theorem 5.7. Let G be a connected linear algebraic group acting on a smooth
complex variety X, with D ⊆ X a G-invariant closed subset such that G acts on
X rD with unipotent stabilizers. If J∞X r J∞D =
⋃
j Uj is an equivariant affine
paving, then
H∗GX =
⊕
j
Z · [U j].
Proof. We assume the notation of Definition 5.6. Fix a degree k, and note that the
filtration is either finite or satisfies limj→∞ codimUj =∞ by Lemma 3.6; therefore
the set {j | codimUj ≤ k} is always finite. Let s − 1 be the largest index in this
finite set (so codimZs > k by Lemma 3.6). Now choose m large enough so that
Zj = ψ
−1
m (ψm(Zj)) for j ≤ s, and Uj = ψ
−1
m (Sj) for j < s, where Sj ⊆ JmX r⋃
JmDi is an affine family of JmG-orbits. Also choose m large enough so that
2min{codim(JmDi, JmX)} > k (see Remark 5.3), where the Di are the irreducible
components of D. Setting Z ′j = ψm(Zj) r
⋃
i JmDi, we have a filtration of JmG-
invariant closed subvarieties
Z ′s ⊆ · · · ⊆ Z
′
0 = JmX r
⋃
i
JmDi,
such that each ψm(Uj) = Z
′
j r Z
′
j+1 has trivial equivariant Borel-Moore homology
by Remark 5.5. The result now follows from Lemma 5.2. 
Remark 5.8. If G acts on a smooth variety X with a free, dense open orbit U ,
then G acts on U with trivial, and hence unipotent, stabilizers. Applications of
Theorem 5.7 of this type are given in Section 9 and Section 10.
Remark 5.9. The simplest type of cylinder which is an affine family of orbits con-
sists of a single J∞G-orbit in J∞X. The existence of an equivariant affine paving
involving only cells of this type is quite restrictive, however. Indeed, suppose X is
compact and G acts freely on XrD. The valuative criterion for properness [26, The-
orem II.4.7] implies that there is a bijection between J∞G-orbits of J∞Xr
⋃
i J∞Di
and elements of the affine Grassmannian G((t))/G[[t]], and the latter is uncount-
able unless G is diagonalizable. Since our notion of paving assumes countably many
orbits—in fact, finitely many in any given codimension—essentially the only exam-
ples of this type are compactifications of tori, i.e. toric varieties (see Section 9).
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For the remainder of the section, we will consider a proper, equivariant bira-
tional map f : Y → X between smooth G-varieties Y and X, for some connected
linear algebraic group G. We will apply our results above to describe a method for
comparing the G-equivariant cohomology of X and Y .
Suppose that D ⊆ X is a G-invariant closed subset such that G acts on X rD
with unipotent stabilizers, and, with the notation of Definition 5.6, consider an
equivariant affine paving J∞X r J∞D =
⋃
j Uj . Recall that the relative canonical
divisor KY/X on Y is the divisor defined by the vanishing of the Jacobian of f : Y →
X, and that f∞ : J∞Y → J∞X denotes the morphism of arc spaces corresponding
to f . We say that the paving is compatible with f if f−1∞ (Uj) ⊆ Cont
ej (KY/X)
for some non-negative integer ej and for all j. In this case, we will write ej =
ordf−1∞ (Uj)(KY/X).
Corollary 5.10. Let G be a connected linear algebraic group and let f : Y → X
be a proper, equivariant birational map between smooth G-varieties Y and X. Let
D ⊆ X be a G-invariant closed subset such that G acts on X r D with unipotent
stabilizers, and let J∞X r J∞D =
⋃
j Uj be an equivariant affine paving which is
compatible with f . These data determine a bijection between Z-bases of H∗GY and
H∗GX, explictly given by
H∗GY =
⊕
j
Z · [f−1∞ (Uj)], H
∗
GX =
⊕
j
Z · [Uj ].
Moreover, codimUj = codim f
−1
∞ (Uj) + ej, where ej = ordf−1∞ (Uj)(KY/X).
Proof. The paving of Definition 5.6,
J∞D ⊆ · · · ⊆ Zj+1 ⊆ Zj ⊆ · · · ⊆ Z0 = J∞X,
lifts to a chain of J∞G-invariant closed cylinders containing J∞(f
−1(D)):
f−1∞ (J∞D) = J∞(f
−1(D)) ⊆ · · · ⊆ f−1∞ (Zj+1) ⊆ f
−1
∞ (Zj) ⊆ · · · ⊆ f
−1
∞ (Z0) = J∞Y.
Here f−1∞ (Zj) r f
−1
∞ (Zj+1) = f
−1
∞ (Uj), and f
−1(D) denotes the scheme-theoretic
inverse image of D.
Fix a degree k and note that the set {j | codim f−1∞ (Uj) ≤ k} is finite by Lemma 3.6.
Let s−1 be an index greater than max({j | codim f−1∞ (Uj) ≤ k}) and max({j | codimUj ≤
k}). By the proof of Theorem 5.7 and Lemma 5.2, we may choose m sufficiently
large such that we have a filtration of JmG-invariant closed subvarieties
Z ′s ⊆ · · · ⊆ Z
′
0 = JmX r
⋃
i
JmDi,
such that each ψXm(Uj) = Z
′
j r Z
′
j+1 has trivial Borel-Moore homology and Uj =
ψ−1m (ψ
X
m(Uj)). Moreover, if D1, . . . ,Dt denote the irreducible components of D,
then we may choose m large enough so that 2min{codim(Jmf
−1(Di), JmY )} > k
(by Lemma 3.1) and m ≥ 2ej for 0 ≤ j ≤ s− 1.
Consider the filtration
f−1m (Z
′
s) ⊆ · · · ⊆ f
−1
m (Z
′
0) = JmY r
⋃
i
Jmf
−1(Di),
with f−1m (Z
′
j) r f
−1
m (Z
′
j+1) = f
−1
m (ψ
X
m(Uj)) = ψ
Y
m(f
−1
∞ (Uj)). By Theorem 3.13, the
restriction fm : f
−1
m (Uj) → Uj is a JmG-equivariant, Zariski-locally trivial fibration
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with fiber Aej . We conclude that f−1m (Uj) has trivial equivariant Borel-Moore ho-
mology and codimUj = codim f
−1
∞ (Uj)+ ej. Using Lemma 2.9 and Lemma 2.10, we
conclude that H2k−1G Y = 0 and
H2kG Y =
⊕
codimUj+ej=k
Z · [f−1∞ (Uj)].
The result now follows from Theorem 5.7. 
In the succeeding two sections, we will give criteria to interpret multiplication in
the equivariant cohomology ring geometrically. An answer to the following question
may be very useful in proving Conjecture 10.6 (cf. Example 10.12 and Remark 10.7):
Question 5.11. Under suitable assumptions, can one compare the multiplication
of classes in the Z-bases of H∗GY and H
∗
GX determined by Corollary 5.10?
Remark 5.12. The relationship between the graded dimensions of H∗G(Y ;C) and
H∗G(X;C), and the relative canonical divisor KY/X , would be predicted by an equi-
variant version of motivic integration. We say that two smooth G-varieties X and Y
are equivariantly K-equivalent if there is a smooth G-variety Z and G-equivariant,
proper birational maps Z → X and Z → Y such that KZ/X = KZ/Y . For example,
one may consider equivariantly K-equivalent toric varieties with respect to the torus
action (cf. Section 9). As in the non-equivariant case, one expects that if X and Y
are equivariantly K-equivalent, then dimCH
i
G(X;C) = dimCH
i
G(Y ;C) for all i ≥ 0.
Question 5.13. Do there exist interesting examples ofG-equivariantlyK-equivalent
varieties, where G is non-trivial, other than K-equivalent toric varieties?
6. Multiplication of classes I
In this section and the next, we use jet schemes to give a geometric interpretation
of multiplication in the equivariant cohomology ring H∗GX of a smooth variety X
acted on by a connected linear algebraic group G. We present two sets of results,
with different assumptions on the singularities of subvarieties: the first concerns local
complete intersection varieties (treated in this section), and the second requires the
singular locus to be sufficiently small (discussed in the following section).
It will be convenient to introduce some terminology for this section. A subvariety
V ⊆ X is an equivariant complete intersection if it has codimension r and is the
scheme-theoretic intersection of r G-invariant hypersurfaces in X. Similarly, V ⊆ X
is an equivariant local complete intersection (e.l.c.i.) if it is a local complete
intersection variety locally cut out by G-invariant hypersurfaces. Of course, a G-
invariant l.c.i. subvariety need not be e.l.c.i.: for example, the origin in Cn is not
cut out by GLn-invariant hypersurfaces (since there are no such hypersurfaces).
For a tuple of non-negative integers m = (m1, . . . ,ms), let λ(m) = (λ1, . . . , λs)
be the partition defined by λi = mi+ · · ·+ms. The main theorem of this section is
this:
Theorem 6.1. Assume the following:
(∗) G is a connected reductive group, XG is finite, and the natural map ι∗ : H∗GX →
H∗GX
G is injective.
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Consider a chain of e.l.c.i. subvarieties
Vs ⊆ Vs−1 ⊆ · · · ⊆ V1 ⊆ X,
and a tuple m = (m1, . . . ,ms) of non-negative integers. If codimCont
≥λ(m)(V•) =∑s
i=1mi codimVi, then
(3) [V1]
m1 · · · [Vs]
ms = [Cont≥λ(m)(V•)]
Remark 6.2. In the statement of the above theorem, observe that if the hypothesis
codimCont≥λ(m)(V•) =
∑s
i=1mi codimVi holds for all tuples m = (m1, . . . ,ms) of
non-negative integers, then [Cont≥λ(m)(V•)] = [Cont
λ(m)(V•)].
We will prove Theorem 6.1 by reducing to the case of Ad. The assumption (∗) is
needed only for the reduction, so we do not require it in what follows, when X = Ad.
Let G act on Ad and let V ⊆ Ad be a G-invariant hypersurface, defined by f ∈
C[x1, . . . , xn]. Recall from Example 3.5 that JmV ⊆ JmA
d is defined by equations
{f (k) | 0 ≤ k ≤ m} in the variables {x
(k)
i | 1 ≤ i ≤ n, 0 ≤ k ≤ m}.
Lemma 6.3. For 0 ≤ k ≤ m, the hypersurface V (k) := {f + f (k) = 0} ⊆ JmA
d is
G-invariant, and under the isomorphism of Lemma 5.1, [V (k)] = [V ] ∈ H∗GA
d.
Proof. The lemma is trivial when k = 0, so assume k ≥ 1. Since V is invariant,
g · f = λ(g)f for some character λ : G→ C∗. With the notation of Example 3.5, it
follows from the definition of the action of G on JmA
d that
(g · f)
(
m∑
k=0
x
(k)
1 t
k, . . . ,
m∑
k=0
x
(k)
d t
k
)
= λ(g)f
(
m∑
k=0
x
(k)
1 t
k, . . . ,
m∑
k=0
x
(k)
d t
k
)
.
In particular, considering coefficients of tk on both sides gives g · f (k) = λ(g)f (k) for
0 ≤ k ≤ m, and we conclude that V (k) is G-invariant.
Let V ⊆ JmA
d × A1 be defined by the equation f + ζf (k) = 0 (where ζ is the
parameter on A1). Thus V → A1 is an equivariant family of hypersurfaces in JmA
d,
whose fibers at ζ = 0 and ζ = 1 are V and V (k), respectively. (The polynomials
f and f (k) involve different variables, so f + ζf (k) is never identically zero; hence
each fiber has the same dimension.) Since V is a hypersurface in an affine space,
it follows that the projection V → A1 is flat; indeed, one easily checks that C[V] is
torsion free and hence free over C[ζ]. We conclude that [V (k)] = [V ]. 
Remark 6.4. If G ∼= (C∗)r is a torus, then the equivariant cohomology class of
a torus-invariant subvariety V ⊆ Ad is equal to its multi-degree [36, Chapter 8].
In this case, it follows from the description of f (k) as an iterated derivation of f
in Example 3.5 that V and V (k) have the same multi-degree, implying the above
lemma.
Recall that for a tuple of non-negative integers m = (m1, . . . ,ms), we let λ(m) =
(λ1, . . . , λs) be the partition defined by λi = mi + · · ·+ms.
Proposition 6.5. Consider a chain of equivariant complete intersection subvari-
eties
Vs ⊆ Vs−1 ⊆ · · · ⊆ V1 ⊆ A
d,
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and a tuple m = (m1, . . . ,ms) of non-negative integers. If codimCont
≥λ(m)(V•) =∑s
i=1mi codimVi, then
[V1]
m1 · · · [Vs]
ms = [Cont≥λ(m)(V•)].
Proof. We will show that Cont≥λ(m)(V•) is an equivariant complete intersection.
Fix m ≥ λ1 − 1, so the equations defining Cont
≥λ(m)(V•) are the same as those
defining
⋂
π−1m,λi−1(Jλi−1Vi) in JmA
d. It will suffice to prove the claimed equation
in H∗GJmA
d.
For each i, let ri = codimVj and let fi,1, . . . , fi,ri be (semi-invariant) polynomials
defining Vi. Thus
{f
(k)
i,j | 1 ≤ j ≤ ri, 0 ≤ k ≤ λi − 1}
defines Jλi−1Vi in Jλi−1A
d, as well as π−1m,λi−1(Jλi−1Vi).
Now consider Vs ⊆ Vs−1. Since Jλs−1Vs ⊆ Jλs−1Vs−1, we have a containment of
ideals
(f
(k)
s,j | 1 ≤ j ≤ rs, 0 ≤ k ≤ λs − 1) ⊇ (f
(k)
s−1,j | 1 ≤ j ≤ rs−1, 0 ≤ k ≤ λs − 1).
To cut out π−1m,λs−1(Jλs−1Vs) ∩ π
−1
m,λs−1−1
(Jλs−1−1Vs−1), then, we need the ms · rs
equations
{f
(k)
s,j | 1 ≤ j ≤ rs, 0 ≤ k ≤ λs − 1}
together with the ms−1 · rs−1 equations
{f
(k)
s−1,j | 1 ≤ j ≤ rs−1, λs ≤ k ≤ λs−1 − 1}.
Continuing in this way, we obtain
∑s
i=1mi ·ri equations defining
⋂
π−1m,λi−1(Jλi−1Vi);
by hypothesis, this is the codimension of
⋂
π−1m,λi−1(Jλi−1Vi), so it is a complete
intersection. It follows that
[
⋂
π−1m,λi−1(Jλi−1Vi)] =
s∏
i=1
ri∏
j=1
λi−1∏
k=λi−1
[V
(k)
i,j ],
where V
(k)
i,j ⊆ JmA
d is the G-invariant hypersurface defined by f
(k)
i,j . By Lemma 6.3,
the class [V
(k)
i,j ] is independent of k, and since Vi is a complete intersection, we have∏ri
j=1[V
(0)
i,j ] = [Vi]. The proposition follows. 
In practice, the codimension condition in the above proposition may be difficult to
check. It would be very interesting to have a nice answer to the following question.
Question 6.6. Can one give a geometric criterion for the codimension condition
in Proposition 6.5 to be satisfied for all tuples m = (m1, . . . ,ms) of non-negative
integers?
In the case when Vs = V1 = V ⊆ A
d, we have the following answer.
Corollary 6.7. Suppose V ⊆ Ad is an equivariant complete intersection. Then
[JmV ] = [V ]
m+1 whenever JmV is pure-dimensional. In particular, if V is normal
and [V ] is not nilpotent in H∗GX, then this equation holds for all m ≥ 0 if and only
if V has log canonical singularities.
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Proof. The first statement follows from Proposition 6.5, and the second is immediate
from Theorem 3.8. 
Proof of Theorem 6.1. By hypothesis (∗), H∗GX embeds in H
∗
GX
G, so it suffices to
establish the formula (3) after restriction to a fixed point p ∈ XG. Since G is
reductive, the slice theorem gives a G-invariant (e´tale or analytic) neighborhood of
p equivariantly isomorphic to Ad. Now apply Proposition 6.5. 
Remark 6.8. If one uses Q coefficients for cohomology, the hypothesis (∗) in The-
orem 6.1 can be replaced by the following:
(∗′) G is connected, and for a maximal torus T ⊆ G, XT is finite and the map
H∗TX → H
∗
TX
T is injective.
Moreover, we may assume that our subvarieties {Vi} are e.l.c.i with respect to T .
Indeed, (∗) applies to T , andH∗GX embeds inH
∗
TX as the subring of Weyl invariants,
by a theorem of Borel.
Corollary 6.7 also extends to e.l.c.i. subvarieties, using either hypothesis (∗) or
(∗′).
The following variant is useful; it follows immediately from Theorem 6.1.
Corollary 6.9. Assume hypothesis (∗), and let Y1, . . . , Ys be invariant subvari-
eties of X such that each intersection Vi = Y1 ∩ · · · ∩ Yi is proper and e.l.c.i.
For a tuple m = (m1, . . . ,ms) of non-negative integers, if codimCont
≥m(Y•) =∑s
i=1mi codimYi, then
[Y1]
m1 · · · [Ys]
ms = [Cont≥m(Y•)].
Example 6.10. Suppose G and X satisfy (∗), and let D = D1 + · · · + Ds be a
G-invariant normal crossings divisor in X. Corollary 6.9 and Remark 6.2 apply, so
[D1]
m1 · · · [Ds]
ms = [Cont≥m(D)] = [Contm(D)].
7. Multiplication of classes II
Replacing the assumption that V ⊆ X be an equivariant local complete intersec-
tion with a restriction on the dimension of the singular locus of V , we can prove
versions of the results of the previous section. Throughout this section, G is assumed
to be reductive.
In what follows, we will embed X as a smooth subvariety of JmX via the zero
section, and write ∆m+1 : X →֒ X×· · ·×X for the diagonal embedding of X in the
(m+ 1)-fold product.
Lemma 7.1. There are canonical isomorphisms
NX/JmX
∼= N∆m+1/X×···×X
∼= TX⊕m.
Proof. By the functorial definition of jet schemes,
T (JmX) = Hom(SpecC[s]/(s
2), JmX) = Hom(SpecC[s, t]/(s
2, tm+1),X),
so for a closed point x in X, a vector in TxJmX corresponds to a C-algebra homo-
morphism
θ : OX,x → C[s, t]/(s
2, tm+1), θ(y) = θ0(y) +
m∑
i=0
ϕi(y)st
i,
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where θ0 : OX,x → C is the C-algebra homomorphism corresponding to x. That θ is
a C-algebra homomorphism is equivalent to requiring that θ0(y)+ sϕi(y) is a closed
point in TxX for 0 ≤ i ≤ m. We therefore have a natural isomorphism
TxJmX ∼= TxX × · · · × TxX.
Moreover, identifying X with the zero section, we have an embedding of TxX in
TxJmX whose image corresponds to the subspace where ϕ1 = · · · = ϕm = 0. On
the other hand,
Tx(X × · · · ×X) ∼= TxX × · · · × TxX,
and Tx∆m+1 is the image of TxX under the diagonal embedding in TxX×· · ·×TxX.
Hence (with a slight abuse of notation)
NX/JmX,x = {(ϕ0, ϕ1, . . . , ϕm) | ϕi ∈ TxX}/{(ϕ, 0, . . . , 0) | ϕ ∈ TxX},
N∆m+1/X×···×X,x = {(ϕ
′
0, ϕ
′
1, . . . , ϕ
′
m) | ϕ
′
i ∈ TxX}/{(ϕ
′, ϕ′, . . . , ϕ′) | ϕ′ ∈ TxX},
and there is a natural isomorphism sending
(ϕ0, ϕ1, . . . , ϕm) 7→ (ϕ0, ϕ0 − ϕ1, . . . , ϕ0 − ϕm).
One easily verifies that this extends to a canonical global isomorphism. 
For the remainder of the section we consider a chain of invariant irreducible
subvarieties
Vs ⊆ Vs−1 ⊆ · · · ⊆ V1 ⊆ X,
and a tuple m = (m1, . . . ,ms) of non-negative integers with ms > 0. Recall that
λ(m) = (λ1, . . . , λs) denotes the partition defined by λi = mi + · · · + ms, and
Cont≥λ(m)(V•) denotes the associated multi-contact locus. If U = X r
⋃
i Sing(Vi),
then Cont≥λ(m)(V•) restricts to a smooth, irreducible cylinder in J∞U . The clo-
sure of this restricted cylinder in J∞X is an irreducible cylinder of codimension∑
imi codimVi which we denote by Cont
≥λ(m) Sm(V•).
Remark 7.2. Consider a chain of invariant smooth subvarieties
Vs ⊆ Vs−1 ⊆ · · · ⊆ V1 ⊆ X,
and a tuplem = (m1, . . . ,ms) of non-negative integers withms > 0. Fixm ≥ λ1−1,
so that Cont≥λ(m)(V•)m =
⋂
π−1m,λi−1(Jλi−1Vi) in JmX. The proof of Lemma 7.1
gives a canonical isomorphism between the normal bundle of Vs, embedded via the
zero section in Cont≥λ(m)(V•)m, and the normal bundle of Vs, embedded via the
diagonal embedding in Vs × · · · × Vs︸ ︷︷ ︸
ms times
× · · · × V1 × · · · × V1︸ ︷︷ ︸
m1 times
×X × · · · ×X︸ ︷︷ ︸
m+1−λ1 times
.
Theorem 7.3. Let X be a smooth G-variety of dimension d, and consider a chain
of invariant subvarieties
Vs ⊆ Vs−1 ⊆ · · · ⊆ V1 ⊆ X,
and a tuple m = (m1, . . . ,ms) of non-negative integers. We have
[V1]
m1 · · · [Vs]
ms = [Cont≥λ(m)(V•)]
whenever min{codim(Sing(Vr),X)} >
∑
imi codim(Vi,X). (By convention, dim ∅ =
−∞.)
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Proof. Clearly we may assume that ms > 0. Let ci denote the codimension of Vi.
Let Z =
⋃
r Sing(Vr) and let U = X r Z, so we have an exact sequence
· · · → H
G
2(d−
∑
imici)
Z → H
∑
i 2mici
G X → H
∑
i 2mici
G U → H
G
2(d−
∑
imici)−1
Z → · · · .
By the assumption on dimZ, the left and right terms are zero, so the restriction
map H
∑
i 2mici
G X → H
∑
i 2mici
G U is an isomorphism. Replacing X with U and Vr
with Vr ∩ U , we reduce to the case when each Vr is smooth.
Fix m ≥ λ1 − 1, so that Cont
≥λ(m)(V•)m =
⋂
π−1m,λi−1(Jλi−1Vi) in JmX. Let
K ⊆ G be a maximal compact subgroup; since a reductive group retracts onto
its maximal compact subgroups, G- and K-equivariant cohomology are naturally
isomorphic, and we identify the two for the rest of this argument. The slice theorem
(see [4, I.2.1]) gives a K-invariant neighborhood UX ⊆ JmX of X which is K-
equivariantly isomorphic to a neighborhood of the zero section in NX/JmX . Note
that restriction to the zero section H∗GJmX → H
∗
GUX → H
∗
GX is an isomorphism
by Lemma 5.1. Since UX retracts onto X, the map H
∗
GUX → H
∗
GX is also an
isomorphism, and hence the restriction H∗GJmX → H
∗
GUX is an isomorphism.
By the canonical isomorphism NX/JmX
∼= N∆m+1(X)/X×···×X of Lemma 7.1, UX
is (K-equivariantly) isomorphic to an open neighborhood of the diagonal ∆m+1(X)
in X × · · · ×X. Moreover, Remark 7.2 implies that the class of Cont≥λ(m)(V•)m in
JmX restricts to the class of the intersection UV•,mi of UX with
V•,mi := Vs × · · · × Vs︸ ︷︷ ︸
ms times
× · · · × V1 × · · · × V1︸ ︷︷ ︸
m1 times
×X × · · · ×X︸ ︷︷ ︸
m+1−λ1 times
.
Consider the commutative diagram:
H
G
2(m+1)d−
∑
i 2mici
(V•,mi)
∼
✲ H
G
2(m+1)(d−c)(UV•,mi)
H
∑
i 2mici
G (X × · · · ×X)
❄
✲ H
∑
i 2mici
G (UX)
❄
= H
∑
i 2mici
G X.
Here the horizontal arrows are restriction to the tubular neighborhoods; the com-
position in the bottom row is ∆∗. Going counter-clockwise around the diagram,
we have ∆∗[V•,mi ] = [V1]
m1 · · · [Vs]
ms . Going clockwise, we have [Cont≥λ(m)(V•)],
completing the proof. 
Remark 7.4. The condition on singular loci in Theorem 7.3 is quite restrictive. In
particular, it implies that codim(
⋃
r Sing(Vr),X) >
∑
imi codimVi, and hence that
codimCont≥λ(m)(V•) = codimCont
≥λ(m) Sm(V•) =
∑
imi codimVi. This condition
is slightly stronger than the codimension condition in Theorem 6.1.
In the case when Vs = V1 = V , Theorem 7.3 reduces to the following corollary.
Corollary 7.5. Let X be a smooth G-variety of dimension d, and let V ⊆ X be a
G-invariant connected subvariety of codimension c. We have
(4) [V ]m+1 = [JmSm(V )]
whenever codim(Sing(V ),X) > (m+ 1)c. (By convention, codim ∅ =∞.)
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Example 7.6. Some condition on the singular locus is necessary. For example, let
V ⊆ A2 be the cuspidal cubic defined by x3−y2 = 0; this is invariant for the action of
T = C∗ by z · (x, y) = (z2x, z3y). Since V has degree 6 with respect to the grading
corresponding to the C∗-action, we have [V ] = 6t in H∗TA
2 ∼= Z[t]. The tangent
bundle TV = J1V is defined by the two equations x
3−y2 = 0 and 3x2x1−2yy1 = 0,
each of which has degree 6, so [TV ] = 36t2 = [V ]2. On the other hand, TV has two
irreducible components, and one can check that [TSm(V )] = 18t2.
8. Higher-order multiplicities
Let V ⊆ X be a G-invariant subvariety of codimension c. As discussed in the
last two sections, the discrepancy between [V ]m+1 and [JmV ] bears a relation to the
singularity type of V . In this section, we introduce a pair of algebraic invariants
measuring this discrepancy, and describe some of their properties.
Throughout this section, we will assume that the top Chern class cGd (X) and the
fundamental class [V ] are nonzerodivisors in H∗GX. This hypothesis holds in the
important case where G is a torus acting linearly on X = Ad, fixing only the origin.
Having made this assumption, let H = (H∗GX)[c
G
d (X)
−1, [V ]−1] be the ring obtained
by inverting these elements.
We will also abuse notation slightly by using x denote both a point in X and its
image in JmX under the zero section sm : X → JmX.
For an arbitrary variety V of codimension k, let (JmV )exp ⊆ JmV denote the
union of all components of JmV which have “expected dimension” k(m + 1), with
their induced subscheme structure. (If JmV has embedded components of expected
dimension, they should be included.) We also write J
◦
mV for the “main component”
JmSm(V ) ⊆ JmV , so J
◦
mV is automatically pure-dimensional (of expected dimen-
sion). When V ⊆ X is a G-invariant subvariety, write c = d−k for the codimension,
so [(JmV )exp] is a class in H
2c(m+1)
G X.
Definition 8.1. Let V ⊆ X be as above. Define the global mth-order equivari-
ant multiplicities by
eGm(V ) =
[(JmV )exp]
cGd (X) · [V ]
m
and
e˜Gm(V ) =
[J
◦
mV ]
cGd (X) · [V ]
m
as elements of H.
For a fixed point x ∈ V G, we also define (local) mth-order equivariant mul-
tiplicities, as follows. Assuming the restrictions cGd (TxX) and [V ]|x are nonzerodi-
visors in H∗G(pt), let Hx be the result of inverting these elements, and set
eGx,m(V ) =
[(JmV )exp]|x
cGd (TxX) · ([V ]|x)
m
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and
e˜Gx,m(V ) =
[J
◦
mV ]|x
cGd (TxX) · ([V ]|x)
m
in Hx.
Note that eGx,m(V ) = ι
∗
xe
G
m(V ) and e˜
G
x,m(V ) = ι
∗
xe˜
G
m(V ), where ιx : {x} →֒ X is the
inclusion. Like the equivariant multiplicities described by Brion [9, §4], these are
homogeneous elements of degree − dim(V ). In fact, there is a close connection:
Proposition 8.2. For m = 0 and G = T a torus, the local multiplicities eTx,0(V ) =
e˜Tx,0(V ) coincide with Brion’s equivariant multiplicity ex(V ), as defined in [9, §4].
Proof. Using a deformation to the normal cone, one reduces to the case where
V = CxV and X = TxV . Here the requirement that cd(TxX) = cd(TxV ) be a
nonzerodivisor is equivalent to x being nondegenerate, in the terminology of [9].
The local 0-order multiplicity is
eTx,0(V ) =
[V ]|x
cTd (TxV )
=
[CxV ]|0
χ1 · · ·χd
,
where χ1, . . . , χd are the weights of T acting on TxV . This is equal to ex(V ) by [9,
Theorem 4.5]. 
The results of the previous two sections have consequences for higher-order equi-
variant multiplicities. For simplicity, we assume G = T is a torus in what follows;
an appropriate adjustment of hypotheses yields similar statements for other groups.
Corollary 8.3. Suppose either
(a) codim(Sing(V ),X) > (m+ 1)c; or
(b) V ⊆ X is e.l.c.i., and JmV is pure-dimensional.
Then
eTm(V ) = e
T
0 (V ) =
[V ]
cTd (X)
and, for a fixed point x ∈ V T ,
eTx,m(V ) = e
T
x,0(V ) = ex(V ).
In particular, if V is smooth, or e.l.c.i. and normal with log-canonical singulari-
ties, these equations hold for all m, by Corollaries 7.5 and 6.7.
A salient feature of this corollary is that the higher-order multiplicities are seen
to be independent of the embedding of V in X. In fact, this is true more generally.
Theorem 8.4. Let V ⊆ X be a T -invariant subvariety, and let x ∈ V be a fixed
point.
(1) The local multiplicities eTx,m(V ) and e˜
T
x,m(V ) are independent of the embed-
ding in X.
(2) If j : X →֒ X ′ is an equivariant embedding of smooth varieties, then eTm(V )X =
j∗eTm(V )X′ and e˜
T
m(V )X = j
∗e˜Tm(V )X′ , where the subscript indicates which
embedding of V is used to define the multiplicity.
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In proving (1), we will need to construct canonical classes in H
T
2k(m+1)(Jm(CxV )).
(The same construction produces cycles for equivariant Chow groups.) The idea is
to follow the classes [(JmV )exp] and [J
◦
mV ] along the deformation of V to the normal
cone CxV . We will give the arguments in detail for the classes e
T
x,m(V ); they are
similar for e˜Tx,m(V ).
Let M = M◦xV ⊆ Blx×∞(V × P
1) be the total space of the deformation to the
normal cone [23, §5], so the projection M → P1 is flat, with fibers identified as
Ms = V for s 6= ∞, and M∞ = CxV . Let p : Jm(M/P
1) → P1 be the relative
jet scheme (cf. [38]), so the fiber over s ∈ P1 is naturally identified with Jm(Ms).
Removing the fiber p−1(∞), we have a subscheme
(JmVexp)× A
1 ⊂ Jm(M/P
1).
Let Z be the closure. By construction, Z → P1 is flat, of relative dimension k(m+1),
and the fiber over ∞ is a closed subscheme Zx,m(V ) ⊆ Jm(M∞) = Jm(CxV ). The
class [Zx,m(V )] ∈ H
T
2k(m+1)Jm(CxV ) clearly depends only on V , x, and m. When x
is a smooth point of V , note that Zx,m(V ) = CxV = TxV .
Lemma 8.5. The image of [Zx,m(V )] under the map
H
T
2k(m+1)Jm(CxV )→ H
T
2k(m+1)Jm(TxX) = H
2c(m+1)
T (pt)
is the same as the image of [(JmV )exp] under the composition
H
T
2k(m+1)(JmV )exp → H
T
2k(m+1)(JmX) = H
2c(m+1)
T (JmX)→ H
2c(m+1)
T (x).
Proof. The last restriction map H
2c(m+1)
T (JmX) → H
2c(m+1)
T (x) factors through
H∗TJmX → H
∗
T (Tx(JmX)), via the specialization to the normal cone [23, §5.2].
Furthermore, we have canonical isomorphisms
H
2c(m+1)
T (Tx(JmX)) = H
T
2k(m+1)(TxJm(X)) = H
T
2k(m+1)(Jm(TxX)),
so it suffices to show the two classes have equal image in this group.
Finally, observe that the flat families Jm(M
◦
xX/P
1) → P1 (the deformation con-
structed above, applied to X) and M◦x(JmX) → P
1 (the deformation to the nor-
mal cone) are naturally isomorphic. Denote them both by X . Viewing X as
Jm(M
◦
xX/P
1), we have a flat subfamily Z ⊆ X , with Z0 = (JmV )exp and Z∞ =
Zx,m(V ). Viewing X as M
◦
x(JmX), we have a flat subfamily M
◦
x((JmV )exp) ⊆ X ,
with fiber over 0 equal to (JmV )exp and fiber over ∞ equal to Cx((JmV )exp). The
claim now follows from a simple fact from intersection theory, Lemma 8.6 below. 
Lemma 8.6. Suppose X → P1 is an equivariant flat family of algebraic schemes,
and Z,V ⊆ X are equivariant flat (closed) subfamilies. If [Z0] = [V0] in H
T
∗ (X0)
(or AT∗ (X0)), then [Z∞] = [V∞] in H
T
∗ (X∞) (resp., A
T
∗ (X∞)).
The proof of this lemma is a simple exercise. We now prove the theorem.
Proof of Theorem 8.4. We start with Part (1). Let TxV be the Zariski tangent space,
and suppose it has dimension k′ ≥ k. Write Nx = TxX/TxV , and c
′ = dimNx. By
the self-intersection formula, for any class α ∈ H∗T (TxV ), we have ι
∗ι∗α = c
T
c′(Nx)·α,
where ι : TxV →֒ TxX is the inclusion.
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Now write ν for the class of CxV in H
∗
T (TxV ) and ζ for the class of Zx,m(V ) in
H∗T (Jm(TxV )). Note that these classes are intrinsic to V . Using the self-intersection
formula, together with the fact that the normal space to Jm(TxV ) in Jm(TxX) has
top Chern class equal to cc′(Nx)
m+1, we have
[Zx,m(V )] = ζ · c
T
c′(Nx)
m+1,
[CxV ] = ν · c
T
c′(Nx).
Finally, the basic construction of intersection theory identifies [V ]|x with [CxV ]
in H∗T (x) = H
∗
T (TxX). Using these observations and Lemma 8.5, we have
eTx,m(V ) =
[(JmV )exp]|x
cTd (TxX) · ([V ]|x)
m
=
[Zx,m(V )]
cTd (TxX) · [CxV ]
m
=
ζ · cc′(Nx)
m+1
cTd (TxX) · ν
m · cc′(Nx)m
=
ζ
cTk′(TxV ) · ν
m
.
Since the last expression is intrinsic to V , so is the equivariant multiplicity.
The proof of Part (2) is much easier. Let NX/X′ be the normal bundle for the
embedding X →֒ X ′. By Lemma 3.3, cTtop(NJmX/JmX′) = c
T
top(NX/X′)
m+1. There-
fore
j∗[(JmV )exp]X′ = [(JmV )exp]X · c
T
top(NX/X′)
m+1,
j∗[V ]X′ = [V ]X · ctop(NX/X′),
and substituting these into the definition of eTm(V ) proves the claimed equality. 
The higher-order multiplicities are already interesting, and difficult to compute,
for affine plane curves V ⊆ A2, with T = C∗.
Example 8.7. Let V = {x2 − y2 = 0}, with T acting with weights (1, 1) (i.e.,
z · (a, b) = (za, zb)). Using induction on m, it is easy to show that JmV is pure-
dimensional for all m, so we have [JmV ] = [V ]
m+1 = (2t)m+1 for all m. On the
other hand, [J
◦
mV ] = [V ] = 2t for all m. So
eTx,m = 2/t and e˜
T
x,m = 1/(2
mt).
Example 8.8. As in Example 7.6, let V = {x3−y2 = 0}, with T acting with weights
(2, 3) (i.e., z · (a, b) = (z2a, z3b)). The jet schemes JmV are pure-dimensional for
m < 5, so [(JmV )exp] = [V ]
m+1 = (6t)m+1 in this range. Using Macaulay 2, we can
compute [J
◦
mV ] for m ≤ 5. Noting that c
T
2 (A
2) = 6t2, the data are as follows:
m 0 1 2 3 4 5
eTx,m(V ) 1/t 1/t 1/t 1/t 1/t ?
e˜Tx,m(V ) 1/t 1/(2t) 1/(3t) 1/(4t) 1/(6t) 1/(9t)
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The jet scheme J5V is not pure-dimensional; it has an irreducible component of
codimension 5 in addition to the “main” component J
◦
5V . To compute the class
[(J5V )exp], including embedded components, one needs to find the primary decom-
position for the ideal of J5V , which exhausted our computing capability.
Example 8.9. Let V = {x5 − y2 = 0}, with T acting by weights (2, 5). Note that
[V ] = 10t and cT2 (A
2) = 10t2. Using Macaulay 2, we compute:
m 0 1 2 3 4
eTx,m(V ) 1/t 1/t 1/t 79/(50t) ?
e˜Tx,m(V ) 1/t 1/(2t) 1/(4t) 3/(20t) 1/(10t)
The interesting entry is eTx,3(V ), since J3V is not pure dimensional. According to
Macaulay 2, there are three components of codimension 4, yielding [(J3V )exp] =
(1500 + 11000 + 3300)t4 = 15800t4.
9. Example: smooth toric varieties
The goal of this section is to apply our results to give a new interpretation of the
equivariant cohomology ring of a smooth toric variety. We refer the reader to [21]
for an introduction to toric varieties.
Let X = X(Σ) be a smooth d-dimensional toric variety corresponding to a fan Σ
in a lattice N of rank d, and let T be the dense torus acting on X. Let v1, . . . , vr
denote the primitive integer vectors of the rays in Σ and let D1, . . . ,Dr denote
the corresponding torus-invariant prime divisors of X. The Stanley-Reisner ring
SR(Σ) is the quotient of Z[x1, . . . , xr] by the ideal generated by monomials of the
form xi1 · · · xis , such that vi1 , . . . , vis do not span a cone in Σ. The equivariant
cohomology ring of X may be described as follows:
Theorem 9.1. [6, Theorem 8] With the notation above, there is an isomorphism
H∗TX
∼= SR(Σ), sending [Di] to xi.
Our goal is to apply our results to give a new geometric proof of this fact. Observe
that SR(Σ) has a Z-basis indexed by lattice points in N which lie in the support
|Σ| of Σ: if σ is a maximal cone with primitive integer vectors vi1 , . . . , vid , then
a lattice point v =
∑d
j=1 ajvij corresponds to the monomial x
v := xa1i1 · · · x
ad
id
in
SR(Σ). In fact, SR(Σ) is isomorphic to the deformed group ring Z[N ]Σ: this is
the Z-algebra with Z-basis {yv | v ∈ |Σ| ∩N} and multiplication defined by
(5) yu · yv =
{
yu+v if u, v ∈ σ for some σ ∈ Σ,
0 otherwise.
On the other hand, with the notation above, for each v =
∑d
j=1 ajvij ∈ |Σ| ∩ N
consider the cylinder Contv(D) :=
⋂
1≤j≤dCont
aj (Dij ) in J∞X. One verifies the
decomposition
J∞X r
⋃
i
J∞Di =
∐
v∈|Σ|∩N
Contv(D).
We will let Cont≥v(D) denote the closure of Contv(D) in J∞X, and define a partial
order ≤Σ on |Σ| ∩ N by setting v ≤Σ w if w − v lies in some maximal cone in
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Σ containing v and w. The following lemma may be deduced from the case when
X = Ad (see Example 4.1), and also follows from a more general result of Ishii.
Lemma 9.2. [27] The cylinders {Contv(D) | v ∈ |Σ| ∩ N} are precisely the J∞T -
orbits of J∞X r
⋃
i J∞Di, and Cont
≥v(D)r
⋃
i J∞Di =
∐
v≤Σw Cont
w(D).
We are now ready to state our geometric interpretation of the equivariant coho-
mology ring of X.
Corollary 9.3. There is a natural isomorphism H∗TX
∼= SR(Σ) such that the class
[Cont≥v(D)] ∈ H∗TX corresponds to the monomial x
v ∈ SR(Σ), for each lattice point
v ∈ |Σ| ∩N .
Proof. It follows from Lemma 9.2 that J∞X r
⋃
i J∞Di =
∐
v∈|Σ|∩N Cont
v(D)
is an equivariant affine paving, and hence Theorem 5.7 implies that the classes
{[Cont≥v(D)] | v ∈ |Σ| ∩ N} form a Z-basis of H∗TX. Moreover, it follows from
Example 6.10 that these classes satisfy the multiplication rule (5):
[Cont≥u(D)] · [Cont≥v(D)] =
{
[Cont≥u+v(D)] if u, v ∈ σ for some σ ∈ Σ,
0 otherwise.

Remark 9.4. In Section 5, we described how one can compare equivariant co-
homology rings under proper, birational morphisms. In the toric setting we have
the following application: a proper, birational morphism f : Y (∆) → X(Σ) be-
tween smooth toric varieties corresponds to a refinement ∆ of a fan Σ in a lattice
N . Let ψ and ϕ denote the piecewise linear functions on |∆| = |Σ| with value
1 on the primitive integer vectors of ∆ and Σ, respectively, and let E and D de-
note the union of the torus-invariant divisors of Y and X, respectively. We have
a bijection between Z-bases of H∗TY and H
∗
TX such that, for each v ∈ |∆| ∩ N ,
Contv(E) ⊆ Contϕ(v)−ψ(v)(KY/X) and
[Cont≥v(E)] ∈ H
2ψ(v)
T Y, [Cont
≥v(D)] ∈ H
2ϕ(v)
T X.
Remark 9.5. Toric prevarieties are not necessarily separated analogues of toric
varieties which first arose in W lodarczyk’s work on embeddings of varieties [46].
The geometry of a toric prevariety is controlled by an associated multi-fan2, and we
refer the reader to Section 4 in [39] for an introduction to the subject. The analogue
of Corollary 9.3 holds in this case: if X = X(Σ) is a smooth d-dimensional toric
prevariety associated to a multi-fan Σ in a lattice N of rank d, then the equivariant
cohomology ring H∗TX is isomorphic to the Stanley-Reisner ring of Σ [39]. On the
other hand, if D1, . . . ,Dr denote the T -invariant divisors of X, the classes{
[Cont≥a(D•)] ∈ H
∗
TX | a = (a1, . . . , ar) ∈ N
r,
⋂
ai>0
Di 6= ∅
}
form a Z-basis of H∗TX, corresponding to a monomial basis of SR(Σ).
2Roughly speaking, a multi-fan is a fan where one does not require two cones to intersect along
a common face.
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Remark 9.6. Hypertoric varieties may be viewed as a complex-symplectic analogue
of toric varieties; their geometry is related to the combinatorics of matroids and
hyperplane arrangements. (We refer the reader to [30] and [41] for an introduction
to the subject.) A smooth 2d-dimensional hypertoric variety Y comes with the
action of a d-dimensional torus T , and Proudfoot and Webster [42] observed that
there is an associated smooth toric prevariety X = X(Σ) with torus T , and a
natural T -equivariant affine bundle p : Y → X. In particular, H∗TY
∼= H∗TX. With
the notation of Remark 9.5, the classes{
[Cont≥a(p−1(D•))] ∈ H
∗
TY | (a1, . . . , ar) ∈ N
r, ∩ai>0 p
−1(Di) 6= ∅
}
therefore form a Z-basis of H∗TY , corresponding to a monomial basis of SR(Σ).
10. Example: determinantal varieties and GLn
In this section, we apply our results to give a new interpretation of the GLn-
equivariant cohomology ring of a partial flag variety via contact loci of determinantal
varieties.
ConsiderG = GLn(C) acting by left multiplication on the variety of n×nmatrices
Mn,n = Mn,n(C). Since Mn,n is contractible, Lemma 2.1 implies that H
∗
GMn,n
∼=
H∗G(pt) = ΛG. Our first aim is to present a natural, geometric Z-basis for ΛG.
Consider the chain of closed subvarieties
Vn ⊆ · · · ⊆ V1 ⊆ V0 =Mn,n,
where
Vr = {A = (ai,j) ∈Mn,n | rk(ai,j)1≤j≤n+1−r < n+ 1− r}.
That is, Vr is the subvariety of Mn,n defined by setting all (n+ 1− r)× (n+ 1− r)
minors involving the first n+ 1− r columns equal to zero. It is well known that Vr
is a normal, irreducible variety of codimension r in Mn,n.
Remark 10.1. Note that Vn ∼= A
n(n−1) is a smooth (T -equivariant) complete in-
tersection, and V1 is a singular hypersurface provided n ≥ 2. On the other hand, Vr
is not a local complete intersection variety for 1 < r < n.
The jet schemes of determinantal varieties have been studied by Mustat¸a˘ [37],
Yuen [48], Kosˇir and Sethuraman [34], and Docampo [14]. We will use the following
fact:
Theorem 10.2 ([34, Theorem 3.1]). The jet schemes JmVr are irreducible for all
m ≥ 0 and 1 ≤ r ≤ n.
Remark 10.3. The cases r = n and r = 1 are easy: Vn is smooth and the result is
immediate, while V1 is a normal hypersurface (hence a local complete intersection)
with canonical singularities, so the theorem follows from Theorem 3.8. The case
r = n− 1 is due to Mustat¸a˘ [37, Example 4.7].
Given a tuple of non-negative integersm = (m1, . . . ,mn), recall that the partition
λ(m) = (λ1, . . . , λn) is defined by λi = mi + · · · +mn (see §§6–7). Considering the
J∞G-invariant cylinders
Contλ(V•) = Cont
λ(m)(V•) :=
n⋂
i=1
Contλi(Vi) ⊆ J∞Mn,n
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and
Cont≥λ(V•) = Cont
≥λ(m)(V•) :=
n⋂
i=1
Cont≥λi(Vi) ⊆ J∞Mn,n,
observe that
J∞Mn,n r J∞V1 =
∐
λ
Contλ(V•),
where λ varies over all partitions of length at most n.
Lemma 10.4. The contact locus Contλ(V•) is an affine family of orbits.
Proof. Identify J∞Mn,n with n×n matrices whose entries are power series in C[[t]],
and set mi = λi − λi+1 for 1 ≤ i ≤ n, so that λ = λ(m). For brevity, we will use
the notation
C = Contλ(V•) and Cm = Cont
λ(V•)m
in this proof.
Let L ⊆ C be the set of n× n upper triangular matrices with (i, i)th entry equal
to tmn+1−i and (i, j)th entry equal to a polynomial in t of degree strictly less than
mn+1−j for i < j; this is an affine space A
N , for N = n(m1 + · · ·+mn) = nλ1. Let
Lm ⊆ Cm ⊆ JmMn,n be defined similarly. Take m > λ1, so that Lm ∼= L ∼= A
N and
Lm is not contained in JmV1.
Using row operations, one sees that every JmG-orbit in Cm has a unique repre-
sentative in Lm. We claim that the map p : Cm → Lm given by
p(x) = (JmG · x) ∩ Lm
is a smooth, algebraic morphism of varieties. To see this, consider x as a matrix,
and assume it lies in the open subset U ⊆ Cm where the top-left minor of size i has
order mn+1−i (in t). (By definition, Cm is covered by n! such open sets Uw, one for
each permutation, since some minor on the first i columns has order mn+1−i.) Thus
the entry in position (1, 1) has the form x1,1 = t
mn · q(t), where q(t) is an invertible
element of C[t]/(tm+1). Scale the nth row by q(t)−1, and use row operations to set
the entries below x1,1 to zero. Note that the entries of the resulting matrix x
′ are
rational functions of the coordinates of x. Repeat this process for x′, starting with
x′2,2, with the additional step of using row operations to ensure the entry x
′
1,2 is a
polynomial of degree strictly less than mn−1. Continuing in this way, one obtains a
matrix in Lm whose entries are rational functions of the coordinates of x; that is,
we have described a morphism U → Lm. Here is an example, for n = 2, λ = (2, 1),
and m = 3:
x =
[
t+ t2 1 + 2t
t 1 + t2
]
 
[
t (1 + 2t)(1 − t+ t2)
t 1 + t2
]
 
[
t 1 + t− t2 + 2t3
0 −t+ 2t2 − 2t3
]
 
[
t 1 + t− t2 + 2t3
0 t
]
 
[
t 1
0 t
]
= p(x).
The map is defined similarly on the other open sets Uw, by composing with an
appropriate permutation of the rows. Since p(x) is the unique element of Lm in the
orbit JmG · x, it follows that these maps patch to give a morphism Cm → Lm. (In
fact, we have described morphisms sw : Uw → JmG, with sw(x) · x = p(x). These
maps to JmG do not glue, however—only the composition with the action map is
well defined on the overlaps of the Uw’s.)
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Finally, consider G = JmG × Lm as a group scheme over Lm, and let H ⊆ G be
the flat subgroup scheme defined by H = {(g, x) | g · x = x}. Since the quotient
G/H = Cm exists as a scheme (in fact, a variety), general facts about quotients
imply that the maps G → Cm and Cm → Lm are smooth (see, e.g., [29, §I.5]). The
lemma follows. 
Our geometric description of ΛG now follows immediately from Theorem 5.7:
Corollary 10.5. With the notation above, the classes [Contλ(V•)] form a Z-basis
of ΛG, as λ varies over all partitions of length at most n.
Recall from Example 2.5 that ΛG = Z[c1, . . . , cn], where ci is the i
th equivariant
Chern class of the standard representation of G = GLn. Given a partition µ =
(µ1 ≥ · · · ≥ µp ≥ 0) with µ1 ≤ n, we also write cµ = cµ1 · cµ2 · · · cµp . We offer the
following conjecture.
Conjecture 10.6. Let m = (m1, . . . ,mn) be a tuple of non-negative integers, and
set λ = λ(m). Then
(6) [Cont≥λ(V•)] = [Cont
λ(V•)] = c
m1
1 · · · c
mn
n = cλ′ ,
where λ′ is the conjugate partition to λ.
Remark 10.7. It follows from Lemma 10.4 that Contλ(V•) is a smooth cylinder of
codimension |λ| :=
∑
λi, and hence Cont
≥λ(V•) and Cont
λ(V•) are closed cylinders
of codimension |λ|. In particular, the classes in Conjecture 10.6 all have the correct
degree.
Remark 10.8. If λ1 = · · · = λr = m + 1 and λr+1 = · · · = λn = 0, then, using
Theorem 10.2, Cont≥λ(V•) = Cont
λ(V•) = ψ
−1
m (JmVr).
Remark 10.9. We can establish Conjecture 10.6 in several cases:
(1) The fact that [Vr] = cr is well known; for example, it follows from the
Giambelli-Thom-Porteous formula for cohomology classes of degeneracy loci
[23, §14].
(2) Since V1 is a normal e.l.c.i. with rational singularities, it follows from Corol-
lary 6.7 that [V1]
m+1 = [JmV1] = c
m+1
1 .
(3) Since Vn is smooth, Corollary 7.5 says [JmVn] = [Vn]
m+1 = cm+1n . (This is
also easy to see directly.)
(4) For m = 1 and any r, Corollary 7.5 implies [J1Vr] = [Vr]
2. Indeed, for
1 ≤ r < n, the singular locus of Vr has codimension 2(r+1), so the hypothesis
of Corollary 7.5 is satisfied when (m− 1)r < 2.
(5) When n = 2, the conjecture follows from Theorem 6.1, Remark 6.2 and
Theorem 3.8.
(6) When n = 3, we have verified that [JmV2] = [V2]
m+1 = cm+12 for m ≤ 5
using Macaulay 2.
Now we use Corollary 5.10 to relate the discussion above with partial flag varieties.
Fix integers 0 = r0 < r1 < r2 < · · · < rk < rk+1 = n, and consider the partial flag
variety
Fl(r) = Fl(r1, . . . , rk;n) = {(Vr1 ⊆ · · · ⊆ Vrk ⊆ C
n) | dimVri = ri}.
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Let F• ∈ Fl(r) be the standard (partial) flag, and let P be the parabolic subgroup
of G which fixes F•. That is, P is the group of invertible block upper-triangular
matrices, with diagonal blocks of sizes r1, r2 − r1, . . . , rk − rk−1, n− rk:
r1︷︸︸︷ r2−r1︷︸︸︷ n−rk︷︸︸︷
r1
{
∗ ∗ · · · ∗
r2 − r1
{
0 ∗ · · · ∗
...
...
. . .
...
n− rk
{
0 0 · · · ∗
Let p be the Lie algebra of P ; it consists of all matrices with the same block form as
P . Note that P acts on p by left matrix multiplication, and that Fl(r) is naturally
identified with G/P . Consider
Y = G×P p,
the quotient of G×p by the relation (g ·p, x) ∼ (g, p ·x) for p ∈ P . This comes with a
G-equivariant map ϕ : Y →Mn,n, induced by the multiplication map G×p→Mn,n
sending (g, x) to g · x. It is also a vector bundle over G/P = Fl(r) via the first
projection, and hence H∗GY
∼= H∗GFl(r) by Lemma 2.1. Moreover, we have an
identification
Y = S⊕r1r1 ⊕ S
⊕r2−r1
r2 ⊕ · · · ⊕ S
⊕n−rk
n ⊆ S
⊕n
n
∼= Fl(r)×Mn,n,
where Sr is the tautological rank r bundle on Fl(r). (So Sn = C
n is the trivial
bundle.) From this perspective, the map ϕ is simply projection on the second
factor; in particular, ϕ is proper.
Recall that Vn+1−r ⊆ Mn,n is the locus of matrices where the first r columns
have rank strictly less than r. One sees that ϕ is an isomorphism over the open set
Mn,nrVn+1−rk . Moreover, E = ϕ
−1(Vn+1−rk) is a reduced divisor with k irreducible
components En+1−r1 , . . . , En+1−rk . (To see this, lift ϕ to the multiplication map
ϕ˜ : G× p→Mn,n, and observe that ϕ˜
−1(Vn+1−rk) is defined by the vanishing of the
principal rk × rk minor in p. This determinant factors into k block determinants,
of sizes r1, r2 − r1, . . . rk − rk−1.) In fact, for 1 ≤ i ≤ k, ϕ
−1(Vn+1−ri) = En+1−r1 +
· · ·+ En+1−ri .
To apply Corollary 5.10, we compute KY/Mn,n . This is equivalent to KY , since
KMn,n = 0. In fact, we have
KY/Mn,n = KY =
k∑
i=1
(n− ri)En+1−ri .
We leave the details of this calculation to the reader; it can be done by considering
the vector bundle projection Y → Fl(r), and using standard formulas for KF l(r)
and the relative canonical divisor of a vector bundle.
For r not among the ri’s, let V˜n+1−r be the “proper transform” of Vn+1−r, that is,
the closure of ϕ−1(Vn+1−r r Vn+1−(r−1))); let V˜n+1−ri = En+1−ri . If ri−1 < r < ri,
then V˜n+1−r ⊆ En+1−ri and ϕ
−1(Vn+1−r) = V˜n+1−r + En+1−r1 + · · ·+ En+1−ri−1 .
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Given a partition λ = (λ1 ≥ · · · ≥ λn) of length at most n, we define a new
partition λ˜ = (λ˜1, . . . , λ˜n) by
λ˜n+1−r =
{
λn+1−r − λn+1−ri−1 for ri−1 < r ≤ ri,
λn+1−r for r ≤ r1.
Alternatively, if µ is the subpartition of λ given by
λn+1−rk ≥ · · · ≥ λn+1−rk︸ ︷︷ ︸
n−rk times
≥ λn+1−rk−1 ≥ · · · ≥ λn+1−rk−1︸ ︷︷ ︸
rk−rk−1 times
≥ · · · ≥ λn+1−r1 ≥ · · · ≥ λn+1−r1︸ ︷︷ ︸
r2−r1 times
,
then λ˜ = λ− µ.
Observing that ϕ−1∞ (Cont
λ(V•)) = Cont
λ˜(V˜•) ⊆ Cont
e(λ)(KY/Mn,n), where
e(λ) =
k∑
i=1
(n− ri)λ˜n+1−ri =
k∑
i=1
(n− ri)(λn+1−ri − λn+1−ri−1) =
n∑
i=1
µi,
we have the following application of Corollary 5.10 and Remark 10.7.
Corollary 10.10. With the notation above, the classes [Contλ˜(V˜•)] form a Z-basis
of H∗GFl(r), as λ varies over all partitions of length at most n. Moreover, the degree
of [Contλ˜(V˜•)] in H
∗
GFl(r) is |λ˜| :=
∑
i λ˜i.
Note that H∗GY = H
∗
G(G/P ) = H
∗
P (pt) = ΛP is isomorphic to the ring of
“multiply-symmetric functions”
ΛP = Z[t1, . . . , tn]
Sd0×···×Sdk ,
where di = ri+1− ri. One may view this isomorphism as induced from the inclusion
of p into G×P p sending A to (1, A), which is equivariant with respect to the inclusion
P →֒ G. The corollary therefore describes an isomorphism of groups
(7)
ΛG = Z[t1, . . . , tn]
Sn → Z[t1, . . . , tn]
Sd0×···×Sdk = ΛP ,
[Contλ(V•)] 7→ [Cont
λ˜(V˜•)].
For ri + 1 ≤ n+ 1− j ≤ ri+1, let cj,r ∈ Z[t1, . . . , tn]
Sd0×···×Sdk denote the (ri+1 −
n+ j)th elementary symmetric function in the variables tri+1, . . . , tri+1 . At the level
of symmetric functions, there is an obvious group isomorphism Z[t1, . . . , tn]
Sn →
Z[t1, . . . , tn]
Sd0×···×Sdk defined by sending the monomial cm11 · · · c
mn
n to the monomial
cm11,r · · · c
mn
n,r . We conjecture that this is precisely the bijection defined geometrically
in (7):
Conjecture 10.11. If m = (m1, . . . ,mn) is a tuple of non-negative integers and
λ˜ = λ˜(m), then
(8) [Cont≥λ˜(V˜•)] = [Cont
λ˜(V˜•)] = c
m1
1,r · · · c
mn
n,r .
Example 10.12. We will show that the conjecture holds in the case of the full flag
variety Fl(n) = G/B. Indeed, in this case E = ϕ−1(V1) = En+ · · ·+E1 is a simple
normal crossings divisor with n irreducible components Ei = V˜i. (This is a special
case of the remark on p. 31—lift ϕ to the multiplication map ϕ˜ : G × b → Mn,n,
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and observe that ϕ˜−1(V1) is defined by the vanishing of the product of the diagonal
entries in b.) Moreover, λ˜ = m and [Ei] = tn+1−i under the isomorphism H
∗
GY
∼=
H∗B(b)
∼= H∗T (pt) = Z[t1, . . . , tn]. The conjecture now follows from Corollary 10.10
and Example 6.10.
11. Final remarks
It would be interesting to extend the ideas of this paper to the case when X
has singularities. In the case when X has orbifold singularities, we suggest that,
on the one hand, one should replace the equivariant cohomology H∗GX with the
equivariant orbifold cohomology ring H∗G,orb(X;Q). Orbifold cohomology was
introduced by Chen and Ruan [12] and an algebraic version was developed by
Abramovich, Graber and Vistoli [1]. One may extend their definitions to define
the equivariant version H∗G,orb(X;Q). On the other hand, for m ∈ N ∪ {∞}, we
suggest replacing the jet schemes JmX with the stack of twisted jets JmX , as
defined by Yasuda [47].
In the case when X = X(Σ) is a simplicial toric variety corresponding to a fan
Σ in a lattice N , one can extend the ideas of Borisov, Chen and Smith [8] to show
that H∗T,orb(X;Q) is isomorphic to the deformed group Q[N ]
Σ [40]. On the other
hand, an explicit description of the stacks JmX was given by the second author
in [45]: roughly speaking, away from a closed substack of infinite codimension, the
J∞T -orbits of J∞X consist of cylinders {Cv | v ∈ |Σ|∩N}. One expects that under
the isomorphism H∗T.orb(X;Q)
∼= Q[N ]Σ, the class [Cv] in H
∗
T,orb(X;Q) corresponds
to yv in Q[N ]Σ for all v ∈ |Σ| ∩N .
More generally, we expect that our main results should extend to other situations.
For example, the evidence for Conjecture 10.6 suggests that the hypotheses in The-
orems 6.1 and 7.3 can be relaxed. It would also be interesting to study spherical
varieties in the spirit of Theorem 5.7, generalizing the example of toric varieties.
We expect the higher-order equivariant multiplicities defined in §8 to have inter-
esting relationships with other singularity invariants. Focusing on the local case,
a natural question is this: do the sequences {eTx,m(V )} and {e
T
x,m(V )} always have
well-defined limits as m→∞? It should also be interesting to explore a connection
between piecewise polynomials on fans and higher-order multiplicities for singular
toric varieties, generalizing the work of Katz and Payne [31].
Finally, it would be useful to develop a version of this theory for varieties over an
arbitrary field, using equivariant Chow groups. The statements of our results make
sense in this context, so we expect this should be possible; however, there are a few
technical obstacles, since several of our proofs use analytic neighborhoods and the
long exact sequence for Borel-Moore homology.
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