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Abstract
In this paper, we introduce a class of spacetimes (M, g) which sat-
isfy the vacuum Einstein equations and dynamically approach a Schwarz-
schild solution of massM , a class we shall call ultimately Schwarzschildean
spacetimes. The approach is captured in terms of boundedness and decay
assumptions on appropriate spacetime-norms of the Ricci-coefficients and
spacetime curvature. Given such assumptions at the level of k deriva-
tives of the Ricci-coefficients (and hence k − 1 derivatives of curvature),
we prove boundedness and decay estimates for k derivatives of curvature.
The proof employs the framework of vectorfield multipliers and commuta-
tors for the Bel-Robinson tensor, pioneered by Christodoulou-Klainerman
in the context of the stability of the Minkowski space. We provide mul-
tiplier analogues capturing the essential decay mechanisms (which have
been identified previously for the scalar wave equation on black hole back-
grounds) for the Bianchi equations. In particular, a formulation of the
redshift-effect near the horizon is obtained. Morever, we identify a cer-
tain hierarchy in the Bianchi equations, which leads to the control of
strongly r-weighted spacetime curvature-norms near infinity. This allows
to avoid the use the classical conformal Morawetz multiplier K, therby
generalizing recent work of Dafermos and Rodnianski in the context of
the wave equation. Finally, the proof requires a detailed understanding of
the structure of the error-terms in the interior. This is particularly intri-
cate in view of both the phenomenon of trapped orbits and the fact that,
unlike in the stability of Minkowski space, not all curvature components
decay to zero.
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1 Introduction
A major open problem in general relativity is to establish the non-linear stability
of the Kerr family of solutions. Considerable mathematical progress towards
this goal has been achieved in recent years, mainly by studying the linear wave
equation,
gψ = 0 , (1)
on fixed Schwarzschild [1, 2, 3] or Kerr-black hole backgrounds [4, 5, 6].
In particular, a precise and robust understanding of the role of the horizon
for the decay mechanism of linear waves is now available within the framework
of vectorfield multipliers and commutators, which is the common ground on
which almost all of the currently available results stand. In the same context,
there is also a good understanding of the obstruction to decay associated with
the phenomenon of trapped orbits and the associated loss of derivatives in the
estimates, at least for Schwarzschild- and Kerr black holes. We refer the reader
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to [7] for a detailed discussion of these characteristic properties of black hole
backgrounds.
While the study of (1) provides important insights regarding the role of the
geometry for the decay problem, its connection with the black hole stability
problem is a-priori rather remote: (1) is certainly not the linearization of the
Einstein equations with respect to a fixed black hole background g, but merely a
“poor man’s” linearization, which forgets entirely about the tensorial character
of the original equations.
Encouraged by the rapid progress regarding (1), we initiate in this paper
a new approach to address the linear stability problem for black holes. This
novel point of view will turn out to be much more intimately connected to the
non-linear stability problem, as it is based entirely on a study of the Einstein
and the Bianchi equations governing the metric evolution.
The setting we suggest is the following. Consider a non-stationary black hole
spacetime (M, g), which satisfies the vacuum Einstein equations
Rµν (g) = 0 , (2)
and in addition settles down to a stationary solution for late times. In the
familiar geometrical framework, the latter assumption of approach will mani-
fest itself in appropriate decay assumptions on deformation tensors and Ricci
rotation coefficients, once an appropriate coordinate system in which decay is
measured, has been fixed.
Clearly, in view of (2) being satisfied, the Weyl-curvature tensor W of such
a spacetime is equal to the Riemann-tensor and obeys the Bianchi equations
DαWαβγδ (g) = 0 . (3)
Exploiting the rich structure of (3) one can then try to prove estimates for the
curvature tensor from appropriate assumptions on the rates of approach for the
metric.
Now by the very definition of curvature, decay assumptions on the future
asymptotic behavior of the metric and its derivatives will imply certain decay
of the curvature tensor.1 Hence in order for the estimates arising from (3) to
be useful, one should be able to establish more decay on the curvature than
what immediately follows from the assumptions on the metric coefficients and
deformation tensors. More precisely, in order to be valuable in a potential
non-linear application, the decay proven for W should be sufficiently strong
to stand a chance to eventually improve, via the null-structure equations, the
assumptions initially made on the spacetime metric. This type of argument
forms an integral part in the context of the bootstrap setting in which non-
linear stability results are typically proven.
In the present paper, we address the simplest example, for which the ideas
outlined above can be successfully carried out: A spacetime approaching a
Schwarzschild solution for late times. While this example is non-generic in
some sense, a large class of such spacetimes is expected to exist. Moreover, as
we will see, the problem introduced here already exhibits many of the difficulties
that the analogous problem for an ultimately Kerr spacetime would do.
1When we talk about decay of the curvature tensor here and in the future, we always
understand this as decay to the curvature tensor of the spacetime we are approaching.
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Roughly speaking, the statement we are going to prove in this context is
the following. For sufficiently large k, boundedness of the L2-energy and the
L2-spacetime-norm of k-derivatives of the Ricci rotation coefficients (and ap-
propriate decay for lower order norms) implies boundedness and a degenerate
version of integrated decay of the L2-norm of k derivatives of the curvature
tensor. While in this paper we do not concern ourselves with the problem of
improving the bounds on the Ricci coefficients from the curvature bounds estab-
lished (such estimates should follow closely the ones in [8]), we will in addition
prove decay estimates for lower order curvature norms in terms of norms on
the Ricci-coefficients. These estimates will reveal consistency of the approach
in the sense that one does not have to assume stronger decay-rates on the Ricci-
coefficients than the ones one expects to eventually derive from the curvature
bounds obtained via multiplier estimates from the Bianchi equations.2
Before we turn to a more precise statement of the theorem and the main
difficulties associated with its proof, let us briefly outline the basic technique of
obtaining estimates for W from (3).
There exist natural energy currents for (3) or, more generally, (3) with an
inhomogeneity Jβγδ on the right hand side. These currents arise from the so-
called Bel-Robinson tensor
Q [W ]αβγδ =WαργσW ρ σβ δ + ⋆Wαργσ⋆W ρ σβ δ . (4)
The tensor Q is symmetric and traceless and satisfies the divergence identity
Dα
(
QαβγδX βYγZδ
)
= KXYZ1 [W ] +KXYZ2 [W ] , (5)
KXYZ1 [W ] = Qαβγδ
(
(X )παβYγZδ + (Y)παβZγXδ + (Z)παβXγYδ
)
,
KXYZ2 [W ] =
[
W µ νβ δ Jµγν +W µ νβ γ Jµδν + ⋆W µ νβ δ J ⋆µγν + ⋆W µ νβ γ J ⋆µδν
]
X βYγZδ ,
for any spacetime vectorfields X ,Y,Z. The term KXYZ2 [W ] vanishes in the
case of the homogeneous Bianchi equations.
Moreover,Q (X ,Y,Z, n) ≥ 0 holds for any future directed causal vectorfields
X ,Y,Z, n. If they are timelike, then Q (X ,Y,Z, n) in fact controls the sum of
squares of all components of W . Note also that both the right hand side and
the left hand side of (5)depend only on W and not derivatives therof.
The basic strategy to derive estimates for (3) involves choosing appropriate
vectorfields and integrating (5) over certain spacetime regions. For instance, if
the vectorfields X ,Y,Z are Killing and J = 0 (the homogeneous Bianchi equa-
tions), the right hand side of (5) vanishes, and we in fact obtain a conservation
law relating currents on future spacelike slices to those in the past.
For our spacetime however, there are no exact Killing vectorfields but only
what we are going to call “ultimately Killing fields”. These are vectorfields,
2As discussed below, the boundedness result for k derivatives of curvature would be much
easier to prove if one were to assume strong decay in t for k derivatives of the Ricci-coefficients,
say 1
t2+ǫ
-decay of the L2-norm. However, this would be inconsistent in the above sense:
Because of the trapping, multiplier estimates from the Bianchi equations can only produce
1
t
-decay for k − 1 derivatives of curvature, which fails to match the decay-rate assumed on
k-derivatives of the Ricci-coefficients. Cf. the discussion in section 1.1.3.
5
whose deformation tensor does not vanish but decays to zero in time. The
non-zero deformation tensor requires a careful analysis of the non-vanishing
spacetime terms on the right hand side of (5).3
We also note, schematically at least, the formula for commuting the Bianchi
equations with vectorfields:
Dα
(
L̂XW
)
αβγδ
= (X )π ·DW +D(X )π ·W (6)
Here L̂X is a modified Lie-derivative which gives L̂XW the algebraic proper-
ties of a Weyl-tensor (cf. section 3.2). Clearly, deriving energies for L̂TW will
necessitate an analysis of the non-vanishing term KXYZ2 [W ].
We are now in a position to explain at a heuristic level, some of the difficul-
ties and challenges one encounters, when one applies the vectorfield techniques
outlined in the previous paragraph to the problem we wish to study:
1. Not all components of W decay for the spacetime under consideration
(otherwise we would approach the Minkowski space). This causes difficul-
ties both at the level of energies associated to (3) (as they do not decay),
and at the level of the error-terms arising from commuting (3) with the
approximate symmetries of the spacetime. As is already apparent from
formula (6), in sharp contrast to the stability of Minkowski space, not all
error-terms will exhibit a quadratic structure in which both components
decay.
2. What is the analogue of the redshift effect [1] for (3)?
3. How is the obstruction for decay associated with trapped orbits captured
for (3)?
4. How does one obtain decay (in the interior, at null infinity, ...) for W?
5. What are the appropriate (minimal?) assumptions on the Ricci rotation
coefficients?
As perhaps anticipated by the reader, the issues listed above are coupled to
one another.
1.1 Summary of the argument
We proceed with a summary of the estimates carried out in the paper explaining
how the above issues are addressed. In view of the frequently extensive and
tedious formulae, we will regularly refer to the bulk of the paper. We hope that
by this means, the introduction can also serve as a guide to the paper.
1.1.1 Ultimately Schwarzschildean spacetimes
Fix a regular coordinate system (t⋆, r, θ, φ) on the black hole exterior of a
Schwarzschild metric gM with mass M . Consider perturbations of gM , such
that the resulting metric g on the black hole exterior is what we call ultimately
3We remark at this point that it would not make sense to study (3) on a fixed Schwarz-
schild background: Here the dynamics is trivial due to an algebraic constraint (known as the
Buchdahl constraint in the literature [9]) on the Riemann-tensor.
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Schwarzschildean to order k+1 (cf. Definition 2.1). At the core of this definition
are assumptions at the level of k derivatives of the Ricci-coefficients (i.e. k + 1-
derivatives of the metric): In particular, both an energy on spacelike slices with
null-ears (Σ˜τ , cf. the figure in section 2.2) and a spacetime energy for the re-
gion enclosed by two such slices are defined for the Ricci-rotation coefficients R:
These energies measure the approach of the R to their Schwarzschild values in
the coordinate system (t⋆, r, θ, φ). Roughly speaking, we assume boundedness
of both of these energies for k derivatives, t−1 decay for k − 1 derivatives, t−2
for k − 2 derivatives and t− 52 for k − 3 or less derivatives (cf. (42) and (44)).
The reason for this hierarchy is related to what we expect to be able to show
for the energies involving curvature and will become more clear later.
In addition, we assume the existence of a vectorfield T , satisfying g (T, T ) = 0
on the horizon and approaching the timelike (null on the horizon) Killing field
of Schwarzschild in the sense that the deformation tensor associated with T
decays. We will refer to the vectorfield T as being an ultimately Killing field.
See Definition 2.3.
1.1.2 Null-decomposition of the curvature tensor
We will also pick a null-frame e1, e2, e3, e4 for g (g (e3, e4) = −2)), which is
assumed to be appropriately close to a previously fixed Schwarzschild frame. We
null decompose the curvature tensor with respect to that frame. In the standard
notation of the subject, we obtain the components α, β, ρ, σ, β, α (cf. section 3.3).
The equations (3) can then be written as equations for the null-components
along null-directions (cf. (85)-(94)). We note that in Schwarzschild all these
components except ρ = − 2Mr3 are zero.
1.1.3 The T -energy
The first estimate that one may wish to obtain from (3) is, of course, the ana-
logue of the energy estimate associated with the ultimately Killing field T . As
ρ itself does not decay, and also in view of the fact that higher derivative es-
timates need to be derived, we are going to commute the equation sufficiently
many times with the vectorfield T . However, as is apparent from formula (6),
irrespective of how many commutations are performed, there will always be a
highest order error-term of the form ρ · L̂k−1T Dπ, which unlike most other terms,
does not decay quadratically.4 As a consequence, in the energy estimate arising
from (5) we will have to control an error-term of the form∫
spacetime
ρ ·
(
L̂k−1T Dπ
)
· L̂kTW . (7)
In view of the trapping, we will not be able to control the spacetime-integral
of the highest order derivative term globally, which means that we will have
to put it “L2 in space”. It follows that to establish boundedness of the error-
term at the highest level of derivatives (and hence boundedness of the kth order
Weyl energy), we would need very strong decay (at least 1t2 ) of the L
2-energy
of k derivatives of the deformation tensor. However, such a decay has only a
chance of being obtained from the curvature components via elliptic estimates,
4There are also lower order terms which do not decay quadratically, in view of the fact
that some derivatives of ρ do not decay. We will focus on the highest order term here.
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if we can show the same decay for k−1-derivatives of curvature. Unfortunately,
with current vectorfield techniques, we can only expect to prove 1t -decay for the
L2-energy of k − 1 derivatives of curvature.
The resolution of this difficulty relies strongly on the coupled character of
the problem, i.e. the fact that the background is not fixed but related to the
curvature components via the null-structure equations (cf. section 3.9). Working
out the precise contractions of curvature components and components of the
deformation tensor in (7) and inserting the structure equations relating Dπ
to the curvature components, one realizes that all terms in (7) have a special
structure. To give an example,∫
st
ρ
((
L̂k−1T [D3f + α + l.o.t.]
)
L̂kTα+
(
L̂k−1T [divf + β + l.o.t.]
)
L̂kTβ
)
(8)
is such a term, where f is an expression involving the Ricci rotation coefficients.
Remarkably, the derivatives of the deformation tensor have brought in precisely
the right curvature components from the structure equations, so as to allow an
integration by parts in T . This lets the T -derivative fall on ρ and makes this term
a cubic error-term with all components decaying. The derivative term (which
has D3f and divf respectively) can be integrated by parts as well. Clearly, if
the derivative falls on ρ, we obtain a lower order term. If it falls on the highest
order derivative term, however, we can use the Bianchi equation
α3 = −2 /D⋆2β + l.o.t. (9)
and obtain also a lower order term.5 At the end of the day, we can show that
the worst possible error-terms are effectively of the form∫
spacetime
ρ ·
(
L̂k−2T Dπ
)
· L̂kTW (10)
The gain of a derivative compared to (7) is essential to close the estimates. The
analysis of this structure is the topic of section 7.
1.1.4 The redshift
As familiar from the wave equation, the vectorfield T does not provide control
over all curvature components near the horizon, even if the metric is exactly
Schwarzschild (in our case, T may not even be causal everywhere!). For the wave
equation it is well-known how to stabilize the T estimate using a redshift vector-
field [1]. In complete analogy to this case, we construct a timelike vectorfield N
(agreeing with T far away from the horizon), which generates boundary-terms
controlling all components globally, and a spacetime term KNNN1 [W ] which
has a good sign (and controls all curvature components) near the horizon. The
error-terms introduced can be dealt with, once an integrated decay estimate in
the interior (away from the horizon) is available. Cf. Proposition 6.4.
Since until now we have only commuted with T , this technique will merely
allow us to obtain non-degenerate control over arbitrary T -derivatives of the
curvature components. This is sufficient away from the horizon in view of the
5Note that commutation of derivatives with L̂T derivatives only introduces lower order
terms and additional decay.
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elliptic estimates (section 9) available. Close to the horizon we invoke a com-
mutator version of the redshift estimate (developed in the context of the wave
equation in [4]), for which one commutes with the redshift vectorfield to obtain
estimates for the transversal derivatives on the horizon. For the Bianchi equa-
tions, there are two (equivalent) possibilities to adapt this estimate: Either at
the level of the tensorial Bianchi equations for the Weyl-tensor commuted with
N ,6 or at the level of the null-Bianchi equations. In this paper, we follow the
second approach, as it has the advantage that, at the lowest level, we can work
with the renormalized null-Bianchi equations for ρ and σ. Cf. section 8.
1.1.5 Decay at infinity
Very recently, Dafermos and Rodnianski introduced a novel approach to the
decay of the wave equation ψ = 0 on black hole spacetimes [10]. Using a
new multiplier, they were able to generate a certain hierarchy of estimates for
r-weighted energies near infinity provided an integrated decay estimate in the
interior is available. A version of the pigeonhole principle finally allowed them
to exploit that hierarchy to translate boundedness of r-weighted energies into
interior decay in t of the natural L2-energy.
This new method of obtaining decay at infinity and exporting it to the
interior has an advantage over the traditional method of using the conformal
Morawetz multiplier K =
(
t2 + r2
)
∂t + 4tr∂r (which is conformally Killing in
Minkowski space). Namely, as the latter carries t-weights, the error-terms it
generates in the interior are typically difficult to control. The multiplier of the
new method, on the other hand, carries only r-weights and is only applied in
a region close to null-infinity. This emphasizes the power of using multipliers
locally, as one root of the difficulties with the K-vectorfield is precisely that it
has to be applied globally.
It turns out that the approach of [10] has a very natural generalization to the
Bianchi equations. The basic idea is easy to understand and can be explained
at a heuristic level. Suppose we use a Minkowskian coordinate system (u, v, ω)
near infinity, i.e. such that in particular ∂ur ≈ −∂vr ≈ − 12 there. In fact, for the
purpose of the following heuristic, the reader can in fact consider the Bianchi
equations on exact Minkowski space. In this region, the Bianchi equations for
the components α and β take the form (cf. section 3.3)
2∂uα− 1
r
α = −2 /D⋆2β + l.o.t. , 2∂vβ +
4
r
β = /divα+ l.o.t. (11)
Multiplying the first by rpα and using that /D⋆2 is the adjoint of /div on the
2-spheres, we obtain
∂u
(
rp‖α‖2)+ 2∂v (rp‖β‖2)+ ‖α‖2rp−1 (−p · ∂ur − 1)
+‖β‖2rp−1 (8− 2p∂vr) = error + tot. div on S2t,r . (12)
Upon integration in a characteristic region (the shaded region in the figure
6provided one also commuted with T first to eliminate the non-decaying ρ component
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below) using the measure dudv sin θdθdφ
r = R
Σ1
Σ2
the first two terms in (12) will generate positive future boundary terms. The
remaining (spacetime) terms on the left hand side will both be positive as long
as 2 < p < 8. In other words, provided we can control the error-term arising on
the timelike boundary of the region (which can be done, provided an integrated
decay estimate is available in the interior) and the error-terms on the right hand
side (which are absent if the background was exactly Minkowskian and which
cause a considerable amount of work in our case), we obtain an estimate for
strongly r-weighted boundary and spacetime terms for the components α and
β. Considering the next pair of Bianchi equations, we will obtain a similar
estimate for the pair (β, ρ) with the condition 4 < p < 6. In this fashion we
can estimate all curvature components with appropriate r-weights. From the
weighted spacetime-terms we can generate decay in t in the interior using the
pigeonhole principle as in [10]. Exploiting the hierarchy in the equation one
easily obtains the well-known pointwise decay rates for the null-components in
Minkowski space [11], for instance.
As mentioned above, a significant amount of work goes into estimating the
error-terms on the right hand side. They impose additional non-linear con-
straints on the admissible rp-weights. In spirit, these estimates are of course
similar to the ones in [8], since only the asymptotic region and weights in r are
concerned. We emphasize two important differences, however: On the one hand,
we are not trying to minimize the number of derivatives. The cubic error-terms
are always estimated by putting one term in L∞ and the others in L2 (unlike L4
estimates in [8]). Secondly, by using the null-structure equations directly on the
error-terms, we exploit an additional cancellation of the terms which have the
worst decay in r. This structure goes beyond the null form of the error-terms
and simplifies considerably some of the estimates. The analysis at infinity is the
content of section 10.
1.1.6 Integrated decay
We have seen that both the redshift and the new method of capturing the decay
at infinity require an integrated decay estimate in the interior to control their
error-terms.7 How does one obtain such an estimate?
From the experience with the wave equation, one may try to use a vectorfield
of the form X = f (r) ∂r in the identity (5). Carrying out the computation one
observes that one cannot obtain a globally (positive, say) spacetime term, which
controls all curvature components but that instead the quantities ρ and σ will
always enter with the opposite sign. More precisely, the main (assuming the
7A boundedness statement can in fact be obtained without the construction of an integrated
decay estimate. See section 5.
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metric is exactly Schwarzschild) spacetime term reads
KXTT1 =
(1− µ)2
4
f,r
[
1
2
(1− µ)2 |α|2 + 1
2
|α|2
(1− µ)2 −
1− µ
2
(
ρ2 + σ2
)]
+f
(
1
r
− 3
2
µ
r
)[
(1− µ)2 |β|2 + |β|2 + 2 (1− µ) (ρ2 + σ2)] . (13)
We immediately recognize the familiar trapping factor of (r−3M) in the second
line. Choosing f as a bounded function which changes sign at r = 3M we
can control all components but ρ and σ in a region of bounded r around the
degenerating set r = 3M .8 The boundary-terms are in turn controlled by the
T -energy. We remark that all these arguments need to be stabilized near the
horizon by the redshift vectorfield (cf. section 11).
The above observation regarding the role of ρ and σ requires us to obtain
an integrated decay estimate for ρ and σ via different means. The important
insight here, which goes back to Price (see [12] and [13]), is that the compo-
nents ρ and σ satisfy a wave equation (the so-called Regge-Wheeler equation),
which in the case of exact Schwarzschild would be homogeneous and in our
case involves inhomogeneous error-terms on the right hand side. Those terms
exhibit a quadratic structure of (derivatives of) “Ricci coefficients · curvature
components”.
The natural energies for these wave equations do not involve ρ and σ itself
but rather the rescaled quantities r3ρ, r3σ. On the one hand, this is good
news because the quantity ρ · r3 approaches the mass (a constant) for late times
and hence we can expect decay for the L2-energy of its derivatives.9 On the
other hand, this complicates the estimates for the error-terms appearing on the
right hand side of the equation, as they now get multiplied with the weight of
the rescaling factor, r3. In other words, one cannot prove an integrated decay
estimate in the interior without understanding the r-weighted energies for (all)
the curvature components!
Here it turns out that the we can borrow an ǫ of the strongly r-weighted
spacetime integrals that we have available at infinity. Coupling the estimate at
infinity with the anticipated integrated decay decay estimate in the interior will
allow us to absorb the ǫ-contribution and close the estimate.
Besides controlling the inhomogeneity, an additional problem in the deriva-
tion of energy estimates for the renormalized ρ and σ components arises from
the Regge-Wheeler operator itself. As is well-known for the Regge-Wheeler
equation on a fixed Schwarzschild background, an everywhere positive space-
time integral can only be derived if the angular momentum mode of the field
satisfies l ≥ 2. For us, however, the situation is more favorable because we
are assuming that the metric approaches Schwarzschild and that we are esti-
mating the curvature components of that particular spacetime. More precisely,
the ultimately Schwarzschildean property implies that the zeroth order terms
in the anticipated integrated decay estimate are a-priori bounded, while the
8Note that near infinity and near the horizon we obtain control over all curvature compo-
nents with the given choice of f , since the terms in the second line eventually dominate the
ones in the first.
9We remark that the r-weight which is being introduced in this way corresponds precisely
to the maximal r-weight that the quantity ρ gets associated via the r-weighted multiplier
described in section 1.1.5
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derivative terms can easily be made non-negative with the help of an appro-
priate multiplier. In this way the integrated decay assumed in the ultimately
Schwarzschildean assumption eliminates the l = 0 and l = 1 modes (see section
12).
With these difficulties resolved one finally obtains an integrated decay esti-
mate for the renormalized ρ and σ components, which is coupled to the inte-
grated decay estimate for the entire curvature tensor and then, finally, to the
r-weighted estimates at infinity.
Having understood the basic mechanisms, we recommend the reader at this
point to turn to section 5 immediately for a precise statement of the theorems.
A brief glance at section 4 to familiarize with the energies which are being used
may be helpful.
1.2 Some remarks on the Kerr case
It is natural to enquire which aspects of the mechanisms described stand a
chance to (in principle) carry over to the case of a spacetime approaching a
Kerr solution of, say, small angular momentum. In this case both the curva-
ture components ρ and σ will be non-zero, at least if a null-frame based on the
principal null-directions of Kerr is being used (otherwise, other null-components
will be non-zero, too). We do not expect any further difficulty entering from
the non-decaying σ-component. The analysis of the intricate error-terms pro-
portional to ρ in the commuted Bianchi equation carried out in section 7 will
extend to the dual σ-component. The fact that T is no-longer (not even asymp-
totically) timelike near the horizon, on the other hand, can – at least for the
case of small angular momentum – be dealt with the redshift, cf. [4]. This leaves
the trapping as the main difficulty. In view of the trapping for Kerr itself be-
ing well-understood, a generalized approach of Dafermos and Rodnianski [7] or
Andersson-Blue [6] (using commutation with the second order Carter-operator,
i.e. an ultimately Killing tensor in our language) is highly promising to yield
similar results to the ones in the paper. We postpone the analysis of this case
to a future paper.
2 Ultimately Schwarzschildean spacetimes
2.1 The Schwarzschild geometry
In the perhaps most familiar (t, r, θ, φ) coordinates, the Schwarzschild metric is
given by
g = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2
(
dθ2 + sin2 θdφ2
)
, (14)
which defines a smooth metric on the manifold MI = (−∞,∞) × (2M,∞) ×
S2. Using the the transformations u = t − r⋆, v = t + r⋆, where r⋆ = r −
2M log (r − 2M)−M + log 3M is the tortoise coordinate, we may express the
metric onMe in double null-coordinates (u, v, θ, φ) ∈ (−∞,∞)× (−∞,∞)×S2
as
g = − (1− µ) dudv + r2 (dθ2 + sin2 θdφ2) , (15)
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where we set µ = 2Mr . It is well known that the singularity at r = 2M in (14) is
a coordinate singularity and that the metric can be extended through r = 2M
to a larger manifold. Indeed, let χ (r) be an interpolating function which is
equal to 1 for r ≤ 6M and equal to 0 for r ≥ 7M . Setting
t⋆ = t+ f (r) with f ′ (r) = χ (r)
2M
r − 2M , we obtain
g = −k− (dt⋆)2+4M
r
χdt⋆dr+
[
χ2k+ +
1
k−
(
1− χ2)] dr2+r2 (dθ2 + sin2 θdφ2) ,
where we have introduced the shorthand notation k± = 1 ± µ. Clearly, in
the coordinates (t⋆, r, θ, φ), g can be defined on the larger manifold MII =
(−∞,∞)×(0,∞)×S2. We easily see that r = 2M is a regular null-hypersurface,
which we denote H+ and call the future event horizon.
Let us fix on MII = (−∞,∞)× (0,∞)× S2 a slice of constant t⋆ = τ0 ≥ 1
(note that this crosses H+) and define the submanifold
R = [τ0,∞)× [2M,∞)× S2 . (16)
For convenience, let us also define
kχ± = 1±
2M
r
χ , kχ = grr =
[
χ2k+ +
1
k−
(
1− χ2)] = kχ+kχ−
k−
. (17)
Note that kχ is bounded above and below by positive constants depending
on M only.
Next we define various frames on MII . The vectors
eˆ1,2 = frame on S
2
t⋆,r , (18)
R =
1√
kχ
∂r and n =
√
kχ∂t⋆ − 2Mχ
r
√
kχ
∂r (19)
satisfy
g (R,R) = −g (n, n) = +1 as well as g (R, n) = g (T, eA) = g (R, eA) = 0 ,
and hence constitute an orthonormal frame. In addition, we may choose a null
frame, i.e. vectors e1, e2, e3, e4 such that
g (e3, e4) = −2 and g (e3, e3) = g (e4, e4) = g (e3, eA) = g (e4, eA) = 0 ,
as well as
g (eA, eB) = δAB , (20)
for A,B = 1, 2. Such a frame may be defined via eˆ1, eˆ2,
eˆ3 =
1√
kχ
(n−R) = ∂t⋆ −
1 + 2Mr χ
kχ
∂r , (21)
eˆ4 =
√
kχ
1
(n+R) = kχ∂t⋆ +
(
1− 2M
r
χ
)
∂r . (22)
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For Schwarzschild, the Ricci coefficients with respect to the null-frame (eˆ1, eˆ2, eˆ3, eˆ4)
are – using the conventions of [8] summarized in appendix A:
HAB = −
1
r
(
1 + 2Mr χ
kχ
)
δAB = −1
r
(
1− 2Mr
1− 2Mr χ
)
δAB , (23)
HAB =
(
1− 2M
r
χ
)
1
r
δAB , (24)
Ω = +
M
r2
· (1− χ) + χ
′rk−(
1− 2Mr χ
)2 , Ω = −Mr2 (χ− rχ′) , (25)
YA = Y A = ZA = ZA = VA = 0 . (26)
Finally, we collect some useful formulae for further reference: The timelike
Killing field expressed in the chosen null-frame reads
2T = 2∂t⋆ =
(
1− 2M
r
χ
)
eˆ3 +
1
kχ
(
1 +
2M
r
χ
)
eˆ4 . (27)
The normal of constant t⋆ slices Σt⋆ is computed to be
n =
√
kχ∂t⋆ − 2Mχ
r
√
kχ
∂r =
1
2
√
kχeˆ3 +
1
2
1√
kχ
eˆ4 (28)
and hence the components
nt
⋆
=
√
kχ , n
r = − 2Mχ
r
√
kχ
, nt⋆ = − 1√
kχ
, nr = 0 . (29)
2.2 The class of ultimately Schwarzschildean spacetimes
Fix a Schwarzschild spacetime of mass M ,
(R, gM), equipped with the regular
coordinate atlas (t⋆, r, θi, φi) as defined in section 2.1. The Penrose diagram of
(R, gM ) is depicted below, where we use the standard notation I+ to denote
future null-infinity.
r = R
Στ
Σ0
I
+
H
r = rY
Let us write Σt⋆ for slices of constant t
⋆. Slices with “null-ears” are denoted
Σ˜t⋆ : More precisely, if S
2
t⋆,R denotes the sphere of intersection of Σt⋆ and a
fixed10 r = R hypersurface, we define
Nout
(
S2τ,r
)
:= future outgoing part of the lightcone emanating from S2τ,r
10The exact R will be fixed later in the paper, with 1
R
figuring as a potential source of
smallness in the argument.
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Σ˜t⋆ :=
(
Σt⋆ ∪ {r ≤ R}
)
∩Nout
(
S2t⋆,R
)
. (30)
The spacetime slab enclosed by Στ1 ,Στ2 and the horizon is denoted byM (τ1, τ2),
while the spacetime slab enclosed by Σ˜τ1 , Σ˜τ2 and the horizon is denoted M˜ (τ1, τ2).
We also define the asymptotic region D (τ1, τ2) = M˜ (τ1, τ2) ∩ {r ≥ R}. Close
to the horizon we also fix a hypersurface r = rY , whose precise location will be
given in Lemma 6.3.
We will now fix the differentiable structure of R and consider small pertur-
bations of the metric on the black hole exterior to the future of Σ0. As the
differentiable structure is fixed, S2t⋆,r, Στ , Σ˜τ , M (τ1, τ2), M˜ (τ1, τ2) , etc. will
remain well-defined with respect to the perturbed metric, and we will hence
use the same notation for them, as long as no confusion arises. We denote the
covariant derivative of the perturbed metric g by D.
Definition 2.1. Fix the manifold R and its differentiable structure. A metric
g on R is called ultimately Schwarzschildean (of mass M) to order k+ 1
(k ≥ 2) if it has the following properties:
1. The boundary H+ is null with respect to g.
2. The metric g is Ck−1-close to the Schwarzschild metric in that
|gij −
(
gM
)
ij
|+ |gij − (gM)ij | ≤ ǫ
r2
(31)
|∂nmgij − ∂nm
(
gM
)
ij
|+ |∂nmgij − ∂nm
(
gM
)ij | ≤ ǫ
r2
(32)
holds for n = 1, ..., k − 1 and m ∈ {t⋆, r, θ, φ}.
3. There exists an admissible null-frame e1, ..., e4 for g, i.e. a frame satisfying
(a) closesness to the Schwarzschild frame11 eˆi:
|g (e3, eˆ4) + 2|+ |g (e4, eˆ3) + 2|+ |g (eA, eˆB)− δAB| < ǫ (33)
while all other combinations are ǫ-small in the above sense.
(b) The outgoing null-hypersurfaces generated by e4 foliate R. More pre-
cisely, there is an optical function u whose level surfaces are the
outgoing null-hypersurfaces generated by e4. This optical function
is normalized such that u = ∞ is associated with the horizon H+.
Moreover, the e1, e2 are tangent to the spheres S
2
t⋆,u arising from the
intersection of the timelike t⋆ = const slices and the outgoing null-
hypersurfaces u = const.
(c) the gauge condition 2Y = g (D4eA, e4) = 0
(d) the Ricci coefficients are ultimately Schwarzschildean to order k [see
Definition 2.2] in this frame
11In view of the fixed differentiable structure, the eˆi (defined in terms of coordinate vector-
fields in (21)) remain well-defined with respect to g.
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4. There exist functions p : R → R and q : R → R such that p vanishes on
the horizon and that the associated vectorfield 2T = pe3+qe4 is ultimately
Killing to order k + 1 [see Definition 2.3]. Moreover, the deformation
tensor satisfies tr(T )π = 0 and
|T (p) |+ |eA (p) |+ |T (q) |+ |eA (q) |+ | /D3
[
p− k−χ
] |
+| /D4
[
p− k−χ
] |+ | /D3 [q − k+χkχ
]
|+ /D4
[
q − k
+
χ
kχ
]
| < ǫ (t⋆)− 54 (34)
holds in the interior region r < t⋆.
Remarks.
• Our assumptions are certainly not minimal and leave room for improve-
ment. In particular, the decay properties on the deformation tensor in
assumption (4) may be derivable from (3d).
• The assumption that the frame satisfies Y = 0 (which corresponds to a
partial choice of gauge) will be of importance in the analysis at infinity,
cf. [8]. It can easily be achieved by Fermi-propagating e1, e2 in the e4
direction.
• The assumption that T can be chosen to be null on the horizon (i.e. the
condition p|H+ = 0) is not essential for the results of the paper. However,
it allows an elegant proof of uniform boundedness of the highest order
curvature norm. We will show later how this assumption can be removed
in the context of integrated decay estimates.
• The assumption that tr(T )π = 0 is a technical assumption which allows
one to reduce the number of error-terms in the proof at some point. The
additional errors could be controlled without further difficulty but would
make the paper longer (cf. section 12.5, Remark 12.19, where this is dis-
cussed).
We will write P = P (t⋆, u) for the projection from the tangent space of (R, g)
to the tangent space of S2t⋆,u. If D denotes the covariant derivative on (R, g),
then we denote by /D3, /D4 the projections to S
2
t⋆,u of D3 and D4. The covariant
derivative intrinsic to S2t⋆,u will be abbreviated /∇. We will write D shorthand
for any derivative D ∈ { /D3, /D4, /∇}.
2.2.1 The Ricci coefficients
We denote the Ricci coefficients in an admissible null-frame collectively by R.
While R contains all components, we generally distinguish
Rmain = {Ĥ, Y , Z, Z, V,Ω,Ω, trH, trH} (35)
and Ĥ , which has to be treated separately, as it contains information from the
radiation field in its 1r -term. Also, R
(main)
SS denotes the corresponding Schwarz-
schild values.12 Defining the norm of the null-decomposed Ricci coefficients in
12That is the values of the components of the Ricci coefficients of
(
R, gM
)
evaluated with
respect to the frame eˆi.
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the obvious way, i.e.
||TAB|| =
∑
A,B=0,1
|T (eA, eB) | and ||UA|| =
∑
A=0,1
|U (eA) |, (36)
we can state
Definition 2.2. The Ricci coefficients of g are ultimately Schwarzschildean to
order k with respect to the null-frame (e1, e2, e3, e4) if the following estimates
hold:
• globally on the black hole exterior∣∣∣trH − 2
r
(
1− 2M
r
χ
) ∣∣∣ + ∣∣∣trH + 2
r
(
1− 2Mr
1− 2Mr χ
) ∣∣∣ ≤ ǫ
r2
(37)
||ĤAB || ≤ ǫ
r2
and ||ĤAB|| ≤
ǫ
rmax (1, t⋆ − r) (38)
|Ω− ΩSS |+ |Ω− ΩSS | ≤
ǫ
r2
(39)
||Y A||+ ||ZA||+ ||ZA|| ≤
ǫ
r2
(40)
• in the interior region, r ≤ t⋆, the pointwise estimate
‖R−RSS‖ ≤ ǫ (t⋆)−
5
4 (41)
i.e. (37)-(40) hold in r ≤ t⋆ with all right hand sides replaced by ǫ (t⋆)− 54 .
• The estimate
D
n [R] (τ) := Dn [R] (τ,∞) < ǫ
τ l(n)
(42)
holds for n = 1, ..., k and
l (n) =

0 if n = k
1 if n = k − 1
2 if n = k − 2
5
2 if n < k − 2 ,
(43)
where
D
n [R] (τ1, τ2) = sup
τ∈(τ1,τ2)
E
n
[R]
(
Σ˜τ
)
+ E
n
[R] (H (τ1, τ2))
+I
n
[R]
(
M˜ (τ1, τ2)
)
(44)
with the weighted energies for the Ricci rotation coefficients (δ = 1100)
I
n
[R]
(
M˜ (τ1, τ2)
)
=
n∑
i=0
∑
k1+..+k3=i
∫
M˜(τ1,τ2)
dt⋆drdω r2−δr2k2+2k3l(n)∑
j=0
rmin(2k1−j+1,0)τ j−l(n)1
[‖ /Dk13 /Dk24 /∇k3 (Rmain −RmainSS ) ‖2
+
1
r
‖ /Dk13 /Dk24 /∇k3Ĥ‖2
]
(45)
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and13
E
n
[R]
(
Σ˜τ
)
=
n∑
i=0
∫
Σ˜τ∩{r≤R}
‖Di (R−RSS) ‖2 +
n∑
i=0
∑
k1+k2+k3=i∫
Nout(S2τ,R)
dvdωr3−δr2k2+2k3‖ /Dk13 /Dk24 /∇k3
(
Rmain −RmainSS
) ‖2+∫
Nout(S2τ,R)
dvdωr1−δr2k2+2k3‖ /Dk13 /Dk24 /∇k3Ĥ‖2 (46)
as well as
E
n
[R] (H (τ1, τ2)) =
n∑
i=0
∫
H(τ1,τ2)
‖Di (R−RSS) ‖2 . (47)
• In addition, for the boundary term of the highest derivative
sup
τ∈(τ1,τ2)
E
k
[R]
(
Σ˜τ
)
+ E
k
[R] (H (τ1, τ2)) < ǫ · (τ1)−
1
2 (48)
and in the asymptotic region
I
k
[R] (D (τ1, τ2)) < ǫ · (τ1)−
1
2 . (49)
Remarks:
• Clearly, taking a 4- or an angular derivative improves the r-weight in the
L2-energy by a power of 2: this is the factor r2k2+2k3 .
• By convention, the j in ∑l(n)j=0 runs 0, 1, 2, 52 . This sum incorporates that
in general, one loses an r-weight for every power in τ gained. However, if
a three-derivative is applied (k1 > 0), decay in τ is gained allowing one to
extract decay in τ without losing powers of r. This is the reason for the
factor min (2k1 − j + 1, 0). The component H is special as it decays less
in r near infinity (cf. (38)).
• The additional assumptions (48) and (49) are “justified” by the fact that
we are going to show t−1 decay for the boundary terms and the degenerate
spacetime energy norm squared of curvature at this level of derivatives,
which “improves” this assumption. We remark that assumption (49) is
technical and can be eliminated with some further work. It simplifies the
error-estimates near infinity.
• the precise reason for the various weights will become much more clear in
conjunction with the curvature-energies and our method to prove decay
for the latter. Note however at this point that the assumptions on k
derivatives of the Ricci-coefficients immediately imply estimates on k − 1
derivatives of curvature, which are easily inferred from the null-structure
equations of section (3.9).
13We write r2dvdω for the induced (with respect to e4) volume form on Nout
(
S2τ,R
)
.
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Before we proceed, we introduce two more energies which will be useful.
First an energy on the untilded slices
E
n
[R] (Στ ) =
n∑
i=0
∫
Στ
‖Di (R−RSS) ‖2 (50)
and second, a λ-weighted energy on the Ricci-coefficients:
D
n
λ [R] (τ1, τ2) = sup
τ
E
n
[R]
(
Σ˜τ ,H
)
+Bλ · Dn−1 [R] (τ1, τ2)
+λ · In [R]
(
M˜ (τ1, τ2)
)
+ I
n
[R] (D (τ1, τ2)) (51)
and Dnλ [R] (τ) := D
n
λ [R] (τ,∞). Note that this energy only requires a λ-small
contribution of non-degenerate integrated decay for n derivatives of the Ricci
coefficients near the photon sphere, since the last term regards only the asymp-
totic region. In particular, we see that if (M, g) is ultimately Schwarzschildean
to order k+1, then Dkλ [R] (τ) is ǫ·λ-small for sufficiently large τ . This definition
is again tailored to what we are going to show for the curvature, cf. the remarks
at the end of section 5.
2.2.2 The timelike ultimately Killing field
We recall the definition of the deformation tensor of a vectorfield X . It is the
covariant two-tensor
(X )π (Y,Z) = 1
2
(g (Z, DYX ) + g (Y, DZX )) (52)
whose norm is computed in the orthonormal frame:
‖π‖ :=
∑
i,j=1,..4
|π (ei, ej) | . (53)
We also introduce the null-decomposition of its traceless part
(X )iAB = (X )π̂AB , (X )j = (X )π̂34 ,
(X )mA = (X )π̂4A , (X )mA =
(X )π̂3B ,
(X )n = (X )π̂44 , (X )n = (X )π̂33 . (54)
Definition 2.3. The vectorfield T is called ultimately Killing to order k+ 1
if its deformation tensor satisfies
• on the entire black hole exterior the pointwise estimate
‖(T )π except (T )iAB‖ ≤ ǫ
r2
as well as ‖(T )iAB‖ ≤ ǫ
r ·max (1, t⋆ − r)
• in the interior region, r ≤ t⋆, the pointwise estimate
‖(T )π‖ ≤ ǫ (t⋆)− 54 (55)
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• For any τ0 ≤ τ1 < τ2
∑
k1+k2+k3=i
∫
M˜(τ1,τ2)
dt⋆drdω r2−δ
l(n)∑
j=0
rmin(2k1−j+2,1)τ j−l(n)1
 r2k2+2k3(
‖ /Dk13 /Dk24 /∇k3 (T ) (j,m,m,n,n) ‖2 +
1
r
‖ /Dk13 /Dk24 /∇k3 (T )i‖2
)
<
ǫ
τ
l(n)
1
where i = 1, ..., k and l (n) as in (43).
3 The Bianchi equations and the Bel-Robinson
identity
In this section we collect the main energy identities and commutation formulae
that we are going to need in the paper. We use the conventions of [8] and refer
the reader to this reference for detailed derivations.
3.1 The energy identity
As we are going to work with higher order energies arising from commuting the
Bianchi equation with various vectorfields, it is convenient to study directly the
more general inhomogeneous Bianchi equations
DαWαβγδ = Jβγδ , (56)
for any tensor W which has the algebraic properties of a Weyl-tensor. Defining
the left and right duals
⋆Wαβγδ = 1
2
∈αβµν Wµνγδ and W⋆αβγδ =
1
2
W µναβ ∈µνγδ
J ⋆βγδ =
1
2
Jβµν ∈µνγδ (57)
with ∈αβγδ denoting the volume form of g, we can also write (56) as
Dα⋆Wαβγδ = J ⋆βγδ . (58)
We define the symmetric, traceless Bel-Robinson tensor
Q [W ]αβγδ =WαργσW ρ σβ δ + ⋆Wαργσ⋆W ρ σβ δ . (59)
It satisfies the identity (5), from which we derive∫
Στ2
Q [W ] (X ,Y,Z, nΣ) dµΣ +
∫
H(τ1,τ2)
Q [W ] (X ,Y,Z, nH) dµH
+
∫
M(τ1,τ2)
(
KXYZ1 [W ] +KXYZ2 [W ]
)
dµ =
∫
Στ1
Q [W ] (X ,Y,Z, nΣ) dµΣ ,
(60)
for vectorfields X ,Y,Z, where
KXYZ1 [W ] = Qαβγδ
(
(X )παβYγZδ + (Y)παβZγXδ + (Z)παβXγYδ
)
(61)
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KXYZ2 [W ] = (divQ)βγδ X βYγZδ (62)
where
(divQ)βγδ =W µ νβ δ Jµγν +W µ νβ γ Jµδν + ⋆W µ νβ δ J ⋆µγν + ⋆W µ νβ γ J ⋆µδν . (63)
An analogous identity holds for the tilded slices Σ˜ and M˜. In that case, there
is an additional boundary term at null-infinity.
Regarding the boundary term, we note [8] that Q [W ] (X ,Y,Z, n) is non-
negative for any set of causal vectorfields X ,Y,Z, n. It will sometimes be
convenient to evaluate this boundary-term for the Schwarzschildean normal
n˜Σ =
1
2kχe3+
1
2
1
kχ
e4, which is C
1-close to nΣ by the ultimately Schwarzschildean
assumption and use the estimate
|Q [W ] (X ,Y,Z, nΣ)−Q [W ] (X ,Y,Z, n˜Σ) | ≤ ǫ
r2
Q [W ] (N,N,N,N) , (64)
where N is a timelike vectorfield with b ≤ g (N,N) ≤ B for constants b, B
depending on M only.
For future applications, we finally collect the null-components of the defor-
mation tensor of a vectorfield of the form
X = Be3 +De4 with B and D C1-bounded functions . (65)
They read (writing the short-hand π for (X )π)
π34 =
1
4
[−e3 (B)− e4 (D) + 2BΩ+ 2DΩ] , (66)
π33 =
1
4
[−2e4 (B)− 4BΩ] , π44 = 1
4
[−2e3 (D)− 4DΩ] , (67)
πAB = BHAB +DHAB , (68)
π4A = −1
2
[−eA (D) +BY A +DZA +DV A] , (69)
π3A = −1
2
[−eA (B)−BV A +BZA +DY A] . (70)
3.2 The (tensorial) Bianchi equations under commutation
We now state the commutation formulae that arise from commuting the Bianchi
equations with vectorfields. For this we need the notion of a modified Lie-
derivative (cf. [8]), which ensures that L̂XWαβγδ is again a Weyl field.
Definition 3.1. The modified Lie derivative of a Weyl-tensor W is defined as
L̂XW := LXW − 1
2
(X)[W ] +
3
8
tr(X)πW (71)
with
(X)[W ]αβγδ = π
µ
αWµβγδ + π
µ
βWαµγδ + π
µ
γWαβµδ + π
µ
δWαβγµ . (72)
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Proposition 3.2. Let
DαWαβγδ = jβγδ (73)
and X an arbitrary vectorfield. Then
Dα
(
L̂XWαβγδ
)
= L̂Xjβγδ + 1
2
π̂µνDνWµβγδ +
1
2
Dαπ̂αλW
λ
βγδ
+
1
2
(
(Dβ π̂αλ −Dλπ̂αβ)Wαλγδ + (Dγ π̂αλ −Dλπ̂αγ)Wα λβ δ
+(Dδπ̂αλ −Dλπ̂αδ)Wα λβγ
)
= L̂Xjβγδ + Jβγδ (X,W ) . (74)
Here the last equality is to be understood as a definition of Jβγδ (X,W ).
Proof. This is Proposition 7.1.2 of [8].
Corollary 3.3.
Dα
(
L̂nT L̂TW
)
αβγδ
= L̂nT Jβγδ (T,W ) +
n−1∑
k=0
L̂kT Jβγδ
(
T, L̂n−1−kT L̂TW
)
. (75)
3.3 Bianchi equations for the null-curvature components
For W a Weyl tensor we define its null-components
αµν = P
ρ
µP
σ
νWργσδ (e3)γ (e3)δ , (76)
αµν = Π
ρ
µP
σ
νWργσδ (e4)γ (e4)δ , (77)
β
µ
=
1
2
P
ρ
µWργσδ (e3)σ (e3)γ (e4)δ , (78)
βµ =
1
2
P
ρ
µWργσδ (e4)σ (e3)γ (e4)δ , (79)
ρ =
1
4
Wργσδ (e3)ρ (e4)σ (e3)γ (e4)δ , (80)
σ =
1
4
ǫργWργσδ (e3)σ (e4)δ , (81)
with Pρµ the projection onto the 2-spheres S
2
t⋆,u. A computation reveals
Lemma 3.4. For Schwarzschild and its null-frame eˆ0, eˆ1, eˆ2, eˆ3 all curvature
components are zero except
ρ = −2M
r3
=: ρ . (82)
We will consider certain derivatives of these null-components in the null di-
rections. The following definitions are useful for a (differentiated) null-component
u of signature s and rank k (cf. [8]):
u3 = /D3u+
3− s (u) + k (u)
2
trHu ,
u4 = /D4u+
3 + s (u) + k (u)
2
trHu . (83)
22
Here, the signature is defined recursively as follows. For a p-tupel (p ≥ 0) np of
3’s and 4’s (in any order)
s
(
αnp
)
= 2 + (number of 4’s - number of 3’s in np) ,
s
(
βnp
)
= 1 + (number of 4’s - number of 3’s in np) ,
s
(
ρnp , σnp
)
= 0 + (number of 4’s - number of 3’s in np) ,
s
(
β
np
)
= −1 + (number of 4’s - number of 3’s in np) ,
s
(
αnp
)
= −2 + (number of 4’s - number of 3’s in np) .
The rank k is simply the length of the tuple, e.g. k
(
αnp
)
= p. Note that
s
(
α4np
)
= s
(
αnp
)
+ 1 and s
(
α3np
)
= s
(
αnp
) − 1. We also define the short-
hand notation
ϑ±
(
unp
)
=
3± s (unp)+ p
2
. (84)
Following [8], we use the following notation for operators on the spheres S2t⋆,u:
• /D1 takes any S2-tangent 1-form ξ into the pair of functions
(
/divξ, /curlξ
)
• /D⋆1, the L2-adjoint of /D1, takes any pair of scalars ρ, σ into the S2-tangent
1-form − /∇Aρ+ ǫAB /∇Bσ.
• /D2 takes any 2-covariant symmetric traceless tensor ξ into the S2-tangent
1-form /divξ.
• /D⋆2, the L2 adjoint of /D2 takes any S2-tangent 1-form ξ into the 2-form
− 12
(
/∇BξA + /∇AξB −
(
/divξ
)
/gAB
)
.
Finally, we decompose the Bianchi equations as equations for the null-curvature
components (see Proposition 7.1 for the definition of Θ (J) ,Θ(J)):
α3 = /D3α+
1
2
trHα = −2 /D⋆2β + E3 (α) (85)
E3 (α) = 4Ωα− 3
(
Ĥρ+ ⋆Ĥσ
)
+ (V + 4Z) ⊗̂β − 2Θ (J)
β4 = /D4β + 2trHβ = /divα+ E4 (β) (86)
E4 (β) = −2Ωβ + (2V + Z) · α+ 3Y ρ+ 3 (⋆Y σ)− J4A4
α4 = /D4α+
1
2
trHα = +2 /D⋆2β + E4 (α) (87)
E4 (α) = 4Ωα− 3Ĥρ− 3
(
−⋆Ĥσ
)
+ (V − 4Z) ⊗̂β − 2Θ (J)
β
3
= /D3β + 2trHβ = − /divα+ E3
(
β
)
(88)
E3
(
β
)
= −2Ωβ + (2V − Z) · α− 3Y ρ+ 3 (⋆Y σ) + J3A3
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β3 = /D3β + trHβ = + /D⋆1 (−ρ, σ) + E3 (β) (89)
E3 (β) = 2Ωβ + 2Ĥ · β + Y · α+ 3Zρ+ 3 (⋆Zσ) + J3A4
β
4
= /D4β + trHβ = + /D⋆1 (ρ, σ) + E4 (β) (90)
E4
(
β
)
= +2Ωβ + 2Ĥ · β − Y · α− 3 (Zρ− ⋆Zσ)− J4A3
ρ4 = /D4ρ+
3
2
trHρ = /divβ + E4 (ρ) (91)
E4 (ρ) = −1
2
Ĥ · α+ V · β + 2 (Z · β − Y · β)− 1
2
J434
σ4 = /D4σ +
3
2
trHσ = − /curlβ + E4 (σ) (92)
E4 (σ) = +
1
2
Ĥ · ⋆α− V · ⋆β − 2 (Z · ⋆β − Y · ⋆β)− 1
2
J⋆434
ρ3 = /D3ρ+
3
2
trHρ = − /divβ + E3 (ρ) (93)
E3 (ρ) = −1
2
Ĥ · α+ V · β + 2 (Y · β − Z · β)+ 1
2
J334
σ3 = /D3σ +
3
2
trHσ = − /curlβ + E3 (σ) (94)
E3 (σ) = −1
2
Ĥ · ⋆α+ V · ⋆β + 2 (Y · ⋆β + Z · ⋆β)+ 1
2
J⋆334
Note that at the lowest order we are going to renormalize ρ˜ = r3ρ + 2M and
σ˜ = r3σ or alternatively ρˆ = ρ˜r3 , for which we expect decay. Hence we also
collect the equations
ρˆ3 =
[
ρ+
2M
r3
]
3
= − /divβ + E3 (ρ)− 6M
r3
(
/D3r
r
+
1
2
trH
)
= − /divβ + Eˆ3 (ρ) ,
ρˆ4 =
[
ρ+
2M
r3
]
4
= /divβ + E4 (ρ)− 6M
r3
(
/D4r
r
+
1
2
trH
)
= /divβ + Eˆ4 (ρ) .
(95)
3.4 Commuting the null-Bianchi equations
Besides the important commutation formula of section 3.2 we are also going to
commute the Bianchi equations for the null-curvature components directly.
From the first order Bianchi equations of the previous section we derive the
higher order Bianchi equations inductively using the following Lemma, which
we quote from [8] (Lemma 7.3.3).
Lemma 3.5. Let UA1...Ak be an S
2-tangent k-covariant tensor on (R, g). Then
/D4 /∇BUA1...Ak − /∇B /D4UA1...Ak +HBC /∇CUA1...Ak = F4BA1...Ak , (96)
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/D3 /∇BUA1...Ak − /∇B /D3UA1...Ak +HBC /∇CUA1...Ak = F3BA1...Ak , (97)
/D3 /D4UA1...Ak − /D4 /D3UA1...Ak = F34A1...Ak , (98)
where
F3BA1...Ak = Y B /D4UA1...Ak + (ZB − VB) /D3UA1...Ak +
k∑
i=1
(
HAiBY C
−HBCY Ai +HAiBZC −HBCZAi− ∈AiC ⋆β (R)B
)
UA1...Ai−1CAi+1Ak ,
F4BA1...Ak = YB /D3UA1...Ak + (ZB + VB) /D4UA1...Ak +
k∑
i=1
(
HAiBYC
−HBCYAi +HAiBZC −HBCZAi+ ∈AiC ⋆β (R)B
)
UA1...Ai−1CAi+1Ak ,
F34A1...Ak = −2Ω /D3UA1...Ak + 2Ω /D4UA1...Ak + (ZB − ZB) /∇BUA1...Ak+
2
k∑
i=1
(
YAiY C − YCY Ai + ZAiZC − ZAiZC + ǫAiCσ (R)
)
UA1...Ai−1CAi+1Ak .
Remark 3.6. There is a typo in [8] regarding the sign of the first term of the
expression for F34A1...Ak.
We recall the definition (83) and declare that for Ωi a basis of angular mo-
mentum vectorfields in Schwarzschild, the signature of /LmΩiunp is defined to be
identical to the signature of unp .
Proposition 3.7. Let nl be an l-tuple of 3’s and 4’s, l ≥ 0. The Bianchi
equations imply the following equations for higher derivatives: For α
α3nl = −2 /D⋆2βnl + Enl3 (α) (99)
with the error defined recursively as
E
np3
3 (α) = /D3E
np
3 (α) + ϑ
− (α3np) trHEnl3 (α)
− ϑ− (βnl)
(
/∇trH) ⊗̂βnp − Ĥ /divβnp + ⋆Ĥ /curlβnp + 2ŝ (F3 (βnp))
E
np4
3 (α) = /D4E
np
3 (α) + ϑ
+
(
α3np
)
trHE
np
3 (α)
− ϑ+ (βnp) ( /∇trH) ⊗̂βnp − Ĥ /divβnp + ⋆Ĥ /curlβnp + 2ŝ (F4 (βnp))
and also
/LmΩiα3nl = −2 /D
⋆
2
(
/LmΩiβnl
)
+ E
nlΩ
m
i
3 (α) (100)
E
nlΩ
m
i
3 (α) = /LΩi
(
E
nlΩ
m−1
i
3 (α)
)
+ 2
[
/D⋆2, /LΩi
]
/Lm−1Ωi βnl
For β
β3nl = /∇ρnl + ⋆ /∇σnl + Enl3 (β) (101)
β4nl = /divαnl + E
nl
4 (β) (102)
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E
np3
3 (β) = /D3E
np
3 (β) + ϑ
− (β3np) trHEnp3 (β) + F3 (ρnp)+ ⋆F3 (σnp)
− ϑ− (ρnp) ρnp /∇trH − ϑ− (ρnp)σnp⋆ /∇trH − Ĥ · /∇ρnp − ⋆Ĥ · /∇σnp
E
np4
3 (β) = /D4E
np
3 (β) + ϑ
+
(
β3np
)
trHE
np
3 (β) + F4
(
ρnp
)
+ ⋆F4
(
σnp
)
− ϑ+ (ρnp) ρnp /∇trH − ϑ+ (σnp)σnp⋆ /∇trH − Ĥ · /∇ρnp − ⋆Ĥ · /∇σnp
E
np3
4 (β) = /D3E
np
4 (β) + ϑ
− (β4np) trHEnp4 (β)
− ϑ− (αnp) /∇trH · αnp − Ĥ · /∇αnp + trF3 (αnp)
E
np4
4 (β) = /D4E
np
4 (β) + ϑ
+
(
β4np
)
trHE
np
4 (β)
− ϑ+ (αnp) /∇trH · αnp − Ĥ · /∇αnp + trF4 (αnp) (103)
and in addition
/LmΩiβ3nl = /∇/L
m
Ωiρnl +
⋆ /∇/LmΩiσnl + E
nlΩ
m
i
3 (β)
/LmΩiβ4nl = /div/L
m
Ωiαnl + E
nlΩ
m
i
4 (β) (104)
E
nlΩ
m
i
3 (β) = /LΩi
(
E
nlΩ
m−1
i
3 (β)
)
−
[
/D⋆1, /LΩi
]
/Lm−1Ωi (ρ, σ)nl
E
nlΩ
m
i
4 (β) = /LΩi
(
E
nlΩ
m−1
i
4 (β)
)
− [ /div, /LΩi] /Lm−1Ωi αnl (105)
For ρ
ρ3nl = − /divβnl + E
nl
3 (ρ) (106)
ρ4nl = /divβnl + E
nl
4 (ρ) (107)
E
np3
3 (ρ) = /D3E
np
3 (ρ) + ϑ
− (ρ3np) trHEnp3 (ρ)− trF3 (βnp)
+ ϑ−
(
β
np
)
β
np
· /∇trH + Ĥ · /∇β
np
E
np4
3 (ρ) = /D4E
np
3 (ρ) + ϑ
+
(
ρ3np
)
trHE
np
3 (ρ)− trF4
(
β
np
)
+ ϑ+
(
β
np
)
β
np
· /∇trH + Ĥ · /∇β
np
E
np3
4 (ρ) = /D3E
np
4 (ρ) + ϑ
− (ρ4np) trHEnp4 (ρ) + trF3 (βnp)
− ϑ− (βnp)βnp · /∇trH − Ĥ · /∇βnp
E
np4
4 (ρ) = /D4E
n4
4 (ρ) + ϑ
+
(
ρ4np
)
trHE
np
4 (ρ)− trF4
(
βnp
)
− ϑ+ (βnp)βnp · /∇trH − Ĥ · /∇βnp (108)
and in addition
/LmΩiρ3nl = − /div/L
m
Ωiβnl
+ E
nlΩ
m
i
3 (ρ)
/LmΩiρ4nl = /div/L
m
Ωiβnl + E
nlΩ
m
i
4 (ρ) (109)
E
nlΩ
m
i
3 (ρ) = /LΩi
(
E
nlΩ
m−1
i
3 (ρ)
)
− [− /div, /LΩi] /Lm−1Ωi βnl
E
nlΩ
m
i
4 (ρ) = /LΩi
(
E
nlΩ
m−1
i
4 (ρ)
)
− [ /div, /LΩi] /Lm−1Ωi βnl (110)
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For σ
σ3nl = − /curlβnl + E
nl
3 (σ) (111)
σ4nl = − /curlβnl + Enl4 (σ) (112)
E
np3
3 (σ) = /D3E
np
3 (σ) + ϑ
− (σ3np) trHEnp3 (σ)− trF3 (⋆βnp)
− ϑ−
(
β
np
)
⋆β
np
· /∇trH − Ĥ · /∇⋆β
np
E
np4
3 (σ) = /D4E
np
3 (σ) + ϑ
+
(
σ3np
)
trHE
np
3 (σ)− trF4
(
⋆β
np
)
− ϑ+
(
β
np
)
⋆β
np
· /∇trH − Ĥ · /∇⋆β
np
E
np3
4 (σ) = /D3E
np
4 (σ) + ϑ
− (σ4np) trHEnp4 (σ)− trF3 (⋆βnp)
+ ϑ+
(
βnp
)
⋆βnp · /∇trH + Ĥ · /∇⋆βnp
E
np4
4 (σ) = /D4E
n4
4 (σ) + ϑ
+
(
σ4np
)
trHE
np
4 (σ)− trF4
(
⋆βnp
)
+ ϑ+
(
βnp
)
⋆βnp · /∇trH + Ĥ · /∇⋆βnp (113)
/LmΩiσ3nl = − /curl/L
m
Ωiβnl
+ E
nlΩ
m
i
3 (σ)
/LmΩiσ4nl = − /curl/L
m
Ωiβnl + E
nlΩ
m
i
4 (σ) (114)
E
nlΩ
m
i
3 (σ) = /LΩi
(
E
nlΩ
m−1
i
3 (σ)
)
− [− /curl, /LΩi] /Lm−1Ωi βnl
E
nlΩ
m
i
4 (σ) = /LΩi
(
E
nlΩ
m−1
i
4 (σ)
)
− [− /curl, /LΩi] /Lm−1Ωi βnl (115)
For β
β
3nl
= − /divαnl + Enl3
(
β
)
(116)
β
4nl
= − /∇ρnl − ⋆ /∇σnl + Enl4
(
β
)
(117)
E
np3
3
(
β
)
= /D3E
np
3
(
β
)
+ ϑ−
(
β
3np
)
trHE
np
3
(
β
)− trF3 (αnp)
+ ϑ−
(
αnp
)
/∇trH · αnp + Ĥ · /∇αnp
E
np4
3
(
β
)
= /D4E
np
3
(
β
)
+ ϑ+
(
β
3np
)
trHE
np
3
(
β
)− trF4 (αnp)
+ ϑ+
(
αnp
)
/∇trH · αnp + Ĥ · /∇αnp
E
np3
4
(
β
)
= /D3E
np
4
(
β
)
+ ϑ−
(
β
4np
)
trHE
np
4
(
β
)− F3 (ρnp)− ⋆F3 (σnp)
+ ϑ−
(
ρnp
)
ρnp /∇trH − ϑ−
(
σnp
)
σnp
⋆ /∇trH − Ĥ · /∇ρnp − ⋆Ĥ · /∇σnp
E
np4
4
(
β
)
= /D4E
np
4
(
β
)
+ ϑ+
(
β
4np
)
trHE
np
4
(
β
)
+ ϑ+
(
ρnp
)
ρnp /∇trH
− ϑ+ (σnp)σnp⋆ /∇trH − Ĥ · /∇ρnp − ⋆Ĥ · /∇σnp
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/LmΩiβ3nl = − /div/L
m
Ωiαnl + E
nlΩ
m
i
3
(
β
)
(118)
/LmΩiβ4nl = − /∇/L
m
Ωiρnl − ⋆ /∇/L
m
Ωiσnl + E
nlΩ
m
i
4
(
β
)
(119)
E
nlΩ
m
i
3
(
β
)
= /LmΩi
(
E
nlΩ
m−1
i
3
(
β
))
+
[
/div, /LΩi
]
/Lm−1Ωi αnl (120)
E
nlΩ
m
i
4
(
β
)
= /LmΩi
(
E
nlΩ
m−1
i
4
(
β
))
+
[
/D⋆1, /LΩi
]
/Lm−1Ωi (ρ, σ)nl (121)
For α
α4nl = 2 /D
⋆
2βnl
+ Enl4 (α) (122)
E3nl4 (α) = /D3E
nl
4 (α) + ϑ
− (α4nl) trHEnl4 (α)
+ ϑ−
(
β
nl
) (
/∇trH) ⊗̂β
nl
+ Ĥ /divβ
nl
− ⋆Ĥ /curlβ
nl
− 2ŝ
(
F3
(
β
nl
))
E4nl4 (α) = /D4E
n4
4 (α) + ϑ
+
(
α3nl
)
trHEnl4 (α)
+ ϑ+
(
β
nl
) (
/∇trH) ⊗̂β
nl
+ Ĥ /divβ
nl
− ⋆Ĥ /curlβ
nl
+ 2ŝ
(
F4
(
β
nl
))
/LmΩiα4nl = +2 /D
⋆
2
(
/LmΩiβnl
)
+ E
nlΩ
m
i
4 (α) (123)
E
nlΩ
m
i
4 (α) = /LΩi
(
E
nlΩ
m−1
i
4 (α)
)
− 2
[
/D⋆2, /LΩi
]
/Lm−1Ωi βnl
3.5 More commutation formulae
The commuted Bianchi equations in the last section are not yet of the form
most useful for the multiplier estimates. The point is that we would like to
write the left hand side of (99) as (αnl)3, so that the equation becomes an
honest inhomogeneous Bianchi equation for the components αnl and βnl . Of
course, this simply means to pushing the 3 trough the nl.
Let u be any curvature component, nl a tuple of 3’s and 4’s and a, b ∈ {3, 4}.
We define the commutator
Cab [unl ] = uabnl − uanlb . (124)
Note that we can write both
u3nl4 = u34nl − C34 [unl ] and u3nl4 = u43nl − C34 [unl ] + [u34 − u43]nl .
Let us agree on the following convention: If the Bianchi equation for u3nl4
is derived using u34nl of the previous section, the resulting error-term will be
denoted with a tilde. On the other hand, if the equation for u3nl4 is derived
using the Bianchi equation for u43nl , the error-term will acquire a hat. For the
Bianchi equations for u3nl3 and u4nl4 there is no ambiguity, as they are derived
using u33nl and u44nl respectively. In this case, the error-term is also denoted
with a tilde. For instance, for β:
β
3nl3
= − /divα3nl + E˜3nl3
(
β
)
, E˜3nl3
(
β
)
= E3nl3
(
β
)− C33 [βnl] , (125)
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β
3nl4
= − /divα4nl + E˜4nl3
(
β
)
, E˜4nl3
(
β
)
= E4nl3
(
β
)− C34 [βnl] , (126)
β
4nl3
= − /D⋆1 (ρ, σ)3nl + E˜
3nl
4
(
β
)
, E˜3nl4
(
β
)
= E3nl4
(
β
)− C43 [βnl] , (127)
β
4nl4
= /D⋆1 (ρ, σ)4nl + E˜
4nl
4
(
β
)
, E˜4nl4
(
β
)
= E4nl4
(
β
)− C44 [βnl] . (128)
On the other hand, we could write
β
3nl4
= /D⋆1 (ρ, σ)3nl + Eˆ
3nl
4
(
β
)
Eˆ3nl4
(
β
)
= E3nl4
(
β
)
+
[
β
34
− β
43
]
nl
− C34
[
β
nl
]
(129)
β
4nl3
= − /divα4nl + Eˆ4nl3
(
β
)
Eˆ4nl3
(
β
)
= E4nl3
(
β
)
+
[
β
43
− β
34
]
nl
− C43
[
β
nl
]
(130)
The formulae for the other components are easily derived. We also collect the
following formulae
α43nl = α34nl +
[
α
[
ϑ− (α) /D4trH − ϑ+ (α) /D3trH
]
+ F34 (α)
]
nl
(131)
β43nl = β34nl +
[
β
[
ϑ+ (β) /D3trH − ϑ− (β) /D4trH
]
+ F34 (β)
]
nl
(132)
ρ43nl = ρ34nl +
[
ρ
[
ϑ+ (ρ) /D3trH − ϑ− (ρ) /D4trH
]
+ F34 (ρ)
]
nl
(133)
σ43nl = σ34nl +
[
σ
[
ϑ+ (σ) /D3trH − ϑ− (σ) /D4trH
]
+ F34 (σ)
]
nl
(134)
β
34nl
= β
43nl
+
[
β
[−ϑ+ (β) /D3trH + ϑ− (β) /D4trH]+ F43 (β) ]
nl
. (135)
3.6 Commutation with angular momentum
We can commute the Bianchi equations for the quantities u3nl4 etc. derived in
the previous section with the Ωi. In this way we obtain, for m ≥ 0 (using the
convention that Eˆ
·nlΩ0i· (u) = Eˆ·nl· (u) and E˜
·nlΩ0i· (u) = E˜·nl· (u)) the formulae(
/LmΩiα4nl
)
3
= −2 /D⋆2
(
/LmΩiβ4nl
)
+ Eˆ
4nlΩ
m
i
3 (α) (136)
Eˆ
4nlΩ
m
i
3 (α) = /LΩi
(
Eˆ
4nlΩ
m−1
i
3 (α)
)
+ 2
[
/D⋆2, /LΩi
] (
/Lm−1Ωi β4nl
)
− [ /D3, /LΩi] (/Lm−1Ωi α4nl)− ϑ− (α4nl) (ΩitrH) /Lm−1Ωi α4nl (137)
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For β: (
/LmΩiβ4nl
)
4
= /div
(
/LmΩiα4nl
)
+ E˜
4nlΩ
m
i
4 (β)
E˜
4nlΩ
m
i
4 (β) = /LΩi
(
E˜
4nlΩ
m−1
i
4 (β)
)
+
[
/div, /LΩi
] (
/Lm−1Ωi α4nl
)
− [ /D4, /LΩi] (/Lm−1Ωi β4nl)− ϑ+ (β4nl) (ΩitrH) /Lm−1Ωi β4nl (138)
(
/LmΩiβ4nl
)
3
= /D⋆1
(−/LmΩiρ4nl , /LmΩiσ4nl)+ E˜4nlΩmi3 (β) (139)
E˜
4nlΩ
m
i
3 (β) = /LΩi
(
E˜
4nlΩ
m−1
i
3 (β)
)
+ 2
[
/D⋆1, /LΩi
] (
−/Lm−1Ωi ρ4nl , /L
m−1
Ωi σ4nl
)
− [ /D3, /LΩi] (/Lm−1Ωi β4nl)− ϑ− (β4nl) (ΩitrH) /Lm−1Ωi β4nl
For ρ and σ (
/LmΩiρ4nl
)
4
= /div
(
/LmΩiβ4nl
)
+ E˜
4nlΩ
m
i
4 (ρ)
E˜
4nlΩ
m
i
4 (ρ) = /LΩi
(
E˜
4nlΩ
m−1
i
4 (ρ)
)
+
[
/div, /LΩi
] (
/Lm−1Ωi β4nl
)
− [ /D4, /LΩi] (/Lm−1Ωi ρnl)− ϑ+ (ρ4nl) (ΩitrH) /Lm−1Ωi ρ4nl (140)
(
/LmΩiσ4nl
)
4
= − /curl (/LmΩiβ4nl)+ E˜4nlΩmi4 (σ)
E˜
4nlΩ
m
i
4 (σ) = /LΩi
(
E˜
4nlΩ
m−1
i
4 (σ)
)
+
[− /curl, /LΩi] (/Lm−1Ωi β4nl)
− [ /D4, /LΩi] (/Lm−1Ωi σnl)− ϑ+ (σ4nl) (ΩitrH) /Lm−1Ωi σ4nl (141)
(
/LmΩiρ4nl
)
3
= − /div
(
/LmΩiβ4nl
)
+ Eˆ
4nlΩ
m
i
3 (ρ) (142)
Eˆ
4nlΩ
m
i
3 (ρ) = /LΩi
(
Eˆ
4nlΩ
m−1
i
3 (ρ)
)
+
[− /div, /LΩi] (/Lm−1Ωi β4nl)
− [ /D3, /LΩi] (/Lm−1Ωi ρ4nl)− ϑ− (ρ4nl) (ΩitrH) /Lm−1Ωi ρ4nl (143)
(
/LmΩiσ4nl
)
3
= − /curl
(
/LmΩiβ4nl
)
+ Eˆ
4nlΩ
m
i
3 (σ) (144)
Eˆ
4nlΩ
m
i
3 (σ) = /LΩi
(
Eˆ
4nlΩ
m−1
i
3 (σ)
)
+
[− /curl, /LΩi] (/Lm−1Ωi β4nl)
− [ /D3,Ωi] (/Lm−1Ωi σ4nl)− ϑ− (σ4nl) (ΩitrH) /Lm−1Ωi σ4nl (145)
For β (
/LmΩiβ4nl
)
4
= /D⋆1
(
/LmΩiρ4nl , /L
m
Ωiσ4nl
)
+ E˜
4nlΩ
m
i
4
(
β
)
E˜
4nlΩ
m
i
4 (β) = /LΩi
(
E˜
4nl/Lm−1Ωi
4
(
β
))
+
[
/div, /LΩi
] (
/Lm−1Ωi (ρ4nl , σ4nl)
)
− [ /D4, /LΩi] (/Lm−1Ωi β4nl)− ϑ+ (β4nl) (ΩitrH) /Lm−1Ωi β4nl (146)
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(
/LmΩiβ4nl
)
3
= − /div (/LmΩiα4nl)+ Eˆ4nlΩmi3 (β) (147)
Eˆ
4nlΩ
m
i
3
(
β
)
= /LΩi
(
Eˆ
4nlΩ
m−1
i
3
(
β
))
+
[− /div, /LΩi] (/Lm−1Ωi α4nl)
− [ /D3, /LΩi] (/Lm−1Ωi β4nl)− ϑ− (β4nl) (ΩitrH) /Lm−1Ωi β4nl (148)
(
/LmΩiβ3nl
)
4
= − /div (/LmΩiα4nl)+ E˜4nlΩmi3 (β) (149)
E˜
4nlΩ
m
i
3
(
β
)
= /LΩi
(
E˜4nlΩi
m−1
3
(
β
))
+
[− /div, /LΩi] (/Lm−1Ωi α4nl)
− [ /D4, /LΩi] (/Lm−1Ωi β3nl)− ϑ+ (β3nl) (/LΩitrH) /Lm−1Ωi β4nl (150)
(
/LmΩiβ3nl
)
3
= − /div (/LmΩiα3nl)+ E˜3nlΩmi3 (β) (151)
E˜
3nlΩ
m
i
3
(
β
)
= /LΩi
(
E˜3nlΩi
m−1
3
(
β
))
+
[− /div, /LΩi] (/Lm−1Ωi α3nl)
− [ /D3, /LΩi] (/Lm−1Ωi β3nl)− ϑ− (β3nl) (/LΩitrH) /Lm−1Ωi β3nl (152)
For α (
/LmΩiα4nl
)
4
= 2 /D⋆2
(
/LmΩiβ4nl
)
+ E˜
4nlΩ
m
i
4 (α)
E˜
4nlΩ
m
i
4 (α) = /LΩi
(
E˜
4nlΩ
m−1
i
4 (α)
)
+ 2
[
/D⋆2, /LΩi
] (
/Lm−1Ωi β4nl
)
− [ /D4, /LΩi] (/Lm−1Ωi α4nl)− ϑ+ (α4nl) (ΩitrH) /Lm−1Ωi α4nl (153)
(
/LmΩiα4nl
)
3
= 2 /D⋆2
(
/LmΩiβ3nl
)
+ E˜
3nlΩ
m
i
4 (α) (154)
E˜
3nlΩ
m
i
4 (α) = /LΩi
(
E˜3nlΩi
m−1
4 (α)
)
+ 2
[
/D⋆2,Ωi
] (
/Lm−1Ωi β3nl
)
− [ /D3, /LΩi] (/Lm−1Ωi α4nl)− ϑ− (α4nl) (ΩitrH) /Lm−1Ωi α4nl (155)
(
/LmΩiα3nl
)
4
= 2 /D⋆2
(
/LmΩiβ3nl
)
+ Eˆ
3nlΩ
m
i
4 (α) (156)
Eˆ
3nlΩ
m
i
4 (α) = /LΩi
(
Eˆ
3nl /Lm−1Ωi
4 (α)
)
+ 2
[
/D⋆2, /LΩi
] (
/Lm−1Ωi β3nl
)
− [ /D4, /LΩi] ((/LΩi)m−1 α3nl)− ϑ+ (α3nl) (/LΩitrH) /Lm−1Ωi α3nl (157)
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3.7 Commutation properties for null decomposition and
Lie-derivatives
We also need to relate estimates for the null components of the Weyl-field /̂LTW
to “slashed” derivatives of the null-curvature components. This relation is easily
inferred from Proposition 7.3.1 of [8]:
Lemma 3.8. Let u be any null-component of a Weyl-tensor W . Then
u
(
L̂TW
)
≡ /̂LTu
where ≡ denotes equality up to lower order terms of the form(
α, α, β, β, ρ, σ
) · (decaying RRC, (T )π) .
Moreover, if tr(T )π = 0 (as is assumed in the context of the ultimately Schwarz-
schildean assumption), the ρ-term is absent and the lower order terms are
quadratically decaying.
3.8 Null components of the Bel-Robinson tensor
We collect the components of the Bel-Robinson tensor in the null-frame:
Q3333 = 2|α|2 , Q4444 = 2|α|2 ,
Q3334 = 4|β|2 , Q3444 = 4|β|2 ,
Q3344 = 4
(
ρ2 + σ2
)
,
QA444 = 4αABβB , QA333 = −4αABβB ,
QA344 = 4ρβA − 4σ⋆βA , QA433 = −4ρβA − 4σ
⋆β
A
,
QAB44 = 2δAB|β|2 + 2ραAB − 2σ⋆αAB ,
QAB33 = 2δAB|β|2 + 2ραAB + 2σ⋆αAB ,
QAB34 = 2
(
δABβ · β − βAβB − βBβA
)
+ 2δAB
(
ρ2 + σ2
)
.
3.9 The null-structure equations
We collect the null structure equations (Proposition 7.4.1 of [8]).
/D3Ĥ = +trHĤ = −2 /D⋆2Y − 2ΩĤ +
(
(Z + Z − 2V ) ⊗̂Y )− α (158)
/D3 (trH) +
1
2
(trH)
2
= 2 /divY − 2ΩtrH + 2Y · (Z + Z − 2V )− Ĥ · Ĥ (159)
/curlY = Y ∧ (Z + Z − 2V ) (160)
/D4Ĥ + trHĤ = −2 /D⋆2Z + 2ΩĤ −
1
2
trHĤ +
(
Y ⊗̂Y )+ (Z⊗̂Z) (161)
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/D4 (trH) +
1
2
trH (trH)
= 2 /divZ + 2ΩtrH − Ĥ · Ĥ + 2 (Y · Y + Z · Z) + 2ρ (162)
/curlZ =
1
2
Ĥ ∧ Ĥ − Y ∧ Y − σ (163)
(
/divH
)
A
− VBHAB = /∇AtrH − VAtrH + βA (164)
(
/divH
)
A
+ VBHAB = /∇AtrH + VAtrH + βA (165)
K = −1
4
trHtrH +
1
2
Ĥ · Ĥ − ρ (166)
/D3VA = −2 /∇AΩ−HAB (VB + ZB) + 2Ω (VA − ZA) +HABY B + 2ΩY A − βA
(167)
/D4VA = 2 /∇AΩ−HAB (−VB + ZB) + 2Ω (VA + ZA)−HABYB − 2ΩYA − βA
(168)
/D3Ĥ +
1
2
trHĤ = −2 /D⋆2Z + 2ΩĤ −
1
2
trHĤ +
(
Y ⊗̂Y )+ (Z⊗̂Z) (169)
/D3 (trH) +
1
2
(trH) trH =
2 /divZ + 2Ω(trH) − Ĥ · Ĥ + 2 (Y · Y + Z · Z) + 2ρ (170)
/D4Ĥ + trHĤ = −2 /D⋆2Y − 2ΩĤ +
(
(Z + Z + 2V ) ⊗̂Y )− α (171)
/D4 (trH) +
1
2
(trH)
2
= 2 /divY − 2ΩtrH + 2Y · (Z + Z + 2V )− Ĥ · Ĥ (172)
/D4Y A − /D3ZA = 4ΩY A +HAB (ZB − ZB)− βA (173)
/D3YA − /D4ZA = 4ΩYA +HAB (ZB − ZB) + βA (174)
/D4Ω+ /D3Ω = Y · Y + V · (Z − Z)− Z · Z + 4ΩΩ+ ρ (175)
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4 The energies
We define the following energies for W :
‖W‖2 := ‖α‖2 + ‖α‖2 + ‖β‖2 + ‖β‖2 + |ρ|2 + |σ|2 . (176)
‖W˜‖2 := ‖α‖2 + ‖α‖2 + ‖β‖2 + ‖β‖2 + |ρ− ρ|2 + |σ|2 . (177)
Recall D = { /D3, /D4, /∇}. We define the higher order norms
‖DkW˜‖2 := ‖Dkα‖2 + ‖Dkα‖2 + ‖Dkβ‖2 + ‖Dnβ‖2
+|Dk (ρ− ρ) |2 + |Dk (σ) |2 , (178)
where Dk denotes any k-tupel of operators from D. We avoid ambiguities re-
garding the ordering of derivatives by understanding the definition as including
all permutations of the k derivatives applied.
4.1 The master energies
We define the zeroth order energies
E
0
(0,p2,p3,p4,p5,0,0)
[W ]
(
Σ˜τ
)
=
∫
Σ˜τ∩{r≤R}
‖W˜‖2
+
∫
Nout(S2τ,R)
dvdω
[
rp2‖α‖2 + rp3‖β‖2 + rp4‖ρ̂, σ‖2 + rp5‖β‖2
]
, (179)
E
0
(0,0,p3,p4,p5,p6)
[W ]
(Iτ2τ1 ) =
=
∫
Iτ2τ1
dudω
[
rp3‖β‖2 + rp4‖ρ̂, σ‖2 + rp5‖β‖2 + rp6‖α‖2
]
(180)
and weighted spacetime energy
I
0
(0,p2,p3,p4,p5,p6,0)
[W ]
(
M˜ (τ1, τ2)
)
=
∫
M˜(τ1,τ2)
dt⋆drdω
[
rp2‖α‖2
+rp3‖β‖2 + rp4‖ρ̂, σ‖2 + rp5‖β‖2 + rp6‖α‖2
]
. (181)
These energies should be understood as capturing the characteristic decay in
r of the curvature components familiar from the stability of Minkowski space.
Which tuples of p are admissible will be discussed in section 4.2.
Recalling the notation (83) we define the following nth-order weighted ener-
34
gies on the slices Σ˜τ (n ≥ 1):
E
n
(p1,p2,p3,p4,p5,p6,0)
[W ]
(
Σ˜τ
)
=
∫
Σ˜τ∩{r≤R}
‖DnW˜‖2
+
∑
k1+k2+k3=n−1
∫
Nout(S2τ,R)
dvdω
r2k2+2k3
[
rp1‖ /Dk13 /Dk24 /∇k3α4‖2 + rp2‖ /Dk13 /Dk24 /∇k3
(
/∇α, β4
) ‖2
+rp3‖ (α3, /∇β, ρ4, σ4) ‖2 + rp4‖ /Dk13 /Dk24 /∇k3 (β3, β4, /∇ρ, /∇σ) ‖2
+rp5‖ /Dk13 /Dk24 /∇k3
(
ρ3, σ3, /∇β, α4
) ‖2 + rp6‖ /Dk13 /Dk24 /∇k3 (β3, /∇α) ‖2
]
, (182)
E
n
(0,p1,p2,p3,p4,p5,p6)
[W ]
(Iτ2τ1 ) = ∑
k1+k2+k3=n−1
∫
Iτ2τ1
dudω r2k2+2k3
[
rp2‖ /Dk13 /Dk24 /∇k3
(
/∇α, β4
) ‖2 + rp3‖ /Dk13 /Dk24 /∇k3 (α3, /∇β, ρ4, σ4) ‖2
+rp4‖ /Dk13 /Dk24 /∇k3
(
β3, β4,
/∇ρ, /∇σ
)
‖2
+rp5‖ /Dk13 /Dk24 /∇k3
(
ρ3, σ3, /∇β, α4
) ‖2
+rp6‖ /Dk13 /Dk24 /∇k3
(
β
3
, /∇α
)
‖2 + rp7‖ /Dk3 /Dl4 /∇m (α3) ‖2
]
(183)
and the nth order weighted spacetime energies
I
n,(non)deg
(p1,p2,p3,p4,p5,p6,p7)
[W ]
(
M˜ (τ1, τ2)
)
=
∑
k1+k2+k3=n−1
∫
M˜(τ1,τ2)
dt⋆drdω
w(non)deg (r) · r2k2+2k3
[
rp1‖ /Dk13 /Dk24 /∇k3 (α4) ‖2
+rp2‖ /Dk13 /Dk24 /∇k3
(
/∇α, β4
) ‖2 + rp3‖ /Dk13 /Dk24 /∇k3 (α3, /∇β, ρ4, σ4) ‖2
+rp4‖ /Dk13 /Dk24 /∇k3
(
β3, β4,
/∇ρ, /∇σ
)
‖2
+rp5‖ /Dk13 /Dk24 /∇k3
(
ρ3, σ3, /∇β, α4
) ‖2
+rp6‖ /Dk13 /Dk24 /∇k3
(
β
3
, /∇α
)
‖2 + rp7‖ /Dk13 /Dk24 /∇k3 (α3) ‖2
]
, (184)
with the weight wnondeg (r) = 1 in the non-degenerate case and wdeg =
(r−3M)2
r2
in the degenerate case.
Remark 4.1. It is apparent from these energies that in the asymptotic region
differentiating by /D4 or /∇ gains two powers of r. To avoid ambiguities in the
ordering of the derivatives, the definition is understood as including all possible
permutations of the derivatives applied. Such permutations only differ by lower
order terms, as we shall see in detail later.
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Remark 4.2. Note that because we are dealing with the characteristic energies,
α4 is missing on I, while α3 is missing on Nout
(
S2τ,R
)
.
In addition, we define the summed energies
E
n
P [W ]
(
Σ˜τ
)
=
n∑
i=0
E
i
(pi1,p
i
2,p
i
3,p
i
4,p
i
5,p
i
6,0)
[W ]
(
Σ˜τ
)
(185)
I
n,(non)deg
P [W ]
(
M˜ (τ1, τ2)
)
=
n∑
i=0
I
i,(non)deg
(pi1,p
i
2,p
i
3,p
i
4,p
i
5,p
i
6,p
i
7)
[W ]
(
M˜ (τ1, τ2)
)
where P = (pi1, p
i
2, p
i
3, p
i
4, p
i
5, p
i
6, p
i
7) denotes an (n+ 1)× 7 matrix encoding the
decay at each order. These matrices are defined in the following section. For
convenience, we also define the unweighted energies
E
n
[W ]
(
Σ˜τ
)
=
n∑
i=0
∫
Σ˜τ
‖DiW˜‖2 EXCEPT ‖ /Dn3α‖2 on Nout (186)
I
n,(non)deg
[W ]
(
M˜ (τ1, τ2)
)
=
n∑
i=0
∫
M˜(τ1,τ2)
1
r1+δ
w(non)deg‖DiW˜‖2 (187)
Finally, for the horizon we define
E
n [W ] (H (τ1, τ2)) =
∫
H(τ1,τ2)
dt⋆dω‖DnW˜‖2 EXCEPT ‖ /Dn3α‖2 (188)
E
n
[W ] (H (τ1, τ2)) =
n∑
i=0
∫
H(τ1,τ2)
dt⋆dω‖DiW˜‖2 EXCEPT ‖ /Dn3α‖2 (189)
4.2 The decay matrices
We need some definitions:
Definition 4.3. We call a tuple (0, p2, p3, p4, p5, 0, 0) boundary 0-admissible if
all pi ≥ 2 and in addition
2 < p2 < 7− δ , p3 ≤ min (6, p2) , p4 ≤ min (4, p3) , p5 ≤ 2 .
To a boundary 0-admissible tuple p we associate the bulk 0-admissible tuple
p˜ = (0, p2 − 1, p2 − 1, p3 − 1, p4 − 1, p5 − 1, 0) (190)
in case that p3 < 6, p4 < 4 and p2 < 2. In case that p3 = 6 we replace p3−1 = 5
by 5− δ. In case that p4 = 4 we replace p4 − 1 = 3 by 3− δ and in case p5 = 2
we replace p5 − 1 = 1 by 1− δ.
Definition 4.4. We call a tuple (p1, p2, p3, p4, p5, p6, 0) boundary admissible if
2 < p1 ≤ 10− δ , p2 ≤ min (9− δ, p1) , p3 ≤ min (8− δ, p2)
p4 ≤ min (6, p3) , p5 ≤ min (4, p4) , p6 ≤ 2 ,
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or if it is equal to the tuple (10− δ, 9− δ, 8, 6, 4, 2, 0). To a boundary admissible
tuple we associate the bulk-admissible tuple
p˜ = (p1 − 1, p1 − 1, p2 − 1, p3 − 1, p4 − 1, p5 − 1, p6 − 1)
in case that p3 < 8, p4 < 6, p5 < 4 and p6 < 2 hold. In case that p3 = 8 we
replace p3 − 1 = 7 by 7− δ. In case that p4 = 6 we replace p4 − 1 = 5 by 5− δ.
In case that p5 = 4 we replace p5− 1 = 3 by 3− δ and in case p6 = 2 we replace
p6 − 1 = 1 by 1− δ.
Finally, an (n+ 1)×7 matrix P is called boundary admissible, if its first line
is a boundary 0-admissible tuple, and the remaining n lines consist of identical
boundary admissible tuples. A boundary admissible matrix P has an associated
bulk-admissible matrix P˜ : The nth line of P˜ is defined to be the bulk admissible
tuple associated with the nth line of P .
We define the following (n+ 1)× 7 boundary admissible decay-matrices:
P0 =
 0 7− δ 6 4 2 0 010− δ 9− δ 8 6 4 2 0
...
...
...
...
...
...
...
 (191)
P1 =
 0 6− δ 6− δ 4 2 0 09− δ 9− δ 8− δ 6 4 2 0
...
...
...
...
...
...
...
 (192)
P2 =
 0 5− δ 5− δ 4 2 0 08− δ 8− δ 8− δ 6 4 2 0
...
...
...
...
...
...
...
 (193)
P3 =
 0 4− δ 4− δ 4− δ 2 0 07− δ 7− δ 7− δ 6 4 2 0
...
...
...
...
...
...
...
 . (194)
We will also need the auxiliary decay matrix
Pρ =
 0 4 4 4 2 0 06 6 6 6 4 2 0
...
...
...
...
...
...
...
 . (195)
Note that the natural L2-based energy for the curvature components would
correspond to a matrix P in (185) with all non-zero entries equal to 2 and for
which the weight r2k2+2k3 is dropped in (182).
We also define an ordering relation on these matrices. We will say P ≤ Q if
all entries of P are smaller or equal than that of Q.
Remark 4.5. Note that the energy induced by a boundary admissible decay ma-
trix with second line (p1, ..., p6, 0) controls in particular the lowest order energy
induced by a boundary 0-admissible tuple with first line (0, p2 − 2, ..., p6 − 2, 0)
in view of the Poincare inequality
∫
S2
(
f − f)2 r2dAS2 ≤ cr2 ∫S2 | /∇f |2r2dAS2 .
Cf. Lemma 10.5.
Remark 4.6. Applying Sobolev inequalities one can obtain the familiar charac-
teristic pointwise decay in r of the curvature components from the boundedness
of the E
2
P0 [W ] and I
2
P0 [W ] energies.
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4.3 Auxiliary norms
Recall that we fixed δ = 1100 . For W a Weyl tensor and U a spacetime region
I(non)deg [W ] (U) =
∫
U
dt⋆drr2dω w(non)deg (r)
(
1
r1+δ
|α|2
+
1
r1+δ
|α|2 + r
2
r1+δ
|β|2 + r
2
r1+δ
|β|2 + r
2
r
(|ρ|2 + |σ|2)) (196)
E [W ]
(
Σ˜τ
)
=
∫
Nout(τ,R)
r2dvdω
(‖α‖2 + ‖β‖2 + ‖β‖2 + |ρ|2 + |σ|2)∫
Στ∩{r≤R}
r2drdω
(‖α‖2 + ‖α‖2 + ‖β‖2 + ‖β‖2 + |ρ|2 + |σ|2) (197)
E [W ] (H (τ1, τ2)) =
∫
H(τ1,τ2)
dt⋆r2dω
(‖α‖2 + ‖β‖2 + ‖β‖2 + |ρ|2 + |σ|2)
Note that these energies are only expected to decay if W arose from commuta-
tion with an approximate Killing field.
In the context of the spin-reduction, it is convenient to introduce also certain
weighted energies:
Espin1 [W ]
(
Σ˜τ
)
=
∫
Nout(τ,R)
r2dvdω
(‖α‖2 + ‖β‖2 + r2 (‖β‖2 + |ρ|2 + |σ|2))∫
Στ∩{r≤R}
r2drdω
(‖α‖2 + ‖α‖2 + ‖β‖2 + ‖β‖2 + |ρ|2 + |σ|2)
which gives the components β, ρ, σ an additional weight.14 This additional
weight has already been incorporated into the spacetime energy (196). For the
spin 0-curvature components ρ and σ, more precisely the renormalized quantities
φn = ρ˜ (LnTW ) = r3ρ (LnTW )− 2Mδn0 , ψn = σ˜ (LnTW ) = r3σ (LnTW )+2Mδn0 we
define the energy
E [Dφn]
(
Σ˜τ
)
=
∫
Σ˜τ∩{r≤R}
drdω|Dφn|2 +
∫
Nout(S2τ,R)
dvdω
[| /D4φn|2 + | /∇φn|2]
(198)
and
Ideg [Dφn] (U) =
∫
U
dt⋆drdω
[
(r − 3M)2
r3+δ
(
(Tφn)
2 +
(
/∇φn
)2)
+χ{r≤r0}
1
r1+δ
(∂rφn)
2
+
1
r1+δ
(
T⊥φn
)2
+
φ2n
r3+δ
]
(199)
where T⊥ = −pe3 + qe4 is perpendicular to T = pe3 + qe4. Note that there
is globally non-degenerate control of the T⊥-derivative only. The analogous
definitions are made for ψn (replace φn by ψn everywhere in the above).
14The reason that β does not also have it is that β will not appear weighted on the charac-
teristic hypersurface Nout. Cf. the spin reduction performed in section 11.1.
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4.4 Constants and Conventions
Recall that δ = 1100 has already been fixed. Unless noted otherwise, B (b)
will denote a large (small) constant depending only on the mass M . If the
constant depends on other values, it will typically be indexed by them, e.g. Bh
denotes a constant which also depends on h. The quantity ǫ is the ultimate
source of smallness and arises from the closeness assumptions in the definition
of ultimately Schwarzschildean. We use the usual algebra of constants Bǫ = ǫ,
B ·B = B etc.
5 The main theorems
Recall that the definition of an ultimately Schwarzschildean spacetime (Defi-
nition 2.1) depends on the choice of an ǫ > 0. Recall also the energies of the
Ricci-coefficients defined in section 2.2.1. We have the following statement of
uniform boundedness:
Theorem 5.1. [Boundedness] There is an ǫ > 0 such that the following state-
ment is true: If (R, g) is a spacetime which is ultimately Schwarzschildean to
order k + 1 (for some k > 7) in the sense of Definition 2.1, then the estimate
sup
τ>τ0
E
k
[W ] (Στ ) ≤ B
(
C
k [R] (τ0) + E
k
[W ] (Σ0)
)
(200)
holds, where
C
k [R] (τ1, τ2) = sup
τ∈(τ1,τ2)
E
k
[R] (Στ ) + E
k
[R] (H (τ1, τ2)) + Ik [R] (M (τ1, τ2))
and Ck [R] (τ0) = C
k [R] (τ0,∞), which is bounded by the ultimately Schwarz-
schildean property.
We have formulated the statement in terms of the untilded M,Σ as it is
easier to prove in this form. Of course, the estimate (200) then also holds for
the tilded slices Σ˜ and the Dn [R]-energy.
In other words, the energy involving k-derivatives of curvature is uniformly
bounded. Note that the assumptions regard only k+1 derivatives of the metric,
while the assertion provides bounds for k derivatives of curvature, i.e. k + 2
derivatives of the metric. To prove Theorem 5.1 it will be sufficient to exploit
multiplier estimates based on the ultimately Killing vectorfield T and a version
of the redshift vectorfield.
To formulate any type of decay statement one has to be aware of two im-
portant issues, which can be heuristically understood as follows.
1. As discussed in the introduction, the components ρ and σ (and Lie-T-
derivatives thereof) have to be renormalized and treated separately, if one
wants to prove integrated decay estimates. These renormalized compo-
nents, φ, ψ, may be thought of as satisfying an inhomogeneous Regge-
Wheeler equation on a Schwarzschild background of the type
PRegge−Wheeler (φ) = r3D (W ·R) , (201)
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the r3-weight arising from the renormalization. Clearly, to prove energy
estimates for φ one has to understand r-weighted curvature energies to es-
timate the inhomogeneity. This means that one cannot understand local
integrated decay without at the same time understanding the character-
istic decay in r of the null-curvature components!
2. It is well known that for the homogeneous Regge-Wheeler equation on
Schwarzschild only the angular modes l ≥ 2 of φ decay, while the l = 0
and l = 1 modes describe perturbations to nearby Kerr solutions. Conse-
quently, any decay statement will need to eliminate these modes.
The first problem will be resolved by coupling the local integrated decay esti-
mate – which will require an ǫ of an r-weighted spacetime integral of curvature
at infinity by the above heuristics – with the r-weighted multiplier estimates
near infinity, as described in the introduction.
The second problem will be resolved by the ultimately Schwarzschildean
assumption, which will allow us to a-priori estimate the troublesome lowest
order terms in an integrated decay estimate (these lowest order terms are the
manifestation of the l = 0 and l = 1 modes). We emphasize that in the case of
the Regge-Wheeler equation on a fixed Schwarzschild background, these terms
can only be controlled from the angular term by applying a Poincare´ inequality
which excludes the l = 0 and l = 1 modes. Here the situation is more favorable
as we are assuming approach to Schwarzschild at a certain order, which takes
care of the zeroth order terms.
Theorem 5.2. [Integrated weighted energy decay] With the assumptions of The-
orem 5.1 we have for any boundary-admissible decay matrix with P > Pρ and
for any n = 0, ..., k − 1 the estimate
E
n+1
P [W ]
(
Σ˜τ2
)
+ I
n+1,deg
P˜ [W ]
(
M˜ (τ1, τ2)
)
≤ B · En+1P [W ]
(
Σ˜τ1
)
+B · Dn+1 [R] (τ1, τ2) (202)
and, for any λ > 0,
E
n
P [W ]
(
Σ˜τ2
)
+ I
n,nondeg
P˜ [W ]
(
M˜ (τ1, τ2)
)
≤ Bλ · En+1P [W ]
(
Σ˜τ1
)
+B · Dn+1λ [R] (τ1, τ2) , (203)
where Dkλ [R] (τ1, τ2) was defined in (51). Here the constants B also depend on
lower order energies of curvature and Ricci-coefficients, which are bounded by
the ultimately Schwarzschildean assumption.
Remark 5.3. Applying the estimate (202) for n = k − 1 from the data up to
any slice in the future with decay matrix P0 provides a stronger (than Theorem
5.1) statement of boundedness, which moreover, as we will see, does not hinge
on T being null on the horizon. It also yields boundedness of a degenerate (at
the photon sphere) r-weighted spacetime integral (integrated decay).
Remark 5.4. In fact, one can write Bλ · EnP [W ]
(
Σ˜τ1
)
+ B · En+1P [W ]
(
Σ˜τ1
)
for the first term on the right hand side of (203).
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Note that the non-degenerate estimate (203) needs only the Dn+1λ [R]-energy
on the right hand side, thus requiring only a small amount of the non-degenerate
integrated decay estimate for n-derivatives of the Ricci-coefficients, cf. (51).
Iterating Theorem 5.2 one can obtain
Theorem 5.5. [Decay] With the assumptions as in Theorem 5.2, we also have,
for n = 1, ..., k − 1 and any λ > 0 the estimates (τ ≥ τ0)
E
n
Pl
[W ]
(
Σ˜τ
)
+ E
n
[W ] (H (τ,∞))
≤ Bλ
τ l
· EkP0 [W ]
(
Σ˜0
)
+B
l∑
i=1
1
τ i
D
n+i
λ [R] (τ) (204)
I
n,deg
P˜l
[W ]
(
M˜ (τ,∞)
)
≤ Bλ
τ l
· EkP0 [W ]
(
Σ˜0
)
+B
l∑
i=1
1
τ i
D
n+i
λ [R] (τ) +B · Dn [R] (τ) (205)
I
n−1,nondeg
P˜l
[W ]
(
M˜ (τ,∞)
)
≤ Bλ
τ l
· EkP0 [W ]
(
Σ˜0
)
+B
l∑
i=0
1
τ i
D
n+i
λ [R] (τ) (206)
with
l = l (n) =
 1 if n = k − 12 if n = k − 2
3 if n < k − 2
(207)
The constants B, Bλ depend only on the mass M and lower order energies of
the Ricci coefficients (i.e. Dk [R] (τ0)) and curvature which are ǫ-small by the
ultimately Schwarzschildean assumption.
In view of the powerful techniques of [8], where estimates for the deformation
tensor and the Ricci-coefficients are obtained from appropriate estimates on the
Weyl tensor, it is reasonable to state
Conjecture 5.6. The spacetime of Theorem 5.5 is weakly ultimately Schwarz-
schildean to order k + 2.
Here by weakly ultimately Schwarzschildean we understand that the space-
time is ultimately Schwarzschildean in the sense of Definition 2.1, except that
the highest integrated decay bound on the Ricci components in (42) degen-
erates at the photon sphere. This is of course a consequence of the fact that
we can only prove a degenerate spacetime estimate for k derivatives of curvature.
We close the section with a brief discussion of the relevance of these results
to the fully non-linear problem, i.e. the problem of improving the assumptions
made on the Ricci coefficients. For this it is essential to prove in addition that the
spacetime under consideration is ultimately Schwarzschildean to order k−1 with
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all constants and decay rates improved. As remarked after the definition (51),
choosing τ = τf sufficiently large, the energy D
k
λ [R] (τf ) is ǫ · λ-small. Hence
the estimate (203) implies that I
k−1,nondeg
P˜0
[W ]
(
M˜ (τf ,∞)
)
≤ ǫ · λ, as the first
term on the right hand side of (203) is arbitrarily small up to time τf by Cauchy
stability. Moreover, the estimate (206) tells us that I
k−1,deg
P˜1
[W ]
(
M˜ (τ,∞)
)
≤
ǫτ−1. At least in principle – i.e. modulo the estimates for the Ricci-coefficients
from curvature – this is sufficient to improve the assumptions at that order, in
particular assumption (49) and the assumption I
k
[R]
(
M˜ (τ,∞)
)
≤ ǫ on the
Ricci-coefficients.
There is one problem, however: We will not be able to improve the decay
rate for the lowest order energy. In fact, due to the presence of the Dnλ [R] term
in (205), the decay rate of the curvature can never be better than what we are
assuming on the the lowest order energy of the Ricci-coefficients. The existence
of this term originates from an error-term in the energy estimates, which is not
cubic. As discussed in the introduction, we will show that this term is lower
order in differentiability (allowing one to prove the Theorems above) but we will
not be able to eliminate its non-cubic nature entirely.
As a consequence, the results of the paper do not quite allow one to move
immediately to the fully non-linear problem: There is still a missing ingredient
regarding the nature of this error-term. This problem can in fact be studied in
the context of a linearization of the equations. This is work in progress by the
author and collaborators [14].
6 The T -energy
In this section, we derive the energy of the n-commuted Weyl field L̂nTW as
arising from the ultimately Killing field T . In Schwarzschild, this energy involves
all components of curvature with good signs but with a degeneration of some
components at the horizon. To stabilize the estimate under perturbations, we
will have to invoke the redshift. Those estimates are carried out in section 6.3.
In the following section, we simply allow for an ǫ-small negative contribution
near the horizon in our estimates (cf. Lemma 6.1).
The uncommuted Weyl field (n = 0 in the expression above) requires special
attention. This is because the natural Bel-Robinson energy for W will involve
the term
∫ |ρ|2, which does not decay. To remedy this we derive a renormalized
energy directly from the (renormalized) Bianchi equations in section 6.4.
6.1 The boundary term
Let W denote any Weyl-field15 with null-components α, β, ρ, σ, β, α.
We choose X = Y = Z = T in (5). A computation using the “Schwarz-
schildean” normal n˜ = 12
√
kχe3 +
1
2
1√
kχ
e4 (which is C
1 close to nΣ by the
15For prospective applications, the reader can think of W = L̂i
T
W for i ≥ 1.
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ultimately Schwarzschildean property) shows
JTTTµ [W ] n˜µΣ := Q (T, T, T, n˜µΣ) =
1
16
{
2|α|2
[
p3
√
k+
]
+ 2|α|2q3 1√
k+
+4|β|2
(
p2
√
kχ + p
3 1√
kχ
)
+ 4|β|2
(
pq2
1√
kχ
+ q3
√
kχ
)
+4
(
ρ2 + σ2
)(
p2q
1√
kχ
+ pq2
√
kχ
)
.
Note that in the Schwarzschild case p vanishes on the horizon while q equals 1,
leading to a degeneration of all components except α and β. Since |p− k−χ | ≤ ǫ
and |q − k
+
χ
kχ
| ≤ ǫ by the ultimately Schwarzschildean assumption we conclude:
Lemma 6.1.∫
Στ
Q (T, T, T, nΣ) dµΣτ ≥ b
∫
Στ∩{r≥rY− 34 (rY −2M)}
|W|2r2drdω
−ǫ
∫
Στ∩{r≤rY }
|W|2r2drdω (208)
and the analogous identity for the slices Σ˜τ .
16
The spacetime term KTTT1 [W ] is discussed in section 6.2, while we postpone
the analysis of the much more intricate error term KTTT2 [W ] to section 7.
6.2 The error KTTT1 [W]
We have to understand
KTTT1 [W ] = 3Qαβγδ [W ]
(
(T )παβ
)
TγTδ (209)
for a Weyl-tensor W (cf. footnote 15).
Proposition 6.2. The error term KTTT1 [W ] satisfies∫
M˜(τ1,τ2)
KTTT1 [W ] ≤ ǫ (τ1)−
1
4 sup
τ∈(τ1,τ2)
E [W ]
(
Σ˜τ
)
+
ǫ√
τ1
∫
M˜(τ1,τ2)∩{r≥R}
r1−δ‖α‖2dt⋆drdω . (210)
Moreover, if M˜ (τ1, τ2) is replaced by M (τ1, τ2) (and Σ˜τ by Στ ), the last term
can be dropped.
Proof. In the region M˜ (τ1, τ2) ∩ {r ≤ R} and for M (τ1, τ2) the estimate is
easily obtained without the last term in view of the uniform (t⋆)
− 5
4 -decay of all
components of the deformation tensor, cf. (55). In the region r ≥ R we have
have to take into account that α does not appear on the characteristic slices,
16Note that the α component will not appear on Nout
(
S2
τ,R
)
.
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which gives rise to the last term. In particular, using the formulae of section
(3.8) and the null-components of the deformation tensor we can estimate the
most difficult terms which arise from the contraction (209).∫
ρ (W)α (W) · (T )i√gdt⋆drdω ≤
ǫ ·
∫
du
1
u
3
2
∫
dvdω
√
g ρ (W)2 + ǫ
∫
‖α (W) ‖2 (t⋆)− 12
√
g
r2
dt⋆drdω
≤ ǫ√
τ1
sup
τ∈(τ1,τ2)
E
(
W , Σ˜τ
)
+
ǫ√
τ1
∫
M˜(τ1,τ2)∩{r≥R}
r1−δ‖α‖2dt⋆drdω (211)
and using that the component n of the deformation tensor decays like 1
u
1
2 r
3
3
,∫
‖α (W) ‖2 |(T )n| √gdt⋆drdω ≤ ǫ√
τ1
∫
M˜(τ1,τ2)∩{r≥R}
r1−δ‖α‖2dt⋆drdω .
6.3 A non-degenerate energy
Note that in Schwarzschild the Ricci coefficients take the following values close
to the horizon:
1
4
trH ≈ Ω ≈ −M
r2
≈ − 1
4M
and trH ≈ Ω ≈ 0 (212)
Define
γ (r) = ξ (r)
(
1 +
1
cred
k−
)
and η (r) = ξ (r)
1
cred
k− , (213)
where ξ an interpolating function equal to 1 in r ≤ rY and equal to zero for
r ≥ rY + rY −2M2 and cred = 120k a small redshift constant (k being the number
of derivatives in the ultimately Schwarzschildean assumption). We will see the
reason for that later.) For r ≤ rY sufficiently close to the horizon we have in
Schwarzschild
− /D3γ = − [∂t − ∂r] γ =
1
cred
2M
r2
>
1
4Mcred
,
| /D4γ| = | [k+∂t + k−∂r] γ| <
1
10M
.
These inequalities are stable under perturbation as we are working in a regular
coordinate system. We summarize this as
Lemma 6.3. Choose cred =
1
20k . We can find rY > 2M such that in the region
r ≤ rY the following inequalities hold
| /D4γ|+ |γΩ|+ |trH | ≤
1
20M
,
1
2
< −M · trH < 2 ,
− /D3γ ≥
1
4Mcred
,
1
2
< −4MΩ < 2 , 0 ≤ 1− µ
cred
≤ 1
10
.
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Defining now the vectorfield
Y = γe3 + ηe4 , (214)
we observe using the formulae (66)-(70) in conjunction with the bounds of
Lemma 6.3 that in r ≤ rY the bounds
(Y )π33 ≥ 1
8M
, (Y )π34 ≥ 1
18Mcred
, (Y )π44 ≥ 1
18Mcred
,
|(Y )πABδAB| ≤ 2
M
, ‖(Y )πA3‖+ ‖(Y )πA4‖ ≤ ǫ (215)
hold. Finally, we set
N = T + Y , (216)
which is future directed timelike everywhere, and state
Proposition 6.4. The N -boundary-term satisfies
Q [W ] (N,N,N, nµΣ) ≥ b
(
|α|2 + |α|2 + |β|2 + |β|2 + (ρ2 + σ2)) (217)
everywhere on the black hole exterior. The quantity
KNNN1 [W ] = 3Q [W ]
(
(T+Y )π, T + Y, Y + Y
)
(218)
satisfies
KNNN1 [W ] ≥ b ·Q [W ] (N,N,N, nµΣ) for r ≤ rY
|KNNN1 [W ] | ≤ B ·Q [W ] (T, T, T, nΣ) for rY ≤ r ≤ rY +
rY − 2M
2
KNNN1 [W ] = KTTT1 [W ] for r ≥ rY +
rY − 2M
2
Proof. SinceN =
(
p
2 + γ
)
e3+
(
q
2 + η
)
e4 = xe3+ye4 is timelike, the bound (217)
is immediate. For the bulk term, only the statement in r ≤ rY is not obvious.
For this we need to explicitly compute the contraction Qabcd [W ] (Y )πabN cNd.
Qabcd [W ] (Y )πabN cNd = Q3333(Y )π33x2 +Q3334
(
2(Y )π34x2 + 2xy(Y )π33
)
+Q3434
(
(Y )π33y2 + 4(Y )π34xy + (Y )π44x2
)
+Q3444
(
2(Y )π34y2 + 2(Y )π44xy
)
+Q4444
(Y )π44y2 + (Y )πAB
(
QAB33x
2 + 2QAB34xy +QAB44y
2
)
Q3Acd [W ] (Y )π3AN cN c +Q4Acd [W ] (Y )π4AN cN c .
Note that the terms in the last line are ǫ-small in view of (215). As x and y
are uniformly bounded above and below and in view of the properties of (Y )π
summarized in (215), we find (using the formulae for the components of the
Bel-Robinson tensor collected in section 3.8) that the wrong-signed underlined
term can be absorbed by the other, positive, terms. This yields the desired
bound in r ≤ rY .
We remark that the above proposition should be thought of as the analogue
of the redshift for the wave equation, cf. [1, 7].
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6.4 A (decaying) T -energy at the lowest order
As mentioned at the beginning of this section, the T -energy at the lowest order
involves the L2 energy of ρ itself, which does not decay. We will now derive a
renormalized T -energy at the lowest order, using the renormalized null Bianchi
equations directly:
Proposition 6.5. At the lowest order, we have the estimate∫
Στ2∩{r≥rY− 34 (rY−2M)}
‖W˜‖2 r2dr dω ≤
∫
Στ1
‖W˜‖2 r2dr dω
+ǫ sup
τ1,τ2
∫
Στ∩{r≥rY }
|W˜ |2r2drdω +B‖r1+δ (R−RSS)2 ‖L∞
∫
M(τ1,τ2)
1
r1+δ
‖W˜‖2
+B‖ρ2‖L∞
∫
M(τ1,τ2)
‖R−RSS‖2 ,
where we recall that W˜ contains the renormalized component ρˆ = ρ+ 2Mr3 . The
same identity holds for the slices Σ˜τ and regions M˜ (τ1, τ2).
Proof. As in the previous section we will use the vectorfield T˜ for computations
and then argue by stability of the estimate in view of the C1 closeness of T˜ to
T . Write the Bianchi equations as
T˜
(‖β‖2)+ [kχ−trH + 2kχ+kχ trH
]
‖β‖2 = kχ−
(
/D⋆1 (−ρˆ, σ) + E3 (β)
)
β
+
kχ+
kχ
[
/divα+ E4 (β)
]
β (219)
T˜
(
ρˆ2
)
+
3
2
ρˆ2
[
kχ−trH +
kχ+
kχ
trH
]
= −kχ−
[
/divβ + Eˆ3 (ρ)
]
ρˆ
+
kχ+
kχ
[
/divβ + Eˆ4 (ρ)
]
ρˆ (220)
T˜
(
σ2
)
+
3
2
σ2
[
kχ−trH +
kχ+
kχ
trH
]
= −kχ−
[
/curlβ + Eˆ3 (σ)
]
σˆ
+
kχ+
kχ
[
/curlβ + Eˆ4 (σ)
]
σ (221)
T˜
(‖β‖2)+ [2kχ−trH + kχ+kχ trH
]
‖β‖2 = +kχ−
[− /divα+ E3 (β)] β
+
kχ+
kχ
(
/D⋆1 (ρˆ, σ) + E4
(
β
))
β (222)
Note that the terms proportional to ρˆ2 and σ2 already decay in view of the
assumptions on the Ricci coefficients.
We now multiply the four equations by appropriate weights (depending only
on r), add them up and integrate over the spacetime region M (τ1, τ2). The
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weights can be read of from expression (208) and ensure that after integration
by parts all spacetime terms which appear decay: Multiplying (219) by w1 =
r2
(
kχ
+
kχ
)2
, (220) and (221) by w2 = r
2
(
kχ
+
kχ
)
kχ− and finally (222) by w3 =
r2
(
kχ−
)2
and integrating with respect to dt⋆ dr dω yields the Proposition.
As an example we look at the α spacetime term arising from equation (219)
after integration by parts:∫
dt⋆drdω
(
1
2
∂t
(
r2
(
kχ+
kχ
)2
‖α‖2
)
− 1
2
∂r
(
r2
(
kχ+
kχ
)3
‖α‖2
)
+[
1
2
∂r
((
kχ+
kχ
)3)
+
(
1
2
trH − 4Ω
)(
kχ+
kχ
)3]
‖α‖2 − [E3 (α)− 4Ωα]
(
kχ+
kχ
)3
α
)
The first term in the second line is zero in Schwarzschild and decays in the
perturbed case, in view of the assumptions on the Ricci-coefficients. The second
term is easily estimated by the terms appearing on the right hand side of the
Proposition.
7 The error KXYZ2
[
L̂nTW
]
In order for the identity (60) to be useful for us, we need to understand the terms
KXYZ1 [W ] and KXYZ2 [W ] on the right hand side. The two terms are of a differ-
ent nature. If we commute with the ultimately Killing field T , KXYZ2
[
L̂nTW
]
is
the error arising from the commutation and hence expected to be small for any
X ,Y,Z with bounded coefficients. The term KXYZ1
[
L̂nTW
]
, on the other hand,
is only expected to be small if X ,Y,Z are ultimately Killing, cf. Proposition
6.2. This entire section is devoted to controlling the error KXYZ2
[
L̂nTW
]
as
arising from commutation with T . Remark: As this part of the argument does
not depend on the assumption that tr(T )π = 0 (nor the gauge Y = 0), we will
derive all the formulae including this term.
7.1 General null decomposition of J (T,W )
Let W be any Weyl field which itself satisfies the inhomogeneous Bianchi equa-
tionDα (W )αβγδ = J¯βγδ. We consider the commuted Bianchi equation (cf. (74))
Dα
(
L̂TW
)
αβγδ
= Jβγδ (T,W ) + L̂T J¯βγδ . (223)
Assuming that J¯ also arose from commutation with such a vectorfield, it be-
comes clear that we have to understand the structure of the term J (T,W ) and
Lie-derivatives thereof. We define, following [8],
(T )pγ = D
α(T )π̂αγ , (224)
(T )qαβγ = Dβ
(T )π̂γα −Dγ (T )π̂βα − 1
3
(
(T )pγgαβ − (T )pβgαγ
)
, (225)
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and decompose J (T,W ) as
J (T,W ) =
1
2
(
J1 (T,W ) + J2 (T,W )
)
, (226)
where
J1 (T,W )βγδ =
(T )π̂µνDνWµβγδ , (227)
J2 (T,W )βγδ =
(T )pλW
λ
βγδ +
(T )qαβλW
αλ
γδ
+(T )qαγλW
α λ
β δ +
(T )qαδλW
α λ
βγ . (228)
Note that qβγδ is a Weyl current, i.e. it satisfies
qβγδ = −qβδγ and 0 = gβγqβγδ = −1
2
q34δ − 1
2
q43δ + δ
ABqABδ . (229)
We recall that the error-term KYZU2 [W ] in the energy identity for the Bel-
Robinson tensor arises from J1 (T,W ) + J2 (T,W ) via formula (63). Hence we
have to estimate the integral of
D (T,W ) (Y,Z,U) = KY,Z,U2
[
L̂TW
]
(230)
for appropriate vectorfields Y,Z,U . We proceed with a null decomposition of
this term:
Proposition 7.1. We have
D(T,W )333 = 4α
(
L̂TW
)
·Θ(T,W ) + 8β
(
L̂TW
)
· Ξ (T,W ) (231)
D(T,W )334 = 8ρ
(
L̂TW
)
· Λ (T,W )− 8σ
(
L̂TW
)
·K (T,W )
−8β
(
L̂TW
)
· I (T,W ) (232)
D(T,W )443 = 8ρ
(
L̂TW
)
· Λ (T,W ) + 8σ
(
L̂TW
)
K (T,W )
+8β
(
L̂TW
)
I (T,W ) (233)
D(T,W )444 = 4α
(
L̂TW
)
·Θ(T,W )− 8β
(
L̂TW
)
· Ξ (T,W ) (234)
where we have used the null decomposition of J (T,W ):
Λ(J) =
1
4
J434 Λ (J) =
1
4
J343
K(J) =
1
4
ǫABJ4AB K (J) =
1
4
ǫABJ3AB
Ξ(J)A =
1
2
J44A Ξ (J) =
1
2
J33A
I(J)A =
1
2
J34A I (J) =
1
2
J43A
ΘAB =
1
2
(
JA4B + JB4A −
(
δCDJC4D
)
δAB
)
ΘAB =
1
2
(
JA3B + JB3A −
(
δCDJC3D
)
δAB
)
(235)
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Proof. See 8.1.7c in [8].
Clearly, from the point of view of decay in the interior, the worst terms of
J (T,W ) are the terms in J2 (T,W ) which are proportional to the non-decaying
component ρ.17 We collect the null decomposition of both terms in the following
Lemma.
Lemma 7.2. We have the following formulae for the null-decomposition of
J1 (T,W )
Λ
(
J1
) ≡ ρ [−3
2
trH (T )π̂34 − 3
2
trH (T )π̂33 − 3
8
trH
(
δAB (T )π̂AB
)]
(236)
Ξ
(
J1
) ≡ ρ [3
4
trH (T )π̂3A
]
(237)
I
(
J1
) ≡ ρ [−3
4
trH (T )π̂3A − 3
2
trH (T )π̂4A
]
(238)
K
(
J1
) ≡ 0 ≡ Θ (J1) (239)
where ≡ denotes equality up to terms of the form (T )π· /D (W but not ρ), i.e. de-
caying quadratically as T is ultimately Killing.
Proof. Direct computation. For instance, for the component Λ we find
4Λ = π̂34D4W3434 + π̂
33D4W3434 + π̂
A4D4WA434
+π̂3ADAW3434 + π̂
3AD3WA434 + π̂
ABDAWB434
≡ π̂4A ˜¯JA3434 + 4π̂34D4ρ+ 4π̂44D3ρ− 6YAπ̂3Aρ− 6⋆YAπ̂3Aρ
+4π̂3A /∇Aρ+ π̂AB
(
/∇AβB + /∇BβA − 3HABρ− 3⋆ĤABσ
)
(240)
The other components are computed similarly, using the formulae in the ap-
pendix.
Lemma 7.3. We have the following formulae for the null-decomposition of
J2 (T,W )
Λ
(
J2
) ≡ 3
4
ρ
[
−1
2
D4 (trπ) +D
Aψ4A + 2pρ
]
I
(
J2
)
A
≡ 3
4
ρ
[
2qβA +D3ψA4 +
1
2
DAtrπ
]
Ξ
(
J2
)
A
≡ −3
4
ρ [2pβA +D4ψA4] (241)
ΘAB
(
J2
) ≡ 3
4
ρ
[
DAψ4B +DBψ4A − δAB
(
DAψ4A
)− 2qαAB] (242)
K
(
J2
) ≡ −3
4
ρ · ǫAB [DAψ4B − pσǫAB] (243)
17Note that J1 (T,W ) only has derivatives of ρ and is hence “a derivative better” than the
terms we mentioned.
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and
Λ
(
J2
)
=
3
4
ρ
[
−1
2
D3 (trπ) +D
Aψ3A + 2qρ
]
(244)
I
(
J2
)
A
≡ 3
4
ρ
[
−2pβ
A
+D4ψA3 +
1
2
DAtrπ
]
Ξ
(
J2
)
A
≡ −3
4
ρ
[
−2qβ
A
+D4ψA3
]
(245)
ΘAB
(
J2
) ≡ 3
4
ρ
[
DAψ3B +DBψ3A − δAB
(
DAψ3A
)− 2pαAB] (246)
K
(
J2
) ≡ −3
4
ρ · ǫAB [DAψ3B + qσǫAB] (247)
where ≡ denotes equality up to terms which do not involve the curvature com-
ponent ρ and are hence of the form “(W but not ρ) · D(T )π”, i.e. decaying
quadratically.
Proof. Collecting the terms proportional to ρ for J2 (T,W ), we find18
Λ (J) =
1
4
J434 ≡ ρ
(
−1
2
p4 +
3
4
δBAqA4B
)
(248)
K (J) =
1
4
ǫABJ4AB ≡ −3
4
ρqA4BǫAB (249)
Ξ (J)A =
1
2
J44A ≡ −3
4
ρq4A4 (250)
I (J)A =
1
2
J34A ≡ 1
2
(
ρpA − 3
2
q34Aρ
)
(251)
Θ (J)AB =
1
2
(
JA4B + JB4A −
(
δCDJC4D
)
δAB
)
≡ 3
4
ρ
(
qA4B + qB4A −
(
qC4Dδ
CD
)
δAB
)
. (252)
with the analogous formulae for the bared quantities obtained form interchang-
ing 3’s and 4’s in these formulae. We define the antisymmetric tensor
ψab =
1
2
(DaTb −DbTa) (253)
and compute, using the definition of the deformation tensor and commuting
covariant derivatives
qA4B = D4π̂BA −DBπ̂4A + 1
3
p4δAB
=
1
2
(D4DBTA +D4DATB −DBD4TA −DBDAT4)− 1
4
D4trπδAB +
1
3
p4δAB
=
1
2
(
R4BA3T
3 +R4BA4T
4 +R4AB(a)T
(a) +DAD4TB −RBA43T 3 −DADBT4
)
− 1
4
D4trπδAB +
1
3
p4δAB
= −1
4
δABD4 (trπ) +DAψ4B +
1
2
(−2qαAB + 2pρδAB − 2pσǫAB) + 1
3
p4δAB
18Note the typo regarding the Θ-equation in [8], where the factor of 1
2
is missing.
50
q4A4 = DAπ̂44 −D4π̂A4
=
1
2
[2DAD4T4 −D4DAT4 −D4D4TA]
=
1
2
[
D4DAT4 −D4D4TA + 2RA443T 3
]
= 2pβA +D4ψA4
q34A = D4π̂A3 −DAπ̂43 − 1
3
pAg34 = −2qβA −D3ψA4 − 1
2
DAtrπ +
2
3
pA .
as well as
qA3B = −1
4
δABD3 (trπ) +D3ψ3B +
1
2
(−2pαAB + 2qρδAB + 2qσǫAB) +
1
3
p3δAB
q3A3 = −2qβA +D3ψA3
q43A = 2pβA −D4ψA3 −
1
2
DAtrπ +
2
3
pA .
from which the formulae of the lemma are easily derived.
7.2 The structure of J (T,W )
We combine Lemmas 7.2 and 7.3 expressing the derivatives in terms of the
slashed derivatives and the null component PA := ψA4 and QA := ψA3.
Lemma 7.4. Let {π, dec. RRC} denote any term which is of the form “con-
stant times a component of the deformation tensor” or “constant times a de-
caying Ricci rotation coefficient”. We have the following formulae for the null-
decomposition of J2 (T,W )
Λ (J) ≡ 3
4
ρ
[
−1
2
/D4 (trπ)− /∇APA + 2p
(
ρ+
2M
r3
)
+ {π, dec. RRC}
]
(254)
I (J)A ≡
3
4
ρ
[
1
2
/∇Atrπ + /D3PA + 2qβA + {π, dec. RRC}
]
(255)
Ξ (J)A ≡ −
3
4
ρ
[
/D4PA + 2pβA + {π, dec. RRC}
]
(256)
ΘAB (J) ≡ 3
4
ρ
[
2 /D⋆2PA − 2qαAB + {π, dec. RRC}
]
(257)
K (J) ≡ −3
4
ρ · ǫAB
[− /∇APB − pσǫAB + {π, dec. RRC}] (258)
and
Λ (J) ≡ 3
4
ρ
[
−1
2
/D3 (trπ) − /∇AQA + 2q
(
ρ+
2M
r3
)
+ {π, dec. RRC}
]
(259)
I (J)A ≡
3
4
ρ
[
1
2
/∇Atrπ + /D4QA − 2pβA + {π, dec. RRC}
]
(260)
51
Ξ (J)A ≡ −
3
4
ρ
[
/D3QA − 2qβA + {π, dec. RRC}
]
(261)
ΘAB (J) ≡
3
4
ρ
[
2 /D⋆2QA − 2pαAB + {π, dec. RRC}
]
(262)
K (J) ≡ −3
4
ρ · ǫAB
[− /∇AQB + qσǫAB + {π, dec. RRC}] (263)
Proof. Note that
DAψA4 = /∇AψA4 − 1
2
trHψ34 + VAψA4
= /∇AψA4 + 1
2
trH
(
/D3p− /D4q − 2Ωp+ 2Ωq
)
= /∇AψA4 + 1
2
trH
(
2 /D3p− 4Ωp+ π34
)
(264)
and
D3ψA4 = /D3ψA4 − ZAψ34 − 2ZBψAB − 2ΩψA4 (265)
D4ψA4 = /D4ψA4 − YAψ34 − 2YBψAB + 2ΩψA4 (266)
DAψ4B +DBψ4A − δAB
(
DAψ4A
) ≡ −2 /D⋆2ψ4A − ĤABψ34 − 2 ̂HCBψAC
≡ 2 /D⋆2ψA4 − ĤABψ34 (267)
and similarly for exchanging 3 and 4 indices. Hence for Λ we find
Λ
(
J1
) ≡ 3
4
ρ
[
−1
2
trHπ34 − 1
4
trHtrπ − 1
2
trHπ44 − 1
2
trHδABπAB +
1
4
trHtrπ
]
Λ
(
J2
) ≡ 3
4
ρ
[
−1
2
/D4 (trπ) − /∇APA + 2pρ−
1
2
trH
(
2 /∇3p− 4Ωp+ π34
)]
which upon adding produces
Λ (J) ≡ 3
4
ρ
[
− 1
2
/D4 (trπ) − /∇APA + 2pρ−
1
2
trH
(
2 /∇3p− 4Ωp
)
−trχπ34 − 1
2
trHπ44 − 1
2
trHδABπAB
]
Since up to decaying Ricci coefficients 2pρ− 12 trH
(
2 /∇3p− 4Ωp
)
= 2p
(
ρ+ 2Mr3
)
the result follows. For later purposes we also collect the explicit form of I. It is
I (J)A ≡
3
4
ρ
[
1
2
/∇Atrπ + /D3PA + 2qβA − ZAψ34 − 2ΩPA − trHπ̂3A − 2trHπ̂4A
]
.
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7.3 KXYZ2
[
L̂TW
]
Using the previous Lemma we can now look at the spacetime integrandsD(T,W ).
Proposition 7.5. The terms D(T,W ) arising from J1 (T,W )+J2 (T,W ) sat-
isfy
D (T,W )444 ≡ 6 /D4
(
ρ0β
(
L̂TW
)
· P
)
+ 6 /div
(
ρ0α
(
L̂TW
)
· P
)
−3LT
[
qρ|α (W ) |2 − 2pρ|β (W ) |2
]
(268)
D (T,W )443 ≡ 6 /D3
(
ρ0P · β
(
L̂TW
))
− 3 /D4
(
ρ0 · tr(T )πρ
(
L̂TW
))
−6 /D1
(
−PA ρ0 ρ
(
L̂TW
)
,PA ρ0 σ
(
L̂TW
))
+6LT
(
pρ
(
ρ+
2M
r3
)2
+ pρ0σ
2 + qρ0|β|2
)
(269)
D (T,W )333 ≡ −6 /D3
(
ρ0β
(
L̂TW
)
· Q
)
+ 6 /div
(
ρ0α
(
L̂TW
)
· P
)
−3LT
[
pρ|α (W ) |2 − 2qρ|β (W ) |2
]
(270)
D (T,W )334 ≡ −6 /D4
(
ρ0Q · β
(
L̂TW
))
− 3 /D3
(
ρ0 · tr(T )πρ
(
L̂TW
))
+6 /D1
(
−QA ρ0 ρ
(
L̂TW
)
,−QA ρ0 σ
(
L̂TW
))
+6LT
(
qρ
(
ρ+
2M
r3
)2
+ qρ0σ
2 + pρ0|β|2
)
(271)
where ≡ denotes equality up to terms of the following form(
L̂TW
)
· {ρ0π , ρ0dec. RRC} (272)
and lower order terms of the form(
W · W˜
)
· {π , dec. RRC} (273)
Proof. First note that all terms arising from J1 (T,W ) are of the form (272),
(273) or even lower order. Denote by ρ0 = ρ (W ) the non-decaying ρ component
of the uncommuted Weyl tensor we compute, modulo cubic terms in which all
three components decay and terms of the form
(
L̂TW
)
· {π, dec. RRC} · ρ0:
D (T,W )444 ≡ 4α
(
L̂TW
)
· 3
2
ρ0
(
/D⋆2PA − qαAB
)
−8β
(
L̂TW
)
·
(
−3
4
ρ0
(
2pβA + /D4PA
))
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Using Lemma 3.8 we can write
D (T,W )444 ≡ 6q ρ0
[
− 1
2
L̂T
(|α|2) ]+ 12p ρ0[1
2
L̂T
(|β|2) ]
6ρ0
[
/divα
(
L̂TW
)
− /D4β
(
L̂TW
)]
PA − 6
ρ0
(
/D4ρ0
)
β
(
L̂TW
)
· PA
+6 /D4
(
ρ0β
(
L̂TW
)
· PA
)
+ 6 /div
(
ρ0α
(
L̂TW
)
· P
)
− 6α
(
L̂TW
)
/∇ρ0P
and hence
D (T,W )444 ≡ 6ρ0
[(
2trH + 2Ω+
3
2
trH
)
β
(
L̂TW
)
− α
(
L̂TW
)
/∇ρ0 − J4A4
]
PA
+6 /D4
(
ρ0β
(
L̂TW
)
· P
)
+ 6 /div
(
ρ0α
(
L̂TW
)
· P
)
− 3LT
[
qρ0α
2 − 2pρβ2]
Note that the terms in the last line are pure derivatives. Here we have used in
particular the Bianchi equation (86) and the fact that the adjoint of /D⋆2 is /div.
Similarly, again modulo cubic terms in which all three components decay
and terms of the form
(
L̂TW
)
· {π, dec. RRC} · ρ0:
D (T,W )443 ≡ 8ρ
(
L̂TW
)
· 3
4
ρ0
[
2p
(
ρ+
2M
r3
)
− /divPA − 1
2
/D4 (trπ)
]
+8σ
(
L̂TW
)(
−3
4
ρ0
(−2pσ − /curl PA))
+8β
(
L̂TW
)
·
(
3
4
ρ0
(
2qβA + /D3PA +
1
2
/∇Atrπ
))
≡ 12pρ0
[
1
2
L̂T
(
ρ+
2M
r3
)2
+
(
ρ+
2M
r3
)(
−L̂T
(
2M
r3
)
− 1
8
tr(T )πρ
)]
+12pρ0
[
1
2
L̂T
(
σ2
)− 1
8
tr(T )πσ2
]
+ 12qρ0
[
1
2
L̂T
(
β2
) ]
+6ρ0PA
[
/D⋆1
(
−ρ
(
L̂TW
)
, σ
(
L̂TW
))
− /D3β
(
L̂TW
)]
+3ρ0tr
(T )π
[
/D4ρ
(
L̂TW
)
− /divβ
(
L̂TW
)]
+6 /D3
(
ρ0P · β
(
L̂TW
))
− 3 /D4
(
ρ0 · tr(T )πρ
(
L̂TW
))
−6 /D1
(
−PA ρ0 ρ
(
L̂TW
)
,+PA ρ0 σ
(
L̂TW
))
. (274)
Using the Bianchi equations (88) and (91) yields the statement in the lemma.
The computation for D (T,W )333 and D (T,W )334 proceeds analogously.
Note that since these terms are going to be integrated, we have essentially
gained a derivative: The worst error-terms involving ρ0 are not of the form
ρ0 · u
(
L̂TW
)
· Dπ but only ρ0 · u
(
L̂TW
)
· π. It is not hard to see that the
structure we revealed at the first commutation with T , survives to higher orders.
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7.4 KXYZ2
[
L̂n+1T W
]
Consider the n+ 1 times T -commuted Bianchi equation:
Dα
(
L̂n+1T W
)
αβγδ
= L̂nT Jβγδ (T,W )+
n−1∑
i=0
L̂iT Jβγδ
(
T, L̂n−iT W
)
= Jhard+Jeasy .
We use the index “easy” for the second (summed) term, in view of the fact
that a T -derivative has already fallen on W in this expression. Hence this term
already decays quadratically. On the other hand, the most difficult term in
Jhard is the one where all derivatives fall on the deformation tensor, in view of
the non-decaying component ρ of W . We set
KXYZ2
[
L̂n+1T W
]
= easyKXYZ2
[
L̂n+1T W
]
+ hardKXYZ2
[
L̂n+1T W
]
, (275)
with the terms arising from the different terms on the right hand side, Jeasy
and Jhard via formula (63). In view of the quadratically decaying structure of
Jeasy we easily see
Proposition 7.6. Let (R, g) be ultimately Schwarzschildean to order k + 1
(k > 7). For 1 ≤ n ≤ k − 1 and any λ > 0,∣∣∣ ∫
M˜(τ1,τ2)
∑
a,b,c∈{3,4}
easyKeaebec2
[
L̂n+1T W
] ∣∣∣
≤
(
λ+
Bλǫ√
τ1
)
· sup
τ
E
n+1
[W ]
(
Σ˜τ
)
+Bλǫ (τ1)
− 1
4 · sup
τ
E
n
[R]
(
Σ˜τ
)
+
ǫ√
τ1
∫
M˜∩{r≥R}
dt⋆drdωr
1
2
(‖Dn+1α‖2) . (276)
Moreover, as in Proposition 6.2, if M˜ (τ1, τ2) is replaced by M (τ1, τ2) (and Σ˜τ
by Στ ), the last term can be dropped. For n = 0,
easyKeaebec2
[
L̂TW
]
= 0.
Proof. Observe that schematically
Jeasy ≡
n−1∑
s=0
[(
DL̂sTπ
)(
L̂n−sT W
)
+
(
L̂sTπ
)(
DL̂n−sT W
)]
, (277)
where the ≡ ignores all lower order terms which arise from the commutation
of D with the Lie derivative19 and all combinatorial (integer) factors for these
terms. We then estimate, first in r ≤ R:∣∣∣ ∫
M˜(τ1,τ2)∩{r≤R}
∑
a,b,c∈{3,4}
easyKeaebec2
[
L̂n+1T W
] ∣∣∣ ≤ ∫ dt⋆‖L̂n+1T W‖L2
[
⌊n−1
2
⌋∑
s=0
(
‖DL̂sTπ‖L∞‖L̂n−sT W‖L2 + ‖L̂sTπ‖L∞‖DL̂n−sT W‖L2
)
+
n−1∑
⌊n−1
2
⌋+1
‖DL̂sTπ‖L2‖ · L̂n−sT W‖L∞ + ‖L̂sTπ‖L2‖ ·DL̂n−sT W‖L∞
]
,
19these terms will not only be of lower order but also introduce additional decay
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to which we apply Cauchy’s inequality and Sobolev embedding:
≤ λ · sup
τ
E
n+1
[W ]
(
Σ˜τ
)
+Bλ
⌊n−1
2
⌋∑
i=0
(τ2 − τ1)2 · sup
τ
E
i+3 [R]
(
Σ˜τ
)
· sup
τ
E
n+1−i [W ]
(
Σ˜τ
)
+Bλ
n−1∑
i=⌊n−1
2
⌋+1
(τ2 − τ1)2 · sup
τ
E
n−i+3 [W ]
(
Σ˜τ
)
· sup
τ
E
i+1 [R]
(
Σ˜τ
)
.
One easily checks that for n = k − 1 = 7 (the worst case) the ultimately
Schwarzschildean assumption ensures that one can absorb the (τ2 − τ1)2-term
using the decay of one of the sup-terms.
We can do the same estimate in r ≥ R, the only thing we have to be careful
about is that not all null-components appear on characteristic slices. This is
easily accounted for by adding the spacetime term appearing on the right hand
side of (276). Note in this context that potentially divergent terms like∫
dt⋆drdω r2 α
(
L̂n+1T W
)
·
(
/D3L̂n−1T
(
T i
)) · L̂Tα (278)
(i.e. where all terms of the cubic expression only decay like 1r ) cannot appear
in K2 [W ] because of the null-structure of the error-terms (cf. the signature
considerations in [8]). At least one component in the cubic error-term has
improved decay in r.
For hardKXYZ2 we have
Proposition 7.7. Let (R, g) be ultimately Schwarzschildean to order k + 1
(k > 7) and X = pX e3+qXe4, Y = pYe3+qYe4, Z = pZe3+qZe4 be vectorfields
for bounded spacetime functions pi and qi satisfying |T (pi) |+ |T (qi) | ≤ ǫ · τ− 54
in the interior r < t⋆. For 0 ≤ n ≤ k − 1 and any positive λ2 we have∣∣∣ ∫
M˜
hardKXYZ2
[
L̂n+1T W
] ∣∣∣ ≤ (λ2 + ǫ (τ1)− 14) sup
τ∈(τ1,τ2)
E
n+1
[W ]
(
Σ˜τ
)
+I
n+1,nondeg
[R]
(
M˜ (τ1, τ2)
)
+Bλ2 · E
n
[R]
(
H, Σ˜τ2 , Σ˜τ1
)
+B
∫
M˜(τ1,τ2),Στ1 ,Στ2 ,H
1
r2
(
n∑
i=1
‖L̂iTW‖2 + ‖W˜‖2
)
+
ǫ√
τ1
∫
M˜∩{r≥R}
dt⋆drdωr
1
2
(‖Dn+1α‖2)+ λ2 sup
H,i
|pi|
∫
H
‖L̂n+1T W‖2 . (279)
As in Proposition 7.6, if M˜ (τ1, τ2) is replaced by M (τ1, τ2) (and Σ˜τ by Στ ),
the penultimate term can be dropped.
Proof. Observe that the null-decomposition of J = J (T,W ) almost commutes
with L̂T :
Λ
(
L̂T J
)
= L̂T (Λ (J)) + (decaying RRC) · (Λ (J) , ...., θ (J)) , (280)
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where the error is of lower oder and introduces additional decay. Similarly for
the other null-components. Now the L̂nT -derivative of each null-component of J
is of one of the following forms
(1) L̂nT [πD (W but not ρ) +Dπ · (W but not ρ)] or L̂n−1T
[
πL̂TDρ+Dπ · L̂T ρ
]
,
i.e. a product of two (or more, arising from commutation) decaying com-
ponents
(2) L̂nTπ Dρ
(3) L̂nTDπ ρ (these terms were essentially computed in Lemma 7.4)
In the expression for K2 arising from these terms, terms of type (1) can be esti-
mated as in easyK2.
20 We only mention the term involving the highest derivative
of the weakly decaying component T i. In view of signature considerations this
term is of the form21∫
r≥R
dt⋆drdω r2 α
(
L̂n+1T W
)
·
(
/D3L̂nT
(
(T i
))
· (W but not α, ρ)
‖r2 (W but not α, ρ) ‖L∞
[ ∫
M˜∩{r≥R}
dt⋆drdωr
1
2
(‖Dn+1α‖2 + ‖Dn+1π‖2) ]
ǫ
τ1
[
I
n+1,nondeg
[R]
(
M˜ (τ1, τ2)
)
+
∫
M˜∩{r≥R}
dt⋆drdωr
1
2 ‖Dn+1α‖2
]
.
For the terms of type (2), we first note that using the Bianchi equations
for ρ, they can be transformed into terms of type (1) and terms of the form
L̂nTπ (trH, trH) ρ. Realizing that the decay in r at infinity is not an issue for
the latter term in view of ρ decaying like 1r3 , we integrate it by parts in T to
obtain, modulo lower oder boundary terms which are already present on the
right hand side of (279):∫
M˜(τ1,τ2)
(
L̂nTπ ρ0
)(
L̂n+1T W
)
∼
∫
M˜(τ1,τ2)
(
L̂n+1T π ρ0
)(
L̂nTW
)
(281)
for n ≥ 1, while the right hand side equal to ∫M˜(τ1,τ2) (L̂Tπ ρ0) W˜ , in case that
n = 0. An application of Cauchy’s inequality yields the terms found on the
right hand side of Proposition 7.7.
Finally, for the terms of type (3), we can redo the computation of Proposition
7.5 and transform this term into terms of type (1) and (2):
Lemma 7.8. We have the following generalization of Proposition 7.5
D
(
T, L̂nTW
)
444
≡ 6 /D4
(
ρ0β
(
L̂n+1T W
)
· L̂nTP
)
+ 6 /div
(
ρ0α
(
L̂n+1T W
)
· L̂nTP
)
−3LT
[
qρ|α
(
L̂nTW
)
|2 − 2pρ|β
(
L̂nTW
)
|2
]
20Note again that, in view of signature considerations, terms involving twice the curvature
component α in conjunction with the (weakly r-decaying) null-component (X)i cannot appear.
21Note that this term is easily estimated if M˜ is replaced by M, in view of the uniform
decay of the deformation tensor (55). The problem here is that α does not appear on the
characteristic hypersurfaces Nout
(
S2
τ,R
)
.
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D (T,W )443 ≡ 6 /D3
(
ρ0L̂nTP · β
(
L̂n+1T W
))
− 3 /D4
(
ρ0 · L̂nT tr(T )π ρ
(
L̂TW
))
−6 /D1
(
−L̂nTPA ρ0 ρ
(
L̂n+1T W
)
, L̂nTPA ρ0 σ
(
L̂n+1T W
))
+6LT
(
pρ
[
L̂nT
(
ρ+
2M
r3
)]2
+ pρ0σ
(
L̂nTW
)2
+ qρ0‖L̂nTβ‖2
)
and similarly for the other two components. Here ≡ denotes equality up to lower
order terms which are of the form arising from (1) or (2).
Proof. We show the statement only for the first component, as the others are
treated completely analogously.
D
(
T, L̂nTW
)
444
= 4α
(
L̂n+1T W
)
·Θ(T,LnTW )− 8β
(
L̂n+1T W
)
· Ξ (T,LnTW )
≡ 4α
(
L̂n+1T W
)
· L̂nTΘ(T,W )− 8β
(
L̂n+1T W
)
· L̂nTΞ (T,W )
Now we can use Lemma 7.4, where we computed the part of the null-components
Θ and Ξ, which is proportional to ρ. Since commuting with the Lie-T-derivative
only introduces lower order terms we obtain
D
(
T, L̂nTW
)
444
≡ 4α
(
L̂n+1T W
)
· 3
2
ρ0
(
/D⋆2L̂nTPA − qα
(
L̂nTW
))
−8β
(
L̂n+1T W
)
·
(
−3
4
ρ0
(
2pβ
(
L̂nTW
)
+ /D4L̂nTPA
))
, (282)
from which point on we can follow the computations of Proposition 7.5 to pro-
duce the result.
We now integrate the main terms collected in the previous Lemma. Since
they arise from
D
(
T, L̂nTW
)
(pX e3 + qX e4, pYe3 + qYe4, pZe3 + qZe4) , (283)
we observe that for vectorfields satisfying pi = 0 (i = X ,Y,Z) on the horizon,
the boundary term on the horizon will vanish. In general, the strength of the
horizon term will be of the size of the pi’s on the horizon. Hence, for the terms
appearing in the Lemma∫
M˜(τ1,τ2)
D
(
T, L̂nTW
)
(p1e3 + q1e4, p2e3 + q2e4, p3e3 + q3e4)
≤ B · sup
H,i
|pi|
∫
H
(
λ2‖L̂n+1T W‖2 +
1
λ2
‖Dnπ‖2
)
+λ2 sup
τ∈(τ1,τ2)
E
n+1
[W ] (Στ ) +Bλ2 sup
τ∈(τ1,τ2)
E
n
[R] (Στ )
+spacetime terms of the form (281) (284)
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7.5 Summary of the error estimates
Combining Propositions 7.6 and 7.7 we can summarize our estimate of the er-
rorterm K2. We note in passing that the curvature terms in Proposition 7.7 can
be controlled by the energies of the Ricci-coefficients one order higher, simply
by the definition of curvature in terms of derivatives of the Ricci-coefficients
(cf. the null structure equations in section 3.9). Hence:
Proposition 7.9. Let (R, g) be ultimately Schwarzschildean to order k + 1
(k > 7) and X = pX e3+qXe4, Y = pYe3+qYe4, Z = pZe3+qZe4 be vectorfields
for bounded spacetime functions pi and qi satisfying |T (pi) |+ |T (qi) | ≤ ǫ · τ− 54 .
For any positive λ and 0 ≤ n ≤ k − 1 we have∣∣∣ ∫
M˜(τ1,τ2)
KXYZ2
[
L̂n+1T W
] ∣∣∣ ≤ (λ+Bλǫ (τ1)− 14) · sup
τ∈(τ1,τ2)
E
n+1
[W ]
(
Σ˜τ
)
+B · Dn+1 [R] (τ1, τ2) +Bλ · Dn [R] (τ1, τ2)
+ǫ (τ1)
− 1
4 · In+1,r≥R [W ]
(
M˜ (τ1, τ2)
)
+ λ sup
H,i
|pi|
∫
H
‖L̂n+1T W‖2
(285)
For X = Y = Z = T the last term vanishes and no highest order curvature-term
appears on the horizon.
Finally, if M˜ (τ1, τ2) is replaced by M (τ1, τ2), Σ˜τ by Στ and the D-energies
by the C-energies, the estimate holds without the penultimate term on the right
hand side.
8 The redshift (from the null-Bianchi equations)
8.1 The main result
The main result of this section is
Proposition 8.1 (Estimates close to the horizon). We have for 0 ≤ n ≤ k− 1:
E
n+1
r≤rY [W ] (Στ2) + E
n+1
[W ] (H (τ1, τ2)) + In+1,degr≤rY [W ] (M (τ1, τ2)) ≤
2 · En+1r≤rY [W ] (Στ1) +B · I
n+1,deg
|r−rY |≤ rY −2M2
[W ] (M (τ1, τ2)) + Errn+1hoz [R] (τ1, τ2)
(286)
with the error
Errn+1hoz [R] (τ1, τ2) = ǫ · I
n+1,deg
r≤rY+M2 [R] (M (τ1, τ2))
+B · In,degr≤rY+M2 [R] (M (τ1, τ2)) +B · E
n
r≤rY+M2 [R] (Στ1 ,Στ2 ,H) (287)
where ǫ arises from a pointwise estimate for W˜ and the constants B depend only
M and, in (286), the I
max{2,n},deg
r≤rY +M2 [R] (M (τ1, τ2))-energy.
Proof. This will follow from the sequence of estimates proven in the remainder
of this section.
Note that we are estimating n + 1 derivatives of curvature, requiring only
an ǫ of n+ 1-derivatives of the Ricci rotation coefficients.
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8.2 Estimates for the uncommuted equations
Recall that we defined
γ = ξ (r)
(
1 +
1
cred
(1− µ)
)
(288)
in (213). Multiply (87) by γα and integrate the resulting equation over the
spacetime region Y = M (τ1, τ2) ∩ {r ≤ rY }. Integrate the angular β term by
parts (producing divα) yields upon inserting (88) the identity∫
Y
√
gdt⋆drdω
(
1
2
/D4
(
γ‖α‖2)+ [−1
2
/D4γ − γ
(
4Ω− 1
2
trH
)]
‖α‖2+
/D3
(
γ‖β‖2)+ [− /D3γ + γ (4Ω + 4trH)] ‖β‖2)] = ∫
Y
√
gdt⋆drdω eγ
[
α, β
]
with the error
eγ
[
α, β
]
= γ [E4 (α)− 4Ωα]α+ 2γ
[
E3
(
β
)
+ 2Ωβ
]
β ,
for which we ignore the entirely harmless cubic term 2αβ /∇
(
γ
√
g√
gS2
)
arising from
the integration by parts (this term can always be estimated as ǫ
(‖α‖2 + ‖β‖2)
using the ultimately Schwarzschildean assumption). Inserting the relations
/D3
(
γβ2
)
= D3
(
γβ2
)
= Da
(
(e3)
a
γβ2
)− γβ2 [−2Ω + trH ]
/D4
(
γα2
)
= D4
(
γα2
)
= Da
(
(e4)
a
γα2
)− γα2 [−2Ω+ trH ] (289)
back into the above identity we can write∫
Y
√
gdt⋆drdω
(
1
2
Da
(
(e4)
a
γ‖α‖2)+ [−1
2
/D4γ − γ (3Ω)
]
‖α‖2+
Da
(
(e3)
a
γ‖β‖2)+ [− /D3γ + γ (6Ω + 2trH)] ‖β‖2)] = ∫
Y
√
gdt⋆drdω eγ
[
α, β
]
.
By Lemma 6.3, in the region under consideration both
−1
2
/D4γ − 3γΩ ≥ b and − /D3γ + γ (6Ω + 2trH) ≥ b (290)
hold and we obtain the estimate22∫
Στ2∩{r≤rY }
(‖α‖2 + ‖β‖2)+ ∫
Y
(‖α‖2 + ‖β‖2)+ ∫
H(τ1,τ2)
‖β‖2
≤ B
∫
Στ1∩{r≤rY }
(‖α‖2 + ‖β‖2)+B ∫
M∩{|r−rY |≤ rY −2M2 }
(‖α‖2 + ‖β‖2)
+B
∣∣∣ ∫
Y
eγ
[
α, β
] ∣∣∣ (291)
22We have not written the measure explicitly here as no confusion can arise from weights
in r in this region.
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The same procedure applied to the Bianchi equations (90), (93) and (94)
produces the identity∫
Y
√
gdt⋆drdω
(
1
2
/D4
(
γβ2
)
+
[
−1
2
/D4γ + γ (2trH − 2Ω)
]
β2
+
1
2
/D3
(
γρˆ2 + γσˆ2
)
+
[
−1
2
/D3γ +
3
2
γtrHρˆ
] (
ρˆ2 + σˆ2
))
=∫
Y
√
gdt⋆drdω eγ
[
β, (ρˆ, σˆ)
]
(292)
with the error
eγ
[
β, (ρˆ, σˆ)
]
= γEˆ3 (ρ) ρˆ+ γEˆ3 (σ) σˆ + γ
[
E4
(
β
)− 2Ωβ]β (293)
(again we ignore a harmless cubic error-term of the form β (ρˆ, σˆ) /∇
(
γ
√
g√
gS2
)
,
which is readily estimated). Upon integration over Y this leads to the estimate∫
Στ2∩{r≤rY }
(‖β‖2 + ‖ρˆ, σˆ‖2)+ ∫
Y
(‖β‖2 + ‖ρˆ, σˆ‖2)+ ∫
H(τ1,τ2)
‖ρˆ, σˆ‖2
≤ B
∫
Στ1∩{r≤rY }
(‖β‖2 + ‖ρˆ, σˆ‖2)
+B
∫
M∩{|r−rY |≤ rY −2M2 }
(‖β‖2 + ‖ρˆ, σˆ‖2)+B∣∣∣ ∫
Y
eγ
[
β, (ρˆ, σˆ)
] ∣∣∣ . (294)
where we have taken into account that both inequalities
−1
2
/D4γ + γ
(
−Ω+ 3
2
trH
)
≥ b and − /D3γ + γ
(
+Ω+
3
2
trH
)
≥ b
hold in r ≤ rY
The other two sets of Bianchi equations are a little more subtle. We can
not achieve a good sign for both of the spacetime terms at the same time. For
instance, using the renormalized Bianchi equation (95) and (92) we derive∫
Y
√
gdt⋆drdω
(
1
2
/D4
(
γρˆ2 + γσˆ2
)
+
[
−1
2
/D4γ +
3
2
γ trHρˆ
] (
ρˆ2 + σˆ2
)
+
1
2
/D3
(
γβ2
)
+
[
−1
2
/D3γ − γ (2Ω− trH)
]
β2
)
=
∫
Y
√
gdt⋆drdω eγ [(ρˆ, σˆ) , β]
with the error
eγ [(ρˆ, σˆ) , β] = γEˆ4 (ρ) ρˆ+ γEˆ4 (σ) σˆ + γ [E3 (β)− 2Ωβ]β (295)
After integration, the β spacetime term will admit a good sign, while the (ρˆ, σˆ)-
term will have the wrong sign as
−1
2
/D4γ + γ (trH +Ω) (296)
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is negative close to the horizon. However, since (ρˆ, σˆ) is already controlled by
the previous estimate, we can add a multiple of the estimate (294) to also control
the spacetime term of β. Similarly, for the final set of equations:∫
Y
√
gdt⋆drdω
(
1
4
/D3
(
γα2
)
+
[
−1
4
/D3γ + γ
(
1
4
trHα− 2Ωα
)]
α2
1
2
/D4
(
γβ2
)
+
[
−1
2
/D4γ + γ (2trH + 2Ω)
]
β2
)
=
∫
Y
√
gdt⋆drdω eγ [β, α] (297)
with error
eγ [β, α] =
1
2
γ [E3 (α)− 4Ωα] + γ [E4 (β) + 2Ωβ]β (298)
Hence while the α-spacetime term is positive, the β-spacetime term has the
wrong sign (which will only get strenghtened after the contribution from the
integration by parts). However, the β-term has been controlled by the previous
step and we can add a multiple of the latter to control this term. Adding the
estimates up we can summarize our findings in the following
Proposition 8.2. We have the estimate∫
Στ2∩{r≤rY }
‖W˜‖2 +
∫
Y
‖W˜‖2 ≤ B
∫
Στ1∩{r≤rY }
‖W˜‖2
+B
∫
M∩{|r−rY |≤ rY −2M2 }
‖W˜‖2 +B
∣∣∣ ∫
Y
eγ
[
α, β
] ∣∣∣
+B
∣∣∣ ∫
Y
eγ
[
β, (ρˆ, σˆ)
] ∣∣∣+B∣∣∣ ∫
Y
eγ [(ρˆ, σˆ) , β]
∣∣∣+B∣∣∣ ∫
Y
eγ [β, α]
∣∣∣ . (299)
For the error-terms we have
Lemma 8.3.∣∣∣ ∫
Y
eγ
[
α, β
] ∣∣∣+ ∣∣∣ ∫
Y
eγ
[
β, (ρˆ, σˆ)
] ∣∣∣+ ∣∣∣ ∫
Y
eγ [(ρˆ, σˆ) , β]
∣∣∣+ ∣∣∣ ∫
Y
eγ [β, α]
∣∣∣
≤ ‖ (R−RSS)2 ‖L∞ ·
∫
Y
‖W˜‖2 +B‖ρ2‖L∞
∫
Y
‖R−RSS‖2 . (300)
Proof. This follows from inspecting the error-terms individually. Most terms
are of the form “decaying Ricci rotation coefficient” · “decaying curvature com-
ponent” and are estimated by the first term on the right hand side of the lemma.
The only other term arises when the curvature component is ρ. This is accounted
for by the last term.
8.3 The higher derivative redshift estimate
The estimate of Proposition 8.2 can be derived for all higher derivatives as well,
this being essentially the statement of Proposition 8.1. We will now prove the
latter.
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Estimating α3nl and β3nl
From the equations for β
33nl
and α43nl , derived from (116) and (122) we obtain,
modulo terms which will vanish after integration and a cubic term involving the
angular derivative of the measure
1
2
/D4‖γα3nl‖2 + /D3‖γβ3nl‖
2 + 2‖β
3nl
‖2
[
− /D3
2
γ + ϑ−
(
β
3nl
)
tr (H) r
]
+‖α3nl‖2
[
− 1
2
/D4γ + ϑ
+
(
α3nl
)
γtrH
]
= eγ
[
α3nl , β3nl
]
(301)
where
eγ
[
α3nl , β3nl
]
= γEˆ3nl4 (α)α3nl + 2γE
3nl
3
(
β
)
β
3nl
− 2γC33
[
β
nl
]
β
3nl
For the latter expression we prove
Lemma 8.4. For any λ > 0,∫
Y
eγ
[
α3nl , β3nl
]
≤
∫
Y
[6 + 2 (number of 3’s in nl)] γ Ω‖α3nl‖2
+
∫
Y
[−2 (number of 4’s in nl)] γ Ω‖β3nl‖
2 + λ
∫
Y
(
‖α3nl‖2 + ‖β3nl‖
2
)
+λ
∫
H,Στ1 ,Στ2
‖β
3nl
‖2 +B‖ (R−RSS)2 ‖L∞ · Il+1,degr≤rY [W ] (M (τ1, τ2))
+λ · Il+1,deg|r−rY |≤ rY −2Mr [W ] (M (τ1, τ2))
+B‖W˜‖2L∞ · I
l+1,deg
r≤rY+M2 [R] (M (τ1, τ2))
+Bλ ·
[
I
l,deg
r≤rY +M2 [R,W ] (M (τ1, τ2)) + E
l,deg
r≤rY [R,W ] (Στ1 ,Στ2 ,H)
]
.
Remark 8.5. The first term on the right hand side is the redshift term, which
has a good sign when brought to the left hand side.23 The contribution for β
3nl
has the wrong sign. However, since we have the large term − /D3γ already avail-
able on the left hand side of (301), we will absorb the negative contribution. The
terms in lines two and three will eventually be absorbed by the left hand side
(once we added the estimates for all the components). The remaining terms
involving Ricci-coefficients are contained in the expression for (287). The re-
maining lower order curvature terms will eventually be controlled by reiterating
the redshift estimate, while the term in the fourth line is present in (286).
Proof. Recall that Eˆ3nl4 (α) = E
3nl
4 (α)−C34
[
αnl
]−[α43 − α34]nl . Starting with
the commutation term
−C34
[
αnl
]
α3nl = −
(
α34nl − α3nl4
)
α3nl
we see that we need to push through the 4-derivative. Every time it hits a
3, Lemma 3.5 applies and introduces a lower oder term. Since terms which
contain l derivatives are lower order (and accounted for by the term in the
23As is familiar from the wave equation, its strength improves, the more 3-derivatives are
taken.
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penultimate line of Lemma 8.4), we only have to focus on the highest order
term. Furthermore, as both Ω and Z,Z decay, we only need to follow the term
which is proportional to Ω in the expression F34A1...Ak of Lemma 3.5. It is easy
to see that this term will be
−C34
[
αnl
]
α3nl = − (α34nl − α3nl4)α3nl ∼ (number of 3’s in nl) 2Ωα3nlα3nl
The C33
[
β
]
-term is dealt with analogously and gives a negative contribution.
Inspecting the term E3nl3
(
β
)
and how it arises inductively from derivatives
of E3
(
β
)
we observe that it consists of the following type of terms (note that
Ω decays)
• products of curvature components with Ricci coefficients with both com-
ponents decaying
• derivatives falling on the expression −3Y ρ in E3
(
β
)
, which are problem-
atic in view of the fact that ρ does not decay.
The terms of the first type are unproblematic if sufficiently many derivatives are
taken and are easily seen to be estimated by the terms of the right hand side in
the lemma. For the terms of the second type we make the following observation:
The worst term is clearly the one where all derivatives fall on Y . This is because
if a derivative falls on ρ it can be replaced by ρ and terms which decay using
the Bianchi equation, hence gaining one derivative. It follows that except for
the term where all derivatives fall on Y , we can estimate ρ pointwise and k-
derivatives of Y using the spacetime energy for the Ricci coefficients appearing
on the right hand side of the lemma. We still need to estimate the term∫
Y
γ ρ
[
/D
nl /D3Y
]
β
3nl
(302)
For this we will be able to exploit a cancellation with the other α-terms. We
first note from equation (131) and Lemma 3.5 that
− [α43 − α34]nl = +2Ωα3nl − 2Ωα4nl + terms prop. to αnl (303)
Furthermore, inspecting how E3nl4 (α) arises inductively from derivatives of
E4 (α), we observe that it consists of terms of the following type
1. products of curvature components with Ricci coefficients with both com-
ponents decaying
2. derivatives falling on the expression 4Ωα in E4 (α), which in view of the
fact that Ω itself does not decay are problematic.
3. derivatives falling on the expression −3Ĥρ in E4 (α), which in view of the
fact that ρ does not decay are problematic.
Again, the terms of the first type are easily estimated. For the terms of the
second type we observe
Derivatives all falling on the same factor. If all derivatives fall on α we find a
contribution of 4Ωα3nl , which adds to the 2Ωα3nl in (303) to produce the factor
64
of 6 in the Lemma.24 If all l + 1 derivatives fall on Ω we can (since the l + 1-
derivatives have at least one 3 derivative in it) repeatedly use the commutation
formula
/D3 /D4Ω = /D4 /D3Ω− 2Ω /D3Ω + 2Ω /D4Ω+ (ZB − ZB) /∇BΩ (304)
and the structure equation (175) to create terms of the first type and a term
where l derivatives fall on ρ (recall that Ω decays). For the latter we can again
use the Bianchi equation for ρ3 or ρ4 to gain a derivative or transform it into a
cubic term.
Derivatives splitting up. If the derivatives split, we can estimate one of the
terms pointwise and the other in L2. Writing Ω = Ω+ Mr2 − Mr2 one sees that∫
Y
l∑
s=1
[
/D
s
Ω · /Dl−s+1α
]
α3nl
≤ λ
∫
Y
‖α3nl‖2 +
B
λ
[
I
l,deg
[W ] (Y) + sup
τ
E
l
r≤rY [W ] (Στ )
]
,
where B also depends on the Dl [R]-energy which is bounded by the ultimately
Schwarzschildean assumption.
For the terms of the third type we argue similarly as for the β-term,
which leaves us to control the term where all derivatives fall on Ĥ . Combining
it with the β term we need to estimate
I =
∫
Y
γ ρ
([
2 /D3 /D
nlY
]
β
3nl
+
[
/D
nl /D3Ĥ
]
α3nl
)
(305)
Note that we can choose the ordering of derivatives as commuting only intro-
duces lower order terms which have already been estimated. The idea is to
integrate the first term by parts moving a three derivative on β
3nl
. Modulo
a lower order term we will obtain β
3nl3
for which the Bianchi equation yields
− /divα3nl . Integrating again by parts to move the angular derivative back to the
Y term and commuting it through, we obtain cancellation of the highest order
terms after plugging in the structure equation (158). This leaves, ignoring the
boundary terms for the moment the highest order term∫
Y
γ ραnlα3nl (306)
which after another integration by parts is seen to be of lower order. It is easy to
check that in this process only boundary and lower order terms appear, which
are collected on the right hand side of the Lemma.
With the lemma at hand we can integrate the identity (301) in Y and obtain
favorable spacetime- and boundary terms if the first term on the right hand side
of the Lemma 8.4 is taken into account.
24In rewriting these terms like this one picks up lower order terms, which involve Ω mul-
tiplying l-derivatives of α. These are accounted for in the lower order energies on the right
hand side of the Lemma.
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Estimating β
3nl
and (ρ, σ)3nl
Using the equations for ρ33nl and σ33nl (derived from (106) and (111)) and for
β
34nl
(derived from (116)) yields, modulo a total divergence on S2t,r)
1
2
/D3
[
γ
(
ρ23nl + σ
2
3nl
)]
+
1
2
/D4
[
γ‖β
3nl
‖2
]
+
(
ρ23nl + σ
2
3nl
) [− 1
2
/D3γ + ϑ
− (ρ3nl) γ trH
]
+
[
−1
2
/D4γ + 2ϑ
+
(
β
3nl
)
γ trH
]
‖β
3nl
‖2 = eγ
[
(ρ, σ)3nl , β3nl
]
(307)
eγ
[
(ρ, σ)3nl , β3nl
]
= E3nl3 (ρ) · ρ3nl + E3nl3 (σ) · σ3nl
β
3nl
(
E3nl4
(
β
)
+
[
β
[
2 /D4trH − /D3trH
]
+ F43
(
β
) ]
nl
)
−γC34
[
β
nl
]
β
3nl
− γC33
[
(ρ, σ)nl
]
(ρ, σ)3nl (308)
We have the analogue of Lemma 8.4:
Lemma 8.6.∫
Y
eγ
[
(ρ, σ)3nl , β3nl
]
≤
∫
Y
γΩ [4 + 2 (number of 3’s in nl)] ‖β3nl‖
2
−2
∫
Y
γΩ (number of 4’s in nl) ‖ (ρ, σ)3nl ‖2 + λ
∫
Y
(
‖β
3nl
‖2 + ‖ (ρ, σ)3nl ‖2
)
+λ
∫
H,Στ1 ,Στ2
(
‖β
3nl
‖2 + ‖ (ρ, σ)3nl ‖2
)
+error-terms as in Lemma 8.4
Proof. The proof is completely analogous to the previous one. Hence we will
only reveal the structure regarding the term which is proportional to ρ. The
most difficult term is
I =
∫
Y
ργ
[
−3 /Dnl /D3Z +
3
2
/∇ /DnltrH
]
β
3nl
(309)
First use the structure equation (173), which modulo terms of lower order pro-
duces a familiar β
nl
β
3nl
-term which can be integrated by parts as in the previous
lemma and a term which is like− /Dnl /D4Y β3nl . Moving the 4-derivative onto the
β
3nl
-term, inserting the Bianchi equations β
34nl
= − /∇ρ3nl− ⋆ /∇σ3nl+l.o.t. and
moving the angular derive back onto the Y -term yields a term +3 /D
nl /divY ·ρ3nl
(note that the σ3nl-term is of lower order in view of the structure equation
for /curlY ). For the /∇ /Dnl trHβ
3nl
-term we similarly move the angular deriva-
tive onto β
3nl
, insert the Bianchi equation ρ3nl3 = − /divβ3nl + l.o.t. and move
one derivative from ρ3nl3 back to the trH-term. This leaves the highest order
term − 32 /D
nl /D3trHρ3nl . The sum of the two highest order terms is however of
lower order by virtue of the structure equation (159). Again due to the good
main-term in the first line of Lemma 8.6 we obtain non-negative boundary and
spacetime terms upon integration of (307) in Y.
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Estimating β3nl
Using (101) in conjunction with (107) and (112) we obtain
1
2
/D3
[
γ‖β3nl‖2
]
+
1
2
/D4
[
γ
(
ρ23nl + σ
2
3nl
)]
+
[
− 1
2
/D3γ + ϑ
− (β3nl) γ trH
]
‖β3nl‖2
+
[
−1
2
/D4γ + 2ϑ
+ (ρ3nl) γ trH
] (
ρ23nl + σ
2
3nl
)
= eγ
[
β3nl , (ρ, σ)3nl
]
, (310)
eγ
[
β3nl , (ρ, σ)3nl
]
= −γC34
[
(ρ, σ)nl
]
(ρ, σ)3nl − γC33 [βnl ]β3nl
+E3nl3 (β) · β3nl + ρ3nl
(
E3nl4 (ρ) +
[
ρ
[
3
2
/D4trH −
3
2
/D3trH
]
+ F43 (ρ)
]
nl
)
+σ3nl
(
E3nl4 (σ) +
[
σ
[
3
2
/D4trH −
3
2
/D3trH
]
+ F43 (σ)
]
nl
)
.
As before we have
Lemma 8.7.
eγ
[
β3nl , (ρ, σ)3nl
] ≤ ∫
Y
γΩ [2 + 2 (number of 3’s in nl)] ‖ (ρ, σ)3nl ‖2
−2
∫
Y
γΩ (number of 4’s in nl) ‖β3nl‖2 + λ
∫
Y
(‖β3nl‖2 + ‖ (ρ, σ)3nl ‖2)
+λ
∫
H,Στ1 ,Στ2
(‖β3nl‖2 + ‖ (ρ, σ)3nl ‖2)
+error-terms as in Lemma 8.4 .
Proof. We only present the control of the ρ-integral. The crucial term is, after
using the structure equations to establish that
ρ
[
3
2
/D4trH −
3
2
/D3trH
]
+ F43 (ρ) =
ρ
[
3 /div (Z − Z) + 2Ωρ3 − 2Ωρ4
]
+ quadr. dec. terms , (311)
I =
∫
Y
γρ
[
3 /D
nl /div (Z − Z) ρ3nl +
(
−3
2
/D
nl /∇trH + 3 /Dnl /D3Z
)
β3nl
]
. (312)
Starting with the last term we move the 3-derivative onto β3nl to obtain /∇ρ3nl+
⋆σ3nl+l.o.t using Bianchi. Moving the /∇ derivative back to the left, the σ-term
is seen to be of lower order in view of the structure equation for /curlZ. The
ρ3nl term which arises cancels to highest order with the Z-part of the first term.
Hence we need to establish a cancellation between the Z-part of the first term
and the third term. This is achieved by moving the /∇ derivative onto β3nl , using
the Bianchi equation ρ43nl = /divβ3nl + l.o.t, and moving back the 4-derivative
onto trH . The structure equation (162) finally establishes cancellation to the
highest order.
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Estimating α3nl
Using (99) and (102)
1
2
/D3
[
γ‖α3nl‖2
]
+ /D4
[
γ‖β3nl‖2
]
+
[
− 1
2
/D3γ + ϑ
− (α3nl) γ trH
]
‖α3nl‖2
+2
[
−1
2
/D4γ + 2ϑ
+ (β3nl) γ trH
]
‖β23nl‖ = eγ [α3nl , β3nl ] (313)
eγ [α3nl , β3nl ] = −2γC34 [βnl ]β3nl − γC33 [αnl ]α3nl + γE3nl3 (α) · α3nl
+2γβ3nl
(
E3nl4 (β) +
[
β
[
/D4trH − 2 /D3trH
]
+ F43 (β)
]
nl
)
As before we have
Lemma 8.8.
eγ [α3nl , β3nl ] ≤
∫
Y
2γΩ [−2 + 2 + 2 (number of 3’s in nl)] ‖β3nl‖2
−2
∫
Y
γΩ (number of 4’s in nl) ‖α3nl‖2 + λ
∫
Y
(‖α3nl‖2 + ‖β3nl‖2)
+λ
∫
H,Στ1 ,Στ2
(‖α3nl‖2 + ‖β3nl‖2)
+error-terms as in Lemma 8.4
Note that the tern 2γβ3nl
(
E3nl4 (β)
)
now makes a negative contribution
because of the minus sign in E4 (β) = −2Ωβ+ ..., while both 2γβ3nl /D
nlF43 (β)
and −2γC34 [βnl ]β3nl still contribute a positive Ω-term. The critical ρ-term∫
Y
ρ γ
[
2 · 3 /Dnl /D3Y · β3nl − 3 /Dnl /D3Ĥα3nl
]
(314)
is seen to be of lower order by integrating by first using the structure equation
/D3Y − /D4Z = β + l.o.t. , (315)
and then integrating by parts twice (moving /D4 onto β3nl and returning the
angular derivative arising from the Bianchi equations back to Z) and finally
using the structure equation
/D3Ĥ = −2 /D⋆2Z + l.o.t. (316)
The previous for redshift estimates will allow us to control all 3nl-derivatives.
However, to control all derivatives via the Bianchi equation we need control over
at least two 4nl-derivatives as well:
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Estimating β4nl
1
2
/D3
[
γ‖β4nl‖2
]
+
1
4
/D4
[
γ‖α3nl‖2
]
+
[
− 1
2
/D3γ + ϑ
− (β4nl) γ trH
]
‖β4nl‖2
+
1
2
[
−1
2
/D4γ + 2ϑ
+ (α3nl) γ trH
]
‖α3nl‖2 = eγ [β4nl , α3nl ]
(317)
eγ [β4nl , α3nl ] = −γC43 [βnl ]β4nl −
1
2
γC34 [αnl ]α3nl
+
1
2
γE4nl3 (α) · α3nl + γβ4nl · E3nl4 (β)
For the obligatory Lemma regarding the error-term we can be more naive, since
we already have a large (proportional to 1cred ) spacetime term containing all
three-derivatives available:
Lemma 8.9.
eγ [β4nl , α3nl ] ≤ (2 + 2l) ‖2γΩ‖L∞
∫
Y
(‖β3nl‖2 + ‖β4nl‖2 + ‖α3nl‖2)
+λ
∫
H,Στ1 ,Στ2
(‖α3nl‖2 + ‖β4nl‖2)+ error-terms as in Lemma 8.4 (318)
Proof. Everything goes through as previously, except that the terms
−γC43 [βnl ]β4nl + γβ4nl ·E3nl4 (β) (319)
will introduce a highest order mixed term of the form
γ [−2− 2 · (number of 4’s in nl)] Ωβnl3βnl4 (320)
For this term we use Cauchy’s inequality. We leave the considerations for the
term proportional to ρ to the reader.
Remark 8.10. The highest order terms on the right hand side of (318) will be
absorbed by terms on the left once we add the estimates for all the quantities,
since we control these derivatives already with a largeness factor of 1cred from
the previous steps.
Estimating α4nl
1
2
/D3
[
γ‖α4nl‖2
]
+ /D4
[
γ‖β4nl‖2
]
+
[
− 1
2
/D3γ + ϑ
− (α4nl) γ trH
]
‖α4nl‖2
+2
[
−1
2
/D4γ + 2ϑ
+ (β4nl) γ trH
]
‖β24nl‖ = eγ [α4nl , β4nl ]
(321)
eγ [α4nl , β4nl ] = −2γC43 [αnl ]α4nl − γC44 [βnl ]β4nl + γE4nl3 (α) · α4nl
+2γβ4nl ·E4nl4 (β)− γα4nl
[
α
[
1
2
/D4trH −
5
2
/D3trH
]
+ F43 (α)
]
nl
which goes with
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Lemma 8.11.
eγ [β4nl , α3nl ] ≤ (2 + 2l) ‖2γΩ‖L∞
∫
Y
(‖β4nl‖2 + ‖β4nl‖2 + ‖α4nl‖2)
+λ
∫
H,Στ1 ,Στ2
(‖α4nl‖2 + ‖β4nl‖2)+ error-terms as in Lemma 8.4
Once more, we remark that the main terms will be absorbed by the left
hand side, once the derivatives for all quantities are added. Using the Bianchi
equations we now prove that the control over the derivatives we have considered
is sufficient to control all derivatives:
Lemma 8.12. We have the following estimates on the spheres S2t⋆,u in the
region r < 5M :
K+1∑
l=0
∑
nl
∫
S2
‖DnlW˜‖2 ≤ B
K∑
l=0
∑
nl
∫
S2
[
‖α3nl‖2 + ‖β3nl‖
2
+‖ (ρ, σ)3nl ‖2 + ‖β3nl‖2 + ‖α3nl‖2 + ‖β4nl‖2 + ‖α4nl‖2
]
+B
[
‖α‖2 + ‖β‖2 + ‖ (ρˆ, σ) |2 + ‖β‖2 + ‖α‖2
]
+B
K∑
l=0
∑
nl
∫
S2
‖Dnl (R−RSS) ‖2 (322)
Proof. Use the commuted Bianchi equations to estimate ‖ /∇αnl‖2 from ‖βnl3‖
2,
‖ /∇β
nl
‖2 and ‖α4nl‖2 from ‖ (ρ, σ)3nl ‖2, etc. cf. Lemma 10.6. Finally, use the
fact that u34 = /∇2u+ l.o.t. holds for the curvature components to estimate the
remaining angular derivatives from the 34-derivatives. Note that r-weights are
irrelevant in this region.
We can now complete the Proof of Proposition 8.1. For fixed l add up
and integrate the equations (301), (307), (310), (313), (317), (321) using the
Lemmata for the error-terms. Do this for all l and sum over all permutations
nl to establishe Proposition 8.1, except for additional lower order terms (l-
derivatives of curvature) appearing on the right hand side (cf. the last two lines
of Lemma 8.4). Iterate the estimate for these terms, until one finally needs an
estimate for zero derivatives, at which point we insert the estimate of Proposition
8.2.
9 Elliptic Estimates in the interior region
In the interior region, we can estimate all derivatives provided we control T -
derivatives:
Proposition 9.1. Let (R, g) be ultimately Schwarzschildean to order k+1 with
k > 7. For n ≥ 1 we have∫
Σ∩{r≥rY }
|DnW˜ |2r2drdω ≤ B
n∑
i=1
∫
Σ
|L̂iTW |2r2drdω +B
∫
Σ
|W˜ |2r2drdω
+B · En−1 [R] (Στ ) .
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Moreover,
I
n,deg
rY− rY −2M2 ≤r≤R+M
[W ]
(
M˜ (τ1, τ2)
)
≤ B · Dn−1 [R] (τ1, τ2)+
B
∫
M˜(τ1,τ2)
1
r2
{ n∑
i=1
(
1− 3M
r
δni
)2
|L̂iTW |2 + |W˜ |2
}
r2dt⋆drdω
and
I
n,nondeg
rY− rY −2M2 ≤r≤R+M
[W ]
(
M˜ (τ1, τ2)
)
≤ B
∫
M˜(τ1,τ2)
1
r2
{ n∑
i=1
|L̂iTW |2 + |W˜ |2
}
r2dt⋆drdω +B · Dn−1 [R] (τ1, τ2)
Here the constants B depend on the mass M and lower order energies of the
Ricci-coefficients and Weyl-curvature, which are bounded (or decaying) by the
ultimately Schwarzschildean assumption.
Proof. (Sketch.) Write the Bianchi equation as a div-curl-system for the electric
and magnetic part of the Weyl-tensor, the latter defined with respect to the
timelike normal to Σ, nΣ. Apply standard estimates from [8]. The (quadratic)
inhomogeneity is easily estimated by lower order energies of the Ricci-coefficients
and Weyl-curvature (using Sobolev embedding).
10 The region near infinity
In section 8 we revealed a remarkable hierarchy in the Bianchi equations, which
allowed us to obtain estimates for all derivatives of curvature. This hierarchy is
also present near infinity and somewhat even more remarkable. This is because
close to the horizon all curvature components decay at the same rate in τ (there
is merely a difference in the strength of the redshift factor), while at infinity
the curvature components and their derivatives each have a characteristic decay
in r, which the estimates need to reveal. It turns out that using appropriate
rp-weighted multipliers (for some positive p) at the level of the null-Bianchi
equations is sufficient to establish the correct asymptotics. In principle, just
as near the horizon, it suffices to commute the Bianchi equations with 3− and
4−derivatives (and obtain angular derivatives from the wave equations satisfied
by the components). However, for the optimal r-weights (as exhibited in the
energies of section 4), this commutation seems unavoidable. Since every set of
Bianchi equations will admit a different r-weighted estimates, depending on how
many derivatives have been taken, we have introduced the concept of boundary
admissible tuples and matrices in section 4.2, which should be understood as
encoding the rp weighted decay for the individual components at each order.
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10.1 The main result
Theorem 10.1. For any boundary admissible matrix P we have for 0 ≤ n ≤ k
E
n
P [W ] (Nout (τ2, R)) + I
n
P˜ [W ] (D (τ1, τ2)) ≤ E
n
P [W ] (Nout (τ1, R))
+B · In,degR−M<r<R+M [W ]
(
M˜ (τ1, τ2)
)
+B
[
sup
τ∈(τ1,τ2)
E
n
[R] (Nout (τ, R)) + I
n
[R] (D (τ1, τ2))
]
. (323)
The constant B in the second line depends on M and on lower order curvature
energies which are bounded by the ultimately Schwarzschildean assumption.
10.2 Estimates for the uncommuted equations
Multiplying (85) by rp2−2 (1− µ)q α for positive integers p2, q produces
1
2
/D3
[
rp2−2 (1− µ)q ‖α‖2]
+‖α‖2
[
−p2 − 2
2
/D3r − 4Ωr +
1
2
tr (H) r − 1
2
qr
/D3 (1− µ)
1− µ
]
(1− µ)q rp2−3
= −2rp2−2 (1− µ)q /D⋆2β · α+ rp2−2 (1− µ)q (E3 (α) − 4Ωα)
Using that div is the adjoint of /D⋆2 and inserting the Bianchi equation (86), we
can write this as
1
2
Da
(
(e3)
a
rp2−2 (1− µ)q ‖α‖2)+Da [(e4)a rp2−2 (1− µ)q ‖β‖2]
+‖α‖2rp2−3 (1− µ)q
[
−p2 − 2
2
/D3r − 3Ωr −
1
2
rq
/D3 (1− µ)
1− µ
]
=
+‖β‖2rp2−3 (1− µ)q
[
3r trH + 6Ωr − (p2 − 2) /D4r − qr
/D4 (1− µ)
1− µ
]
+rp2−2 (1− µ)q
(
(E3 (α)− 4Ωα) · α+ 2 (E4 (β) + 2Ωβ) · β + 2
[
/div (αβ)
] )
We integrate over the region Dτ2τ1 taking into account the following observations:
• the terms in the last line are error-terms. For the last term we integrate
the angular derivative by parts to produce a cubic error-term in view
of the fact that both r and the measure approach something spherically
symmetric.
• The first square bracket is equal to [(p2 − 2) +O ( 1r )]
• The second square bracket is equal to [(8− p2) +O ( 1r )]. However, choos-
ing q to be a sufficiently large negative number (q = −4 is good enough),
we can ensure that the O ( 1r )-term has a positive sign.
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Using that 1 − µ ≈ 1 in this region and that the measure brings in another
power of 2 in r, it follows that for sufficiently large R we have the estimate∫
Nout
(
S2
τ2,R
) dv dω2 rp2‖α‖2 +
∫
Iτ2−R
τ1−R
du dω2 r
p2‖β‖2
+
∫
Dτ2τ1
‖α‖2 rp2−1
[
(p2 − 2) +O
(
1
r
)]
dt⋆ dr dω
+
∫
Dτ2τ1
‖β‖2 rp2−1
[
(8− p2) + µ
]
dt⋆ dr dω ≤ B
∣∣∣ ∫
Dτ2τ1
ep2 [α, β]
∣∣∣
+B · I0,degR−M<r<R+M [W ] (M (τ1, τ2)) + 2
∫
Nout
(
S2
τ1,R
) dv dω2 rp2‖α‖2 , (324)
with the error
ep2 [α, β] = r
p2−2 (1− µ)q
(
(E3 (α)− 4Ωα) · α+ 2 (E4 (β) + 2Ωβ) · β + 2
[
/div (αβ)
] )
.
It follows that for 2 < p2 ≤ 8 we obtain good terms on the left hand side,
provided R is chosen sufficiently large. However, there is a non-linear restriction
from the error-terms in the penultimate line as we will see in the next section.
Let us define the renormalized quantity ρ̂ = ρ + 2Mr3 . Multiplying (89) by
rp3 (1− µ)q β and integrating by parts as before to insert (91) and (92), yields
for sufficiently large R the estimate∫
Nout
(
S2τ2,R
) dv dω2 rp3 |β|2 +
∫
Iτ2−Rτ1−R
du dω2 r
p3
(
ρ̂2 + σ2
)
∫
Dτ2τ1
dt⋆drdω |β|2 rp3−1
[
(p3 − 4) +O
(
1
r
)]
+∫
Dτ2τ1
dt⋆drdω
(
ρ̂2 + σ2
)
rp3−1 [(6− p3) + µ] ≤ B
∣∣∣ ∫
Dτ2τ1
ep3 [β, (ρ, σ)]
∣∣∣
+B · I0,degR−M<r<R+M [W ] (M (τ1, τ2)) + 4
∫
Nout
(
S2τ1,R
) dv dω2 rp3 |β|2 (325)
with the error
ep3 [β, (ρ, σ)] = r
p3−2 (1− µ)q
[
(E3 (β)− 2Ωβ) · β + Eˆ4 (ρ) ρ̂+ E4 (σ) σ + /div [(−ρ̂, σ)β]
]
hence (325) produces a good estimate for 4 < p3 ≤ 6. However, note that
p3 ≤ 4 is also admissible as long as p3 < p2, as we can estimate the wrong
signed β-term by adding a multiple of the previous estimate (324).
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We now consider the underlined quantities. We start with equations (93),
(94) and (90), from which we derive∫
Nout
(
S2
τ2,R
) dv dω2 rp4
(
ρ̂2 + σ2
)
+
∫
Iτ2−R
τ1−R
du dω2 r
p4 |β|2+∫
Dτ2τ1
dt⋆drdω
(
ρ̂2 + σ2
)
rp4−1
[
(p4 − 6) +O
(
1
r
)]
+
∫
Dτ2τ1
dt⋆drdω |β|2 rp4−1 [(4− p4) + µ] ≤
∣∣∣ ∫
Dτ2τ1
ep4
[
(ρ, σ) , β
] ∣∣∣+
B · I0,degR−M<r<R+M [W ] (M (τ1, τ2)) + 4
∫
Nout
(
S2
τ2,R
) dv dω2 rp4
(
ρ˜2 + σ˜2
)
(326)
with the error
ep4
[
(ρ, σ) , β
]
= rp4−2 (1− µ)q
[ (
E4
(
β
)− 2Ωβ) · β + Eˆ3 (ρ) ρ̂+ E4 (σ) σ − /div [β · (ρ̂, σ)] ]
Obviously, the first spacetime term demands p4 > 6 while the β-term re-
quires p4 ≤ 4 in order to be positive. However, since we already control the
spacetime integral of
(
ρ̂2 + σ2
)
from the previous estimate, the restriction is
p4 ≤ min (p3, 4) only.
Finally, we multiply (88) by rp5β (1− µ)a and integrate in the region Dτ2τ1 to
arrive at the estimate∫
Nout
(
S2
τ2,R
) dv dω2 rp5 |β|2 +
∫
Iτ2−R
τ1−R
du dω2 r
p5 |α|2
+
∫
Dτ2τ1
dt⋆drdω |β|2 rp5−1
[
(p5 − 8) +O
(
1
r
)]
+
∫
Dτ2τ1
dt⋆drdω |α|2 rp5−1
[
(2− p5) + µ
]
≤
∣∣∣ ∫
Dτ2τ1
ep5
[
β, α
] ∣∣∣
+B · I0,degR−M<r<R+M [W ] (M (τ1, τ2)) + 4
∫
Nout
(
S2
τ1,R
) dv dω2 rp5 |β|2 (327)
with the error
ep5
[
β, α
]
=
1
2
rp5−2 (1− µ)q
( (
E3
(
β
)
+ 2Ωβ
) · β + 1
4
(E4 (α)− 4Ωα) · α− 2 /div
(
α · β) )
We conclude that this estimate requires p ≤ 2 and p > 8 to make both volume
terms positive. However, by the usual argument of adding multiples of the
previous estimates, only p ≤ min (2, p3) is relevant. We summarize this as
Proposition 10.2. For a boundary 0-admissible tuple (0, p2, p3, p4, p5, 0, 0) we
have, for sufficiently large R,
E
0
(0,p2,p3,p4,p5,0,0) [W ] (Nout (τ2, R))
+I
0
(0,p2−1,p2−1,p3−1,p4−1,p5−1,0) [W ] (D (τ1, τ2))
≤ E0(0,p2,p3,p4,p5,0,0) [W ] (Nout (τ1, R))
+B · I0,degR−M<r<R+M [W ] (M (τ1, τ2)) +B · Err(0,p2,p3,p4,p5,0,0) (328)
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where
Err(0,p2,p3,p4,p5,0,0) =
∣∣∣ ∫
Dτ2τ1
dt⋆drdω ep2 [α, β]
∣∣∣+ ∣∣∣ ∫
Dτ2τ1
dt⋆drdω ep3 [β, (ρ, σ)]
∣∣∣
+
∣∣∣ ∫
Dτ2τ1
dt⋆drdω ep4
[
(ρ, σ) , β
] ∣∣∣+ ∣∣∣ ∫
Dτ2τ1
dt⋆drdω ep5
[
β, α
] ∣∣∣
Proof. Add up the estimates (324), (327), (325) and (326).
For this proposition to be useful, we need to estimate the error-term in
terms of the bulk-term on the left hand side. Clearly, this may impose further
constraints on the admissible p’s. We now show it doesn’t:
Proposition 10.3. For a boundary 0-admissible tuple (0, p2, p3, p4, p5, 0, 0) we
have
Err(0,p2,p3,p4,p5,0,0) ≤√
‖ρ2r6‖L∞ · I0 [R] (Dτ2τ1 )
√
I
0
(0,p2−1,p2−1,p3−1,p4−1,p5−1,0) [W ] (D (τ1, τ2))
+
∥∥∥r2 (Rmain, Ĥ 1
r
)∥∥∥
L∞
· I0(0,p2−1,p2−1,p3−1,p4−1,p5−1,0) [W ] (D (τ1, τ2)) .
Note that in view of the smallness assumptions on the Ricci rotation coeffi-
cients given in Definition 2.2, the estimate of Proposition 10.2 closes.
Proof. For the α-part of the error of estimate (324) we have∫
rp2 (E3 (α)− 4Ωα)α
≤
√∫
rp2−1|α|2dt⋆drdω
√∫
rp2+1| (E3 (α)− 4Ω) |2dt⋆drdω . (329)
We note that ∫
rp2+1| (E3 (α)− 4Ω) |2dt⋆drdω
≤ C
∫ [
‖Ĥ‖2 (ρ2 + σ2)+ (‖V ‖2 + ‖Z‖2) |β|2] rp2+1dt⋆drdω
≤ C||ρ2r6||L∞
∫
‖Ĥ‖2rp2−5dt⋆drdω + C||r4 (‖V ‖2 + ‖Z‖2) ||L∞ ∫ rp2−3|β|2dt⋆drdω
from which we obtain the constraint p2 < 7 − δ (otherwise the spacetime-term
involving Ĥ2 is not small).
For the β-part, recalling that in our frame Y = 0,∫
rp2+1| (E4 (β) + 2Ωβ) |2dt⋆drdω ≤ C
∫ (‖V ‖2 + ‖Z‖2) |α|2rp2+1dt⋆drdω
≤ C||r4 (V 2 + ‖Z‖2) ||L∞ ∫ rp2−3|α|2dt⋆drdω
which does not impose further constraints on p2.
75
Turning to ep3 [β, (ρ, σ)] we have∫
rp3Ĥ · β · β dt⋆drdω ≤
√∫
rp2−1‖β‖2dt⋆drdω
√
‖Ĥ2r4‖L∞
∫
r2p3−p2−3‖β‖2dt⋆drdω
from which we read off the constraint 2p3 − p2 − 3 ≤ p4 − 1,∫
rp3Y · α · β dt⋆drdω ≤
√∫
rp2−1‖β‖2dt⋆drdω
√
‖Y 2r4‖L∞
∫
r2p3−p2−3‖α‖2dt⋆drdω
from which we read off the constraint p3 ≤ p2 + 2,∫
rp3ρZ · β dt⋆drdω ≤
√∫
rp2−1‖β‖2dt⋆drdω
√
‖ρ2r6‖L∞
∫
r2p3−p2−5‖Z‖2dt⋆drdω
from which we read off the constraint 2p3 ≤ p2 + 7 − δ in order for the ‖Z‖2
spacetime integral to produce a smallness factor. A similar estimate is obtained
for the term ⋆Zσ. Turning to Eˆ4 (ρ) we estimate∫
rp3Ĥ · α ρ̂ dt⋆drdω ≤
√∫
rp3−1‖ρˆ‖2dt⋆drdω
√
‖Ĥ2r2‖L∞
∫
rp3−1‖α‖2dt⋆drdω
which imposes p3 < p2. The remaining terms do not create new constraints and
we can turn to ep4
[
(ρ, σ) , β
]
, for which the most difficult terms are∫
rp4Ĥ · α ρ̂ dt⋆drdω ≤
√∫
rp3−1‖ρˆ‖2dt⋆drdω
√
‖Ĥ2r4‖L∞
∫
r2p4−p3−3‖α‖2dt⋆drdω
imposing 2p4 − p3 < p5 + 2 and∫
rp4ρZ · β dt⋆drdω ≤
√∫
rp4−1‖β‖2dt⋆drdω
√
‖ρ2r6‖L∞
∫
rp4−5‖Z‖2dt⋆drdω
is fine since p4 < 4 anyway. Finally, for ep5
[
β, α
]
we note∫
rp5 (V, Z) · αβ dt⋆drdω ≤
√∫
rp4−1‖β‖2dt⋆drdω
√
‖ (V, Z)2 r4‖L∞
∫
r2p5−p4−3‖α‖2dt⋆drdω
revealing p5 < 2 + p4, which is already satisfied as p5 < 2. Inspecting all the
constraints on the p’s obtained, we observe that they are all implied by the
assumption that the p-tuple is boundary admissible.
This establishes Theorem 10.1 for n = 0.
10.3 Estimates for the commuted equations
To prove Theorem 10.1 we will first prove the higher derivative version of Propo-
sition 10.2. The focus here is on the main-terms and their r-weights, while all
errors are simply collected on the right hand side. The latter will be estimated
separately in Proposition 10.9 in the next section. Combining the two Proposi-
tion will imply Theorem 10.1.
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Proposition 10.4. For P a boundary admissible matrix with second row being
the tuple p = (p1, p2, ..., p6, 0) we have the estimate
E
m+1
P [W ] (Nout (τ2, R)) + I
m+1
P˜ [W ] (D (τ1, τ2)) ≤ E
m+1
P [W ] (Nout (τ1, R))
+B · Im+1,degR−M<r<R+M [W ]
(
M˜ (τ1, τ2)
)
+B · Errm+1P +B · Lowm+1P .
(330)
Here the error is given by (all integrals are taken over Dτ2τ1 )
Err
m+1
P =
m∑
j=0
Errj+1P =
k∑
j=0
j∑
l=0
∑
nl
(∣∣∣ ∫ ep1+2l2 [Ωj−li α4nl ,Ωj−li β4nl] ∣∣∣+∣∣∣ ∫ ep2+2l2 [Ωj−li β4nl ,Ωj−li (ρ4nl , σ4nl)] ∣∣∣+ ∣∣∣ ∫ ep2+2l2 [Ωj−li β4nl ,Ωj−li α3nl] ∣∣∣+∣∣∣ ∫ ep3+2l2 [Ωj−li (ρ4nl , σ4nl) ,Ωj−li β3nl] ∣∣∣+ ∣∣∣ ∫ ep4+2l2 [Ωj−li β4nl ,Ωj−li α4nl] ∣∣∣
+
∣∣∣ ∫ ep5+2l2 [Ωj−li α4nl ,Ωj−li β3nl] ∣∣∣+ ∣∣∣
∫
ep6+2l2
[
Ωj−li β3nl ,Ω
j−l
i α3nl
] ∣∣∣)
Low
m+1
P =
m∑
j=0
Lowj+1P =
m∑
j=0
j∑
l=0
∑
nl
∫
Nout
dvdω r2l2Low
Ωm−li
nl (p2, p3, p4, p5, p6)
+
m∑
j=0
j∑
l=0
∑
nl
∫
Dτ2τ1
dt⋆drdω r2l2Low
Ωm−li
nl (p˜1, p˜2, p˜3, p˜4, p˜5)
where nl denotes a l-tuple of 3’s and 4’s with l1 being the number of 3’s and l2
being the number of 4’s. The integral is short hand for
∫
=
∫ √
gdt⋆drdω and
the integration region is always Dτ2τ1 . The precise definitions of the ep [..., ...] are
given in the following section, while Low
Ωm−li
nl (...) is defined in Lemma 10.6.
10.3.1 Derivatives in the 4-direction
We start with the Bianchi equations for α34nl (derived from (99)) and β44nl
(derived from (102)). First we relate α34nl to α4nl3 using the commutation
formulae. Since the resulting equation is of the same form as the original Bianchi
equation, we proceed as for the non-commuted equations, i.e. we multiply the
equation for α4nl3 by r
p−2 (1− µ)q α4nl and integrate by parts. This yields the
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estimate ∫
Nout
(
S2
τ2,R
) dv dω2 rp‖α4nl‖2 +
∫
Iτ2−R
τ1−R
du dω2 r
p‖β4nl‖2
+
∫
Dτ2τ1
dt⋆drdω ‖α4nl‖2 rp−1
[
− p
2
/D3r + ϑ
− (α4nl) tr (H) r +O
(
1
r
)]
+
∫
Dτ2τ1
dt⋆drdω ‖β4nl‖2rp−1
[
2ϑ+ (β4nl) r · trH − p /D4r + µ
]
≤ B
∣∣∣ ∫
Dτ2τ1
ep [α4nl , β4nl ]
∣∣∣+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2))
+2
∫
Nout
(
S2τ1,R
) dv dω2 rp‖α4nl‖2 (331)
with the error-term
ep [α4nl , β4nl ] = r
p−2 (1− µ)q
(
Eˆ4nl3 (α)α4nl + 2E˜
4nl
4 (β) · β4nl + 2 /div [α4nl · β4nl ]
)
One reads off that the left hand side is positive for r > R sufficiently large if
2 (4 + l − s (α4nl)) < p < 2 (4 + l + s (β4nl)) (332)
holds, which is equivalent to
2 + 4 (number of 3’s in nl) < p ≤ 12 + 4 (number of 4’s in nl) . (333)
From the Bianchi equations for β34nl (derived from (101)) and (ρ, σ)44nl (derived
from (107), (112)) we obtain, after relating β34nl to β4nl3:
1
2
∫
Nout
(
S2τ2,R
) dv dω2 rp‖β4nl‖2 +
1
2
∫
Iτ2−Rτ1−R
du dω2 r
p
(
ρ24nl + σ
2
4nl
)
+
∫
Dτ2τ1
dt⋆drdω rp−1‖β4nl‖2
[
− p
2
/D3r + ϑ
− (β4nl) r trH +O
(
1
r
)]
+
1
2
∫
Dτ2τ1
dt⋆drdω rp−1
(
ρ24nl + σ
2
4nl
) [−p /D4r + 2ϑ+ (ρ4nl) r trH + µ]
≤
∣∣∣∣∣
∫
Dτ2τ1
ep [β4nl , (ρ4nl , σ4nl)]
∣∣∣∣∣+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2))
+2
∫
Nout
(
S2τ1,R
) dv dω2 rp‖β4nl‖2 (334)
with the error-term
ep [β4nl , (ρ4nl , σ4nl)] = r
p−2 (1− µ)q
(
Eˆ4nl3 (β) · β4nl + E˜4nl4 (ρ) · ρ4nl
+E˜4nl4 (σ) · σ4nl + /div [(−ρ4nl , σ4nl) · β4nl ]
)
.
The left hand side of (334) is positive for r > R sufficiently large if
4 + 4 (number of 3’s in nl) < p ≤ 10 + 4 (number of 4’s in nl) . (335)
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Note that only the upper bound is relevant, as we already control the α4nl
spacetime term from the previous step.
Thirdly, combining the Bianchi equations for (ρ, σ)34nl and β44nl
1
2
∫
Nout
(
S2
τ2,R
) dv dω2rp
(
ρ24nl + σ
2
4nl
)
+
1
2
∫
Iτ2−R
τ1−R
du dω2 r
p‖β
4nl
‖2
+
∫
Dτ2τ1
dt⋆drdω rp−1
(
ρ24nl + σ
2
4nl
) [− p
2
/D3r + ϑ
− (ρ4nl) r trH +O
(
1
r
)]
+
1
2
∫
Dτ2τ1
dt⋆drdω rp−1‖β
4nl
‖2
[
p /D4r + 2ϑ
+
(
β
4nl
)
r trH + µ
]
≤∣∣∣∣∣
∫
Dτ2τ1
ep
[(
ρ4nl , σ4nl , β4nl
)] ∣∣∣∣∣+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2))
+
1
2
∫
Nout
(
S2
τ1,R
) dv dω2
(
ρ24nl + σ
2
4nl
)
,
(336)
with error
ep
[
(ρ4nl , σ4nl) , β4nl
]
= rp−2 (1− µ)q
(
Eˆ4nl3 (ρ) · ρ4nl + Eˆ4nl3 (σ) · σ4nl
+E˜4nl4
(
β
) · β
4nl
+ /div
[
(ρ4nl , σ4nl) · β4nl
] )
and a good left hand side for
6 + 4 (number of 3’s in nl) < p ≤ 8 + 4 (number of 4’s in nl) . (337)
Finally, using β
34nl
and α44nl
1
2
∫
Nout
(
S2
τ2,R
) dv dω2 rp‖β4nl‖
2 +
1
2
∫
Iτ2−R
τ1−R
du dω2 r
p‖α4nl‖2
+
∫
Dτ2τ1
dt⋆drdω ‖β
4nl
‖2 rp−1
[
− p
2
/D3r + ϑ
−
(
β
4nl
)
r trH +O
(
1
r
)]
+
1
2
∫
Dτ2τ1
dt⋆drdω rp−1‖α4nl‖2
[−p /D4r + 2ϑ+ (α4nl) r trH + µ] ≤∣∣∣∣∣
∫
Dτ2τ1
ep
[
β
4nl
, α4nl
] ∣∣∣∣∣+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2))
+2
∫
Nout
(
S2
τ1,R
) dv dω2 rp‖β4nl‖
2 (338)
with error
ep
[
β
4nl
, α4nl
]
= rp−2 (1− µ)q
(
Eˆ4nl3
(
β
) · β
4nl
+
1
2
E˜4nl4 (α) · α4nl − 2 /div
[
α4nl · β4nl
])
and a good left hand side for
8 + 4 (number of 3’s in nl) < p ≤ 6 + 4 (number of 4’s in nl) . (339)
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10.3.2 The missing derivatives in the 3-direction
Controlling all 4-derivatives is not quite sufficient to control all derivatives from
the Bianchi equations: We will also need β
3nl
and α3nl . The first can be
obtained by starting from the Bianchi equation for α43nl and then using β34nl
,
which yields
1
2
∫
Nout
(
S2τ2,R
) dv dω2 rp‖α4nl‖2 +
∫
Iτ2−Rτ1−R
du dω2 r
p‖β
3nl
‖2
+
∫
Dτ2τ1
dt⋆drdω rp−1‖α4nl‖2
[
− p
2
/D3r + ϑ
− (α3nl) tr (H) r +O(1r
)]
+
∫
Dτ2τ1
dt⋆drdω rp−1‖β
3nl
‖2
[
2ϑ+
(
β
4nl
)
r trH − p /D4r + µ
]
≤∣∣∣∣∣
∫
Dτ2τ1
ep
[
α4nl , β3nl
] ∣∣∣∣∣+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2))
+
1
2
∫
Nout
(
S2τ1,R
) dv dω2 rp‖α4nl‖2 (340)
with error
ep
[
α4nl , β3nl
]
= rp−2 (1− µ)q
(
E˜3nl4 (α) · α4nl + 2 E˜4nl3 · β3nl − 2 /div
[
α4nl · β3nl
] )
and positive left hand side for
10 + 4 (number of 3’s in nl) < p ≤ 4 + 4 (number of 4’s in nl) . (341)
Note however that only the upper bound is going to be relevant in view of the
previous estimate (338) for the spacetime term of ‖α4nl‖2. Finally, from the
Bianchi equations for β
33nl
and α43nl
1
2
∫
Nout
(
S2
τ2,R
) rp‖β3nl‖
2dv dω2 +
1
4
∫
Iτ2−R
τ1−R
du dω2 r
p‖α3nl‖2
+
∫
Dτ2τ1
dt⋆drdω ‖β
3nl
‖2 rp−1
[
− p
2
/D3r + ϑ
−
(
β
3nl
)
tr (H) r +O
(
1
r
)]
+
1
2
∫
Dτ2τ1
dt⋆drdω ‖α3nl‖2rp−1
[
2ϑ+
(
α3nl
)
r trH − p /D4r + µ
]
≤
∣∣∣ ∫
Dτ2τ1
ep
[
β
3nl
, α3nl
] ∣∣∣+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2))
+
1
2
∫
Nout
(
S2τ1,R
) rp‖β3nl‖
2dv dω2 (342)
ep
[
β
3nl
, α3nl
]
= rp (1− µ)q
(
E˜3nl3
(
β
) · β
3nl
+
1
2
Eˆ3nl4 (α) · α3nl − /div
[
α3nl · β3nl
])
with the left hand side being positive for r > R sufficiently large if
12 + 4 (number of 3’s in nl) < p ≤ 2 + 4 (number of 4’s in nl) . (343)
As usual, in view of (340) only the upper bound is going to be relevant.
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10.3.3 Angular momentum operators
The derivatives obtained so far are in principle sufficient to control all derivatives
using the Bianchi equations only, just as we saw in section 8. However, for the
optimal r-weights, we need to commute with angular momentum operators as
well.
We first note that we can derive the identical 4+2 estimates of sections 10.3.1
and 10.3.2 for the Ωi-commuted quantities. We will see the same constraints on
the admissible p’s (as commutation with the Ωi doesn’t change the signature of
the curvature components, cf. section 3.3), while the errorterms are replaced by
ep
[
Ωjiα4nl ,Ω
j
iβ4nl
]
= rp
(
Eˆ
4nlΩ
j
i
3 (α) · Ωjiα4nl + 2E˜4nlΩ
j
i
4 (β) · Ωjiβ4nl
+2 /div
[
Ωjiα4nl · Ωjiβ4nl
] )
and analogously for the other components. We also note
Lemma 10.5. Given a covariant tensor f tangent to the two-spheres S2t⋆,u on
R there exists a constant c0 close to 1 such that
1
c0
∫
S2
r2| /∇f |2dµγ ≤
∫
S2
|/LΩf |2dµγ ≤ c0
∫
S2
(|f |2 + r2| /∇f |2) dµγ (344)
where we denote |/LΩf |2 =
∑
i |/LΩif |2. Moreover, for f a scalar we have
1
c0
∫
S2
r2| /∇f |2dµγ ≤
∫
S2
|/LΩf |2dµγ ≤ c0
∫
S2
(
r2| /∇f |2) dµγ (345)
while for f a one-form or a symmetric two-covariant traceless tensor tangent to
the surfaces S2
1
c0
∫
S2
|f |2dµγ ≤
∫
S2
|LΩf |2dµγ . (346)
This lemma allows us to gain improved decay in r for the /∇-derivatives as
exhibited by the E [W ]-energies (cf. (182)).
10.3.4 Retrieving the remaining derivatives
Controlling the derivatives appearing in the estimates of sections 10.3.1 and
10.3.2 suffices to control all remaining derivatives from the Bianchi equation
(Cf. Lemma 8.12):
Lemma 10.6. For j ≥ 0∫
S2
(
rq2‖ /∇/LjΩiαnl‖2 + rq3‖ /∇/L
j
Ωiβnl‖2 + rq4 | /∇/L
j
Ωi (ρ, σ)nl |2 + rq5‖ /∇/L
j
Ωiβnl
‖2
+rq6‖ /∇/LjΩiαnl‖2 + rq3‖/L
j
Ωiα3nl‖2 + rq4‖/L
j
Ωiβ3nl‖2 + rq5 |/L
j
Ωi (ρ, σ)3nl |2
)
≤
B
∫
S2
(
rq1‖/LjΩiα4nl‖2 + rq2‖/L
j
Ωiβ4nl‖2 + rq3‖/L
j
Ωi (ρ, σ)4nl ‖2 + rq4‖/L
j
Ωiβ4nl
‖2
+rq5‖/LjΩiα4nl‖2 + rq6‖/L
j
Ωiβ3nl
‖2 + rq7‖/LjΩiα3nl‖2
)
+B
∫
S2
Low
Ωji
nl (q2, ..., q6)
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with
Low
Ωji
nl (q2, ..., q6) =
[
rq2‖EnlΩ
j
i
4 (β) ‖2 + rq3
(
‖EnlΩ
j
i
3 (α) ‖2 + ‖EnlΩ
j
i
4 (ρ) ‖2
)
+rq4
(
‖EnlΩ
j
i
3 (β) ‖2 + ‖EnlΩ
j
i
4
(
β
) ‖2)
+rq5
(
‖EnlΩ
j
i
3 (ρ, σ) ‖2 + ‖EnlΩ
j
i
4 (α) ‖2
)
+ rq6‖EnlΩ
j
i
3
(
β
) ‖2]
Proof. This follows by integrating the commuted Bianchi equations over S2 and
integrating by parts. For instance, in the case j = 0, from the bound on ρ4nl :∫
S2
‖ /∇βnl‖2 = −
∫
S2
βnl /∇2βnl =
∫
S2
βnlD⋆1D1βnl −K‖βnl‖2
≤
∫
S2
‖D1βnl‖2 ≤
∫
S2
‖ (ρ, σ)4nl ‖2 +
∫
S2
‖Enl4 (ρ) ‖2 + ‖Enl4 (σ) ‖2 (347)
where K is the Gauss curvature of the S2. This in turn controls∫
S2
‖α3nl‖2 ≤ 8
∫
S2
‖D⋆2βnl‖2 + 2
∫
S2
‖Enl3 (α) ‖2
≤ 8
∫
S2
βnlD2D⋆2βnl + 2
∫
S2
‖Enl3 (α) ‖2 + 2
∫
S2
‖Enl3 (α) ‖2
≤ −4
∫
S2
βnl /∆βnl − 4K‖βnl‖2 + 2
∫
S2
‖Enl3 (α) ‖2
≤ 4
∫
S2
‖ /∇βnl‖2 + 2
∫
S2
‖Enl3 (α) ‖2 (348)
In other words, ∫
S2
‖α3nl‖2 + ‖ /∇βnl‖2 ≤
8
(∫
S2
‖ (ρ, σ)4nl ‖2 + ‖E
nl
4 (ρ) ‖2 + ‖Enl4 (σ) ‖2 + ‖Enl3 (α) ‖2
)
(349)
Similarly, we estimate the pair /∇ (ρnl , σnl) and β3nl from β4nl , the pair /∇β and
(ρnl3, σnl3) from α4nl , and finally∫
S2
‖ /∇αnl‖2 = −
∫
S2
αnl /∇
2
αnl =
∫
S2
αnlD⋆2D2αnl − 2K‖αnl‖2
≤
∫
S2
‖D2αnl‖2 ≤
∫
S2
‖β
3nl
‖2 +
∫
S2
‖Enl3
(
β
) ‖2 (350)
10.3.5 The summed asymptotic estimate
The claim is that we can add up the asymptotic estimates to estimate all deriva-
tives at order k + 1 with the weights appearing in the E-energy. Before we do
that let us note the following lemma, which establishes that permutations of the
nl are lower order.
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Lemma 10.7. Let u ∈ {α, β, ρ̂, σ, β, α} be a curvature component and np a
p-tuple of 3’s and 4’s. We have
‖unp‖2 ≤ ‖uperm(np)‖2 +
B
r4
∑
np−2
[‖ /D3unp−2‖2 + ‖ /D4unp−2‖2 + ‖ /∇unp−2‖2 + ‖unp−2‖2]
where the sum is over all p− 2 tuples containing one less 3 and one less 4 then
the original np. In addition
‖unp4‖2 ≤ ‖ /D4unp‖2 +
B
r2
‖unp‖2 and ‖unp3‖2 ≤ ‖ /D3unp‖2 +
B
r2
‖unp‖2
Proof. The second statement is immediate from the definition. The first state-
ment follows by induction using Lemma 3.5 and the pointwise decay of the
Ricci-coefficients.
Proposition 10.4 now follows easily from the next Proposition, which reduces
the problem at order l + 1 to the problem at order l.
Proposition 10.8. Let p = (p1, ..., p6, 0) be a boundary admissible tuple with
associated bulk admissible tuple p˜ = (p˜1, ..., p˜7). For l ≥ 0 we have
E
l+1
p [W ]
(
Nout
(
S2τ2,R
))
+ Il+1,degp˜ [W ]
(Dτ2τ1) ≤ B · El+1p [W ] (Nout (S2τ1,R))
+B · Il+1,degR−M<r<R+M [W ] (M (τ1, τ2)) +B · Errl+1P +B · Lowl+1P
+B
k∑
i=1
(
E
i
p [W ]
(
Nout
(
S2τ2,R
))
+ Ii,degp˜ [W ]
(Dτ2τ1)) .
We remark that the last line estimates lower order terms arising from com-
mutation of the ordering of derivatives. It is absent for l = 0.
Proof. We start with the tuple of length l (denoted nl, with l1 being the number
of 3’s, l2 the number of 4’s) consisting of all 4’s (i.e. l1 = 0 and l2 = l) and apply
the estimates as follows:
• (331) with p = p1 + 2l2
• (334) with p = p2 + 2l2
• (336)with p = p3 + 2l2 and – in case that p3 = 8 and l2 = 0 – in addition
with p = 8− δ
• (338) with p = p4 +2l2 and – in case that p4 = 6 and l2 = 0 – in addition
with p = 6− δ
• (340) with p = p5 +2l2 and – in case that p5 = 4 and l2 = 0 – in addition
with p = 4− δ
• (342) applied with p = p6 + 2l2 and – in case that p6 = 2 and l2 = 0 – in
addition with p = 2− δ
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Remark: The reason for the additional application with a δ-loss in the last
four estimates is caused by the fact that, as we saw, in this “extreme” case,
the spacetime term loses an additional power compared to the boundary term,
i.e. instead of the usual weight p4 − 1 for the spacetime term, it will only ad-
mit p4 − 2. Applying the estimate also with a delta loss ensures that we get
the spacetime term with an improved weight of p4 − 1 − δ. (We also obtain
weaker r6−δ-weighted positive boundary terms in this process, which we simply
discard.)
We next add the estimates above, so that all spacetime and all boundary
terms on the left hand side are positive: This is already automatic for the first
three estimates in view of the constraints (333), (335), (337) being satisfied.
For estimate (338) we observe that the possibly negative (if nl is the zero tuple)
signed spacetime term containing ‖β
4nl
‖2 can be absorbed by adding enough of
the previous estimate (336) which controls this term. This uses that the tuple
is admissible: The spacetime term of the second quantity of the ith estimate has
weight rpi+2l2−1 (rpi−1−δ in the extreme case) while the spacetime-term of the
first quantity in the (i+ 1)
th
estimate has weight rpi+1+2l2−1. Since pi ≥ pi+1
holds for an admissible tuple (pi ≥ pi+1+2 in the extremal case), one can always
control the first spacetime term of the (i+ 1)th estimate from the second of the
ith.
Next, an application of Lemma 10.6 allows us to control ‖Dunl‖2 where u
is any curvature component, D is either a 3-, 4- or an angular derivative and nl
is the tuple consisting of only 4-derivatives. In particular, the spacetime term
of ‖α34...4‖2 is controlled with the same weight as ‖ρ44...4‖2, namely rp2+2l−1.
Modulo lower order terms, which are covered by Lemma 10.7, this is equivalent
to controlling ‖α4n˜l‖2 for tuples n˜l which have l2 = l − 1 and l1 = 1. Hence we
can iterate the procedure and start with the estimate (331) again. Now only
the upper bound in (333) is relevant, as we already control the spacetime-term
of ‖α4n˜l‖2 from the previous step. Since for an admissible tuple p1 + 2l2 − 1 ≤
p2+2 (l2 + 1)−1, we can apply (331) with p = p1+2l2 and then step down: (334)
is applied with p = p2+2l2, (336) applied with p = p3+2l2, (338) applied with
p = p4+2l2, (340) applied with p = p5+2l2 and (342) applied with p = p6+2l2.
Moreover, we can add these estimates so that all spacetime and boundary terms
are positive. Using once again Lemma 10.6, we now control all derivatives of
the form Dunl , where now nl is a tuple consisting of either all 4’s, or all but one
entries being 4’s. In particular, we control the spacetime term of ‖α334...4‖2,
which is, modulo lower order terms, equivalent to controlling ‖α4nˆl‖2 for tuples
nˆl satisfying l2 = l− 2, l1 = 2. We hence reiterate our estimates....
Using this stepping down procedure we will eventually control all derivatives
of the form Dunl where nl is any tuple of 3’s and 4’s. At this step one can
bring in the wave character of the Bianchi equations (u34 − /∇2u = l.o.t holds
for any curvature component u) to estimate all derivatives. However, there
is a drawback: This procedure will only improve the r-weight in the energy
by a power of one per angular derivative, since a 34 derivative pair gains only
r0+2 in terms of weights. To prove the full decay, one has to bring in angular
momentum operators: We apply the estimates of section 10.3.1 and 10.3.2 to
the Ωi commuted equations (for which they are valid by the remarks of section
10.3.3). More precisely, to any arbitrary fixed tuple of length j we apply l−j Ωi-
derivatives and redo the algorithm we outlined above. This produces precisely
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the error-terms collected in Errl+1P .
10.4 Controlling the error-terms
We now prove the analogue of the error-estimate of Proposition 10.3:
Proposition 10.9. For a boundary-admissible matrix P with second line being
the tuple p = (p1, p2, ..., p6, 0) we have, for any λ > 0 and m ≥ 0
Err
m+1
P ≤ λ · I
m+1
P˜ [W ] (D (τ1, τ2)) +B · I
m,deg
R−M<r<R+M [W ]
(
M˜ (τ1, τ2)
)
+Bλ
[
sup
τ∈(τ1,τ2)
E
m+1
[R] (Nout (τ, R)) + I
m+1
[R] (D (τ1, τ2))
]
(351)
and
Low
m+1
P ≤ Bk
max(1,m)∑
i=1
(
E
i
p [W ]
(
Nout
(
S2τ2,R
))
+ Ii,degp˜ [W ]
(Dτ2τ1))
+B ·
(
E
m
[R]
(
Nout
(
S2τ2,R
))
+ I
m,deg
[R]
(Dτ2τ1)) , (352)
where in case that m = 0, B0 = ǫR is a small constant (which gets smaller
as R is chosen larger). Generally, the constants B depend on the mass and
lower order energies of the Weyl-curvature, which are bounded by the ultimately
Schwarzschildean property.
Before we turn to the proof let us outline the main idea. Inspecting the
structure of Errm+1P we see that the error-terms consist of derivatives of the
inhomogeneities E3,4 (α, ..., α) in the Bianchi equations. As is manifest in our
energies used, taking a 4-derivative or an angular derivative improves the (point-
wise) decay in r by one, while a 3-derivative does not change the r-weight. Hence
the higher derivative estimates for the error would be a completely straightfor-
ward generalization of Proposition 10.3, if it was not for the fact that we are
actually claiming stronger decay in r for some higher derivatives than the naive
improvement above provides. For instance, we applied the estimate (324) with
p2 = 7 − δ, while we applied (331) with p = 10 − δ instead of the naive 9 − δ
which would follow from the above reasoning. In order for this to work, there
has to be a cancellation of the slowest decaying terms, which we are going to
unravel in the proof. Note that this special improvement only occurs from the
0th to the 1st order, as for the second order, we claim no additional improve-
ment. This is immediate from the structure of the decay matrices: All tuples
following the second line are all identical to the second.
The cancellations are apparent by doing the following computation:
Lemma 10.10. In the standard null-frame for which Y = 0 , we have the
following expression for the error-terms
E43 (α) = 4Ωα4 + 4
(
/D4Ω
)
α− 4Ĥρ4 − 4⋆Ĥσ4 + ĤE4 (ρ) + ⋆ĤE4 (σ)
+2ŝ (F4 (β))− 3ρ
(
−2ΩĤ − α
)
+ (V + 4Z) ⊗̂β4(
−2 /∇trH + 1
2
trH (V + 4Z) + /D4 (V + 4Z)
)
⊗̂β (353)
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Eˆ43 (α) = E
4
3 (α) + F34 (α) + α
[
trHtrH +ΩtrH − 5ΩtrH − 4ρ
+2Ĥ · Ĥ + /divZ − 5 /divZ + Z · Z − 5Z · Z
]
(354)
E43 (β) = 2Ĥ · β4 + 2Ωβ4 + Y α4 + 3Zρ4 + 3
⋆Zσ4 +
[
/D4Y −
1
2
trHY
]
α
+β
[
−4ΩĤ − 2α
]
+ 2 /D4Ωβ + 3
[
/D4
⋆Z − 1
2
trH⋆Z
]
σ + ⋆F3 (σ)
+3
[
/D4Z −
1
2
trHZ
]
ρ+ F3 (ρ)− 3
2
/∇trHρ− Ĥ /∇ρ− 3
2
⋆ /∇trHσ − ⋆Ĥ /∇σ
E44 (β) = −2Ωβ4 −
(
2 /D4Ω+ 2ΩtrH
)
β + α /D4 (2V + Z) + (2V + Z)α4
+
1
2
trH (2V + Z)α− 5
2
/∇trH · α− Ĥ · /∇α+ trF4 (α) (355)
E43 (ρ) = −
1
2
Ĥα4 −
1
2
(
−2ΩĤ − α
)
α+ β · /D4 (V − 2Z) + 2β · /D4Y
+(V − 2Z) · β
4
+ 2Y β4 +
1
2
trH (V − 2Z) · β − trHY β
+trHβ · /∇trH + Ĥ /∇β − trF4
(
β
)
(356)
E44 (ρ) = −
1
2
Hα4 − 1
2
/D4Ĥ + (V + 2Z) · β4
+
[
/D4 (V + 2Z) +
1
2
(V + 2Z)
]
β − 2β /∇trH − Ĥ · /∇β + trF4 (β) (357)
E44
(
β
)
= 2Ωβ
4
+ 2Ĥβ4 + 2β /D4Ĥ + 2β
(
/D4Ω + trHΩ
)
−3Zρ4 − 3⋆Zσ4 − 3ρ /D4Z − 3σ /D4⋆Z +
1
2
trH (−3Zρ− 3⋆Zσ)
+
3
2
ρ /∇ (trH)− 3
2
σ⋆ /∇ (trH) + Ĥ · /∇ρ− ⋆Ĥ · /∇σ − F4 (ρ)− ⋆F4 (σ) (358)
E44 (α) = 4Ωα4 − 3Ĥρ4 − 3⋆Ĥσ4 + (V − 4Z) ⊗̂β4 − 3ρ /D4Ĥ − 3σ /D4
⋆Ĥ
+α
(
4 /D4Ω + 4trHΩ
)
+
[
/D4 (V − 4Z)
] ⊗̂β − 1
2
trH (V − 4Z) ⊗̂β
Ĥ /divβ − ⋆Ĥ /curlβ + ( /∇trH) ⊗̂β − 2ŝ (F4 (β)) (359)
E34 (α) = 4Ωα3 − 3Ĥρ3 − 3⋆Ĥσ3 + (V − 4Z) ⊗̂β3 + 4α /D3Ω− 2ŝ
(
F3
(
β
))
−3
[
/D3
⋆Ĥ + trH⋆Ĥ
]
σ +
[
/D3 (V − 4Z) +
1
2
trH (V − 4Z)
]
⊗̂β
−3
[
/D3Ĥ + trHĤ
]
ρ+ Ĥ /divβ − ⋆Ĥ /curlβ + 2 ( /∇trH) ⊗̂β
(360)
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Proof. A lengthy but straightforward computation.
Remark 10.11. The remarkable thing is that inserting the structure equation
for Ĥ, (171), which in our gauge (Y = 0) reads
/D4ĤAB + trHĤAB = −2ΩĤAB − αAB , (361)
always cancels the terms with the worst decay. For instance, E3 (ρ) only decays
like r−3 pointwise, while E43 (ρ) decays like r
−5, while the naive improvement
would only suggest r−4. Similarly, while E3 (α) decays only like r−5 (the ρHˆ-
term), E43 (α) decays like r
− 13
2 .
Proof of Proposition 10.9. We turn to Proposition 10.4 to estimate the expres-
sion for Errm+1P . For j < m and some 0 ≤ l ≤ j, the first term we have to
estimate is (recall that l2 denotes the number of 4’s in a tuple of lenght l)
ep1+2l2
[
Ωj−li α4nl ,Ω
j−l
i β4nl
]
= rp1+2l2
(
Eˆ
4nlΩ
j−l
i
3 (α) · /L
j−l
Ωi α4nl + 2E˜
4nlΩ
j−l
i
4 (β) · /L
j−l
Ωi β4nl
)
. (362)
We conclude that it suffices to understand the case j = 0, l = 0. This is a
consequence of the structure of the errorterms E, E˜, Eˆ and the fact that we only
have to worry about the number of derivatives involved and about the amount
of decay in r. Since the E are quadratic in Ricci-coefficients and curvature, the
number of derivatives is not a problem. Moreover, since taking a 4-derivative
improves the r-decay of both Ricci coefficients and curvature components by a
power of 2 in the energy (i.e. wherever the derivative falls on), while taking a
three or an Ωi-derivative does not change the decay, the additional weight factor
of rl2 in (362) for each additional 4-derivative is naturally incorporated.
We hence turn to the case j = 0, l = 0, starting with the first of 7 terms,
ep1 [α4nk , β4nk ], which is in turn is written out explicitly below (331). For a
boundary admissible matrix P with second row p = (p1, p2, ...., p6, 0) and as-
sociated bulk admissible matrix P˜ with second row p˜ = (p1 − 1, p1 − 1, p2 −
1, ...., p5 − 1, p6 − 1):∫
D
(‖E43 (α) ‖2 + ‖F34 (α) ‖2) rp1+1 ≤ |r4Ω2| ∫
D
dt⋆drdω ‖α4‖2rp1−3
+‖r4
(
Ĥ, V, ...
)2
‖L∞
∫
D
dt⋆drdω
[ (‖β4‖2 + | (ρ, σ)4 |2) rp1−3
+
(
E4 (ρ)
2 + E4 (σ)
2
)
rp1−3
]
+ ‖ρ2Ω2r10‖L∞
∫
D
dt⋆drdω‖Ĥ‖2rp1−9
+‖ρ2r6‖L∞
∫
D
dt⋆drdω ‖α‖2rp1−7+
+‖r7|β|2‖L∞
∫
D
dt⋆drdω rp1−6
(‖ /∇trH‖2 + ‖ /D4 (V + 4Z) ‖2)
≤ ǫR · Ik+1P˜ [W ] (D) + ǫ · I
1
[R] (D) +B · I0 [R] (D)
the last step following as long as p1 ≤ 10− δ. Remarkably, the last term in the
expression∫
D
Eˆ43 (α) · α4rp1 =
∫
D
(
E43 (α) + F34 (α) + α [...]
) · α4rp1 , (363)
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where [...] denotes the square bracket in expression (354), actually generates a
good lower order term. The point is that the leading order term in [...] is − 4r2
at infinity (arising from the trHtrH-term), while all the others decay like 1r3
and are easily estimated as before. We write
α [...] · α4 rp1 = 1
2
/D4
(
rp1‖α‖2 [...])+ ‖α‖2(−1
2
/D4 ([...] r
p1) +
5
2
trH [...] rp1
)
and find, using the structure equations and the pointwise estimates for the
Ricci-coefficients that a negative boundary and spacetime-term is generated, as
long as p1 < 12 (which consequently have a good sign when brought to the left
hand side). Besides an improved weight for α on I, we gain a spacetime term∫
dt⋆drdωrp1−3‖α‖2, which in view of p1 < 10 − δ considerably improves the
estimate from the uncommuted equations (where we obtained only control over∫
dt⋆drdωr6−δ‖α‖2).25 We summarize∫
D
Eˆ43 (α) · α4rp1 ≤ −b
∫
D
dt⋆drdωrp1−3‖α‖2 +B · I0,degR−M<r<R+M [W ] (M (τ1, τ2))
ǫR · I1p˜ [W ] (D) + ǫ · I
1
[R] (D) +B · I0 [R] (D) .
Similarly (note E˜44 (β) = E
4
4 (β), in view of C44 [β] = 0),∫
D
E˜44 (β) · β4rp1 ≤ ǫR · I1p˜ [W ] (D) + ǫ · I
1
[R] (D) +B · I0 [R] (D) .
We remark that it is crucial here that Y = 0 and hence F4 does not introduce
3-derivatives (cf. Lemma 3.5). The other error-terms are dealt with analogously
with no further difficulties involved. To give one more (interesting) example, we
consider the worst part of the error-term∫
dt⋆drdω rp3 Eˆ43 (ρ) · ρ4 + rp3 Eˆ43 (σ) · σ4 + rp3 E˜44
(
β
)
β
4
, (364)
which arises from the
(
(ρ, σ)4 , β4
)
-pair of estimates (cf. (336)). The leading
order contribution from the first term is estimated (provided p4 is not equal to
6) ∫
dt⋆drdω rp3Hˆα4ρ4 ≤ Bλ
∫
dt⋆drdω‖Hˆ‖2r4‖α4‖2rp4−1
+λ
∫
dt⋆drdω|ρ4|2r2p3−p4−3 ≤ (Bλǫ+ λ) · I1p˜ [W ] (D) ,
with the last step following provided 2p3 − p4 − 3 ≤ p2 − 1, which holds for
a boundary admissible tuple. If p4 = 6, a similar computation leads to the
condition (p3 − p2) + p3 ≤ 8− δ, which is also valid. For the β-term in (364), a
typical term is estimated (say p3 6= 8)∫
dt⋆drdω rp3Hˆβ4β4 ≤ Bλ
∫
dt⋆drdω‖Hˆ‖2r2‖β
4
‖2rp3−1
+λ
∫
dt⋆drdω|β4|2rp3−1 ≤ (Bλǫ+ λ) · I1p˜ [W ] (D)
25An even stronger improvement follows by a different argument. Namely, since we control
the component |β4|2 in the main term of this estimate (331), we also control | /∇α|2 with
the same r-weight from the Bianchi equation (cf. Lemma 10.6). The Poincare inequality∫
S2
‖α‖2 ≤
∫
S2
r2‖ /∇α‖2 then generates the improved decay of α.
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requiring p3 ≤ p1, which is true for a boundary admissible tuple. For p3 = 8 we
obtain 8 + δ ≤ p1.
The estimate for (352) is straightforward. Again one can convince oneself
that it suffices to understand j = 0 and l = 0. In this case, for the first term
(cf. Lemma 10.6)∫
Nout
(
S2
τ2,R
)
(
E4 (β)
2
)
rp2dvdω ≤ |4Ω2r4|
∫
Nout
(
S2
τ2,R
) |β|2rp2−4dvdω
+| (V, Z) r4|
∫
Nout
(
S2τ2,R
) |α|2rp2−4dvdω ≤ ǫR · E1p [W ]
(
Nout
(
S2τ2,R
))
, (365)
and similarly for the spacetime term. The other 7 terms are dealt with similarly.
11 A spacetime estimate for the Weyl-tensor
Recall the energy (196). It turns out that we have control of this spacetime
energy in the interior, provided we can control the ρ and the σ component of
the Weyl-tensor under consideration. To establish this result (Proposition 11.2)
it is convenient to introduce the concept of spin-reduction.
11.1 Spin reduction
Consider the Maxwell pseudo-tensor
Fαβ = r · Wαβ34 . (366)
It is clearly antisymmetric. Its null components are
FA3 = 2rβA , FA4 = 2rβA , (367)
F34 = 4rρ , FAB = 2rσǫAB . (368)
Note that in the Schwarzschild case, F corresponds to the electromagnetic field
created by a point charge of strength proportional to M .
As is readily computed using the formulae in the appendix, if ∇aWabcd =
Jbcd, then F satisfies the inhomogeneous Maxwell’s equations
∇αFαβ = J spin1β := rJβ34 + rjβ (369)
with Jβ34 a null-component of the right hand side of the Bianchi equation and
j3 = ρ
(
trH − 2 /D3r
)
+ α ·H − 2Y β + 2Zβ ,
j4 = ρ
(
trH − 2 /D4r
)
+ α ·H + 2Y β − 2Zβ ,
jB =
1
2
β
(
trH − 2 /D4r
)
+
1
2
β
(
trH − 2 /D3r
)− ǫAB⋆βF HˆAF ,
−ǫAB⋆βF HˆAF − Y α+ Y α− ρ (Z − Z) + σ (⋆Z + ⋆Z) . (370)
If the background in exactly Schwarzschild, the right hand side of (369) van-
ishes, which is the origin of the name “spin reduction”. Note the “linear” (non-
quadratically decaying) error-terms that arise in j in j3 and j4 that occur at the
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lowest order (when ρ = ρ (W )) but that all terms are decaying quadratically in
case that W = LˆiTW , i ≥ 1.
The associated pseudo energy momentum tensor
Q˜αβ = FαγF γβ + (⋆F)αγ (⋆F) γβ = 2FαγF γβ −
1
2
gαβF2 (371)
has null components
Q˜33 = 8r
2|β|2 , Q˜44 = 8r2|β|2 , Q˜34 = 8r2
(
ρ2 + σ2
)
(372)
Q˜AB = 4r
2
(
δABβ · β − βAβB − βBβA
)
+ 4δABr
2
(
ρ2 + σ2
)
,
Q˜3A = −8r2
(
ρβ + σ⋆β
)
, Q˜4A = 8r
2 (ρβ − σ⋆β) . (373)
Note that Q˜ is traceless, γABQ˜AB = Q˜34. Finally, we have the spin1-energy
identity arising from a vectorfield X ,
∇α (JXα [F ]) = ∇α (Q˜αβXβ) = KX1 [F ] +KX2 [F ] , (374)
KX1 [F ] = Q˜αβ(X)παβ and KX2 [F ] =
(
J spin1δ F δγ +
(J spin1⋆)
δ
(⋆F) δγ
)
Xγ .
These formulae should be compared with the spin2-identity (60). For the error
one observes that
Ke32 [F ]
∣∣∣
old
=
(
Jδ34F δγ + (J ⋆)δ34 (⋆F) δγ
)
(e3)
γ
= r2Ke3e3e42 [W ] (375)
Ke42 [F ]
∣∣∣
old
=
(
Jδ34F δγ + (J ⋆)δ34 (⋆F) δγ
)
(e4)
γ
= r2Ke3e4e42 [W ] (376)
Ke32 [F ]
∣∣∣
new
=
(
rjδF δγ + r (j⋆)δ (⋆F) δγ
)
(e3)
γ (377)
Ke42 [F ]
∣∣∣
new
=
(
rjδF δγ + r (j⋆)δ (⋆F) δγ
)
(e4)
γ
(378)
and recalls that the first two terms have been estimated before (however, without
the additional r2 weight) in section 7. The additional r2-weight does not alter
the treatment of the intricate “linear” error-terms, in view of the strong decay in
r of the component ρ ∼ 1r3 . However, the additional weight at infinity requires
that an ǫ of an r-weighted spacetime term needs to be added to Proposition 7.9.
For this we recall (195) and state
Proposition 11.1. The estimate of Proposition 7.9 holds for the expression∫
M˜
KX2
[
F =
(
Lˆn+1T W
)
αβ34
]
(379)
(with X = pX e3 + qX e4 as in Proposition 7.9) as well, provided the spacetime-
term ǫ · In+1P˜ρ
[
W˜
] (
M˜
)
is added to the right hand side.
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Proof. As mentioned, this is clear for the terms proportional to the non-decaying
component ρ. It remains to look at the behavior at infinity. For the terms in
J spin1d arising from the original Jd34, one performs a null-decomposition as in
[8] and inspects each term individually. For instance,∫
r≥R
dt⋆drdω r4trχ(T )i · α · ρ (LTW )
≤ ǫ
∫
r≥R
dt⋆drdωr0|α|2 + ǫ
∫
r≥R
dt⋆drdωr4|ρ (LTW ) |2 ≤ ǫ · In+1P˜ρ
[
W˜
]
.
For the terms arising from j we have to look at the formulae (370). The esti-
mates for these terms are straightforward and analogous to the above with one
important exception: It is crucial that in our gauge Y = 0, as otherwise the
term r4Y · α could give rise to an r−δ divergence).
11.2 The main result
Proposition 11.2. LetW be a Weyl-field satisfying the inhomogeneous Bianchi
equations, F the associated pseudo Maxwell-tensor and recall (62). We have the
integrated decay estimates
sup
(τ1,τ2)
Espin1 [W ]
(
Σ˜τ
)
+ E [W ] (H (τ1, τ2)) + Ideg [W ]
(
M˜ (τ1, τ2)
)
≤ B ·Espin1 [W ]
(
Σ˜τ1
)
+B
∫ τ2
τ1
∫ R
r0
∫
dt⋆dr r2 dω
(r − 3M)2
r3
[|ρ|2 + |σ|2] +B · ErrMora [W ]
(380)
sup
(τ1,τ2)
Espin1 [W ]
(
Σ˜τ
)
+ E [W ] (H (τ1, τ2)) + Inondeg [W ]
(
M˜ (τ1, τ2)
)
≤
B ·Espin1 [W ]
(
Σ˜τ1
)
+B
∫ τ2
τ1
∫ R
r0
∫
dt⋆dr r2 dω
[|ρ|2 + |σ|2]+B ·ErrMora [W ]
(381)
with
ErrMora [W ] =
∑
a,b,c=3,4
∣∣∣ ∫
M˜(τ1,τ2)
Keaebec2 [W ]
∣∣∣+ ∣∣∣ ∫
M˜(τ1,τ2)
r2Kea2 [F ]
∣∣∣ (382)
Remark 11.3. In applications W will be the n-times Lie-T commuted Weyl-
tensor, whose K2 [W ] error-term was estimated in section 7, while the error-
term arising from K2 [F ] was estimated in Proposition 11.1.
Proof of Proposition 11.2. Wewill apply the energy identity for the Bel-Robinson
tensor (60) with the vectorfields
X = 2X0+2C ·T = f (r) (−pe3 + qe4)+2C ·T and 2T = pe3+qe4 . (383)
Here f is a bounded function behaving like f ′ ∼ r−1−h near infinity for a
small constant h ≥ 0, while C = 2 sup |f | is a constant chosen to make X
timelike everywhere in R except for an ǫ-small region close to the horizon.
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For the following computations, we will use the “Schwarzschildean” normal
2n˜Σ =
√
kχe3 +
1√
kχ
e4, which is C
1 close to nΣ, and then argue by stability of
the estimates (cf. (64)). We compute
JX0TTµ [W ] n˜µΣ := Q (X0, T, T, n˜µΣ) =
1
16
{
2|α|2
[
−fp3
√
k+
]
+ 2|α|2q3 f√
k+
+4|β|2
(
−p2f
√
kχ − p3f 1√
kχ
)
+ 4|β|2
(
pq2f
1√
kχ
− q3f
√
kχ
)
+4
(
ρ2 + σ2
)(−p2qf 1√
kχ
+ pq2f
√
kχ
)
.
It is clear that by adding C · T to X0 we obtain the bounds
Q (X,T, T, nµΣ) ≥ b ·Q (T, T, T, nµΣ)− ǫ ·Q (N,N,N, nµΣ) and (384)
Q (X,T, T, nµΣ) ≤ B ·Q (T, T, T, nµΣ) + ǫ ·Q (N,N,N, nµΣ) .
For the bulk term K1 [W ] we first compute the components of the deforma-
tion in case the metric is Schwarzschild
(2X0)π34SS = −
1
2
(1− µ) f,r − M
r2
f , (2X0)π33SS =
1
2
(
k−χ
)2
f,r ,
(2X0)π44SS =
1
2
(
k+χ
kχ
)2
f,r ,
(2X0)πABSS =
f
r
(1− µ) δAB (385)
and then decompose
KXTT1 [W ] = KXTT1a [W ] +KXTT1b [W ] +KXTT1,error [W ] , (386)
where
KXTT1a [W ] =
1
4
f,r
[
1
2
(
k−χ
)4 ‖α‖2 + (k+χ
kχ
)4
1
2
‖α‖2
]
+f
(
1
r
− 3
2
µ
r
)[ (
k−χ
)2 ‖β‖2 + (k+χ
kχ
)2
‖β‖2
]
, (387)
KXTT1b [W ] = (1− µ) f
(
2
r
− 3µ
r
)[
ρ2 + σ2
]− 1
8
(1− µ)3 f,r
[
ρ2 + σ2
]
are the expressions one would obtain if the components of the deformation tensor
of X0 took on exactly their Schwarzschildean values (and if T was replaced by
the Schwarzschildean T˜ = 12k
−
χ e3 +
k+χ
2kχ
e4) and
KXTT1,error [W ] =
(
(X)π − (X)πSS
)
Q (T, T ) + 2
(
(T )π
)
Q (X,T )
+2
(
(X)π
)
Q
(
T − T˜ , T
)
+
(
(X)π
)
Q
(
T − T˜ , T − T˜
)
, (388)
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is the error introduced. One easily sees that there is no way to make K1a and
K1b globally positive at the same time, in view of the components ρ and σ
having the opposite sign compared with the other curvature components.
To avoid degeneration of control near the horizon we will add to the energy
identity of XTT a little bit of NNN (we drop the [W ]-argument for the moment
to simplify the notation) producing∫
M˜
[
KXTT1a +K
XTT
1b +K
XTT
1,error +K
XTT
2 + eK
NNN
1 + eK
NNN
2
]
+
∫
Σ
JXTTµ n
µ
Στ
+ eJNNNµ n
µ
Στ
+
∫
H
eJNNNµ n
µ
H + J
XTT
µ n
µ
H
=
∫
Σ0
JXTTµ n
µ
Σ0
+ eJNNNµ n
µ
Σ0
(389)
for e > 0 a small constant. We choose e so small that in particular
e|KNNN1 | ≤
1
2
KXTT1a +
1
16
(1− µ)3 f,r
[
ρ2 + σ2
]
in
[
rY ,
rY − 2M
2
]
holds. Observe that KXTT1b has a positive sign close to the horizon and near
infinity so that we only have to estimate this term between two fixed constant
r hypersurfaces. Note also that the boundary terms in the second line of (389)
have a sign and control the non-degenerate energy.
To obtain the estimate (380), we would like to choose f (3M) = 0 and f,r to
be a smooth function which is always non-negative and vanishes quadratically
at r = 3M . This almost gives estimate (380), except that the β-term now
degenerates like (r − 3M)4. Moreover, the same problem occurs when we try to
prove (381). In this case we would like to choose f to change sign at 3M and f,r
everywhere positive. Clearly, the β-term would still degenerate quadratically
at 3M . We resolve this problem using the X-estimate for the Maxwell-pseudo
tensor: Applying (374) with the same vectorfield X , we find∫
M˜
KX1 [F ] +KX2 [F ] +
∫
Σ
JXµ [F ]nµΣτ +
∫
H
JXµ [F ]nµH =
∫
Σ0
JXµ [F ]nµΣ0 .
(390)
For the boundary term JXµ n
µ
Στ
= Q˜ (X,nnΣ) we have the analogue of (384):
b · Q˜ (T, nnΣ)− ǫ · Q˜ (N,nnΣ) ≤ Q˜ (X,nnΣ) ≤ B · Q˜ (T, nnΣ) + ǫ · Q˜ (N,nnΣ) .
(391)
As in the spin2 case, we decompose the bulk term as
KX1 [F ] = KX1a [F ] +KX1b [F ] +KX1,error [F ] , (392)
where now
KX1a [F ] = r2
(1− µ)2
4
f,r
[
8‖β‖2 + 8‖β‖2] , (393)
KX1b [F ] = −r2
(1− µ)2
4
f,r
[
1
1− µ16
(
ρ2 + σ2
)]
+ r2f
(
1
r
− 3µ
2r
)[
8
(
ρ2 + σ2
)]
93
and
KX1,error [F ] =
(
(X)π − (X)πSS
)
· Q˜+ C · (T )π · Q˜ . (394)
We remark that adding to X a little bit of the N vectorfield, one can eliminate
the degenerating weights close to the horizon in the standard fashion (it is
unnecessary at this point though, as we already dealt with this problem in the
spin2 estimate).
Finally, to obtain the estimate (380), we choose f (3M) = 0 and f,r to be a
smooth function which is always positive and vanishes quadratically at 3M . In
this case the desired spacetime integral is controlled by
Ideg [W ]
(
M˜ (τ1, τ2)
)
≤ B
∫
dt⋆
∫ R
r0
drr2
∫
dω
(r − 3M)2
r3
[|ρ|2 + |σ|2]
+B
∫
M˜
[
KXTT1a [W ] +KXTT1b [W ] + eKNNN1 [W ] +KX1a [F ] +KX1b [F ]
]
. (395)
The right hand side is now estimated by inserting the identities (389) and (390):
The resulting boundary terms have a good sign on the horizon and are otherwise
estimated by (384) and (391). For the error-term we have∣∣∣∣∣
∫
M˜(τ1,τ2)
KX1,error [F ] +
∫
M˜(τ1,τ2)
KXTT1,error [W ]
∣∣∣∣∣ ≤
ǫ · Ideg [W ]
(
M˜ (τ1, τ2)
)
+ ǫ · sup
τ
Espin1 [W ]
(
Σ˜τ
)
, (396)
as an consequence of the ultimately Schwarzschildean assumption. Hence the
estimate (380) follows after absorbing the terms on the right hand side of (396)
by the main terms on the left.
Similarly, to obtain (381), we choose f to vanish linearly at 3M and f,r
everywhere positive. Note that since f,r no longer degenerates at 3M , we now
need non-degenerate control of ρ and σ on the right hand side. The estimate
(395) now holds without the degenerating weight on the right hand side and the
non-degenerate energy on the left. The second line is estimated as previously,
using the energy identities (389) and (390).
11.3 The estimate at the lowest order
ForW =W the originalWeyl-field, the integrated decay estimate of the previous
section is not useful, as the right hand side is expected to grow in t in view of the
component ρ appearing. However, using multipliers directly on the renormalized
null-Bianchi equations, just as we did in section 6.4, we obtain
Corollary 11.4. For the original Weyl field W we have the following estimate
for the renormalized components: For any h > 0
sup
(τ1,τ2)
∫
Σ˜τ
‖W˜‖2 +
∫
H(τ1,τ2)
‖W˜‖2 +
∫
M˜(τ1,τ2)
1
r1+h
‖W˜‖2 ≤ Bh
∫
Σ˜τ1
‖W˜‖2
+B
∫
dt⋆
∫ R
r0
drr2
∫
dω
[|ρˆ|2 + |σ|2]+Bh‖ρ2‖L∞ ∫
M˜(τ1,τ2)
‖R−RSS‖2
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12 The components ρ and σ
As we have seen in the previous section, the components ρ and σ play a special
role in the decay. In this section, we derive the wave equations for ρ and σ and
their T -commuted higher order analogues, define appropriate energies for them
and prove multiplier estimates for the latter.
As mentioned previously, the natural variables to look at are the renormal-
ized quantities
φn = r
3
[
ρ
(
L̂nTW
)
+
2M
r3
δn0
]
and ψn = r
3σ
(
L̂nTW
)
, (397)
for which we defined the energies E [Dφn]
(
Σ˜τ
)
and Ideg [Dφn] (U) (and sim-
ilarly with ψn) in (198) and (199). Note in this context that the relation
E [Dφn]
(
Σ˜τ
)
≤ B · En+1Pρ [W ]
(
Σ˜τ
)
holds for the boundary admissible decay
matrix defined in (195).
The quantities (397) will be seen to satisfy an inhomogeneous Regge-Wheeler-
type equation (section 12.2). In section 12.4, we derive an integrated decay
estimate for the homogeneous part of this equation. Such type of estimates
are known [15, 16], in the context of the Regge-Wheeler equation on an exact
Schwarzschild background. The crucial point here is that the lower order terms,
which are typically the source of difficulty in deriving such an estimate, are a-
priori controlled from the ultimately Schwarzschildean assumption. The second
crucial ingredient consists in controlling the inhomogeneity which is present in
our case. This is particularly intricate in view of the additional r3-weight intro-
duced by the renormalization (397). The analysis is the content of section 12.5.
Finally, we remark that all error-estimates are carried out for the ρ-equation
only, since the σ-analogues are easily inferred (section 12.3).
12.1 The main result
We start by stating the main result of this section, an integrated decay estimate
for the quantities φn and ψn, which follows from combining the decay estimates
for the Regge-Wheeler operator with that for the inhomogeneity.
Proposition 12.1. Recall the boundary admissible decay matrix Pρ (cf. (195))
and its bulk associated matrix P˜ρ, as well as (397). For 1 ≤ n ≤ k − 1
sup
(τ1,τ2)
E [Dφn]
(
Σ˜τ
)
+ E [Dφn] (H (τ1, τ2)) + Ideg [Dφn]
(
M˜ (τ1, τ2)
)
≤ B · E [Dφn]
(
Σ˜τ1
)
+ ǫ
[
I
n+1,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n+1
[W ]
(
Σ˜τ
)]
+λ · Dn+1 [R] (τ1, τ2) +Bλ · Dn [R] (τ1, τ2)
Bλ · Ideg [Dφn−1]
(
M˜ (τ1, τ2)
)
+ B · E [Dφn−1]
(
Σ˜τ1,τ2 ,H+
)
for any λ > 0. For n = 0, the same estimate holds with the last two lines
replaced by the term B ·D1 [R]. Moreover, rhe same estimates hold replacing φn
by ψn.
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Proof. Proposition 12.1 will follow from applying Proposition 12.13 and esti-
mating the error-term via Propositions 12.14 and 12.20. See section 12.6.
Remark 12.2. Note that the energy Ideg [Dφn] provides at the same time a
non-degenerate integrated decay estimate for φn−1.
The above result should be understood as follows: It is possible to control a
spacetime integral for the T -commuted renormalized ρ and σ components from
the L2-energy at the expense of
• borrowing an ǫ from the spacetime integral of a weighted energy (decay
matrix P˜ρ) of all the other curvature components (second line)
• borrowing a small amount (λ) of the highest energy on the Ricci-coefficients
(third line)
• and, provided the analogous estimate is available one order lower (last
line).
Remark 12.3. It is crucial to note that the analogous degenerate estimate for
all curvature components requires the full Dn [R] instead of Dnλ [R]. The point
here is that in proving a non-degenerate estimate for all curvature components
one only loses derivatives for the quantities ρ and σ, i.e. one only needs a higher
order estimate for ρ and σ, not for the other curvature components (cf. Proposi-
tion 11.2). For these scalar equations, however, one can exploit the fact that one
gains non-degenerate integrated decay for a particular radial derivative, which
allows the gain of a small λ when controlling the error-terms.
Clearly, one can eliminate the last line of the estimate of Proposition 12.1
by iterating the estimate:
Corollary 12.4. For 1 ≤ n ≤ k − 1
sup
(τ1,τ2)
E [Dφn]
(
Σ˜τ
)
+ E [Dφn] (H (τ1, τ2)) + Ideg [Dφn]
(
M˜ (τ1, τ2)
)
≤ B
n∑
i=0
E [Dφi]
(
Σ˜τ1
)
+ ǫ
[
I
n+1,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n+1
[W ]
(
Σ˜τ
)]
+λ · Dn+1 [R] (τ1, τ2) +Bλ · Dn [R] (τ1, τ2)
for any λ > 0. For n = 0 the same estimate holds with the last line replaced by
the term B · D1 [R]. The same estimates hold replacing φn by ψn.
12.2 The scalar wave equation for ρ
We want to derive the equation for the ρ and σ components of the commuted
Bianchi equation
Dα
(
L̂nTW
)
αβγδ
= Jnβγδ , (398)
where for the inhomogeneous term we have by (75)
Jnβγδ = L̂n−1T Jβγδ (T,W ) +
n−2∑
i=0
L̂iT Jβγδ
(
T, L̂n−1−iT L̂TW
)
. (399)
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Recall the notation for the null-decomposition of the inhomogeneity introduced
in Proposition 7.1, 4Λ [Jn] = Jn434 etc. and also the notation for the inhomo-
geneities in the null-decomposed Bianchi equations, E4
(
ρ
(
L̂nTW
))
, cf. (91).
Proposition 12.5. The quantity ρ
(
L̂nTW
)
for n ≥ 0 satisfies(
/D4 /D3 + /D3 /D4
)
ρ
(
L̂nTW
)
− 2 /∇2ρ
(
L̂nTW
)
+
3
2
(
2trH − 4
3
Ω
)
/D3ρ
(
L̂nTW
)
+
3
2
(
2trH − 4
3
Ω
)
/D4ρ
(
L̂nTW
)
+ρ
(
L̂nTW
)(
3trHtrH + 12ρ (W ) + (dec. RRC)2
)
=
2∑
i=1
Fni + Fni =: Fn ,
where the right hand side has the following structure
Fn1 = /D3E4
(
ρ
(
L̂nTW
))
+
3
2
trHE4
(
ρ
(
L̂nTW
))
− β
(
L̂nTW
)
· /∇trH
−Ĥ · /∇β
(
L̂nTW
)
+ trF3
(
β
(
L̂nTW
))
− 2ΩE4
(
ρ
(
L̂nTW
))
+2 /∇AΩβ
(
L̂nTW
)
+ /div
(
2Ĥ · β
(
L̂nTW
)
+ Y · α
(
L̂nTW
))
+3 /curlZσ
(
L̂nTW
)
+ 3ZA /∇Aρ
(
L̂nTW
)
+ 3 (Z⋆)
A /∇Aσ
(
L̂nTW
)
(400)
Fn2 = −2 (Λ [Jn])3 + 4Ω(Λ [Jn])− 2 /div (I [Jn]) + 3ρ0 · ρ
(
L̂nTW
)
(401)
and Fni being the conjugate quantities.
Remark 12.6. The expression on the left hand side is essentially (see below)
the Regge Wheeler operator of the metric g acting on ρ
(
L̂nTW
)
. If the right
hand side exhibited only quadratic error-terms, proving decay would be straight-
forward. However, this is only manifestly true for Fn1 and Fn1 , while for Fn2
and Fn2 there are in fact terms proportional to the non-decaying component ρ.
The structure of the error-terms will be discussed in section 12.5.
The last term in (401) will be seen to cancel by contributions from the other
terms in case n ≥ 1. For n = 0, however, J0 = 0 and F02 + F02 = 3ρ2 + 3ρ2 and
hence
Corollary 12.7. For n = 0 we obtain(
/D4 /D3 + /D3 /D4
)
ρ− 2 /∇2ρ+ 3
2
(
2trH − 4
3
Ω
)
/D3ρ
+
3
2
(
2trH − 4
3
Ω
)
/D4ρ+ ρ
(
3trHtrH + 6ρ+ (dec. RRC)
2
)
= F01 + F01 .
Note that the right hand side decays quadratically.26
26In particular, the equation for ρ itself decouples modulo quadratically decaying error-
terms. However, ρ does not satisfy a Regge-Wheeler equation and only the renormalized
quantity ρ+ 2M
r3
can be seen to satisfy an equation with the Regge-Wheeler operator on the
right hand side. Unfortunately, this renormalization also introduces “linear” error-terms of
the form “ρ×D (R−RSS)”, in view of the fact that ρ itself does not decay. A more careful
choice of the renormalizing function may remedy this problem, cf. the remarks at the end of
this section.
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For the following proof we will, to avoid overloading the notation, denote by
α, α, ..., ρ, σ the null-components of the n-commuted Weyl tensor L̂nTW , which
satisfies the n times T -commuted inhomogeneous Bianchi equations. Moreover,
we denote by ρ0 the (non-decaying) ρ-component of the original Weyl curvature
field, i.e. ρ0 = ρ (W ).
Proof of Proposition 12.5. Start from the scalar Bianchi equation for ρ = ρ
(
L̂nTW
)
:
ρ4 = /D4ρ+
3
2
tr (H) ρ = /divβ + E4 (ρ)− 1
2
J434 . (402)
Taking a 3-derivative we obtain
ρ43 − /∇2ρ = /div (E3 (β) + J3A4) + /D3E4 (ρ) +
3
2
trHE4 (ρ)
−β · /∇trH − Ĥ · /∇β + trF3 (β)− 1
2
/D3J434 −
3
4
tr (H) J434 , (403)
where
E3 (β) = 2Ĥ · β + 2Ωβ + Y α+ 3 (Zρ+ ⋆Zσ) . (404)
We first deal with the left hand side. Using the null structure equation
/D3trH = −
1
2
trHtrH − 2 /divZ + 2ΩtrH − Ĥ · Ĥ
+2 (Y · Y + Z · Z) + 2ρ0 (405)
with ρ0 denoting the ρ component of the original Weyl-tensor, we derive
LHS = ρ43 − /∇2ρ = /D3 /D4ρ+
3
2
(trH) /D3ρ+
3
2
(trH) /D4ρ+ /∇2ρ
+
3
2
ρ
(
trHtrH + 2 /divZ + 2ΩtrH − Ĥ · Ĥ + 2 (Y · Y + Z · Z) + 2ρ0
)
. (406)
Turning to the right hand side of (403) we decompose
RHS1 = −1
2
(J434)3 + /div (J3A4) = −
1
2
/D3J434 −
3
4
tr (H) J434 + /div (J3A4) ,
RHS2 = /D3E4 (ρ) + /divE3 (β) +
3
2
trHE4 (ρ)− β · /∇trH − Ĥ · /∇β + trF3 (β) .
Using again the Bianchi equations we compute
RHS2 = /D3E4 (ρ) +
3
2
trHE4 (ρ)− β · /∇trH − Ĥ · /∇β + trF3 (β)
2Ω
(
/D4ρ+
3
2
trH ρ− E4 (ρ) + 1
2
J434
)
+ 2 /∇AΩβA
+ /div
(
2Ĥ · β + Y · α
)
+ 3 /divZρ+ 3 /curlZσ + 3ZA /∇Aρ+ 3 (Z⋆)A /∇Aσ (407)
and observe that all terms containing ρ without a derivative are cancelled by
terms in LHS. The term Ω /D4ρ is moved to the left hand side. Repeat the
same computation starting from ρ3 and applying a 4-derivative. This yields the
conjugate terms.
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To obtain the energy naturally associated with the equation, we will have to
rescale the equations of Lemma 12.5 by r3. Recall that φn = r
3ρ
(
LˆnTW
)
for
n ≥ 1. Define he vectorfield
L = −1
2
(2− p) e3 + 1
2
qe4 , (408)
which equals ∂r in Schwarzschild with respect to the regular (t
⋆, r)-coordinates.
Recall 2T = pe3 + qe4 and 2T
⊥ = −pe3 + qe4 and hence (1− p)T + pL = T⊥.
Corollary 12.8. For n ≥ 1, we can write
(2− p)T 2 (φn)− L (pLφn) + (L (p))T (φn)− 2 (1− p)TLφn
−q /∇2φn − q 6M + E
r3
φn =
q
2
r3Fn +
(
decaying RRC , (T )π
)
· Dφn (409)
where |E| ≤ ǫ is a small error (C2 in the metric, independent of n) arising from
the fact that the metric is close to Schwarzschild, and the last term denotes
a collection of terms of the form “any derivative of φn multiplying any null-
component of the deformation tensor of T , or an expression R−RSS.”
The renormalized quantity φ0 also satisfies (409), except that terms of the form
ρ0 ·
(
decaying RRC , (T )π
)
need to be added to the right hand side.
Proof. For n ≥ 1, we first write the equation of Proposition 12.5 as(
/D4 /D3 + /D3 /D4
)
φn − 2 /∇2φn − 2Ω /D3φn − 2Ω /D4φn + φn (6ρ (W )) = r3Fn ,
which holds modulo the error specified in the Corollary. Secondly, we write(
/D4 /D3 + /D3 /D4
)
φn − 2Ω /D3φn − 2Ω /D4φn =
2
q
[
(2− p)T 2 (φn)− L (pLφn) + (L (p))T (φn)− 2 (1− p)TLφn
]
, (410)
which again holds modulo the error specified. For n = 0, we start from Corollary
12.7 directly and do the same computation.
Clearly, the exact form of the last term on the right hand side of (409) will
not matter, since any such term will be easily estimated in view of the strong
pointwise decay available for the expression in brackets (cf. Definition 2.2).
We finally remark that, in case that the metric is exactly Schwarzschild and
Edington-Finkelstein coordinates are used, the operator on the left of (409)
reads
−∂u∂vφn + 1− µ
r2
∆S2φn + (1− µ)
6M
r3
φn , (411)
which is the Regge-Wheeler operator in its perhaps most familiar form.
12.3 The scalar wave equation for σ
The computations for σ are similar. In particular, we have the analogue of
Proposition 12.5 (this can either be computed directly or inferred from duality):
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Proposition 12.9. The quantity σ
(
L̂nTW
)
satisfies, for n ≥ 0
(
/D4 /D3 + /D3 /D4
)
σ
(
L̂nTW
)
− 2 /∇2σ
(
L̂nTW
)
+
3
2
(
2trH − 4
3
Ω
)
/D3σ
(
L̂nTW
)
+
3
2
(
2trH − 4
3
Ω
)
/D4σ
(
L̂nTW
)
+σ
(
L̂nTW
)(
3trHtrH + 12ρ (W ) + (dec. RRC)
2
)
=
2∑
i=1
Gni + Gni ,
where the right hand side has the following structure
Gn1 = /D3E4
(
σ
(
L̂nTW
))
+
3
2
trHE4
(
σ
(
L̂nTW
))
+ ⋆β
(
L̂nTW
)
· /∇trH
+Ĥ · /∇⋆β
(
L̂nTW
)
− trF3
(
⋆β
(
L̂nTW
))
− 2ΩE4
(
σ
(
L̂nTW
))
+2 /∇⋆Ωβ
(
L̂nTW
)
− /curl
(
2Ĥ · β
(
L̂nTW
)
+ Y · α
(
L̂nTW
))
−3 /curlZρ
(
L̂nTW
)
+ 3Z /∇σ
(
L̂nTW
)
− 3⋆Z /∇ρ
(
L̂nTW
)
, (412)
Gn2 = −2 (K [Jn])3 + 4Ω (K [Jn]) + 2 /curl (I [Jn]) + 3ρ0 · σ
(
L̂nTW
)
, (413)
and Gni being the conjugate quantities.
For the n = 0 case, one can use the null-structure equations /curlZ = − 12Hˆ∧
Hˆ + Y ∧ Y + σ plus its conjugate to conclude
Corollary 12.10. For n = 0, one obtains
(
/D4 /D3 + /D3 /D4
)
σ − 2 /∇2σ + 3
2
(
2trH − 4
3
Ω
)
/D3σ +
3
2
(
2trH − 4
3
Ω
)
/D4σ
+σ
(
3trHtrH + 12ρ (W ) + (dec. RRC)
2
)
= G01 + G01 + Hˆ ∧ Hˆ + 2Y ∧ Y .
Note that the right hand side decays quadratically.
12.4 The integrated decay estimate
We apply general multiplier identities to equation (409) to derive energy esti-
mates. As previously mentioned, decay for the (homogeneous) Regge-Wheeler
equation on Schwarzschild has been shown ([15, 16]). In this section we present
an alternative multiplier approach based on ideas of [1]. The main result is
Proposition 12.13 which together with the error-estimate of Proposition 12.14
will finally imply Proposition 12.1.
Multiplying (409) by the multiplier
X = [a (r) T + b (r)L+ c (r)]φk (414)
with a, b, c being C1 bounded functions, one derives (let us momentarily drop
the subscript n)
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Lemma 12.11. We have the following basic multiplier identity
eX [Dφ] +KX [Dφ] = Err [Dφ] + [r3Fk] (Xφk) , (415)
where
eX [Dφ] = ∇T
[
1
2
a (2− p) |Tφ|2 +
(
1
2
ap− b (1− p)
)
|Lφ|2
+
1
2
aq| /∇φ|2 + 1
2
(
−6M + E
r3
aq + c L (p)
)
φ2 + b (2− p)T (φ)L (φ)
+c (2− p) T (φ) · φ− 2c (1− p)L (φ) · φ
]
+∇L
[(
−a (1− p)− 1
2
b (2− p)
)
|Tφ|2 − 1
2
bp|Lφ|2 + 1
2
bq| /∇φ|2
+
1
2
(
p · L (c)− bq 6M + E
r3
)
φ2 − apL (φ)T (φ) − pc (Lφ)φ
]
+ /∇
[
− aq /∇φ · Tφ− bq /∇φ · Lφ− cq ( /∇φ)φ] , (416)
KX [Dφ] =
[
(1− p)L (a) + 1
2
L (b (2− p))− c (2− p)
]
|Tφ|2
+
[
1
2
pL (b)− 1
2
bL (p) + pc
]
|Lφ|2 +
[
−1
2
L (bq) +
bq
r
+ cq
]
| /∇φ|2
+T (φ) · L (φ) [pL (a) + bL (p) + 2c (1− p)]
+
[
1
2
L
(
bq
6M + E
r3
)
− 1
2
L (pL (c))− qc6M + E
r3
]
φ2
and the error-term is cubically decaying, schematically of the form
Err [Dφ] =
(
decaying RRC, (T )π
)
· Dφ · (Dφ or φ) . (417)
Multiplying this identity by
√
/g
r2 and then integrating over M˜ (τ1, τ2) with
respect to the measure dt⋆drdθdφ, we realize that eX [Dφ] is a boundary term
modulo terms of the form Err [Dφ].
With the Lemma at hand, we can prove an integrated decay estimate for the
Regge-Wheeler-type equation under consideration. In view of the trapping, the
best one can hope for is to generate a spacetime-integral term which provides
non-degenerate decay for a particuar radial derivative and degenerate (at the
photon sphere) integrated decay for the remaining derivatives of φ. In the
context of the wave equation, obtaining positivity for the zeroth order terms in
φ is intricate and typically involves the use of a Poincare´ inequality exploiting
the positivity of the angular-derivative term. In our case, the situation is more
favorable, as we are assuming convergence to Schwarzschild. In particular, the
assumption of being ultimately Schwarzschildean to order k+1 implies that the
integrated, non-degenerate spacetime energy of k− 1 derivatives of curvature is
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bounded. This means that in the putative degenerate integrated decay estimate
for derivatives of φk−1, the lowest order terms φk−1 are a-priori controlled from
the ultimately Schwarzschildean assumption. Moreover, we can exploit the fact
that the degenerate integrated decay estimate for derivatives of φk−1 will provide
control over a particular radial derivative of φk−1 near the photon sphere (cf. the
energy (199)). Indeed, this allows to turn non-degenerate decay into degenerate
decay plus a small amount of the non-degenerate derivative term, as is spelled
out in the following Lemma:
Lemma 12.12. For any λ3 > 0 and n ≥ 1∫
M˜(τ1,τ2)
dt⋆drdω2
1
r3+δ
φ2n ≤ λ3 · Ideg [Dφn]
(
M˜ (τ1, τ2)
)
+
B
λ3
· Ideg [Dφn−1]
(
M˜ (τ1, τ2)
)
+ ǫ sup
τ
E [Dφn]
(
Σ˜τ
)
(418)
Proof. Decompose
φk = φ
photon
k + φ
away
k = χ (r) · φk + (1− χ (r))φk (419)
where χ (r) is a function which is equal to 1 in
[
3M − 18M, 3M + 18M
]
and equal
to zero outside of
[
3M − 14M, 3M + 14M
]
. For φawayk , the estimate (418) holds
trivially requiring only the second term on the right hand side. For φphotonk one
has the estimate (recall that T⊥ = 2Mr ∂t⋆ + (1− µ) ∂r in Schwarzschild)
χ2φ2 ≤ 6χ2φ2 (T⊥ (r − 3M))
= 6T⊥
(
χ2φ2 (r − 3M))− 12χ2 (r − 3M)φ (T⊥φ)− 12χT⊥ (χ) (r − 3M)φ2
≤ 6T⊥ (χ2φ2 (r − 3M))+ B
λ3
(r − 3M)2 φ2 + λ3
(
T⊥φ
)2
,
since T⊥ (χ) = 0 in
[
3M − 18M, 3M + 18M
]
. Integrating the estimate with re-
spect to
∫
1
1−µdt
⋆drdω gives the estimate of the Lemma. The contribution from
the boundary term on Σ˜τ is ǫ-small in view of the ultimately Schwarzschildean
assumption (g
(
T⊥, ∂t⋆
) ∼ ǫ).
Proposition 12.13. We have for n ≥ 1
E [Dφn]
(
Σ˜τ2
)
+ E [Dφn] (H (τ1, τ2)) + Ideg [Dφn]
(
M˜ (τ1, τ2)
)
≤
B ·E [Dφn]
(
Σ˜τ1
)
+B
∣∣∣ ∫ dt⋆drdωr3Fn (Xφn) ∣∣∣
B · Ideg [Dφn−1]
(
M˜ (τ1, τ2)
)
+B ·E [Dφn−1]
(
Σ˜τ ,H+
)
. (420)
Proof. Consider the following multiplier:
X = B1X1 + b2X2 +X3 + b4X4 (421)
for B1 a large and b2, b4 small constants depending only on M (to be chosen)
and
X1 = T , X2 = −γ (r)L , X3 = (1− p) f (r) T + f (r) p L+ 1
2
p L (f (r))
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where we recall the redshift multiplier γ (r) defined in (213) and
f (r) =
(
1− 3M
r
)(
1 +
M
r
)
. (422)
Finally,
X4 =
(r − 3M)2
r4
ξ˜ (r) . (423)
where ξ˜ (r) is a cut-off function supported for r ≥ rY − rY−2M2 > 2M and equal
to 1 for r ≥ rY . From Lemma 12.11 we compute, the integration being over
M˜ (τ1, τ2)), ∫
KX3 [Dφ] =
∫
dt⋆drdω
[
L (f) ((1− p)T (φ) + pL (φ))2
−1
4
(φ)
2 · L (pL (pL (f)))− 1
2
fr2L
(pq
r2
)
| /∇φ|2 + L
[
3M + E
r3
pq
]
f |φ|2
]
.
Since f is monotonically increasing, the first term is already non-negative. More-
over, as f changes sign at 3M , the angular term is seen to be non-negative, too
(modulo a term of the form Err [Dφ]; in Schwarzschild L (pqr2 ) = − 2r3 (1− 3Mr )).
Finally, the lower order terms in φ itself are treated as error-terms and will
eventually be controlled with an application of Lemma 12.12 and the ultimately
Schwarzschildean assumption. Hence up to now we have shown the estimate
B
∫
M˜(τ1,τ2)
φ2
r4
dt⋆drdω +
∫
M˜(τ1,τ2)
KX3 [Dφ]
≥ b
∫
M˜(τ1,τ2)
dtdr⋆dω
[
1
r2
((1− p)T (φ) + pL (φ))2 + (r − 3M)
2
r3
| /∇φ|2
]
,
which controls all derivatives except the ∂t⋆ -derivative. The latter is retrieved
by adding a little bit of X4. It’s not hard to see that for our choice of X4 (note
that X4 is supported away from the horizon) we have
B
∫
M˜(τ1,τ2)
φ2
r4
dt⋆drdω +
∫
M˜
KX4 [Dφ] +B
∫
M˜(τ1,τ2)
KX3 [Dφ]
≥ b
∫
M˜∩{r≥rY }
dt⋆drdω
[
1
r2
(
T⊥ (φ)
)2
+
(r − 3M)2
r3
(
| /∇φ|2 + (Tφ)2
)]
.
Turning to the redshift vectorfield X2, we observe∫
M˜
KX2 [Dφ] +B
∫
M˜∩{ 5
2
M≥r≥rY }
dt⋆drdω
[
|φ|2 + (Dφ)2
]
≥ b
∫
M˜∩{r≤rY }
dt⋆drdω
[
|φ|2 + | /∇φ|2 + (Tφ)2 + (∂rφ)2
]
.
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Consequently, we can find small constants b2, b4 such that (reinstalling the
subindex n)∫
M˜(τ1,τ2)
Kb2X2+X3b4X4 [Dφn] ≥ b · Iδ=1deg [Dφn]
(
M˜ (τ1, τ2)
)
−B
∫
M˜(τ1,τ2)
φ2n
r4
dt⋆drdω , (424)
where Iδ=1deg [Dφn]
(
M˜ (τ1, τ2)
)
denotes the energy (199) with δ = 1. The last
term is estimated by Lemma 12.12.
Before we optimize the weight at infinity to the δ = 1100 we specified, let us
note that by choosing B1 large enough, we have for the boundary term∫
Σ˜τ ,H+
eX [φn] ≥ b ·E [Dφn]
(
Σ˜τ ,H+
)
−B ·E [Dφn−1]
(
Σ˜τ ,H+
)
. (425)
This follows because X is timelike for sufficiently large B1 (noting that both
X3 and X4 degenerate at the horizon) and that moreover, we can estimate the
zeroth order term by the lower order energy. Finally,∣∣∣ ∫
M˜(τ1,τ2)
Err [Dφn]
∣∣∣ ≤ ǫ sup
τ
E [Dφn]
(
Σ˜τ
)
. (426)
In summary, we have established Proposition 12.13, except that the spacetime-
energy does not have the correct r-weights at infinity yet. As this optimization
is standard, it is omitted.27
12.5 Error-terms: The structure of the inhomogeneity
It is apparent from Proposition 12.13 that we finally need to understand the
error-term arising from the inhomogeneity. There are two important regions:
The interior region, where we need to have sufficient decay in t and be careful
about the degeneration of the estimates near r = 3M , and the exterior where
we do not encounter the problem of degeneration but, on the other hand, need
to worry about the weights in r for the error-terms that arise, especially in view
of the fact that the renormalized quantities have introduced a large r3-weight
for these terms.
Proposition 12.14. Let n ≥ 1 and X be the multiplier used in (421). For any
λ > 0 we have
2∑
i=0
∫
M˜(τ1,τ2)
dt⋆drdω2r
3 (Fni ) (Xφn)
≤ λ · Ideg [Dφn]
(
M˜ (τ1, τ2)
)
+ λ · sup
τ
E [Dφn]
(
Σ˜τ
)
+ λ · E [Dφn] (H)
+ǫ
[
I
n+1,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n+1
[W ]
(
Σ˜τ
)
+sup
τ
E
n+1
[R]
(
Σ˜τ
)
+ I
n
[R]
(
M˜ (τ1, τ2)
) ]
+Bλ · Ideg [Dφn−1]
(
M˜ (τ1, τ2)
)
+ λ · Dn+1 [R] (τ1, τ2) +Bλ · Dn [R] (τ1, τ2) .
27Here one can simply redo the argument with an f in (422) which is bounded, monotonically
increasing, changing sign at the photon sphere and decaying like f,r ∼
1
r1+δ
near infinity.
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Remark 12.15. Note that the terms in the first line will be absorbed by the left
hand side of (420) for sufficiently small λ.
Proof. We begin with the term Fn1 . It is obviously an expression which decays
at least quadratically and hence improves upon taking derivatives. For r ≤ R
we can exploit the pointwise decay of the Ricci coefficients (and first derivatives
thereof): ∫
M(τ1,τ2),r≤R
dt⋆drdω2r
3 (Fn1 ) (Xφ)
≤ ǫ · sup
τ
√
E (Dφn,Στ,r≤R) · sup
τ
√
E
n+1
[W ] (Στ,r≤R) . (427)
For r ≥ R we can borrow a bit from the weighted energy for the Weyl field
and estimate the Xφn-term in a spacetime integral, as we are far away from the
trapped region: ∫
M˜(τ1,τ2),r≥R
dt⋆drdω2r
3 (Fn1 ) (Xφn)
≤ λ1 · Ideg [Dφn]
(
M˜ (τ1, τ2)
)
+ ǫ · Bλ1 · I
n+1,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
(428)
with the ǫ arising again from the pointwise bounds on the Ricci-coefficients.
The same estimate holds for the conjugate quantity Fn1 .
Turning to Fn2 we have to understand the structure of Λ = J434 and I =
J3A4 and Lie-T -derivatives thereof, in particular the asymptotic decay in r on
the one hand and the terms not decaying quadratically on the other. Indeed, it
suffices to understand Λ and I as arising from one commutation in T , since the
null-decomposition almost commutes with the T -derivative:
Λ [J] = L̂n−1T [Λ (J (T,W ))] +
n−2∑
i=0
L̂iTΛ
(
J
(
T, L̂n−1−iT L̂TW
))
+ Jerror434 , (429)
where the last two terms on the right hand side decay quadratically. We first
split
Fn2 = Fn2a + Fn2b , (430)
where Fn2a collects the terms in which at least two factors decay and Fn2b are the
potentially dangerous “linear” terms, i.e. those proportional to ρ0.
For Fn2a we decompose
r3Fn2a · (Xφ) = r3Fn2a · (Xφ) · χ (r) + Fn2a · (Xφ) · (1− χ (r)) = A+B (431)
where χ (r) is an interpolating function which is equal to 1 for r ≤ R−M and
0 for r ≥ R. Note that A is supported for r ≤ R only, while B is supported in
r ≥ R −M . For B we have∫
M˜(τ1,τ2)
dt⋆drdω r3Fn2a · (Xφn) · χ (r) ≤ λ1 · Ideg [Dφ]
(
M˜ (τ1, τ2)
)
+
1
λ1
∫
M˜(τ1,τ2)∩{r≥R−M}
r7+δχ2 (Fn2a)2 . (432)
For the second term we show
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Lemma 12.16.∫
M˜(τ1,τ2)∩{r≥R−M}
r7+δ (Fn2a)2 ≤ ǫ · I
n+1
P˜ρ [W ]
(Dτ2τ1)+ ǫ · In [R](M˜ (τ1, τ2)) .
Proof. To estimate these quadratic error-terms in the far away region, we only
have to be careful about the weights in r. To reveal the structure which is
present for the error-terms (cancellation of worst terms, cf. section 10.4), we are
going to think about the wave equation for ρ in yet another way. At the zeroth
order we can write
ρ34 + ρ43 − 2 /∇2ρ = − /divE4
(
β
)
+ E43 (ρ) + /divE3 (β) + E
3
4 (ρ) . (433)
We now imagine commuting this equation with the Lie-T -derivative directly to
obtain the higher derivative version of the equation. Note that this commutation
will not produce any additional difficult terms at infinity, but simply Lie-T -
derivatives of the right hand side of (433).28 However, the decay in r of the
right hand side is not altered by application of T . It follows that it suffices to
understand the decay in r of the right hand side of (433), more precisely, to
establish that it decays better than r−4−δ pointwise. We note in passing that
the gauge condition Y = 0 is not needed here and that we will hence carry out
the estimates including this term.
Let ≡ denote equality up to terms which decay like r− 92 or stronger. We
observe that
− /divE4
(
β
)
+ /divE3 (β) ≡ /div (Y α) (434)
and, noting that in view of the null structure equation (174) /D3Y actually
decays like 1r3 (instead of the naive
1
r2 ) also
E43 (ρ) + E
3
4 (ρ) ≡ /D⋆2Y · α+ Y A /D3β − 2Y D3β . (435)
Adding up these terms one sees that the worst terms cancel by the Bianchi
equation (88), producing terms decaying like r−5.
We emphasize that it is absolutely crucial to exploit the cancellation of the
worst error-terms as otherwise a r−δ-divergence would arise.
For the term A in (431) we do not have to worry about r-weights at all, only
about the order of differentiability in view of the degeneration at the photon
sphere. However, all the terms in the expression for Fn2a decay quadratically.
This makes the error-term cubic and the estimates are straightforward, putting
the highest terms in L2 and the lowest in L∞. Using Sobolev embedding, we
28It may produce terms proportional to ρ from commuting T past the derivatives on the
left hand side. However, these decay strongly in r.
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obtain ∫
M˜(τ1,τ2),r≤R
r3Fn2a
∣∣∣
A
· (Xφn) ≤ (τ2 − τ1) sup
τ
√
E [Dφn]
(
Σ˜τ
)[
⌊n−1
2
⌋∑
i=0
sup
τ
√
E
i+2
[R]
(
Σ˜τ
)
sup
τ
√
E
n+1−i
[W ]
(
Σ˜τ
)
+
n+1∑
i=⌊n−1
2
⌋+1
sup
τ
√
E
n+3−i
[W ]
(
Σ˜τ
)
sup
τ
√
E
i
[R]
(
Σ˜τ
)]
≤
λ · E [Dφn]
(
Σ˜τ
)
+Bλ (τ2 − τ1)2 sup
τ
E
⌊n−1
2
⌋+2
[R]
(
Σ˜τ
)
· sup
τ
E
n+1
[W ]
(
Σ˜τ
)
+B (τ2 − τ1)2 sup
τ
E
⌊n−1
2
⌋+1
[W ]
(
Σ˜τ
)
· sup
τ
E
n+1
[R]
(
Σ˜τ
)
.
and in view of the decay assumptions on the lower oder energies (recall the
ultimately Schwarzschildean assumption and n ≤ k − 1), the τ -weights can be
absorbed, producing the terms on the right hand side of the proposition.
It remains to estimate Fn2b , i.e. the terms proportional to ρ0. These terms
are particularly difficult near the photon sphere r = 3M (in fact, near infinity
they are harmless, in view of the strong decay of ρ0). We first note that it
suffices to understand the case k = 1, since higher k are just T -Lie-derivatives
of this expression (and commutation by LT introduces additional decay factors).
Hence we want to compute the expression
F12b = −2
[
/∇3Λ0 +
3
2
trχΛ0 − 2ΩΛ0 + /divI0
+ /∇4Λ0 +
3
2
trχΛ0 − 2ΩΛ0 + /divI0 − 3ρ (W ) · ρ
(
LˆTW
)]
,
where
Λ0 =
3
4
ρ0
[
− 1
2
/D4 (trπ) − /∇APA + 2pρ−
1
2
trH
(
2 /∇3p− 4Ωp
)
−trχπ34 − 1
2
trHπ44 − 1
2
trHδABπAB
]
,
I0 =
3
4
ρ0
[
2qβA − ψ34ZA − 2ΩPA − trχπˆ3A − 2trχπˆ4A + /∇3PA +
1
2
/∇A (trπ)
]
(and similarly for the conjugate29 quantities Λ0, I0) were computed at the end
of the proof of Lemma 7.4.
In fact, we will only need to do evaluate F12b modulo quadratic error-terms
(as the latter immediately transfer to Fn2a). We make the a-priori convention
that for the computations within the context of the errorterm Fn2b,
“=” means “equality up to quadratically decaying terms”.
29The conjugate quantity of β is −β, while all other quantities just receive an underline and
p becomes q.
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Lemma 12.17. If the vectorfield T is chosen such that its deformation tensor
(T )π is traceless (which it is according to Definition 2.1), then (n ≥ 1)
Fn2b = ρ0 · DLn−1T (π, dec. RRC) + l.o.t. (436)
Proof. Direct computation, using that
2p /∇3ρ+ 2q /∇4ρ− 2q /∇4ρ = 2T (ρ)− 2q /∇4ρ
= 2ρ
(
LˆTW
)
+
1
4
trπρ+ 3qtrχρ− 2q /divβ (437)
and
/divI0 =
3
4
ρ0
[
2q /divβA − ψ34 /divZA − 2Ω /divPA − trχ /divπˆ3A
−2trχ /divπˆ4A + /div /∇3PA +
1
2
/∇2 (trπ)
]
.
Remark 12.18. Note that the Lemma once more exploits a cancellation of the
worst terms: Naively, (436) only holds with n instead of n− 1.
Remark 12.19. If the deformation tensor is not traceless, Fn2b contains an
additional higher order term of the form ρ0Ln−1T
(
/D3 /D4 + /D4 /D3 − 2 /∇2
)
trπ.
However, the operator in brackets is the principal part of the Regge-Wheeler-
operator. Hence via several integration by parts, moving the operators to φn
in the spacetime-error-term arising from Fn2b, this term can also be seen to be
of lower order. It is here where the technical assumption tr(T ) = 0 (discussed
below Definition 2.1) helps us to reduce the number of error-terms.
With the Lemma at hand, we pick a cut-off function χ⋆ (r), which is equal
to 1 for r ≤ 10M and equal to 0 for r ≥ 11M and decompose
Fn2b = Fn2b · χ⋆ (r) + Fn2b [1− χ⋆ (r)] . (438)
We can then estimate away from the photon sphere∫
M˜
dt⋆drdω2r
3Fn2b [1− χ⋆ (r)] · (Xφn) ≤ λ · Ideg [Dφn]
(
M˜ (τ1, τ2)
)
+
B
λ
D
n [R] ,
while for the other term we integrate by parts, writing a shorthand
∫
to denote∫
M˜(τ1,τ2)∩{r≤11M} dt
⋆drdω and noting that weights in r are bounded in the
region under consideration∫
r3Fn2b · χ⋆ (r) · (Xφn) =
∫
r3ρ0
(Ln−1T D (π, dec. RRC)) · (Xφn)
≤ +λ2 · sup
τ
E [Dφn]
(
Σ˜τ ,H
)
+Bλ2 · sup
τ
E
n
[R]
(
Σ˜τ ,H
)
λ2
∫ (D2Ln−1T (π, dec. RRC))2 + 1λ2
∫
φ2n +B
∫ (DLn−1T (π, dec. RRC))2
≤ 1
λ2
∫
φ2n + D
n+1
λ2
[R] + λ2 · sup
τ
E [Dφn]
(
Σ˜τ ,H
)
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for any (small) number λ2 > 0. Applying Lemma 12.12 with a λ3 much smaller
than λ2 to the first term in the last line finally yields∫
r3Fn2b · χ⋆ (r) · (Xφn) ≤ λ · Ideg [Dφn]
(
M˜ (τ1, τ2)
)
+(λ+ ǫ) · sup
τ
E [Dφn]
(
Σ˜τ ,H
)
+Bλ · Ideg [Dφn−1]
(
M˜ (τ1, τ2)
)
+ Dn+1λ [R] ,
for any small λ. Clearly, the first two terms on the right hand side will be
absorbed by the terms available on the left for sufficiently small λ (depending
only on M). Note the importance of Lemma 12.12 to estimate this error-term,
as it allows one to turn the non-degenerate into a degerate energy.
Collecting our estimates for Fn1,2a,2b, Fn1,2a,2b, Proposition 12.14 is proven.
Finally, we note that for the wave equation satisfied by σ (and Lie-T-
derivatives thereof), the terms Gn1 and Gn2 can be estimated in exactly the same
fashion as Fn1 and Fn2 were for the ρ-equation. In fact, the estimates are much
easier, as the “linear” error-terms on the right hand side all cancel. This fact
is also easily inferred from commuting the scalar equation of Corollary 12.10
directly with T and using that σ decays. We conclude
Proposition 12.20. The estimate of Proposition 12.14 also holds replacing F
by G everywhere.
12.6 Proof of Proposition 12.1
Combining Proposition 12.13 with the error-estimate 12.14 yields the estimate
of Proposition 12.1 for the case n ≥ 1. For the case n = 0 we run the argument
of Proposition 12.13 again, since φ0 satisfies the same equation by Corollary
12.8. The only difference is that Lemma 12.12 is now not available. Instead,
we simply control the zeroth order curvature term from the energies on the
Ricci-coefficients:∫
M˜(τ1,τ2)
φ20
r3+δ
dt⋆drdω ≤ B · D1 [R] (τ1, τ2) , (439)
as a consequence of the null-structure equations.
13 Proofs of the main theorems
13.1 Uniform boundedness: Theorem 5.1
Uniform boundedness for the top-order derivatives can be proven without prov-
ing a (degenerate) integrated decay estimate at this order. This observation was
first made in the context of the wave equation on black hole backgrounds in [4]
(see also [7]) and is adapted here to the spin2-setting. We are going to use the
slices Σ (no “ears”) is this section.
Proof of Theorem 5.1. To lighten the notation we write Σi = Στi , Σ
+
i = Στi ∩
{r ≥ rY − 3 rY−2M4 } and Σ−i = Στi ∩ {r ≤ rY − 3 rY −2M4 }, H21 = H (τ1, τ2),
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M21 =M (τ1, τ2). The identity (60) applied with three T -vectorfields yields, in
view of Lemma 6.1
E0
[
W˜
] (
Σ+2
)
+
n∑
j=1
E
[
L̂jTW
] (
Σ+2
) ≤ B ·E0 [W˜] (Σ1) +B · n∑
j=1
E
[
L̂jTW
]
(Σ1)
+ǫ · E0
[
W˜
] (
Σ−2 ,Σ
−
1
)
+ ǫ
n∑
j=1
E
[
L̂jTW
] (
Σ−2 ,Σ
−
1
)
+B
n∑
j=1
∫
M21
(
KTTT1
[
L̂jTW
]
+KTTT2
[
L̂jTW
])
.
Using the elliptic estimate in the interior, Proposition 9.1, we obtain
E
n
r≥rY− 58
rY −2M
2
[W ] (Σ2) ≤ B · En [W ] (Σ1) + ǫ · Enr≤rY [W ] (Σ2,Σ1)
+B
n∑
j=1
∫
M21
∑
i=1,2
KTTTi
[
L̂jTW
]
+B sup
τ
E
n−1
[R] (Στ ) . (440)
Adding the redshift-estimate of Theorem 8.1 and the expression∫
M2
1
∩{r≥rY } dt
⋆ E
n
[W ] (Σt⋆) to both sides yields
E
n
[W ] (Σ2) + E
n
[W ]
(H21)+ ∫
M21
dt⋆E
n
[W ] (Σt⋆) ≤ B · En [W ] (Σ1)
+B
n∑
j=1
∫
M21
(
KTTT1
[
L̂jTW
]
+KTTT2
[
L̂jTW
])
+B ·Errnhoz [R] (τ1, τ2)
+B sup
τ
E
n−1
[R] (Στ ) +B
∫
M21∩{r≥rY }
dt⋆ E
n
[W ] (Σt⋆) .
Note that the left hand side controls in particular the time-integrated L2-based
energy. For the errorterms KTTT1 and K
TTT
2 we use the following Corollary of
Proposition 7.9 (for the untilded region M (τ1, τ2)):
Corollary 13.1. If X = Y = Z = T in Proposition 7.9 we have, for any
(small) λ > 0 and 0 ≤ n ≤ k − 1 the estimate∣∣∣ ∫
M(τ1,τ2)
KTTT2
[
L̂n+1T W
] ∣∣∣ ≤ λ sup
τ∈(τ1,τ2)
E
n+1
[W ] (Στ ) +Bλ · Cn+1 [R] (τ1, τ2) .
where the Cn [R]-energy was defined in Theorem 5.1. Moreover, in view of
Proposition 6.2, the same estimate holds for KTTT1
[
L̂n+1T W
]
(in fact, without
the last term).
Applying also the estimate for Errnhoz [R] (τ1, τ2) given in Proposition 8.1,
we obtain
E
n
[W ] (Σ2) + E
n
[W ]
(H21)+ ∫
M21
dt⋆E
n
[W ] (Σt⋆) ≤ B · En [W ] (Σ1)
+B · Cn [R] (τ1, τ2) +B
∫
M21∩{r≥rY }
dt⋆ E
n
[W ] (Σt⋆) .
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We finally estimate the last term of the above estimate using the estimate
(440) integrated in time.30
Defining f (τ) = E
n
[W ] (Στ ), the resulting estimate can be written in the
following form: For any λ > 0 and τ2 ≥ τ1 ≥ τ0
f (τ2) +
∫ τ2
τ1
dtf (t) ≤ Bλ · (Cn [R] (τ0) + f (τ0)) ·max [1, (τ2 − τ1)]
+λmax [1, (τ2 − τ1)] sup
τ∈(τ1,τ2)
f (τ) +B · f (τ1) . (441)
In particular, we can achieve that λ < 116B2 . Boundedness of f (τ) now follows
from Lemma 13.2.
Lemma 13.2. Suppose f (τ0) < ∞ and that f (τ) satisfies the estimate (441)
with λ < 116B2 <
1
16 and Bλ = B˜ > 1 fixed. Then sup(τ0,∞) f (τ) < C holds for
a constant C = 2 · B · f (τ0) + 9 · 8 · B2 · B˜ (Cn [R] (τ0) + f (τ0)).
Proof. We will write D = Cn [R] (τ0) + f (τ0). The proof is a bootstrap argu-
ment. Consider the region A (τ) =M (τ0, τ) for all τ such that f (τ) < C holds
in A (τ). This region is clearly non-empty and open as a subset of the black
hole exteriorM (τ0,∞). We now show it is also closed using the estimate (441).
For this, let L = 4B2 and define a sequence of slices τi = τ0 + i · L. Applying
the estimate in a region between two slices τi, τi+1 located in the region A (τ)
yields a “good” slice τgi satisfying
f (τgi ) = inf
(τi,τi+1)
f (τ) ≤ B˜ ·D + λ · C + B
L
· C . (442)
Having found a good slice in each regionM (τi, τi+1), we can apply the estimate
(441) again, this time from the good slice to any τ -slice in M (τgi , τi+2) (and,
for the last good slice, in M (τgi , τ)). Note that the distance between the two
slices considered is at most 2L. Hence the estimate yields
sup
(τgi ,τi+2)
f (τ) ≤ B˜ ·D · 2L+ λ · 2L · C +B ·
(
B˜ ·D + λ · C + B
L
· C
)
≤ 8B2 · B˜ ·D + 1
2
· C +B2 B˜ ·D + 1
16
C +
1
4
C <
15
16
C .
This uniform bound has been established for all slices in A (τ) north of the first
good slice, τg0 . However, for the region up to τ
g
0 our estimate tells us that
sup
(τ0,τg0 )
f (τ) ≤ B · f (τ0) + 4 ·B2 B˜ ·D + 1
4
C <
3
4
C . (443)
It follows that A (τ) is closed and that the uniform bound we established is valid
for the entire black hole exterior.
30It is very important that (440) does not have an error-term on the horizon for this argu-
ment to go through. This is the underlying reason for the assumption that T is null on the
horizon: It ensures both that the energy flux through the horizon has a sign and that highest
order error-terms are absent on the horizon in Proposition 7.9 .
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13.2 Integrated decay: Theorem 5.2
Proof of Theorem 5.2. Apply Proposition 11.2 with Wi = LiTW for 1 ≤ i ≤ k
and add the estimate of Corollary 11.4 at the lowest order. Apply Theorem 12.1
to estimate the ρ and σ-term on the right hand side. This yields, for 1 ≤ n ≤ k
sup
(τ1,τ2)
E
0
[W ]
(
Σ˜τ
)
+
n∑
i=1
{
sup
(τ1,τ2)
Espin1 [Wi]
(
Σ˜τ
)
+ sup
(τ1,τ2)
E [DΦi−1]
(
Σ˜τ
)
+E [Wi] (H (τ1, τ2)) + Ideg [Wi]
(
M˜ (τ1, τ2)
)}
+ I
0
[W ]
(
M˜ (τ1, τ2)
)
≤ B
n∑
i=1
{
Espin1 [Wi]
(
Σ˜τ1
)
+ E [DΦi−1]
(
Σ˜τ1
)}
+B · E0 [W ]
(
Σ˜τ1
)
+ǫ
[
I
n,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n
[W ]
(
Σ˜τ
)]
+B · Dnλ [R] (τ1, τ2)
+B
n∑
i=1
ErrMora [Wi]
where we wrote Φi to indicate that we are adding both the estimate for φi and
ψi of Theorem 12.1. For the non-degenerate case we have
sup
(τ1,τ2)
E
0
[W ]
(
Σ˜τ
)
+
n−1∑
i=1
{
sup
(τ1,τ2)
Espin1 [Wi]
(
Σ˜τ
)
+ sup
(τ1,τ2)
E [DΦi−1]
(
Σ˜τ
)
+E [Wi] (H (τ1, τ2)) + Inondeg [Wi]
(
M˜ (τ1, τ2)
)}
+ I
0
[W ]
(
M˜ (τ1, τ2)
)
≤ B
n−1∑
i=1
Espin1 [Wi]
(
Σ˜τ1
)
+
n∑
i=1
E [DΦi−1]
(
Σ˜τ1
)
+B · E0 [W ]
(
Σ˜τ1
)
+ǫ
[
I
n,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n
[W ]
(
Σ˜τ
)]
+B · Dnλ [R] (τ1, τ2)
+B
n−1∑
i=1
ErrMora [Wi] .
(444)
It is important to note that we only need the n-derivative energy of the com-
ponents ρ and σ (and an ǫ of the n-derivative energy of all components) to
obtain a non-degenerate integrated decay estimate for n − 1-derivatives of all
components of the Weyl-tensor. As a consequence, this estimate requires only
ErrMora [Wn−1]. Note also that for n = 1 in (444) there is no ErrMora-term.
We next turn to Propositions 7.9 and 11.1 to estimate ErrMora [Wi]. We
observe that for λ sufficiently small, the error-term on the horizon (the last term
in (285),) can be absorbed by the horizon-term available on the left of (444).
(In particular, the assumption that T is null one the horizon is not necessary
112
for this argument to work.) We conclude, therefore,
sup
(τ1,τ2)
E
0
[W ]
(
Σ˜τ
)
+
n∑
i=1
{
sup
(τ1,τ2)
Espin1 [Wi]
(
Σ˜τ
)
+ sup
(τ1,τ2)
E [DΦi−1]
(
Σ˜τ
)
+E [Wi] (H (τ1, τ2)) + Ideg [Wi]
(
M˜ (τ1, τ2)
)}
+ I
0
[W ]
(
M˜ (τ1, τ2)
)
≤ B
n∑
i=1
{
Espin1 [Wi]
(
Σ˜τ1
)
+ E [DΦi−1]
(
Σ˜τ1
)}
+B · E0 [W ]
(
Σ˜τ1
)
+(λ+ ǫ)
[
I
n,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n
[W ]
(
Σ˜τ
)]
+B · Dn [R] (τ1, τ2) .
Note in particular that we need Dn [R] and not only Dnλ [R]. On the contrary,
because the non-degenerate estimate needs only ErrMora [Wn−1], we have
sup
(τ1,τ2)
E
0
[W ]
(
Σ˜τ
)
+
n−1∑
i=1
{
sup
(τ1,τ2)
Espin1 [Wi]
(
Σ˜τ
)
+ sup
(τ1,τ2)
E [DΦi−1]
(
Σ˜τ
)
+E [Wi] (H (τ1, τ2)) + Inondeg [Wi]
(
M˜ (τ1, τ2)
)}
+ I
0
[W ]
(
M˜ (τ1, τ2)
)
≤ B
n−1∑
i=1
Espin1 [Wi]
(
Σ˜τ1
)
+
n∑
i=1
E [DΦi−1]
(
Σ˜τ1
)
+B · E0 [W ]
(
Σ˜τ1
)
+ǫ
[
I
n,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n
[W ]
(
Σ˜τ
)]
+B · Dnλ [R] (τ1, τ2) ,
which requires only Dnλ [R] on the right hand side.
These estimates provide control over the Lie-T derivatives of all components.
In view of the elliptic estimates of section 9 this is sufficient to control all
derivatives away from the horizon and from infinity (r ≤ R+M). In particular,
defining31
Σ˜τ,int = Σ˜τ ∩
{
rY − rY − 2M
2
≤ r ≤ R
}
, (445)
M˜int (τ1, τ2) = M˜ (τ1, τ2) ∩
{
rY − rY − 2M
2
≤ r ≤ R+M
}
, (446)
we have
sup
(τ1,τ2)
E
n
[W ]
(
Σ˜τ,int
)
+ I
n,deg
[W ]
(
M˜int (τ1, τ2)
)
≤ B
n∑
i=1
{
Espin1 [Wi]
(
Σ˜τ1
)
+ E [DΦi−1]
(
Σ˜τ1
)}
+B · E0 [W ]
(
Σ˜τ1
)
+ǫ
[
I
n,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n
[W ]
(
Σ˜τ
)]
+B · Dn [R] (τ1, τ2) (447)
31The reason that Σ˜τ,int only reaches up to R is that Σ˜ starts being null for r ≥ R, and
standard elliptic estimates are no longer available.
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and
I
n−1,nondeg
[W ]
(
M˜int (τ1, τ2)
)
≤ B
n−1∑
i=1
Espin1 [Wi]
(
Σ˜τ1
)
+
n∑
i=1
E [DΦi−1]
(
Σ˜τ1
)
+B · E0 [W ]
(
Σ˜τ1
)
+ǫ
[
I
n,deg
P˜ρ
[W ]
(
M˜ (τ1, τ2)
)
+ sup
τ
E
n
[W ]
(
Σ˜τ
)]
+B · Dnλ [R] (τ1, τ2) .
We now couple the degenerate estimate (447) with the redshift estimate of
Proposition 8.1 and with the estimate near infinity, Theorem 10.1, to obtain
Theorem 5.2.
13.3 The decay iteration: Theorem 5.5
Proposition 13.3. Recall the decay matrices Pj defined in (192)-(194). For
j = 0, ..., 2, we have for any i = 0, ..., k − 2 the estimates
E
i+1
Pj+1 [W ]
(
Σ˜τ
)
≤ B
τ
[
sup
τ ′≥τ
E
i+2
Pj [W ]
(
Σ˜τ ′
)
+B · Di+2λ [R] (τ,∞)
]
(448)
I
i+1,deg
P˜j+1
[W ]
(
M˜ (τ,∞)
)
≤
B · Di+1 [R] (τ) + B
τ
[
sup
τ ′≥τ
E
i+2
Pj [W ]
(
Σ˜τ ′
)
+B · Di+2λ [R] (τ,∞)
]
(449)
and
I
i+1,nondeg
P˜j+1
[W ]
(
M˜ (τ,∞)
)
≤
+B · Di+1λ [R] (τ) +
B
τ
[
sup
τ ′≥τ
E
i+2
Pj [W ]
(
Σ˜τ ′
)
+B · Di+2λ [R] (τ,∞)
]
(450)
Before we prove the above Proposition let us note how it implies Theorem
5.5:
Proof of Theorem 5.5. Theorem 5.5 follows from repeatedly (depending on the
decay matrix) inserting the estimate (448) into (449) and (450).
Proof of Proposition 13.3. At order i + 1, we apply the estimate (203) with
decay matrix P0, cf. (191), which has the associated bulk admissible matrix
P˜0 =
 0 6− δ 6− δ 5− δ 3− δ 1− δ 09− δ 9− δ 8− δ 7− δ 5− δ 3− δ 1− δ
...
...
...
...
...
...
...
 .
From the resulting estimate we derive
E
i+1
P1 [W ]
(
Σ˜τn+1
)
+
∫ τn+1
τn
dt⋆ E
i+1
P1 [W ]
(
Σ˜τ
)
≤ B · Ei+2P0 [W ]
(
Σ˜τn
)
+B · Di+2λ [R] (τn, τn+1) , (451)
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for the boundary admissible decay matrix P1 defined in (192), where we only
used that P1 ≤ P˜0 < P0 (recall the ordering relation defined in section 4.2). We
conclude
E
i+1
P1 [W ]
(
Σ˜τ
)
≤ B
τ
[
sup
τ ′≥τ
E
i+2
P0 [W ]
(
Σ˜τ ′
)
+B · Di+2λ [R] (τ,∞)
]
, (452)
which is (448) for j = 0. Since the square bracket is bounded (by applying
(202) from data with P0), we have established
1
t decay of a weighted energy. In
particular, since Pρ < P1 we have shown this decay for the Pρ-weighted energy
at order i+1. Applying (202) with P1 yields, after inserting (452), the estimate
(449) for j = 0. In the same way, applying (203) produces (450) for j = 0.
It is clear that this procedure can be iterated. We next apply our estimate
(202) with the boundary admissible decay matrix P1 and its associated bulk
admissible matrix
P˜1 =
 0 5− δ 5− δ 5− δ 3− δ 1− δ 08− δ 8− δ 8− δ 7− δ 5− δ 3− δ 1− δ
...
...
...
...
...
...
...
 .
Noting that P2 < P˜1 < P1 for P2 as in (193), we obtain, after adding the
non-degenerate integrated decay estimate, the analogue of (451)
E
i+1
P2 [W ]
(
Σ˜τn+1
)
+
∫ τn+1
τn
dt⋆ E
i+1
P2 [W ]
(
Σ˜τ
)
≤ B · Ei+2P1 [W ]
(
Σ˜τn
)
+B · Di+2λ [R] (τn, τn+1) , (453)
from which we conclude
E
i+1
P2 [W ]
(
Σ˜τ
)
≤ B
τ
[
sup
τ ′≥τ
E
i+2
P1 [W ]
(
Σ˜τ ′
)
+B · Di+2λ [R] (τ,∞)
]
. (454)
Another iteration, applying (202) with P2, will provide the estimate
E
i+1
P3 [W ]
(
Σ˜τ
)
≤ B
τ
[
sup
τ ′≥τ
E
i+2
P2 [W ]
(
Σ˜τ ′
)
+B · Di+2λ [R] (τ,∞)
]
, (455)
and hence an r-weighted energy which decays stronger than 1τ2 . This is enough
to close the argument. We remark that, of course, there is no reason to stop the
iteration at this point. To obtain the optimal result in terms of the decay in t,
one can define additional admissible decay matrices and continue the iteration.
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A Useful formulae
Let (a) denote tetrad (=frame) indices, while Greek letters denote spacetime
indices. The Ricci coefficients are defined as
γ(c)(a)(b) = e(a)κ;νe
ν
(b)e
κ
(c) (456)
with the null-components
γ(B)(3)(A) = HAB , γ(B)(4)(A) = HAB , (457)
γ(A)(3)(3) = 2Y A , γ(A)(4)(4) = 2YA , (458)
γ(A)(3)(4) = 2ZA , γ(A)(4)(3) = 2ZA , (459)
γ(4)(3)(3) = 4Ω , γ(3)(4)(4) = 4Ω , (460)
γ(3)(4)(A) = 2VA . (461)
Due to the antisymmetry in the first two indices we can write e
µ
(a) ;κ = −γ
µ
(a) κ.
For the Weyl-tensor we note the relations
W(a)(b)(c)(d) = e
µ
(a)e
ν
(b)e
σ
(c)e
τ
(d)Wµνστ (462)
and
D(a)W(b)(c)(d)(f) = D(a)
(
W(b)(c)(d)(f)
)− γ(g)(b)(a)W (g)(c)(d)(f)
−γ(g)(c)(a)W (g)(b) (d)(f) − γ(g)(d)(a)W
(g)
(b)(c) (f) − γ(g)(f)(a)W
(g)
(b)(c)(d) . (463)
Glossary
E4nl3 (α) inhomogeneities in the (commuted) Bianchi
equations, 25
J (X,W ) error-term arising in the context of commuta-
tion with a vectorfield X , 22
KXYZ1 [W ], KXYZ2 [W ] spacetime terms in the main-energy identity
(60), 20
L 2L = − (2− p) e3+qe4 (L = ∂r in Schwarzschild
in (t⋆, r)-coords), 99
N N = T +Y , everywhere timelike vectorfield, co-
incides with T away from the horizon, 45
Nout
(
S2τ,r
)
outgoing null-hypersurface emanating from
S2τ,r, 14
Pi boundary-admissible decay matrix, 37
R r = R is a fixed timelike hypersurface close to
null-infinity (R is large) , 14
T 2T = pe3 + qe4 ultimately Killing field, 16
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T⊥ 2T⊥ = −pe3 + qe4, vectorfield (non-degenerate
derivative in integrated decay estimate for ρ and
σ), 38
Y redshift vectorfield (and, unfortunately, a null
component of the Ricci-rotation-coefficients,
cf. the appendix. Since we work in a gauge
where Y = 0, no confusion can arise.), 45
Σt⋆ slices of constant t
⋆, 14
Dkλ [R] (τ1, τ2) λ-weighted energy on the Ricci-coefficients, 19
Dn [R] (τ1, τ2) norm on the Ricci-coefficients, 17
R, Rmain collective notation for Ricci-Rotation coeffi-
cients, cf. also the appendix, 16
E
n
P [W ]
(
Σ˜τ
)
weighted curvature energy, weight encoded in
decay matrix P , 36
I
n
P˜ [W ] (U) weighted spacetime curvature energy, weight en-
coded in decay matrix P˜ , 36
P˜i bulk-associated decay matrix, 37
Σ˜t⋆ slices of constant t
⋆ for r ≤ R with null hyper-
surfaces Nout
(
S2τ,R
)
attached, 15
L̂X modified Lie-derivative to make L̂XW traceless,
21
kχ,k
+
χ , k
−
χ functions of r, 13
p 3-component of the ultimately Killing field
T , vanishing on the horizon, equal to k−χ in
Schwarzschild, 16
q 4-component of the ultimately Killing field T ,
equal to 1 on the horizon, equal to
k+χ
kχ
in
Schwarzschild, 16
rY r = rY is a fixed timelike hypersurface close to
the horizon (see Lemma 6.3) , 15
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