Introduction
The solution of combinatorial problems using DNA molecules in aqueous solution was begun by Leonard Adleman with the report, in the journal Science 1 , of his laboratory solution of an instance of the Hamiltonian path problem. Several scienti c and computing magazines have now featured expository articles on the resulting birth of DNA computing. Surely the best of these introductions is Adleman's own recent recounting, for Scienti c American 2 , of the work he reported in 1 . In the present article we introduce DNA computing again, but in a manner that we hope is completely fresh. Solutions that use circular double stranded DNA molecules are suggested for several familiar algorithmic problems. Laboratory investigations of the procedures presented here are in progress at Binghamton University and at the Center for Natural Computing at Leiden University.
This article arose from a reading of the paper of Q.Ouyang, P.D.Kaplan, S.Liu and A.Libchaber 14 in which the authors reported their laboratory solution of an instance of the maximal clique problem. The rst procedure suggested here is a variant of their solution in which their initial step, the construction of the exponential number of all potential solutions, is replaced by initialization with one single circular molecular variety which is seen to be capable of providing representations of all solutions as the computation progresses. Once the possibility of initializing DNA computations with a single circular molecular variety became clear, the remaining procedures suggested here were easily conceived. The technique is likely to be applicable to additional algorithmic problems.
Only toy instances of algorithmic problems have thus far been solved using DNA chemistry 1 14 . However, we believe that investigations and experiments currently in progress at institutions in several nations are of fundamental scienti c signicance and that they will contribute positively to the science and technology of the future. One should read carefully the considerations given in 1 for the potential of DNA computing in speed, energy consumption, and information storage. Adleman rmly established the following statement with which he concluded his 1 abstract: \This experiment demonstrates the feasibility of carrying out computations at the molecular level". Researchers in biomolecular computing are currently exploring this feasible new world of computations and being invigorated by the fresh new visions of computation that it provides. An antidote for excessive euphoria is avail- 2 Naturally Occurring Plasmids DNA molecules occur in nature in both linear and circular form. In bacteria the main genome is usually a circular double stranded DNA molecule consisting of a few million base pairs (bps). In addition to this large circular DNA there may occur small circular double stranded DNA molecules each consisting of a few thousand base pairs (bps). These smaller circular molecules are called plasmids. Plasmids may carry adequate information encoded in their sequences to provide for their replication and for the transcription of their genetic information into RNA within the bacterium in which they occur. Genetic engineers use this property of plasmids to convert bacteria into factories for the production of macromolecules of DNA, RNA, or protein, as desired. They do this using a cut and paste technique. The cutting is done using restriction enzymes. These enzymes are precision tools that cut double stranded DNA molecules only at segments having speci c sequences called sites. The pasting is done with a general purpose ligase enzyme. Since these cut and paste operations are key steps in the procedures suggested here, we describe in detail a cut operation followed by a paste operation at the biomolecular level: If this molecule M is in an appropriate aqueous solution (bu er) and the restriction enzyme EcoRI is added, then the enzyme will nd this segment of the DNA molecule M and cut one strong bond in the top strand and one strong bond in the bottom strand of M in just such a way that the segment shown above will be dissociated as follows: If the restriction enzyme, EcoRI in this case, is removed from the solution and an enzyme called a ligase is added to the solution then the following can take place: At a moment at which the two sticky ends have formed temporary hydrogen bonds, the ligase will reconstruct the two strong bonds that were previously cut by EcoRI. Thus the original molecule M will be restored. We have now illustrated the operation CUT (with a restriction enzyme) and the operation PASTE (with a ligase). These two operations will be combined into one compound operation in the next section. It is this compound operation that is the basic computational operation for the procedures suggested here.
There are about 200 restriction enzymes commercially available at present. The sequential application of a set of several restriction enzymes acting at distinct nonoverlapping sites in circular DNA molecules is fundamental for the procedures suggested here.
The Delphic Plasmid, DEL
The fundamental data structure for the computational work suggested here is an arti cial plasmid DEL, which we call the Delphic Plasmid. This plasmid DEL is to be constructed such that, for a speci ed set of restriction enzymes fRE 1 ; RE 2 ; : : : ; RE n g, the plasmid contains a segment of the form : : : C 1 S 1 C 1 C 2 S 2 C 2 : : : C i S i C i : : : C (n?1) S (n?1) C (n?1) C n S n C n : : :
for which:
(1) The subsegments C 1 ; C 2 ; : : : ; C n are sites at which the enzymes RE 1 ; RE 2 ; : : : ; RE n , respectively, can cut the plasmid. Moreover, for each j, the two occurrences listed are the only occurrences of sites in DEL at which REj can cut DEL. Mnemonic:`C' is for Cut site.]
(2) The subsegments S 1 ; S 2 ; : : : ; S n are of xed length (perhaps 21 base pairs).
These subsegments will be called stations. Attention will be focused almost entirely on these stations. To allow more detailed analysis than will be discussed here, the sequence for each station may be chosen so that no other subsegment of DEL has the same base pair sequence. Mnemonic:`S' is for Station.] How many stations does the Delphic Plasmid have? As many as practicality allows. Preliminary testing is planned using a plasmid having six stations. This will allow a comparison with 14 . If results with six stations are encouraging then larger plasmids will be constructed and tested for use in computation. circular: submitted to World Scienti c on The key computational operation to be used on plasmids, starting with the Delphic Plasmid, will be a compound operation that will consist of the removal of one station, say S j , from a (circular) plasmid followed by the return of the resulting (linear) molecule to circular (plasmid) form. This will be a cut & paste process done as follows: (1) RE j is added to an aqueous solution containing the plasmid.
This cuts the plasmid into two linear pieces, a short piece and a long piece (each of which has the sticky ends determined by RE j ). The short piece is merely the station S j with a fragment of C j at each end. (2) RE j is removed from the aqueous solution (and also the short fragment, if convenient or if necessary). (3) A ligase is added to the (dilute) aqueous solution containing the long fragment. The ligase then circularizes the long linear molecule into a plasmid.
The net e ect of the compound operation just described on a plasmid of the sort we are concerned with here is to remove the station. In the case above, the net change in the plasmid operated on was that a new plasmid was produced that is identical with the original plasmid -except for the net omission of the station S j and the equivalent of one of the adjacent RE j sites C j . Thus in the case that S j has length 21 bps and RE j is EcoRI, the resulting plasmid is 21 + 6 = 27 bps shorter (i.e., less in circumference) than the initial plasmid. If each of the sites RE j has the same length, then each deletion operation will shorten the plasmid by precisely the same number of base pairs. (If enzymes having sites of di erent length are used then the plasmid should be constructed to include additional bases between each S j & C j so that all deletions have the same length.) Thus after an unknown number of deletion operations has been made, the exact number of deletions can be immediately calculated from the length of the resulting plasmid. This fact is absolutely fundamental for the method of computation suggested here.
For e cient communication and algorithm presentation we provide a notation that will allow us to avoid reference to enzymes, and require only minimal reference to DNA molecules. The compound biochemical deletion process described above will be expressed as follows: DELETE(Station-Name). Since the station deleted above was named S j , this speci c instance would now be expressed: DELETE(S j ). This DELETE operation is the central computational step, but two more operations play signi cant roles. There are standard laboratory techniques that allow DNA molecules to be separated into sets that have the same length as measured in bps. One of these is gel separation, but more e cient methods are expected in the future. Such separation procedures allow the selection from a mixture of DNA molecules of those molecules having lengths that satisfy speci able conditions. Such compound biochemical selection processes will be expressed here by focusing on the molecules that are discarded (or dropped). We express this process as follows: DROP(Condition-on-molecule-lengths). Thus the removal of all DNA molecules of length less than 50 bps from an aqueous solution is expressed as follows: DROP(length < 50). (In some of the procedures below optional DROP statements have been included and enclosed in braces.)
Our algorithms will frequently require that the contents of a single test tube be divided into a number of equal parts in di erent test tubes. The pattern of these statements is illustrated by: circular: submitted to World Scienti c on DIVIDE (3) 1: DELETE(S 1 ) 2: DELETE(S 2 ) 3: DELETE(S 3 ) UNITE The meaning here is that the content of one test tube is divided into three (always new) test tubes. In the rst test tube the operation to be performed (in this speci c case) is DELETE(S 1 ); in the second DELETE(S 2 ); and in the third DELETE(S 3 ). The contents of the three test tubes are then united into a single (always new) test tube. Steps 1,2,3 can be done in parallel or in any desired sequential order. FOR : : : END FOR statements will be used in the standard manner that is familiar from many common programming languages. A special feature of the computational scheme described here is that every algorithm starts from the same initialization: We always start with a single test tube containing copies of the Delphic Plasmid. Reasonable initializations might consist of a few microliters of water (bu er) containing some number of billions of the Delphic Plasmids. Our algorithmic representations will not consider such details. Thus by INITIALIZE we mean begin with one test tube containing an appropriate number of the Delphic Plasmids.
Independent Subsets and Vertex Covers for Undirected Graphs
Let G = (V; A) be an undirected graph, where V is a nite set of vertices and A is a subset of the set of all two element subsets of V . The elements of A will be called arcs. By an independent subset S for G we mean a subset of V for which, for each arc fp; qg in A, it is not the case that both p and q are in S. An independent subset S is a largest independent subset for G if no independent subset for G contains more elements than S contains. The problem of nding the number of elements in a largest independent subset for a graph G = (V; A) is known to be NP-complete Let G = (V; A) be as above. By a vertex cover for G we mean a subset S of V for which, for each p in V , either p is in S or there is an arc fp; qg in A for which q is in S. A vertex cover S is a smallest vertex cover for G if no vertex cover for G contains fewer elements than S contains. The problem of nding the number of elements in a smallest vertex cover for a graph G = (V; A) is known to be NP-complete Observe that each of the remaining DNA molecules encodes a smallest vertex cover for G. Thus the answer to the problem proposed is the number of missing stations of any one of these remaining DNA molecules. # circular: submitted to World Scienti c on 5 Partitions into Hamiltonian Subgraphs Let G = (V; E) be a directed graph where V is a nite set of n vertices and E is an irre exive binary relation on V . The elements of E will be called (directed) edges. Can V be partitioned into disjoint subsets V 1 ; V 2 ; : : : ; V k , for some positive integer k, such that, for each j, (1 j k), V j contains at least three vertices and the subgraph G j = (V j ; f(p; q) in E : p and q in V j g) contains a Hamiltonian circuit? This problem is known to be NP-complete 5 . The following procedure provides the correct`YES'/`NO' answer. If a uniform bound is placed on the degrees of the vertices occurring in the graphs to which the procedure is to be applied then the number of steps required is bounded linearly by the number of vertices. On the class of complete graphs the number of steps is cubic in the number of vertices. If in the original statement of the problem, each member of the partition is only required to contain at least two (instead of three) vertices then the problem is solvable in polynomial time 5 10 4 . If, from Procedure 3, one deletes the nal FOR loop, then the resulting procedure decides this simpler algorithmic problem. We nd it provocative that the procedure for solving the NP-complete problem di ers from the procedure for solving the polynomial time problem by only this rather trivial nal FOR loop.
Satis ability of Boolean Formulas
Let p 1 ; p 2 ; : : : ; p n be atomic propositional variables. A Boolean formula in these variables is a well formed expression constructed from the three operations^, _, : (i.e., AND, OR, and NOT, respectively) and the variables p 1 ; : : : ; p n . Thus the following three expressions are examples of such Boolean formulas:
(1) p 1^p2 (2) A classical algorithmic problem of central signi cance in both the theory and the history of NP completeness is the problem of deciding, for a given Boolean formula, whether there exists at least one setting of the truth values of the atomic propositional variables for which the formula evaluates to TRUE. This problem is called the satis ability problem and is known to be NP-complete 5 . The special case of satis ability in which only those Boolean formulas considered are those fsuch as (3) and (5) aboveg that are given as conjunctions (ANDs) of three term disjunctions (ORs) is called 3SAT 5 and is known to be NP-complete.
The following procedure provides the correct`YES'/`NO' answer for instances of 3SAT in a number of steps linearly bounded by the sum of the number of atomic propositional variables and the number of disjunctive triples that are conjoined.
Procedure 4. Let a conjunction of three term disjunctions be given. Let p 1 ; p 2 ; : : : ; p n be the pair-wise distinct atomic propositional variables that occur in the given formula. Let :p 1 ; :p 2 ; : : : ; :p n be their negations. With each of these 2n terms associate a station of DEL. For convenience let us redenote each p i and also its associated station by the positive integer i. Let us redenote each :p i and also its associated station by the negative integer ?i. We may use a letter j to denote either a positive or a negative integer and, in either case, ?j denotes the negation of j and ?(?j) and j have the same truth value. Throughout the computation, the presence in a DNA molecule of the station j (whether j is positive or negative) will mean that this molecule represents a truth assignment in which j has the value TRUE. Each (circular) DNA molecule will serve as an unordered list of truth values attributed to the 2n terms p 1 DROP(station count 6 = n).
Observe that any DNA molecule that may remain encodes the speci cation of the truth values for the atomic propositions that provides the value`TRUE' for the given proposition. Thus the answer to the question proposed is`YES' if DNA molecules having n stations remain, and`NO' otherwise. # In Procedures 1, 2, and 3 we were able to avoid beginning by constructing an exponential number of distinct molecules. We constructed molecules only as they were needed. In Procedure 4 we have not avoided the initial construction of the exponential number of molecules that represent \all possible solutions". Consequently this procedure has much in common with the suggestion of R.Lipton A procedure for determining the k-colorability of a graph (as de ned in 5 ) can be circular: submitted to World Scienti c on obtained by altering the DIVIDE(2) statement in Procedure 4 to an appropriate DIVIDE(k) statement and also altering the DIVIDE(3) statement to an appropriate DIVIDE(2) statement. Both k-SAT and k-colorability are known to be NPcomplete for k > 2 5 . Polynomial time algorithms are available in both cases when k = 2. The property of being bipartite is equivalent to 2-colorability.
