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a b s t r a c t
A generalized formulation for assembly line balancing problem (GALBP) is considered,
where several workplaces are associated with each workstation. Thus, all tasks assigned
to the sameworkstation have to be partitioned into blocks: each block regroups all tasks to
be performed at the same workplace. The product items visit all workplaces sequentially,
therefore, all blocks are proceeded in a sequential way. However, the tasks grouped into
the same block are executed simultaneously. As a consequence, the execution of a block
takes only the time of its longest task. This parallel execution modifies the manner to take
into account the cycle time constraint. Precedence and exclusion constraints also exist for
workstations and theirworkplaces. The objective is to assign all given tasks toworkstations
andworkplaces whileminimizing the line cost estimated as aweighted sum of the number
of workstations and workplaces. The goal of this article is to propose a stability measure
for feasible and optimal solutions of this problem with regard to possible variations of the
processing time of certain tasks. A heuristic procedure providing a compromise between
the objective function and the suggested stability measure is developed and evaluated on
benchmark data sets.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The design of a typical flow-oriented paced production line is considered. The line consists of a number of workstations
aligned serially along a conveyor belt. Identical product items are consequently launched down the line and processed
at every workstation in the order of their location. A workstation deals with only one product item at a time. The items
are transferred from their current workstation to the next one at the end of each time interval called line cycle time. All
workstations function simultaneously performing elementary tasks assigned to them. Tasks can be executed by a human
operator or using special automatic machines installed at workstations.
The design aim is to partition the given set of all elementary tasks into workstations while respecting existing
technological and economical constraints and optimizing one or several objectives. The set of tasks assigned to aworkstation
determines its load. The working time of a workstation on a product item must not be greater than the cycle time. A
workstation with the greatest working time is called themost loaded.
This optimization problem is one of the important issues of managing assembly lines. Its simple version, the simple
assembly line balancing problem or SALBP, takes into account only precedence and cycle time constraints where the sum of
tasks assigned to the sameworkstationmust be not greater than the cycle time.With regard to objectives employed, SALBPs
are commonly classified into three types [25,33]: minimize the total number of opened workstations for a fixed line cycle
time (SALBP-1);minimize theworking time on themost loadedworkstationwith a fixed number ofworkstations (SALBP-2);
and if neither the number of workstations nor line cycle time is fixed, maximize the line efficiency (SALBP-E). The latter
objective minimizes the number of opened workstations×working time on the most loaded one. It should be emphasized
that all these problems are known to beNP -hard [26, Chapter 2.2.1.5].
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In this paper, a generalization of SALBP-1 is considered. Namely, it is supposed that each workstation is equipped with
one or severalworkplaces (blocks) activated sequentially. At the same time, the tasks assigned to the sameworkplace (block)
are executed simultaneously. Therefore, the working time on a workstation is determined as the sum of the working time
of blocks belonging to this workstation, while the working time of a block is determined as the maximal processing time
among the tasks assigned to it. The goal is to minimize the number of used equipment (i.e. the total number of workstations
and workplaces). Several industrial examples of such lines can be found in [2,10,15–17] where blocks correspond to multi-
spindle heads and workstations to unit-built machines.
In SALBPs, all task processing times were considered deterministic. However, these times may vary during the line
lifecycle because of multiple factors, such as: operator skill, motivation and fatigue, changes in material composition of
product items, product and workstation characteristics, etc. To take into account the variability of processing times, the
followingmodels are often used in the literature: stochastic processing times [1,3,9,12,13,23,35] and fuzzy processing times [14,
20,34].
For stochastic models, task processing times are commonly assumed to be normally distributed independent random
variables with known means and variances. In this case, chance constraints can be introduced. These constraints assure
that the probability of the respect of the cycle time for each workstation will be greater than a pre-determined confidence
level that is usually equal to 0.95. In fuzzy models, task processing times are represented by fuzzy intervals with given
membership functions (possibility distributions) giving the grade of satisfaction of a decision maker. In that case, the
assignment of tasks to workstations is implemented with respect to an introduced fuzzy arithmetic.
However, it should be noted that the application of these two models in practice is a difficult task. Indeed, available
knowledge on input data is not always sufficient to deduct appropriate probability or possibility distribution functions for
task processing times, especially if the design of an assembly line is planed just for one time. More often, a decision maker
can only indicate a subset of tasks which processing times are subject to frequent variations. In such cases, another model
can be suggested, where the set of given tasks is divided into 2 subsets of constant and variable tasks. This approach was
used by Sotskov et al. [28] for SALBP-1. The authors studied the influence of variations of task processing times (VTPT) on
optimal solutions constructed for completely deterministic problem. The principal goal of this approach is to determine the
limit level of independent VTPT (named the stability radius) under which a solution remains optimal. The stability radius is
an appropriate measure of credibility of known solutions in presence of VTPT. If the stability radius is known, then will be
no need to reconstruct an optimal solution if the VTPT observed do not exceed it.
Note that similar approaches have been already studied for different types of combinatorial optimization problems,
where alongwith the stability radius, anothermeasure of sensitivity called sensitivity interval (the interval of one parameter
where the solution preserves its optimality) was investigated. In what follows, we present a short review of these
approaches.
Belgacem, Hifi et al. studied the sensitivity of an optimal solution for knapsack and sharing knapsack problems [4–7,
18,19] subject to perturbations of profits and weights of the problem. The authors proposed algorithms for calculating the
sensitivity intervals for these parameters or, as it was done in [19], while seeking an optimal solution, they adapted a branch
and bound technique for calculating this interval.
In [22,36], the authors studied different aspects of sensitivity for the salesman problem. In particular, they considered
the problem of seeking k best solutions under the condition that an optimal solution and its stability radius are known. A
polynomial algorithm for this problem was presented for k = 2, and it was proved that it isNP -hard for k > 2.
In [24], the authors considered the shortest path problem for the undirected graphs withm edges. They proved that the
sensitivity interval for the length of an edge can be calculated in O(m + k log k), where k is the number of edges of the
optimal path studied.
Bräsel et al. [8], Kravchenko et al. [21], Sotskov [27] and Sotskov et al. [29–32] study the stability radius of an optimal
solution in scheduling under job time uncertainty. Their works are applied on the large range of scheduling problems
essentially for job shop and open shop types. They presented the necessary and sufficient conditions for the existence of
the strictly positive stability radius as well as the formula of its calculation.
In this paper, we study the stability aspects for both feasible and optimal solutions for a generalized assembly line
balancing problem with workplaces of parallel tasks. The remainder of the paper is organized as follows. In Section 2,
basic definitions and properties are introduced. Sections 3–5 are devoted to the calculation of the stability radius for
feasible, quasi-feasible (see the definition in Section 2), and optimal solutions, respectively. A heuristic procedure to find
a compromise between the values of the objective function and the stability radius of a feasible solution is described in
Section 6. Experimental results carried out on industrial case benchmarks are analyzed in Section 6.3. Final remarks and
conclusions are given in Section 7.
2. Basic definitions and properties
2.1. Feasible, quasi-feasible and optimal solutions
All elementary tasks required to be performed constitute a given set V = {1, 2, . . . , n} associated with a vector
t = (t1, t2, . . . , tn) ∈ Rn+ of processing times, where tj is the processing time of task j ∈ V and R+ is the set of all positive
real numbers. In this paper, we consider that set V contains two types of tasks:
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• Uncertain tasks: their processing times can vary during the line life cycle. The set of such tasks is denoted byV .
• Constant tasks: their processing times remain the same during the line life cycle. Such tasks constitute set V \V .
Without loss of generality, we suppose thatV = {1, 2, . . . , n˜} and V \V = {n˜+ 1, n˜+ 2, . . . , n}, where 0 < n˜ ≤ n.
VTPT from set V can be represented by vector ξ = (ξ1, ξ2, . . . , ξn˜, 0, 0, . . . , 0) ∈ Rn, where ξj, j ∈ V , can be both positive
or negative. Thus, the vector of task processing times in a certain moment of the line life can be represented by perturbed
vector t∗ = (t1 + ξ1, t2 + ξ2, . . . , tn˜ + ξn˜, tn˜+1, . . . , tn).
Remark 1. In this study, it is supposed that t∗j = max{0, tj + ξj}, j ∈ V .
The set of tasks must be assigned to blocks and these blocks to workstations taking into account the following
restrictions:
• Capacity constraints are characterized by the line cycle time T0 and maximal number b0 of blocks per workstation.
• Exclusion constraints define the groups of tasks that cannot be assigned to the same workstation (block) because of their
technological incompatibility. These constraints are represented by family Ew (Eb) of pairs of V such that all elements of
the same pair e ∈ Ew (e ∈ Eb) cannot be assigned to the same workstation (block).
• Precedence constraints define non-strict partial order relations among tasks and are given by an acyclic direct graph
G = (V ,A). An arc (i, j) belongs to A iff task j is assigned to a block that does not precede the block where task i is
assigned. However, tasks i and j can be assigned to the same block.
Definition 1. An assignment of tasks V to blocks and of these blocks to workstations is called a feasible solution if no
capacity, exclusion, or precedence constraint is violated.
Hereafter, the set of feasible solutions for a given vector t ∈ Rn+ is denoted as SF (t), where each solution s is character-
ized by the following collection {{V11, V12, . . . , V1|B1|}, . . . , {V|W s|1, V|W s|2, . . . , V|W s|,|B|Ws ||}} of non-intersecting nonempty
subsets of V such that V =k∈W s l∈Bk Vkl. Here
• W s is the set of workstations,
• Bk, k ∈ W s, is the set of blocks of workstation k (|Bk| ≤ b0),
• Vkl, l ∈ Bk, k ∈ W s, is the set of tasks assigned to block l of workstation k.
Using the notations introduced, the capacity constraints can be expressed as follows:
tw(Vk) :=

l∈Bk
tb(Vkl) ≤ T0, k ∈ W s,
tb(Vkl) := max{tj : j ∈ Vkl},
where Vk =l∈Bk Vkl is the set of tasks assigned to workstation k, tw(Vk) is the working time of workstation k, tb(Vkl) is the
working time of block l of workstation k.
The objective function can be represented as follows:
Z(s, t) := C1|W s| + C2

k∈W s
|Bk| → min
s∈SF (t)
,
where C1 and C2 are the costs of one workstation and one block, respectively.
Definition 2. A feasible solution with the minimum value of Z(s, t) is called optimal solution. The set of optimal solutions
is denoted SO(t). Obviously, SO(t) ⊆ SF (t).
Definition 3. Solution s0 that respects the precedence and exclusion constraints, and has a workstation k ∈ W s0 such that
tw(Vk) > T0 is called quasi-feasible solution. The set of such solutions is denoted by SF (t).
2.2. Stability measure
Note that VTPT modify neither precedence nor exclusion constraints and do not change the number of workstations or
blocks. Nevertheless, the feasibility of a solution can be lost, if the working time on the most loaded workstation becomes
greater than T0 for a new perturbed vector t∗. An optimal solution s found for original vector t may lose its optimality for
some new perturbed vector t∗, if there is a solution s0 ∈ SF (t∗) such that Z(s0, t∗) < Z(s, t∗).
Note also that a quasi-feasible solution s0 that respects the precedence and exclusion constraints, and has a workstation
k ∈ W s0 such that tw(Vk) > T0 can become feasible and even optimal for a new perturbed vector t∗, if t∗w(Vk) ≤ T0 holds for
any k ∈ W s0 .
Because of aforementioned perturbations, we have to study the stability of feasible, quasi-feasible and optimal solutions
under VTPT. Correspondingly,R ∈ {F , F ,O}-stability radii are considered, whereF , F andO designate feasibility, quasi-
feasibility and optimality, respectively.
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In order to model VTPT, the Chebychev distance between two vectors t and t ′ from Rn+ is used:t − t ′ = max{|ti − t ′i | : i ∈ V }.
This induces the notion of ε-neighborhood of t over Rn+:
Ω(ε, t) = t ′ ∈ Ψ (t) : t − t ′ < ε , ε > 0,
where
Ψ (t) = {t ′ ∈ Rn+ : t ′j = tj, j ∈ V \V }.
Definition 4. Solution s ∈ SR(t) is calledR-stable if there exists an ε-neighborhoodΩ(ε, t) such that for any t ′ ∈ Ω(ε, t),
s remains in SR(t ′), i.e. s isR-stable if the following condition holds:
ΞR(s, t) = {ε > 0 : ∀t ′ ∈ Ω(ε, t) (s ∈ SR(t ′))} ≠ ∅.
Definition 5. R-stability radius ρR(s, t) of solution s ∈ SR(t) is defined as the least upper limit ofΞR(s, t), i.e.
ρR(s, t) = supΞR(s, t).
Remark 2. In this study, it is supposed that sup∅ = 0, max∅ = 0, inf∅ = +∞, min∅ = +∞.
The R-stability radius of solution s ∈ SR(t) can be considered as the maximal radius of an opened ball over (Rn+, ∥·∥)
with the center at point t such that s remains in SR(t ′)whatever a perturbed vector t ′ within this ball.
It can be seen that s is R-stable (not R-stable) iff ρR(s, t) > 0 (ρR(s, t) = 0); and ρO(s, t) ≤ ρF (s, t) holds for any
optimal solution s.
In forthcoming sections, the complexity of the calculation of R-stability radius is evaluated for feasible, quasi-feasible
and optimal solutions, respectively.
Hereafter the following property is used.
Property 1. For any solution s, the following is true:
∀ε > 0∀t ′ ∈ Ω(ε, t)∀k ∈ W s ∀l ∈Bk tb(Vkl)− ε < t ′b(Vkl) < tb(Vkl)+ ε .
Here W s = {k ∈ W s : Vk ≠ ∅},Vk = Vk ∩V ,Bk = {l ∈ Bk : Vkl ≠ ∅},Vkl = Vkl ∩V , t ′b(Vkl) = max{t ′j : j ∈ Vkl}.
In the next section, the behavior of feasible solutions under VTPT is examined.
3. Stability analysis for feasible solutions
Recall that solution s ∈ SF (t) can lose its feasibility for a new perturbed vector t∗ ∈ Rn+, i.e. s ∉ SF (t∗), only if the
working time on some workstation becomes greater than T0, i.e. there exist k ∈ W s such that t∗w(Vk) > T0.
For each s ∈ SF (t) and k ∈ W s, the following notations will be used:
• 1kl = tb(Vkl) − tb(Vkl), l ∈Bk, is the difference between the maximal processing time of all tasks assigned to l-th block
and the maximal processing time of its uncertain tasks,
• Bk0 = {l ∈Bk : 1kl = 0} is the set of blocks where1kl = 0, i.e. the maximal task processing time belongs to an uncertain
task,
• Bk> = {l ∈Bk : 1kl > 0} is the set of blocks where1kl > 0, i.e. the maximal task processing time belongs to a constant
task.
It is not difficult to see thatBk =Bk0 ∪Bk> ≠ ∅,Bk0 ∩Bk> = ∅.
An illustrative example is given in Fig. 1, where a block with four tasks is shown. Each task is represented by a horizontal
column which length corresponds to its processing time. Uncertain tasks are cross-hatched.
Lemma 1. If for s ∈ SF (t) there exists k ∈ W s so thatBk> ≠ ∅, then
∀l ∈Bk> ∀t ′ ∈ Ω(1kl, t) (t ′b(Vkl) = tb(Vkl)), (1)
∀l ∈Bk> ∀ε ≥ 1kl ∀t ′ ∈ Ω(ε, t) (t ′b(Vkl) ≤ tb(Vkl)+ ε −1kl). (2)
Proof. By definition
t ′b(Vkl) = max{t ′b(Vkl), tb(Vkl)},
and due to Property 1 we have
t ′b(Vkl) < tb(Vkl)+1kl = tb(Vkl), t ′ ∈ Ω(1kl, t),
t ′b(Vkl) < tb(Vkl)+ ε = tb(Vkl)+ ε −1kl, t ′ ∈ Ω(ε, t),
this implies the validity of (1) and (2). 
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Fig. 1. Block l of workstation k of solution s.
Theorem1 shows that theF -stability radius calculation can be reduced to a bilevel programming problem. The following
notation will be used:
In =
{1, . . . , n}, if n ∈ N,
∅, if n = 0.
Theorem 1. The F -stability radius of s ∈ SF (t) is calculated as follows:
ρF (s, t) = min
k∈W s ϕ(k), (3)
where
ϕ(k) = 1klj∗k +
T0 − tw(Vk)−Θ(j∗k)
|Bk0| + j∗k ,
j∗k = argmax{Θ(j) : Θ(j) ≤ T0 − tw(Vk), j ∈ {0} ∪ I|Bk>|},
Θ(j) = (|Bk0| + j)1klj −
i∈Ij
1kli ,
0 = 1kl0 ≤ · · · ≤ 1kl|Bk> | , li ∈Bk>, i ∈ I|Bk>|.
Proof. To simplify the further statement, the following notation is introduced: ρ and ϕ are the left-hand and the right-hand
sides of (3), respectively. Note that ϕ is a nonnegative finite number due to inclusion s ∈ SF (t) and the definition of j∗k that
also implies the following inequalities
|Bk0| + j∗k > 0, k ∈ W s. (4)
Remark that nondecreasing functionΘ(·) has a useful recursive representation:
Θ(j+ 1) = Θ(j)+ (|Bk0| + j)(1klj+1 −1klj), Θ(0) = 0, (5)
that will be used in the sequel.
To prove formula (3), we consequently show that inequalities ρ ≥ ϕ and ρ ≤ ϕ hold.
First let us prove that ρ ≥ ϕ. To do this, it is sufficient to check that
∀t ′ ∈ Ω(ϕ, t) (s ∈ SF (t ′)). (6)
If ϕ = 0, inequality ρ ≥ ϕ is evident. Therefore, hereafter it is supposed that ϕ > 0.
Following the definitions of ϕ(k), j∗k , and representation (5) ofΘ(·), it is not difficult to see that for each k ∈ W s we have
the following:
∀i ∈ Ij∗k (1kli ≤ ϕ(k)), (7)
∀i ∈ I|Bk>| \ Ij∗k (ϕ(k) < 1kli). (8)
Whence, in view of Property 1, Lemma 1, and (4), for any t ′ ∈ Ω(ϕ(k), t), k ∈ W s, we derive
t ′w(Vk) =

l∈Bk
t ′b(Vkl) =

l∈Bk\Bk
tb(Vkl)+

l∈Bk0
t ′b(Vkl)+

l∈Bk>
t ′b(Vkl)
≤

l∈Bk\Bk
tb(Vkl)+

l∈Bk0
(tb(Vkl)+ ϕ(k))+

i∈Ij∗k
(tb(Vkli)+ ϕ(k)−1kli)
+

i∈I|Bk> |\Ij∗k
tb(Vkli) = tw(Vk)+ ϕ(k)(|Bk0| + j∗k)−
i∈Ij∗k
1kli = T0.
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Hence, the following formula is proven:
∀k ∈ W s ∀t ′ ∈ Ω(ϕ(k), t) (t ′w(Vk) ≤ T0).
Therefore, taking into account the following obvious inequalities:
∀ε > 0 ∀k ∈ W s \ W s ∀t ′ ∈ Ω(ε, t) (t ′w(Vk) = tw(Vk) ≤ T0),
we conclude that
∀k ∈ W s ∀t ′ ∈ Ω(ϕ, t) (t ′w(Vk) ≤ T0)
and this implies (6).
Now let us show that ρ ≤ ϕ. The proof of the latter inequality is equivalent to the proof of the following formula:
∀ε > ϕ ∃t∗ ∈ Ω(ε, t) (s ∉ SF (t∗)). (9)
To prove formula (9), the definition of ϕ is used. By definition of ϕ there is k∗ ∈ W s such that ϕ = ϕ(k∗). Then, assuming
ε > ϕ, t∗ ∈ Ω(ε, t), where
t∗j =

tj + δ, if j ∈ Vk∗ ,
tj otherwise,
ϕ < δ < min{ε, ξ(k∗)},
ξ(k∗) = min
i∈I|Bk∗> |\Ij∗k∗
1k∗ li ,
and taking into account (4), (7) and (8), we obtain
t∗w(Vk∗) =

l∈Bk∗
t∗b (Vk∗ l) =

l∈Bk∗ \Bk∗
tb(Vk∗ l)+

l∈Bk∗0
t∗b (Vk∗ l)+

l∈Bk∗>
t∗b (Vk∗ l)
=

l∈Bk∗ \Bk∗
tb(Vk∗ l)+

l∈Bk∗0
(tb(Vk∗ l)+ δ)+

i∈Ij∗k∗
(tb(Vk∗ li)+ δ −1k∗ li)
+

i∈I|Bk∗> |\Ij∗k∗
tb(Vk∗ li) > tw(Vk∗)+ ϕ(k∗)(|Bk∗0| + j∗k∗)− 
i∈Ij∗k∗
1k∗ li = T0.
It follows that s ∉ SF (t∗), and therefore (9) holds. 
Theorem 1 implies
Corollary 1. Solution s ∈ SF (t) is not F -stable iff the following holds:
∃k ∈ W s (tw(Vk) = T0 andBk0 ≠ ∅). (10)
Proof (Sufficiency). Let k ∈ W s be a workstation that satisfies condition (10). Then, following the definition of j∗k , we obtain
j∗k = 0 and, as a consequence, ϕ(k) = 0. The latter, according to (3), implies that ρF (s, t) = 0 and therefore s is notF -stable.
Necessity. Assume the contrary. Let s be not F -stable, while
∀k ∈ W s (tw(Vk) < T0 ∨Bk0 = ∅) (11)
holds. Let us consider two possible cases for an arbitrary k ∈ W s.
Case 1. tw(Vk) = T0. Then, following (11),Bk0 = ∅ holds. This yields j∗k > 0 due to (4). Whence ϕ(k) > 0.
Case 2. tw(Vk) < T0. In this case, following (4), we conclude once again that ϕ(k) > 0.
Thus, summarizing these two cases, we have ρF (s, t) > 0 due to (3). This implies that s is F -stable and this is
contradictory with the initial assumption. 
Corollary 2. The F -stability radius of solution s ∈ SF (t) can be calculated in O(n+k∈W s |Bk>| log |Bk>|) time.
Proof. An algorithm to find ρF (s, t) is based on a sequential analysis of the workstations of solution s. Thus, for each block
l of current workstation k ∈ W s, the following characteristics are calculated: block time tb(Vkl) and 1kl, if l ∈ Bk (this
takesO(|Vkl|) computing time). In the case, where all blocks of current workstation k are examined and no uncertain task is
found, the next workstation is analyzed, otherwise ϕ(k) is calculated. To calculate ϕ(k), values 1kl, l ∈Bk>, are ordered in
the non-decreasing order (this takes O(|Bk>| log |Bk>|) computing time) and index j∗k is found at most in O(|Bk>|) time due
to representation (5) ofΘ(·). This sequence of computations is reasonable only in the case whereBk> ≠ ∅, ϕ(k) = T0−tw(Vk)|Bk0|
otherwise. This continues until either all workstations are analyzed or workstation k ∈ W s such that ϕ(k) = 0 is found.
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In the latter case ρF (s, t) = 0, otherwise ρF (s, t) = mink∈W s ϕ(k). Thus, in the worst case, where no ϕ(k), k ∈ W s, equal
to 0, and noBk>, k ∈ W s, is an empty set, this algorithm takes O(k∈W s l∈Bk |Vkl| +k∈W s(|Bk>| log |Bk>| + |Bk>|)) =
O(n+k∈W s |Bk>| log |Bk>|) time. 
Taking into account Corollaries 1 and 2, and representation (5), the general scheme of the F -stability radius calculation
is represented by Algorithm 1, where binary variable flag is used to control if a new iteration is needed.
It is easy to see that if the following conditions hold:
• only one task per block is authorized,
• number of blocks per workstation is not limited,
• there is no exclusion constraints,
• C2 = 0,
the considered line balancing problem is reduced to thewell-known SALBP-1. In this case,Bk> is an empty set, and therefore,
j∗k = 0 for each k ∈ W s. Moreover,Bk0 = Vk holds. Thus, Theorem 1 and Corollary 1 imply the results obtained in [28], i.e.
Corollaries 3 and 4:
Corollary 3. The F -stability radius of solution s ∈ SF (t) for SALBP-1 is calculated as follows:
ρF (s, t) = min
k∈W s
T0 − tw(Vk)
|Vk| .
Corollary 4. Solution s ∈ SF (t) of SALBP-1 is not F -stable iff there exists k ∈ W such that T0 = tw(Vk).
Algorithm 1: F -stability radius calculation
1 flag ← true /* While s is F -stable */
2 foreach k ∈ W s do
3 if tw(Vk) = T0 andBk0 ≠ ∅ then
4 ρF (s, t)← 0, flag ← false /* s is not F -stable */
5 break /* Forcibly terminate loop foreach */
6 else ifBk> = ∅ then
7 ϕ(k)← T0−tw(Vk)|Bk0|
8 else
9 Sort∆kl, l ∈Bk>: 0 = ∆kl0 < ∆kl1 ≤ . . . ≤ ∆kl|Bk> |
10 j ← 0, ϕ(k)← 0,Θ ← 0
11 while j < |Bk>| do
12 ifΘ + (|Bk0| + j)(∆klj+1 −∆klj) ≤ T0 − tw(Vk) then
13 Θ ← Θ + (|Bk0| + j)(∆klj+1 −∆klj), ϕ(k)← ∆klj+1 , j ← j+ 1
14 else
15 break /* Forcibly terminate loop while */
16 ϕ(k)← ϕ(k)+ T0−tw(Vk)−Θ|Bk0|+j
17 if flag = true then
18 ρF (s, t)← min{ϕ(k) : k ∈ W s}
An example is used to illustrate the F -stability radius calculation.
Let V = {1, 2, . . . , 8},V = {1, 3, 5}, t = (0.5, 1, 0.75, 1, 1.5, 3.5, 1, 1), T0 = 5, b0 = 2, Ew = ∅, Eb = ∅. The precedence
constraints are represented by the acyclic directed graph shown in Fig. 2, where the uncertain tasks are dotted.
Let s be a feasible solution with two workstations and two blocks per workstation such that V s11 = {1, 2}, V s12 = {3, 4},
V s21 = {5, 6}, V s22 = {7, 8} (see Fig. 3).
It is easy to see that W s = {1, 2},B1 =B1> = {1, 2},B10 = ∅,B2 =B2> = {1},B20 = ∅ and tb(V s11) = 1, tb(V s12) = 1,
tb(V s21) = 3.5, tb(V s22) = 1. As a consequence, 111 = 0.5, 112 = 0.25, 121 = 2 and tw(V s1) = 2, tw(V s2) = 4.5. Therefore,
using Theorem 1, we obtain
ϕ(1) = 0.5+ 5− 2− 0.25
2
= 1.875, ϕ(2) = 2+ 5− 4.5− 0
1
= 2.5.
Thus, ρF (s, t) = 1.875.
In the next section, the F -stability radius for quasi-feasible solutions is evaluated.
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Fig. 2. Precedence constraints.
Fig. 3. A feasible solution.
Fig. 4. Block l of workstation k of solution s.
4. Stability analysis for quasi-feasible solutions
Recall that for any solution s ∈ SF (t) there existsworkstation k ∈ W s such that tw(Vk) > T0 holds. Despite of this, a quasi-
feasible solutionmay become a feasible one. This may occur if for a new perturbed vector t∗ ∈ Rn+, t∗w(Vk) ≤ T0 holds for any
k ∈ W s. However, if for a quasi-feasible solution, the cycle time constraint is violated for a workstation without uncertain
tasks, this solution always remains quasi-feasible. In the sequel, the set of workstations of solution s having working time
exceeding T0 is denoted by W s.
The following notations will be used for each s ∈ SF (t) and k ∈ W s:
• 1kl = tb(Vkl)− tb(Vkl \Vkl), l ∈Bk, is the difference between the maximal processing times calculated for uncertain and
constant tasks assigned to block l,
• Bk = {l ∈ Bk : 1kl > 0} is the set of blocks where 1kl > 0, i.e. the difference between the maximal processing times
calculated for uncertain and constant tasks assigned to block l is positive.
An illustrative example is given in Fig. 4, where a block with four tasks is shown. Each task is represented by a horizontal
column which length corresponds to its processing time. Uncertain tasks are cross-hatched.
Property 2. If for workstation k ∈ W s of solution s ∈ SF (t) inequalityBk \Bk ≠ ∅ holds, then
∀ε > 0 ∀t ′ ∈ Ω(ε, t) ∀l ∈Bk \Bk (t ′b(Vkl) ≥ tb(Vkl)).
Lemma 2. If for s ∈ SF (t) there exists k ∈ W s so thatBk ≠ ∅, then
∀l ∈Bk ∀ε > 0 ∀t ′ ∈ Ω(ε, t) (t ′b(Vkl) ≥ tb(Vkl)− 1kl), (12)
∀l ∈Bk ∀ε < 1kl ∀t ′ ∈ Ω(ε, t) (t ′b(Vkl) > tb(Vkl)− ε). (13)
Proof. By definition
t ′b(Vkl) = max{t ′b(Vkl), tb(Vkl \Vkl)}.
Therefore, taking into account obvious equalities
tb(Vkl) = tb(Vkl), l ∈Bk,
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and Property 1, we obtain
t ′b(Vkl) ≥ tb(Vkl \Vkl) = tb(Vkl)− 1kl = tb(Vkl)− 1kl, t ′ ∈ Ω(ε, t),
t ′b(Vkl) > tb(Vkl)− ε > tb(Vkl)− 1kl = tb(Vkl \Vkl), t ′ ∈ Ω(ε, t),
and this implies the validity of (12) and (13). 
Theorem 2. The F -stability radius of s ∈ SF (t) is calculated as follows:
ρF (s, t) = max
k∈W sϕ(k), (14)
where
ϕ(k) = 1klj∗k + tw(Vk)− T0 − Θ(j∗k)|Bk| − j∗k ,
j∗k = argmax{Θ(j) : Θ(j) ≤ tw(Vk)− T0, j ∈ {0} ∪ I|Bk|},Θ(j) = (|Bk| − j)1klj +
i∈Ij
1kli ,
0 = 1kl0 ≤ · · · ≤ 1kl|Bk | , li ∈Bk, i ∈ I|Bk|.
Proof. As in Theorem 1, supplementary notations are introduced:ρ andϕ are the left-hand and right-hand sides of (14),
respectively. It is easy to see thatϕ can be equal to+∞. This may occur if |Bk| = j∗k for some index k ∈ W s and means that
solution swill never become feasible. Otherwiseϕ is a positive finite number due to inclusion s ∈ SF (t) and the definition
of j∗k . Therefore, hereafter we suppose that
|Bk| − j∗k > 0, k ∈ W s. (15)
Remark also that non-decreasing function Θ(·) has a useful recursive representation:Θ(j+ 1) = Θ(j)+ (|Bk| − j)(1klj+1 − 1klj), Θ(0) = 0. (16)
To prove formula (14), we consequently show that inequalitiesρ ≥ϕ andρ ≤ϕ hold. First, let us prove thatρ ≥ϕ. To
do this, it is sufficient to check that
∀t ′ ∈ Ω(ϕ, t) (s ∈ SF (t ′)). (17)
Ifϕ = 0, inequalityρ ≥ϕ is evident. Therefore, hereafter it is supposed thatϕ > 0.
Following the definitions ofϕ(k), j∗k , and representation (16) of Θ(·), it is not difficult to see that for any k ∈ W s we have
∀i ∈ Ij∗k (1kli ≤ϕ(k)), (18)
∀i ∈ I|Bk| \ Ij∗k (ϕ(k) < 1kli), (19)
and there exists k∗ ∈ W s such thatϕ(k∗) =ϕ.
Whence, in view of Property 2, Lemma 2, and (15), for any t ′ ∈ Ω(ϕ, t)we derive
t ′w(Vk∗) =

l∈Bk∗
t ′b(Vk∗ l) =

l∈Bk∗ \Bk∗
tb(Vk∗ l)+

l∈Bk∗ \Bk∗
t ′b(Vk∗ l)+

l∈Bk∗
t ′b(Vk∗ l)
>

l∈Bk∗ \Bk∗
tb(Vk∗ l)+

l∈Bk∗ \Bk∗
tb(Vk∗ l)+

i∈Ij∗k∗
(tb(Vk∗ li)− 1k∗ li)
+

i∈I|Bk∗ |\Ij∗k∗
(tb(Vk∗ li)−ϕ(k∗)) = tw(Vk∗)− 
i∈Ij∗k∗
1k∗ li −ϕ(k∗)(|Bk∗ | − j∗k∗) = T0.
Hence, the following formula is proven
∃k∗ ∈ W s ∀t ′ ∈ Ω(ϕ, t) (t ′w(Vk∗) > T0),
this implies (17).
Now, let us show thatρ ≤ϕ. The proof of the latter inequality is equivalent to the proof of the following formula:
∀ε >ϕ ∃t∗ ∈ Ω(ε, t) (s ∈ SF (t∗)). (20)
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To prove formula (20), the definition ofϕ is used. By definition ofϕ for any k ∈ W s we haveϕ ≥ ϕ(k). Then, assuming
ε >ϕ, t∗ ∈ Ω(ε, t), where
t∗j =

tj − δ, if j ∈ Vkl, l ∈Bk, k ∈ W s,
tj otherwise,ϕ < δ < min{ε, ξ},
ξ = min
k∈W s mini∈I|Bk |\Ij∗k
1kli ,
and taking into account (15), (18) and (19), we obtain
t∗w(Vk) =

l∈Bk
t∗b (Vkl) =

l∈Bk\Bk
tb(Vkl)+

l∈Bk\Bk
tb(Vkl)+

l∈Bk
t∗b (Vkl)
=

l∈Bk\Bk
tb(Vkl)+

l∈Bk\Bk
tb(Vkl)+

i∈Ij∗k
(tb(Vkli)− 1kli)
+

i∈I|Bk |\Ij∗k
(tb(Vkli)− δ) > tw(Vk)−ϕ(k)(|Bk| − j∗k)−
i∈Ij∗k
1kli = T0, k ∈ W s.
Therefore, taking into account the following obvious inequalities t∗w(Vk) ≤ T0, k ∈ W s \ W s, we conclude that
∀ε >ϕ ∃t∗ ∈ Ω(ε, t) ∀k ∈ W s (t∗w(Vk) ≤ T0).
In other words, formula (20) holds. 
Theorem 2 implies Corollaries 5 and 6.
Corollary 5. Any quasi-feasible solution is F -stable.
Proof. Since for any s ∈ SF (t), inequalities tw(Vk) > T0, k ∈ W s, hold, then according to the definition of j∗k , equalityΘ(j∗k) = t∗w(Vk)− T0 is possible only for j∗k > 0. Therefore, following the definition ofϕ(k), we haveϕ(k) > 0, k ∈ W s, this
implies ρF (s, t) > 0 due to (14). 
Corollary 6. F -stability radius of solution s ∈ SF (t) can be calculated in O(n+k∈W s |Bk| log |Bk|) time.
Proof. An approach similar to that proposed for Corollary 2 is used. An algorithm to find ρF (s, t) is based on a sequential
analysis of the workstations of solution s. For each block l of current workstation k ∈ W s, block time tb(Vkl) is calculated as
well as 1kl if block l has uncertain tasks (this takes O(|Vkl|) computing time). If the cycle time constraint is respected for
workstation k, then the next workstation is analyzed, otherwiseϕ(k) is calculated. To do it, values 1kl, l ∈Bk, are ordered
in non-decreasing order (this takes O(|Bk| log |Bk|) computing time) and index j∗k is found at most in O(|Bk|) time due to
representation (16) of Θ(·). This algorithm is reasonable only in the case whereBk ≠ ∅, ϕ(k) = +∞ otherwise. This
continues until either all workstations are analyzed or workstation k ∈ W s such thatϕ(k) = +∞ is found. In the latter case
ρF (s, t) = +∞, otherwiseρF (s, t) = maxk∈W sϕ(k). Thus, in theworst case,where noϕ(k), k ∈ W s, equal to+∞ andnoBk,
k ∈ W s, is an empty set, this algorithm takesO(k∈W s l∈Bk |Vkl|+k∈W s(|Bk| log |Bk|+|Bk|)) = O(n+k∈W s |Bk| log |Bk|)
time. 
Taking into account Corollary 6 and representation (16), the general scheme of the F -stability radius calculation is given
by Algorithm 2, where binary variable flag is used to control if a new iteration is needed.
As in Section 3, it can be remarked that for SALBP-1 equalityBk = Vk holds for each k ∈ W s. Thus, Theorem 2 and
Corollary 5 imply the results obtained in [28], i.e. Corollaries 7 and 8:
Corollary 7. The F -stability radius of solution s ∈ SF (t) for SALBP-1 is calculated as follows:
ρF (s, t) = max
k∈W s maxj∈{0}∪I|Vk |
tw(Vk)− T0 −
i∈Ij
tli
|Vk| − j ,
where
0 = tl0 ≤ · · · ≤ tl|Vk | , li ∈ Vk, i ∈ I|Vk|.
Corollary 8. Any quasi-feasible solution of SALBP-1 is F -stable.
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Algorithm 2: F -stability radius calculation
1 flag ← true /* While s can become feasible */
2 foreach k ∈ W s do
3 ifBk = ∅ orBk = ∅ then
4 ρF (s, t)←+∞
5 flag ← false /* s cannot become feasible */
6 break /* Forcibly terminate loop foreach */
7 else
8 Sort 1kl, l ∈Bk: 0 = 1kl0 < 1kl1 ≤ . . . ≤ 1kl|Bk |
9 j ← 0,ϕ(k)← 0, Θ ← 0
10 while j < |Bk| do
11 if Θ + (|Bk| − j)(1klj+1 − 1klj) ≤ tw(Vk)− T0 then
12 Θ = Θ + (|Bk| − j)(1klj+1 − 1klj),ϕ(k)← 1klj+1 , j ← j+ 1
13 else
14 break /* Forcibly terminate loop while */
15 if j < |Bk| then
16 ϕ(k)←ϕ(k)+ tw(Vk)−T0−Θ|Bk|−j
17 else
18 ρF (s, t)←+∞
19 flag ← false /* s cannot become feasible */
20 break /* Forcibly terminate loop foreach */
21 if flag = true then
22 ρF (s, t)← max{ϕ(k) : k ∈ W s}
5. Stability analysis for optimal solutions
There are two principal cases where an optimal solution s can lose its optimality for a new perturbed vector t∗:
• s loses its feasibility (this case was studied in Section 3);
• s remains feasible, but there is a quasi-feasible solution s0 with Z(s0, t) < Z(s, t) such that s ∈ SF (t∗) (this case was
studied in Section 4).
Therefore, Theorems 1 and 2 imply
Theorem 3. O-stability radius ρO(s, t) of solution s ∈ SO(t) is calculated as follows:
ρO(s, t) = min

ρF (s, t), min
s′∈SF (t){ρF (s
′, t) : Z(s′, t) < Z(s, t)}

.
Nevertheless, the problem of findingO-stability radius ρO(s, t) remains difficult, since it is necessary to know the whole
set of quasi-feasible solutions with the value of the objective function smaller than this for solution s.
Corollaries 1 and 5 imply:
Corollary 9. Solution s ∈ SO(t) is not O-stable iff the following holds:
∃k ∈ W s (tw(Vk) = T0 andBk0 ≠ ∅). (21)
In the case of SALBP-1, Theorem 3 and Corollary 9 imply the results obtained in [28], i.e. Corollaries 10 and 11:
Corollary 10. O-stability radius ρO(s, t) of solution s ∈ SO(t) for SALBP-1 is calculated as follows:
ρO(s, t) = min

ρF (s, t), min
s′∈SF (t){ρF (s
′, t) : |W s′ | < |W s|}

.
Corollary 11. Solution s ∈ SO(t) of SALBP-1 is not O-stable iff there exists k ∈ W s such that T0 = tw(Vk).
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The proposed stability radius can be used as a measure of the solution robustness. Therefore, the initial mono-objective
problem can be reformulated as a multi-objective one, where solution cost is to minimize and at the same time the solution
robustness is to maximize. This problem is addressed in the next section.
6. Multi-objective optimization
6.1. General approach
Taking into account the stability measure suggested in this paper, the initial optimization problem becomes multi-
objective aiming to optimize the line cost and its robustness simultaneously. These two objectives are contradictory,
therefore, to evaluate the solutions obtained, the concept of Pareto-optimality [11] is used. A solution is called efficient or
non-dominated if no other solution having better values of both criteria exists. To formally present the set of non-dominated
solutions (NDS), the binary relation between any two feasible solutions s and s′ reflecting the Pareto dominant rule is
introduced as follows:
s ≻ s′ ⇐⇒ Z(s, t) ≤ Z(s′, t) and ρF (s, t) ≥ ρF (s′, t),
where strict inequality holds at least once. In the case where s ≻ s′ we say that s dominates s′ or s′ is dominated by s.
Thus,
NDS = {s ∈ SF (t) : @s′ ∈ SF (t) (s′ ≻ s)}.
To obtain set NDS is a non-polynomially solvable problem. In this paper, a multistage approximate algorithm is used
to construct an approximation ANDS of NDS. At each stage of this algorithm, a multi-start heuristic procedure H(ρ)
that constructs a feasible solution whose F -stability radius is greater than the current value of ρ is applied over Tmax time-
period. Among the solutions constructed at the current stage, those with the minimal cost are considered and the solution
with the greatest F -stability radius is chosen among them. The value of its F -stability radius becomes the current value
of ρ for the next stage. This continues until ρ < T0 − t˜max holds, where t˜max = max{tj : j ∈ V }. At the beginning of the
algorithm, ρ = −1.
Let S be the set of feasible solutions chosen at each stage of the algorithm. Then, the used approximation ANDS of
NDS can be expressed as follows:
ANDS = {s ∈ S : @s′ ∈ S (s′ ≻ s)}.
6.2. HeuristicH(ρ)
Given a current value ofρ, this heuristic constructs a feasible solution by assigning asmany tasks as possible to the current
block of the current workstation. At the beginning, a feasible solution contains only one workstation with one empty block.
The heuristic assigns tasks to this block until no task can be added because of the existing constraints. Then, a new empty
block (or a newworkstationwith one empty block) is opened and becomes current. This continues until all tasks are assigned
and a feasible solution is obtained.
Let k and l be respectively the current workstation and the current block of solution s. To choose an task to be assigned
to Vkl, the so-called Candidate List CL(k, l) of tasks is generated. It contains all tasks that can be assigned to block l of
workstation k. This list is built in the following way: the set of unassigned tasks is analyzed and task j is added to CL(k, l)
if all following conditions are satisfied:
• all predecessors of j have been already assigned,
• j is not linked by exclusion constraints with other tasks already assigned to the current block and to the current
workstation,
• assigning of j to the current block does not violate the cycle time constraint: tw(Vk \ Vkl)+ tb(Vkl ∪ {j}) ≤ T0,
• after assigning j to the current block, the following inequality must hold: ϕ(k) > ρ, if (Vk ∪ {j}) ∩V ≠ ∅.
The last condition assures that the feasible solution obtained will have F -stability radius greater than ρ.
If CL(k, l) = ∅, no more tasks can be assigned to the current block. A new block is opened (if l < b0) and CL(k, l + 1)
is built, otherwise a new workstation with one empty block is opened and CL(k+ 1, 1) is built. If CL(k, l) ≠ ∅, a task j is
randomly chosen from CL(k, l) and assigned to Vkl, then CL(k, l) is rebuilt.
6.3. Computational experiments
The suggested algorithm was developed in C++ and evaluated on 2 series of 20 benchmarks close to real industrial
problems. These benchmarks were generated taking into account real-life data of typical parts shapes manufactured in
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Table 1
Benchmark tests.
Series 1 Series 2
#V T0 OS #Eb #Em #V T0 OS #Eb #Em
1 68 5.15 43.6 940 734 99 7.05 41.3 2210 1576
2 71 5.5875 51 1029 749 111 4.0125 45.7 2656 2230
3 78 4.6125 38.7 1399 1026 94 6.1375 44.3 1754 1662
4 71 6.575 53 1127 694 122 5.0625 43.8 2879 2549
5 72 7.8975 42.1 926 1018 105 4.9 47.8 1918 2318
6 74 5.5375 49.8 1266 705 97 5.4375 45.9 2128 1610
7 71 4.5875 49.7 998 793 101 4.3 36.9 2117 1566
8 75 6.0125 47.1 1071 911 87 5.7625 32.9 1427 1364
9 75 7.8975 49.5 1098 1009 110 5.475 40.3 2379 2073
10 76 5.7 41.1 1259 923 113 4.375 45.9 2784 2281
11 81 4.275 42.8 1567 918 113 5.85 39.5 2492 2370
12 92 5.9 46.5 1787 1203 96 4.7125 49.5 1815 1431
13 71 4.8875 52.7 1131 786 116 4.375 47.3 2332 2707
14 65 2.9125 42.8 1043 574 121 5.075 44.7 2699 2339
15 46 3.925 40 465 302 111 5.1375 39.7 2402 2008
16 74 5.075 42 1089 912 98 5.075 35.8 2218 1602
17 74 5.2 45.8 1039 1142 114 4.9875 48.2 2408 2421
18 70 3.9375 38.6 990 909 99 5.975 44 1856 1653
19 69 3.85 44.5 939 767 119 4.625 44.5 2615 2706
20 64 6.1125 38.9 770 783 127 7.8975 40.7 4034 2245
Table 2
Results for Series 1.
10% 20% 30%
N Zav ρav Q N Zav ρav Q #S Zav ρav Q
1 8 27.25 3.17 20.34 12 29.21 2.51 26.08 3 26.67 1.35 19.07
2 7 31.21 2.74 14.86 13 33.58 2.30 18.17 5 31.10 1.38 14.49
3 2 47.00 2.25 5.81 5 47.70 2.03 15.80 13 49.50 1.95 19.82
4 7 27.00 4.25 6.03 9 29.00 3.45 25.75 3 26.50 1.52 25.73
5 7 35.00 4.12 17.58 5 34.70 2.50 22.20 4 34.13 1.29 16.40
6 3 35.50 1.51 140.97 7 36.43 1.63 82.42 10 38.10 1.63 95.61
7 7 27.43 2.10 18.40 4 26.50 1.30 11.88 8 27.00 1.17 19.84
8 4 25.75 3.31 13.68 8 27.44 2.48 18.65 12 28.71 2.12 12.71
9 8 42.25 3.96 48.16 3 41.00 1.54 48.42 4 41.25 1.52 71.79
10 7 37.64 3.33 25.72 13 39.50 2.95 46.94 7 36.50 1.32 38.45
11 5 44.70 2.01 18.42 11 45.77 1.48 16.19 11 45.64 1.22 39.21
12 7 44.36 3.89 53.32 16 46.81 2.81 20.42 26 49.62 2.34 42.24
13 2 36.50 1.16 85.17 4 37.50 1.27 92.99 6 38.50 1.25 53.89
14 2 36.00 1.52 12.50 6 38.00 1.27 19.58 13 40.35 1.26 16.04
15 5 28.70 2.46 22.50 5 29.00 1.56 20.36 7 30.00 1.47 51.42
16 3 42.50 2.01 18.00 6 43.50 1.47 27.93 5 43.80 1.45 19.77
17 4 41.13 1.15 96.90 7 42.50 1.19 43.72 9 42.89 1.12 444.01
18 3 41.50 1.42 11.04 8 42.81 1.11 144.58 9 43.50 1.05 57.82
19 4 30.00 1.12 44.15 6 30.58 1.05 127.30 8 31.56 1.02 62.15
20 5 21.80 2.68 30.94 6 22.25 2.11 21.08 12 23.25 1.78 94.90
transfer lines equipped with unit-built machines. Due to this, they represent relatively well real cases. The input data of
these benchmarks can be found at http://www.emse.fr/~gurevsky/GALBP.zip and are presented in Table 1, where
• # is the cardinality of the corresponding set,
• OS = 2|A||V |(|V |−1) · 100% is the order strength of the precedence constraints represented by graph G = (V ,A).
Series 2 in comparison with Series 1 is characterized by greater number of tasks and exclusion constraints. In addition, for
these two series the following input data was used: C1 = 1, C2 = 0.5, b0 = 4, Tmax = 25 s. The experiments were carried
out on Intel Celeron 550 (2 GHz, 1 GB RAM).
For each benchmark, nine tests were conducted with the percentage of uncertain tasks sequentially chosen from the
following set {10%, 20%, . . . , 90%}. Each new test was obtained from the previous keeping the same uncertain tasks and
generating 10% new ones.
Tables 2–7 show the results obtained with the suggested algorithm for Series 1 and 2, respectively. The following
notations are used:
• N is the number of found non-dominated solutions (i.e.N = #ANDS),
• Zav is the average value of the line cost forANDS;
• ρav is the average value of the F -stability radius forANDS,
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Table 3
Results for Series 1.
40% 50% 60%
N Zav ρav Q N Zav ρav Q N Zav ρav Q
1 7 27.79 1.36 21.96 11 29.27 1.35 30.61 13 29.31 1.23 12.36
2 8 31.50 1.24 57.60 14 33.25 1.33 25.86 14 34.00 1.38 22.34
3 9 48.94 1.44 16.10 12 49.79 1.28 14.59 16 50.91 1.24 23.48
4 6 27.50 1.53 31.06 6 27.58 1.47 30.43 9 28.39 1.54 29.28
5 5 34.70 1.27 30.61 7 35.29 1.25 22.77 10 36.00 1.16 25.04
6 15 39.67 1.63 82.43 21 40.60 1.65 167.47 22 41.50 1.58 75.77
7 7 26.50 1.04 37.60 10 27.65 1.14 32.31 11 28.18 1.09 32.31
8 6 27.00 1.62 8.89 9 27.22 1.57 9.00 12 27.92 1.40 19.14
9 4 41.88 1.70 33.03 9 42.83 1.57 89.83 9 43.33 1.64 24.47
10 10 37.70 1.48 18.18 12 38.58 1.40 23.31 14 39.25 1.40 21.06
11 13 46.96 1.20 27.09 11 47.86 1.19 19.95 14 47.82 1.02 33.77
12 31 51.68 2.25 31.38 40 53.85 2.23 78.31 19 47.76 1.31 30.17
13 8 39.50 1.23 47.38 12 40.79 1.19 72.91 16 42.38 1.24 61.42
14 18 42.11 1.20 23.65 21 42.88 1.02 28.91 22 45.20 1.01 23.45
15 11 32.00 1.52 45.64 13 33.00 1.41 49.67 21 34.90 1.40 41.95
16 10 44.40 1.28 36.25 12 45.04 1.25 35.40 14 46.29 1.28 32.32
17 13 44.00 1.15 51.53 15 45.07 1.16 32.46 18 45.81 1.12 28.29
18 15 44.53 0.96 60.58 18 45.42 0.92 42.47 22 47.11 0.95 53.50
19 10 32.20 1.05 134.33 18 34.53 1.07 371.72 19 35.29 1.03 171.61
20 14 23.75 1.86 60.13 13 25.19 2.02 101.44 16 25.41 1.93 94.77
Table 4
Results for Series 1.
70% 80% 90%
N Zav ρav Q N Zav ρav Q N Zav ρav Q
1 11 29.23 1.20 16.02 15 29.57 1.08 30.71 15 29.83 1.09 29.06
2 18 34.61 1.30 17.68 21 34.81 1.27 84.76 22 36.07 1.29 28.30
3 18 51.50 1.19 18.65 22 53.52 1.25 10.74 25 54.28 1.20 9.88
4 12 28.83 1.50 19.53 11 28.82 1.41 27.52 16 30.22 1.47 29.32
5 11 36.36 1.21 18.65 11 36.50 1.13 25.44 8 36.50 1.06 13.28
6 25 43.16 1.69 31.21 30 44.22 1.54 121.62 32 45.73 1.57 249.80
7 13 28.73 1.14 17.96 13 29.46 1.18 16.45 11 28.32 1.04 16.63
8 14 29.25 1.51 11.56 14 29.21 1.48 8.70 13 28.92 1.38 12.95
9 11 43.45 1.46 33.81 13 43.73 1.26 97.48 12 44.79 1.43 46.64
10 14 39.68 1.37 15.82 19 39.58 1.26 22.78 20 40.93 1.31 21.35
11 22 50.25 1.07 27.68 28 52.16 1.03 1856.39 33 53.81 1.04 19.23
12 22 48.80 1.31 43.07 26 50.12 1.35 20.39 25 49.88 1.26 32.84
13 22 42.89 1.14 54.37 21 44.00 1.16 45.26 18 44.50 1.16 48.91
14 26 46.10 0.99 22.65 31 47.58 0.95 22.14 34 48.75 0.89 19.83
15 19 36.00 1.38 52.67 17 35.18 1.26 49.86 21 35.14 1.13 36.89
16 18 46.83 1.23 19.00 24 48.25 1.18 16.80 22 48.70 1.19 14.89
17 21 47.67 1.22 21.66 22 47.70 1.12 50.87 31 48.58 1.10 624.87
18 26 48.42 0.97 38.43 29 49.26 0.91 57.88 28 50.71 0.93 42.47
19 17 35.47 1.03 192.54 14 35.36 0.99 192.54 15 35.50 0.98 192.54
20 19 25.53 1.94 94.41 19 27.05 2.02 94.77 15 25.13 1.45 92.04
• Q is a specific measure of the constructed front ANDS that analyzes the situation where the relative augmentation
of the F -stability radius is most important with respect to the relative augmentation of the line cost between any two
neighbor solutions ofANDS. In other words,
Q = max
i∈IN−1

ρF (si+1, t)− ρF (si, t)
ρF (si, t)

Z(si+1, t)− Z(si, t)
Z(si, t)

,
under the condition that non-dominated solutionsANDS = {s1, s2, . . . , sN } are sorted in increasing order with regard
to their values of the line cost (or the F -stability radius). In some respect, the value ofQ characterizes the quality of the
compromise provided by solutions ofANDS.
Analyzing the results obtained, it can be concluded that the algorithmsuggestedhas provided in average a greater number
of non-dominated solutions for Series 2 than for Series 1 with respect to the percentage of uncertain tasks (see Fig. 5).
However, the opposite conclusion can be made for the average value of ρav (see Fig. 6). It can be explained by the fact that
increasing the number of tasks and constraints leads to increasing the number of feasible solutions constructed in each
stage of the algorithm. As a consequence, following the logic of the proposed approach, this implies the augmentation of
the distribution density of solutions in ANDS. An illustrative example is given in Fig. 7, where two fronts with the same
percentage of uncertain tasks and the same number of non-dominated solutions for Series 1 and 2 are shown.
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Table 5
Results for Series 2.
10% 20% 30%
N Zav ρav Q N Zav ρav Q #S Zav ρav Q
1 4 42.00 5.08 13.70 13 44.65 3.82 27.22 21 46.07 3.33 19.06
2 4 62.88 1.29 63.12 9 64.50 1.08 25.04 17 66.79 0.99 61.00
3 5 49.00 2.27 50.38 9 50.17 2.22 35.23 12 50.75 2.03 26.75
4 6 57.50 1.59 129.55 8 57.25 0.90 826.07 14 58.82 1.03 74.65
5 5 48.30 1.68 50.07 11 48.77 1.43 291.70 11 49.32 1.15 29.72
6 7 48.71 1.28 74.35 13 50.23 1.36 41.88 15 51.53 1.38 71.91
7 8 42.69 1.71 54.35 10 43.30 1.06 61.64 13 44.58 0.95 71.73
8 3 45.50 2.76 7.86 3 46.00 2.53 17.50 13 48.69 2.42 16.29
9 6 36.75 3.52 29.24 4 35.63 1.44 50.65 5 36.40 1.51 39.70
10 6 63.75 1.50 46.04 9 64.94 1.27 43.39 13 66.08 1.12 52.16
11 4 35.38 1.18 145.01 8 36.81 1.38 92.11 11 37.50 1.30 44.29
12 3 33.50 0.96 121.28 5 33.90 1.13 374.57 9 35.00 1.07 111.54
13 11 48.64 2.43 529.05 9 47.11 1.14 32.72 7 48.07 1.22 30.91
14 5 43.80 1.35 195.40 8 45.13 1.24 36.27 13 45.85 1.05 49.56
15 3 36.00 0.76 246.17 6 37.42 1.21 79.48 13 39.04 1.20 383.44
16 5 45.00 2.93 15.41 5 45.00 1.48 51.21 11 46.50 1.35 38.29
17 9 50.72 3.02 263.52 1 48.50 2.10 0.00 8 50.44 1.56 74.23
18 3 38.00 2.12 42.27 8 39.50 1.83 47.31 13 40.81 1.68 56.87
19 5 41.70 1.35 41.18 9 42.94 1.21 45.96 15 44.27 1.04 24.48
20 2 62.50 0.60 86.36 2 62.50 0.64 58.47 2 62.50 0.55 145.92
Table 6
Results for Series 2.
40% 50% 60%
N Zav ρav Q N Zav ρav Q N Zav ρav Q
1 16 44.94 2.73 10.55 23 46.67 2.52 9.52 12 43.71 1.60 38.40
2 27 68.78 0.96 75.74 29 70.07 0.92 53.75 32 72.70 0.90 55.31
3 16 51.88 2.11 22.22 25 55.36 2.10 27.10 15 52.37 1.46 23.46
4 16 61.25 1.16 66.29 23 61.67 1.10 263.00 25 63.78 1.14 48.33
5 15 50.50 1.14 568.28 17 51.26 1.12 322.58 24 52.48 1.03 34.36
6 19 52.42 1.15 58.32 22 52.43 1.03 736.17 24 54.42 1.14 48.88
7 19 46.16 0.91 157.69 22 47.59 0.93 68.32 25 47.76 0.82 42.14
8 18 50.75 2.28 26.76 26 54.17 2.23 24.76 14 49.00 1.36 83.44
9 12 37.92 1.40 23.77 14 38.96 1.38 54.90 17 39.53 1.35 54.90
10 18 66.97 1.02 79.45 25 69.94 1.05 108.55 32 71.56 1.00 57.13
11 10 38.25 1.34 102.55 13 39.35 1.35 28.21 15 39.13 1.18 197.48
12 13 36.23 0.99 309.72 13 36.77 0.99 148.97 17 37.65 0.96 93.43
13 15 49.13 1.01 83.65 16 49.50 0.98 52.29 20 51.15 0.93 167.56
14 13 46.65 1.05 95.99 17 47.41 0.96 125.24 23 48.67 0.91 161.70
15 14 39.75 1.22 35.38 15 42.07 1.31 29.38 20 41.78 1.12 177.42
16 16 47.84 1.22 32.24 18 48.44 1.17 36.27 17 48.41 1.08 34.41
17 16 53.31 1.62 19.67 15 54.70 1.61 34.84 30 56.72 1.47 606.51
18 12 40.38 1.30 24.43 14 40.79 1.30 30.97 15 41.40 1.26 31.11
19 17 45.94 1.07 30.46 16 45.84 1.01 31.01 25 47.28 1.02 30.07
20 4 62.75 0.63 154.98 4 62.88 0.61 234.76 3 63.00 0.61 195.25
Fig. 5. Average value ofN with respect to the percentage of uncertain tasks.
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Table 7
Results for Series 2.
70% 80% 90%
N Zav ρav Q N Zav ρav Q N Zav ρav Q
1 17 44.53 1.65 24.22 17 45.18 1.62 22.44 20 45.85 1.60 26.35
2 37 74.53 0.92 78.25 47 77.41 0.91 44.24 46 79.33 0.92 40.36
3 19 52.89 1.39 32.02 25 54.84 1.38 60.01 25 55.42 1.33 38.20
4 28 63.18 0.98 165.45 32 65.08 1.03 1094.33 41 67.26 1.04 294.15
5 23 53.87 1.07 40.21 25 54.14 1.01 49.18 32 55.97 1.04 37.45
6 29 55.41 1.13 52.42 30 56.50 1.14 47.00 30 56.35 1.15 71.53
7 30 49.50 0.94 183.32 31 49.29 0.87 147.55 34 51.28 0.93 147.71
8 16 49.31 1.28 67.31 19 50.42 1.31 45.17 21 52.02 1.38 44.74
9 19 40.50 1.35 54.90 19 39.95 1.33 54.90 17 41.18 1.39 54.90
10 38 74.07 1.04 68.07 42 73.92 0.98 69.89 42 75.99 1.01 75.73
11 23 40.78 1.20 58.82 19 40.87 1.18 93.23 22 41.75 1.18 41.62
12 19 39.03 1.03 100.58 26 39.90 1.03 39.90 22 39.18 0.95 176.77
13 21 52.40 0.92 48.32 21 53.40 1.00 24.50 29 52.95 0.86 156.31
14 24 50.69 1.07 46.24 32 51.95 1.03 128.34 33 51.89 1.03 165.25
15 22 42.77 1.14 70.56 22 43.52 1.18 111.08 27 43.50 1.11 213.10
16 22 49.80 1.09 41.78 27 51.44 1.17 28.49 28 52.14 1.13 61.46
17 28 57.91 1.47 44.05 31 59.55 1.45 91.69 41 61.01 1.41 101.16
18 19 42.03 1.31 33.51 17 42.38 1.25 37.84 20 43.48 1.30 29.99
19 21 47.24 0.99 38.67 25 48.18 0.99 34.55 23 48.04 1.02 24.07
20 5 63.30 0.65 97.78 6 63.67 0.58 132.86 6 63.67 0.61 97.68
Fig. 6. Average value of ρav with respect to the percentage of uncertain tasks.
Fig. 7. ANDS for Test 6 of Series 1 and for Test 5 of Series 2 with 90% of uncertain tasks.
The average value ofQ is 60.91 for Series 1 and 100.27 for Series 2. These rather great values of Q show the importance
of the location of alternative solutions.
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7. Conclusions
Production lines with workstations having sequential workplaces where tasks are executed in parallel were considered.
The line balancing problem for these lines was formulated and studied under variations of task processing times. Conditions
of stability and the algorithms to calculate the stability radii for feasible, quasi-feasible, and optimal solutions were
investigated. Polynomial time algorithms were suggested for the case of feasible and quasi-feasible solutions.
Note that the results obtained can be used for other line balancing problems having more simplified assumptions, for
example SALBP-1.
Taking into account the stability measure suggested in this paper, the initial optimization problem becomes multi-
objective aiming to optimize the line cost and its robustness simultaneously. Since these two objectives are contradictory,
the concept of Pareto-optimality was used. A multi-stage approximate algorithm to find an approximation of Pareto front
was developed and evaluated on benchmarks.
The results obtained offer a possibility for decision makers to include a robustness measure in their design process and
to evaluate line configurations not only in terms of their cost but also regarding their stability under small variations of task
processing times. The future work will concern the stability analysis for the design process for lines having different layouts
and technological constraints.
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