A computer program is described that derives the Flux and Concentration Control Coefficients for linear and branched metabolic pathways. The program prompts the user to enter a concise description of the metabolic pathway. From this description, the program constructs the appropriate equations in matrix form. The algorithm employed to obtain the symbolic determinants is described, and this algorithm also provides a convenient method for manual derivation of the Control Coefficients. The computer-based method will accommodate unlimited feed-forward and feed-backward loops and a maximum of two branches from each metabolite on the main pathway. The utility of the method is illustrated with a linear path with feed-forward and feed-backward loops, and with a substrate cycle as an example of a path with two branches.
INTRODUCTION
During the past two decades, a number of treatments have been developed to provide a quantitative treatment of metabolic control [1] [2] [3] [4] [5] [6] [7] . Deriving expressions for Control Coefficients and logarithmic gains requires obtaining the symbolic determinants of matrices that may be rather large. Barrett [8] has reported a matrix method, and Hofmeyr [9] and Sen [10] have reported graphical methods that simplify the process, but these methods remain laborious in the case of complex metabolic pathways.
The purpose of the present paper is to describe an algorithm that has been incorporated into a computer program for derivation of all Flux and Concentration Control Coefficients. This algorithm utilizes pointers to the non-zero elements of the matrix, and therefore takes full advantage of the fact that the matrix is usually rather sparse. Although the algorithm was developed for implementation in a computer program, it provides a relatively simple means for derivation of Control Coefficients manually.
pathway. A maximum of two branches can arise from and/or converge on each pathway in the present version of the program. As discussed below in a later section, this limit of two branches per metabolite can be extended easily to any finite number of branches per metabolite. The user is prompted to enter the number of metabolites on each branch. Regardless of whether or not there are branches in the pathway, the user is finally prompted to indicate the effect of each metabolite on each enzyme of the system. From this information, a matrix is constructed that arises from Sensitivity Theory as described by Cascante et al. [11, 12] . The Cascante treatment was chosen because it gives rise to the appropriate equations without assuming the Summation and Connectivity Theorems of the Metabolic Control Theory, yet these theorems are verified, based on the assumption that w ,= (v/)1(ae,1e,) = 1, which is an assumption inherent in Metabolic Control Theory [2] .
Construction Only a brief description of the driver portion of the program is given here. The user is prompted to reply as to whether or not there are branches that arise or converge on the main pathway.
If there are branches, the number of branches must be entered. The user is then prompted to indicate whether branches arise from or converge on each of the metabolites on the main Pathway A is equivalent to a pathway considered by Hofmeyr [9] except that pathway A specifies feed-forward activation and feedback inhibition. In accordance with the treatment by Cascante, the velocity of each step in pathway A is: If the pathway does not contain branches, matrices A and B are the transpose of the corresponding matrices described by Fell & Sauro [4] . Matrix C is the product of matrices A and B, and it is the identity matrix if r' = 1. the non-zero elements of matrix Q can be elements of the vector. Each term in the symbolic determinant must contain only one term from each column of matrix A, therefore each vector must contain each number only once.
The first element of the first vector is the first non-zero element of the first row of matrix Q, and this first element always serves as the pivot element of the vector. The subsequent elements of the first vector are the first non-zero elements ofthe corresponding row of matrix Q provided that the element is not a duplicate of a previous element. If any element is a duplicate of a previous element, that element is replaced by the next non-zero element of the corresponding row of matrix Q. If there is not another nonzero element on the row, the vector element is replaced by the first non-zero element on the row, and the previous vector element is replaced by the next non-zero element in the previous row. This procedure is continued until the vector is complete. Each subsequent vector must differ from the previous vectors. To assure this, the last element of the previous vector is replaced by next non-zero element of the last row of matrix Q. If there is not another non-zero element in the last row, or if the next non-zero element of the corresponding row of matrix Q is a duplicate of a previous element in the vector, the last element of the vector is replaced by the first non-zero element of the corresponding row of matrix Q and the preceding element of the vector is replaced by the next non-zero element of the corresponding row of matrix Q. This procedure is repeated until there are no further non-zero elements in the first row of matrix Q. After the terms have been obtained, it is necessary to assign the correct sign to each term. This is accomplished by reference to the vectors and to the elements of matrix A to which the elements of the vector point. Firstly, the number of deviations from sequence in the vector are counted. For 301 additional dimensioned structure for each branch in which secondary branching occurs. The C programming language provides for dynamic memory allocation, so memory for the additional variables of type structure would be allocated only as needed.
Expansion of the present program to derive Control Coefficients for moiety-conserved cycles [19] requires an additional algorithm. Pathway C is an example of a rather complex moiety-conserved cycle: The symbolic determinant of matrix A can be obtained; however, the process can be expedited by employing an heuristic approach. With reference to pathway C, one can construct a matrix that is rather analogous to the connection matrix that has been used to develop an algorithm for the computer-based derivation of rate equations for steady-state enzymic reactions in accordance with the King-Altman treatment [14] . The matrix is constructed such that the rows refer to enzymes and the columns refer to metabolites. If a metabolite does not interact with the enzyme, the element in the row corresponding to the enzyme and in the column corresponding to the metabolite is zero. If the metabolite increases the rate of the reaction catalysed by the enzyme, the element is 1. If the metabolite inhibits the enzyme, the element is -1. The matrix corresponding to pathway C is: The numerator contains all of the [14] can be used with only minor modifications. The algorithm described here is applicable to the conserved cycles considered by Hofmeyr [9] and Cascante et al. [12] , but would have to be modified for more extensive cycles [15] . For (14) The constraint expressed in eqn. (13) 
