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Stochastic processes are probabilistic models of data streams such as speech, au-
dio and video signals, stock market prices, and measurements of physical phe-
nomena by digital sensors such as medical instruments, GPS receivers, or seismo-
graphs. A solid understanding of the mathematical basis of these models is essen-
tial for understanding phenomena and processing information in many branches
of science and engineering including physics, communications, signal processing,
automation, and structural dynamics.
These course notes introduce the theory of discrete-time multivariate stochastic
processes (i.e. sequences of random vectors) that is needed for estimation and
prediction. Students are assumed to have knowledge of basic probability and of
matrix algebra. The course starts with a succinct review of the theory of discrete
and continuous random variables and random vectors. Bayesian estimation of
linear functions of multivariate normal (Gaussian) random vectors is introduced.
There follows a presentation of random sequences, including discussions of con-
vergence, ergodicity, and power spectral density. State space models of linear
discrete-time dynamic systems are introduced, and their response to transient and
stationary random inputs is studied. The estimation problem for linear discrete-
time systems with normal (i.e. Gaussian) signals is introduced and the Kalman
filter algorithm is derived.
Additional course materials, including exercise problems and recorded lectures,
are available at the author’s home page http://www.tut.fi/~piche/stochastic
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1 Random Variables and Vectors
1.1 Discrete random variable
1.1.1 Specification
A discrete random variable X is a rv whose ensemble EX is a countable (that is,
finite or countably infinite) subset of R that does not contain limit points. Typ-
ical ensembles are Nn = {1,2, . . . ,n}, Zn = {0,1,2, . . . ,n− 1}, the integers Z,
the natural numbers N = {1,2, . . .}, the non-negative integers Z+ = N∪{0} =
{0,1,2, . . .}.
The probability law (or: probability distribution) of a discrete rv is specified by a
probability mass function (pmf) pX(x)=P(X = x), with pX(x)≥ 0 and∑x∈EX pX(x)=
1. (Recall that a sum’s value is invariant to summation order iff the series con-
verges absolutely.)
Degenerate distribution: If P(X = µ) = 1 for some µ then X is said to be equal to
µ almost surely, and we write X as= µ .
Bernoulli distribution: If EX = Z2 = {0,1} and pX(x) = θ x(1− θ)1−x then we
write X ∼ Bernoulli(θ). The parameter θ ∈ [0,1] is P(X = 1), the “chance of
success”.
Categorical distribution: If EX =Nn and pX(x)= θx then we write X ∼Categorical(θ)
or X ∼ Categorical(θ1, . . . ,θn). The parameters θ1,θ2, . . . ,θn are nonnegative and
sum to 1.
Poisson distribution: If EX =Z+ and pX(x)= 1x!λ
xe−λ then we write X ∼Poisson(λ ).
pX(x) is the probability that x events occur in a unit time interval; the parameter
λ > 0 is the “occurrence rate”. Here are stem plots of two Poisson pmf’s:
λ = 0.9
0 1 2 3 4 5 6 7 8 9 10
x
λ = 3
0 1 2 3 4 5 6 7 8 9 10
x
The cumulative distribution function (cdf) of a discrete rv is
fX(u) = P(X ≤ u) = ∑
x≤u
pX(x)
Properties:
• fX is piecewise constant, with jumps occurring at points of EX that have
positive pmf.
• fX(−∞) = 0
• fX(∞) = 1
1
• P(a< X ≤ b) = fX(b)− fX(a),
• u≤ v implies fX(u)≤ fX(v) (i.e. cdf’s are nondecreasing),
• limu→a+ fX(u) = fX(a) (i.e. cdf’s are continuous from the right).
Example 1.1. Here are plots of the pmf and cdf of X ∼Categorical(12 ,0, 12):
1 2 3
0
0.5
pX(x)
x
1 2 3
0
0.5
1
fX(x)
x 
Given a function g : EX → R, the transformed rv Y = g(X) has ensemble EY ⊇
g(EX) and pmf
pY (y) = ∑
{x∈EX : g(x)=y}
pX(x).
In particular, if Y = aX +b with a 6= 0 then pY (y) = pX(y−ba ) when y−ba ∈ EX , and
pY (y) = 0 otherwise.
1.1.2 Expectation
If ∑x∈EX |x|pX(x) converges, the expected value (or: mean, mean value, mathe-
matical expectation, first moment) of a discrete rv X is EX = ∑x∈EX xpX(x), also
denoted µX .
Example 1.2. For rv N with EN = N and pN(n) = 1n(n+1) , the mean
EN does not exist because the series ∑∞n=1 npN(n) diverges. 
Fundamental theorem of expectation: if Y = g(X) and EY exists then EY =∑x∈EX g(x)pX(x).
Example 1.3. Let X ∼Categorical(18 , 18 , 14 , 38 , 18) and let Y = g(X) with
x 1 2 3 4 5
g(x) −1 1 1 2 −1
Then EY ⊆ {−1,1,2} with pY (−1) = 14 , pY (1) = 38 , pY (2) = 38 , and
EY =−1 · 1
4
+1 · 3
8
+2 · 3
8
=
7
8
The fundamental theorem of expectation gives the same result, with-
out the need to find the pmf of Y :
EY = g(1) · 1
8
+g(2) · 1
8
+g(3) · 1
4
+g(4) · 3
8
+g(5) · 1
8
=
7
8

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Expectation is linear: if Y = g1(X) and Z = g2(X) and EY and EZ exist then
E(αY +βZ) = α(EY )+β (EZ)
For any set A ⊂ R, P(X ∈A ) = E1A (X), where 1A denotes the indicator func-
tion of the set:
1A (a) =
{
1 if a ∈A
0 otherwise
The kth moment of X is E(Xk) (if the expectation exists). The root mean square
(rms) value is denoted ‖X‖rms :=
√
EX2.
If E(X2) exists, then EX exists (because |x| ≤ 1+ x2), and the variance of X is
varX := E(X − µX)2, that is, the second moment of the centred rv X − µX . The
standard deviation of X is σX :=
√
varX .
Identities: varX = E(X2)−µ2X = ‖X−µX‖2rms.
Monotonicity of expectation: If P(g(X) ≤ h(X)) = 1 we say that g(X) ≤ h(X)
almost surely (or: with probability one). Then Eg(X) ≤ Eh(X) (provided the ex-
pectations exist). In particular, if X ≥ 0 almost surely then EX ≥ 0.
Expectation and variance of affine transformation: E(b+ aX) = b+ aEX and
var(b+aX) = a2 varX
The mean square error of a∈Rwith respect to a finite-variance rv X is mseX(a) :=
‖X−a‖2rms.
Variational characterisation of the mean: µX is the unique minimizer of mseX .
Proof. For any a ∈ R we have
mseX(a)−mseX(µX) = ‖X−a‖2rms−‖X−µX‖2rms
= E(X−a)2−E(X−µX)2 = (a−µX)2 ≥ 0
with equality only if a 6= µX . 
1.1.3 Inequalities
Markov’s inequality: if EX exists and ε > 0 then P(|X | ≥ ε)≤ E|X |ε .
Proof : let A = {x : |x| ≥ ε}. Then |x| ≥ |x| ·1A (x)≥ ε ·1A (x), and
so E|X | ≥ E(ε 1A (X)) = ε E(1A (X)) = ε P(|X | ≥ ε). 
Example 1.4. At most 1% of the population can possess more than
100 times the average wealth, because P(|X | ≥ 100E|X |)≤ 1100 . 
Chebyshev’s inequality: if E(X2) exists and ε > 0 then P(|X | ≥ ε)≤ ε−2‖X‖2rms.
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Corollary: if 0< α < 1 then α ≤ P(|X−EX |<
√
varX
1−α ), that is, the open interval
(EX−
√
varX
1−α , EX +
√
varX
1−α ) contains at least α of the probability.
It follows that if varX = 0 then P(X = EX) = 1 (denoted X as= EX).
A function g : Rn→ R is said to be convex if
g(λx+(1−λ )y)≤ λg(x)+(1−λ )g(y)
for all x,y ∈ Rn and all λ ∈ [0,1].
x y
Jensen’s inequality: if g : R → R is convex and X has finite expectation then
g(EX)≤ Eg(X).
Proof:
By mathematical induction, the inequality in the definition of convex-
ity can be extended to convex combinations of k points: if g is convex
and θ1, . . . ,θk are non-negative and sum to 1, then
g(θ1x1+ · · ·+θkxk)≤ θ1g(x1)+ · · ·θkg(xk)
for any x1, . . . ,xk. If X is a finite discrete rv with pmf pX(x1:k) = θ1:k,
then the above inequality can be written as g(EX) ≤ Eg(X). This
inequality also holds for any rv for which X and g(X) have finite
expectation.
Jensen’s inequality can also be derived using the fact that for any
convex function g and any point m, there exists a supporting line
h(x) = g(m)+b · (x−m) such that g(x)≥ h(x) for all x.
m x
h(x)
g(x)
In particular, using the supporting line at m = EX , we have
Eg(X)≥ Eh(X) = E(g(EX)+b · (X−EX)) = g(EX) 
Because the functions x 7→ |x| and x 7→ x2 are convex, then by Jensen’s inequality
we have |EX | ≤ E|X | and (EX)2≤ E(X2). The latter inequality can also be derived
using the fact that
0≤ var(X) = E(X2)− (EX)2
4
1.1.4 Characteristic function
The characteristic function of X is
φX(ζ ) = E(eıζX) = Ecos(ζX)+ ıEsin(ζX) (ζ ∈ R)
where ı denotes the imaginary unit, ı2 =−1.
Properties: φX(−ζ ) = φX(ζ ) and |φX(ζ )| ≤ φX(0) = 1.
Proof. 0 ≤ varcos(ζX) = Ecos2(ζX)− (Ecos(ζX))2 and similarly
for sin, so 1=E(cos2(ζX)+sin2(ζX))≥ (Ecos(ζX))2+(Esin(ζX))2 =
|φX(ζ )|2. 
The kth moment of X is related to the kth derivative of φX by
φ (k)X (0) = ı
kEXk
If X ∼ Bernoulli(θ), then φX(ζ ) = 1−θ +θeıζ , EX = θ , varX = θ(1−θ)
If X ∼ Poisson(λ ), then φX(ζ ) = eλ (eıζ−1), EX = λ , varX = λ
1.2 Two discrete random variables
1.2.1 Specification
A discrete bivariate random vector X =
[
X1
X2
]
has as ensemble the cartesian
product of two countable point sets, EX = EX1×EX2 . Its probability distribution is
specified by a (joint) pmf pX(x) = P(X = x) = P(X1 = x1, X2 = x2), with pX(x)≥
0 and ∑x∈EX pX(x) = 1.
Marginal rv: X1 is a rv with ensemble EX1 and pmf pX1(x1) = ∑x2∈EX2 pX(x), and
similarly for X2.
The rv’s X1 and X2 are (statistically) independent if pX(x) = pX1(x1)pX2(x2) for
all x ∈ EX .
The (joint) cdf is fX(u)=P(X ≤ u)=∑x≤u pX(x). Here≤ is applied elementwise,
i.e. x ≤ u means x1 ≤ u1 and x2 ≤ u2. fX is piecewise constant with rectangular
pieces, with jumps occurring on lines where EX1 or EX2 have positive pmf. Also,
fX(
[
u1
−∞
]
) = 0, fX(
[ −∞
u2
]
) = 0, fX(
[
∞
∞
]
) = 1,
fX1(u1) = fX(
[
u1
∞
]
), fX2(u2) = fX(
[
∞
u2
]
),
P(a< X ≤ b) = fX(b)− fX(
[
a1
b2
]
)− fX(
[
b1
a2
]
)+ fX(a),
5
u ≤ v implies fX(u) ≤ fX(v) (i.e. cdf’s are nondecreasing), and limu→a+ fX(u) =
fX(a) (i.e. cdf’s are continuous from the right). If X1,X2 are independent then
fX(u) = fX1(u1) fX2(u2).
The transformed rv Y = g(X), where g : EX → Rm, has ensemble EY ⊇ g1(EX)×
·· ·×gm(EX) and pmf
pY (y) = ∑
{x∈EX : g(x)=y}
pX(x)
In particular, if a is a nonsingular 2× 2 matrix and Y = aX + b, then pY (y) =
pX(a−1(y−b)) when a−1(y−b) ∈ EX , otherwise pY (y) = 0 .
Example 1.5. Let X1 and X2 be independent identically distributed
(iid) rv’s with ensemble Z, and Y = max(X1,X2). Then
pY (y) = pX1(y)pX2(y)+ ∑
x1<y
pX1(x1)pX2(y)+ ∑
x2<y
pX1(y)pX2(x2)
= (pX1(y))
2+2pX1(y) fX1(y−1) 
1.2.2 Conditional distribution
Conditional rv: if
[
Y
Z
]
is a bivariate rv and pZ(z)> 0, then Y |(Z = z) is a scalar
rv with ensemble EY and pmf
pY |Z(y |z) =
p[ Y
Z
](
[
y
z
]
)
pZ(z)
If g : EZ → EZ is invertible then
pY |g(Z)(y |w) = pY |Z(y |g−1(w))
If Y and Z are independent then pY |Z(y |z) = pY (y) and pZ |Y (z |y) = pZ(z).
Total probability theorem: pY (y) = ∑
z∈EZ
pY |Z(y |z)pZ(z)
Bayes’ law (theorem):
pY |Z(y |z) =
pZ |Y (z |y)pY (y)
pZ(z)
=
pZ |Y (z |y)pY (y)
∑
y∈EY
pZ |Y (z |y)pY (y)
In Bayesian statistics, pY is the prior (distribution), pZ |Y is the likelihood (distri-
bution), and pY |Z is the posterior (distribution). In a statistical inference problem,
the likelihood is a model of how an observable quantity Z depends on an unknown
6
parameter Y ; the prior and posterior describe your state of knowledge about Y be-
fore and after you observe Z. Then Bayes’ law is often written as
pY |Z(y |z) ∝ pZ |Y (z |y)pY (y)
with the proportionality constant is understood as being the normalisation factor
that makes the posterior a proper probability distribution over EY .
Example 1.6. Let Y be a sent bit and let Z be the received (decoded)
bit. The transmission channel is characterised by the numbers λ0|0,
λ0|1, λ1|0, λ1|1, which denote
λz |y := pZ |Y (z |y) = P(Z = z |Y = y) (y,z ∈ {0,1})
The two parameters λ1|0 and λ0|1, i.e. the probabilities of false de-
tection and missed detection, suffice to characterise the transmission
channel, because λ0|0+λ1|0 = 1 and λ0|1+λ1|1 = 1.
Suppose Y is a Bernoulli rv with parameter θ1, and let θ0 = 1− θ1.
Then the posterior probability of Y = y, given an observation Z = z,
is
θy |z := pY |Z(y |z)=
pZ |Y (z |y)pY (y)
∑
y∈{0,1}
pZ |Y (z |y)pY (y)
=
λz |yθy
λz |0θ0+λz |1θ1
. 
If Y and Z are independent then
pY+Z(s) = ∑
z∈EZ
pY (s− z)pZ(z)
which is a convolution when the points of EZ are equally spaced.
If Y and Z are independent then so are g1(Y ) and g2(Z) for any g1 : EY → R and
g2 : EZ → R.
1.2.3 Expectation
The expected value of a bivariate discrete rv X is the two-element vector
EX = ∑
x∈EX
xpX(x) =
[
EX1
EX2
]
and is also denoted µX .
Fundamental theorem of expectation: Eg(X) = ∑x∈EX g(x)pX(x).
For any set A ⊂ R2, P(X ∈A ) = E1A (X).
Expectation is linear: if Y = g1(X) and Z = g2(X) have the same dimensions and
EY and EZ exist then
E(αY +βZ) = α(EY )+β (EZ)
7
The correlation matrix1 of X is the 2×2 matrix
EXX ′ =
[
EX21 EX1X2
EX2X1 EX22
]
where the prime denotes transpose. The correlation matrix is symmetric nonneg-
ative definite.
The root-mean-square value of X is ‖X‖rms =
√
EX ′X . Note that ‖X‖2rms = trEXX ′=
‖X1‖2rms+‖X2‖2rms.
The rv’s X1 and X2 are orthogonal if EX1X2 = 0. If X1,X2 are orthogonal then
‖X1+X2‖2rms = ‖X1‖2rms+‖X2‖2rms (Pythagorean identity).
The covariance matrix of X is the 2×2 matrix
varX = E(X−µX)(X−µX)′ =
[
varX1 cov(X1,X2)
cov(X2,X1) varX2
]
where cov(X1,X2) = E((X1−µX1)(X2−µX2)). The covariance matrix is symmet-
ric nonnegative definite.
Identities: varX =EXX ′−µXµ ′X , cov(X1,X2)=EX1X2−µX1µX2 , and ‖X−µX‖2rms =
trvarX = varX1+ varX2.
The rv’s X1 and X2 are uncorrelated if cov(X1,X2) = 0. If X1, X2 are independent
then they are uncorrelated.
Example 1.7. This example illustrates that a pair of rv’s may be un-
correlated but not independent. Consider the bivariate rv X having the
pmf
pX(x) x2 =−1 x2 = 0 x2 = 1
x1 =−1 0 0.25 0
x1 = 0 0.25 0 0.25
x1 = 1 0 0.25 0
Then cov(X1,X2) = 0 but pX1(0)pX2(0) =
1
4 6= pX([0,0]′). 
Affine transformation: if a is an m×2 matrix and b ∈ Rm (with m ∈ {1,2}) then
E(b+aX) = b+aEX and var(b+aX) = a(varX)a′.
Consequently, var(X1+X2)= var([1, 1]X)= varX1+varX2+2cov(X1,X2). In par-
ticular, if X1, X2 are uncorrelated then var(X1+X2) = varX1+ varX2 (Bienayme´’s
identity).
Example 1.8. If X1,X2 are iid Bernoulli rv’s then E(X1 +X2) = 2θ
and var(X1+X2) = 2θ(1−θ). 
1 Some books use this term to mean the matrix of correlation coefficients ρi j =
cov(Xi,X j)
σXiσXj
.
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Principal components (or: discrete Karhunen-Loe`ve transform): Let varX = udu′
with d a nonnegative diagonal matrix and u an orthogonal matrix (eigenvalue
factorisation). Then Y = u′ (X − µX) has EY = 0, cov(Y1,Y2) = 0, and ‖Y‖rms =
‖X−µX‖rms.
The mean square error of a ∈ R2 with respect to a rv X that has finite varX1 and
varX2 is mseX(a) := ‖X−a‖2rms.
Variational characterisation of the mean: µX is the unique minimizer of mseX .
Proof. For any a ∈ R2,
mseX(a)−mseX(EX) = ‖X−a‖2rms−‖X−µX‖2rms
= E(X−a)′(X−a)−E(X−µX)′(X−µX)
= ‖a−µX‖2 ≥ 0
with equality only if a = µX .
1.2.4 Conditional expectation
Let
[
Y
Z
]
be a bivariate discrete rv. If pZ(z) > 0, the conditional expected value
of Y given Z = z is
E(Y |Z = z) = ∑
y∈EY
ypY |Z(y |z)
This is a function EZ→ R. The transformation of rv Z by this function is denoted
E(Y |Z). The law of total expectation (or: law of iterated expectations) is
EY = E(E(Y |Z))
where the outer E is a sum over EZ while the inner E is a sum over EY .
The transformation of Z by the function z 7→ var(Y |Z = z) is denoted var(Y |Z),
and the law of total variation is
varY = var(E(Y |Z))+E(var(Y |Z))
1.2.5 Inequalities
Cauchy-Schwartz inequality: |EX1X2| ≤ ‖X1‖rms · ‖X2‖rms
Proof. (EX21 )(EX
2
2 )− (EX1X2)2 = det(EXX ′)≥ 0. 
Triangle inequality: ‖X1+X2‖rms ≤ ‖X1‖rms+‖X2‖rms
Proof. ‖X1+X2‖2rms = E(X1+X2)2 = ‖X1‖2rms+2EX1X2+‖X2‖2rms ≤
‖X1‖2rms+2|EX1X2|+‖X2‖2rms≤‖X1‖2rms+2‖X1‖rms ·‖X2‖rms+‖X2‖2rms =
(‖X1‖rms+‖X2‖rms)2. 
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Thus 〈g1,g2〉= Eg1(X)g2(X) is an inner product and ‖g(X)‖rms is a norm on the
vector space of finite-variance rv’s EX → R.
Chebyshev inequality: if ‖X‖rms exists and ε > 0 then P(‖X‖ ≥ ε)≤ ‖X‖
2
rms
ε2 .
Corollary: if 0 < α < 1 then P(‖X −EX‖2 < trvarX1−α ) ≥ α , that is, the open disk
with centre at EX and radius
√
trvarX
1−α contains at least α of the probability.
If varX is singular (that is, if detvarX = varX1 · varX2− (cov(X1,X2))2 = 0) then
all the probability lies on a line in the plane (or, if varX = 0, at a point).
Proof. The set of a such that (varX)a = 0 is denoted null(varX). If
varX is singular, null(varX) is a line through the origin or, if varX = 0,
the entire plane. If a∈ null(varX) then ‖a′(X−EX)‖2rms = var(a′X)=
a′(varX)a = 0, and by Chebyshev’s inequality P(‖a′(X − EX)‖ ≥
ε) = 0 for any ε > 0, and so a′ (X − µX) as= 0. Thus, the probabil-
ity mass of X lies in a line through µX that is perpendicular to the
nullspace line (or, if varX = 0, entirely at µX ). 
Jensen’s inequality: if g : R2 → R is convex and X has finite expectation then
g(EX)≤ Eg(X).
Consequently, ‖EX‖ ≤ E‖X‖.
1.2.6 Characteristic function
The (joint) characteristic function of a bivariate rv X is
φX(ζ ) = Eexp(ıζ ′X) = Eexp(ıζ1X1+ ıζ2X2) (ζ ∈ R2)
Marginal cf:
φX1(ζ1) = φX(
[
ζ1
0
]
)
The moments of X are related to the partial derivatives φ (k1,k2)X =
∂ k1+k2φX
∂ζ k11 ∂ζ
k2
2
by the
formula
φ (k1,k2)X (0) = ı
k1+k2EXk11 X
k2
2
If X1 and X2 are independent then the cf of the sum is
φX1+X2(ζ ) = φX1(ζ )φX2(ζ )
Example 1.9. The sum of two independent Poisson rv’s is a Poisson
rv with rate parameter λ1+λ2, because
φX1+X2(ζ ) = e
λ1(eıζ−1)eλ2(e
ıζ−1) = e(λ1+λ2)(e
ıζ−1) 
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1.3 Discrete random vector
1.3.1 Specification
A discrete multivariate random variable (random vector) is a rv X whose ensem-
ble is the cartesian product of n countable point sets,
EX = EX1×·· ·×EXn =
n
∏
i=1
EXi
Its probability distribution is specified by a (joint) pmf pX(x) = P(X = x) =
P(X1 = x1, . . . ,Xn = xn), with pX(x)≥ 0 and ∑x∈EX pX(x) = 1.
Marginal rv: X1 is the scalar rv with ensemble EX1 and pmf
pX1(x1) = ∑
x2∈EX2
. . . ∑
xn∈EXn
p(x)
Similarly, the pmf Xi is obtained by “summing out” the n−1 other dimensions.
More generally, X1:k is the k-variate rv with ensemble ∏ki=1EXi and pmf
pX1:k(x1:k) = ∑
xk+1∈EXk+1
. . . ∑
xn∈EXn
pX(x)
The rv’s X1, . . . ,Xn are mutually independent if pX(x)= pX1(x1)pX2(x2) · · · pXn(xn)
for all x ∈ EX .
The m rv’s X1:k1, Xk1+1:k2, . . . , Xkm−1+1:n are mutually independent if
pX(x) = pX1:k1 (x1:k1)pXk1+1:k2 (xk1+1:k2) · · · pXkm−1+1:n(xkm−1+1:n)
for all x ∈ EX .
The (joint) cdf is fX(u) = P(X ≤ u) = ∑x≤u pX(x), where ≤ is applied element-
wise. fX is piecewise constant with “hyper-rectangular” pieces, with jumps occur-
ring on hyperplanes where the marginal ensembles EXi have positive pmf. Also,
lim
uk→−∞
fX(u) = 0, lim
u1→ ∞...
un→ ∞
fX(u) = 1, fX1:k(u1:k) = fX(
 u1:k∞...
∞
),
u ≤ v implies fX(u) ≤ fX(v) (i.e. cdf’s are nondecreasing), and limu→a+ fX(u) =
fX(a) (i.e. cdf’s are right-continuous). If X1:k1 , Xk1+1:k2 . . . , Xkm−1+1:n are mutually
independent then
fX(u) = fX1:k1 (u1:k1) fXk1+1:k2 (uk1+1:k2) · · · fXkm−1+1:n(ukm−1+1:n)
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The transformed rv Y = g(X), where g : EX → Rm, has ensemble EY ⊇ g1(EX)×
·· ·×gm(EX) and pmf
pY (y) = ∑
{x∈EX : g(x)=y}
pX(x)
In particular, if a is a nonsingular n× n matrix and Y = aX + b, then pY (y) =
pX(a−1(y−b)) when a−1(y−b) ∈ EX , otherwise pY (y) = 0 .
1.3.2 Conditional distribution
Conditional rv: if
[
Y
Z
]
is a partition of a multivariate rv and pZ(z) > 0, then
Y |(Z = z) is an rv with ensemble EY and pmf
pY |Z(y |z) =
p[ Y
Z
](
[
y
z
]
)
pZ(z)
If Y and Z are independent then pY |Z(y |z) = pY (y) and pZ |Y (z |y) = pZ(z).
Total probability theorem:
pY (y) = ∑
z∈EZ
pY |Z(y |z)pZ(z)
Bayes’ theorem (or: Bayes’ law) is
pY |Z(y |z) =
pZ |Y (z |y)pY (y)
pZ(z)
=
pZ |Y (z |y)pY (y)
∑y∈EY pZ |Y (z |y)pY (y)
Example 1.6 (continued from §1.2.2). Suppose the bit Y is transmitted
twice, and that the received bits Z1,Z2 are conditionally independent
given Y = y, that is,
pZ1:2 |Y (z1:2 |y) = pZ1 |Y (z1 |y)pZ2 |Y (z2 |y)
Assume also that the transmission channel model λzi |y is the same
for both received bits. Then the posterior probability pmf of Y , given
the observations Z1 = z1, Z2 = z2, can be computed recursively, one
observation at a time:
θy |z1 = pY |Z1(y |z1) ∝ pZ1 |Y (z1 |y)pY (y) = λz1 |yθy
θy |z1:2 = pY |Z1:2(y |z1:2) ∝ pZ2 |Y (z2 |y)pY |Z1(y |z1) = λz2 |yθy |z1 
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If Y and Z are independent and of the same size then
pY+Z(s) = ∑
z∈EZ
pY (s− z)pZ(z)
This sum is called a convolution when the points of EZ are equally spaced.
If Y and Z are independent then so are g1(Y ) and g2(Z) for any g1 : EY → Rn1
and g2 : EZ → Rn2 . More generally, if X1:k1, Xk1+1:k2, . . . , Xkm−1+1:n are mutually
independent then so are g1(X1:k1), g2(Xk1+1:k2), . . . ,gm(Xkm−1+1:n).
1.3.3 Expectation
The expected value of a discrete multivariate rv X is the n-element vector
EX = ∑
x∈EX
xpX(x) =
 EX1...
EXn

Fundamental theorem of expectation: Eg(X) = ∑x∈EX g(x)pX(x).
For any set A ⊂ Rn, P(X ∈A ) = E1A (X)
Expectation is linear: if Y = g1(X) and Z = g2(X) have the same dimensions and
EY and EZ exist then
E(αY +βZ) = α(EY )+β (EZ)
The correlation matrix of X is the n×n matrix
EXX ′ =

EX21 EX1X2 · · · EX1Xn
EX2X1 EX22 · · · EX2Xn
...
... . . .
...
EXnX1 EXnX2 · · · EX2n

The correlation matrix is symmetric nonnegative definite.
We denote ‖X‖2rms = EX ′X . Then ‖X‖2rms = trEXX ′ = ‖X1‖2rms+ · · ·+‖Xn‖2rms.
The rv’s Y = g1(X) and Z = g2(X) are orthogonal if they are the same size and
EY ′Z = 0. If Y,Z are orthogonal then ‖Y +Z‖2rms = ‖Y‖2rms+‖Z‖2rms (Pythagorean
identity).
The covariance matrix of X is the n×n matrix
varX = E(X−µX)(X−µX)′
=

varX1 cov(X1,X2) · · · cov(X1,Xn)
cov(X2,X1) varX2 · · · cov(X2,Xn)
...
... . . .
...
cov(Xn,X1) cov(Xn,X2) · · · varXn

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where cov(Xi,X j) = E(Xi−EXi)(X j−EX j). The covariance matrix is symmetric
nonnegative definite.
The cross covariance of Y = g1(X) and Z = g2(X) is the nY×nZ matrix cov(Y,Z)=
E((Y −µY )(Z−µZ)′). The rv’s Y and Z are uncorrelated if cov(Y,Z) = 0. If Y, Z
are independent then they are uncorrelated.
Identities: varX = EXX ′− µXµ ′X , cov(Y,Z) = (cov(Z,Y ))′ = EY Z′− µYµ ′Z , and
‖X−µX‖2rms = trvarX = varX1+ · · ·+ varXn.
Affine transformation: if a is an m× n matrix and b ∈ Rm then E(b+ aX) =
b+aEX and var(b+aX) = a(varX)a′.
Consequently,
var(X1+ · · ·+Xn) = var([1, · · · ,1]X) =
n
∑
i=1
(
varXi+2
n
∑
j=i+1
cov(Xi,X j)
)
In particular, if X1, · · · , Xn are uncorrelated (i.e. varX is a diagonal matrix) then
var(X1 + · · ·+Xn) = varX1 + · · ·varXn (Bienayme´’s identity). Similarly, if Y and
Z are the same size and are uncorrelated then var(Y +Z) = var(Y )+ var(Z).
Example 1.10. If X1, . . . ,Xn are iid Bernoulli rv’s then E(X1 + · · ·+
Xn) = nθ and var(X1+ · · ·+Xn) = nθ(1−θ). 
Principal components, discrete Karhunen-Loe`ve transform: Let varX = udu′ be
an eigenvalue factorisation. Then Y = u′(X − µX) has EY = 0, Y1, . . . ,Yn are un-
correlated, and ‖Y‖rms = ‖X−µX‖rms.
The mean square error of a ∈ Rn with respect to a rv X that has finite varX1,. . . ,
varXn is mseX(a) := ‖X−a‖2rms.
Variational characterisation of the mean: µX is the unique minimizer of mseX .
1.3.4 Conditional expectation
The statements of §1.2.4 hold with
[
Y
Z
]
denoting a multivariate discrete rv.
1.3.5 Inequalities
Cauchy-Schwartz inequality and Triangle inequality: if Y = g(X) and Z = h(X)
have the same dimensions then |EY ′Z| ≤ ‖Y‖rms ·‖Z‖rms and ‖Y +Z‖rms≤‖Y‖rms+
‖Z‖rms.
Proof: (EY ′Y )(EZ′Z)− (EY ′Z)2 = detE
[
Y ′
Z′
][
Y Z
]≥ 0
and ‖Y + Z‖2rms = E(Y + Z)′(Y + Z) = ‖Y‖2rms + 2EY ′Z + ‖Z‖2rms ≤
‖Y‖2rms+2‖Y‖rms‖Z‖rms+‖Z‖2rms = (‖Y‖rms+‖Z‖rms)2. 
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Consequently, 〈g1,g2〉 = Eg1(X)′g2(X) is an inner product and ‖g(X)‖rms is a
norm on the vector space of finite-variance functions of X .
Chebyshev inequality: if ‖X‖rms exists and ε > 0 then P(‖X‖ ≥ ε)≤ ‖X‖
2
rms
ε2 .
Corollary: if 0 < α < 1 then P(‖X −EX‖2 < trvarX1−α ) ≥ α , that is, the open ball
with centre at EX and radius
√
trvarX
1−α contains at least α of the probability.
If varX is singular then a′(X − µX) as= 0 for a ∈ null(varX), that is, all the proba-
bility lies in a proper affine subspace of Rn.
Jensen’s inequality: if g : Rn → R is convex and X has finite expectation then
g(EX)≤ Eg(X).
Consequently, ‖EX‖ ≤ E‖X‖.
1.3.6 Characteristic function
The (joint) characteristic function of a multivariate rv X is
φX(ζ ) = Eexp(ıζ ′X) (ζ ∈ Rn)
The marginal cf of Xi is φXi(ζi) = φX(ζie[i]) where e[i] is the ith column of the
n×n identity matrix. The marginal cf of X1:k is
φX1:k(ζ1:k) = φX(
 ζ1:k0...
0
)
The moments of X are related to the partial derivatives φ (k1,...,kn)X =
∂ k1+···+knφX
∂ζ k11 ···∂ζ knn
by
the formula
φ (k1,...,kn)X (0) = ı
k1+···+knEXk11 · · ·Xknn
If Y = g(X) and Z = h(X) are of the same dimension and independent then the cf
of the sum is
φY+Z(ζ ) = φY (ζ )φZ(ζ )
Example 1.11. The sum Y = X1+ · · ·+Xn of n iid Bernoulli rv’s is
φY (ζ ) = (1−θ +θeıζ )n =
n
∑
y=0
(
n
y
)
(1−θ)n−yθ yeıyζ
which is the cf of a rv with ensemble Zn+1 and pmf
pY (y) =
(
n
y
)
(1−θ)n−yθ y
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This is called a binomial rv, and we write Y ∼ Binomial(θ ,n).
If Y1 ∼ Binomial(θ ,n1) and Y2 ∼ Binomial(θ ,n2) are independent,
then Y1+Y2 ∼ Binomial(θ ,n1+n2), because
φY1+Y2(ζ )= (1−θ+θeıζ )n1(1−θ+θeıζ )n2 =(1−θ+θeıζ )n1+n2 
1.4 Continuous random variable
1.4.1 Specification
An (absolutely) continuous random variable X is a rv with ensemble EX = R
whose probability law is specified by a probability density function (pdf) pX :
R→ [0,∞) such that ∫R pX(x)dx = 1. For any Borel set A ⊂ R, P(X ∈ A ) =∫
A pX(x)dx. (Countable unions and intersections of intervals are Borel sets.)
Uniform distribution: If A ⊂R is a Borel set with finite length ∫A dx =: |A |> 0
and pX(x) =
1A (x)
|A | , then we write X ∼Uniform(A ). The standard uniform rv has
A = [0,1].
Normal (or Gaussian) distribution: If
pX(x) =
1√
2piσ2
e−
(x−µ)2
2σ2
then we write X ∼Normal(µ,σ2). The standard normal rv has µ = 0 and σ2 = 1.
The cumulative distribution function (cdf) of a continuous rv is fX(u) = P(X ≤
u) =
∫
x≤u pX(x)dx. fX is continuous, and pX(x) = f ′X(x) at points where pX is
continuous. Also, fX(−∞) = 0, fX(∞) = 1, P(a < X ≤ b) = fX(b)− fX(a), and
u≤ v implies fX(u)≤ fX(v) (i.e. cdf’s are nondecreasing).
The cdf of a standard normal rv is denoted Φ(u). It is related to the error function
erf(u) =
2√
pi
∫ u
0
e−x
2
dx
by the identity Φ(u) = 12 +
1
2 erf(
u√
2
). Also, Φ(−u) = 1−Φ(u) because the pdf is
an even function.
If g : R→ R is differentiable with g′ < 0 everywhere or g′ > 0 everywhere then
Y = g(X) is a continuous rv with pdf
pY (y) =
1
|g′(g−1(y))| pX(g
−1(y))
This rule can be informally written as pY |dy| = pX |dx|, “the probability of an
event is preserved under a change of variable”.
In particular, if Y = aX + b with a 6= 0 then pY (y) = 1|a| pX(y−ba ). Thus if X ∼
Uniform([0,1]) and a> 0 then aX +b∼ Uniform([b,b+a]).
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1.4.2 Expectation, inequalities, characteristic function
The results of sections 1.1.2–4 hold, with summation replaced by integration.
Note that the characteristic function φX is the inverse Fourier transform of the
pdf pX .
If X ∼ Uniform([0,1]) then φX(ζ ) = eıζ−1ıζ , EX = 12 , varX = 112
If X ∼ Normal(µ,σ2) then φX(ζ ) = eıµζ−
1
2σ
2ζ 2 , EX = µ , varX = σ2, and aX +
b∼ Normal(b+aµ, a2σ2).
1.4.3 Median
A median of a continuous or discrete rv X is a real number m such that at least
half of the probability lies above m and at least half of the probability lies below
m, that is, P(X ≤ m)≥ 12 and P(m≤ X)≥ 12 . Equivalently, m is a median of X if
P(X < m)≤ 12 and P(m< X)≤ 12 .
Any rv has at least one median. If fX is continuous then the median is unique and
is m= f−1X (
1
2), the 50% quantile. Otherwise, a rv may have more than one median.
For example, any of the values {1,2,3} is a median of X ∼ Categorical(12 ,0, 12).
The mean absolute error of a with respect to X is maeX(a) := E|X−a|.
Variational characterisation of the median: for any finite-expectation rv X , m is a
median of X iff m is a minimizer of maeX .
Proof. For any m and for any b> m we have
|X−m|−|X−b|=

m−b if X ≤ m
2X− (m+b) if m< X < b
b−m if b≤ X
m − b
b −m
b
m x
and so{
m−b if X < b
b−m if b≤ X
}
≤ |X−m|−|X−b| ≤
{
m−b if X ≤ m
b−m if m< X
}
Then
maeX(m)−maeX(b) = E(|X−m|− |X−b|)
≤ E((m−b)1(−∞,m](X)+(b−m)1(m,∞)(X))
= (m−b)P(X ≤ m)+(b−m)P(m< X)
= (b−m)(2P(m< X)−1)
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and
maeX(m)−maeX(b) = E(|X−m|− |X−b|)
≥ E((m−b)1(−∞,b)(X)+(b−m)1[b,∞)(X))
= (m−b)P(X < b)+(b−m)P(b≤ X)
= (b−m)(2P(b≤ X)−1)
For any a< m we can similarly show that
(m−a)(2P(X ≤ a)−1)≤maeX(m)−maeX(a)≤ (m−a)(2P(X <m)−1)
Now, if m is a median of X , we have P(X <m)≤ 12 and P(m<X)≤ 12 ,
which, using the above inequalities, implies maeX(m)≤maeX(a) and
maeX(m)≤maeX(b). Thus, m minimizes maeX .
Conversely, if m minimizes maeX , we have 0≤maeX(m)−maeX(a)
and 0≤maeX(m)−maeX(b), which, using the above results, implies
P(X ≤ a)≤ 12 and P(b≤ X)≤ 12 . Because these inequalities hold for
any a< m< b, we have P(X < m)≤ 12 and P(m< X)≤ 12 , and so m
is a median of X . 
Any median m of X is within one standard deviation of the mean of X , that is,
|m−µX | ≤
√
varX .
Proof.2 Using Jensen’s inequality and the fact that m minimizes maeX ,
we have
|m−µX |= |E(X−m)| ≤ E|X−m| ≤ E|X−µX |
Using Jensen’s inequality again, we have
(E|X−µX |)2 ≤ E(|X−µX |2) = E((X−µX)2) = varX 
1.5 Continuous random vector
1.5.1 Specification
An (absolutely) continuous multivariate rv (random vector) X has ensemble EX =
Rn and probability law specified by a pdf pX :Rn→ [0,∞) such that
∫
Rn pX(x)dx=
1. For any Borel set A ⊂ Rn, P(X ∈A ) = ∫A pX(x)dx.
Marginal rv’s are obtained by “integrating out” the remaining dimensions.
Mutual independence is defined as for discrete rv’s, with pdf’s in place of pmf’s.
2 C. Mallows, The American Statistician, August 1991, Vol. 45, No. 3, 1991, p. 257.
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The (joint) cdf is fX(u) = P(X ≤ u) =
∫
x≤u pX(x)dx, where ≤ is applied element-
wise. fX is continuous, and
pX(x) =
∂ n
∂x1 · · ·∂xn fX(x)
at points where pX is continuous. Also,
lim
uk→−∞
fX(u) = 0, lim
u1→ ∞...
un→ ∞
fX(u) = 1, fX1:k(u1:k) = fX(
 u1:k∞...
∞
),
and u≤ v implies fX(u)≤ fX(v) (i.e. cdf’s are nondecreasing). If X1:k1, Xk1+1:k2 . . . , Xkm−1+1:n
are mutually independent then
fX(u) = fX1:k1 (u1:k1) fXk1+1:k2 (uk1+1:k2) · · · fXkm−1+1:n(ukm−1+1:n)
If g : Rn → Rn is invertible and differentiable then Y = g(X) is a continuous rv
with pdf
pY (y) =
1
|det j(g−1(y))| pX(g
−1(y))
where
j =
 ∂g1/∂x1 · · · ∂g1/∂xn... . . . ...
∂gn/∂x1 · · · ∂gn/∂xn

In particular, if Y = aX +b with nonsingular a ∈ Rn×n and b ∈ Rn then pY (y) =
1
|deta | pX(a
−1(y−b)).
1.5.2 Conditional distribution, expectation, inequalities, characteristic func-
tion
The results of sections 1.2.2–6 and 1.3.2–6 hold, with summation replaced by
integration.
1.5.3 Multivariate normal distribution
Consider n iid standard normal rv’s iid U1, . . . ,Un. The cf of the multivariate rv
U is
φU(ω) = φU1(ω1) · · ·φUn(ωn) = e−
1
2ω
2
1 · · ·e−12ω2n = e−12ω ′ω
An m-variate rv obtained by an affine mapping X = b+aU of iid standard normal
rv’s is called a multivariate normal distribution. Its cf is
φX(ζ ) = Eeıζ
′(b+aU) = eıζ
′bEeı(a
′ζ )′U = eıζ
′bφU(a′ζ ) = eıζ
′b−12ζ ′aa′ζ
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Its mean is EX = b and its variance is varX = aa′, and we write X ∼Normal(b,aa′).
varX = aa′ is nonsingular (positive definite) iff a has full rank m. If varX is non-
singular then X is a continuous rv and its pdf is
pX(x) =
1
(2pi)m/2
√
det(varX)
e−
1
2 (x−EX)′(varX)−1(x−EX)
If varX is singular then X is not a continuous rv in Rm, because all its probability
is contained in a proper affine subspace of Rm.
Example 1.12. If U ∼Normal(0,1) and X =
[
2U +1
U
]
then varX =[
4 2
2 1
]
, which has rank 1. The probability of X is contained in the
line x1 = 2x2+1. 
If X ∼ Normal(b,c) is an m-variate continuous rv, α ∈ (0,1), and chi2inv( · ,m)
denotes the inverse cumulative distribution function of the chi-squared distribution
with m degrees of freedom, then the ellipsoid
E =
{
x : (x−b)′c−1(x−b)< chi2inv(α,m)}
contains α of the probability of X , that is, P(X ∈ E ) = α . In particular, because
chi2inv(0.95,1) = 1.962, an interval containing 95% of the probability of a uni-
variate non-degenerate normal X ∼ Normal(b,σ2) is
E =
{
x :
(x−b)2
σ2
< 1.962
}
= b±1.96σ
Also, because chi2inv(0.95,2) = 5.99, 95% of the probability of a bivariate con-
tinuous normal X ∼ Normal(b,c) is contained in the ellipse
E =
{
x : (x−b)′c−1(x−b)< 5.99}
In MATLAB or Octave, this ellipse can be plotted with the code
[u,s,v]=svd(5.99*c); t=0:0.02:2*pi;
e=u*sqrt(s)*[cos(t);sin(t)];
plot(b(1)+e(1,:),b(2)+e(2,:)); axis equal
An affine transformation Y = d+ cX of a normal rv X is normal with EY = d+
cEX and varY = cvarX c′.
The marginal rv X1:k of a normal rv X is a normal rv with EX1:k = (EX)1:k and
varX1:k = (varX)1:k,1:k.
If Y and Z are jointly normal and uncorrelated then Y, Z are independent. More
generally, if varX is block diagonal then the corresponding m marginal rv’s X1:k1 ,
Xk1+1:k2, . . . , Xkm−1+1:m are mutually independent.
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Let [
X
Y
]
∼ Normal
([
mx
my
]
,
[
cx cxy
cyx cy
])
with nonsingular cy. Then
X |(Y = y)∼ Normal(mx+ cxyc−1y (y−my), cx− cxyc−1y cyx)
Proof. Let Z = X −mx− cxyc−1y (Y −my). This rv is an affine com-
bination of jointly normal rv’s and so is normal. Its mean is EZ =
E
(
X−my− cxyc−1y (Y −my)
)
= 0 and its covariance is
cz =
[
i −cxyc−1y
][ cx cxy
cyx cy
][
i
−c−1y cyx
]
= cx− cxyc−1y cyx
The rv’s Y and Z are independent, because
cov(Y,Z) = E(Y −my)(X−mx− cxyc−1y (Y −my))′ = 0
and so
X |(Y = y) = (Z+mx+ cxyc−1y (Y −my)) |(Y = y)
= mx+ cxyc−1y (y−my)+ Z |(Y = y)︸ ︷︷ ︸
∼Normal(0,cz)
that is, the conditional rv is the sum of a constant and a zero-mean
normal rv with covariance cz. 
Example 1.12 (continued). For
X ∼ Normal
([
1
0
]
,
[
4 2
2 1
])
the conditional rv X1 |(X2 = x2) is
X1 |(X2 = x2)∼ Normal(2x2+1,0)
All its probability is concentrated on the point 2x2+1. Here, knowl-
edge of the realized value of X2 determines, with probability 1, the
value of X1. 
1.5.4 Spatial Median
The mean absolute error of a ∈ Rn with respect to the n-variate continuous or
discrete random vector X is maeX(a) := E‖X − a‖. A spatial median (or: L1-
median) of X is an n-vector m that is a minimizer of maeX , that is, maeX(m) ≤
maeX(a) for any n-vector a.
If the probability of X is not entirely contained in a line in Rn then the spatial
median of X is unique.
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Proof.3 Suppose there are two spatial medians a 6= b of X , so that
maeX(a)=maeX(b)=minmaeX , and let ` be the line passing through
them. Then for every x ∈ Rn we have, by the triangle inequality,
‖x− 12a− 12b‖= ‖12(x−a)+ 12(x−b)‖ ≤ 12‖x−a‖+ 12‖x−b‖
Using the fact that the triangle inequality is an equality iff the vectors
are parallel, we have
‖x− 12a− 12b‖< 12‖x−a‖+ 12‖x−b‖
for every x ∈ Rn− `. Then, because the probability of X is not con-
tained in `, the strict inequality is preserved when we take expecta-
tions, and we have
E‖X− 12a− 12b‖< 12E‖X−a‖+ 12E‖X−b‖
that is,
maeX(12a+
1
2b)<
1
2maeX(a)+
1
2maeX(b) = minmaeX
which is a contradiction. 
If m is a spatial median of X and EX exists then ‖EX−m‖ ≤ √trvarX .
Proof.
‖EX−m‖= ‖E(X−m)‖
≤ E‖X−m‖ (Jensen)
≤ E‖X−EX‖ (spatial median definition)
≤
√
E‖X−EX‖2 (Jensen)
=
√
E tr(X−EX)′(X−EX)
=
√
trvarX 
1.6 Estimation
Mathematical models are typically created to help understand real-world data. Es-
timation is the process of determining (inferring) the parameters of a mathematical
model by comparing real-world observations with the corresponding results pre-
dicted by the model. Because of the various idealizations and approximations that
are made during the modelling process, we don’t expect real-world observations
to agree exactly with the model. Indeed, observations differ even when the same
experiments are repeated with all the conditions, as far as we can determine, iden-
tical. In statistical approaches to estimation, this variability is taken into account
by modelling the observation as a random variable.
3 P. Milasevic & G. R. Ducharme, Uniqueness of the spatial median, The Annals of Statistics,
1987, vol. 15, no. 3, pp. 1332–1333, http://projecteuclid.org/euclid.aos/1176350511
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In Bayesian estimation, the quantities being estimated are also modelled as ran-
dom variables. This approach is based on the idea that the laws of probability
serve as a logically consistent way of modelling one’s state of knowledge about
these values.
This section introduces the basic theory of estimating parameters in a linear model
when all rv’s are normal (Gaussian). There is also a brief discussion of non-
Gaussian estimation for data that contains large outliers.
1.6.1 Linear measurements and normal distributions
The linear measurement model is
Y = hX +V
where Y represents observations (measurements), X represents parameters that we
want to infer, V represents “noise”, and h is a known matrix. We assume that X
and V are uncorrelated jointly normal rv’s, with X ∼ Normal(xˆ–,p–) (the prior
distribution) and V ∼ Normal(0,r) with nonsingular r.
An alternative, equivalent description of the situation is to say that the measure-
ments are conditionally independent samples of a normal distribution having mean
hx and variance r, that is,
Y |(X = x)∼ Normal(hx,r)
Because the transformation[
X
Y
]
=
[
X
hX +V
]
=
[
i 0
h i
][
X
V
]
is linear, the joint distribution of (X ,Y ) is normal, with
E
[
X
Y
]
=
[
xˆ–
hxˆ–
]
, var
[
X
Y
]
=
[
p– p–h′
hp– hp–h′+ r
]
The solution of the estimation problem is a straightforward application of the for-
mula for conditional normal rv’s given in §1.5.3: our state of knowledge about the
parameters, given the observed values, is completely described by the posterior
distribution X |(Y = y)∼ Normal(xˆ+,p+) with
xˆ+ = xˆ–+k(y−hxˆ–)
p+ = p–−khp–
k = p–h′
(
hp–h′+ r
)−1 “gain”
The posterior mean xˆ+ is an “optimal estimate” in the sense that it minimizes
mseX |(Y=y). xˆ+ is also optimal in the sense that it is the mode of the posterior
density, that is, it is the maximum a-posteriori (MAP) value.
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Independent measurements can be processed one at a time, as follows. Let a
sequence of measurements be modelled as
Y [1] = h[1]X +V [1]
...
Y [k] = h[k]X +V [k]
with X ,V [1], . . . ,V [k] jointly normal and uncorrelated. The V [ j], which may be
of different dimensions, are zero-mean with nonsingular covariances r[ j]; also
X ∼ Normal(xˆ[0],p[0]). Then the corresponding posteriors are
X |(Y [1: j] = y[1: j])∼ Normal(xˆ[ j],p[ j]) ( j ∈ Nk)
with
xˆ[ j] = xˆ[ j−1]+k[ j](y[ j]−h[ j] xˆ[ j−1]) (1a)
p[ j] = p[ j−1]−k[ j]h[ j]p[ j−1] (1b)
k[ j] = p[ j−1]h[ j]′(h[ j]p[ j−1]h[ j]′+ r[ j])−1 (1c)
Note that the observed value y[ j] does not appear in the formulas for the gains and
posterior covariances.
Example 1.13. Gollum comes to the edge of a deep chasm. He fear-
fully peers over the edge: the chasm appears to be 150±50 m deep!
He clicks his tongue and hears the echo from the bottom 0.88±0.03 s
later. He clicks again and this time hears the echo 0.85±0.03 s later.
How deep does he estimate the chasm to be?
Let’s model Gollum’s prior belief as X ∼ Normal(150,502). Using
elementary physics, the echo times are modelled as
Y [ j] =
2X
c
+V [ j] ( j ∈ {1,2})
with sound speed c = 343 m/s and V [1], V [2] zero-mean normal rv’s
with variance (.03)2, uncorrelated to each other and to X .
The first observation leads to a normal posterior with
xˆ[1] = 150.91, p[1] = 26.194
The second observation updates the posterior parameters to
xˆ[2] = 148.36, p[2] = 13.166
Gollum’s posterior distribution is therefore
X |(Y [1:2] = y[1:2])∼ Normal(148.36,13.166)
140 150 160
x
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In particular, because
148.36±1.96
√
13.166≈ [141,156],
Gollum now believes that it is 95% probable that the chasm’s depth x
is between 141 m and 156 m. In other words, Gollum believes that 19
to 1 are fair odds to offer on a bet against x ∈ [141,156]. 
1.6.2 Estimating a mean
A special case of the model presented in §1.6.1 is
Y [ j] = X +V [ j] ( j ∈ Nk)
with V [ j] iid∼ Normal(0,r). Here X , Y [ j], and V [ j] are random n-vectors, r is still
assumed to be nonsingular, and the V [ j] are assumed to be uncorrelated to X .
An alternative, equivalent description of the situation is to say that the measure-
ments are conditionally independent samples of a normal distribution having mean
x and variance r, that is,
Y [ j] |(X = x) iid∼ Normal(x,r)
Given a prior distribution X ∼Normal(xˆ[0],p[0]), the posterior distribution X |(Y [1:k] =
y[1:k])∼ Normal(xˆ[k],p[k]) can be found by processing the measurements one at
a time with the formulas
xˆ[ j] = xˆ[ j−1]+p[ j−1](p[ j−1]+ r)−1(y[ j]− xˆ[ j−1])
p[ j] = p[ j−1]−p[ j−1](p[ j−1]+ r)−1p[ j−1]
= p[ j−1](p[ j−1]+ r)−1r
for j = 1,2, . . . ,k.
The posterior variance is bounded by
trp[k]≤ tr(r)
k
Thus, you can obtain 10 times better accuracy (i.e. 10 times smaller standard
deviations) by using 100 times more samples.
Proof: As can be verified by mathematical induction, the posterior
covariance matrix is given by
p[k] = p[0]
(
r+ kp[0]
)−1r
Let u be a nonsingular matrix and and d a diagonal non-negative defi-
nite matrix such that u′p[0]u= d and u′ru= i (generalized eigenvalue
factorisation). Then
u′p[k]u = u′p[0]
(
r+ kp[0]
)−1ru = d(i+ kd)−1
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is a diagonal matrix whose diagonal terms are all ≤ 1k , so
tr(p[k]) = tr
(
(u′)−1d(i+ kd)−1u−1
)
= tr
(
u−1(u′)−1d(i+ kd)−1
)
≤ 1
k
tr
(
u−1(u′)−1
)
=
1
k
tr
(
(u′)−1u−1
)
=
1
k
tr(r) 
1.6.3 Method of weighted least squares
If the prior covariance p− in §1.6.1 is nonsingular, then, using the matrix inversion
lemma (or: Sherman-Morrison-Woodbury formula)
(a+bdc)−1 = a−1−a−1b(d−1+ ca−1b)−1ca−1
the solution of the estimation problem in §1.6.1 can be written
p+ =
(
(p–)−1+h′r−1h
)−1 (2a)
k = p+h′r−1 (2b)
xˆ+ = p+(p–)−1xˆ–+ky (2c)
These update formulas may be preferred for example in cases where h has many
more columns than rows, because then the matrix to be inverted in computing p+
is smaller than in the formulas in §1.6.1.
If p− is nonsingular and h is 1-1 (i.e. is injective, has null space {0}, has linearly
independent columns, is left-invertible), then as (p–)−1→ 0 the update formulas
(2) become
p+ =
(
h′r−1h
)−1 (3a)
k = p+h′r−1 (3b)
xˆ+ = ky (3c)
The prior Normal(xˆ–,p–)with (p–)−1→ 0 corresponds to the improper “flat” prior
pX(x) ∝ 1. The update formulas (3) coincide with the formulas of the weighted
least squares method, and so we shall refer to the linear-normal estimation prob-
lem with the flat prior as a WLS problem.
To process a sequence of measurements in a WLS problem one at a time, (3) can
be used to compute xˆ[1] and p[1]; then xˆ[ j], p[ j] for j = 2,3, . . . can be computed
using either the update formulas (1) or the equivalent formulas (2).
In particular, when h = i (as in §1.6.2), the WLS problem’s solution is the arith-
metic average (sample mean)
xˆ[k] =
1
k
k
∑
j=1
y[ j]
Example 1.13 (continued): Treating Gollum’s observations as a WLS
problem, the first observation leads to
xˆ[1] = 150.92, p[1] = 26.471
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The second observation updates the posterior parameters to
xˆ[2] = 148.35, p[2] = 13.236
We see that in this case, the solution of WLS problem (that is, the
estimation problem with the “improper” prior (p[0])−1→ 0) is quite
close to the solution of the estimation problem whose prior was proper
with large variance. 
Example 1.14.4 Consider the problem of estimating the amplitude
and phase of a sinusoidal signal of known frequency from a sequence
of noisy samples,
Yi = F(ti)+Vi (i ∈ {1,2, . . . ,n})
The n sampling instants are equally-spaced in the interval t ∈ [−12 l, 12 l]
with sampling period δ = ln−1 (with δ <
pi
ω ), that is,
ti =
(i−1)l
n−1 −
l
2
(i ∈ {1,2, . . . ,n})
The signal is
F(t) = X1 cos(ωt)+X2 sin(ωt)
Assuming that the samples are conditionally independent given X ,
and that the noise is V ∼ Normal(0,ri), the observation model is
Y |(X = x)∼ Normal(hx,ri)
where
h =
[
cos(ωt) sin(ωt)
]
=

cos(ωt1) sin(ωt1)
cos(ωt2) sin(ωt2)
...
...
cos(ωtn) sin(ωtn)

Assuming a “flat” prior and applying the summation formulas
n−1
∑
k=0
cos(φ + kα) =
sin(nα/2)cos(φ + 12(n−1)α)
sin(α/2)
n−1
∑
k=0
sin(φ + kα) =
sin(nα/2)sin(φ + 12(n−1)α)
sin(α/2)
yields the posterior distribution X |(Y = y)∼ Normal(xˆ+,p+) with
p+= r
[
n
2 +
sin(nωδ )
2sin(ωδ ) 0
0 n2 − sin(nωδ )2sin(ωδ )
]−1
, xˆ+=
1
r
p+
[
∑ni=1 cos(ωti)yi
∑ni=1 sin(ωti)yi
]
4G. L. Bretthort, Bayesian Spectrum Analysis and Parameter Estimation, 1988, http://
bayes.wustl.edu/glb/book.pdf
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Note that (thanks to our clever choice of time-origin) the posterior
distributions of X1 and X2 are uncorrelated.
Because the term sin(nωδ )2sin(ωδ ) appearing in p
+ becomes negligible com-
pared to n2 for large n, we can use the approximation
p+ ≈ 2r
n
i, xˆ+ ≈ 2
n
[
∑ni=1 yi cos(ωti)
∑ni=1 yi sin(ωti)
]
The approximate formulas for xˆ+ are known as periodogram formu-
las, and can be efficiently computed using FFT. 
1.6.4 Robust estimation
Consider, as in §1.6.2, a measurement system modelled as
Y [ j] = X +V [ j] ( j = 1,2, . . . ,k)
Instead of assuming normal-distributed noise, we now assume the noises V [ j] to
be iid with the pdf
pV [ j](v) ∝ e−β‖v‖ (β > 0)
This is a multivariate generalisation of the Laplace (or: double exponential) dis-
tribution. Assuming the measurements to be conditionally independent given X ,
we have
pY [1:k] |X(y[1:k] |x) ∝ e−β ∑
k
j=1 ‖y[ j]−x‖
Assuming a “flat” prior pX(x) ∝ 1, we obtain from Bayes’ theorem the posterior
distribution
pX |Y (x |y) ∝ e−β ∑
k
j=1 ‖y[ j]−x‖
The maximum a-posteriori (MAP) estimate is
xˆ = argmin
x
k
∑
j=1
‖y[ j]− x‖
The MAP estimate is thus the sample spatial median of the data, that is, the spatial
median of the discrete probability distribution having the cdf
f (u) =
number of observations y[ · ] that are ≤ u
k
We have shown that when the noise model is changed from normal to Laplace,
the MAP estimate (with flat prior) changes from sample mean to sample spatial
median. An advantage of the sample spatial median over the sample mean is that
it less sensitive to gross outliers in the data:
Example 1.15 The sample mean of the data [0,0,0,0,0,0,a ] is a7 ,
which grows without bound as a→∞. A single gross outlier can thus
throw the estimate quite far away. The sample median, however, stays
put: it is 0 for all a. 
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The robustness of the spatial median is a consequence of the fact that the general-
ized Laplace pdf has “heavier tails” than the normal pdf, that is, large deviations
are not so rare.
The multivariate Student-t distribution is another “heavy-tail” observation model
that can be used for outlier-robust estimation. Matlab/Octave code for estimation
of linear models with Student-t noise is available at http://URN.fi/URN:NBN:
fi:tty-201203301089
2 Random sequences
2.1 Generalities
2.1.1 Statistical specification
The ensemble of a random sequence (or: discrete-time random signal) is the set
of sequences of scalars or vectors with index set (or: time domain, set of epochs)
T which is Z+ or N or Z. For each t, X [t] is a rv (length-n vector) whose set of
possible values is called the state space, denoted S . The state space may be Rn
(continuous state) or a countable subset of Rn (discrete state).
The probability law of a random sequence is specified by the set of all possible first
order probability distributions, all possible second order probability distributions,
and so on for all orders. The first order distributions are the cdf’s (or pmf’s or
pdf’s) of X [t] for all t ∈T ; the second order distributions are the cdf’s of
X [t1, t2] =
[
X [t1]
X [t2]
]
for all t1 < t2 ∈ T ; the third order distributions are the cdf’s of X [t1, t2, t3] for all
t1 < t2 < t3 ∈T ; and so on.
The specifications must be consistent in the sense that any marginal distribution of
a specified higher order distribution should agree with the corresponding specified
lower order distribution. For example, if t1 < t2 < t3 the marginal cdf’s
fX [t1:2](
[
∞
x[2]
]
) and fX [t2:3](
[
x[2]
∞
]
)
should both agree with fX [t2](x[2]) for every x[2] ∈S .
If we talk about two rs’s Y and Z, it means that there is a rs X =
[
Y
Z
]
for which
probability distributions of all orders can be defined. The rs’s Y and Z are inde-
pendent if the joint probability distributions of all orders can be factored, i.e.
P(Y [t1]≤ y[1], . . . ,Y [tm]≤ y[m],Z[t1]≤ z[1], . . . ,Z[tm]≤ z[m])
= P(Y [t1]≤ y[1], . . . ,Y [tm]≤ y[m]) ·P(Z[t1]≤ z[1], . . . ,Z[tm]≤ z[m])
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2.1.2 Moments
The mean sequence of a random sequence X is the (nonrandom) sequence of n-
vectors
µX [t] = EX [t]
(provided that the expected values exist). The sequence varX [t] is defined analo-
gously. The moment sequences µX [t] and varX [t] are determined by the first-order
distribution.
Second order distributions are used to determine the autocorrelation sequence
rX [t1, t2] =E
(
X [t1]X ′[t2]
)
and the autocovariance sequence cX [t1, t2] = cov(X [t1],X [t2])=
rX [t1, t2]−µX [t1]µ ′X [t2]. Note that varX [t] = cX [t, t].
A finite-variance random sequence is one that has finite ‖X [t]‖2rms. If X is a finite-
variance rs then the sequences µX , rX , and cX exist.
The correlation sequence rX is symmetric in the sense that rX [t1, t2] = r′X [t2, t1]. It
is also a nonnegative definite two-index sequence, which means that for any finite
set of epochs t1, . . . , tm and n-vectors a[1], . . . ,a[m], the m×m matrix
z =
 a
′[1]rX [t1, t1]a[1] · · · a′[1]rX [t1, tm]a[m]
... . . .
...
a′[m]rX [tm, t1]a[1] · · · a′[m]rX [tm, tm]a[m]

is nonnegative definite.
Proof. For any m-vector α ,
α ′zα = E
( m
∑
j=1
α ja′[ j]X [t j]
)2 ≥ 0 
As a consequence of the Cauchy-Schwartz inequality, the autocorrelation sequence
satisfies the inequality
| trrX [t1, t2]| ≤
√
trrX [t1, t1] ·
√
trrX [t2, t2]
In the case that X is a sequence of scalar-valued rv’s, the autocorrelation sequence
rX is a two-index sequence of scalars with the properties: rX [t1, t2] = rX [t2, t1], the
m×m matrix  rX [t1, t1] · · · rX [t1, tm]... . . . ...
rX [tm, t1] · · · rX [tm, tm]

is symmetric nonnegative definite for any t1, . . . , tm ∈T , and |rX [t1, t2]| ≤
√
rX [t1, t1]·√
rX [t2, t2].
The autocovariance sequence cX is also symmetric, nonnegative definite, and sat-
isfies the inequality | trcX [t1, t2]| ≤
√
trcX [t1, t1] ·
√
trcX [t2, t2].
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Partitioning the vectors of a random sequence according to X =
[
Y
Z
]
, we can
define the cross-correlation sequence rY Z[t1, t2] = E
(
Y [t1]Z′[t2]
)
and the cross-
covariance sequence cY Z[t1, t2] = cov(Y [t1],Z[t2])= rY Z[t1, t2]−µY [t1]µ ′Z[t2]. These
two-index sequences exist if Y and Z are finite variance random sequences. Ran-
dom sequences Y,Z are uncorrelated if cY Z[t1, t2] = 0 for all t1, t2 ∈T . The cross-
correlation sequence has the symmetry property rY Z[t1, t2] = r′ZY [t2, t1] and, if Y
and Z have the same length, satisfies the Cauchy-Schwartz inequality
| trrY Z[t1, t2]| ≤
√
trrY [t1, t1] ·
√
trrZ[t2, t2]
and similarly for the cross-covariance sequence cY Z .
2.1.3 Stationary random sequences
A rs X is said to be mth order stationary if all mth order distributions are invariant
to a shift of the time origin, that is,
fX [t1+τ:tm+τ](x[1:m]) = fX [t1:tm](x[1:m])
for all t1 < · · ·< tm ∈T and all τ such that t1+τ < · · ·< tm+τ ∈T . Because of
consistency, it is then stationary for all lower orders 1, . . . ,m−1 as well. The rs is
strictly stationary if it is mth order stationary for all m ∈ N.
A rs X is said to be wide-sense stationary (or: wss, weakly stationary) if it is
finite-variance, its mean sequence is constant, and its autocorrelation sequence is
index-shift invariant, that is,
rX [t1+ τ, t2+ τ] = rX [t1, t2]
for all t1, t2 ∈T and all τ such that t1+τ, t2+τ ∈T . Because the autocorrelation
sequence and autocovariance sequence of a wss random sequence depend only on
the difference between the indices, we can use one-index notation:
rX [τ] := rX [t+ τ, t], cX [τ] := cX [t+ τ, t] (t, t+ τ ∈T )
A finite-variance random sequence that is second order stationary is wide-sense
stationary. The following example shows that the converse is not true.
Example 2.1. Let X [t] be a scalar-valued random sequence with index
set Z. Assume that X [t1:tm] are mutually independent rv’s for all t1 <
· · · < tm ∈ Z, and that X [t] ∼ Normal(0,1) when t is even and X [t]+
2 ∼ Categorical(12 ,0, 12) when t is odd. Clearly, X is not first-order
stationary. However, it is wss, because µX [t] = 0 and
rX [t1, t2] = 1{0}(t2− t1) =: δ (t1− t2) 
31
The autocorrelation sequence rX [·] of a wss sequence is symmetric in the sense
that rX [τ] = r′X [−τ], and is nonnegative definite in the sense that a
′[1]rX [0]a[1] · · · a′[1]r′X [τm]a[m]
... . . .
...
a′[m]rX [τm]a[1] · · · a′[m]rX [0]a[m]

is nonnegative definite for any τ2, . . . ,τm and n-vectors a[1], . . . ,a[m]. Also, by the
Cauchy-Schwartz inequality, the autocorrelation sequence satisfies the inequality
| trrX [τ]| ≤ trrX [0] (= ‖X‖2rms)
If trrX [τ1] = trrX [0] for some τ1 then trrX [t] is τ1-periodic.
Proof.
|trrX [τ+ τ1]− trrX [τ]|2 =
∣∣EX ′[t](X [t+ τ+ τ1]−X [t+ τ])∣∣2
cs≤ ‖X [t]‖2rms · ‖X [t+ τ+ τ1]−X [t+ τ]‖2rms
= trrX [0] ·2(trrX [0]− trrX [τ1]︸ ︷︷ ︸
=0
) 
In the case of a scalar rs, the properties can be stated more simply: rX [τ] = rX [−τ],
the m×m matrix  rX [0] · · · rX [τm]... . . . ...
rX [τm] · · · rX [0]

is symmetric nonnegative definite for any τ2, . . . ,τm, and |rX [τ]| ≤ rX [0] (= ‖X‖2rms).
Similarly, the autocovariance sequence cX [·] is symmetric, nonnegative definite,
and satisfies the inequality | trcX [τ]| ≤ trcX [0] (= trvarX).
2.2 Some basic random sequences
2.2.1 Random constant sequence
Let A be a scalar rv and consider the random sequence
X [t] = A (t ∈ Z)
For this rs, any sample path (or: realization) is a sequence whose values are all
equal to the same value a ∈ EA.
The mth order cdf of this random sequence is
fX [t1:m](x[1:m]) = P(X [t1]≤ x[1], . . . ,X [tm]≤ x[m])
= P(A≤ x[1], . . . ,A≤ x[m]) = P(A≤min(x[1:m])) = fA(min(x[1:m]))
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This specification is consistent: for example, marginalising X [t2] out of fX [t1:2]
gives
fX [t1:2]
([
x[1]
∞
])
= fA
(
min
[
x[1]
∞
])
= fA(x[1]) = fX [t1](x[1])
Note that if A is a continuous rv then so are the first order distributions of X [·], but
higher order distributions are not continuous.
The mean sequence is µX [t] = EX [t] = EA. The autocorrelation sequence is
rX [t1, t2] = EX [t1]X [t2] = E(A2)
and the autocovariance sequence is cX [t1, t2] = varA. The rs is strictly stationary,
so these could also be written rX [τ] = E(A2) and cX [τ] = varA.
2.2.2 IID sequence and white noise
A basic building block for modelling with random sequences is the iid random
sequence. Its specification is: Every X [t] has the same first-order distribution, and
the rv’s in any set {X [t1], . . . ,X [tm] : t1 < · · · < tm} are mutually independent. An
iid rs is strictly stationary.
In the following figure, the left plot shows a portion of a sample path of a scalar iid
sequence with standard normal distribution; the right plot is a portion of a sample
path of a scalar iid sequence with Bernoulli(12) distribution.
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Note that a “random constant” Normal(0,1) sequence has the same first order
distribution as an iid Normal(0,1) sequence, but typical sample paths look quite
different!
The mean sequence of an iid sequence is the constant EX [t0], where t0 is any index
in T . The autocovariance sequence is
cX [t1, t2] = cov(X [t1],X [t2]) = cov(X [t0+ t1− t2],X [t0])
=
(
varX [t0]
) ·δ (t1− t2) ={ varX [t0] if t1 = t20 otherwise
A zero-mean wss rs that has an autocovariance sequence of the form cX [t] = pδ (t)
is called (discrete) white noise. Any zero-mean iid sequence is white noise. An iid
sequence whose first-order distribution is normal is called Gaussian white noise.
33
2.2.3 Binomial sequence
A binomial sequence (or: binomial process, Bernoulli counting process) is con-
structed from an iid Bernoulli sequence X [·] according to
S[t] =
t
∑
k=1
X [k] (t ∈ Z+)
Here is the sample path of the binomial sequence that is obtained by taking a
running sum of the Bernoulli sample path that was shown earlier:
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Using the results of Example 1.11 in §1.3.6, the first order distribution of a Bi-
nomial sequence is S[t] ∼ Binomial(θ , t). Note that the distribution is finite:
pS[t](s) = 0 for s /∈ Zt+1 = {0, . . . , t}. The second order pmf is
pS[t1:2](s[1:2]) = P(S[t1] = s[1], S[t2] = s[2])
= P(S[t1] = s[1], S[t2]−S[t1] = s[2]− s[1])
= P(X [1]+ . . .+X [t1] = s[1], X [t1+1]+ . . .+X [t2] = s[2]− s[1])
= P(S[t1] = s[1]) ·P(S[t2]−S[t1] = s[2]− s[1])
Thus, the second order pmf pS[t1:2](s[1:2]) is the product of two binomial pmf’s,
namely the pmf of S[t1]∼Binomial(θ , t1) and the pmf of S[t2]−S[t1]∼Binomial(θ , t2−
t1), that is,
pS[t1:2](s[1:2])=
(
t1
s[1]
)
θ s[1](1−θ)t1−s[1] ·
(
t2− t1
s[2]− s[1]
)
θ s[2]−s[1](1−θ)t2−t1−(s[2]−s[1])
Higher order pmf’s can be constructed analogously.
The mean and variance of the binomial sequence are ES[t] = tθ and varS[t] =
tθ(1−θ). The rs is thus not stationary in any sense.
2.2.4 Random walk
A (Bernoulli symmetric) random walk is the random sequence that is constructed
from an iid Bernoulli(12) sequence X [·] or from the corresponding Binomial se-
quence S[·] according to
V [t] =
t
∑
k=1
(2X [k]−1) = 2S[t]− t (t ∈ Z+)
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It models the position of a particle that starts at the origin and, at each epoch,
takes a step forward or backward with equal probability. Here is the sample path
of the random walk that is obtained from the Bernoulli sample path that was shown
earlier:
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Its first order pmf is
pV [t](v) = P(V [t] = v) = P(2S[t]− t = v) = P(S[t] =
t+ v
2
)
=
(
t
(t+ v)/2
)
1
2t
1{−t,−t+2,...,t}(v)
Second and higher order distributions can be found by using the “independent
increments” property, as was done in §2.2.3 for the Binomial sequence.
The mean and variance of the random walk are EV [t] = 0 and varV [t] = t. When
t1 ≤ t2 we have
E(V [t1]V [t2]) = E
(
V [t1]2+V [t1](V [t2]−V [t1])
)
= E(V [t1]2)+E
(
V [t1](V [t2]−V [t1])
)
= E(V [t1]2)+
(
EV [t1]
) · (E(V [t2]−V [t1]))
= t1
and similarly E(V [t1]V [t2]) = t2 when t2 ≤ t1. Thus
rV [t1, t2] = cV [t1, t2] = min(t1, t2)
The rs is not stationary in any sense.
2.2.5 Autoregressive sequence
A scalar autoregressive sequence is constructed from a white noise sequence X [·]
having varX [t] = σ2 according to the difference equation
Y [t] = αY [t−1]+X [t] (t ∈ N)
The initial value is denoted Y [0] = γA; it is assumed that EA = 0, varA = 1, and
cov(A,X [t]) = 0 for all t ∈ N. Then
Y [t] = α tγA+
t
∑
k=1
α t−kX [k]
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The AR sequence is zero-mean, because
EY [t] = α tγEA+
t
∑
k=1
α t−kEX [k] = 0
The AR sequence is uncorrelated to later inputs, that is, cov(Y [t1],X [t2]) = 0 for
all 0≤ t1 < t2.
Proof. Induction on t1. By the specification of the sequence, Y [0]
is uncorrelated to X [t] for all t > 0. Suppose that for some t1 ≥ 0,
cov(Y [t1],X [t]) = 0 for all t > t1. Then for any t2 > t1+1 we have
EY [t1+1]X [t2] = E(αY [t1]+X [t1+1])X [t2] = 0 
The AR sequence varY [·] follows the recursion
varY [t] = var(αY [t−1])+ varX [t] = α2varY [t−1]+σ2
with varY [0] = γ2. Solving this recursion gives
varY [t] = α2tγ2+σ2
t−1
∑
k=0
α2k = α2t
(
γ2− σ
2
1−α2
)
+
σ2
1−α2
The autocorrelation sequence rY [t+ τ, t] for τ ≥ 0 is
EY [t+ τ]Y [t] = E
(
ατY [t]+
τ
∑
k=1
ατ−kX [k+ t]
)
Y [t] = ατvarY [t]
while for −t ≤ τ ≤ 0 it is
rY [t+ τ, t] = rY [t, t+ τ] = rY [t+ τ− τ, t+ τ] = α−τvarY [t+ τ]
If γ = ±σ√
1−α2 , the AR sequence is wss, because its variance is constant and its
autocorrelation is shift-invariant:
rY [t+ τ, t] =
α |τ|σ2
1−α2 (t, t+ τ ∈ Z+)
If γ 6= ±σ√
1−α2 , the AR sequence is not wss, but if |α|< 1 then it is asymptotically
wss, in the sense that, for any fixed τ , the autocorrelation sequence rY [t + τ, t]
converges as t→ ∞ to α |τ|σ21−α2 .
Here are sample paths of two wss AR sequences, both computed using the Gaus-
sian white noise sample path shown in §2.2.2 and with A =−0.1022.
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2.3 Convergence
In this section we look at some of the ways that random sequences can con-
verge: convergence in distribution, convergence in probability, convergence in
mean square, and convergence with probability one (almost sure convergence).
The different convergence modes are related as follows:
ms ⇒
p ⇒ d
as ⇒
2.3.1 Convergence in distribution
A rs X [·] is said to converge in distribution (or: converge weakly) to a rv A (de-
noted X [t] d−−−→
t→∞ A or X
d→ A) if
lim
t→∞ fX [t](x) = fA(x)
at all points x where fA is continuous.
Example 2.2. The cdf of the random sequence X [t] ∼ Normal(0, 1t )
with index t ∈ N converges towards
lim
t→∞ fX [t](x) =

0 x< 0
1
2 x = 0
1 x> 0
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It therefore converges in distribution to the degenerate rv A as= 0, which
has cdf fA(x) = 1[0,∞)(x).
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1
x
fA
Note that limt→∞ fX [t](0) = 12 6= 1= fA(0), but this is ok because x= 0
is a discontinuity point of fA. 
Because convergence in distribution is defined entirely in terms of the first order
distribution, this kind of convergence does not tell you much about the evolution
of typical sample paths.
Example 2.3. Consider the rs X [t] iid∼ Bernoulli(12), which obviously
converges in distribution to A = Bernoulli(12). However, this conver-
gence does not indicate that the sequence is eventually settling down
to a constant value as t → ∞. Indeed, typical sample paths of X [·]
exhibit “noisy” variations for all t. 
Le´vy’s continuity theorem says that if lim
t→∞φX [t](ζ ) exists for all ζ and is contin-
uous at ζ = 0 then X [·] converges in distribution to a random variable A whose
characteristic function is
φA(ζ ) = limt→∞φX [t](ζ )
A famous instance of convergence in distribution is the central limit theorem
(CLT), one version of which is: If X [·] is an iid sequence with mean µ and
variance c then
S[t] =
1√
t
t
∑
k=1
(X [k]−µ)
converges in distribution to a Normal(0,c) rv.
Proof. The characteristic function of Y [k] = X [k]− µ has the Taylor
expansion
φY [k](ζ ) = 1− 12ζ ′cζ +o(‖ζ‖2)
The characteristic function of S[t] =
1√
t
t
∑
k=1
Y [k] is then
φS[t](ζ ) = Eexp(
ıζ ′√
t
t
∑
k=1
Y [k]) =
t
∏
k=1
Eexp(
ıζ ′Y [k]√
t
) =
t
∏
k=1
φY [k](
ζ√
t
)
=
(
1− 1
2t
ζ ′cζ +o(
‖ζ‖2
t
)
)t
−−−→
t→∞ exp(−
1
2ζ
′cζ )
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which is the characteristic equation of a Normal(0,c) rv. 
As a consequence of the CLT, the scaled random walk
1√
t
t
∑
k=1
(2X [k]−1), where
X is an iid Bernoulli(12) sequence, converges in distribution to a standard normal
rv.
The CLT is often used to derive normal approximations of probability distribu-
tions. A particular case is the DeMoivre-Laplace approximation: because S[t] ∼
Binomial(θ , t) is the sum of t iid Bernoulli(θ) rv’s, the distribution of S[t] for
large t is approximately Normal(tθ , tθ(1−θ)).
2.3.2 Convergence in probability
A rs X [·] is said to converge in probability to a rv A (denoted X [t] p−−−→
t→∞ A or
X
p→ A) if
lim
t→∞P(‖X [t]−A‖> ε) = 0
for all ε > 0. An intuitive interpretation is that, as t grows, the fraction of sample
paths of X [t]−A that are outside the origin-centred ball of radius ε decreases to 0.
Example 2.4. Consider the iid rs X [t] = t · 1[0, 1t ](U), where U ∼
Uniform([0,1]). For any ε > 0 we have P(|X [t]|> ε) = 1t → 0. Thus
X
p→ 0. 
Example 2.5 Let T [k]∼ Categorical(2−k, . . . ,2−k), and let
X [1] = 1
X [2] = 1{1}(T [1]), X [3] = 1{2}(T [1])
X [4] = 1{1}(T [2]), X [5] = 1{2}(T [2]), X [6] = 1{3}(T [2]), X [7] = 1{4}(T [2])
and so on. Thus, the sequence is mostly zeros, with a 1 occurring
at t = 1, the next 1 occurring within the next 2 epochs, the next 1
occurring within the next 4 epochs, and so on. The probability that
|X [t]|> 0 is 2−blog2 tc, and so X p→ 0. 
Convergence in probability implies convergence in distribution.
Proof (scalar case): For any x and ε > 0 we have
fX [t](x)=P(X [t]≤ x)=P(X [t]≤ x, A≤ x+ε)+P(X [t]≤ x, A> x+ε)
and
fA(x+ε)=P(A≤ x+ε)=P(A≤ x+ε, X [t]≤ x)+P(A≤ x+ε, X [t]> x)
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and so
| fX [t](x)− fA(x+ ε)| ≤ P(X [t]≤ x, A> x+ ε)+P(A≤ x+ ε, X [t]> x)
= P(X [t]≤ x, A> x+ ε)+P(A≤ x− ε, X [t]> x)
+P(x− ε < A≤ x+ ε, X [t]> x)
≤ P(A−X [t]> ε)+P(X [t]−A> ε)
+P(x− ε < A≤ x+ ε)
= P(|X [t]−A|> ε)+P(x− ε < A≤ x+ ε)
Suppose X
p→ A, and let x be a continuity point of fA. Given any
δ > 0, one can choose ε > 0 such that P(x− ε < A≤ x+ ε)< δ3 and
fA(x+ ε)− fA(x) < δ3 , then choose t large enough so that P(|X [t]−
A|> ε)< δ3 . Then
| fX [t](x)− fA(x)| ≤ | fX [t](x)− fA(x+ ε)|+ | fA(x+ ε)− fA(x)|< δ
Thus limt→∞ fX [t](x) = fA(x). 
The following Cauchy-type convergence criterion is useful because it does not
require knowledge of the limit: X converges in probability iff
lim
t1,t2→∞
P(‖X [t2]−X [t1]‖> ε) = 0
for any ε > 0. In other words, for any δ ,ε > 0 there exists a tδ such that P(‖X [t2]−
X [t1]‖> ε)< δ for all t1, t2 > tδ .
The Cauchy criterion is used in the following example, which shows that conver-
gence in distribution does not imply convergence in probability.
Example 2.3. (continued) For any t2 > t1 the pmf of X [t2]−X [t1] is
P(X [t2]−X [t1] = x) =

1
4 x =−1
1
2 x = 0
1
4 x = 1
and so P(|X [t2]−X [t1]| > ε) = 12 for any ε < 1. Thus X does not
converge in probability. 
2.3.3 Convergence in mean square
A rs X [·] is said to converge in mean square to a rv A (denoted X [t] ms−−−→
t→∞ A or
X ms→ A or l. i.m.
t→∞ X [t] = A) if X is a finite variance sequence and
lim
t→∞‖X [t]−A‖rms = 0
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Example 2.5. (continued)
‖X [t]‖2rms = E|X [t]|2 = P(X [t] = 1) = 2−blog2 tc→ 0
and so X ms→ 0. 
If X [·] is a wss rs with uncorrelated sequence terms (i.e. cov(X [t1],X [t2]) = 0 for
t1 6= t2) then 1t
t
∑
k=1
X [k] ms−−−→
t→∞ µX .
Proof. First, note that
E
(
1
t
t
∑
k=1
X [k]
)
=
1
t
t
∑
k=1
EX [k] =
1
t
t
∑
k=1
µX = µX
Then, denoting varX [t] = c, we have
‖(1
t
t
∑
k=1
X [k]
)−µ‖2rms = trvar
(
1
t
t
∑
k=1
X [k]
)
= tr
1
t2
var
( t
∑
k=1
X [k]
)
= tr
1
t2
t
∑
k=1
varX [k] =
1
t2
t
∑
k=1
trvarX [k] =
1
t2
(t trc)→ 0 
Because of Chebyshev’s inequality
P(‖X [t]−A‖> ε)≤ ‖X [t]−A‖
2
rms
ε2
convergence in mean square implies convergence in probability, and thus also
convergence in distribution.
In particular, the above result implies the weak law of large numbers: If X [·] is an
uncorrelated wss rs then
1
t
t
∑
k=1
X [k]
p−−−→
t→∞ µX .
The Cauchy criterion for mean square convergence is
lim
t1,t2→∞
‖X [t1]−X [t2]‖rms = 0
In other words, for any δ > 0 there exists a d such that ‖X [t2]−X [t1]‖rms < δ for
all t1, t2 > d.
The Cauchy criterion is used in the following example, which shows that conver-
gence in probability does not imply convergence in mean square.
Example 2.4. (continued)
‖X [t2]−X [t1]‖rms ≥
∣∣‖X [t2]‖rms−‖X [t1]‖rms∣∣= |√t2−√t1|
and so the finite-variance rs X [·] does not converge in mean square.

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Because var(X [t]−A) is nonnegative definite, it follows that
‖EX [t]−EA‖2 ≤ ‖X [t]−A‖2rms
and so X ms→ A implies lim
t→∞EX [t] = EA, that is, expectation and limit operators
commute in the sense that
lim
t→∞EX [t] = E(l. i.m.t→∞ X [t])
Similarly, if X ms→ A and Y ms→ B then lim
s,t→∞E(X [t]Y
′[s]) = E(AB′).
Proof:
|E(Xi[t]Y j[s])−E(AiB j)| = |E((Xi[t]−Ai)Yj[s])+E(Ai(Yj[s]−B j))|
≤ |E((Xi[t]−Ai)Yj[s])|+ |E(Ai(Yj[s]−B j))|
≤ ‖Xi[t]−Ai‖rms · ‖Yj[s]‖rms+‖Ai‖rms · ‖Yj[s]−B j‖rms
≤ ‖Xi[t]−Ai‖rms︸ ︷︷ ︸
→0
·(‖Yj[s]−B j‖rms︸ ︷︷ ︸
→0
+‖B j‖rms)
+‖Ai‖rms · ‖Yj[s]−B j‖rms︸ ︷︷ ︸
→0

From this we can derive the Loe`ve criterion for MS convergence: a rs X converges
in mean square iff there is a constant matrix r such that lim
s,t→∞E(X [t]X
′[s]) = r.
Proof: If X ms→ A then (by the previous result) lim
s,t→∞E(X [t]X
′[s]) =
E(AA′). Conversely, if lim
s,t→∞E(X [t]X
′[s]) = r then
‖X [t]−X [s]‖2rms = trE(X [t]−X [s])(X [t]−X [s])′
= tr(EX [t]X ′[t]−EX [t]X ′[s]−EX [s]X ′[t]+EX [s]X ′[s])
→ tr(r− r− r+ r) = 0 
If each X [t] is a normal random variable and X ms→ A then A is a normal rv.
Proof. If X ms→ A then X d→ A, and so
φA(ζ ) = limt→∞φX [t](ζ ) = limt→∞e
ıζ ′EX [t]−12ζ ′(varX [t])ζ
= e
ıζ ′( lim
t→∞EX [t])−
1
2ζ
′( lim
t→∞varX [t])ζ = eıζ
′(EA)−12ζ ′(varA)ζ 
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2.3.4 Convergence with probability one
A rs X [·] is said to converge with probability one (or: almost surely, stochastically,
pathwise) to a rv A (denoted X [t] as−−−→
t→∞ A or X
as→ A) if
P( lim
t→∞X [t] = A) = 1
In other words, for almost any sample path x[·] of X [·] and corresponding sample
a of A (that is, for any non-zero-probability event (x[·],a)), we have x[t]→ a. A
special case of probability-one convergence is when x[t]→ a for all sample paths.
The following example shows that probability-one convergence does not imply
mean square convergence.
Example 2.4. (continued) The only sample path that is not eventually
zero is the sample path corresponding to U = 0, and this outcome has
zero probability. Thus X as→ 0. 
Convergence with probability one implies convergence in probability and hence
convergence in distribution.
A famous instance of convergence with probability one is the strong law of large
numbers: If X [·] is an iid finite-variance rs then 1
t
t
∑
k=1
X [k] as−−−→
t→∞ µX .
Example 2.6. Consider a rs X [t] iid∼ Bernoulli(12) (e.g. a sequence of
coin tosses). A string of 100 consecutive zeros is very unlikely, but it
is not impossible; in fact, this string (or any other given finite-length
string) appears infinitely often in almost all sample paths!
To show this, introduce the rs
Y [t] =
{
1 if X [100(t−1)+1:100] are all zeros
0 otherwise
This is an iid Bernoulli(2−100) random sequence. By the strong law
of large numbers, lim
t→∞
1
t
t
∑
k=1
y[k] = 2−100 for almost any sample path
y[·]. Thus, there is some t1 such that 1t
t
∑
k=1
y[k] > 2−101 for all t ≥ t1.
Then, for any m > 0, taking t = max(t1,2101m) gives
t
∑
k=1
y[k] ≥ m,
that is, the string occurs at least m times. 
A Cauchy criterion for probability-one convergence is that
lim
t1,t2→∞
‖x[t2]− x[t1]‖= 0
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for almost all sample paths of X [·].
The Cauchy criterion is used in the following example, which shows that conver-
gence in probability does not imply probability-one convergence, and also that
mean square convergence does not imply probability-one convergence.
Example 2.5. (continued) For any sample path and any t1 > 1, there
is a t2 lying in the same epoch group (i.e. blog2 t1c = blog2 t2c) such
that |x[t2]− x[t1]| = 1. Thus |x[t2]− x[t1]| converges to zero for none
of the sample paths, and so X [·] does not exhibit probability-one con-
vergence. 
We have now seen an example showing that probability-one convergence does
not imply mean square convergence, and an example showing that mean square
convergence does not imply probability-one convergence. However, if X as→ A and
X ms→ B, then A as= B.
Proof. For any ε > 0, ‖X [t]−A‖ ≤ ε and ‖X [t]−B‖ ≤ ε together
imply
‖A−B‖= ‖A−X [t]+X [t]−B‖ ≤ ‖A−X [t]‖+‖X [t]−B‖ ≤ 2ε
and so
P(‖A−B‖> 2ε) ≤ P(‖X [t]−A‖> ε or ‖X [t]−B‖> ε)
≤ P(‖X [t]−A‖> ε)+P(‖X [t]−B‖> ε)
and the right hand side goes to zero because X
p→ A and X p→ B. 
2.4 Ergodic sequences
In technical applications, the statistical properties of a random process are often
inferred by studying a finite number of long (but finite) realisations (i.e. simula-
tions, experiments, or field data). This procedure usually requires the assumption
that the process is ergodic in some sense. In this section, some ergodicity concepts
and theorems are introduced.
2.4.1 Ergodicity in the mean
A constant-mean rs X [·] is said to be (mean square) ergodic in the mean if the
random sequence
M[t] :=
1
t+1
t
∑
k=0
X [k] (t ∈ Z+)
converges in mean square to µX as t→∞. In this sense, the time average sequence
M tells us something about the mean (i.e. the “ensemble average”) of the rs X .
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Example 2.7. A “random constant” sequence X [t] = A with nonde-
generate A is not ergodic in the mean, because ‖M[t]− µX‖2rms =
‖A−EA‖2rms = varA. 
We have seen in §2.3.3 that M ms→ µx when X [·] is wss rs with uncorrelated terms.
One might then intuitively expect that a wss rs X [·] would be ergodic in the mean
if X [t] and X [t + τ] are sufficiently decorrelated for large values of the time shift
τ . This idea is made precise in the following statements.
A necessary and sufficient condition for ergodicity in the mean of a wss random
sequence X [·] is
lim
t→∞
1
t+1
t
∑
k=0
trcX [k] = 0 (4)
Condition (4) holds if
lim
t→∞ trcX [t] = 0 (5)
Condition (5) holds if ∑tk=0 trcX [k] converges, in which case
‖M[t]−µX‖2rms .
1
t+1
∞
∑
k=−∞
trcX [k]
that is, the order of convergence of the rms error is O( 1√t ). If trcX [t] converges to
a nonzero value then the wss rs X [·] is not ergodic in the mean.
Proof: We have
‖M[t]−µX‖2rms = trE(M[t]−µX)(M[t]−µX)′
= trE
(( 1
t+1
t
∑
j=0
X [ j]
)−µX)(( 1t+1 t∑l=0 X [l])−µX
)′
=
1
(t+1)2
tr
t
∑
j=0
t
∑
l=0
cX [ j, l] =
1
(t+1)2
t
∑
j=0
t
∑
l=0
trcX [ j, l]
=
1
(t+1)2
t
∑
k=−t
(t+1−|k|) trcX [k]
=
1
t+1
t
∑
k=−t
(
1− |k|
t+1
)
trcX [k]
≤ 1
t+1
t
∑
k=−t
trcX [k] =
− trcX [0]
t+1
+
2
t+1
t
∑
k=0
trcX [k]
Thus, a sufficient condition for ‖M[t]−µX‖2rms→ 0 is 1t+1 ∑tk=0 trcX [k]→
45
0. This is also a necessary condition, because M ms→ µx implies that∣∣∣∣∣ 1t+1 t∑k=0 trcX [k]
∣∣∣∣∣ =
∣∣∣∣∣ 1t+1 t∑k=0 trE((X [k]−µX)(X [0]−µX)′)
∣∣∣∣∣
=
∣∣trE((M[t]−µX)(X [0]−µX)′)∣∣
=
∣∣E(M[t]−µX)′(X [0]−µX)∣∣
≤ ‖M[t]−µX‖rms︸ ︷︷ ︸
→0
·‖X [0]−µX‖rms
If trcX [t]→ γ then for any given ε > 0 there is some t0 such that
| trcX [k]− γ|< ε for all k > t0. For any t > t0 we have∣∣∣∣∣
(
1
t+1
t
∑
k=0
trcX [k]
)
− γ
∣∣∣∣∣=
∣∣∣∣∣ 1t+1 t∑k=0(trcX [k]− γ)
∣∣∣∣∣
≤ 1
t+1
t0
∑
k=0
| trcX [k]− γ|+ 1t+1
t
∑
k=t0+1
| trcX [k]− γ|
≤
 1t+1 t0∑k=0(| trcX [k]|︸ ︷︷ ︸≤trcX [0] +|γ|)
+ ε ≤ (t0+1)(trcX [0]+ |γ|)t+1 + ε
and for some t1> t0 this is≤ 2ε for all t > t1. Thus, 1t+1 ∑tk=0 trcX [k]→
γ . 
Example 2.8. Let the random sequences U [t] iid∼ Bernoulli(34) and
V [t] iid∼ Bernoulli(14) be independent, and let
X [t] = A ·U [t]+ (1−A) ·V [t]
with A ∼ Bernoulli(12) independent of U and V . Thus, the outcome
of an experiment is that the sample path of the rs X either coincides
with the sample path of U or coincides with the sample path of V ,
with equal probability.
We have
EX [t] = EAEU [t]+E(1−A)EV [t] = 12
and
EX [t+ τ]X [t] = E
((
A ·U [t+ τ]+ (1−A) ·V [t+ τ])(A ·U [t]+ (1−A) ·V [t]))
= EA2EU [t+ τ]U [t]+EA(1−A)︸ ︷︷ ︸
=0
(· · ·)+E(1−A)2EV [t+ τ]V [t]
=
1
2
·
(
9
16
+
3
16
δ (τ)
)
+
1
2
·
(
1
16
+
3
16
δ (τ)
)
=
5
16
+
3
16
δ (τ)
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and so X is wss. However
cX [τ] =
1
16
+
3
16
δ (τ) τ→∞−−−→ 1
16
so X is not ergodic in the mean. 
Example 2.9. The wss autoregressive sequence presented in §2.2.5
has cY [τ] = α
|τ|σ2
1−α2 and is ergodic in the mean because
t
∑
k=−t
α |k| = 1+
2α(1−α t)
1−α −−−→t→∞
1+α
1−α
Here are the sequences of time-averages M[t] = 1t+1 ∑
t
k=0Y [k] for the
sample paths that were shown in §2.2.5.
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M [ t ]
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t
α = −0.9The dashed line in the figure is the “tube” that contains 95% of the
sample paths of M, that is, P(|M[t]−µY | ≤ ρ[t]) = 0.95; it computed
using the approximation
ρ[t] := 1.96‖M[t]−µY‖rms . 1.96σ√
t+1(1−α) 
2.4.2 Ergodicity in the correlation
A wss rs X [·] is said to be (mean square) ergodic in the i, j,τ correlation if the
sequence of time averages
Mi jτ [t] :=
1
t+1
t
∑
k=0
Xi[k+ τ]X j[k] (t ∈ Z+)
converges in mean square to rX i j[τ] as t→ ∞.
A normal stationary zero-mean rs X [·] is ergodic in the i, j,τ correlation if
t
∑
k=0
rX ii[k]rX j j[k]+ rX i j[k+ τ]rX i j[k− τ] (6)
converges as t→∞, and when (6) converges, the order of convergence of ‖Mi jτ [t]−
rX i j[τ]‖rms is O( 1√t ). A sufficient condition for convergence of (6) for any i, j,τ
is convergence of
t
∑
k=0
max
i, j
|rX i j[k]|.
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Proof. Let Zi jτ [t] =Xi[t+τ]X j[t], with fixed i, j,τ . Then Zi jτ [·] is wss,
because EZi jτ [t] = rX i j[τ] is constant with respect to t and
E(Zi jτ [t1]Zi jτ [t2]) = E(Xi[t1+ τ]X j[t1]Xi[t2+ τ]X j[t2])
= E(Xi[t1− t2+ τ]X j[t1− t2]Xi[τ]X j[0])
depends only on the difference t1− t2. Using a property of normal
rv’s5, we have
cZi jτ [t] = E(Xi[t+ τ]X j[t]Xi[τ]X j[0])− (rX i j[τ])2
= rX ii[t]rX j j[t]+ rX i j[t+ τ]rX i j[t− τ] (7)
Using the theory presented in the previous section, convergence of
∑tk=0 cZi jτ [k] is sufficient for Mi jτ
ms−→ rX i j[τ] with order of conver-
gence O( 1√t ).
Suppose
t
∑
k=0
max
i, j
|rX i j[k]| converges, and consider the sum
t
∑
k=0
|cZi jτ [k]| ≤
t
∑
k=0
|rX ii[k]rX j j[k]|+
t
∑
k=0
|rX i j[k+ τ]rX i j[k− τ]| (8)
For the first term in the rhs of (8) we have
t
∑
k=0
|rX ii[k]rX j j[k]| ≤ rX j j[0]
t
∑
k=0
|rX ii[k]| ≤ rX j j[0]
t
∑
k=0
max
i, j
|rX i j[k]|
For the second term in the rhs of (8), choosing t1 so that |rX i j[k−τ]| ≤
1 for all k > t1, we have
t
∑
k=0
|rX i j[t+τ]rX i j[t−τ]| ≤
t1
∑
k=0
|rX i j[t+τ]rX i j[t−τ]|+
t
∑
k=t1+1
|rX i j[k+ τ]|︸ ︷︷ ︸
≤
t+τ
∑
k=t1+1+τ
max
i, j
|rX i j[k]|
for all t > t1. Thus, convergence of ∑tk=0 maxi, j |rX i j[k]| implies the
convergence of ∑tk=0 |cZi jτ [k]|, and thus of ∑tk=0 cZi jτ [k]. 
Example 2.10. Consider a stationary normal zero-mean autoregres-
sive sequence X [·] with covariance cX [τ] = α |τ|, where |α|< 1. This
rs is ergodic in the correlation for any τ because ∑tk=0 |αk| converges.
5 If X1:4 ∼ Normal(0,q) then EX1X2X3X4 = q12q34+q13q24+q14q23
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For τ ≥ 0, we have
t
∑
k=−t
cZτ [k] =
t
∑
k=−t
(α2|k|+α |k+τ|+|k−τ|)
= 1+2
t
∑
k=1
α2k +
τ
∑
k=−τ
α2τ +2
t
∑
k=τ+1
α2k
→ 1+ 2α
2
1−α2 +(2τ+1)α
2τ +
2α2τ+2
1−α2
= 2τα2τ +
(1+α2)(1+α2τ)
1−α2
and so we have the approximate error bound
‖Mτ [t]− rX [τ]‖2rms .
1
t+1
(
2τα2τ +
(1+α2)(1+α2τ)
1−α2
)

Example 2.11 Consider the wss rs
X [t] = Acos(ωt)+Bsin(ωt)
where sinω 6= 0 and A and B are nondegenerate uncorrelated zero-
mean random variables. The sequence is wss provided that varA =
varB (=: σ2), and the variance of the rs is then
varX [t] = rX [0] = E
(A2+B2
2
)
= σ2
The sequence of time averages for estimating this variance is
M0[t] =
1
t+1
t
∑
k=0
(
Acos(ωk)+Bsin(ωk)
)2
= 12(A
2+B2)+
t
∑
k=0
1
2(A
2−B2)cos(2ωk)+ABsin(2ωk)
t+1
= 12(A
2+B2)+ 12
A2−B2
t+1
· sin(ω(t+1))cos(ωt)
sinω
+
AB
t+1
· sin(ω(t+1))sin(ωt)
sinω
Then, assuming that A and B have finite fourth moments, we have
‖M0[t]− rX [0]‖2rms = ‖M0[t]‖2rms−σ4
→ E
((A2+B2
2
)2)−(E(A2+B2
2
))2
= var
(A2+B2
2
)
and so the rs X is not ergodic in the correlation. It is left as an exercise
to show that this rs is ergodic in the mean. 
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3 Power Spectral Density
3.1 Fourier series
3.1.1 Scalar case
Given a real scalar sequence f [t] (t ∈ Z) that is square summable, i.e. a sequence
such that
lim
t→∞
t
∑
k=−t
f [k]2 =:
∞
∑
k=−∞
f [k]2
exists, the formula
fˆ (ω) =
∞
∑
t=−∞
f [t]e−ıωt
defines a 2pi-periodic function fˆ :R→C that is square-integrable on [−pi,pi), i.e.∫ pi
−pi | fˆ (ω)|2 dω < ∞ and conjugate symmetric, i.e. ¯ˆf (ω) = fˆ (−ω). The function
fˆ is called the spectrum of the sequence f .
Conversely, given a conjugate-symmetric 2pi-periodic function fˆ : [−pi,pi)→ C
that is square-integrable on [−pi,pi), the formula
f [t] =
1
2pi
∫ pi
−pi
fˆ (ω)eıωt dω
defines a square-summable real scalar sequence. The sequence terms f [t] are
called the Fourier series coefficients of fˆ .
Example 3.1. For f [t] = α |t| with |α|< 1 we have
fˆ (ω) = α0+
∞
∑
t=1
α te−ıωt +
∞
∑
t=1
α teıωt
= 1+
∞
∑
t=1
(
αe−ıω
)t + ∞∑
t=1
(
αeıω
)t
= 1+
αe−ıω
1−αe−ıω +
αeıω
1−αeıω
=
1−α2
1+α2−2α cos(ω)
−10 −5 0 5 10
0
1
f [t ] = (0.5)|t|
 t
−π 0 π
0
1
2
3
ω
fˆ(ω)

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Example 3.2. The Fourier series of a “flat” spectrum fˆ (ω) = 1 is
f [t] = δ (t) =
{
1 if t = 0
0 otherwise 
Linearity:
h[t] = α f [t]+βg[t] ⇔ hˆ[t] = α fˆ [t]+β gˆ[t]
Reversal of a real sequence corresponds to complex conjugation of its spectrum:
←
f [t] = f [−t] ⇔
←ˆ
f (ω) = ¯ˆf (ω)
Convolution of sequences corresponds to multiplication of spectra:
h = f ∗g ⇔ hˆ(ω) = fˆ (ω)gˆ(ω)
where
( f ∗g)[t] :=
∞
∑
k=−∞
f [t− k]g[k] =
∞
∑
k=−∞
f [k]g[t− k]
Taking t = 0 we obtain the identity
∞
∑
k=−∞
f [k]g[−k] = 1
2pi
∫ pi
−pi
fˆ (ω)gˆ(ω)dω
of which the particular case
∞
∑
t=−∞
f [t]2 =
1
2pi
∫ pi
−pi
| fˆ (ω)|2 dω
is called Parseval’s identity.
Termwise multiplication of sequences corresponds to convolution of spectra:
b[t] = f [t]g[t] ⇔ bˆ = fˆ ∗ gˆ
where
( fˆ ∗ gˆ)(ω) := 1
2pi
∫ pi
−pi
fˆ (ω−λ )gˆ(λ )dλ = 1
2pi
∫ pi
−pi
fˆ (λ )gˆ(ω−λ )dλ
Taking ω = 0 we obtain Plancherel’s identity
1
2pi
∫ pi
−pi
fˆ (λ ) ¯ˆg(λ )dλ =
∞
∑
t=−∞
f [t]g[t]
of which Parseval’s identity is a special case.
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3.1.2 Multivariate case
Let fˆ be an m× n matrix whose elements are conjugate-symmetric 2pi-periodic
functions that are square-integrable on [−pi,pi). Its Fourier coefficients are m×n
real matrices f[t] whose elements are
fi j[t] =
1
2pi
∫ pi
−pi
fˆi j(ω)eıωt dω
and the Fourier series is
fˆ(ω) =
∞
∑
t=−∞
f[t]e−ıωt
Linearity:
h[t] = αf[t]+βg[t] ⇔ hˆ[t] = α fˆ[t]+β gˆ[t]
Two m×n matrices of conjugate-symmetric spectrum functions are related to their
real Fourier series according to:
hˆ(ω) = fˆ(ω)gˆ′(ω) ⇔ h[t] =
∞
∑
k=−∞
f[k]g′[k− t] =
∞
∑
k=−∞
f[k+ t]g′[k]
where the superscript ′ denotes the matrix complex conjugate transpose (i.e. Her-
mitian transpose).
Taking t = 0 we obtain Plancherel’s identity
∞
∑
k=−∞
f[k]g′[k] =
1
2pi
∫ pi
−pi
fˆ(ω)gˆ′(ω)dω
Substituting g = f and taking the trace of both sides gives Parseval’s identity
∞
∑
k=−∞
‖f[k]‖2 = 1
2pi
∫ pi
−pi
‖fˆ(ω)‖2 dω
Similarly, the sequence of term-wise products is related to the spectra as follows:
h[t] = f[t]g′[t] ⇔ hˆ(ω)= 1
2pi
∫ pi
−pi
fˆ(λ )gˆ′(λ−ω)dλ = 1
2pi
∫ pi
−pi
fˆ(ω+λ )gˆ′(λ )dλ
3.2 PSD Scalar Case
3.2.1 Basics
The power spectral density (psd) of a scalar wss random sequence X [·] with
square-summable autocovariance sequence cX [·] is the 2pi-periodic function cˆX
whose Fourier series coefficients are the autocovariance values, that is,
cˆX(ω) =
∞
∑
t=−∞
cX [t]e−ıωt , cX [t] =
1
2pi
∫ pi
−pi
cˆX(ω)eıωt dω
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Because cX is real-valued and even, so is cˆX , and the above formulas can be written
cˆX(ω) = cX [0]+2
∞
∑
t=1
cX [t]cos(ωt), cX [t] =
1
pi
∫ pi
0
cˆX(ω)cos(ωt)dω
In particular, we have
varX = cX [0] =
1
pi
∫ pi
0
cˆX(ω)dω
Example 3.2 (continued). Recall that scalar white noise is a zero-
mean wss rs having an autocovariance sequence cX [t] that is zero for
t 6= 0. White noise is thus characterised as a rs whose power spectral
density is constant. The name “white” comes from the analogy with
the flat spectrum of white light in physics. 
If the autocovariance sequence cX [·] is absolutely summable, that is,
∞
∑
t=−∞
|cX [t]|< ∞
then the psd is continuous and nonnegative, that is, cˆX(ω)≥ 0 for all ω .
Proof. The psd is continuous because the absolute summability of
cX [·] ensures that the series ∑t cX [t]cos(ωt) converges uniformly in
ω ∈ [−pi,pi].
For given ω , let
aˆ[n] =
1
n+1
n
∑
t=0
n
∑
s=0
cX [s− t]e−ı(s−t)ω
By summing along lines of constant s− t we can rewrite this as
aˆ[n] = cX [0]+2
n
∑
k=1
(
1− k
n+1
)
cX [k]cos(ωk)
For any 1≤ n0 < n we have
|cˆX(ω)− aˆ[n]| ≤ 2
n0
∑
k=1
k|cX [k]|
n+1
+2
n
∑
k=n0+1
k|cX [k]|
n+1
+2
∞
∑
k=n+1
|cX [k]|
≤ 2
n+1
n0
∑
k=1
k|cX [k]|+2
∞
∑
k=n0+1
|cX [k]|
Now n0 can be chosen large enough to make the second term < ε ,
and then n1 > n0 can be chosen large enough that the first term is < ε
for all n > n1. Thus limn→∞ aˆ[n] = cˆ(ω), and since aˆ[n] is nonnegative
(because the autocovariance sequence cX [·] is a nonnegative definite
sequence), so is cˆ(ω). 
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Example 3.3. Is the sequence
f [t] = 1{−1,0,1}(t)
a valid autocovariance sequence? It is clearly symmetric, and | f [t]| ≤
f [0]. However, a plot shows that fˆ (ω)≥ 0 does not hold for all ω:
−5 0 5
0
1
f [t ]
 t
−π 0 π
−1
0
1
2
3
ω
fˆ(ω)
In particular, fˆ (pi) = 1+2cos(pi) =−1< 0. Thus, f [·] is not nonneg-
ative definite, and so is not a valid autocovariance sequence. 
Conversely, if cˆX : [−pi,pi)→ R is a nonnegative even function such that∫ pi
−pi
cˆX(ω)dω < ∞
then its Fourier coefficient sequence cX [·] is a valid autocovariance sequence, that
is, cX [·] is real, even, and nonnegative.
Proof. For any integers t1, . . . , tm and real values a[1], . . . ,a[m] we
have
m
∑
i=1
m
∑
j=1
a[i]a[ j]cX [t j− ti] = 12pi
m
∑
i=1
m
∑
j=1
a[i]a[ j]
∫ pi
−pi
cˆX(ω)eıω(t j−ti) dω
=
1
2pi
∫ pi
−pi
cˆX(ω)
(
m
∑
i=1
a[i]e−ıωti
)(
m
∑
j=1
a[ j]eıωt j
)
︸ ︷︷ ︸∣∣∣∣∣ m∑j=1 a[ j]eıωt j
∣∣∣∣∣
2
dω ≥ 0
and the proof is complete. 
Example 3.4. Consider the psd
cˆ(ω) = 1(− pi3 , pi3 )(ω)
The corresponding autocovariance sequence is
c[t] =
1
pi
∫ pi/3
0
cos(ωt)dω =
{
1/3 when t = 0
sin(pit/3)
pit when t 6= 0
54
−15 −10 −5 0 5 10 15
−0.1
0
0.1
0.2
0.3
f [t ]
 t
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0
1
ω
fˆ(ω)
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3.2.2 Why it’s called “power spectral density”
Let X [t] (t ∈ Z) be a scalar zero-mean wss random sequence. Let Y [·] be an
approximation of X that is constructed by extracting a length-m segment of X and
periodically repeating it, that is,
Y [0:m−1] = X [0:m−1], Y [t+ km] = Y [t] (t,k ∈ Z)
Its discrete Fourier transform (DFT) is
Yˆ [p] =
1
m
m−1
∑
t=0
Y [t]e−2piıpt/m
Note that the real and imaginary parts of Yˆ [t] (t ∈ Z) are real random sequences.
Also, the sequence Yˆ [·] is m-periodic, and because Y is real-valued,
Yˆ [p] = ¯ˆY [−p]
The inverse DFT (assuming henceforth that m is even) is
Y [t] =
m−1
∑
p=0
Yˆ [p]e2piıpt/m
= Yˆ [0]+
m
2−1
∑
p=1
Yˆ [p]e2piıpt/m+ Yˆ [m2 ]e
−ıpit +
m−1
∑
p=m2 +1
Yˆ [p]e2piıpt/m︸ ︷︷ ︸
m
2−1
∑
q=1
Yˆ [m−q]e−2piıqt/m
= Yˆ [0]+ Yˆ [m2 ]e
−ıpit +2
m
2−1
∑
p=1
Re
(
Yˆ [p]e2piıpt/m
)
= Yˆ [0]+ Yˆ [m2 ](−1)t +2
m
2−1
∑
p=1
Re(Yˆ [p])cos(ωpt)− Im(Yˆ [p])sin(ωpt)
whereωp = 2pi p/m. This can be interpreted as a decomposition of the periodic se-
quence Y into sinusoidal components. The discrete frequency pointsω0, . . . ,ωm2−1
are equally spaced in the interval [0,pi) with spacing 2pi/m.
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The random variable
P =
1
m
m−1
∑
t=0
Y [t]2
can be interpreted as the sum of the “energy” terms Y [t]2 over one period, divided
by the length of the period, and is called the (time-)average power of Y . By
the Parseval identity for DFT (whose proof is left as an exercise), the average
power can be decomposed into the sum of the squared amplitudes of the sinusoidal
components:
P =
m−1
∑
p=0
|Yˆ [p]|2 = |Yˆ [0]|2+
m
2−1
∑
p=1
|Yˆ [p]|2+ |Yˆ [m
2
]|2+
m−1
∑
p=m2 +1
|Yˆ [p]|2
= |Yˆ [0]|2+ |Yˆ [m
2
]|2+2
m
2−1
∑
p=1
|Yˆ [p]|2
We see that 2|Yˆ [p]|2 is the contribution to the average power of Y of the sinu-
soidal component at the two discrete frequencies ±ωp. For convenience, we
divide this contribution equally between these two frequencies. The mean (i.e.
expected value of) average power at frequency ωp is then E|Yˆ [p]|2.
E|Yˆ [p]|2
ωp
2π/m
∆
Consider a small frequency interval centred at
ωp and of width ∆. The mean average power
in the interval is approximately E|Yˆ [p]|2 mul-
tiplied by ∆2pi/m , the number of discrete fre-
quency points in the interval.
We shall show that as m→ ∞, the mean aver-
age power in the frequency interval tends to-
wards
1
2pi
∫ ωp+12∆
ωp−12∆
cˆX(ω)dω
It is in this sense, then, that cˆX(ω) is the “density” of the mean average power in
the neighbourhood of angular frequency ω .
Here we go:
m∆
2pi
E|Yˆ [p]|2 = m∆
2pi
E
(
1
m
m−1
∑
t=0
Y [t]e−2piıpt/m
)
·
(
1
m
m−1
∑
s=0
Y [s]e2piıps/m
)
=
∆
2pim
m−1
∑
t=0
m−1
∑
s=0
cX [t− s]e−ıωp(t−s)
=
∆
2pim
m−1
∑
t=0
m−1
∑
s=0
(
1
2pi
∫ pi
−pi
cˆX(ω)eıω(t−s) dω
)
e−ıωp(t−s)
=
∆
2pi
∫ pi
−pi
cˆX(ω)|hˆm(ω−ωp)|2 dω (9)
56
where
|hˆm(ω−ωp)|2 = 12pim
m−1
∑
t=0
m−1
∑
s=0
eı(ω−ωp)(t−s)
=
1
2pim
(
m−1
∑
t=0
eı(ω−ωp)t
)
·
(
m−1
∑
s=0
e−ı(ω−ωp)s
)
=
1
2pim
(
1− eı(ω−ωp)m
1− eı(ω−ωp)
)
·
(
1− e−ı(ω−ωp)m
1− e−ı(ω−ωp)
)
=
sin2(m(ω−ωp)/2)
2pimsin2((ω−ωp)/2)
The function |hˆm(·)|2 is 2pi-periodic. Here’s what it looks like for m = 20:
−π 0 π
0
1
2
3
ω − ωp
The height of the central “lobe” is m2pi and its width (distance between the zeros)
is 4pim . For any m, the integral over one period is∫ pi
−pi
|hˆm(λ )|2 dλ =
∫ pi
−pi
(
1
2pim
m−1
∑
t=0
m−1
∑
s=0
eıλ (t−s)
)
dλ
=
1
m
m−1
∑
t=0
m−1
∑
s=0
1
2pi
∫ pi
−pi
eıλ (t−s) dλ︸ ︷︷ ︸
1{0}(t−s)
= 1
As m increases, the central lobe becomes higher and narrower, the sidelobes be-
come shorter and narrower, and |hˆm(·)|2 tends toward a “delta” function. As a
consequence, the right hand side of (9) approaches cˆX(ωp) ∆2pi , which for small ∆
is ≈ 12pi
∫ ωp+12∆
ωp−12∆
cˆX(ω)dω . QED
3.3 PSD Multivariate Case
3.3.1 Basics
The psd of a vector wss random sequence X [·] is
cˆX(ω) =
∞
∑
t=−∞
cX [t]e−ıωt , cX [t] =
1
2pi
∫ pi
−pi
cˆX(ω)eıωt dω
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Because cX is real-valued and cX [t] = c′X [−t], it follows that cˆX is Hermitian and
cˆX(ω) = cˆX>(−ω) (where the superscript > denotes the ordinary matrix trans-
pose), and the above formulas can be written
cˆX(ω) = cX [0]+
∞
∑
t=1
(cX [t]+ c′X [t])cos(ωt)− ı
∞
∑
t=1
(cX [t]− c′X [t])sin(ωt)
cX [t] =
1
pi
∫ pi
0
Re(cˆX(ω))cos(ωt)dω− 1pi
∫ pi
0
Im(cˆX(ω))sin(ωt)dω
In particular, we have
varX = cX [0] =
1
pi
∫ pi
0
Re(cˆX(ω))dω
Example 3.5. Let X [·] be a wss random sequence of length-2 vectors
having autocovariance sequence
cX [0] = i, cX [1] =
[
0 0
1 0
]
= c′X [−1] cX [t] = 0 (|t|> 1)
Its psd is
cˆX(ω) =
[
1 eıω
e−ıω 1
]

If the elements of cX [·] are absolutely summable then the psd is continuous and
nonnegative definite, that is, a′cˆ(ω)a≥ 0 for all a and ω .
Conversely, if cˆ is a nonnegative definite Hermitian matrix-valued function on
[−pi,pi) that satisfies
cˆ(ω) = cˆ>(−ω),
∫ pi
−pi
tr cˆ(ω)dω < ∞
then its Fourier coefficient sequence c[·] is a valid autocovariance sequence, that
is, c[·] is real, nonnegative definite, and c[t] = c′[−t].
3.3.2 Cross-PSD
Consider a vector-valued wss random sequence Z[·] that is partitioned as
Z[t] =
[
X [t]
Y [t]
]
The corresponding partitioning of the psd is
cˆZ(ω) =
[
cˆX(ω) cˆXY (ω)
cˆY X(ω) cˆY (ω)
]
The off-diagonal term
cˆXY (ω) =
∞
∑
t=−∞
cXY [t]e−ıωt , cXY [t] =
1
2pi
∫ pi
−pi
cˆXY (ω)eıωt dω
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is called the cross-power spectral density of X and Y . From the symmetry prop-
erties of cˆZ we have
cˆXY (ω) = cˆ′Y X(ω) = cˆY X
>(−ω)
When X and Y are random sequences of equal-length rv’s, the cross-psd is related
to the psd’s by the inequality
| tr cˆXY (ω)| ≤
√
tr cˆX(ω) ·
√
tr cˆY (ω)
Proof. The 2×2 matrix[
tr cˆX(ω) tr cˆXY (ω)
tr cˆY X(ω) tr cˆY (ω)
]
=∑
i
[
cˆXi(ω) cˆXiYi(ω)
cˆYiXi(ω) cˆYi(ω)
]
is non-negative definite and so its determinant is non-negative:
tr cˆX(ω) · tr cˆY (ω)−| tr cˆXY (ω)|2 ≥ 0 
4 Linear System with Random Input
4.1 State space model
4.1.1 Basics
A state space model for a linear time-invariant discrete-time system is
yu xt+1 = axt +but
yt = cxt +dut
(10)
The times t are integers, the states x are nx vectors, the input signals u are nu
vectors, the output signals y are ny vectors, and a,b,c,d are real matrices of con-
forming dimensions6.
Given an initial state x0 and input values u0, u1, . . ., the state and output at subse-
quent times can be found by recursion:
xt = atx0+
t−1
∑
k=0
at−k−1buk (t ≥ 1)
yt = catx0+dut +
t−1
∑
k=0
cat−k−1buk (t ≥ 0)
6 To lighten the notation here and in the remainder of these notes, the sequence time index
is usually shown as a subscript; the bracket notation will be used only in formulas where the
subscripts are showing the indices of vector or matrix components.
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Introducing the ny×nu matrix sequence
ht =

0, t < 0
d, t = 0
cat−1b, t ≥ 1
the formula for the output can be written as
yt = catx0+
t
∑
k=0
ht−k uk
= catx0+
t
∑
k=0
hk ut−k
The matrix sequence h0, h1, h2, . . . is called the impulse response, because its jth
column is the zero-initial-state output when the input signal is ut = δ (t)i:, j, a unit
“impulse” in the jth channel. (Here i:, j denotes the jth column of the identity
matrix i.)
The impulse response suffices to completely characterise the system’s zero-initial-
state output response to any input sequence. In particular, the zero-initial-state
output response to a constant unit input in the jth channel is
y[t] =
t
∑
k=0
h:, j[t− k] =
t
∑
k=0
h:, j[k] (t ≥ 0)
and is called the jth input channel’s step response.
The system (10) is called linear because the output is a linear combination of the
initial condition and the inputs. It is called time-invariant because the response
is invariant to a shift of the time axis origin. The system is nonanticipative (or:
causal) because the input signals ut2 do not affect the earlier outputs yt1 (where
t1 < t2).
Example 4.1. Consider a single-input single-output system with the
state space model matrices
a =
[ −16 16
1 0
]
, b =
[
1
0
]
, c =
[
1 2
]
, d =
[
0
]
The system’s impulse response and step response are
0 5 10
0
1
2
3
t
h[t ]
0 5 10
0
1
2
3
t
∑t
0 h[k ]
60
The output responses when inputs are zero and initial conditions are
x0 = i:,1 and x0 = i:,2 are
0 5 10
0
1
2
t
0 5 10
0
1
2
t

4.1.2 Stability
The linear system is said to be asymptotically stable if limt→∞ xt = 0 for any initial
state x0 and zero input.
A necessary and sufficient condition for asymptotic stability is ρ(a) < 1, where
the spectral radius ρ(a) is the largest eigenvalue modulus of a.
Proof. We use the vector norm ‖z‖∞ = maxi |zi| and its subordinate
(or: induced) matrix norm
‖a‖∞ = max
x 6=0
‖ax‖∞
‖x‖∞ = maxi ∑j
|ai j|
To prove sufficiency, suppose ρ(a) < 1. By the Schur factorisation
theorem, a is similar to a (possibly complex) matrix e+ u with e a
diagonal matrix containing the eigenvalues of a and u a strictly upper
triangular matrix. Let s denote the matrix such that a = s−1(e+u)s.
Let ε > 0 and dε = diag(ε,ε2, . . . ,εnx). We have d−1ε edε = e and
d−1ε udε =

0 εu12 ε2u13 ε3u14 · · ·
0 0 εu23 ε2u24 · · ·
0 0 0 εu34 · · ·
...
...
...
... . . .
=: u˜
Then, choosing ε small enough that ‖e‖∞+ ‖u˜‖∞ = ρ(a)+ ‖u˜‖∞ is
smaller than 1, we have
‖at‖∞ = ‖s−1 dε (e+ u˜)t d−1ε s‖∞
≤ ‖s−1 dε ‖∞
(‖e‖∞+‖u˜‖∞)t‖d−1ε s‖∞ t→∞−−−→ 0
and so ‖xt‖∞ = ‖at x0‖∞ ≤ ‖at‖∞ ‖x0‖∞ t→∞−−−→ 0.
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To prove necessity, suppose ρ(a)≥ 1. Then there exist some λ and v
such that av= λv, |λ | ≥ 1, and ‖v‖∞ = 1. It follows that, with x0 = v,
‖xt‖∞ = ‖atx0‖∞ = ‖atv‖∞ = ‖λ tv‖∞ = |λ t | · ‖v‖∞ = |λ |t ≥ 1
and so the system is not asymptotically stable. 
If ρ(a)< 1 then the (discrete-time) Lyapunov equation
axa′+m = x
has a unique solution x for any nx× nx symmetric non-negative definite (snnd)
matrix m, and the solution is snnd. If ρ(a)< 1 then the LE has a unique solution
x for any nx× nx symmetric positive definite (spd) matrix m, and the solution
is spd. If the LE has a spd solution x for some spd m then ρ(a) < 1. If for
some spd m the LE has a symmetric solution x that is not spd then the system is
unstable, that is, there exist some x0 such that the zero-input system xt+1 = axt is
unbounded.
Proof. As noted in the previous proof, if ρ(a)< 1 then there exists a
nonsingular s˜ = d−1ε s such that ‖s˜ a s˜−1‖∞ < 1 and ‖(s˜ a s˜−1)′‖∞ < 1.
The fixed-point iteration
xt = axt−1 a′+m
has the solution
xt = at x0 (a′)t +
t−1
∑
k=0
ak m(a′)k
The sequence x0, x1, x2, . . . converges because
‖ s˜ at x0 (a′)t s˜′ ‖∞ ≤ ‖s˜ a s˜−1‖t∞︸ ︷︷ ︸
→0
‖s˜ x0 s˜′‖∞ ‖(s˜ a s˜−1)′‖t∞︸ ︷︷ ︸
→0
and
‖s˜
(
∞
∑
k=t
ak m(a′)k
)
s˜′‖∞ ≤
∞
∑
k=t
‖s˜ a s˜−1‖k∞ ‖s˜m s˜′‖∞ ‖(s˜ a s˜−1)′‖k∞
= ‖s˜ a s˜−1‖t∞︸ ︷︷ ︸
→0
‖(s˜ a s˜−1)′)‖t∞︸ ︷︷ ︸
→0
‖s˜m s˜′‖∞
1−‖s˜ a s˜−1‖∞ ‖(s˜ a s˜−1)′‖∞
Because the iterands xt are snnd, so is lim
t→∞xt .
Furthermore, if ρ(a)< 1 and x, y are distinct solutions of the LE then
‖s˜(x−y)s˜′‖∞ = ‖s˜ a(x−y)a′ s˜′‖∞
≤ ‖s˜ a s˜−1‖∞ ‖s˜(x−y) s˜′‖∞ ‖(s˜ a s˜−1)′‖∞
< ‖s˜(x−y)s˜′‖∞
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which is a contradiction. The case of symmetric positive definite m
is left as an exercise.
If x is a spd solution of the LE for some spd m, then for any eigenvalue
λ of a with corresponding left eigenvector y 6= 0 we have y′xy> 0 and
0< y′my = y′(x−axa′)y = (1−|λ |2) · y′xy
and so ρ(a)< 1.
The proof of the instability condition is omitted7. 
Example 4.1. (continued) The eigenvalues of a are −12 and 13 , so
ρ(a) = 12 < 1 and the system is asymptotically stable.
The solution of the Lyapunov equation with m = i is
x =
1
168
[
185 −37
−37 353
]
and its positive definiteness can be shown by exhibiting its Cholesky
factorisation
x =
[
1.0494 0
−0.2099 1.4343
][
1.0494 −0.2099
0 1.4343
]

4.1.3 Transfer Function
The steady-state response of an asymptotically stable system to a sinusoidal input
ut = uˆeıωt is
yt = catx0+
t
∑
k=0
hk uˆeıω(t−k)
t→∞−−−→ hˆ(ω)uˆeıωt
where hˆ : R→ Cny×nu is the spectrum of the impulse response:
hˆ(ω) = lim
t→∞
t
∑
k=0
hk e−ıωk = d+ c
(
∞
∑
k=1
ak−1e−ıωk
)
b = d+ c(eıω i−a)−1 b
Defining the system’s transfer function ˆˆh : C→ Cny×nu as
ˆˆh(z) = d+ c(z i−a)−1 b
we can write hˆ(ω) = ˆˆh(eıω). By Cramer’s rule we have
(z i−a)−1 = adj(z i−a)
det(z i−a)
7 For a proof see Theorem 4.49 iii in P. J. Antsaklis & A. N. Michel: A Linear Systems Primer,
Birkha¨user, 2007.
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and so each element of the transfer function is a proper rational function of z, that
is, a ratio of polynomials whose numerator degree is ≤ the denominator degree.
For an asymptotically stable system, the poles of these rational functions all lie
strictly inside the unit circle |z|= 1 in the complex plane.
If the input is a constant sequence and the system is asymptotically stable then the
output converges to a constant that is given by
lim
t→∞yt =
(
∞
∑
k=0
hk
)
u = hˆ(0)u = ˆˆh(1)u
Example 4.1. (continued) For this system we have
(z i−a)−1 = 1
z(z+ 16)− 16
[
z 16
1 z+ 16
]
and the system’s transfer function is
ˆˆh(z) =
z+2
z(z+ 16)− 16
=
z−1+2z−2
1+ 16z
−1− 16z−2
The value ˆˆh(1) = 3 corresponds to the limiting value of the system
step response that can be seen in the plot shown earlier. 
4.1.4 ARMA Filter
A scalar autoregressive-moving average (ARMA) filter is described by a differ-
ence equation
yt +α2y[t−1]+ . . .+αnx+1y[t−nx] = β1ut +β2u[t−1]+ . . .+βnx+1u[t−nx]
This can be written as a system of first-order difference equations:
y[t] = β1u[t]+ x1[t]
x1[t+1] = β2u[t]+ x2[t]−α2y[t]
... =
...
xnx−1[t+1] = βnxu[t]+ xnx [t]−αnxy[t]
xnx [t+1] = βnx+1u[t]−αnx+1y[t]
which corresponds to a state-space model with system matrices8
a =

−α2 1
−α3 0 1
... . . . . . .
−αnx 0 1
−αnx+1 0
 , b =

β2−α2β1
β3−α3β1
...
βnx+1−αnx+1β1
 ,
c =
[
1 0 · · · 0 ] , d = β1
8 This is the state space model used in Matlab’s filter and filtic functions; Matlab’s tf2ss
function uses a different state space representation.
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The characteristic polynomial of a is
det(iz−a) = znx +α2znx−1+ · · ·+αnxz+αnx+1
and a is called the companion matrix of this polynomial9. The state space system
is asymptotically stable iff the zeros of the characteristic polynomial lie strictly
inside the unit circle |z|= 1.
The ARMA filter’s transfer function is
ˆˆh(z) =
β1+β2z−1+ · · ·+βnx+1z−nx
1+α2z−1+ · · ·+αnx+1z−nx
4.2 Response to Random Input
4.2.1 Transient Response
Suppose now that the input signal is a random sequence and that the initial state
is a random variable. That is, we assume that, in principle, a joint probability
distribution for any finite subset of {X0,U0,U1,U2, . . .} has been specified. One
is then interested in characterising the state sequence and output signal sequence
Xt+1 = aXt +bUt
Yt = cXt +dUt
(11)
as time marches forward. In this section we focus on formulas for the evolution
of the first and second moments.
If the initial state and the inputs are jointly normal (or: Gaussian), then so are the
states and the output signals for t ≥ 0. Then, all affine transformations, marginal
rv’s or conditional rv’s of the random vector X0:tY0:t
U0:t

are normal, because every one of its elements can be obtained as a linear combina-
tion of the initial state and of the inputs. Thus, in the Gaussian case, the formulas
for first and second moments of signals given in this section provide a complete
characterisation of the system’s response to random input.
Applying the expectation operator to all the terms in the state space model (11)
gives
EXt+1 = aEXt +bEUt
EYt = cEXt +dEUt
9 The Matlab function roots finds the zeros of a polynomial by computing the eigenvalues of
a companion matrix — the opposite of what is done in elementary matrix algebra courses!
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The first order moments of the state and output are thus governed by a (deter-
ministic) state space model. Given EX0 and EU0,1,2,... we can compute EX1,2,...
and EY0,1,2,... by recursion with the state space model, as was done in the case of
deterministic signals in §4.1.1.
The signal means being thus fully specified, we can focus our attention on the
“centred” random sequences
Xˇt := Xt−EXt , Yˇt := Yt−EYt , Uˇt :=Ut−EUt
These are governed by the state space model
Xˇt+1 = a Xˇt +bUˇt
Yˇt = c Xˇt +dUˇt
Because Xˇ0 and Uˇ0,1,2,... are zero-mean, so are Xˇ1,2,... and Yˇ0,1,2,.... For the remain-
der of this section we consider only the centred state, input, and output random
sequences, and we omit the inverted-hat (ˇ) over the variable symbol.
Assume that the initial condition is uncorrelated to the inputs, that is, cov(X0,Ut)=
0 for all t ≥ 0, and that the input sequence terms are uncorrelated, that is, cov(Ut1,Ut2)=
0 for t1 6= t2. First, we note that the state at any epoch is uncorrelated to current
and future inputs, that is, cov(X [t1],U [t2]) = 0 for 0≤ t1 ≤ t2.
Proof. Induction on t1. Because the initial condition is uncorrelated
to the input signals, we have cov(X0,Ut2) = 0 for all t2. Now suppose
that for some t1 ≥ 0, we have cov(Xt1,Ut) = 0 for all t ≥ t1. Then for
any t2 ≥ (t1+1) we have
EXt1+1U
′
t2 = E(aXt1 +bUt1)U
′
t2
= a cov(Xt1 ,Ut2)︸ ︷︷ ︸
=0
+b cov(Ut1,Ut2)︸ ︷︷ ︸
=0
= 0 
Consequently, for t ≥ 0 we have
varXt+1 = cov(Xt+1,Xt+1) = cov
(
aXt +bUt ,aXt +bUt
)
= acov(Xt ,Xt)a′+acov(Xt ,Ut)b′+bcov(Ut ,Xt)a′+bcov(Ut ,Ut)b′
= a(varXt)a′+b(varUt)b′
Thus, given an initial state covariance matrix varX0 and input covariance matrices
varU0, varU1, . . ., the state covariance matrices varX1, varX2, . . ., can be found by
recursion of the difference equation
varXt+1 = a(varXt)a′+b(varUt)b′ (12)
This recursion gives the “main diagonal” of the autocovariance (double-indexed)
sequence varXt = cX [t, t]. The other elements of the state and output autocovari-
ance sequences can then be computed. For t+ τ ≥ t ≥ 0 we have
cX [t+ τ, t] = cov(Xt+τ ,Xt)
= cov(aτXt +
τ−1
∑
k=0
aτ−k−1bUt+k, Xt
)
= aτ varXt
66
and
cY [t+ τ, t] = cov(Yt+τ ,Yt)
= cov
(
caτ Xt +
τ
∑
k=0
hτ−k Ut+k, cXt +dUt ,
)
= ccX [t+ τ, t]c′+hτ varUt d′
In particular,
varYt = cvarXt c′+dvarUt d′
Note that, even if the input is wide-sense stationary, the state and output is not
generally wide-sense stationary, because of the start-up transients.
Example 4.1. (continued) The variance of the state and output when
the initial state is varX0 = 0 and the input is unit white noise varUt = 1
evolve as follows.
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4.2.2 Steady-State Response to White Noise Input
Here we continue to consider centred signals and to assume that the initial state is
uncorrelated to the inputs and that the input sequence terms are uncorrelated. We
further assume that the system is asymptotically stable and that the input signal is
wss (i.e. it is white noise); we denote varUt =: q.
With these assumptions, varXt
t→∞−−−→ x, where x is the solution of the discrete Lya-
punov equation
x = axa′+bqb′
Proof. The recursion (12) for varXt coincides with the fixed-point iter-
ation in the proof of §4.1.2, with m= bqb′. This fixed-point iteration
was shown to converge to x when ρ(a)< 1.
Then, for any fixed τ ≥ 0 we have
cX [t+ τ, t] = aτ varXt
t→∞−−−→ aτ x
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while for τ ≤ 0
cX [t+ τ, t] = c′X [t+ τ− τ, t+ τ] = varXt+τ (a′)−τ t→∞−−−→ x(a′)−τ
We see that the second-order moments of the centred state rs X [·] approach those
of a zero-mean wss rs X˜ having the autocovariance sequence
cX˜ [t] =
{
at x (t ≥ 0)
x(a′)−t (t ≤ 0)
Such a steady-state response is obtained as the response to the state evolution
recursion
X˜t+1 = a X˜t +bUt
with EX˜0 = 0 and varX˜0 = x.
Under the assumptions stated at the beginning of this section, the centred response
Xt converges to the steady-state response X˜t , in the sense that Xt− X˜t ms−−−→
t→∞ 0.
Proof. Let Et = Xt− X˜t . Subtracting the state evolution formulas
Xt+1 = aXt +bUt , X˜t+1 = a X˜t +bUt
we obtain the recursion Et+1 = aEt . The recursion for the covariance
matrix sequence is varEt+1 = avarEt a′. Then, because ρ(a)< 1, we
have varEt
t→∞−−−→ 0. 
The steady-state output response follows the recursion Y˜t = c X˜t + dUt , and has
the autocovariance sequence
cY˜ [t] =
{
ccX˜ [t]c′+ht qd′ (t ≥ 0)
ccX˜ [t]c′+dqh′−t (t ≤ 0)
In particular,
varY˜ = cY˜ [0] = cxc
′+dqd′
If the initial state happens to be varX0 = x then the state response is the same
as the steady-state response: there is no “start-up transient” and the state rs is
“instantly” stationary. For computer simulations, an initial state having variance
x can be generated by multiplying a sample of a zero-mean rv having covariance
matrix i, such as Normal(0, i), by a matrix u that is a “square root” of x in the
sense that uu′ = x. In Matlab or Octave this can be done with the command
initial_state = chol(x,’lower’) * randn(size(x,1),1)
Example 4.1. (continued) With varUt = 1, the solution of the discrete
Lyapunov equation (obtained by hand calculation or using dlyap in
the Matlab Control Toolbox) and its Cholesky factorisation is
x=
[
1.0714 −0.2143
−0.2143 1.0714
]
=
[
1.0351 0
−0.2070 1.0142
][
1.0351 −0.2070
0 1.0142
]
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and the steady-state output variance is
varY˜ =
[
1 2
][ 1.0714 −0.2143
−0.2143 1.0714
][
1
2
]
+0 = 4.5
Here is a plot of the output autocovariance sequence and of an out-
put sample path generated with X0 ∼ Normal(0,x) and Gaussian unit
white noise Ut
iid∼ Normal(0,1).
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The steady-state state’s psd is
cˆX˜(ω) =
∞
∑
t=−∞
e−ıωtcX˜ [t]
= −cX˜ [0]+
∞
∑
t=0
e−ıωtcX˜ [t]+
∞
∑
t=0
eıωtc′X˜ [t]
= −x+ ( ∞∑
t=0
(e−ıωa)t
)
x+x
( ∞
∑
t=0
(eıωa′)t
)
= −x+(i− e−ıωa)−1x+x(i− eıωa′)−1
= (i− e−ıωa)−1
(
−(i− e−ıωa)x(i− eıωa′)
+x(i− eıωa′)+(i− e−ıωa)x
)
(i− eıωa′)−1
= (i− e−ıωa)−1bqb′(i− eıωa′)−1
= (eıω i−a)−1bqb′(e−ıω i−a′)−1
The steady-state output’s psd is
cˆY˜ (ω) = c cˆX˜(ω)c
′−dqd′+ ( ∞∑
t=0
hte−ıωt
)
qd′+dq
( ∞
∑
t=0
h′te
ıωt)
= (hˆ(ω)−d)q(hˆ(ω)−d)′−dqd′+ hˆ(ω)qd′+dqhˆ′(ω)
= hˆ(ω)qhˆ′(ω)
In particular, the output psd of a single-input single-output system is
cˆY˜ (ω) = |hˆ(ω)|2q
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Example 4.1. (continued) The steady-state state’s psd is
cˆX˜(ω) =
1
|eıω(eıω + 16)− 16 |2
[
eıω 16
1 eıω + 16
][
1 0
0 0
][
e−ıω 1
1
6 e
−ıω + 16
]
=
18
19+5cos(ω)−6cos(2ω)
[
1 eıω
e−ıω 1
]
The steady-state output’s psd is
cˆY˜ (ω) =
[
1 2
]
cˆX˜(ω)
[
1
2
]
+0 =
18(5+4cos(ω))
19+5cos(ω)−6cos(2ω)
The same formula is found using the transfer function:
|hˆ(ω)|2 =
∣∣∣∣∣ eıω +2eıω(eıω + 16)− 16
∣∣∣∣∣
2
=
18(5+4cos(ω))
19+5cos(ω)−6cos(2ω)
−π 0 π
0
2.25
9
ω
cˆY (ω)
4.2.3 Design of a Shaping Filter
In the previous section it was shown how to determine the steady-state response of
an asymptotically stable system to a white noise input. Now we consider a more
general wss input, one whose psd cˆU is not necessarily constant.
Suppose the wss input can be modelled as the white noise response of an asymp-
totically stable state space system (called a shaping filter). The system that is ob-
tained by connecting the shaping filter and the original system in series is called
an augmented system.
shaping
filterwss
white
noise
wss
coloured
noise
system output
The response of the original system to the coloured noise can then be found using
the methods of the previous section: it is the response of the augmented system to
a wss white noise.
Let’s consider the task of designing a single-input single-output shaping filter.
Given a rational scalar psd cˆ(ω), we want to find an asymptotically stable system
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whose impulse response spectrum satisfies
|hˆ(ω)|2 = cˆ(ω)
That is, we want to find an asymptotically stable ARMA filter transfer function
ˆˆh(z) such that
ˆˆh(z) ˆˆh(z−1) = ˆˆc(z)
where ˆˆc(eıω) = cˆ(ω). This spectral factorisation of the psd can be done by factor-
ing the numerator and denominator of ˆˆc. The process is illustrated by an example,
as follows.
Example 4.2. Suppose we want to design a shaping filter for the psd
cˆ(ω)=
5−4cosω
146+22cosω−24cos2ω
−π π
0
0.1
ω
cˆ(ω)
Denoting z = eıω , the psd denominator is factored as
146+22cosω−24(2cos2ω−1)
= 170+22cosω−48cos2ω
= −48(cosω+ 53)(cosω− 178 )
= −48( z+z−12 + 53)( z+z
−1
2 − 178 )
= (z−1+3)(z+3) · (z−1−4)(z−4)
= (z−1+3)(z−1−4) · (z+3)(z−4)
= (z−2− z−1−12) · (z2− z−12)
The numerator is factored similarly:
−4(cosω− 54) =−4( z+z
−1
2 − 54) = (z−1−2) · (z−2)
The shaping filter’s transfer function is then
ˆˆh(z) =
z−1−2
z−2− z−1−12 =
2− z−1
12+ z−1− z−2
It has poles at −13 and 14 , and a zero at 12 . A state space model for this
shaping filter can be realised using the formulas given in §4.1.4. 
There exist many algorithms for computing a spectral factorisation; see
71
A.H. Sayed & T. Kailath, A survey of spectral factorization methods,
Numerical Linear Algebra with Applications (2001), vol 8, p. 467–
496.
The following Matlab function is an implementation of one of the algorithms pre-
sented in that paper.
function g=specfac(p)
% Given a Laurent polynomial
% P(z)=p(1) + p(2)/z + p(2)’*z + ... + p(m+1)/z^m + p(m+1)’*z^m
% which is positive on the unit circle,
% g=specfac(p)
% finds the coefficients of the factorization
% P(z)=(g(1)+g(2)/z+ ... +g(m+1)/z^m)*(g(1)’+g(2)’*z+ ... +g(m+1)’*z^m)
% with poles of g(1)+ g(2)/z + ... + g(m+1)/z^m inside unit circle.
%
% Uses: dare (Matlab Control Toolbox)
% author: Robert Piche, Tampere University of Tampere, 2010
m=length(p)-1;
if m==0, g=sqrt(p); return, end
F=diag(ones(1,m-1),-1);
h=[zeros(1,m-1) 1];
N=p(end:-1:2); N=N(:);
S=dare(F’,h’,zeros(m),-p(1),-N);
Fp=F-((F*S*h’-N)/(h*S*h’-p(1)))*h;
rp=p(1)-h*S*h’;
g=(N-F*S*h’)/rp;
g=sqrt(rp)*[1;g(end:-1:1)];
Example 4.2. (continued) A factorisation of the denominator
146+22cosω−24cos2ω = 146+ 22
2
(z+ z−1)− 24
2
(z2+ z−2)
can be found like this:
>> specfac([146,22/2,-24/2])
ans =
12.0000
1.0000
-1.0000
This agrees with the factorisation found earlier, except for the sign.

In spectral factorisation of a rational psd function, the transfer function numerator
zeros are conventionally selected so that they lie inside the unit circle. Then the
reciprocal of the transfer function is also a stable filter. This is called a whitening
filter, because when it is fed a wss zero-mean input having psd cˆ(ω), its steady-
state output is a unit-variance white noise.
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Example 4.2. (continued) A whitening filter is
1
ˆˆh(z)
=
12+ z−1− z−2
2− z−1 
5 Filtering
5.1 Formulation
We consider the following linear discrete-time state space model
Xt+1 = aXt +bWt (t ∈ Z+)
Yt = cXt +Vt (t ∈ N)
We assume that {X0, W0:t , V1:t} are jointly normal and uncorrelated, with X0 ∼
Normal(xˆ0, p0), Wt ∼ Normal(0, q), and Vt ∼ Normal(0, r) with nonsingular r.
The filtering problem is to find the probability distribution of the posterior Xt |(Y1:t =
y1:t), that is, of the current state given the current and past observations. In sec-
tion 5.2 we show how the filtering problem is in fact a special case of the estima-
tion problem for random variables that was studied in §1.6, and so this problem’s
solution formula could, in principle, be applied. However, such a “batch” solution
usually requires too much memory and computation to be feasible in practice. In
section 5.3 we present a recursive algorithm known as the Kalman filter 10 that
updates the estimate as each new measurement arrives.
5.2 Batch Solution
The filtering problem’s state space model equations can be combined into
Y1:t = hZ+V1:t
with
h = diag(c, . . . ,c)g, g =

a b
a2 ab b
... . . .
at at−1b · · · ab b
 , Z =

X0
W0
...
Wt−1

10 In R. Kalman’s original paper in 1960, the algorithm was derived using least-squares es-
timation concepts. A probabilistic derivation of the algorithm was published earlier by R. L.
Stratonovich, and rediscovered later (independently) by Y. Ho and R. Lee; see “A Bayesian ap-
proach to problems in stochastic estimation and control” in IEEE Transactions on Automatic Con-
trol vol. 9, pp. 333–339, Oct. 1964.
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This is a measurement system model of the form studied in §1.6. Indeed, we have
uncorrelated jointly normal rv’s Z and V1:t , with Z ∼ Normal(zˆ–, p–z ),
zˆ– =

xˆ0
0
...
0
 , p–z = diag(p0,q, . . . ,q)
and V1:t ∼ Normal(0, diag(r, . . . ,r)). Then, as in §1.6, the posterior distribution
is Z |(Y1:t = y1:t)∼ Normal(zˆ+, p+z ) with
k = p–z h
′ (hp–z h′+diag(r, . . . ,r))−1
zˆ+ = zˆ–+k(y1:t−h zˆ–)
p+z = p
–
z −khp–z
In particular, because X1:t = gZ, we have the posterior distribution of the entire
state history:
X1:t |(Y1:t = y1:t)∼ Normal(g zˆ+, gp+z g′)
This is the complete solution of the filtering problem, but it is impractical for
large t, because the matrices and vectors grow with t. A more practical solution is
described in the next section.
5.3 Recursive Solution (Kalman Filter)
Let Yt denote the observation history Y1:t = y1:t . The recursive filter processes
the measurements at each time step in two stages. In the first stage, it takes the
previous time step’s estimate Xt−1 |Yt−1 (which is just X0 when t = 1), and uses
the state evolution model to obtain the probability distribution of the predicted
current state Xt |Yt−1. It then uses the current measurement Yt = yt to update this
probability distribution and obtain the estimate Xt |Yt .
5.3.1 Prediction
The rv Xt−1 |Yt−1 is normal, because it is a marginal of X1:t−1 |Yt−1, which from
the theory presented in §5.2 is normal. Also, Wt−1 =Wt−1 |Yt−1, because Y1:t−1,
being a linear combination of {X0, W0:t−2, V1:t−1}, is independent of Wt−1. Fur-
thermore, Xt−1 |Yt−1 and Wt−1 are jointly normal and independent, because
p(xt−1,wt−1 |y1:t−1) = p(xt−1,wt−1,y1:t−1)p(y1:t−1)
=
p(xt−1,y1:t−1) p(wt−1)
p(y1:t−1)
= p(xt−1 |y1:t−1)p(wt−1)
Then the one-step prediction Xt |Yt−1 is normal, because it is a linear combination
of Xt−1 |Yt−1 and Wt−1 |Yt−1.
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Let xˆt−1 and pt−1 denote the mean and covariance of Xt−1 |Yt−1. The mean of the
one-step prediction is
E(Xt |Yt−1) = E(aXt−1+bWt−1 |Yt−1)
= aE(Xt−1 |Yt−1)+bE(Wt−1)
= a xˆt−1
The covariance matrix is
var(Xt |Yt−1) = var(aXt−1+bWt−1 |Yt−1)
= var(aXt−1 |Yt−1)+ var(bWt−1)
= apt−1 a′+bqb′
Putting these results together, we have the distribution
Xt |Yt−1 ∼ Normal(a xˆt−1︸ ︷︷ ︸
=: xˆ–t
, apt−1 a′+bqb′︸ ︷︷ ︸
=: p–t
)
5.3.2 Update
It remains now to update Xt |Yt−1 using a measurement yt that is a realisation of
Yt = cXt +Vt
This is an estimation problem like the one studied in §1.6. Indeed, Xt |Yt−1 is
independent of Vt |Yt−1 (which is Vt), with Xt |Yt−1 ∼ Normal(xˆ–t , p–t ) and Vt ∼
Normal(0, r). Then, as in §1.6, the posterior distribution is
Xt |Yt ∼ Normal(xˆt , pt) (13)
with
kt = p–t c
′(cp–t c′+ r)−1
xˆt = xˆ–t +kt (yt− c xˆ–t )
pt = p–t −kt cp–t
A single prediction+update step can be coded in Matlab/Octave as
function [x,p] = kalmanstep(x,p,y,a,b,c,q,r)
x=a*x;
p=a*p*a’+b*q*b’;
s=c*p*c’+r;
k=p*c’/s;
x=x+k*(y-c*x);
p=p-k*s*k’;
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5.3.3 Error
The posterior mean xˆt in (13) is “optimal” in the sense that no other value z ∈Rnx
gives a smaller mean square error ‖Xt |Yt− z‖2rms.
Note that the Kalman filter formulas define a determistic mapping y1:t 7→ xˆt that
takes real-valued observations and produces real-valued vectors. The transforma-
tion of the rv Y1:t by this deterministic mapping is a rv which is conventionally
denoted E(Xt |Y1:t); for brevity we shall denote it Xˆt . The (unconditional) filter
error is defined as the difference
Et = Xt− Xˆt
The conditional filter error Et |Yt has cdf
fEt |Y1:t (e |y1:t) = P(Xt− Xˆt ≤ e |Yt) = P(Xt ≤ xˆt + e |Yt) = fNormal(0,pt)(e)
that is, Et |Yt ∼ Normal(0,pt). For this reason, the matrix pt is called the error
covariance.
Because the computation of pt does not involve any values of the realised mea-
surements, the pdf of the unconditional error is given by
pEt (e) =
∫
pEt |Y1:t (e |y1:t)pY1:t (y1:t)dy1:t
= pNormal(0,pt)(e)
∫
pY1:t (y1:t)dy1:t︸ ︷︷ ︸
=1
that is, the unconditional filter error Et has the same probability distribution as the
conditional filter error Et |Yt .
5.3.4 Example: Tracking a Moving Target
Let the two components of X denote the position and velocity of a moving target.
Assume that velocity is a standard normal random walk. The motion model is
then
Xt+1 =
[
1 1
0 1
]
Xt +
[
0
1
]
Wt , Wt ∼ Normal(0, 1)
We want to estimate the motion’s position and velocity from noisy measurements
of the position. The measurement model is
Yt =
[
1 0
]
Xt +Vt , Vt ∼ Normal(0,900)
The initial state is X0 =
[
0
5
]
, assumed to be known exactly (i.e. p0 = 0).
The results obtained using a computer-generated sample path are shown in the
following figure. Notice how the Kalman gains and state variances appear to
converge to steady state values, even though the motion model is not stable.
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Bear in mind when looking at the plot of posterior means that each estimate value
is computed using current and past measurements — the recursive filter doesn’t
use future measurements. (Recursive algorithms that compute mean and covari-
ance of the state conditional on past, present and some future measurements are
called smoothers.)
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5.4 Stability and Steady-State Filter
In the Kalman filter formulas, the covariance matrices p–t and pt as well as the gain
matrix kt evolve in time following recursive formulas that do not depend on the
observation realisations yt . The filter is said to be stable if these matrix sequences
are convergent. In this section we present (without proofs) conditions for filter
stability, show how to compute the sequence limits, and illustrate how these are
used in the steady-state Kalman filter.
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5.4.1 Stability
Consider a modified tracking system where we observe velocities instead of po-
sitions, that is, c = [0 1 ]. The filter for this modified tracking system is unstable,
because the position error covariance p11 grows without bound:
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Here is some general theory (without proofs). By redefining b if necessary, we
can assume that q = i in the filter state space model. Then a sufficient condition
for filter stability is that the pair (a,b) is stabilizable (that is, ρ(a−ksb) < 1 for
some ks) and that the pair (a,c) is detectable (that is, ρ(a− ckd) < 1 for some
kd). A sufficient condition for (a,b) to be stabilizable is that it is reachable, that
is,
rank[ b ab · · · anx−1b ] = nx
A sufficient condition for (a,c) to be detectable is that it is reconstructible, that is,
rank

c
ca
...
canx−1
= nx
78
In the tracking example (§5.3.4), the filter is stable because
rank[b ab ] = rank
[
0 1
1 1
]
= 2, rank
[
c
ca
]
= rank
[
1 0
1 1
]
= 2
For the modified tracking problem presented at the beginning of this section, (a,c)
is not reconstructible, because
rank
[
c
ca
]
= rank
[
0 1
0 1
]
= 1
5.4.2 Steady State
The steady-state solution satisfies
p–∞ = ap∞ a
′+bqb′
k∞ = p–∞ c
′(cp–∞ c′+ r)−1
p∞ = p–∞−k∞ cp–∞
Eliminating k∞ and p∞, and denoting x := p–∞, we obtain the matrix equation
x = a(x−xc′(cxc′+ r)−1cx)a′+bqb′
This matrix equation is known as a discrete-time algebraic Riccati equation. It
can be solved using the Matlab Control Toolbox function dare. For the tracking
example the commands
a=[1 1; 0 1]; c=[1 0]; b=[0;1]; r=900;
Pprior=dare(a’,c’,b*b’,r)
k=Pprior*c’/(c*Pprior*c’+r)
P=Pprior-k*c*Pprior
give
p–∞ =
[
265.55 34.14
34.14 8.78
]
, k∞ =
[
0.2278
0.0293
]
, p∞ =
[
205.05 26.36
26.36 7.78
]
For the modified tracking system in which velocities are observed instead of po-
sitions, the commands
a=[1 1; 0 1]; c=[0 1]; b=[0;1]; r=900;
Pprior=dare(a’,c’,b*b’,r)
return an error message
??? Error using ==> dare at 102
Unable to solve the specified Riccati equation because
the Symplectic spectrum is too close to the unit circle.
which indicates that the Kalman filter is not stable.
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5.4.3 Steady-State Kalman Filter
Because the covariance and gain matrix sequences p–t , pt and kt do not depend on the
realised measurements yt , the matrices for time steps 1:tss could be computed before-hand,
with tss chosen large enough that the matrices get sufficiently close to their steady-state
values (assuming of course that the filter is stable). This provides a faster implementation
if reading the matrices from memory is faster than their computation.
Often, practicioners don’t bother with the start-up portion of the covariance and gain
sequences, and instead implement a “steady-state Kalman filter” that uses only the steady-
state gain k∞:
x¯0 = xˆ0, x¯t = ax¯t−1+k∞(yt − cax¯t−1) (t ∈ Z+)
This is not optimal (unless p0 = p∞), but it is simpler and easier to implement. The
non-optimality is mainly evident during the Kalman filter’s start-up time, after which the
performance of the steady-state filter is practically the same as that of the Kalman filter.
This is seen in the results for the target tracking example: the actual estimation errors are
visibly larger in the filter start-up period t . 14, after which the errors are similar to those
of the Kalman filter.0 10 20 30
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