We consider the stability of solitary waves of a class of 5th order KdV equations. It is known that their stability is determined by the second derivative of a function of the wave speed d(c). We perform a detailed investigation of the properties of this function, both analytically and numerically. For a class of homogeneous nonlinearities, we precisely determine the regions of wave speeds for which the solitary waves are stable or unstable.
Introduction
In this paper, we study the stability of solitary wave solutions of the fifth-order KdV equation
where the nonlinearity has the variational form f (q, r, s) = F q (q, r) − rF qr (q, r) − sF rr (q, r)
for some C 2 function F (q, r) that is homogeneous of degree p + 1 for some p > 2. Such equations have been studied by many authors as long-wave approximations to the waterwave equations. See, for example, Benney [2] and Olver [13] for the nonlinearity F (u) = −u 3 , Zufiria [14] and Hunter & Scheurle [9] for the nonlinearity F (u, u x ) = −uu 2 x , and Craig & Groves [6] for the nonlinearity F (u, u x ) = uu 2 x − u 3 . Traveling wave solutions u(x, t) = ϕ(x + ct) of equation (1.1) are described by the stationary equation
(1.2)
Existence of solutions of this equation was considered by the author in [11] . Using the concentration-compactness principle of Lions [12] , it was shown that minimizers of the functional I(u) = 1 2 (u xx ) √ c. After appropriate re-scaling, these minimizers are solutions of the solitary wave equation (1.2) . We shall refer to such solutions as ground states, and denote by G(b, c) the set of all ground states. Given a ground state ϕ ∈ G(b, c), we will denote its orbit by Ω ϕ = {ϕ(· − y) : y ∈ R}. We remark here that uniqueness of ground state solutions up to translation would imply that G(b, c) = Ω ϕ . At this time however, it is not known whether or not ground states are unique.
In this paper we are concerned with stability of either G(b, c) or Ω ϕ in the H 2 norm. In the results that follow, we will use the following definition. Definition 1.1. We say that a set S is stable with respect to the equation (1.1) if given > 0 there exists some δ > 0 such that if g satisfies inf ψ∈S g − ψ H 2 < δ then the solution u(t) of (1.1) with initial data u(0) = g exists for all t > 0 and satisfies
Otherwise we say S is unstable with respect to (1.1).
Central to the stability analysis are the conserved quantities
which are interpreted as energy and momentum, respectively. Employing the framework developed by Grillakis, Shatah and Strauss [10] as applied in the case of the KdV equation by Bona, Souganidis and Strauss [3] , it was shown in [11] that the stability of traveling waves in the space H 2 (R) is determined by the function
where ϕ is a traveling wave with speed c. More precisely, the main result is the following.
The hypothesis d (c) > 0 may be weakened to strict convexity of d in some interval containing c. In this paper we will be concerned with nonlinearities F (u, u x ) that are homogeneous in both u and u x . That is, F must satisfy
for all µ ≥ 0, where α and β are nonnegative and α + β = p + 1 > 2. In the special case b = 0 the scaling properties of equation (1.2) lead to the explicit formula
and it follows from Theorem 1.2 that we have stability for p + 2β < 9 (since γ > 1) and instability for p + 2β > 9 (since γ < 1). However, for b = 0 there is no explicit formula for d, so we cannot easily apply Theorem 1.2. This situation was improved upon by Angulo Pava [1] using ideas from Gonçalves Ribeiro [8] . The main result of [1] is the following instability theorem. By different methods that make use of the Evans function, Bridges and Derks [4] proved linear instability in the case of b = 0 and p + 2β > 9. The purpose of this paper is to present a detailed investigation of the properties of d, both analytically and numerically. The main result is that, for several nonlinearities of the type described above, we are able to completely determine the values of the parameter b and wave speed c for which the ground states are stable and unstable. See Table 1 .
The paper is organized as follows. In section 2 we summarize the known results about existence and non-existence of ground states and their variational properties. In section 3 we use the homogeneity of the nonlinearity to establish a scaling property of d. We use this identity to reduce the problem of computing d at all points in the (b, c) plane to computing d along two line segments. Case 3 of Theorem 1.3 is a corollary of this calculation. We also obtain bounds on d near the boundary of its domain that imply convexity of d. Finally, in Section 4 we outline the numerical method employed to compute solutions of the solitary wave equation (1.2) , and explain how these computations allow us to determine the sign of d for all b and c. Results for several different nonlinearities are presented.
Solitary Waves
In this section we will summarize the known results about existence of solitary wave solutions of equation (1.1). We first observe that the eigenvalues of the system obtained by linearizing the solitary wave equation (1.2) about the zero solution are given by
2 . in Figure 1 . The proof of this fact requires the following Pohozaev-type identity.
Proof. Multiplying equation (1.2) by ϕ x and integrating gives 
Since c < 0, 0 ≤ β ≤ p + 1 and p > 1, the coefficients of ϕ 
The inequality reduces to
from which the lemma follows.
In the case of the pure power nonlinearity F (u) = u α , it was shown by Dey, Khare and Kumar [7] that there are exact solitary wave solutions. In particular, for c > 0 and
, we have
In Figure 1 these solitary waves lie along a parabolic arc to the left of the dashed curve b = −2 √ c.
Properties of the Function d
In this section we consider the function d(c) that determines the stability of ground state solitary waves. The main result is a scaling identity which plays a central role in the numerical computation of d. We also derive bounds on d near the boundary of its domain and use them to conclude that there must be intervals of stable solitary waves for certain nonlinear terms. First, recall that for c > 0 and b < 2 √ c we denote by G(b, c) the set of ground state solutions of (1.2) obtained by minimizing
and then rescaling appropriately. Since K is homogeneous of degree p + 1, these ground states achieve the minimum
and therefore by the definition of d in equation (1.4) and the fact that
This proves that d is well-defined, and that one may study d by considering the Rayleigh quotient that defines m. Using such an approach one may obtain the regularity properties of stated in the following lemma. For the dependence on the variable c, this was proved in [11] (Lemma 3.1 and Lemma 3.2). The proof of the results concerning the dependence on b is identical. 
where ϕ is any element of G(b, c).
Since we need to consider higher derivatives of d, we make the following assumption.
We now state the key scaling property of the function m(b, c). Proof. We actually prove a slightly more general result. For a > 0 and c > 0, define and thus m(λa, λb, λc) = λm(a, b, c).
and
I(u; µ follows. Along Γ 1 : First rewrite the scaling property in the form
Then differentiate with respect to c to find The lemma then follows since γ > 1 when p + 2β < 10 and 0 < γ < 1 when p + 2β > 10.
For the remainder of this paper we will focus on two classes of nonlinearities. We will consider even nonlinearities of the form F (u, u x ) = |u| 
It is not difficult to check that ψ is C 2 , and decays exponentially to zero, and therefore ψ ∈ H 2 . We now calculate
Since λ 1 = O( √ c) and λ 2 → √ −b as c → 0, the bracketed term approaches
for c near zero, we have 
. Now ψ is a solution of ψ + bψ + cψ = 0 on (−∞, 0) and on (0, ∞), so we have
for σ near zero. Now
Now as c approaches b 
and it follows from (3. 
Numerical Results
Even with the scaling property of d, it is not possible to obtain an explicit formula for d except in the case when b = 0. However, by numerically approximating the solitary wave solutions, and using the fact that d is given by (3.1), we can numerically approximate d. By doing this for several values of c it is then possible to numerically approximate the second derivative of d.
In order to find the solitary waves, we use a one-parameter shooting method. For the nonlinearities considered here, the solitary wave equation (1.2) is reversible, so the solitary waves are even, and we assume that ϕ x (0) = ϕ xxx (0) = 0. Multiplying (1.2) by ϕ x and integrating gives
where we have used the fact that ϕ and its derivatives decay to zero as |x| → ∞. We then use a = ϕ(0) as the shooting parameter and ϕ xx (0) . Figure  4 shows that the numerically computed solution is indistinguishable from the exact solution. Table 1 , and the figures that follow. The results are consistent with the analytical results of [11] , [4] and [1] . More precisely, for b = 0 we have stability when p + 2β < 9 and instability when p + 2β > 9. Note that p + 2β = α + 3β − 1, so the critical (α, β) pairs are (10, 0), (4, 2) and (1, 3) . For p + 2β ≥ 9 we have instability for all b < 0 and for p + 2β > 9 we have instability for b > 0 in some interval about zero, in agreement with Theorem 1.3. These results extend those mentioned above in that they fairly precisely describe the entire regions of stable and unstable solitary waves in the (b, c) parameter-plane. It is not clear how to obtain such results analytically. 
