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a b s t r a c t
We use child’s addition and cross-differencing to discover signif-
icant relationships for diagonals, paths and branches within the
Stern–Brocot tree and the Stern–Brocot sequence. This allows us
to develop results for continued fraction summation under child’s
addition.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
In earlier studies [2,3], we identified diagonalisationwithin the Stern–Brocot and Calkin–Wilf trees
to define normalised additive factorisation. Such factorisation allowed us to locate and identify entries
in both trees and gave us a simple method for converting terms in the Stern–Brocot tree into vertices
in the Calkin–Wilf tree and vice versa.
In this study of the Stern–Brocot tree, we extensively develop two related concepts, child’s addition
and cross-differencing, to achieve the following goals:
(1) Discover a recursive result (Theorem 10) for determining diagonalswithin the tree.
(2) Generalise branching in the tree (Section 4) to show that traditional branches are particular cases
of offset branches (Theorem 15).
(3) Introduce the concept of a path to demonstrate (Theorem 16) that path cross-differences,
• are constant for two given paths that commence froma common term, irrespective of the choice
of that common term; and
• possess the same magnitude, but are different in sign, for symmetry couplets.
(4) Demonstrate that progressive child’s addition of consecutive terms in a level of the tree
(Theorem 19) yields a value that is dependent only on the last two terms of the addition; that
is, the addition is not dependent on the number or size of earlier summands.
(5) Discover results (Theorem 20) for the child’s addition of continued fractions.
We state some important definitions and results. Proofs of results can be found in [2].
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Definition 1 (Child’s Addition). Let ab and
c
d be either a fraction or a pseudofraction (
0
1 or
1
0 ). Then we
define the child’s addition operators,⊕ and ⊕˜, as follows
(i) ab ⊕ cd = a+cb+d , and
(ii) ab ⊕˜ cd = a+cb+d in its reduced form.
Example 1. 12 ⊕ 14 = 26 ; 12 ⊕˜ 14 = 13 ; 12 ⊕ 13 = 12 ⊕˜ 13 = 25 .
Note that:
(i)⊕ is associative, whereas ⊕˜ is not, in general, associative.
(ii) Form ≠ 1, ab ⊕ cd = a+cb+d ≠ mamb ⊕ cd = ma+cmb+d .
Definition 2 (Stern–Brocot Sequence).With a0,1 = 0 and a0,2 = 1, we define for n ≥ 0,
An =

an,1, an,2, . . . , an,2n+1

as the sequence for which, for k ≥ 1, n > 0,
an,2k−1 = an−1,k and
an,2k = an−1,k + an−1,k+1.
Similarly, with b0,1 = 1, b0,2 = 0, we define Bn. Then the sequence defined by Hn =

hn,1, hn,2,
. . . , hn,2n+1

where hn,i = an,ibn,i is called the Stern–Brocot Sequence of order n. It represents the sequence
containing both the first n generations of mediants based on H0, and the terms of H0 itself.
Definition 3 (Parents and Children).We call:
(a) hn−1,k and hn−1,k+1, the left and right parents respectively of hn,2k,
(b) hn,2k, the left child of hn−1,k+1(= hn,2k+1),
(c) hn,2k, the right child of hn−1,k
= hn,2k−1.
Definition 4 (medHn−1). Let H0 be level 0 of the Stern–Brocot tree. For n > 0, level n of the Stern–
Brocot tree is defined as medHn−1 where
medHn−1 =

hn−1,1 ⊕ hn−1,2

,

hn−1,2 ⊕ hn−1,3

, . . . ,

hn−1,2n−1 ⊕ hn−1,2n−1+1

,
= hn,2, hn,4, hn,6, . . . , hn,2n  .
We note from Definition 4 that the levels of the Stern–Brocot tree contain only newly produced
terms so that for n > 0, level n contains 2n−1 terms and the kth term of level n is hn,2k.
Definition 5 (Left and Right Branches). Let β be the left(right) child of µ. The left(right) branch of µ
consists of β followed by all successive right(left) children beginning with the right(left) child of β .
Theorem 1. We have
(i) the left branch of hn,k is

hn+m,2m(k−1) | m ∈ N

,
(ii) the right branch of hn,k is

hn+m,2m(k−1)+2 | m ∈ N

.
Proof. We have
(i) By Definition 3(b), the left child of hn,k is hn+1,2(k−1). By applying Definition 3(c), m − 1 times,
the (m− 1)th right child of hn+1,2(k−1) is hn+m,2m(k−1).
(ii) By Definition 3(c), the right child of hn,k is hn+1,2k. By applying Definition 3(b),m− 1 times, the
(m− 1)th left child of hn+1,2k is hn+m,2m(k−1)+2. 
Theorem 2. For 0 < i ≤ 2n, an,i+1bn,i − an,ibn,i+1 = 1.
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Definition 6 (Left Diagonals). (i) For k ∈ N, the kth left diagonal of the tree,Lk, is the sequence made
up of each kth term from each level beginning at the level in which a kth term is first found (that is,
level ⌈log2 k⌉ + 1).
(ii) The first+ left diagonal of the tree,L1+ , is the first left diagonal preceded by the term 10 .
(Right diagonals).
(i) For k ∈ N, the kth right diagonal of the tree, Rk, is the sequence made up of each kth term
taken from the end of each level beginning at the level in which a kth term is first found (that is, level
⌈log2 k⌉ + 1).
(ii) The first+ right diagonal of the tree,R1+ , is the first right diagonal preceded by the term 01 .
Note that left diagonals are read from upper right to lower left of the tree, whereas right diagonals
are read from upper left to lower right of the tree.
Example 2. The first, first+, second, third and fourth left diagonals are the respective sequences 1
1 ,
1
2 ,
1
3 ,
1
4 , . . .

,
 1
0 ,
1
1 ,
1
2 ,
1
3 , . . .

,
 2
1 ,
2
3 ,
2
5 ,
2
7 , . . .

,
 3
2 ,
3
5 ,
3
8 ,
3
11 , . . .

and
 3
1 ,
3
4 ,
3
7 ,
3
10 , . . .

.
Theorem 3 (The ‘‘ aa+b rule’’ for left diagonals). For n > 1, let
a
b be hn−1,2k, the kth entry in level n− 1 of
the Stern–Brocot tree. Then
(i) hn,2k, the kth entry in level n, is aa+b .
(ii) hn,2n−2k+2, the

2n−1 − k+ 1th entry in level n, is a+ba .
Corollary 1. Terms on the same level of the Stern–Brocot tree that are equidistant from either end are
reciprocals of each other. Such terms are styled symmetric complements. Algebraically, using the notation
of Definition 2, an,k = bn,2n−1−k+1.
The following result on continued fractions, based on Graham et al. [4], is found in Bates et al. [1].
Theorem 4. For a0 ≥ 0, ai ≥ 1, i = 1, 2, . . . , k,
[a0, a1, a2, . . . , ak−1, ak + 1] =

Ra0+1La1Ra2 · · · Lak , for k odd
Ra0+1La1Ra2 · · · Rak , for k even
where beginning at 01 in the tree , R
a0+1La1 · · · represents a successive right-and-down movement
performed a0 + 1 times; followed by a left-and-down movement performed a1 times; and so on.
2. Cross-differences
We introduce thenotion of cross-differences. In later sections, cross-differences are used to identify
interesting properties of the tree.
Definition 7 (Cross-Differences). The cross-difference of ab and
c
d is bc − ad.
Theorem 2 reveals that all cross-differences of consecutive terms in Hn have cross-difference 1.
Definition 8 (Stern–Brocot Cross-Differences). For i = 1, 2, . . . , 2n−1 − 1, and n > 1,Cn,i, the ith
Stern–Brocot Cross-Difference in level n, is given by
Cn,i = an,2i+2bn,2i − an,2ibn,2i+2
where an,2i, an,2i+2, bn,2i and bn,2i+2 are terms defined in Definition 2.
We conclude this section with our main result for cross-differences.
Theorem 5 (Main Result for Cross-Differences). Let i = 2j (2m− 1). Then
Cn,i = 2j+ 3.
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Proof. By Definition 8,
Cn,i = an,2i+2bn,2i − an,2ibn,2i+2,
= an−1,i+1 + an−1,i+2 bn−1,i + bn−1,i+1
− an−1,i + an−1,i+1 bn−1,i+1 + bn−1,i+2 by Definition 2,
= an−1,i+1bn−1,i − an−1,ibn−1,i+1
+ an−1,i+2bn−1,i − an−1,ibn−1,i+2
+ an−1,i+2bn−1,i+1 − an−1,i+1bn−1,i+2,
= 2+ an−1,i+2bn−1,i − an−1,ibn−1,i+2 by Theorem 2. (2.1)
For i odd, that is, for j = 0, (2.1) becomes by Definition 2 and Theorem 2,
Cn,i = 2+ an−2, i+12 +1bn−2, i+12 − an−2, i+12 bn−2, i+12 +1 = 3. (2.2)
For i even, that is, for j > 0, (2.1) becomes by Definition 8, Cn,i = 2+ Cn−1, i2 . Therefore
Cn,i = 2+ Cn−1, i2 ,
= 4+ Cn−2, i4 ,
...
= 2j+ Cn−j, i
2j
,
= 2j+ Cn−j,2m−1,
= 2j+ 3 by (2.2). 
3. Parents, branches and diagonals
From Definition 4, any two consecutive terms in any level of the tree have a common parent in a
previous level, not necessarily the previous one. For example, every middle term in every level has
common parent 11 . We find that parenthood and branching are linked in interesting ways.
Lemma 1. We have(i) an,2i(2m−1) = an−1,2i−1(2m−1) + an−i,2m,
(ii) an,2i(2m−1) = an−i−1,m + i · an−i,2m,
(iii) an,2i(2m−1)+2 = an−i−1,m+1 + i · an−i,2m,
(iv) an,2i(2m−1)+2 = an−1,2i−1(2m−1)+2 + an−i,2m,
(v) an,2i(2m−1)+1 = an−i,2m = an−i−1,m + an−i−1,m+1.
Proof. By Definition 2. 
Lemma 2.
an,2i(2m−1) + an,2i(2m−1)+2 = (2i+ 1) an−i,2m.
Proof. By Lemma 1(ii) and (iii), and Definition 2,
an,2i(2m−1) + an,2i(2m−1)+2 = an−i−1,m + an−i−1,m+1 + 2i.an−i,2m,
= (2i+ 1) an−i,2m. 
Identical results hold, when each as,t is substituted with bs,t in Lemmas 1 and 2. We are now able
to state a number of interesting properties of the Stern–Brocot sequence based on child’s addition.
152 B. Bates et al. / European Journal of Combinatorics 33 (2012) 148–167
Theorem 6. We have(i) hn,2i(2m−1) = hn−1,2i−1(2m−1) ⊕ hn−i,2m,
(ii) hn,2(2m−1) = hn−2,m ⊕ hn−1,2m,
(iii) hn,4m = hn−2,m+1 ⊕ hn−1,2m,
(iv) hn,2i(2m−1)+2 = hn−1,2i−1(2m−1)+2 ⊕ hn−i,2m,
(v) hn,2i(2m−1)+1 = hn−i−1,m ⊕ hn−i−1,m+1,
(vi) hn−i,2m = hn,2i(2m−1)⊕˜hn,2i(2m−1)+2,
(vii) If k = 2i(2m− 1), then hn,k+1 = hn−i,2m+2,
(viii) hn,2k+3 = hn,2k+1⊕˜hn,2k+4,
(ix) hn,2k+1 = hn,2k⊕˜hn,2k+3.
Proof. (i)–(v): By Lemma 1(i)–(v) respectively.
(vi): By Lemma 2.
(vii): By Lemma 1(v).
(viii): By Definition 2,
an,2k+1 + an,2k+4 = an−1,k+1 + an−1,k+2 + an−1,k+3,
= an−1,k+1 + an−1,k+3+ an−1,k+2,
= an−1,2i(2m−1) + an−1,2i(2m−1)+2+ an−1,2i(2m−1)+1,
= (2i+ 1) an−i−1,2m + an−i−1,2mby Lemma 1(v) and Lemma 2,
= (2i+ 2) an−i−1,2m,
= (2i+ 2) an,2i+1(2m−1)+1,
= (2i+ 2) an,2k+3.
Similarly,
bn,2k+1 + bn,2k+4 = (2i+ 2) bn,2k+3.
Therefore
(2i+ 2) an,2k+3
(2i+ 2) bn,2k+3 =
an,2k+1 + an,2k+4
bn,2k+1 + bn,2k+4 .
That is, hn,2k+3 = hn,2k+1⊕˜hn,2k+4.
(ix) Let k = 2i (2m− 1). Then by Definition 2 and Lemma 1(ii) and (v),
an,2k = an−1,k + an−1,k+1,
= an−i−2,m + ian−i−1,2m+ an−i−1,2m,
= an−i−2,m + (i+ 1) an−i−1,2m, (3.1)
and by Definition 2 and Lemma 1(iii)
an,2k+3 = an−1,k+2,
= an−i−2,m+1 + ian−i−1,2m. (3.2)
Combining (3.1) and (3.2) by Definition 2 and Lemma 1(v),
an,2k + an,2k+3 = (2i+ 1) an−i−1,2m + an−i−2,m + an−i−2,m+1,
= (2i+ 1) an−i−1,2m + an−i−1,2m,
= (2i+ 2) an−i−1,2m,
= (2i+ 2) an,2k+1.
Similarly, bn,2k + bn,2k+3 = (2i+ 2) bn,2k+1. Thus
hn,2k ⊕ hn,2k+3 = an,2k + an,2k+3bn,2k + bn,2k+3 =
(2i+ 2) an,2k+1
(2i+ 2) bn,2k+1 .
That is, hn,2k⊕˜hn,2k+3 = hn,2k+1. 
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The following theorem tells us that the reduced value of the child’s addition of any two consecutive
terms in the tree is the common parent of those terms; and that the number of levels separating these
consecutive terms and their parent can be readily determined from the cross-difference of the two
terms.
Lemma 3. Let ab and
c
d , where
a
b <
c
d , be the parents of
e
g . Then for i = 1, 2, 3, . . . ,
(i) The left branch of eg is
(i+ 1) a+ ic
(i+ 1) b+ id

.
(ii) The right branch of eg is
ia+ (i+ 1) c
ib+ (i+ 1) d

.
Proof. We have eg = a+cb+d . The left child of eg is 2a+c2b+d . It is the first term in a left branch of eg for which
the ith term is (i+1)a+ic
(i+1)b+id , through a further (i−1) additions of a+cb+d . Similarly, the right child of eg is a+2cb+2d .
It is the first term in a right branch for which the ith term is ia+(i+1)cib+(i+1)d . 
Theorem 7. Let mk and
s
t be two consecutive terms in a level of the Stern–Brocot tree, and
e
g their common
parent. Then
(i)
m
k
⊕ s
t
= (2i+ 1) e
(2i+ 1) g
That is, the set of all reduced values of the child’s addition of all consecutive terms in level n, represents
the set of all terms found in level 1 to level n− 1. Algebraically,
hn,2j+1 = hn,2j⊕˜hn,2j+2.
(ii) eg is found i levels above
m
k and
s
t .
(iii) the cross-difference of mk and
s
t is 2i+ 1.
Proof. Let mk and
s
t be found i levels below
e
g . Let also
a
b and
c
d , where
a
b <
c
d , be the parents of
e
g . Then
e
g = a+cb+d .
(i) and (ii). By Lemma 3,
m
k = (i+1)a+ic(i+1)b+id and st = ia+(i+1)cib+(i+1)d .
Thus mk ⊕ st = (2i+1)(a+c)(2i+1)(b+d) = (2i+1)e(2i+1)g .
(iii) The cross-difference of mk and
s
t is sk−mt = (2i+ 1) (bc − ad) = 2i+ 1 by Theorem 2. 
Example 3. In level 7, 718 and
7
17 are consecutive fractionswith commonparent
2
5 which appears three
levels above in level 4.
(i) 718 ⊕ 717 = 1435 = 7(2)7(5) ; and so, 718 ⊕˜ 717 = 25 .
(ii) The cross-difference of 718 and
7
17 is 7 = 2.3+ 1.
Theorem 8. Let j = 2i (2m− 1), for i ≥ 1, and m = 2r (2l− 1)+ 1, for r ≥ 0. Then for hn,j as defined
in Definition 2, if sq is the right parent, or an element of the right branch, of hn,j, and
u
v
is its left parent, or
an element of its left branch, then
s
q
⊕˜u
v
= hn,j.
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That is, for t ≥ 0, p ≥ 0,
hn,j = hn+t,2t (j−1)⊕˜hn+p,2p(j−1)+2.
Proof. For k ≥ 0, w ≥ 0,
s
q
⊕ u
v
= an,j+1 + kan,j + an,j−1 + wan,j
bn,j+1 + kbn,j + bn,j−1 + wbn,j ,
=
an−1, j2 + kan,j + an−1, j2+1 + wan,j
bn−1, j2 + kbn,j + bn−1, j2+1 + wbn,j
,
= (k+ w + 1) an,j
(k+ w + 1) bn,j .
That is, sq ⊕˜ uv = hn,j.
By Theorem 1, for t ≥ 0, p ≥ 0, hn,j = hn+t,2t (j−1)⊕˜hn+p,2p(j−1)+2. 
Let [a0, a1, a2, . . . , ai] be a continued fraction expansion of µ.
• If ai > 1, then [a0, a1, a2, . . . , ai] is the short form continued fraction expansion of µ.• If ai = 1, then [a0, a1, a2, . . . , ai] is the long form continued fraction expansion of µ.
Note that [a0, a1, a2, . . . , ai−1, 1] = [a0, a1, a2, . . . , ai−1 + 1].
Let [a0, a1, a2, . . . , ai, ai+1, . . .] be a finite or infinite continued fraction expansion of µ. We
designate piqi = [a0, a1, a2, . . . , ai].
Theorem 9. Let [a0, a1, a2, . . . , ai] be the short form of µ. Then
(i) for i odd,
• the right branch of µ is the set {[a0, a1, a2, . . . , ai − 1, 1,m] | m ≥ 1} and• the left branch of µ is the set {[a0, a1, a2, . . . , ai,m] | m ≥ 1};
(ii) for i even,
• the right branch of µ is the set {[a0, a1, a2, . . . , ai,m] | m ≥ 1} and• the left branch of µ is the set {[a0, a1, a2, . . . , ai − 1, 1,m] | m ≥ 1}.
Proof. We give the proof for i odd. The proof for i even is similar.
By Theorem 4, µ = [a0, a1, a2, . . . , ai] = Ra0+1La1Ra2 · · · Lai−1.
The left branch ofµ is the set of terms that are found from a single left-and-downmovement from
µ followed by an infinite set of right-and-down movements. That is, by Theorem 4, its terms can be
represented as
Ra0+1La1Ra2 · · · LaiRm | m ≥ 0 = {[a0, a1, a2, . . . , ai,m+ 1] | m ≥ 0} ,
= {[a0, a1, a2, . . . , ai,m] | m ≥ 1} .
The right branch ofµ is the set of terms that are found from a single right-and-downmovement from
µ followed by an infinite set of left-and-down movements. That is, by Theorem 4, its terms can be
represented as
Ra0+1La1Ra2 · · · Lai−1R1Lm | m ≥ 0 = {[a0, a1, a2, . . . , ai − 1, 1,m] | m ≥ 1} . 
We now examine the sum of left diagonals in the tree.
Definition 9 (Sum of Diagonals). Let Ls =

ms,1,ms,2,ms,3, . . .

and Lt =

mt,1,mt,2,mt,3, . . .

represent the sth and tth left diagonals respectively. The sum of these two left diagonals is
LsĎLt =

ms,1⊕˜mt,1,ms,2⊕˜mt,2,ms,3⊕˜mt,3, . . .

.
A similar definition holds for RsĎRt where Rs and Rt represent the sth and tth right diagonals
respectively.
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Lemma 4. For k ∈ N,Lk =

hn,2k, hn+1,2k, hn+2,2k, . . .

where n = ⌈log2 k⌉ + 1.
Proof. By Definition 4, Lk =

hn,2k, hn+1,2k, hn+2,2k, . . .

where n is the lowest level of the tree that
has a kth element.
For n > 0, the nth level of the tree has 2n−1 elements. Accordingly, 2n−2 < k ≤ 2n−1, where k ∈ N.
That is, n = ⌈log2 k⌉ + 1. 
We conclude this section with a statement of our main result for the recursive determination of
diagonals.
Theorem 10 (Main Result for Diagonal Determination). If k = 2i(2j+ 1), then
(i) L2k =

LkĎL1+ , j = 0
LkĎLj+1, j > 0.
(ii) L2k+1 = Lk+1ĎLj+1.
(iii) Identical results hold for right diagonals whereR is substituted for L in (i) and (ii).
Proof. We have
(i) By Definition 2, for t ≥ 0,
hn+t,4k = hn−1+t,2k ⊕ hn−1+t,2k+1,
= hn−1+t,2k ⊕ hn−2−i+t,2j+2. (3.3)
Now by Lemma 4,L2k =

hn,4k, hn+1,4k, hn+2,4k, . . .

where n = ⌈log2 4k⌉. As n− 1 = ⌈log2 2k⌉,
it follows that
Lk =

hn−1,2k, hn,2k, hn+1,2k, . . .

which is the set of first terms on the right hand side of (3.3). Also
n− 2− i = ⌈log2 (2j+ 1)⌉ . (3.4)
There are two cases:
(a) j = 0. From (3.4), n− 2− i = 0 and asL1+ =

h0,2, h1,2, h2,2, . . .

, (i) follows by (3.3).
(b) j > 0. Since 2n−3 < k ≤ 2n−2,
2n−3−i < 2j+ 1 ≤ 2n−2−i,
2n−4−i < j+ 1
2
≤ 2n−3−i,
that is, 2n−4−i < j+ 1 ≤ 2n−3−i.
It follows from Lemma 4 that
Lj+1 =

hn−2−i,2j+2, hn−1−i,2j+2, hn−i,2j+2, . . .

.
Accordingly, (i) follows from (3.3).
(ii) By Definition 2 and Theorem 6(vii),
hn+t,4k+2 = hn−1+t,2k+1 ⊕ hn−1+t,2k+2,
= hn−2−i+t,2j+2 ⊕ hn−1+t,2k+2. (3.5)
Now
L2k+1 =

hn,4k+2, hn+1,4k+2, hn+2,4k+2, . . .

(3.6)
where n = ⌈log2 (4k+ 2)⌉. Hence n− 2 = ⌈log2 (k+ 1)⌉ and
Lk+1 =

hn−1,2k+2, hn,2k+2, hn+1,2k+2, . . .

. (3.7)
Also n− i− 3 = ⌈log2 (j+ 1)⌉ so
Lj+1 =

hn−2−i,2j+2, hn−1−i,2j+2, hn−i,2j+2, . . .

. (3.8)
Using (3.6)–(3.8) in (3.5), we have (ii).
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(iii) By Corollary 1 and Definition 6, consecutive terms inRm are the reciprocals of consecutive terms
inLm. Accordingly, by Definition 9, consecutive terms inRsĎRt are the reciprocals of consecutive
terms inLsĎLt . The result follows. 
4. Offset branches
We now explore a more general type of branch in the Stern–Brocot tree—one for which left and
right branches are particular cases.
Definition 10 (Offset Branches). Let BL(µ) and BR(µ) denote left and right branches respectively of
some term µ in the tree.
For each term inBL(µ), locate a term found t left-and-down movements away. The set of all these
new terms is designated asBL(µ),t .
Similarly, for each term inBR(µ), locate a term found t right-and-down movements away. The set
of all these new terms is designated asBR(µ),t .
We callBL(µ),t the left branch with offset t of µ, andBR(µ),t the right branch with offset t of µ.
It follows from Definition 10 thatBL(µ) = BL(µ),0 andBR(µ) = BR(µ),0.
Example 4. B
L

1
2

,2
= 15 , 411 , 717 , . . . andBR 12 ,2 = 45 , 711 , 1017 , . . ..
Definition 11 (Offset Cross-Differences). Let u
v
and rs be the ith elements respectively of BL(µ),t and
BR(µ),t . The ith Cross-Difference of µwith offset t , Cµ,t,i, is given by
Cµ,t,i = rv − us.
Definition 12 (Intra-Branch Cross-Differences). Let u
v
and rs be the ith and (i+ 1)th elements respec-
tively inBL(µ),t

BR(µ),t

. The ith intra-branch cross-difference ofBL(µ),t

BR(µ),t

,DL(µ),t,i

DR(µ),t,i

,
is given by rv − us.
Theorem 11. Let u
v
and rs represent any two terms taken respectively from BL(µ),t and BR(µ),t . Then for
a
b and
c
d the left and right parents respectively of µ,
(i)
BL(µ),t =

(ti+ i+ 1) a+ (ti+ i− t) c
(ti+ i+ 1) b+ (ti+ i− t) d
 i = 1, 2, . . .
(ii)
BR(µ),t =

(ti+ i− t) a+ (ti+ i+ 1) c
(ti+ i− t) b+ (ti+ i+ 1) d
 i = 1, 2, . . .
(iii)
u
v
⊕˜ r
s
= µ.
Proof. From Lemma 3(i), let u
′
v′ = (i+1)a+ic(i+1)b+id represent the left parent ab (for i = 0), and elements of
the left branch (for i > 0), of µ. From Lemma 3(ii), let r
′
s′ = ja+(j+1)cjb+(j+1)d represent the right parent cd
(for j = 0), and elements of the right branch (for j > 0), of µ. The typical element u
v
of BL(µ),t is
therefore the (t + 1)th entry in the right branch of u′
v′ . That is, for i = 1, 2, . . . ; t = 0, 1, . . . ,
u
v
= (i+ 1) a+ ic
(i+ 1)b+ id ⊕
t (ia+ (i− 1) c)
t (ib+ (i− 1) d) =
(ti+ i+ 1) a+ (ti+ i− t) c
(ti+ i+ 1) b+ (ti+ i− t) d (4.1)
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establishing (i); and the typical element rs ofBR(µ),t is the (t + 1)th entry in the left branch of r
′
s′ . That
is, for j = 1, 2, . . . ; t = 0, 1, . . . ,
r
s
= ja+ (j+ 1) c
jb+ (j+ 1) d ⊕
t ((j− 1) a+ jc)
t ((j− 1) b+ jd) =
(tj+ j− t) a+ (tj+ j+ 1) c
(tj+ j− t) b+ (tj+ j+ 1) d (4.2)
establishing (ii). Accordingly,
u
v
⊕ r
s
= (ti+ i+ 1+ tj+ j− t) (a+ c)
(ti+ i+ 1+ tj+ j− t) (b+ d) .
That is, u
v
⊕˜ rs = a+cb+d = µ. 
Example 5. B
L

1
2

,2
= 15 , 411 , 717 , . . . andBR 12 ,2 = 45 , 711 , 1017 , . . . . The child’s addition of any term in
B
L

1
2

,2
with any term inB
R

1
2

,2
yields 12 .
The following result is a generalisation of Theorem 7(iii).
Theorem 12. Let ab and
c
d be the parents of µ where
a
b <
c
d . Let also
u
v
be the ith element of BL(µ),t and
r
s the jth element of BR(µ),w . Their cross-difference is
rv − us = 1− tw + (i+ j) (1+ t + w + tw) .
Proof. By Theorem 2, bc − ad = 1. By Theorem 11(i) and (ii),
u
v
= (ti+ i+ 1) a+ (ti+ i− t) c
(ti+ i+ 1) b+ (ti+ i− t) d and
r
s
= (wj+ j− w) a+ (wj+ j+ 1) c
(wj+ j− w) b+ (wj+ j+ 1) d .
The result follows. 
Corollary 2. Let ab and
c
d be the parents of µwhere
a
b <
c
d . Let also
u
v
and rs be the ith elements respectively
of BL(µ),t andBR(µ),t . Then
Cµ,t,i = 4ti+ 2t2i− t2 + 2i+ 1.
Proof. This is the j = i, w = t case in Theorem 12. 
Remark 1. Corollary 2 indicates that each offset cross-difference, Cµ,t,i, is not dependent upon µ.
Theorem 13. Let ab and
c
d be the parents of µ where
a
b <
c
d . For all i and µ,
DL(µ),t,i = DR(µ),t,i = (t + 1)2 .
Proof. Let u
v
and rs be the ith and (i+ 1)th elements respectively inBL(µ),t . From Theorem 11(i),
DL(µ),t,i = rv − us,
= ((ti+ t + i+ 2) a+ (ti+ i+ 1) c) ((ti+ i+ 1) b+ (ti+ i− t) d)
− ((ti+ i+ 1) a+ (ti+ i− t) c) ((ti+ t + i+ 2) b+ (ti+ i+ 1) d) ,
= (t + 1)2 (bc − ad) ,
= (t + 1)2 by Theorem 2.
Similarly, from Theorem 11(ii),
DR(µ),t,i = (t + 1)2 . 
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Remark 2. Theorem 13 indicates that each intra-branch cross-difference is not dependent upon µ
or i.
Theorem 14. Let u
v
, wx , and
y
z be consecutive terms in a branch with offset t, then
w
x = uv ⊕˜ yz .
Proof. We have two cases.
(i) Left branches: From (4.1) with ab and
c
d the parents of the term upon which the branch is based,
u
v
⊕˜y
z
= (ti+ i+ 1) a+ (ti+ i− t) c
(ti+ i+ 1) b+ (ti+ i− t) d ⊕˜
(ti+ 2t + i+ 3) a+ (ti+ t + i+ 2) c
(ti+ 2t + i+ 3) b+ (ti+ t + i+ 2) d ,
= (ti+ i+ t + 2) a+ (ti+ i+ 1) c
(ti+ i+ t + 2) b+ (ti+ i+ 1) d ,
= w
x
.
(ii) Right branches: A similar argument to (i) follows by utilising (4.2). 
Example 6. Using Example 5, 15 ⊕˜ 717 = 411 and 45 ⊕˜ 1017 = 711 .
Corollary 3. Let ab ,
c
d , and
e
f be consecutive terms in a branch of the Stern–Brocot tree, then
c
d
= a
b
⊕˜ e
f
.
That is, for m > 0 and k > 1,
(i) hn+m+1,2m+1(k−1) = hn+m,2m(k−1)⊕˜hn+m+2,2m+2(k−1)
(ii) hn+m+1,2m+1(k−1)+2 = hn+m,2m(k−1)+2⊕˜hn+m+2,2m+2(k−1)+2.
Proof. This is the t = 0 case in Theorem 14. The result follows from Theorem 1. 
Wenowstate ourmain result for generalising branches in the tree. Our usual left and right branches
of Theorem 9 can then be viewed as particular cases of this general result.
Theorem 15 (Main Result for Offset Branches). Let [a0, a1, a2, . . . , ai] be the short form of µ and t ≥ 0.
Then
(i) for i odd,
• the right branch with offset t of µ is the set
{[a0, a1, a2, . . . , ai − 1, 1,m− 1, t + 1] | m ≥ 1}
• the left branch with offset t of µ is the set
{[a0, a1, a2, . . . , ai,m− 1, t + 1] | m ≥ 1}
(ii) for i even,
• the right branch with offset t of µ is the set
{[a0, a1, a2, . . . , ai,m− 1, t + 1] | m ≥ 1}
• the left branch with offset t of µ is the set
{[a0, a1, a2, . . . , ai − 1, 1,m− 1, t + 1] | m ≥ 1} .
Proof. We prove the case for i odd. The proof for i even is similar.
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By Theorems 4 and 9:
• The left branch of µ is the set
{[a0, a1, a2, . . . , ai,m] | m ≥ 1} =

Ra0+1La1Ra2 · · · LaiRm−1 | m ≥ 1 .
Thus the left branch with offset t of µ is the set
Ra0+1La1Ra2 · · · LaiRm−1Lt | m ≥ 1
= {[a0, a1, a2, . . . , ai,m− 1, t + 1] | m ≥ 1} for some t ≥ 0.
• The right branch of µ is the set
{[a0, a1, a2, . . . , ai − 1, 1,m] | m ≥ 1} =

Ra0+1La1Ra2 · · · Lai−1R1Lm−1 | m ≥ 1 .
Thus the right branch with offset t of µ is the set
Ra0+1La1Ra2 · · · Lai−1R1Lm−1Rt | m ≥ 1
= {[a0, a1, a2, . . . , ai − 1, 1,m− 1, t + 1] | m ≥ 1} for some t ≥ 0 
5. Paths
Paths are useful in determining the value of child’s addition and cross-differences derived from
distant terms in the tree.
Definition 13 (Paths). A path based on ab is a sequence of right-and-down and left-and-down
movements in the tree that commences at ab . A null path consists of no movements. Paths can be
finite or infinite in length.
Our main discovery (Theorem 16) is an unintuitive result based on paths in the tree:
• Select two different finite paths. Base both paths on any term in the tree.
• Find the end terms of each of these paths and determine their cross-difference.
• This cross-difference is the same irrespective of the term chosen as the base for these paths. That
is, the cross-difference is dependent on the choice of paths, not the term used as the base for these
paths.
Definition 14 (Complementary Paths). Let two paths be based on the same term ab . If one path
moves to the right (left) when the other path moves to the left (right) the paths are designated as
complementary paths based on ab .
Example 7. We have
• in level 6, 311 and 513 are located on different but complementary paths based on 13 ;• left and right branches of a term µ, are complementary paths based on µ.
We now generalise cross-differences associated with finite paths.
Definition 15 (Node). Let u
v
and rs be two terms in the tree. The node of
u
v
and rs is the last term that
these fractions share in their respective paths emanating from 11 .
Definition 16 (General Path Cross-Differences). Let
Q =

Rm0Lm1Rm2 · · · (L or R)mn−1
Lw0Rw1Lw2 · · · (L or R)wi−1
denote two different finite paths.
Also, let rs and
u
v
be two terms with node µwhere
• rs is the
n−1
j=0 mj

th term of the first path of Q emanating from µ, and
• u
v
is the
i−1
j=0wj

th term of the second path of Q emanating from µ.
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The general path cross-difference, GQ ,µ, is given by
GQ ,µ = rv − us.
Definition 17 (Symmetry Couplets). Q and Q ′ are called symmetry couplets if
Q =

Rm0Lm1Rm2 · · · (L or R)mn−1
Lw0Rw1Lw2 · · · (L or R)wi−1 and
Q ′ =

Lm0Rm1Lm2 · · · (R or L)mn−1
Rw0Lw1Rw2 · · · (R or L)wi−1 .
The following theorem shows thatGQ ,µ is the same for any value ofµ, and that symmetry couplets
generate a simple cross-difference relationship.
Theorem 16 (Main Result for Paths). Let Q and Q ′ be symmetry couplets and µ be any term of the tree
other than 01 or
1
0 . Then
(i) GQ ,µ is independent of µ.
(ii) GQ ,µ = −GQ ′,µ.
Proof. We have
(i) Let µ = eg be the node of rs and uv as defined in Definition 16.
For k odd, let
e
g
= Ra0La1 · · · Lak ,
= [a0, a1, . . . , ak−1, ak + 1] by Theorem 4,
= (ak + 1) pk−1 + pk−2
(ak + 1) qk−1 + qk−2 , where
pk−1
qk−1
= [a0, a1, . . . , ak−1] . (5.1)
Then
r
s
= Ra0 · · · LakRm0Lm1 · · · (L or R)mn−1 ,
= [a0, a1, . . . , ak,m0,m1, . . . ,mn−2,mn−1 + 1] by Theorem 4,
= [a0, a1, . . . , ak,m0, β] where β = [m1,m2, . . . ,mn−2,mn−1 + 1] ,
= p
′
k+2
q′k+2
, say, and
u
v
= Ra0 · · · Lak+w0Rw1Lw2 · · · (L or R)wi−1 ,
= [a0, a1, . . . , ak−1, ak + w0, w1, . . . , wi−2, wi−1 + 1] ,
= [a0, a1, . . . , ak−1, ak + w0,Ψ ] where Ψ = [w1, w2, . . . , wi−2, wi−1 + 1] ,
= p
′′
k+1
q
′′
k+1
, say. (5.2)
Accordingly,
r = p′k+2,
= βp′k+1 + p′k,
= β m0p′k + p′k−1+ p′k,
= (βm0ak + ak + β) pk−1 + (βm0 + 1) pk−2.
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Similarly,
s = q′k+2 = (βm0ak + ak + β) qk−1 + (βm0 + 1) qk−2,
u = p′′k+1 = (Ψ ak + Ψw0 + 1) pk−1 + Ψ pk−2, and
v = q′′k+1 = (Ψ ak + Ψw0 + 1) qk−1 + Ψ qk−2.
We have
GQ , eg = rv − us,
= (pk−2qk−1 − pk−1qk−2) (βm0 − Ψβ + Ψw0 + Ψβm0w0 + 1) ,
= (−1)k (βm0 − Ψβ + Ψw0 + Ψβm0w0 + 1) .
That is, GQ , eg is not dependent on any of the ai s in (5.1). The result follows. The case for k even
proceeds similarly.
(ii) We now show that GQ ′, eg = (−1)k−1 (βm0 − Ψβ + Ψw0 + Ψβm0w0 + 1) establishing (ii).
Assume that rs and
u
v
are defined as in Definition 16, but with Q ′ (as in Definition 17) instead
of Q . Then
r
s
= Ra0 · · · Lak+m0Rm1Lm2 · · · (L or R)mn−1 ,
= [a0, a1, . . . , ak−1, ak +m0, β] where
β = [m1,m2, . . . ,mn−2,mn−1 + 1] , and
u
v
= [a0, a1, . . . , ak, w0, w1, . . . , wn−2, wn−1 + 1] ,
= [a0, a1, . . . , ak, w0,Ψ ] where Ψ = [w1, w2, . . . , wi−2, wi−1 + 1].
It follows that
r = (βak + βm0 + 1) pk−1 + βpk−2,
s = (βak + βm0 + 1) qk−1 + βqk−2,
u = (Ψw0ak + ak + Ψ ) pk−1 + (Ψw0 + 1) pk−2,
v = (βw0ak + ak + Ψ ) qk−1 + (Ψw0 + 1) qk−2,
and
GQ ′, eg = rv − us,
= (pk−1qk−2 − pk−2qk−1) (βm0 − Ψβ + Ψw0 + Ψβm0w0 + 1) ,
= (−1)k−1 (βm0 − Ψβ + Ψw0 + Ψβm0w0 + 1) . 
Example 8. Let Q =

R2L2R1L1
L3
. Then Q ′ =

L2R2L1R1
R3
and
GQ , 12 = 19.5− 1.27 = 68
GQ ′, 12 = 8.5− 27.4 = −68
GQ , 23 = 27.9− 5.35 = 68
GQ ′, 23 = 27.6− 5.46 = −68.
Corollary 4. Let rs and
u
v
be two terms in the same level of the Stern–Brocot tree that are found on different
but complementary paths based on eg . Then
e
g = rs ⊕˜ uv .
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Proof. Let eg ,
r
s and
u
v
be defined as in the proof of Theorem 16. If rs and
u
v
are in the same level, then
Ψ = β = [m1,m2, . . . ,mn−2,mn−1 + 1] in (5.2). Accordingly,
r
s
⊕ u
v
= (βm0 + 1+ β) ((ak + 1) pk−1 + pk−2)
(βm0 + 1+ β) ((ak + 1) qk−1 + qk−2)
= (βm0 + 1+ β) e
(βm0 + 1+ β) g .
That is, eg = rs ⊕˜ uv . 
Example 9. In level 7, 313 and
7
17 are found on complementary paths based on
1
3 . This is confirmed by
the fact that 313 ⊕ 717 = 1030 = 13 .
Definition 18 (Intra-Path Cross-Differences). LetMBL(µ),t ,Ω be the set of end terms formed when each
term inBL(µ),t is the base for the pathΩ .
Let u
v
and rs be the ith and (i+ 1)th elements respectively inMBL(µ),t ,Ω .
The ith intra-path cross-difference ofMBL(µ),t ,Ω , called VBL(µ),t ,Ω,i, is given by
VBL(µ),t ,Ω,i = rv − us.
Similarly, let MBR(µ),t ,Ω be the set of end terms formed when each term in BR(µ),t is the base for
the pathΩ .
Let u
v
and rs be the ith and (i+ 1)th elements respectively inMBR(µ),t ,Ω .
The ith intra-path cross-difference ofMBR(µ),t ,Ω , called VBR(µ),t ,Ω,i, is given by
VBR(µ),t ,Ω,i = rv − us.
Theorem 17. Let Ω andΩ ′ represent complementary paths, that is,
Ω = Rm1Lm2Rm3 · · · (R or L)mn and
Ω ′ = Lm1Rm2Lm3 · · · (L or R)mn .
Then for t > 0,
(i) VBL(µ),t ,Ω,i = −VBR(µ),t ,Ω ′,i
(ii) VBL(µ),t ,Ω ′,i = −VBR(µ),t ,Ω,i
(iii) VBL(µ),t ,Q ,i is independent of µ.
That is, VBL(µ),t ,Q ,i = VBL(ϖ),t ,Q ,i for any path Q
(iv) VBR(µ),t ,Q ,i is independent of µ.
That is, VBR(µ),t ,Q ,i = VBR(ϖ),t ,Q ,i for any path Q .
Proof. We have
(i) The node of the ith and (i+ 1)th terms in MBL(µ),t ,Ω is the ith term in the left branch of µ.
Similarly, the node of the ith and (i+ 1)th terms inMBR(µ),t ,Ω ′ is the ith term in the right branch ofµ.
For t > 0, the two paths that connect the ith and (i+ 1)th terms in MBL(µ),t ,Ω with their node, and
the two paths that connect the ith and (i+ 1)th terms inMBR(µ),t ,Ω ′ with their node form a symmetry
couplet. The result follows from Theorem 16.
(ii) The argument follows for (i) withΩ andΩ ′ interchanged.
(iii) and (iv) follow from Theorem 16(i). 
Theorem 18. For k = 2i (2m− 1)+ 1 and r = 1, 2, . . . , 2i,
hn,k = hn,k−r⊕˜hn,k+r .
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Proof. By Theorem 6(v) and Definition 2,
hn,k = hn−i−1,m ⊕ hn−i−1,m+1,
= hn,2i(2m−1)+1−2i ⊕ hn,2i(2m−1)+1+2i ,
= hn,k−2i ⊕ hn,k+2i .
This is the r = 2i case (the only case when i = 0).
For r < 2i there are two cases:
(1) i = 1 for which k = 4m− 1 and r = 1.
By Theorem 6(vi) and Definition 2,
hn−1,2m = hn,4m−1 = hn,4m−2⊕˜hn,4m.
That is,
hn,k = hn,k−r⊕˜hn,k+r .
(2) i > 1. Then hn,k−r and hn,k+r are found on complementary paths based on hn,k. The result follows
by Corollary 4. 
6. Summation
We now explore summation of terms within any one level of the tree to demonstrate that
progressive child’s addition of consecutive terms in a level of the tree (whether forward addition or
backward addition) yields a value that is dependent only on the last two terms of the addition. That
is, the addition is not dependent on the number or size of earlier summands.
Definition 19. ⊕˜ is summation over a sequence of summands performed using ⊕˜, and where
summation proceeds sequentially from left to right.
Example 10.
1
4
⊕˜2
5

⊕˜3
5
= 1
3
⊕˜3
5
= 1
2
= ⊕˜
3
l=1
h4,2l.
Definition 20. (Tn,j,k and T ′n,j,k).
• Tn,j,k is defined as the sum by child’s addition of the j terms beginning with the (k− j+ 1)th term
and concluding with the k th term in level n of the Stern–Brocot tree and where the summation
proceeds successively left to right, and at each summation all fractions are reduced. That is,
Tn,j,k =
· · · hn,2(k−j+1)⊕˜hn,2(k−j+2) ⊕˜hn,2(k−j+3) ⊕˜ · · · ⊕˜hn,2k−2 ⊕˜hn,2k,
= ⊕˜
k
l=k−j+1
hn,2l.
• T ′n,j,k is defined as the sum by child’s addition of the j terms beginning with the (k+ j− 1)th term
and concluding with the kth term in level n of the Stern–Brocot tree and where the summation
proceeds successively right to left, and at each summation all fractions are reduced. That is,
T ′n,j,k = hn,2k⊕˜

hn,2k+2⊕˜
· · · ⊕˜ hn,2(k+j−3)⊕˜ hn,2(k+j−2)⊕˜hn,2(k+j−1) · · · ,
= ⊕˜
j−1
l=0
hn,2(k+j−1−l).
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Example 11.
T6,3,7 =

4
11
⊕˜ 5
13

⊕˜ 5
12
= 3
8
⊕˜ 5
12
= 2
5
.
T ′6,3,7 =
5
12
⊕˜

4
9
⊕˜5
9

= 5
12
⊕˜1
2
= 3
7
.
We are now able to state our main result for child’s addition across a level in the tree.
Theorem 19 (Main Result for Child’s Addition Across a Level). (i) For 2 ≤ j ≤ k,
Tn,j,k = hn−1,k = hn,2k−1
(ii) For 2 ≤ j ≤ 2n−1 − k+ 1, k ≥ 1,
T ′n,j,k = hn−1,k+1 = hn,2k+1.
Proof. We examine each of the two restrictions on j.
(i) We prove this by induction on j.
Tn,2,k = hn−1,k is true by Theorem 18. Suppose our result is true for Tn,v,k where v < k. By
Definition 20,
Tn,v+1,k = ⊕˜
k
l=k−v
hn,2l,
= · · · hn,2(k−v)⊕˜hn,2(k−v+1) ⊕˜hn,2(k−v+2) ⊕˜ · · · ⊕˜hn,2k,
= · · · hn,2(k−v)+1⊕˜hn,2(k−v+2) ⊕˜ · · · ⊕˜hn,2kby Theorem 18,
= . . . (hn,2(k−v)+3⊕˜hn,2(k−v+3))⊕˜ · · · ⊕˜hn,2k by Theorem 6(viii),
= · · · (hn,2(k−v+1)⊕˜hn,2(k−v+2))⊕˜hn,2(k−v+3) ⊕˜ · · · ⊕˜hn,2k by Theorem 18,
= ⊕˜
k
l=k−v+1
hn,2l,
= Tn,v,k.
Hence Tn,2,k = Tn,3,k = · · · = Tn,k−1,k = Tn,k,k = hn−1,k = hn,2k−1.
(ii) A similar induction proof holds for T ′n,j,k except that Theorem 6(ix) is used instead of
Theorem 6(viii). 
Example 12.
T6,2,7 = 513 ⊕˜
5
12
= 2
5
.
T6,3,7 =

4
11
⊕˜ 5
13

⊕˜ 5
12
= 3
8
⊕˜ 5
12
= 2
5
.
And so, T6,4,7 = T6,5,7 = T6,6,7 = T6,7,7 = 25 .
T ′6,2,7 =
5
12
⊕˜4
9
= 3
7
T ′6,3,7 =

5
9
⊕˜4
9

⊕˜ 5
12
= 1
2
⊕˜ 5
12
= 3
7
.
And so T ′6,4,7 = T ′6,5,7 = T ′6,6,7 = T ′6,7,7 = 37 .
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Corollary 5. For 2 ≤ j ≤ k, 2 ≤ m ≤ 2n−1 − k+ 1,
Tn,j,k ⊕ T ′n,m,k = hn,2k.
Proof. Combining Theorem 19 with Theorem 18 gives the result.
7. Child’s addition of continued fractions
One of the shortcomings of continued fractions, and probably the reason for their obscurity, is their
inability to be readily subject to basic arithmetic operations (addition, subtraction, multiplication and
division). However using our earlier results, we show that some general results are possible under
child’s addition.
Theorem 20 (Main Result for Child’s Addition of Continued Fractions).
(I) For a0 ≥ 0, b1 ≥ 1, ai ≥ 1, i = 1, 2, . . ., and β any continued fraction greater than or equal to 1,
[a0, a1, . . . , ai−1, ai, b1, β] ⊕˜ [a0, a1, . . . , ai−1, ai + b1, β]
= [a0, a1, . . . , ai−1, ai + 1] .
(II) For k,m ≥ 0,
[a0, a1, . . . , ai, k] ⊕˜ [a0, a1, . . . , ai − 1, 1,m] = [a0, a1, . . . , ai] .
(III) For m ≥ 0,
[a0, a1, . . . , ai]⊕ [a0, a1, . . . , ai,m] = [a0, a1, . . . , ai,m+ 1] .
(IV) For m ≥ 0,
[a0, a1, . . . , ai,m] ⊕˜ [a0, a1, . . . , ai−1, ai − 1] = [a0, a1, . . . , ai] .
(V) For m ≥ 0,
[a0, a1, . . . , ai,m] ⊕˜ [a0, a1, . . . , ai,m+ 2] = [a0, a1, . . . , ai,m+ 1] .
(VI) For r, s ≥ 0,m ≥ 1,
[a0, a1, . . . , ai−1, ai − 1, 1, r,m] ⊕˜ [a0, a1, . . . , ai, s,m] = [a0, a1, . . . , ai] .
(VII) For r ≥ 0,m ≥ 1,
[a0, a1, . . . , ai−1, ai − 1, 1, r,m] ⊕˜ [a0, a1, . . . , ai−1, ai − 1, 1, r + 2,m]
= [a0, a1, . . . , ai−1, ai − 1, 1, r + 1,m] .
(VIII) For r ≥ 0,m ≥ 1,
[a0, a1, . . . , ai, r,m] ⊕˜ [a0, a1, . . . , ai, r + 2,m] = [a0, a1, . . . , ai, r + 1,m] .
Proof. We have
(I) There are two cases:
(1) i odd. By Theorem 4,
[a0, a1, . . . , ai−1, ai, b1, b2, . . . , bm]
= Ra0+1La1 · · · Rai−1LaiRb1Lb2 · · · (L or R)bm−1 (7.1)
and
[a0, a1, . . . , ai−1, ai + b1, b2, . . . , bm]
= Ra0+1La1 · · · Rai−1Lai+b1Rb2 · · · (R or L)bm−1 ,
= Ra0+1La1 · · · Rai−1LaiLb1Rb2 · · · (L or R)bm−1 . (7.2)
Comparing (7.1) and (7.2),
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[a0, a1, . . . , ai−1, ai, b1, b2, . . . , bm] and [a0, a1, . . . , ai−1, ai + b1, b2, . . . , bm] are on the
same level of the tree and are found on complementary paths based on
Ra0+1La1 · · · Rai−1Lai = [a0, a1, . . . , ai−1, ai + 1] .
Letting m → ∞ and setting β = [b2, b3, . . .] where bi ≥ 1, i = 2, 3, . . . the result follows
by Corollary 4.
(2) i even. By Theorem 4,
[a0, a1, . . . , ai−1, ai, b1, b2, . . . , bm]
= Ra0+1La1 · · · Lai−1RaiLb1Rb2 · · · (L or R)bm−1 (7.3)
and
[a0, a1, . . . , ai−1, ai + b1, b2, . . . , bm]
= Ra0+1La1 · · · Lai−1Rai+b1Lb2 · · · (R or L)bm−1 ,
= Ra0+1La1 · · · Lai−1RaiRb1Lb2 · · · (L or R)bm−1 . (7.4)
Comparing (7.3) and (7.4),
[a0, a1, . . . , ai−1, ai, b1, b2, . . . , bm] and [a0, a1, . . . , ai−1, ai + b1, b2, . . . , bm] are on the same
level of the tree and are found on complementary paths based on
Ra0+1La1 · · · Lai−1Rai = [a0, a1, . . . , ai−1, ai + 1] .
Letting m → ∞ and setting β = [b2, b3, . . .] where bi ≥ 1, i = 2, 3, . . . the result follows by
Corollary 4.
(II) By Theorem 9, [a0, a1, . . . , ai, k] and [a0, a1, . . . , ai − 1, 1,m] are the kth and mth terms
respectively of the two branches of [a0, a1, . . . , ai]. Their common parent is therefore
[a0, a1, . . . , ai]. By Theorem 8 the result follows.
(III) There are two cases:
(1) i even. There are two subcases:
(a) ai = 1. Then [a0, a1, . . . , ai] = [a0, a1, . . . , ai−1 + 1] by which Theorem 9 has right
branch {[a0, a1, . . . , ai,m] | m ≥ 1}.
(b) ai > 1. Then by Theorem 9 [a0, a1, . . . , ai] has right branch {[a0, a1, . . . , ai,m] | m ≥ 1}.
Combining (a) and (b): for i even, [a0, a1, . . . , ai] and [a0, a1, . . . , ai,m] are the left and right
parents respectively of [a0, a1, . . . , ai,m+ 1]. The result follows.
(2) i odd. There are two subcases:
(a) ai = 1. Then, as in (1)(a), [a0, a1, . . . , ai] = [a0, a1, . . . , ai−1 + 1] by which Theorem 9
has left branch {[a0, a1, . . . , ai,m] | m ≥ 1}.
(b) ai > 1. Then by Theorem 9 [a0, a1, . . . , ai] has left branch {[a0, a1, . . . , ai,m] | m ≥ 1}.
Combining (a) and (b): for i odd, [a0, a1, . . . , ai] and [a0, a1, . . . , ai,m] are the right and left
parents respectively of [a0, a1, . . . , ai,m+ 1]. The result follows.
Combining (1) and (2), the result follows.
(IV) There are two cases:
(1) i even. By Theorem 9, for both subcases ai = 1 and ai > 1, [a0, a1, . . . , ai] has right branch
{[a0, a1, . . . , ai,m] | m ≥ 1}. By Theorem 9 again, [a0, a1, . . . , ai] is the aith term on the left
branch of [a0, a1, . . . , ai−1]. Thus the left parent of [a0, a1, . . . , ai] is [a0, a1, . . . , ai−1, ai − 1].
(Note that [a0, a1, . . . , ai−1, ai − 1] = [a0, a1, . . . , ai−2] for ai = 1). The result follows from
Theorem 8.
(2) i odd. The argument is identical to that for (1) except that instances of right become left, and
instances of left become right.
(V) The result follows from Theorems 9 and 14.
(VI) The result follows from Theorem 11(iii) and 15.
(VII)and (VIII) The results follow from Theorems 14 and 15. 
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8. Further developments
The relationships formed through child’s addition in the Stern–Brocot have not been exhausted
in this paper. For example, there are interesting patterns formed when a term in a branch is child’s
added to distant terms in the same branch or to terms in distant branches. Similar comments hold
for offset branches. These patterns have yet to be formulated algebraically. Also, we have yet to
explore the patterns that may result from the child’s addition of right diagonals with left diagonals.
These relationships may, in turn, give rise to further continued fraction results under child’s addition.
Moreover, child’s addition in the Calkin–Wilf tree, a related tree to the Stern–Brocot tree (see [3]), has
yet to be explored.
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