We consider elliptic operators with Robin boundary conditions on a bounded domain Ω ⊂ R d and show that the first eigenfunction v fulfils v(x) ≥ δ > 0 for all x ∈ Ω, even if the boundary ∂Ω is only Lipschitz continuous and the differential operator has merely bounded and measurable coefficients. Under such weak regularity assumptions Hopf's maximum principle is not available; instead we use a new approach based on an abstract positivity improving condition for semigroups that map L p (Ω) into C(Ω). The same tool also yields corresponding results for Dirichlet or mixed boundary conditions.
Introduction
A frequent situation occurring in the study of elliptic but also parabolic boundary value problems with real coefficients on a bounded domain Ω ⊂ R d is the following. The solutions satisfy a weak maximum principle and there exists a principal eigenvalue with a principal eigenfunction u 0 satisfying u 0 (x) > 0 a.e. on Ω. By elliptic regularity one also shows that u 0 ∈ C(Ω). But what is not known is whether u 0 (x) ≥ δ > 0 for all x ∈ Ω. We shall show this under very weak regularity assumptions. Such a result has applications for the construction of super-and subsolutions (see Daners-López-Gómez [DL] ), but also for the asymptotic behaviour of parabolic problems.
Let us describe a concrete situation. Let Ω ⊂ R d be a bounded Lipschitz domain and β ∈ L ∞ (∂Ω). Given u 0 ∈ C(Ω) there exists a unique u ∈ C([0, ∞) × Ω) ∩ C ∞ ((0, ∞) × Ω) such that ∂ ∂t u = ∆u, u(0, x) = u 0 (x) for all x ∈ Ω, (∂ ν u)(t, z) + β(z) u(t, z) = 0 for all z ∈ ∂Ω and t > 0.
We shall show in Theorem 4.5 that if u 0 (x) ≥ 0 and u = 0, then u(t, x) > 0 for all x ∈ Ω and t > 0. This implies in particular that the principal eigenfunction v ∈ C(Ω) of the Robin Laplacian is strictly positive; that is, there exists a δ > 0 such that v(x) ≥ δ for all x ∈ Ω. This property is known if Ω is smooth and can then be deduced from Hopf's maximum principle. We shall prove the result for Lipschitz domains and arbitrary elliptic operators in divergence form with bounded real measurable coefficients. This new result is important for applications to non-linear problems (see for example [DL] ). Our arguments are best placed in a more abstract situation. Let S be a C 0 -semigroup on L 2 (Ω) which is positive and holomorphic. Then S is irreducible (see below for the definition) if and only if S is positivity improving in the sense that if u ≥ 0 and u = 0, then for each t > 0 one has (S t u)(x) > 0 for almost every x ∈ Ω. Irreducibility on L 2 (Ω) is very easy to prove by the use of the Beurling-Deny-Ouhabaz criterion [Ouh] Theorem 2.10 and implies for the principal eigenfunction v that v(x) > 0 almost everywhere. In contrast to this, irreducibility in C(Ω) is much stronger: it implies that v(x) ≥ δ > 0 for all x ∈ Ω and some δ > 0. Our main argument in Section 3 shows that irreducibility in L 2 (Ω) already implies irreducibility in C(Ω) if S t L 2 (Ω) ⊂ C(Ω) for all t > 0 and if (S t | C(Ω) ) t>0 is a C 0 -semigroup on C(Ω) (see Theorems 3.1 and 3.2).
In Section 4 we will apply this result not only to elliptic problems with Robin boundary conditions, but also to mixed boundary conditions, where we impose Neumann boundary conditions on a relatively open subset N of ∂Ω and where we prove that (S t u)(x) > 0 for all t > 0 and x ∈ Ω ∩ N whenever u ≥ 0 and u = 0.
In Section 5 we will also prove a strong minimum principle for the heat equation. Given a continuous function ψ on the parabolic boundary ∂ * T Ω of the cylinder Ω T = (0, T ) × Ω, there is a unique solution u ∈ C(Ω T ) of the heat equation u t = ∆u which coincides with ψ on ∂ * T Ω. We shall show that if u(t 0 , x) = 0 for some x ∈ Ω and some time t 0 > 0, then ψ(t, x) = 0 for all (t, x) ∈ ∂ *
T Ω such that t < t 0 . Again, this also remains true if the Laplacian ∆ is replaced with an elliptic operator (see Theorem 5.2). As a nice consequence, we also obtain a new proof of the strong parabolic maximum principle for elliptic operators in divergence form with bounded real measurable coefficients.
The paper is organised as follows. After a general introduction to irreducibility in Section 2, we establish our main abstract result in Section 3. Principal eigenvectors for elliptic problems with diverse boundary conditions are considered in Section 4 and the strong minimum principle is established in Section 5. For the parabolic operator we have two notions of solutions: mild and weak. For the mild solution we do not need any regularity on the coefficients of the operator, but in order to define the weak solutions we need some differentiability. Under these differentiability conditions we show that weak solutions and mild solutions are equivalent. For the latter equivalence we need a regularity result, for which we provide an elementary proof in the appendix.
Preliminaries: Irreducibility
In this section we recall the notions of positivity and irreducibility as well as some results which are used later. General references for this topic are [Nag] and [BKR] .
Throughout the section, let E be a Banach lattice over K, where the field K is either R or C. We are especially interested in the following cases. (c) E = C 0 (Ω), the closure in L ∞ (Ω) of the space C c (Ω) of all continuous functions with compact support.
The closure of an ideal is again an ideal. The closed ideals can be characterised in the case of Example 2.1. Let Ω ⊂ R d be an open set. If p ∈ [1, ∞) and E = L p (Ω), then J ⊂ E is a closed ideal if and only if there exists a measurable subset B of Ω such that J = {u ∈ E : u| B = 0 almost everywhere} (see [Sch] Section III.1 Example 1). If Ω is bounded, and E = C(Ω), then J ⊂ E is a closed ideal if and only if there exists a closed set B ⊂ Ω such that J = {u ∈ C(Ω) : u| B = 0} (see [Sch] Section III.1 Example 2). Finally, if E = C 0 (Ω), then J ⊂ E is a closed ideal if and only if there exists a closed set B ⊂ Ω such that J = {u ∈ C 0 (Ω) : u| B = 0} (see [BKR] Proposition 10.14).
Note that u ≥ 0 in L p (Ω) means that u(x) ∈ [0, ∞) for almost every x ∈ Ω, whilst u ≥ 0 in C(Ω) means that u(x) ∈ [0, ∞) for all x ∈ Ω. We write u > 0 if u ≥ 0 and u = 0. Note that u = 0 in L p (Ω) means that {x ∈ Ω : u(x) = 0} is not a null set.
If u ≥ 0, then we denote by E u = {v ∈ E : there exists an n ∈ N such that |v| ≤ n u} the principal ideal generated by u. It is easy to verify that this is indeed an ideal. We write u ≫ 0 if E u = E. In the literature of Banach lattices, such an element u is called a quasi-interior point. As a remark, quasi-interior points can be characterized by an approximation condition. Schaefer [Sch] Theorem II.6.3 proved that a vector u ∈ E + is a quasi-interior point if and only if lim n→∞ x ∧ nu = x for every x ∈ E + . If E = L p (Ω), then u ≫ 0 if and only if u(x) > 0 for almost every x ∈ Ω. If Ω is bounded and E = C(Ω), then u ≫ 0 if and only if u(x) > 0 for all x ∈ Ω. So by compactness, u ≫ 0 if and only if there exists a δ > 0 such that u(x) ≥ δ for all x ∈ Ω, which is the case if and only if u is an interior point of the positive cone E + . If E = C 0 (Ω), then u ≫ 0 if and only if u(x) > 0 for all x ∈ Ω. Note that the interior of E + is empty if
Let F also be a Banach lattice. A linear map R: E → F is called positive if RE + ⊂ F + . Positivity implies that R is continuous by [Sch] Theorem II.5.3. We write R ≥ 0 to express that R is positive. The set of all positive linear functionals on E is denoted by
If Ω is bounded and E = C(Ω), then E ′ + is isomorphic to all finite (positive) Borel measures on Ω. If E = C 0 (Ω), then E ′ + is isomorphic to all (positive) finite Borel measures on Ω. For a proof of the last two statements, see [HR] Theorem 14.1.
An operator R: E → F is called positivity improving if Ru ≫ 0 in F for all u ∈ E with u > 0. Positivity improving operators will be of central interest in this paper.
By a semigroup on E we mean a map S: (0, ∞) → L(E) such that S t+s = S t S s for all s, t ∈ (0, ∞), where we write S t = S(t). We say that S is a C 0 -semigroup if in addition lim t↓0 S t u = u for all u ∈ E. A semigroup S is called positive if S t ≥ 0 for all t > 0 and S is called positivity improving if S t is positivity improving for all t > 0. A semigroup S is called irreducible if it does not leave invariant any nontrivial closed ideal; that is, if J ⊂ E is a closed ideal and S t J ⊂ J for all t > 0, then J = E or J = {0}.
Irreducibility is independent of p for compatible semigroups.
Lemma 2.2. Let Ω ⊂ R d be open and p 1 , p 2 ∈ [1, ∞). Let S (1) and S (2) be semigroups on L p 1 (Ω) and L p 2 (Ω). Suppose that S (1) and S (2) are compatible, that is S
(1)
is irreducible, one concludes that |B| = 0 or |Ω \ B| = 0 and S (2) is irreducible.
In general, a positive and irreducible C 0 -semigroup need not be positivity improving. An counterexample is the rotation semigroup on L 2 (T), where T is the unit circle in C. However, the situation changes if the semigroup is also holomorphic.
Theorem 2.3. Let S be a positive irreducible holomorphic C 0 -semigroup on E. Then S is positivity improving.
Proof. See Majewski-Robinson [MR] Theorem 3.
In the following proposition we collect a number of known spectral theoretic properties of positive semigroups.
Proposition 2.4. Let S be a positive irreducible C 0 -semigroup in E and suppose that its generator −A has compact resolvent. Then one has the following. (b) The number λ 1 := inf{Re λ : λ ∈ σ(A)} is an eigenvalue of A (and thus, the infimum is actually a minimum).
(c) There exists a u ∈ D(A) such that Au = λ 1 u and u ≫ 0.
(d) The algebraic multiplicity of the eigenvalue λ 1 is one.
Proof. '(a)'. We may assume that dim E ≥ 2. Then by a result of de Pagter [Pag, Theo- rem 3] every compact, positive and irreducible operator on E has non-zero spectral radius. If we apply this to the resolvent of A, the assertion follows. '(b)'. See [BKR] Corollary 12.9. '(c)'. It follows from the Krein-Rutman theorem, see for example [BKR] Theorem 12.15, that there exists a u ∈ D(A) with Au = λ 1 u and u > 0. Then the statement follows from [BKR] Proposition 14.12(a). '(d)'. This follows from [Nag] Proposition C-III.3.5.
Note that since A has compact resolvent, λ 1 is an isolated point of the spectrum. Therefore Proposition 2.4(d) means that the spectral projection for λ 1 has rank one.
If S is a positive irreducible C 0 -semigroup whose generator −A has compact resolvent, then we call min{Re λ : λ ∈ σ(A)} the principal eigenvalue of A. It follows from Proposition 2.4 that the principal eigenvalue has a unique eigenvector u such that u ≥ 0 and u = 1. We call u the principal eigenvector of A. One has u ≫ 0.
3 Irreducibility on C(Ω) and C 0 (Ω)
In this section we consider a positive irreducible holomorphic C 0 -semigroup on L p (Ω) which maps L p (Ω) into C(Ω) or C 0 (Ω). Under a mild additional condition we shall prove that the semigroup obtained by restriction to C(Ω) or C 0 (Ω) is again irreducible.
We start with a general theorem about positivity in a single point. It is the main ingredient for our proofs of strict positivity in Section 4. In what follows, typical choices for X are X = Ω or X = Ω. We also have, however, an application in Theorem 4.10 for elliptic operators with mixed boundary conditions, where X is chosen strictly between Ω and Ω. Let us also remark that, while Theorem 3.1 works pointwise, we are in fact most interested in the case where condition (II) -and thus the conclusion of the theorem -is valid for all x ∈ X instead of merely a single point. [Sch] Theorem II.5.3. By assumption (II) there exist s > 0 and w ∈ L p (Ω) such that (S s w)(x) = 0. Without loss of generality we may assume that w ≥ 0. Therefore (S s w)(x) > 0.
Let t ∈ (0, ∞) and u ∈ L p (Ω) with u > 0. There are t 1 , t 2 ∈ (0, ∞) such that t = t 1 + t 2 and t 1 < s. According to Theorem 2.3 we have S t 2 u ≫ 0 in L p (Ω), so it follows from the Lebesgue dominated convergence theorem that
with respect to the norm in L p (Ω). By the continuity that we established in the beginning,
and the theorem follows.
As a special case one obtains the next theorem for bounded Ω. 
Then the following holds.
(a) For all t > 0 the operator S t : L p (Ω) → C(Ω) is positivity improving. This means
Proof. '(a)'. This is a special case of Theorem 3.1. '(b)'. This follows immediately from the charactisation of closed ideals in C(Ω) and Statement (a).
Note that Condition (II) in Theorem 3.2 is satisfied if (S t | C(Ω) ) t>0 is a C 0 -semigroup on C(Ω). It is also satisfied if there exists a t > 0 such that S t 1 Ω = 1 Ω .
As a consequence of Theorem 3.2 the semigroup has a strictly positive kernel if Ω is bounded. 
Then for t > 0 there exists a K t ∈ C(Ω × Ω) such that
Then it is a surprising, however elementary, exercise to verify that T is a semigroup on L 2 (Ω) and An analogous result of Theorem 3.2 is valid for C 0 (Ω), with the same proof. Note that Ω does not have to be bounded in the following result.
Then one has the following. (b) Suppose that for all t > 0 the operator S t | C 0 (Ω)∩Lp(Ω) extends to a continuous operator T t from C 0 (Ω) into C 0 (Ω). Then the semigroup T is irreducible on C 0 (Ω).
Note that if Ω is bounded, then C 0 (Ω) ⊂ L p (Ω) and the operator S t | C 0 (Ω) extends to a continuous operator from C 0 (Ω) into C 0 (Ω). Moreover Condition (II) in Theorem 3.4 is satisfied if Ω is bounded and (S t | C 0 (Ω) ) t>0 is a C 0 -semigroup on C 0 (Ω).
Almost similarly the following corollary can be proved.
Then for t > 0 there exists a K t ∈ C 0 (Ω × Ω) such that
Proof. All is similar as in the proof of Corollary 3.3, but one obtains that K t ∈ C(Ω × Ω). It remains to show that K t ∈ C 0 (Ω × Ω). Let t > 0 and x ∈ ∂Ω. Since S t L p (Ω) ⊂ C 0 (Ω) it follows that 0 = (S t u)(x) = Ω K t (x, z) u(z) dy for all u ∈ C c (Ω). Hence K t (x, z) = 0 for almost all z ∈ Ω and by continuity for all z ∈ Ω. By duality K t (z, y) = 0 for all z ∈ Ω and y ∈ ∂Ω.
Remark 3.6. In the situation of Theorems 3.2, and 3.4 if Ω is bounded, the semigroup on L p (Ω) consists of compact operators. Let −A be the generator and λ 1 be the principal eigenvalue of A. Then by [Nag] Corollary C-III.3.16 there is a spectral gap in the sense that there exists an ε > 0 such that {λ ∈ σ(A) : Re λ ≤ λ 1 + ε} = {λ 1 }. Moreover, if λ 1 = 0, then S t converges in L(L p (Ω)) to a rank-one projection if t → ∞ (see [Nag] Proposition C-III.3.5). The same is valid for the semigroup (S t | C 0 (Ω) ) t>0 in L(C 0 (Ω)) by the semigroup property.
Strict positivity of principal eigenvectors and other applications
In this section we use the theorems from Section 3 to establish strict positivity of the principal eigenvector of an elliptic operator for three types of boundary conditions: Dirichlet (Subsection 4.1), Robin (Subsection 4.2) and mixed (Subsection 4.4). For each of these boundary conditions we prove, besides strict positivity of the principal eigenvector, also irreducibility of the corresponding semigroup on a suitable space of continuous functions and a positivity improving property for the corresponding elliptic problem. Moreover, in Subsection 4.3 we shall show that our results have a surprising consequence for elliptic problems with complex Robin boundary conditions. Throughout this section, let Ω ⊂ R d be a bounded non-empty, open and connected set. For all k, l ∈ {1, . . . , d} let a kl , b k , c k , c 0 ∈ L ∞ (Ω, R). We assume that the coefficients a kl satisfy a uniform ellipticity condition, namely that there exists a µ > 0 such that, for almost all x ∈ Ω, the inequality
holds for all ξ ∈ C d . In the following subsections we will define elliptic operators with the coefficients a kl , b k , c k , c 0 by means of form methods. Loosely speaking, the operator is equal to
with boundary conditions. Moreover, depending on the boundary conditions, we will impose different regularity assumptions on the boundary of Ω in each subsection.
Dirichlet boundary conditions
In this subsection we assume that Ω is Wiener regular. This means that for all ϕ ∈ C(Γ) there exists a u ∈ C(Ω) ∩ C 2 (Ω) such that ∆u = 0 on Ω and u| Γ = ϕ. For instance, Ω is Wiener regular if it has Lipschitz boundary.
Define the form a:
Then a is a closed sectorial form. Let A be the m-sectorial operator on L 2 (Ω) associated with a and let S be the semigroup generated by −A on L 2 (Ω). Then S is a positive semigroup by [Ouh] Theorem 2.6 or Corollary 4.3 and irreducibility of S follows from [Ouh] Theorem 4.5. Since the embedding H 1 0 (Ω) ⊂ L 2 (Ω) is compact, the operator A has compact resolvent. If t > 0, then S t L 2 (Ω) ⊂ C 0 (Ω) by (8) in [AE1] , where we used that Ω is Wiener regular. For all t > 0 let T t = S t | C 0 (Ω) : C 0 (Ω) → C 0 (Ω). Then T is a holomorphic C 0 -semigroup by [AE1] Theorem 1.3. Clearly T is positive. The following result shows that T is also irreducible.
Theorem 4.1. The operator A on L 2 (Ω) and the semigroup T on C 0 (Ω) have the following properties.
(a) For all t > 0 the operator T t is positivity improving. In particular, the semigroup T is irreducible. Remark 4.2. Theorem 4.1 can also be derived from known, but much less elementary results from PDE. Statement (b) follows from the Harnack inequality (see for instance [GT] Theorem 8.20). Let t > 0 and let K t be the kernel of the operator S t . The De Giorgi-Nash theorem implies that K t is continuous. Then the Harnack inequality shows that K t is strictly positive on Ω × Ω. Therefore T t is positivity improving and T is irreducible. We conclude this subsection with a positivity improving property for the corresponding elliptic problem. Since the semigroup S has Gaussian kernel bounds it follows that the semigroup S extends to a C 0 -semigroup on L p (Ω) for all p ∈ [1, ∞). We denote its generator by −A p . As A has compact resolvent, it follows that A p has compact resolvent too and that the spectrum of A p coincides with the spectrum of A by [Per] . We obtain from Theorem 4.1 the following corollary about regularity of the corresponding elliptic problem. Proof. Denote the generator of T by −A c and choose µ ∈ R such that µ < λ and µ < inf{Re ν : ν ∈ σ(A c )}. The semigroup T is irreducible according to Theorem 4.1(a). Hence it follows from [Nag] Definition C-III.3.1 that the resolvent (−µ I +A c ) −1 is positivity improving on C 0 (Ω). Note that the operator (−µ I + A c ) −1 coincides with the restriction of (−µ I + A p ) −1 to C 0 (Ω).
One deduces from [AE1] Corollary 2.10 that the range of the resolvents (−λ + A p ) −1 and (−µ+A p ) −1 are contained in C 0 (Ω), where we use that p > d/2. Set f = (−λ I +A p )u. Then the resolvent identity implies that
where ≫ is to be understood in C 0 (Ω). This proves the corollary.
Note that σ(A c ) = σ(A 2 ) by [ABHN] Proposition 3.10.3.
Robin boundary conditions
In this subsection we assume in addition that Ω has Lipschitz boundary, which we denote by Γ. Further let β ∈ L ∞ (Γ, R). Define the form a:
Then a is a closed sectorial form. Let A be the m-sectorial operator on L 2 (Ω) associated with a and let S be the semigroup generated by −A on L 2 (Ω). Then S is a positive semigroup by [Ouh] Theorem 2.6. Moreover, S is irreducible on L 2 (Ω) by [Ouh] Corollary 2.11 together with the discussion on page 106 in [Ouh] . Since Ω is bounded and Lipschitz, the operator A has compact resolvent. If t > 0, then S t L 2 (Ω) ⊂ C(Ω) by [AE2] Remark 6.2. Let T t = S t | C(Ω) : C(Ω) → C(Ω) for all t > 0. Then T is a C 0 -semigroup by [AE2] Remark 6.2.
Theorem 4.5. The operator A on L 2 (Ω) and the semigroup T on C(Ω) have the following properties.
(a) For all t > 0 the operator T t is positivity improving. In particular, the semigroup T is irreducible.
(b) Let u be the principal eigenvalue of A. Then u ∈ C(Ω) and u(x) > 0 for all x ∈ Ω.
Proof. Statement (a) follows from Theorem 3.2 and Statement (b) from Proposition 2.4(c).
Note that it follows again from the Harnack inequality that u(x) > 0 for all x ∈ Ω. The above theorem, however, says much more, namely that u is also strictly positive on the boundary of Ω and hence, bounded away from 0. This is of interest in the study of nonlinear equations, and is new under such general conditions as we have here. Under much stronger regularity conditions, for instance if Ω has a C 2 -boundary and all coefficients are smooth, one can of course deduce Theorem 4.5 from Hopf's minimum principle, see for example [Lóp] Theorem 1.2 Again, we also derive a corresponding elliptic result. By the Gaussian kernel bounds of [Dan2] Theorem 2.2 and [Dan1] the semigroup S on L 2 (Ω) extrapolates to a C 0 -semigroup on L p (Ω) for all p ∈ [1, ∞), whose generator we denote by −A p . If p > d/2, then the resolvent operators of A p map L p (Ω) into C(Ω) by [Nit] Theorem 3.14(iv) . Hence by exactly the same arguments as in the proof of Corollary 4.4 we can obtain the following consequence of Theorem 4.5.
Corollary 4.6. Let λ ∈ R be smaller than the first eigenvalue of A and let p ∈ (d/2, ∞). 
The bottom of the spectrum for complex Robin boundary conditions
In this subsection we consider complex Robin boundary conditions and show that Theorem 4.5 has surprising consequences for this situation. Note that in Theorem 4.5 the function β is real valued. As in Subsection 4.2 we assume that Ω has Lipschitz boundary Γ. For the coefficients of the differential operator we assume that a kl = a lk and b k = c k for all k, l ∈ {1, . . . , d}.
For all β ∈ L ∞ (Γ) define the form a β :
Then a β is a closed sectorial form. Let A β be the m-sectorial operator associated with a.
Since Ω is bounded and Lipschitz, the operator A β has compact resolvent. Note that a β is symmetric if β is real.
Proof. Let λ ∈ σ(A β ). There exists a u ∈ D(A β ) such that A β u = λ u and u L 2 (Ω) = 1.
where we used that a Re β is symmetric. If Re λ = min σ(A Re β ), then a Re β (u) = min σ(A Re β ). So u ∈ D(A Re β ) and A Re β u = λ 1 u, where λ 1 = min σ(A Re β ) and we used Proposition 2.4(d). Using Theorem 4.5, one deduces that u ∈ C(Ω) and u(x) = 0 for all x ∈ Γ (even for all x ∈ Ω). Let ∂ ν u denote the co-normal derivative of u.
. So (Im β) u| Γ = 0 in L 2 (Γ) and hence Im β = 0 almost everywhere. This is a contradiction.
Mixed boundary conditions
In this subsection we assume that Ω has Lipschitz boundary. Further, let D ⊂ ∂Ω be a closed set and define N = ∂Ω \ D. We consider elliptic differential operators with mixed boundary conditions where, roughly speaking, we wish to have Dirichlet boundary conditions on D and Neumann boundary conditions on N. This yields an example where we apply Theorem 3.1 with a set X such that Ω X Ω.
In contrast to the previous sections, we restrict ourselves to differential operators with second order coefficients only, i.e. we assume that b k = c k = c 0 = 0 for all k ∈ {1, . . . , d}.
Since the pure Dirichlet and pure Neumann case have been considered in the previous subsections, we assume that D = ∅ and N = ∅. Let ∂D be the boundary of D in the relative topology of ∂Ω. We need a technical assumption which states that the set of points from the Dirichlet boundary part is large enough with respect to the boundary measure (see [ERe] ). Precisely, we suppose that there exists a δ > 0 such that for all x ∈ ∂D and r ∈ (0, 1] there exists a y ∈ D ∩ B(x, r) such that N ∩ B(y, δ r) = ∅.
Next we introduce the generator. Let C ∞ D (Ω) = {χ| Ω : χ ∈ C ∞ c (R d ) and D ∩ supp χ = ∅} and let W 1,2 D (Ω) be the closure of C ∞ D (Ω) in W 1,2 (Ω). Define the form a: W 1,2
Then a is a closed sectorial form. Let A be the operator associated with a on L 2 (Ω) and let S be the semigroup generated by −A on L 2 (Ω). Finally let C D (Ω) = {u ∈ C(Ω) : u| D = 0}. We shall first show that S leaves the space C D (Ω) invariant and that the restriction to C D (Ω) is a C 0 -semigroup. Note that in Subsections 4.1 and 4.2 we could quote the literature to have a semigroup on C 0 (Ω) and C(Ω).
Theorem 4.8. Adopt the above notation and assumptions.
(a) The semigroup S is positive and irreducible.
For all t > 0 define T t = S t | C D (Ω) : C D (Ω) → C D (Ω).
(c) The semigroup T is a C 0 -semigroup on C D (Ω).
Proof. '(a)'. This follows from [Ouh] Corollary 4.3 and Theorem 4.5. '(b)'. We first show that C(Ω) ∩ W 1,2
Since v is continuous, there exists an s ∈ (0, 1) such that v(x) = 0 for all x ∈ Ω ∩ B(z, s) . If z is in the interior of D in the relative topology of ∂Ω, then this contradicts (Tr v)| D = 0 H d−1 -almost everywhere. Alternatively, if z ∈ ∂D, then (1) gives a contradiction. So v(z) = 0. Therefore v ∈ C D (Ω) and the inclusion C(Ω) ∩ W 1,2 D (Ω) ⊂ C D (Ω) follows. It is a consequence of [ERe] Theorem 1.1 that S maps into the (globally) Hölder continuous functions on Ω. Let t > 0 and u ∈ L 2 (Ω). Then S t u ∈ C(Ω) ∩ W 1,2 D (Ω) ⊂ C D (Ω) and Statement (b) follows.
'(c)'. The proof is inspired by the proof of Lemma 4.2 in [Nit] . Let A C D be the part of
First we shall show that D(A C D ) is dense in C D (Ω). We shall do this in two steps. If u ∈ C D (Ω) + and ε > 0, then
Hence by linearity {χ| Ω : χ ∈ C ∞ c (R d ) and D ∩ supp χ = ∅} is dense in C D (Ω). By Proposition 4.9(b) below there exists a c > 0 such that u ∈ C(Ω) and u C(Ω) ≤ c d k=1 f k L d+1 (Ω) for all u ∈ W 1,2 D (Ω) and f 1 , .
.
. Then u ∈ C(Ω) by Proposition 4.9(a) below. So u ∈ C(Ω) ∩ W 1,2 D (Ω) ⊂ C D (Ω) by the first step in the proof of Statement (b). Clearly u ∈ D(A) and Au = f . Obviously f ∈ C D (Ω).
We showed that χ| Ω belongs to the closure of D(A C D ) in C D (Ω). Hence D(A C D ) is dense in C D (Ω). Now we are able to complete the proof of Statement (c). By [ERe] Theorem 7.5 the semigroup S has Gaussian kernel bounds. Hence there exists an M > 0 such that S t ∞→∞ ≤ M for all t ∈ (0, 1]. Then T t ∞→∞ ≤ M for all t ∈ (0, 1]. If u ∈ D(A C D ), then
In the proof Theorem 4.8 we needed the following regularity results of [ERe] .
Proposition 4.9. Let p ∈ (d, ∞).
. Proof. This follows as in the proof of Theorem 6.8 in [ERe] . Since ∅ = D = ∂Ω, the form a is coercive. Hence the identity operator in [ERe] Theorem 6.8 is not needed.
Similar to the case of Dirichlet and Robin boundary conditions, we obtain irreducibility of the semigroup on the space C D (Ω).
Theorem 4.10. The operator A on L 2 (Ω) and the semigroup T on C D (Ω) have the following properties:
(a) For all t > 0 the operator T t is positivity improving; in particular, the semigroup T is irreducible. By [ERe] Theorem 7.5 the semigroup S has Gaussian kernel bounds. Hence the semigroup extends consistently to L p (Ω) for all p ∈ [1, ∞). We denote the generator by −A p . If p ∈ (d/2, ∞), then a Laplace transform gives that the resolvent of A p maps L p (Ω) into C D (Ω). By the same arguments as in the proof of Corollary 4.4 we obtain the following consequence of Theorem 4.10. Ac,max) . In this section we shall prove a maximum principle for parabolic equations involving the operator A c,max .
The maximum and minimum principles in this section are not novel. In fact, even more general results can be found in the literature (see for instance the parabolic maximum principle in [Lie] Theorem 6.25 which does not require the domain to be a cylinder, although the domain of the operator in [Lie] is slightly more restrictive). Still, we find it worthwhile to include this section since it shows that our approach from the previous sections yields a new short and elementary proof for strong parabolic and elliptic maximum principles under very general assumptions on the coefficients of the operator.
The strong maximum principle for mild solutions
In this subsection, we assume in addition that Ω is connected and Wiener regular (see the beginning of Subsection 4.1 for a definition). Moreover, we assume that the coefficients satisfy
Let ϕ ∈ C([0, T ], C(Γ)) and u 0 ∈ C(Ω). Formally we consider the problem
for all t ∈ [0, T ],
As in [Are1] we say that u ∈ C([0, T ], C(Ω)) is a mild solution of (2) if
for all t ∈ [0, T ]. Arendt [Are1] Theorem 6.5 proved the following theorem.
Theorem 5.1. Let ϕ ∈ C([0, T ], C(Γ)) and u 0 ∈ C(Ω) with u 0 | Γ = ϕ(0). Then there exists a unique u ∈ C([0, T ], C(Ω)) such that u is a mild solution of (2). Moreover, if ϕ ≥ 0 and u 0 ≥ 0, then u ≥ 0.
The last part can be improved with the aid of Theorem 3.4. This is the main result of this subsection.
Theorem 5.2. Let ϕ ∈ C([0, T ], C(Γ)) and u 0 ∈ C(Ω) with u 0 | Γ = ϕ(0), ϕ ≥ 0 and u 0 ≥ 0. Let u ∈ C([0, T ], C(Ω)) be a mild solution of (2). Then it is easy to see that w ∈ C([0, T ], C(Ω)) and that w satisfies (3) with v replaced by w. So v(t) = w(t) = T t v 0 for all t ∈ (0, T ] by the uniqueness property. The semigroup T also extends to a positive irreducible holomorphic C 0 -semigroup on L d (Ω) and this semigroup maps L d (Ω) into C 0 (Ω). Hence we can apply Theorem 3.4(a) and conclude that v(t, x) > 0 for all t ∈ (0, T ] and x ∈ Ω. Finally consider u −v ∈ C([0, T ], C(Ω)). Then In the following corollary we show how a strong parabolic maximum principle can be derived from Theorem 5.2.
Corollary 5.3. Assume that A1 Ω = 0. Let ϕ ∈ C([0, T ], C(Γ)) and u 0 ∈ C(Ω). Let u ∈ C([0, T ], C(Ω)) be the mild solution of (2). Moreover, let t 0 ∈ (0, T ] and x 0 ∈ Ω. If u(t 0 , x 0 ) ≥ u(t, x) for all t ∈ [0, t 0 ] and x ∈ Ω, then u is constant on [0, t 0 ] × Ω.
Proof. Define v ∈ C([0, t 0 ], C(Ω)) by v(t, x) = u(t 0 , x 0 ) − u(t, x). Define v 0 ∈ C(Ω) by v 0 (x) = u(t 0 , x 0 ) − u 0 (x) and define ψ ∈ C([0, t 0 ], C(Γ)) by ψ(t, x) = u(t 0 , x 0 ) − ϕ(t, x).
Then v 0 | Γ = ψ(0) and v ≥ 0. So ψ ≥ 0 and v 0 ≥ 0. Also for all t ∈ [0, t 0 ]. Since v(t 0 , x 0 ) = 0, it follows from Theorem 5.2 that v 0 = 0 and ψ = 0. Then the uniqueness part of Theorem 5.1 implies that v = 0. Hence u is constant on [0, t 0 ] × Ω.
In the next two corollaries we deduces a strong elliptic maximum principle from the parabolic result in Corollary 5.3.
Corollary 5.4. Let u ∈ H 1 loc (Ω) ∩ C(Ω) and suppose that Au = 0. If u ≥ 0 and u| Γ = 0, then u(x) > 0 for all x ∈ Ω.
Proof. Define v 0 = u, ϕ(t) = u| Γ and v(t) = u for all t ∈ [0, T ]. Then v is a mild solution of (2) with u 0 replaced by v 0 . Now apply Theorem 5.2(a).
Corollary 5.5. Suppose that A1 Ω = 0. Let u ∈ H 1 loc (Ω) ∩ C(Ω, R) and suppose that Au = 0. If there there exists an x 0 ∈ Ω such that u(x 0 ) = max Ω u, then u is constant.
Then v ≥ 0 and Av = 0. Since v(x 0 ) = 0, it follows from Corollary 5.4 that v = 0. Hence u = u(x 0 ) 1 Ω and u is constant.
Mild and very weak solutions
Theorem 5.2 and the parabolic maximum principle in Corollary 5.3 used the concept of a mild solution of (2). In this subsection we show under a differentiability condition that mild solutions are the same as very weak solutions.
Throughout this subsection we assume that the coefficients a kl , c k ∈ L ∞ (Ω, R) ∩ C 1 (Ω) for all k, l ∈ {1, . . . , d}.
Fix a time T ∈ (0, ∞). For all u ∈ C([0, T ] × Ω) defineũ ∈ C([0, T ], C(Ω)) by (ũ(t))(x) = u(t, x). If ψ ∈ C ∞ c (Ω) define A * ψ ∈ C c (Ω) by
