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Abstract
A fast descent algorithm, resorting to a “stretching” function technique and built on one hybrid method (GRSA) which combines
simulated annealing (SA) algorithm and gradient based methods for large scale global optimizations, is proposed. Unlike the
previously proposed method in which the original objective functions remain unchanged during the whole course of optimization,
the new method ﬁrstly constructs an auxiliary function on one local minimizer obtained by gradient based methods and then SA is
executed on this constructed auxiliary function instead of on the original objective function in order that we can improve the jumping
ability of SA algorithm to escape from the currently discovered local minimum to a better one fromwhich the gradient basedmethods
restart a new local search. The above procedure is repeated until a global minimum is detected. In addition, corresponding to the
adopted “stretching” technique, a new next trial point generating scheme is designed. It is veriﬁed by simulation especially on large
scale problems that the convergence speed is greatly accelerated, which is its main difference from many other reported methods
that mostly cope with functions with less than 50 variables and does not apply to large scale optimization problems. Furthermore,
the new algorithm functions as a global optimization procedure with a high success probability and high solution precision.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A global optimization problem (GOP) can be expressed by
min f (x) s.t. x ∈ S ⊆ Rn, (1)
where f (x) is a real valued function deﬁned on S which refers to the feasible region. A vector x∗ ∈ S satisfying
f (x∗)f (x) for all x ∈ S is called a global minimizer of f (x) over S and the corresponding value of f (x) is called
a global minimum.
In this paper, we assume that all the objective functions are differential and the S is compact. Under these assumptions,
GOP is solvable, because f (x) contains its minimum on S.
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Finding the optimal solution to a complex optimization problem is of great importance in many ﬁelds, ranging
from molecular structure prediction to the designing of microprocessor circuitry and from production management
to computational chemistry, because many mentioned problems can be formulated as nonlinear function optimization
problems in which the functions to be optimized possess many local minimizers in the solution space.
However, in treating any nontrivial GOPs, the principal difﬁculty arises from the number of minima of the objective
functions, which usually increases exponentially with the size of the system, or the complexity of problems. A typical
example is the cluster of 55 atoms interacting by a Lennard-Jones (LJ) potential, LJ55, where the number of minima
is at least 1010. Finding the global optimum solution of an arbitrary function especially for high dimension problems
becomes an important challenge [21]. Therefore, the GOP is a subject of intense current interest.
In the last four decades, many approaches have been proposed in literatures in different ﬁelds to meet this challenge.
Most methods try to deal with two difﬁculties in GOPs, namely how to gradually leave from an obtained local minimum
to a better one and how to justify that the obtained minimum is already a global one (when the global function value
is not priorly known). A stopping criterion named Bayesian stopping rule for multi-start global optimization methods
has been proposed to decide when to terminate an algorithm [3,20,4]. And many other methods are designed to escape
from the discovered local minima to a better one. In general, these methods can be classiﬁed into deterministic methods
which jump out of the local minima by modifying the objective function to a function with ‘fewer’ local minimizers
and then developing algorithms by minimizing the modiﬁed objective function to ﬁnd a better local one of the original
objective function. The tunneling method [15] and the ﬁlled function methods [8,9] are the typical ones usually used.
The other is called stochastic methods such as genetic algorithm (GA) [11], simulated algorithm (SA) [14], and
particle swarm optimization (PSO) [12], which depend on the probabilistic technique to move away from the local
minima.
In summary, the deterministic methods resorted to auxiliary function technique have more rapid convergence to a
local optimizer with a solution precision relatively higher than stochastic methods while more assumptions for objective
functions are needed because they heavily rely on the successful construction of auxiliary function and the initial point.
And stochastic methods need fewer conditions for objective functions, while their convergence speed is slow, success
rate is low and ﬁnding solution with high precision is time consuming.
On the other hand, most of the proposed promising algorithms are effective for low dimensional functions
[21,15,8,9,11,19,12,1,23,18,14,19,16,7,5,2,13,10], while methods which can enable us to cope with large scale GOPs
seem more urgent in practice with the development of science.
It is interesting that K.F.C.Yiu presents an effective hybrid descent method (denoted byGRSA) that combines SA and
gradient based methods to especially solve high dimensional functions [23]. This method makes use of the efﬁciency
of gradient based methods in local search and jumping probability of SA algorithm in global search. However, the
previously obtained information namely the local solutions found so far are not used sufﬁciently which may be quite
necessary for large scale problems in GRSA. Moreover, only one high dimension function is reported in detail and
the cost of computation is exhausted. More examples are worth investigating to assess the actual performance of the
algorithm. In view of the above, this paper is conducted to advance the idea of the GRSA with the following two main
objectives: (1) to investigate the actual performance of GRSA in detail; (2) to design an effective or improved GRSA
for large scale problems.
The new idea is also inspired by papers [15,8,9,18],where the referredmethods rely on auxiliary functions constructed
on the obtained local minima to ﬁnd a global minimum of the objective function. In this paper, we incorporated
one auxiliary function technique (recently appeared in [18], called “stretching” function technique) into GRSA. In
addition, a new next trial point generating scheme is also designed. Specially speaking, the “stretching” function
is ﬁrstly constructed on the obtained local minimum. Secondly, the SA with new offspring generating scheme is
executed repeatedly on the stretched function until termination. The motivation behind this approach is to utilize the
previous local minima (in fact, the best solution found so far is used) and create starting points to increase the amount
of time exploring more promising regions of the search space. Test on benchmark problems demonstrates that the
new method has higher ability to cope with large scale problems in convergence speed, success rate and solution
precision.
The rest of the paper is organized as follows: the simple background of SA and gradient based methods used for
GRSA, and the recently proposed “stretching” function technique, is presented in Section 2. In Section 3, the new
algorithm is presented in detail and numerical results and comparisons with other methods are reported and discussed.
Finally, conclusions are drawn in Section 4.
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2. Gradient methods, SA method and the “stretching” function technique
2.1. Gradient based methods
Gradient based algorithms are local deterministic methods which can ﬁnd a stationary point near the initial one
efﬁciently [6]. There are many existing efﬁcient gradient descent methods for ﬁnding the local minima of functions,
e.g., steepest descent method, Newton method, quasi-Newton methods, trust region method and conjugate gradient
method. Generally speaking, these methods converge faster and can obtain a solution with precision higher than
stochastic approaches in fulﬁlling the task of a local search and have been used extensively in a very broad class of
problems, especially as a vital component of sophisticated algorithm. However, these approaches often rely heavily on
the initial point, the topology of the feasible region and the surface associated with the objective function. It is hard to
guarantee a discovery of the global minima by simply using these methods. Employing other techniques to ﬁnd good
starting points is very necessary when these methods are used for GOPs.
2.2. SA method
SA algorithm belongs to the category of the adaptive stochastic optimization methods, which has been widely used
in many domains. It originates from the analogy between the physical annealing process and the problem of ﬁnding
(near) minimal solutions for discrete minimization problems [14]. When searching for the global minima of problems,
SA simulated the annealing process by a Monte Carlo method (random changes in the state of the system), where the
global minimizer of the objective function represents the low energy conﬁguration. An important characteristic of this
random procedure is that the next trial point accepted may have energy higher than the previous one. The probability
P for such a point to be accepted is a function for the ratio of the increase in energy f = f (xk+1) − f (xk) and the
temperature T , e.g., P = exp(−f/T ), where f (xk) and f (xk+1) are energy function values, corresponding to xk and
xk+1. Because it is unsure that the ﬁnal solution obtained in general SA is exactly the best one that it had found during
its whole search, a strategy which preserves the best result found during the whole SA search becomes very necessary.
This method is named elitist SA strategy in this paper. General steps and more details of SA algorithm can be found in
[14] or Algorithm 1.
As has been shown in some literatures that SA algorithm has the ability to escape from the obtained minimum
to a better one, but the ability is assured by probability and there is no guarantee that the global minimum can be
ﬁnally obtained. Moreover, ﬁnding the global minimum with high precision is time consuming. Making good use
of the known information, such as the gradient information of the objective functions, the already obtained minima
in previous computational steps, and designing new scheme of generating the next trial point help in improving the
efﬁciency of SA.
Algorithm 1. The traditional SA algorithm:
Step 1. (Initialization). Initialize the starting point at random and the initial temperature T .
Step 2. While (cooling steps not reached) do.
Step 2.1. While (maximal random perturbations not reached) do.
(1) Generate a new solution based on the Gaussian distribution and evaluate the change f = f (xk+1) − f (xk),
where xk+1 is a new generated solution and xk is the original point.
(2) If f 0, update the current state with a new state.
(3) Update the current state with a new state with probability P = exp(−f/k0T ), where k0 is a constant.
Step 2.2. Decrease the temperature T according to annealing schedule.
Step 3. Output the ﬁnal solution.
2.3. The “stretching” function technique
The “stretching” technique is one of the recently proposed methods that relies on the concept of transforming the
objective function in away that the knowledge of previously detectedminimizers is incorporated in its new form [18,19].
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Fig. 1. Plot of the original function (4).
This technique consists of a two-phase transformation of the objective function. The ﬁrst phase of the transformation
makes all the local minima with values higher than the value of the obtained local minimizer x∗ disappear by stretching
the objective function f (x) upwards. The second stage of the transformation stretches the neighborhood of x∗, and
changes the detected minimum to a maximum. However, the minima with lower values of the objective function remain
unaffected by the transformation.
Assume x∗ to be the already obtained minimizer so far of the objective function f (x). The “stretching” technique is
deﬁned as the following function transformation:
G(x) = f (x) + 1‖x − x∗‖(sign(f (x)) − f (x∗) + 1), (2)
H(x) = G(x) + 2(sign(f (x)) − f (x
∗) + 1)
2 tanh((G(x) − G(x∗))) , (3)
where 1, 2 and  are arbitrary chosen positive parameters, and sign(·) is the well known three-valued sign function.
The parameter 1 controls the upward stretching of the objective function through the transformation G(x) in (2).
The parameters 2 and  determine the range of the effect and magnitude of the elevation, respectively.
In this paper, we call H(x) the stretching function of the objective function f (x).
The effect of the transformation on the objective function is illustrated by Figs. 1–3 for the function Levy No 5
function [18]
f (x) =
5∑
i=1
i cos[(i + 1)x1 + i]
5∑
j=1
j cos[(j + 1)x2 + j ]
+ (x1 + 1.42513)2 + (x2 + 0.80032)2 (4)
in cube [−2, 2]2, which has 760 local minima and one global minimum f (x∗)=−186.7309 at point x∗ = (−1.42513,
−0.80032).
Fig. 1 exhibits the original plot of the function deﬁned in (4). Fig. 2 illustrates the effect of stretching after the ﬁrst
transformation G(x) deﬁned in (2), on a local minimizer x∗ = (0.12, 0.0) with f (x∗) = −14.4835 and 1 = 1000,
2 = 1 and  = 1e − 10.
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Fig. 2. Plot of the function (4) after the ﬁrst stage of “stretching”.
Fig. 3. Plot of the function (4) after the second stage of “stretching”.
At the upper part of Fig. 2, all minima with functional values higher than the obtained stretched one (which looks
like a pin is positioned over it and the rest of the function is stretched around it) are stretched upwards. The second
transformation stage H(x) deﬁned in (3) on the function is illustrated in Fig. 3, from which it can be seen that the
stretched minimizer is transformed to a maximizer, while the minima with lower function values as well as the global
minimum remained unaffected.
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In conclusion, the stretching transformation modiﬁed neither local minima with functional values lower than the
obtained one nor global minima. It does, however, eliminate the minima with functional values higher than or equal to
the obtained one. We can also say H(x) deﬁned in (3) has at least minimizers as good as that of the original objective
function f (x).
3. The new algorithm and numerical experiments
3.1. The new algorithm
By examining the gradient algorithms in Section 2.1, we see that their main advantage is their high efﬁciency in
ﬁnding a local minimum near the initial points. The SA method in Section 2.2 has the property of escaping from a
local minimum, but its ability is probabilistic and unstable, and the course of getting a better point is time consuming,
especially on large scale problems. The “stretching” function technique in Section 2.3 can use the local minimum found
so far to form a forbidden zone to guide minimal search to explore more promising areas.
GRSA [23] only uses the gradient information of the objective functions and the jumping ability of SA for large scale
global optimization. Acquiring as much knowledge as possible on the obtained local minima (any global optimum is
also a local one!) and as much information as possible on the problem are very useful for an algorithm. Therefore,
in this paper, we incorporate the “stretching” technique in Section 2.2 (which uses the information obtained so far)
into GRSA and design a SA with a new scheme of generating the next point. The proposed algorithm is denoted by
GRFSA.
In the new algorithm, we ﬁrstly use a gradient method to ﬁnd a local minimum, f (x∗) at point x∗, of the objective
function f (x). Secondly, the obtained minimizer, x∗, and its corresponding value, f (x∗), are employed to construct a
“stretching” function, H(x), presented in Section 2.3 on the original objective function. Thirdly, the newly designed
SA is executed for some steps on the constructed function, H(x), instead of on the original objective function like
GRSA until a point better, x∗better, than x∗ is obtained. Fourthly, take x∗better as an initial point and begin a new gradient
search. Repeat the above steps until termination and ﬁnally we ﬁnd a global minimum of the original objective
function.
In the newly designed SA, an initial point near the obtained local minimizer x∗ is generated based on uniform
distribution. If SA cannot ﬁnd a point better than the obtained local minimizer, x∗, within some steps, the initial points
are again generated to move gradually away from x∗ until a better point x∗better is found. Because the auxiliary function
H(x) can stretch the neighbor of the obtained minimum by using the already obtained local minima, there will be a
sufﬁcient slope near the point x∗, withH(x∗) being amaximum ofH(x). Starting from a point near x∗, the convergence
of SA executed on H(x) may be greatly accelerated. In addition, the gradually generated points help SA to avoid being
trapped in the newly introduced local minima [19].
For the main steps of the new algorithm and the newly designed SA see Algorithms 2 and 3, respectively.
3.2. Steps of the new algorithm
The used symbols in Algorithms 2 and 3 are as follows:
N The dimension of vector x
ai and bi The lower and upper bounds of the ith state value of vector x
 The cooling speed parameter
Nc The cooling steps
N The number of random perturbations for each temperature
Scale The step length of generating the next trial point
T The initial temperature
rand [a, b]n A uniform distribution vector with n variables in [a, b]
rand [−1, 1] A normal distribution number in [−1, 1]
BL The maximum length of interval, BL = max {(bi − ai)ni=1}
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As can be seen from the proposed algorithm, in Algorithm 2, Phase 3 is used to generate a point near the obtained
local minimum x∗ in the feasible region. In Phase 4, the modiﬁed SA algorithm is used to ﬁnd a point better than
x∗. Phases 3–5 are repeated to ﬁrstly make a starting point near the obtained local minimum x∗ and then gradually
expand the scope of the next trial point (distub = 2distub make the expanding possible) which assures a good initial
point for SA to ﬁnd a solution better than x∗. Meanwhile, repeating Phases 3–5 can also be used to avoid the unwilling
effect of “Mexican hat” in a common sense (if “Mexican hat” effect appears in the “stretching” function because
of inappropriate parameter setting in H(x) [17]). In Algorithm 3, Steps 1–4 are repeated with some steps limited
in large scale search and some steps in small scale search until termination in each run of SA, which is assured by
Scale = 0.9 · Scale. Search is executed in a large region at the beginning to ensure the efﬁciency of the algorithm
and then limit the search is limited in a small scale to improve the ﬁnal solution accuracy. The strategy to record the
elitist of SA is adopted. In addition, the offspring generating scheme in our method in Algorithm 3 is different from
that in the traditional SA (Algorithm 1), where the new point is generated according to Gaussian distribution, and
SA in GRSA method [23], where the next point is generated on the basis of three randomly generated cases. The
traditional SA based on Gaussian distribution is the lack of ability to search regions far from where the initial point is
in [22]. SA in [23] resorts to purely random search based on three randomly generated numbers in which case it is hard
to guarantee the SA search ability be improved gradually. Simulation proves that the scheme in the newly designed
SA can generate points with more diversities than that in traditional SA and SA in [23], so the convergence speed is
accelerated.
Algorithm 2. The main steps of the new hybrid algorithm (GRFSA) are as follows:
Phase 0: Generate x(0) randomly in feasible region S. Set k = 0.
Phase 1 (local search): Start from x(k) and use gradient descent methods to search for a feasible local minimizer
x(k∗).
Phase 2: Construct the functionH(x) in Section 2.3 deﬁned in (3), with x∗=x(k∗), 1=1e+4, 2=1 and =1e−8.
Phase 3: Set x¯ = x(k∗) + distub · rand[−1, 1]n, if x¯i < ai, x¯i = ai , x¯i > bi, x¯i = bi , where x¯i is the ith state value
of vector x¯.
Phase 4 (global search): Use x¯ as an initial point and execute SA algorithm on the function H(x) instead of on the
original objective function f (x) until a point x(k+1)∗ is obtained.
Phase 5: If x(k+1)∗ is at least as good as x(k∗) such that f (x(k+1)∗)f (xk∗), set k = k + 1, x(k) = x(k+1)∗ and turn
to Phase 1, else set distub = 2distub and return to Phase 3.
Repeat Phases 1–5 until the maximum number of search iterations is reached or minimum criterion namely the
solution with predeﬁned accuracy is obtained.
Algorithm 3. The main steps of the newly designed SA (Phase 4 in Algorithm 2) are as follows:
Step 0 (Initiation). Select , Nc,N, Scale, and initial T . Set x∗ = x¯ and evaluate H(x¯) corresponding to the initial
point x¯. Set Hbest = H(x¯). (Hbest is used to record the best function value found by SA algorithm.)
Step 1. Let j be the cooling step. Set j = 1.
Step 2. Let k be the number of random perturbation. Set k = 1.
Step 2.1. Generate a new trial point near x∗ on feasible region as follows.
For i = 1 to n(x¯inew and x¯i are the ith value of vectors x¯new and x¯, respectively).
(i) x¯inew = x¯i + Scale · rand[−1, 1].
(ii) If x¯inew <ai , x¯inew = ai , x¯inew >bi, x¯inew = bi .
End for
Step 2.2. Calculate D = F(x¯new) − F(x¯)(D = f (x¯new) − f (x¯) also holds according to (3)), if D< − k or
rand[0, 1]<T exp(−D/T ), then x¯ = x¯new, where k is a positive constant.
Step 2.3. If H(x¯)<Hbest, Hbest = H(x¯).
Step 3. Set k = k + 1 and turn to Step 2 until N perturbations are executed.
Step 4. T = T , j = j + 1, Scale = 0.9 · Scale. Turn to Step 1 until Nc cooling steps are executed.
Step 5. Set x∗ = x¯, and output x∗.
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In this paper, we set parameters disturb=0.1, BL=max{(bi −ai)ni=1}, Scale=0.5BL, =0.95, T =0.7, k =0.01,
Nc and N are sufﬁciently large.
Compared with GRSA, the new algorithm has only an extra cost in constructing the “stretching” function H(x). On
the other hand, simulation in Section 4.3 demonstrates the new algorithm both has the ability to utilize the obtained
information collected from the previous searches and can use the jumping ability of SA, which sufﬁciently compensates
for the cost in constructing the “stretching” function especially in large scale cases. Therefore, the new algorithm can
be more effective and efﬁcient than GRSA.
3.3. Numerical experiments
In this section, the proposed algorithm (GRFSA) was applied to nine benchmark problems taken from the literatures
with the problems’ dimensions up to 1000, in order to test its performance and compare it with the GRSA method.
In order to make a fair comparison, we performed independent runs 10 times on each problem for the two algorithms
within the given number of objective function evaluations. Since the solution quality, frequency and cost of computation
of ﬁnding the global minimum are main indexes of an algorithm, the computational results of these factors are listed
in Table 1, where the solution with the predeﬁned accuracy is denoted by SN, the best value found during 10 trails is
denoted byBf, the total number of function evaluations over the 10 trials divided by the number of trials that successfully
attain the global solution is denoted by Tofn, the number of trials that successfully attain the global solution divided
by 10 is denoted by Succ and the average best objective function values found in 10 trials is denoted by Af.
The algorithm stops when the given SN is reached or the objective function evaluations exceed the given maximum
number of objective function evaluations or there is no further global progress for ﬁnal solution in ﬁve consecutive
iterations. If the algorithm terminates, while the solution with predeﬁned precision is not found, we say the algorithm
fails. N/A means the algorithm fails in all 10 trials. The gradient local search is solved by “fmincon” function in
optimization boxes of Matlab6.5. All the results are executed on a Pentium IV 3.0GBPC running aWindows operating
system.
It should be pointed out that we have replaced the SA in the new method by the traditional SA with elitist and SA
in [23], but the computational results are unsatisfactory, e.g., the success rate is too low and the convergence speed is
slow. Therefore, we do not list out the corresponding results.
3.3.1. Test functions
Test 1:
f (x) =
{ 5∑
i=1
icos[(i + 1)x1 + i]
}⎧⎨
⎩
5∑
j=1
j cos[(j + 1)x2 + j ]
⎫⎬
⎭
+ 1
2
[(x1 + 1.42513)2 + (x2 + 0.80032)2], −10xi10, i = 1, 2.
It has one global minimum f ∗ = −186.73909 at point x∗ = (−1.42513,−0.80032).
Test 2:
f (x) =
n∑
i=1
x2i , −600xi600.
It has one global solution x∗ = (0, 0, . . . , 0) with f (x∗) = 0.
Test 3:
f (x) = 
n
(10 sin2 y1 +
n−1∑
i=1
[(yi − 1)2(1 + 10 sin2 yi+1)] + (yn − 1)2)
yi = 1 + (xi − 1)/4, −10xi10 (i = 1, . . . , n).
It has 5n minimum in the domain, but one global minimum xi = 1 (i = 1, 2, . . . , n) with f ∗ = 0.
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Table 1
Computational results for GRSA and GRFSA
Test Dim SN GRSA GRFSA
Af Bf Tofn Succ Af Bf Tofn Succ
2 10 0 3.8e − 5 0 8658 0.8 0 0 1332 1
50 0 0 0 15 574 1 0 0 2712 1
100 0 0 0 21 817 1 0 0 3013 1
500 0 2.96 0.98 N/A 0 0 0 2011 1
1000 0 0.79 0 3 06 260 1 0 0 22 132 1
3 10 0.98 0.9 0 10 359 1 0.98 0.98 3261 1
50 0.98 0.98 0 12 474 1 0.98 0.98 4215 1
100 0.98 0.98 0 43 000 1 0.98 0.98 4004 1
500 0.98 4.67 0.98 1 02 830 0.2 0.98 0.98 3213 1
1000 0.98 1126 980 N/A 0 0.98 0.98 3612 1
4 10 0.010 2e − 5 1.2e − 5 12 359 1 0.019 0.010 2800 0.8
50 0.098 6.6e − 3 0 84 926 1 0.098 0.098 2846 1
100 0.098 0.075 2.2e − 2 1 01 375 1 0 0 2186 1
500 0.098 0.079 1e − 5 90 018 1 0.010 0 31 074 1
1000 0.098 0.319 8e − 6 1 03 011 0.6 0.098 0 31 014 1
5 10 0 0 0 38 1 0 0 38 1
50 0 0 0 187 1 0 0 176 1
100 0 0 0 387 1 0 0 468 1
500 0 0 0 2008 1 0 0 2108 1
1000 0 0 0 4208 1 0 0 4408 1
6 10 0 0.79 0 45 337 0.2 0 0 1892 1
50 0 30.53 0 1 35 179 0.4 0 0 2306 1
100 0 31 243 105.36 N/A 0 0 0 26 190 1
500 0 7343 4021 N/A 0 0 0 26 225 1
1000 0 14 502 8317 N/A 0 0 0 25 935 1
7 10 0 0.08 0.03 10 018 1 0.05 0 14 724 0.8
50 0 0 0 531 1 0 0 155 1
100 0 0 0 698 1 0 0 305 1
500 0 0 0 7232 1 0 0 7505 1
1000 0 0 0 3685 1 0 0 3005 1
8 10 0 0 0 14 015 1 0 0 10 001 1
50 0 0 0 68 040 1 0 0 50 705 1
100 0 4.5 1.9 N/A 0 48 5 N/A 0
500 0 213 100 N/A 0 98 33 N/A 0
1000 0 791 89 N/A 0 496 98 N/A 0
9a 10 −391 −391 −391 1 00 703 1 −349 −383b 31 555 0
50 −1958 −1958 −1958 1 04 342 1 −1675 −1990b 32 051 0
100 −3916 −3916 −3916 1 11 553 1 −3249 −3480b 27 559 0
500 −19 583 −19 554 − 2 55 127 1c −16 091 −16 745b 3 00 734 0
1000 −39 166 −38 515 −38 479 4 66 550 1c −32 428 −34 580b 30 083 0
aThis test is a special case for GRFSA and GRSA, compared with the other tests.And some interpretations for the results of this test are as follows.
bUnder predeﬁned accuracy ‖fglobal − fobtained/fglobal‖0.01, the success rate of GRSA is 100%.
cThe new method obtained the current best value in a shorter time, but cannot make progress any more even if longer computational time is
permitted, when we have to terminate the algorithm.
Test 4:
f (x) = 
n
(10 sin2 x1 +
n−1∑
i=1
[(xi − 1)2(1 + 10 sin2 xi+1)] + (xn − 1)2), −10xi10 (i = 1, . . . , n)
has roughly 30n minima in domain, but one global minimum x∗i = 1 with f ∗ = 0, i = 1, 2, 3.
1024 Y.-J. Wang, J.-S. Zhang / Journal of Computational and Applied Mathematics 206 (2007) 1015–1026
Test 5:
f (x) = 1
10
{
sin2(3x1) +
n−1∑
i=1
(xi − 1)2[1 + sin2(3xi+1)] + (x10 − 1)2[1 + sin2(2xn)]
}
.
It has rough one local minima in the domain −10xi10 (i = 1, 2, . . . , n) and a unique global minimum at x∗ =
1, i = 1, 2, . . . , n, with f ∗ = 0.
Test 6:
f (x) =
n∑
i=1
[
100(xi − xi+1)2 + (1 − xi)2
]
, −1000xi1000 (i = 1, . . . , n).
It has only one global minimum xi = 1(i = 1, 2, . . . , n) with f ∗ = 0.
Test 7:
f (x) = 1
4000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1.
It has a global minimum at x∗ = (0, 0, . . . , 0)T with f (x∗) = 0.
Test 8:
f (x) =
n∑
i=1
[x2i − 10 cos(2xi) + 10], −5.12xi5.12.
It has one global minimum at x∗ = (0, 0, . . . , 0)T with f (x∗) = 0.
Test 9:
f (x) = 1
2
n∑
i
(x4i − 16x2i + 5xi), −100xi100.
It has one global minimum at xi = −2.90354 (i = 1, 2, . . . , n) with f ∗ = n · (−39.1662).
3.3.2. Numerical results
It can be observed from Table 1 that GRSA and the proposed method (GRFSA) perform well in the nine well-known
test examples, e.g., with high success rate and high precision with the functions’dimension up to 1000, except the cases
of dimensions 100, 500 and 1000 in Test 8. For the case of dimension 500 in Test 2, the cases of dimensions 100, 500
and 1000 in Test 3 and the cases of dimensions 100, 500 and 1000 in Test 8, no Af is given in the GRSA column in
Table 1 because GRSA cannot reach the SN. Similarly, no Af is given in the GRFSA column in Table 1 for the cases
of dimensions 100, 500 and 1000 in Test 8.
Compared with the GRSA, GRFSA outperforms GRSA in success rate (Succ) under the requirement of the same
predeﬁned precision, as is more obvious with the increase of dimension of functions, and Tests 2, 3, 4 and 6 are typical
examples. In these cases, Succ or Af are signiﬁcantly improved.
However, GRSA and GRFSA have approximate good behaviors in Tests 5 and 7. In Test 9, the new method cannot
obtain better minima than the GRSA, even though the algorithm is executed for a longer time, while the new method
can locate a relatively good local minimum rapidly. The reason may be as follows: Tests 5 and 7 can be easily solved
relying on their gradient information and the effort is mainly spent in gradient search, while the newmethod and GRSA
have the same period of gradient based search. For Tests 2, 3, 4 and 6, the reasons may be as follows: once a local
minimum was found, the SA search began on the constructed “stretching” function instead of on the original objective
function in the new algorithm, which means the new algorithm has more potential than GRSA to ﬁnd a better descent
point. Next, the gradient based local search can begin earlier with a better start point in the new method than that in the
GRSA, thus the time is saved. For Test 9, it is a special function and the parameters 1, , 2 in “stretching” function
are hard to adjust, the heuristic setting of these parameters only assure the suboptimal solutions to be found rapidly,
while further global search cannot make more improvement than GRSA.
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Fig. 4. Two typical convergence histories of GRSA and GRFSA from the same initial point.
In addition, two typical descent histories of GRSA and GRFSA for Test 1 are displayed in Fig. 4. As can be seen
from Fig. 4 the new method needs fewer recycles than GRSA to reach the global minimum of objective function, so
the new method converges more rapidly.
In summary, we claim that GRFSA outperforms the GRSA in terms of the solution quality, the success rate and the
average number of function evaluations within the given predeﬁned conditions in most of the cases, although GRSA
performs as good as the GRFSA in some test problems.
4. Conclusions
In this paper, an improved hybrid algorithm built on the gradient descent methods, SA algorithm and “stretching”
function technique for global optimization, called GRFSA, was proposed, in which gradient information, local infor-
mation (the minimum obtained so far) and the exploring of global promising area of SA are incorporated to solve large
scale optimization problems successfully. This method is different from gradient methods, which only potentially ﬁnds
the local minimum fast and with high precision but with no guarantee of ﬁnal global solution, SA or other stochas-
tic methods, which performs well in relatively low dimensional problems. Meanwhile, GRFSA and GRSA are also
investigated in detail for more large scale problems.
The experimental results demonstrate that GRSA performs well in large scale optimization problems, whereas the
new method outperforms the GRSA in terms of solution quality, cost of computation and success rate of ﬁnding a
global minimum within the given number of objective function evaluations in most cases of the nine benchmark test
problems.
Of course, more careful selection of the parameters in the new algorithm may make it perform more effectively.
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