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SUMMARY
The allocation problems can be solved by dynamic programming method instead of the derivative
principle and the resulting solution is the global solution.
RINGKASAN
Tanpa menggunakan prinsip terbitan masalah alokasi dapat diselesaikan dengan kaedah pengatur-
caraan dinamik dan penyelesaian yang dihasilkan adalah penyelesaian optimum sejagat.
PENDAHULUAN
Biasanya kaedah yang paling sederhana dalam
penyelesaian masalah pengoptimuman ialah kaedah
yang menggunakan prinsip terbitan. Walau bagai-
mana pun terdapat kesukaran dalam menggunakan
kaedah seperti di atas.
Walsh (1975) telah memperkenalkan satu
kaedah penyelesaian masalah alokasi dengan
menggunakan kaedah pengaturcaraan dinamik
tanpa menggunakan terbitan. Dalam bukunya
Walsh te1ah meninjau masalah alokasi iaitu me-
maksimumkan fungsi indeks yang monotonik dan
boleh pisah
n
Z =i~l fi(xi) i=l, ... ,n (0.1)
tertakluk kepada kekangan yang bo1eh pisah
n
Z ~ (Xi) <b (0.2)j= 1
dan gi (Xi) ;;;. 0 i=l, ... ,n
(0.3)
serta xie[O,b] i = 1 , ., . ,n.
Dalam penulisan ini kita akan menggantikan
kekangan berbentuk hasiltam bah di atas dengan
kekangan berbentuk hasildarab dan akan membin-
Key to author's name: M. Ismail.
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cangkan apakah syarat-syarat yang mesti dikena-
kan kepada gi (Xi) dan Xi' i =1, .... , n.
Kaedah pengaturcaraan dinamik ialah satu
teknik pengoptimuman yang unggul dan banyak
digunakan dalam masalah-masalah yang bentuk
penyelesaiannya dise1esaikan secara penye1esaian
berperingkat. Penye1esaian berperingkat ini di-
dasarkan atas satu prinsip yang disebut prinsip
optimum.
Tatatanda-tatatanda
Xi Pembolehubah keputusan padaperingkat
ke-i
77 i Pem bolehubah keadaan pada peringkat
ke-i
77 ij Komponen ke-j bagi 77 i
77 ijk Komponen ke-k bagi 77 ij




~ nilai maksimum keputusan ke-i
~ij nilai maksimum komponen ke-j bagi ~
Xijk nilai maksimum komponen ke-k bagi
\j
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Jika persamaan (1.3) digantikan ke dalam per-
samaan (1.4) maka untuk 77 I yang diketahui,
A diperoleh dalam sebutan pembolehubah-pem-
bolehu bah keputusan sahaja iaitu
Pengoptimuman Multi·Peringkat
Kita memaksudkan penyelesaian berperingkat
ialah suatu penyelesaian yang memberikan kita
satu keputusan pada setiap peringkat atau sub-
masalah. lni bererti kita akan memperolehi satu
jujukan keputusan yang akhirnya merupakan
penyelesaian kepada masalah terse but secara
sempurna.
n
A = ~ f.[ 77"X.]i=l I I I (1.4 )
Syarat perlu untuk pemaksimuman (1.5)
ialah
Jadi sekarang diperoleh masalah dalam n pem-
bolehubah keputusan sahaja iaitu (1.5) di atas dan
ini adalah sesuai dengan (0.1).
Setiap peringkat mempunyai satu pemboleh-
ubah yang disebut pembolehubah peringkat dan
mengambil nilai 1 ,2,3, .... Disebabkan pada se-
tiap peringkat kita akan memperolehi keputusan
maka setiap peringkat terdapat pembolehubah
keputusan x· untuk peringkat ke-i. Untuk mem-
peroleh kepJtusan di atas diperlukan satu pem-
bolehubah lain yang disebut pembolehubah
keadaan 77 . untuk peringkat ke-i
, I





Satu jujukan keputusan optimum mempunyai
sifat bahawa apapun keputusan-keputusan dan
keadaan-keadaan awal, keputusan-keputusan se-
sudahnya mestilah membentuk satu jujukan
keputusan optimum yang memerlukan keadaan
yang dihasilkan dari keputusan-keputusan
sebelumnya.
Dengan demikian diharapkan diperoleh satu
bentuk kaedah penyelesaian bagi satu peringkat
yang juga merupakan bentuk kaedah penyelesaian
bagi peringkat yang lain pula. Bentuk kaedah
penyelesaian yang dimaksudkan ialah 'hubungan
jadi semula'. Keputusan yang diperolehi pada
setiap peringkat adalah optimum. Dengan demi-
kian hubungan jadi semula bagi setiap peringkat
yang membentuk sublengkuk dalam lintasan
optimum, juga optimum. Hal seperti demikian
disebut prinsip optimum.
Pemyataan Prinsip Optimum
Prinsip optimum dapat dinyatakan sebagai
berikut:
Dalam amah didapati penyelesaian sistem
persamaan-persamaan (1.6) adalah sukar sehingga
diperkenalkan satu kaedah yang akan kita tunjuk-
kan nanti.
Prinsip Optimum
Penyelesaian masalah alokasi yang akan kita
selesaikan dengan kaedah pengaturcaraan dinamik
diskrit memerlukan sifat-sifat tertentu. Untuk
menyelesaikan masalah pada peringkat ke-i diperlu-
kan maklumat pada peringkat ke(i-l) dan begitu-
lab seterusnya.
(1.2)
(1.1 )77 2 = ¢ [ 77 1 , XI]
Dari kacamata pengoptimuman keputusan-
keputusan X', i = 1 , ... , n dapat dilakukan
dengan menihjau pengmaksimuman fungsi skalar
Rajah 1.1. Sistem Multi-Peringkat
Pada peringkat PI satu keputusan Xl dibuat
setelah penjelmaan masukan 77 I ke 77 z terjadi
dengan satu proses yang digambarkan oleh
Begitu juga pada peringkat Pz, setelah penjelmaan
masukan 77 z ke- 77 3 , akan diperoleh satu ke-
putusan Xz dengan proses
Pada setiap peringkat, pembolehubah keadaan
boleh lebih dari satu, tetapi dalam penulisan ini
kita hanya meninjau satu pembolehubah keadaan
sahaja pada setiap peringkat.
Pada amnya proses penjelmaan dari peringkat




Untuk memudahkan 1agi fahaman kita akan
prinsip optimum di atas marilah kita lihat akan
buktinya seperti di bawah:
Dengan mendarabkan ungkapan-ungkapan





J e1as 1] 2 , . • ., 1) dapat ditentukan dari
(1.3) sebab TIl te1ah dik~tahui (se be1um proses
dimu1ai). Se1anjutnya hasildarab 1) 2 • .• 1] n + 1







Rajah 2.1. Prinsip Optimum
Masalah Tinjauan
Dari bahagian 1 kita te1ah membincangkan
pengoptimuman mu1ti-peringkat yang te1ah





.II ~ (xi) ~ 1)n ~ S
I = 1
dan
Dalam pengaturcaraan dinamik, kekangan
(3.2) dapat ditulis menjadi
Syarat (3.3) yang dikenakan ke atas ~ (xi) dan Xi
ialah supaya kita tidak terlibat dengan pembahagi
sifar. Fungsi matlamat (3.1) adalah fungsi
yang bo1eh pisah dan monotonik. Sedangkan
kekangan (3.2) adalah fungsi yang bo1eh pisah
sahaja. Seterusnya ~ (xi) untuk setiap i = 1 , ... ,
n dise but aktiviti. Contoh praktiknya ditunjukkan
o1eh contoh 6.2.
Kaedah Penye1esaian
Masalah alokasi (3.1) dengan syarat-syarat
(3.2) dan (3.3) ia~<!h masalah pencarian nilai-nilai
keputusan xi, i -..;: 1 , ... , n, yang optimum.
Jadi masa1ah tinjauan kita ialah hendak
memaksimumkan atau meminimumkan (3.1) ter-
takluk kepada kekangan-kekangan (3.2) dan (3.3).
Masalah tinjauan kita ini disebut masalah alokasi
sebab kita hendak membahagikan sumber s di-
kalangan aktiviti-aktiviti sehingga (3.1) maksimum
atau minimum dengan syarat (3.3). Di sini akan
dibincangkan masalah maksimum sahaja.
di mana
(3.1)
Diketahui ACB adalah optimum
D di atas ACB
Jika satu 1intasan optimum se1ang-seli
wujud maka (1) dan (2) mestilah palsu.




A = l: f· (x.)
i= 1 1 1
yang dipero1eh sete1ah menggantikan pembo1eh-
ubah-pembo1ehubah keadaan dalam (1.4) dengan
pembo1ehubah-pembo1ehubah keputusan. Pem-
bo1ehubah-pembo1ehubah keputusan ini ditentu-
kan o1eh pembo1ehubah-pembo1ehubah keadaan.
Tinjau1ah rajah 2.1 di atas iaitu satu surihgerak
optimum unik ACB yang ada di antara dua titik
tetap dalam satu ruang keadaan ( 1], x).
Pada t = t l , keadaan mencapai satu titak D
diberikan o1eh keputusan-keputusan sebe1umnya.
Prinsip optimum menuntut bahawa bahagian
DCB yang merupakan sebahagian dari surihgerak





Dari persamaan (1. 3) dipero1eh
1] 2 = ep [ 1] I, Xl]
1] n + 1 = ep [ 1) n' X n ]
dengan 1) n ialah pembo1ehubah keadaan. Manfaat-
nya di atas mengetengahkan 1) n ialah untuk men-
jadikan masalah kita ke dalam peringkat masalah-






Misalkan Fn ( T/ n) menyatakan nilai maksi-
mum A dalam (3.1) tertakluk kepada kekangan-
kekangan (3.2) dan (3.3). Jadi
n - 1
Fn( T/ n) = max {fn(xn) +. ~ fi (Xi)} (4.2)
Xl , ... 'Xn 1= 1
Subskrip n pada persarnaan (4.2) menyatakan satu
masalah peringkat ke-n. Tujuan sebenarnya ialah
hendak mencari Fn (s) tetapi dengan bantuan
proses di atas akan dapat dicapai tujuan kita itu.
Sebagai langkah pertama hendak ditentukan
hubungan antara (4.2) atau masalah peringkat ke-n
dengan masalah peringkat ke (n - 1).
Misalkan pengmaksimuman terhadap xn dalarn
(4.2) memberikan hasil
Fn ( T/ n) = fn [~ ( T/ n)] + maxXl , ... ,xn-l
n-l
~ f i (xi) (4.3)
j= 1
dengan Xl, ... , x n_ 1dalarn pengmaksimuman
sisa memenuhi kekangan-kekangan (3.3) dan
n-1 T/ n
n gi (xi) <: [- ( )]i=l gn Xu T/ n
(4.4) dapat ditulis demikian sebab xn sudah dapat
ditentukan. Persarnaan (4.3) menghubungkan
masalah peringkat ke-(n - 1) yang sempa. Setems-
nya persarnaan (4.3) dapat ditulis menjadi
Fn( T/ n) = fn [Xn( T/ n)] + Fn _1 { T/ n/gn [X;l( T/ n)]}
(4.5)
Jelas (4.5) memberitahu kita bahawa mas
kanan tanda sarna, adalah nilai maksimum untuk
xn = xn' Dengan ini persarna (4.5) dapat ditulis
menjadi
Fn(T/n)=max {fn(Xn) + Fn _1 [T/n/~(xn)]]
x n (4.6)
dengan xn > 0 dan ~ (xn) <: T/ n sebab (4.1). Jika
kita tulis T/ n -1 = T/ n/~(xn)
maka persamaan (4.6) dapat ditulis menjadi
Juga dari (4.3), (4.4) dan (4.5), penyelesaian
peringkat ke-(n - 1) sisanya, adalah menjadi
n-1
Fn_ I ( T/ n-l) = max.... {. ~ f j (Xi)] , (4.8)
Xl , ... , . ·n-l 1 - 1
dengan Xl , ... , xn -1 memenuhi kekangan (3.3)
bersarna-sama dengan
n-1
.n gj (xi)<: T/ n-l
1= 1
Didapati bahawa masalah peringkat ke-(n - 1)
adalah tepat sarna bentuknya dengan masalah
peringkat ke-n iaitu (4.1) dengan (4.9) dan (4.2)
dengan (4.8). Jika masalah peringkat ke-(n - 1)
dapat diselesaikan maka dengan menggunakan
persarnaan (4.7), masalah perinkat ke-n dapat
diselesaikan.
Dengan sifat dan cara yang sarna, penyelesaian
masalah peringkat ke-(n - 1) dapat dihubungkan
dengan penyelesaian masalah peringkat ke-(n - 2).
Pada arnnya kita memperoleh satu hubungan
yang disebut hubungan jadi semula
Fk(T/k) = ~ax {fk (xk) + Fk _1(T/k-I)] ,
k ~1~
untuk k = 1 , 2, ... , n dengan
(4.11)
dan xk adalah tertakluk kepada kekangan (3.3)
bersarna-sama dengan
Apabila k = 1 maka dalarn persamaan (4.10)
diambil Fo (T/o) = o.
Algoritma
Sekali lagi kalau diperhatikan persamaan
(4.10), kita tidak dapat menghitung Fk(T/k) tanpa
mengetahui nilai Fk _I (T/k- 1)' Sesungguhnya kita
mestilah menghitung F 1(T/I) dengan pengmaksi-
muman atas Xl ,F2 (T/2) dengan pengmaksimuman
atas x2 , ... , Fn(T/n) dengan pengmaksimuman
atas xu' Dengan demikian, algoritma kita ialah:
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1. Mulai dengan k = 1 , 2, . . . , n hitunglah
Fk (11k) = max {fk (xk) + Fk _1(11k-1~ (5.1)
xk
dengan xk >0
gk (xk) ~ 11k , (5.2)
11k-1 = 11k/gk (11k), (5.3)
Fo (11o ) = 0, (5.4)
dan 11k mengambil nilai-nilai yang dibenarkan
dalam selang (0, s).
Penyelesaian
Dengan menggunakan (5.1) , (5.2) dan (5.4)
definisikan
F1 (111) = max {x
2 ] (6.3)
Xl 1
dengan 0 ~X1 ~111 ~ 5 (6.4)
Seterusnya dengan syarat (6.2) 111 hendaklah
mengam bi! nilai-nilai, 1 , 2 , 3 , 4 , 5 dan xl me-
ngambil nilai-nilai 1 , 2, 3 ,4, 5. Untuk peringkat
pertama ini lihatlah jadual 6.1 di bawah.
JADUAL 6.1
(peringkat Pertama)
2. Dati 1 peroleh nilai-nilaijujukan
3. Dengan menggunakan (5.6) akan diperoleh
nilai-nilai maksimum xl ' x2 , ... , xn iaitu:
x~ = Xn (s)
11~-1 = s/~ (x~), x~_l =xn _1 (11~-1)
11~-2 = 11~-1/gn-1 (x~_l)' x~_2
= Xn-2 (11~-2) , ...
* * * * - *111 = 112/g2(X2)' X = Xl (111)'
111 Xl F1(1h) Xl (111)
1 1 1 1
2 1,2 4 2
3 1,2,3 9 3
4 1,2,3,4 16 4




Dalam peringkat ke-2 takrifkan
2F2(112) = max {X + F (11 )]X2 2 1 1
dengan






4. Penyelesaian optimum ialah
* * * *Xl ' x2 ' ... , xn dan A = Fn(s)
Penggunaan
Contoh 6.1
Di sini 112 mengam bi! nilai-nilai 1, 2, 3, 4, 5 dan x2
mengambil nilai-nilai 1,2,3,4,5. Dengan maklumat
di atas diperoleh jadual 6.2 di bawah bagi peringkat
kedua iaitu (Nilai perpuluhan 111 dapat diabaikan).
Maksimumkan














112 X2 111 F2(112) X2(112)
1 2 1
2 1,2 2,1 5 1,2
3 1,2,3 3,1,1 10 1,3
4 1,2,3,4 4,2,1,1 17 1,4
5 1,2,3,4,5 5,2,1,1,1 26 1,5
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Da1am peringkat ketiga takrifkan





yang sepadan pula dengan




Dari perhitungan di atas dipero1eh tiga nilai
keputusan optimum bagi kese1uruhan masa1ah
iai tu
seterusnya dari jadua1 6. dipero1eh
{~111 (5) 5*x 11 =
*
=( x112 (1)Xl
x 12 = x12 (1)
Di sini 773 mengambil nilai-nilai I, 2,3,4, 5 dan
x3 mengam bil nilai~nilai I, .2, 3, 4, 5. Dengan
mak1umat di atas dipero1eh Jadua1 6.3 di bawah
bagi peringkat ketiga iaitu
JADUAL 6.3
(Peringkat Ketiga)
773 x3 772 F3 (773) x3(773)
I 3 1
2 1,2 2,1 6 1.2
3 1,2,3 3,1,1 11 1.3
4 1,2,3,4 4,2,1,1 18 1.4
5 1,2,3,4,5 5,2,1,1,1 27 1,5
(X111 ' Xzll' x31 )
(x112 ' Xz12' ~ 1)




setelah mempero1eh ni1ai optimum A* bagi A, kita
* * * .dapat mencari Xl' x 2 dan x 3 da1am kebahkan
susuntertib. Dari (6.11) didapati bahawa
Dari persamaan (6.8) dipero1eh




* {7721 = 5
772 = *
7722 = 1 ,
maka dari jadual 6.2 dipero1eh
* t:211 =fx 21 (5) =
Xz12 5
*x2 lx;2 (1) Xz2
(6. 11)
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yang merupakan penye1esaian keputusan optimum
bagi masa1ah di atas dengan nilai optimum bagi
fungsi indeks ialah A* = 27.
Con toh 6.2 (Con toh Praktikal)
Di sini kita akan tunjukkan satu masa1ah
ke bo1eh percayaan (reliability) se bagai contoh
praktikal untuk kertas ini.
Misalkan kita hendak meminimumkan perbe-
1anjaan dengan harapan menghasilkan suatu
ke1uaran yang maksimum. Dalam hal ini kita
mesti1ah mem berikan satu kawa1an Xi pada pering-
kat ke-i dengan Pi (Xi) ada1ah kebarangkalian ber-
1akunya kegaga1an penge1uaran yang sesuai pada
peringkat ke-i (sesuai di sini bermaksud keluaran
da1am peringkat ke-i+ I akan dipengaruhi oleh
keluaran peringkat ke-i dan begitulah seterusnya).
Misalkan pada peringkat ke-i belanja yang
dikeluarkan ialah rixi dan kebarangkalian berlaku-
nya kejayaan pengeluaran yang maksimum ialah
I - Pi(xi)' Dengan demikian masalah kita di atas








Dati penulisan di atas dapat disimpulkan
bahawa pengaturcaraan dinamik sangat mampu
digunakan dalam masalah alokasi dan apa saja
masalah yang dapat dituangkan/diturunkan kepada
bentuk (3.1), (3.2) dan (3.3).
KESIMPULAN
Jelas dari contoh 6.1 di atas mem beri kita tiga
jawapan yang berlainan. Ini tidk bererti penyele-
saian yang dihasilkan dengan kaedah pengaturcaraan
dinamik adalah tidak unik.
Ketidakunikan jawapan dalam contoh di atas
adalah disebabkan bentuk kekangan (6.2) adalah
berbeza-beza yang bergantung pada Xl ' x2 dan
x3·
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