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Abstract
This dissertation addresses the problem of recognizing objects in images. Repre-
sentation, detection, and learning are the main issues that need to be tackled in
designing an object recognition system. Despite more than 20 years of research, this
field still remains very challenging and generic aspects of the problem are largely
unsolved.
This thesis proposes a framework for the statistical representation of visual features
(from which objects are constituted) and their detection in images. The model
essentially combines several key concepts that have been developed in the last couple
of years in computer vision, machine learning, and computational neuroscience;
spatial relations between local visual features, graphical models, and hierarchies of
complex cells. This results in a compositional hierarchy of visual feature classes. Its
strength is to provide a coherent and generic model by representing both local and
global aspects through the combination of shape and appearance modalities.
Interestingly, the use of graphical models provides a convenient formalism to repre-
sent complex systems and to exploit efficient inference mechanisms. In this work,
we exploit an iterative message-passing algorithm to infer the position of features
and thus to detect objects, namely Nonparametric Belief Propagation (NBP). The
hierarchical model is learned iteratively and composed in a bottom-up manner. A
co-occurence learning method is used to estimate both the structure and the param-
eters of the hierarchy.
We also summarize the state-of-the-art with respect to the detection and the de-
scription of local visual features. Finally, the behavior of our feature hierarchies
is investigated across a variety of object recognition datasets. These experimental
evaluations are organized around three recognition tasks of increasingly difficulty.
Thesis Supervisor: Professor Justus H. Piater
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Résumé
Cette thèse porte sur la reconnaissance visuelle d’objets, un domaine qui reste un défi
majeur en vision par ordinateur. En effet, malgré plus de vingt années de recherche,
de nombreuses facettes du problème restent à ce jour irrésolues. La conception
d’un système de reconnaissance d’objets repose essentiellement sur trois aspects: la
représentation, la détection et l’apprentissage automatique.
La principale contribution de cette thèse est de proposer un système générique pour
la représentation statistique des caractéristiques visuelles et leur détection dans les
images. Le modèle proposé combine différents concepts récemment proposés en vi-
sion par ordinateur, machine learning et neurosciences: à savoir les relations spatiales
entre des caractéristiques visuelles, les modèles graphiques ainsi que les hiérarchies de
cellules complexes. Le résultat de cette association prend la forme d’une hiérarchie
de classes de caractéristiques visuelles. Son principal intérêt est de fournir un modèle
représentant à la fois les aspects visuels locaux et globaux en utilisant la structure
géométrique et l’apparence des objets. L’exploitation des modèles graphiques offre
un cadre probabiliste pour la représentation des hiérarchies et leur utilisation pour
l’inférence. Un algorithme d’échange de messages récemment proposé (NBP) est
utilisé pour inférer la position des caractéristiques dans les images.
Lors de l’apprentissage, les hiérarchies sont construites de manière incrémentale en
partant des caractéristiques de bas-niveaux. L’algorithme est basé sur l’analyse des
co-occurrences. Il permet d’estimer la structure et les paramètres des hiérarchies.
Les performances offertes par ce nouveau système sont évaluées sur différentes bases
de données d’objets de difficulté croissante. Par ailleurs, un survol de l’état de l’art
concernant les méthodes de reconnaissances d’objets et les détecteurs de caractéris-
tiques offre une vue globale du domaine.
Promoteur: Professeur Justus H. Piater
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Chapter 1
Introduction
In this opening chapter, we present the objective of this thesis and we aim to provide
intuitive answers to the following questions: Why is it worth doing research on visual
recognition? What are the underlying mechanisms? Why is it not yet solved and
very challenging? And finally, how do we approach the problem in this thesis and
how is it organized?
1.1 Objective
Our goal is to develop a flexible representational framework for visual features. Such
a representation should be able to reflect the aggregative nature of features and their
spatial relations in a flexible way.
Specifically, we aim to exploit this representation in a system that would be able
to identify previously learned object classes within images. Although promising
attempts have been made to represent visual features in a generic way, there is
still a lot of work ahead to exploit these models to recognize objects in real world
conditions. Representation is still the main weakness of current approaches and the
gap between low-level features and objects remains problematic; How can a visual
system exploit basic low-level features to identify higher level stimuli, such as objects?
This question is the central theme around which this thesis in written. In ad-
dition, we also want to develop methods that can automatically learn the shared
visual aspects between images of the same object class.
1
Sec. 1.2. Motivation
1.2 Motivation
Vision is one of the most extraordinary sense that we have been given. Man has,
since the early times, exploited this ability to live and improve his living conditions;
to find food and shelter, to mate, to communicate, to learn, to orient himself, to
manipulate and construct tools, to build houses, to do art, etc.
Under the realm of visual perceptions, our world is a rich and complex source of
information. Humans have a remarkable ability to exploit these perceptions daily.
The human vision system is one of the most sophisticated visual recognition system
known. It works so well in our everyday perceptual tasks that we do not have to
“think” about it. Therefore it can be considered as a good source of inspiration
for computer vision research. However, our visual system is not perfect. Ibn al-
Haytham mentioned in his Book of Optics (written around 1020) that personal
experience has an effect on what people see and how they see. Our visual perceptions
are subjective and can be affected by illusions. Moreover there are also physiological
limitation factors; such as the field of view, the contrast sensitivity, the maximum
perceivable resolution, the perceived colors, the maximum speed of moving objects,
and the variations... For instance, the human eye is physically incapable of capturing
a whole scene in full detail [Cat04].
Summing up, we live in a world in which many of our daily tasks involve vi-
sual recognition. The automation of some of these tasks is a long term goal in
which computers will play a fundamental role. They will go beyond our visual
abilities and perform much of our tasks swifter and with more reliability. Among
the current trends of applications, we can mention; image retrieval (google image),
video search, web search, security, online dating, airport baggage screening, helmet-
mounted sight-and-display technology, devices for blind people, etc.
Therefore we can easily understand why computer vision research has become
so popular. Nevertheless, despite more than fifty years of research in artificial intel-
ligence, robotics and computer vision, many visual tasks that are easily performed
by humans are still unsolved by machines. In the area of object recognition, several
researchers agree that we do not seem to be closer to a generic solution nowadays
than we were twenty years ago. Therefore it is a very challenging field of research.
In object recognition research, we aim at developing algorithms and represen-
tations that will allow a computer to autonomously analyze visual information to
perform recognition tasks, with the belief that in doing so we will see a significant
impact on our daily life.
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1.3 Challenges
The area of object recognition is still unsolved and challenging. Because our visual
world is constantly changing, an object recognition system has to be robust to
some variations. The main variations a system should be able to deal with are the
following;
1. Changes of aspect:
An image only captures a given viewpoint of the object. Many objects have
different visual appearance depending on which angle they are seen. Different
views of an object can look very different.
2. Viewpoint:
Objects can also be subject to in-plane transformations (translation, rotation,
scaling, skews) and out-of-plane transformations (foreshortenings) that change
their appearance.
3. Illumination:
Change in the lighting of the object can be artificial, natural, and induced
by shadows. In all the case, the illumination variation will modify the pixel
values in the image. Linear or non-linear transformations may be applied to
rescale the pixel values.
4. Background clutter:
Another kind of variation can arise from the background. The background of
the image may contain many distractors as well as other objects.
5. Occlusion:
Since we are interested in two-dimensional images of three-dimensional objects,
self-occlusion is inevitable and has to be taken into account. Additionally,
some parts of the object may be obscured by another object instance. This is
another type of issue with the same effect: a part of the object is not visible.
6. Intra-class variation:
The object class itself can have a large degree of visual variability. The vari-
ability can take various forms: in the geometry, appearance, and/or texture.
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1.4 Contribution
I believe that to make real progress in object recognition, we should not only focus
on specific difficulties (e.g. varying illumination and viewpoint, occlusion) but we
should also try to find more generic answers to more fundamental aspects of the
problem. What are these fundamental aspects? By reviewing the research in the
field, we can identify some questions that appear to be essential for visual recogni-
tion:
• How to represent visual information? How to represent the appearance and
the spatial structure of objects in a unified framework?
• How can the visual system be adaptive and learn the shared visual aspects of
the instances of a given object class, and thus learn how to recognize objects?
• And finally how to propagate information from low-level observations (pixels)
to create globally consistent scene interpretations?
This thesis will focus on these questions. The main contribution will be to
develop and present a new hierarchical model for visual features that we introduce
in the following section.
1.4.1 Generic Feature Hierarchies
Digital images processed by computer systems are made up of a large set of pixels. In
practice, instead of using them directly it is convenient to exploit a smaller number of
so-called “visual features”. They generally abstract a set of visual properties (shape,
color, or texture) computed locally or globally. Parts, objects, and scenes can be
defined in terms of their visual features. It is common for recognition systems to
represent an object as a set of visual features arranged spatially.
If we turn to the nature of objects, we see that many real world object classes
exhibit a hierarchy in the structure of their parts. For instance, a face is made up
of two eyes, each eye is made up of a eyeball, each eyeball is made up of an iris,
etc. Another illustration is shown in Figure 1.1. Such a hierarchy is also reflected in
the human visual system. A large body of evidence suggests a gradual increase in
both the invariance properties and the complexity of the preferred stimuli of neurons
along the visual stream.
These observations constitutes strong motivations to design a hierarchical model
of features. In this thesis, we define such an object model which consists of a set
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Figure 1.1: Leonardo da Vinci’s Vitruvian Man (1492) is decomposed into a hier-
archy of parts. To be generic, the hierarchy should exhibit some invariance in the
appearance of the parts and some flexibility for their relative positions.
of generic features organized in a hierarchy (see Figure 1.2). At the bottom level
lie primitive features that are directly extracted by feature detectors. Subsequent
higher levels consist of spatial compositions of more elementary features. These
high-level features, or compound features, depict the relative configuration of two
features from a lower level of the hierarchy. Nodes represent features and edges
correspond to spatial relations between them.
The use of the graphical model formalism to represent the hierarchy allows us to
pose detection as an inference process and to use Nonparametric Belief Propagation
(NBP) to propagate evidence.
The structure of the graphical model itself is constructed by a co-occurence
learning algorithm in an iterative, bottom-up fashion. At each level of the hierarchy,
pairs of features are identified that tend to occur at stable positions relative to
each other, by clustering the configurational distributions of observed feature co-
occurrences using the Expectation-Maximization algorithm.
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Figure 1.2: The overall structure of our hierarchical object model. Visual feature
classes are represented by nodes, and edges are used to define their relative positions.
We distinguish between primitives (in red) that correspond to low-level features and
compound features that are constrained by spatial relations with lower level features.
1.5 Outline
The thesis is organized as follows: Chapter 2 starts by presenting prerequisites on
different graphical model formalisms. We examine their properties and their use to
perform inference via iterative message-passing algorithms; Belief Propagation and
its nonparametric form (NBP) are successively explained.
Chapter 3 reviews existing work in the field of object recognition. We present an
extensive discussion on the feature detectors and descriptors that produce the basic
inputs to these models. Their performance in terms of repeatability across different
image variations are evaluated in Chapter 4.
Chapter 5 introduces a new statistical model for representing visual features that
can be used to perform object recognition. This model takes the form of a hierarchy
of visual feature classes where the geometrical structure of the object is represented
by local spatial relations (Figure 1.2).
Chapter 6 presents a co-occurence learning method from which both the struc-
ture and the parameters of the hierarchy can be estimated. The proposed learning
framework composes the hierarchical model iteratively in a bottom-up manner.
Finally, Chapter 7 investigates the behavior of our feature hierarchies across a
variety of object recognition datasets. These experimental evaluations are organized
around three recognition tasks of increasingly difficulty.
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Prerequisites
Statistical methods play a major role in the design of current approaches to ob-
ject recognition. Graphical model formalisms provide a powerful framework that
is general enough to deal with a wide variety of applications. Their strength relies
in their capacity to encode the statistical structure of a problem in a sparse and
flexible manner. Furthermore, they allow us to exploit standard learning strategies
and efficient inference algorithms.
In this thesis, graphical models will be applied to modeling spatial relations
between visual features at the different levels of abstraction. The ultimate goal is
to provide a statistical framework to perform object recognition.
Depending on the nature of the problem, graphical models may appear under
different forms in the literature. In this background chapter, we start by reviewing
different graphical model formalisms in Section 2.1. Then, in subsequent sections,
we show how these graphs can be used to perform inference via iterative message-
passing algorithms; Belief Propagation (Section 2.2) and its non-parametric form
(NBP) (Section 2.3) are successively presented. These are particularly emphasized
because the framework developed in this thesis will use them to detect objects.
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2.1 Graphical Models
Graphical models provide a general and powerful method for encoding the statistical
structure of a set of random variables. Their genericity makes them convenient to
represent a variety of problems in computer vision. M. I. Jordan [Jor99] gives a
concise and insightful introduction to graphical models:
“ Graphical models are a marriage between probability theory and graph
theory. They provide a natural tool for dealing with two problems that
occur throughout applied mathematics and engineering – uncertainty and
complexity – and in particular they are playing an increasingly important
role in the design and analysis of machine learning algorithms. Funda-
mental to the idea of a graphical model is the notion of modularity – a
complex system is built by combining simpler parts. Probability
theory provides the glue whereby the parts are combined, ensuring that the
system as a whole is consistent, and providing ways to interface models to
data. The graph theoretic side of graphical models provides both an intu-
itively appealing interface by which humans can model highly-interacting
sets of variables as well as a data structure that lends itself naturally to
the design of efficient general-purpose algorithms.
”
In other words, graphical models offer several useful properties to represent complex
systems in probabilistic terms. If considered under the point of view of object
recognition, these properties are particularly relevant. Indeed, the modularity of
graphical models allows to represent object models in terms of object parts that are
often simpler to manipulate. Therefore it is not surprising that object recognition
frameworks in the literature tend to make use of graphical models (state-of-the-art
approaches will be reviewed in Chapter 3).
The objective of this section is to focus on the key aspects offered by graphical
models. A short introduction will first be given to the basis required to understand
the model presented in this work. More complete discussions about graphical models
can be found in several books [Whi90, Lau96, Jor99, Bis06].
The following subsections will introduce and compare different families of graph-
ical models. For a better understanding, graphical models are grouped into two
different classes: undirected and directed, that are described respectively in Sec-
tion 2.1.2 and Section 2.1.3.
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2.1.1 Draw me a Graph
We begin by presenting basic concepts from graph theory that are useful in describ-
ing graphical models. Intuitively, a graph comprises nodes (i.e. vertices) that are
connected by edges (i.e. arcs, links). In this work, we distinguish between three
different types of graphs: undirected graphs, directed graphs and hypergraphs:
Definition 2.1.A graph G is a mathematical structure G = (V , E) composed of two
sets: a finite set of nodes V and a set of edges E .
Definition 2.2.An undirected graph is a graph G in which each edge e ∈ E is defined
as an unordered pair of nodes {u, v},
E ⊆ {{u, v}|u, v ∈ V} (2.1)
Definition 2.3.A directed graph is a graph G in which each edge e ∈ E is defined as
an ordered pair of nodes (u, v). For simplicity, the set of directed edges is denoted−→E ,
−→E ⊆ {(u, v)|u, v ∈ V} (2.2)
Definition 2.4. A hypergraph is a graph G in which each edge e ∈ E is defined as
an unordered and nonempty set of nodes {v1, . . . , vn} ⊆ V ,
E ⊆ {{v1, . . . , vn}|v1, . . . , vn ∈ V} (2.3)
Definition 2.5. In an undirected graph, a clique is a set of nodes C ⊆ V for which
every pairs {u, v} ∈ C are connected by an edge. If the entire graph forms a clique,
it is said to be complete. A clique C is called maximal if no other node can be added
such that the set remains a clique, @C ′ ⊆ V : C ⊂ C ′ and C ′ is a clique.
In directed graphs, we find the following additional elements:
Definition 2.6. A node vp is said to be a parent of a node v if there exists one
directed edge from vp to v, (vp, v) ∈ −→E .
Definition 2.7.A node vc is said to be a child of a node v if there exists one directed
edge from v to vc, (v, vc) ∈ −→E .
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From Graph Theory to Graphical Models
In probability theory and statistics, a graphical model defines the independence
structure between a set of random variables by a graph G = (V , E) in which each node
vi ∈ V is associated to a random variable xi, and the edges ei ∈ E between the nodes
express relationships between these variables. Graphical models also allow to use
different types of variables within the same model; following their nature, they can
be either directly observable yi or hidden xi, continuous or discrete. From a global
point of view, the graph represents a decomposition of the joint, global distribution
into a product of factors each depending only on a subset of the variables.
Intuitively, the three types of graph that have been presented in the preceding
section have a direct correspondance in terms of graphical models; Undirected and
directed graphical models, and Factor graphs (as illustrated in Figure 2.1). From
these three types, we can extract two main families depending if they contain di-
rected or undirected edges. In the next sections, we provide a brief introduction to
them.
2.1.2 Undirected Graphical Models
This section introduces undirected graphical models, from which three main fam-
ilies of graph can be identified; Markov Random Fields (MRFs), Pairwise Markov
Random Fields (PMRFs) and Factor Graphs. In the following paragraph, we show
how graph separation and conditional independence are used to encode the Markov
properties of the random variables.
Graph Separation
Graph separation and conditional independence are essential properties of graphical
models that allow to factorize the computation of the complete joint distribution of
a set of random variables.
Theorem 2.8.Given an undirected graphical model that associates a random vari-
able xi ∈ X to each vertice i ∈ V in the undirected graph G = (V , E),
• Let f , g and h denote three disjoint subsets of nodes f, g, h ⊂ V .
Set h is said to separate sets f and g if every path connecting f and g passes through
some node in h.
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Under these conditions, the probability distribution of the random variables Xf ,
Xg conditioned on the separating set Xh can be factorized as:
p(Xf , Xg|Xh) = p(Xf |Xh) p(Xg|Xh) (2.4)
The two sets of random variables, Xf , Xg, are said to be conditionally independent
given Xh. This property plays a fundamental role in graphical models and Markov
Random Fields (MRFs). It allows for global inference using only local computations.
Markov Random Fields
A Markov Random Field (MRF) [Spi71, Pre74], also known as Markov network,
is an undirected graphical model that characterizes the joint probability distribu-
tion of a set of random variables {x1, . . . , xn} ∈ X via the notion of conditional
independencies.
A probability distribution p(xi), where xi ∈ X, is said to define a Markov random
field if it depends only on the knowledge of the outcome of its neighbors [KS80],
p(xi|X/i) = p(xi|{xj ∈ Ni}) (2.5)
where X/i represents all the random variables in the graph except xi and Ni ⊂ X
is the set of neighbors of xi.
MRFs have been popularized in the 1970s when the Hammersley-Clifford the-
orem [Cli90] demonstrated a method for constructing them. This theorem relates
the conditional independence structure specified by a graph to the distribution of
the random variables. It shows that a probability distribution can naturally be
parameterized via potential functions defined on the cliques of the undirected graph.
Let C denotes a clique, XC the set of variables in that clique and K the set of
cliques of the undirected graph G.
Definition 2.9. A potential function for a clique C is a non-negative function
ψC(XC) of all possible realizations of its variables XC = {xj, j ∈ C}.
Theorem 2.10.[Hammersley-Clifford.] A probability distribution defined as a
normalized product of positive potential functions ψC on those cliques C ∈ K is
always Markov with respect to the graphical model:
p(X) =
1
Z
∏
C∈K
ψC(XC) (2.6)
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where Z is a normalizing constant,
Z =
∑
xi∈X
∏
C∈K
ψC(XC) (2.7)
Summarizing graph structure and Hammersley-Clifford theorem lead to the fol-
lowing definition.
Definition 2.11.AMarkov random field consists of an undirected graph G = (V , E),
where each vertex i ∈ V is associated to a random variable xi ∈ X and each edge
{u, v} ∈ E represents a dependency between two random variables u and v. A set
of potential functions ψC are defined for each clique C ∈ K in the graph.
Pairwise Markov Random Fields
In many applications, potential functions defined over a large set of random vari-
ables may become intractable in Markov Random Fields (MRFs). Therefore, it is
convenient to consider a subclass of Markov random fields, called Pairwise Markov
Random Fields (PMRFs).
Unlike MRFs, that define potential functions on cliques of any size, pairwise
MRFs factorize the joint probability distribution in terms of pairwise potential func-
tions, that are defined only between pairs of neighboring nodes. Because pairs of
neighboring nodes always define cliques, the Hammersley-Clifford Theorem [Cli90]
guarantees that pairwise MRFs are Markov with respect to the graphical model.
The joint probability distribution p(X) of a set of random variables X, corre-
sponding to a graph G = (V , E), can be decomposed in terms of pairwise potentials:
p(X) =
∏
i∈V
φi(xi)
∏
{i,j}∈E
ψij(xi, xj) (2.8)
where φi(xi) is the local potential, and ψij(xi, xj) is the pairwise potential between
random variables xi ∈ X and xj ∈ X.
Until here we have not mentioned observable random variables. In most applica-
tions, inference can be posed as the estimation of a set of hidden random variables,
denoted X, based on observations Y . This estimation amounts to computing the
posterior distribution p(X|Y ), where Y represents the set of observed random vari-
ables. Similarly to hidden nodes xi ∈ X, each observed random variable yj ∈ Y
has a corresponding node j ∈ V in the graph G (an example of PMRF is given in
Figure 2.2).
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Figure 2.1: Three graphical representations of a distribution over four random vari-
ables (see [KFL01]). (a) A directed graph. (b) A Factor graph expressing the fac-
torization underlying G. (c) An undirected graph capturing the Markov structure
of G.
When observations are available, pairwise MRFs can be used to express the
internal structure of the desired posterior distribution p(X|Y ). This is done by
introducing local observations yi in the probability model through local potential
functions φi(xi, yi) that link a hidden random variable xi ∈ X to a corresponding
observed random variable yi ∈ Y .
Given an undirected graph, a pairwise MRF factorizes the joint distribution as
a product of potential functions intuitively defined on that graph’s edges:
p(X|Y ) =
∏
i∈V
φi(xi, yi)
∏
{i,j}∈E
ψij(xi, xj) (2.9)
Pairwise MRFs are widely used in many computer vision applications such as image
restoration, denoising, and segmentation.
Factor graph
Markov Random Fields seek to represent factorized probability distributions. An-
other means to describe global distributions in a graphical model form is to use a
Factor graph [KFL01]. Factor graphs aim at generalizing the notion of factors (i.e.
potentials) by introducing the factorised distribution into the graph structure.
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Figure 2.2: Pairwise Markov Random Field. The black circles correspond to obser-
vations and the white circles to the hidden variables.
Whereas MRFs defined potentials on cliques and PMRFs on edges, Factor graphs
represent them explicitly through hyperedges. This allows to avoid ambiguous rela-
tions that may occur in MRFs (as mentioned in [Sud06]).
In contrast with MRFs and pairwise MRFs, Factor graphs define the joint dis-
tribution as a normalized product of local potential functions ψf (xf ) defined on
hyperedges f ∈ E :
p(X) =
∏
f∈E
ψf (xf ) (2.10)
⇔ p(X) = ψ12(x1, x2) ψ123(x1, x2, x3) ψ23(x2, x3) (2.11)
An example of Factor graph constructed from a directed graph is illustrated in
Figure 2.1. In that figure, the circles are variable nodes, and the black boxes are
factor nodes.
2.1.3 Directed Graphical Models
The second main class of graphical models is commonly called Directed Graphical
Models. In the literature, most common instances of this model are referred to
as a Bayesian networks, or belief networks [Win72, Har83]. Typically, a Bayesian
network is a acyclic directed graph (DAG) which is used to represent conditional
dependence or independence assumptions over a set of random variables.
Similarly to undirected graphical models, nodes are used to depict the random
variables of the system. The main difference lies in the use of directed edges to model
the statistical relationships between variables. In a Bayesian network, directed edges
are used to represent conditional dependence assumptions.
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Instead of using a product of local potentials to define the joint probability
distribution of the random variables, the factorization is now defined as the product
of the conditional distributions of each node given its parents (Equation 2.12). In
other words, the joint probability distribution p(X) is factorized as
p(X) =
∏
i∈V
p(xi | xρi) (2.12)
where xi ∈ X is the random variable of the node i, ρi denotes the set of parents of
node i ∈ V and xρi represents its corresponding set of random variables. Note that
if a node i has no parent, such that ρi = ∅, then the distribution can be written as
p(xi | xρi) = p(xi) (2.13)
Bayesian networks have been used in object recognition [PG00b], gene regulatory
networks, medicine, engineering, text analysis, image processing, data fusion, and
decision support systems.
2.1.4 Inference on Graphical Models
A strength of the Graphical Models presented above is that they provide a convenient
way to factorize and represent complex systems in terms of simpler local functions.
Interestingly, this property facilitates solving of complex inference problems that
arise in many computer vision applications.
As it has been mentioned previously, a typical occurring inference scenario is
to assume that some of the nodes yi ∈ Y in the graph can be observed in the
environment. The goal is to compute the posterior marginal distributions p(xi|Y )
of one or more unobserved random variables xi ∈ X,
p(xi|Y ) =
∫
X\xi
p(X|Y )dX\xi (2.14)
where X\xi represents the joint space made of all the random variables in X except
xi.
In many cases, the naive exact inference of problems arising in graphical models
becomes quickly intractable. By analyzing this exact computation [YFW03], we
can observe that many computations are repeated. In many cases, it is possible to
efficiently perform the inference by reusing intermediary factors and thus computing
the posterior marginals in an incremental fashion. This idea leads to more efficient
solutions to the exact inference problem.
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The most popular algorithm to perform global inference efficiently through local
computations is known as Belief Propagation (BP) [LS88, Pea88, SS90]. In the fol-
lowing sections, we will focus on presenting the standard BP algorithm (Section 2.2)
and its stochastic extension, called Nonparametric Belief Propagation (NBP) (Sec-
tion 2.3). As we shall see, the structure of the graph can be exploited by inference
algorithms and to make the structure of those algorithms transparent.
For each kind of graphical model, it is possible to find the corresponding BP
algorithm [YFW03]. We will consider BP applied to the pairwise MRF’s, because
it has only one kind of message, while the BP algorithms for the other graphical
models are generally described using two kinds of messages (upward and downward).
2.2 Belief Propagation
Belief Propagation, also called sum-product algorithm, is an efficient iterative algo-
rithm for computing marginal probability distribution p(xi) of each random variable
xi ∈ X of the graphical model. It was independently formulated by Lauritzen et
al. [LS88] and Pearl [Pea88].
BP takes the form of a message-passing algorithm between hidden nodes (i.e.
hidden random variables), where at each iteration, each node calculates messages to
send to its neighbors. A message is depicted by a variable of the same dimensionality
as the destination hidden node. Intuitively, a message mij(xj) sent from a hidden
node i to the hidden node j is proportional to how likely node i thinks (or believes)
it is that node j will be in the corresponding state. Following the standard BP
notation for pairwise MRFs, a message mi,j(xj) from hidden node i to j is written:
mi,j(xj)←
∫
Xi
ψi,j(xi, xj) φi(xi, yi)
∏
k∈Ni\j
mk,i(xi) dxi (2.15)
where Ni\j is the set of neighbors of node i where node j is excluded, ψi,j(xi, xj)
is the pairwise potential between random variables xi, xj, and φi(xi, yi) is the local
potential between the hidden and the observable random variables xi, yi.
The messages received by each node over its edges are combined at each it-
eration to compute incremental updates of marginal distribution estimates bi(xi)
(Equation 2.16). These estimates are referred to as beliefs, by analogy with expert
systems developed in the artificial intelligence community [Pea88],
bi(xi)← φi(xi, yi)
∏
k∈Ni
mk,i(xi) (2.16)
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If the graph is a polytree, it can be shown that the beliefs bi(xi) will eventually
be equal to the exact posterior marginal distributions at each node of the graph
(Equation 2.17). This will occur after n message-passing operations, where n is
proportional to the longest path in the graph.
∀xi ∈ G : bni (xi) = p(xi|Y ) (2.17)
if no loops inG
In Figure 2.3, we summarize the computation of a BP message update, and the
corresponding message products which provide marginal distributions.
xi yi
xj
yj yl
xl
φi(xi, yi)
mliψi,j
mni
yi
xj
yj
xi
φi(xi, yi)
mni
mli
xl
yl
mji
Message mi,j(xj) Belief bi(xi)∫
ψi,j(xi, xj) φi(xi)
∏
k∈Ni\jmk,i(xi) dxi φi(xi, yi)
∏
k∈Nimk,i(xi)
Figure 2.3: Message passing recursions underlying the BP algorithm. Left: A
new outgoing message (red) is computed from all other incoming messages (blue)
together with the local observation (green). Right: Marginal probability distribu-
tion estimates are determined from the product of the local observation potential
φi(xi, yi) with messages sent from neighboring nodes.
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2.2.1 BP in Graphs with Cycles
The BP algorithm [Pea88] was originally designed to be performed on polytrees.
On graphs with cycles, it is not guaranteed that the beliefs computed by BP will
eventually converge to the true marginals p(xi|y). However, several methods have
been proposed to perform inference on graph with cycles.
Rather than using these graph transforms, we focus on an alternative method
known as loopy belief propagation [Pea88].
As it has been shown previously, BP algorithm proceeds entirely via a series of
local message updates and can produce the exact posterior marginals after a given
number of iterations. Given a graph with cycles, loopy BP iterates a parallel form of
these message updates. Typically, the iteration process is simply repeated for a pre-
defined number of iterations. In many applications, this straightforward method
converges to beliefs which often closely approximate the true posterior marginals
[FM98, MWJ99, WJW02, WF01]. However, the derivation of BP provides no justi-
fication for loopy BP, other than the intuition that messages are computed locally
and that it should work well. For a stronger conceptual basis and detailed reason-
ing, it is possible to justify loopy Belief Propagation by considering its variational
interpretation [Sud06].
2.2.2 Implementation Issues
In general, most common applications perform exact BP inference on discrete-valued
or Gaussian random variables. In the discrete case, the belief bi(xi) takes the form
of a vector of probabilities corresponding to an estimate of the discrete probability
density function. Similarly, the potential function ψij may be written as a matrix,
and the convolution as a matrix-vector product [Pea88].
However, in many problems, variables are formulated as continuous-valued, pos-
sess non-linear relationships and non-Gaussian uncertainty. In these cases, Gaussian
approximations may not be acceptable, and discretization of the state space may
result either in lack of precision, or become computationally intractable due to the
large state space.
Until recently, it was not possible to apply BP on high-dimensional data. It
is now possible to apply Nonparametric Belief Propagation (NBP). This technique
combines the advantages of nonparametric representation and message-passing in-
ference algorithm. It is described in the following section.
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2.3 Nonparametric Belief Propagation
Several nonparametric extensions of Belief Propagation (BP) algorithm [Pea88] have
been proposed recently in the literature [Isa03, SIFW03, HW04, HYW05]. In this
section, we focus on the first two nonparametric approaches that have been formu-
lated; PAMPAS [Isa03] and Nonparametric Belief Propagation (NBP) [SIFW03].
These algorithms have been proposed in a short period of time and only differ in
minor details. They are often referred to as NBP in the literature. These nonpara-
metric approaches allow to solve high-dimensional, non-Gaussian inference problems
in an efficient and statistically well founded way.
The main concept behind NBP algorithm is to exploit a nonparametric repre-
sentation in order to approximate arbitrary continuous distributions that occur in
messages and belief update operations. To better illustrate the specificities of NBP,
the computation of message updates is divided in two phases:
mt,s(xs)←
∫
Xt
ψt,s(xt, xs) φt(xt, yt)
∏
k∈Nt\s
mk,t(xt)︸ ︷︷ ︸ dxt
(1)
(2.18)
︸ ︷︷ ︸
(2)
First, the product of incoming messages mi,t(xt) is combined with the local
observation potential φt(xt) to define (1) the distribution of the intermediate random
variable βts(xt) 1:
βts(xt) = φt(xt)
∏
i∈N(t)\s
mi,t(xt) (2.19)
Second, βts(xt) is transformed via the pairwise potential ψts(xt, xs) and integrated
(2) to produce the message mts(xs) sent to the destination node s:
mt,s(xs) =
∫
Xt
ψts(xt, xs)βts(xt)dxt (2.20)
Focusing on these two steps of a local message update, we describe in the next
subsections the strategy employed by NBP to keep the message update operations
tractable. Specifically, we describe the message representation (Section 2.3.1), the
computation of the product of Gaussian Mixtures (Section 2.3.2), and the propaga-
tion of messages (Section 2.3.3). Finally, the general NBP message update algorithm
is presented (Section 2.3.4).
1Please note that this intermediate variable is not equivalent to the local belief bi (Equation 2.16)
since the incoming message from s is not taken into account.
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2.3.1 Message representation
The representational approach in NBP is directly inspired by Particle Filtering meth-
ods. Each message is approximated by a set of samples. However, despite its name,
NBP is not fully nonparametric (but rather semi-parametric) since each sample
is associated with a weighted regularizing kernel. This is done to make message
products well defined, and to make the integral of the messages tractable.
A message sent from t to s is approximated as a mixture of M Gaussian kernels:
mt,s(xs) =
M∑
i=1
w(i)s G(xs;µ(i)s ,Σs) (2.21)
Here G(.; .) is the Gaussian density function, w(i)s is the weight associated with the
i-th kernel mean µ(i)s and Σs is the variance parameter that is also called bandwidth.
The weights w(i)s are normalized to sum to 1.
If the bandwidth parameter is held constant across all the samples of the density
estimate, it is said to be fixed. However, estimating multimodal densities with a
fixed bandwidth kernel may affect the quality of the estimation. Therefore, in order
to better capture the distribution it is possible to use a different bandwidth at each
sample, in this case it is said to be variable.
The distributions in Nonparametric Belief Propagation [SIFW03] make use of
a fixed bandwidth whereas the PAMPAS algorithm [Isa03] associates a different
bandwidth to each kernel center. Different methods to estimate this bandwidth are
described in Appendix A.
2.3.2 Message product
As each message is represented by a Gaussian mixture (Equation 2.21), the compu-
tation of the message product (Equation 2.19) amounts to computing a product of
Gaussian densities.
Furthermore, assuming that the local observation potentials are also defined as
weighted Gaussian mixtures, the product leading to the intermediate variable βts
may be computed exactly and then resampled to a reasonable size.
The product of d Gaussian densities [SIFW03] of mean µj and covariance Σj is
a Gaussian of mean µ and variance Σ given by
Σ
−1
=
d∑
j=1
Σ−1j Σ
−1
µ =
d∑
j=1
Σ−1j µj (2.22)
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The product of d Gaussian mixtures of M components is a Gaussian mixture of Md
components. The weight w associated with component G(x;µ,Σ) of the product
mixture is
w ∝
∏d
j=1 wj G(x;µj,Σj)
G(x;µ,Σ) (2.23)
where {wj : j = 1, ..., d} are the weights associated with the d factor Gaussians of
G(x;µ,Σ).
The exact computation of a product requires explicit computation of Md com-
ponents; the cost of this operation is therefore exponential in the number of compo-
nents. To avoid a dramatic increase in the number of components during inference,
NBP proposes to use a sampling method to reduce the Md components.
Moreover, NBP demonstrated that another strategy could be used to compute
the message product. Instead of computing the exact product and them resam-
pling, it is possible to compute an approximation by drawing M independent sam-
ples without computing the Md components explicitly. This is done using a Gibbs
sampler [GG84].
2.3.3 Message propagation
Intuitively, the propagation step (Equation 2.18 (2)) of a message mts(xt) can be
thought of as a probabilistic mapping of the belief available at the source node xt
to the destination node xs. Given a set of samples x
(i)
t obtained from the product
of incoming messages at xt, NBP has to convolve these beliefs x
(i)
t with the pairwise
potential ψts(xt, xs) (Equation 2.20). To do so, the algorithm stochastically approx-
imates this convolution, and thus provides a consistent nonparametric estimate of
the outgoing message [Ihl05].
The way the approximation of this stochastic convolution (Equation 2.20) is com-
puted depends on the type of the pairwise potential (parametric, non-parametric,
analytic, . . . ). In the general case, NBP requires the pairwise potential ψts(xt, xs)
to be decomposed into its marginal influence on xt and the conditional distribution
ψts(xs|xt) it defines between xt and xs. A commonly used hypothesis [SIFW03,
Isa03, Tam05] to simplify this decomposition is to assume that the marginal in-
fluence defined by the potential on xt is constant and can therefore be neglected.
Interestingly, this will be the case in the model presented in this thesis.
Under these assumptions, the stochastic convolution is completed by drawing
a sample x(i)ts from the conditional ψts(xs|x(i)t ) obtained for each x(i)t . Finally, the
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last step is to select a kernel bandwidth Σts to obtain the nonparametric density
estimate 2.
2.3.4 NBP Algorithm
We provide in Algorithm 1 [SIFW03] a summary of the main operations performed
during the NBP message update and that have been described above.
Algorithm 1 NBP update of an outgoing nonparametric message
Given input messages mkt(xt) = {µik,t,Σik,t, wik,t}Mi=1 received from nodes k ∈ Nt\u
1. (a) // Compute The Exact Incoming Message Product
βts(xt)← φt(xt)
∏
i∈N(t)\smit(xt)
// Draw samples
Draw M weighted samples {xit,Σit, wit}Mi=1 from the product βts(xt)
or
(b) // Compute The Gibbs Incoming Message Product
{xit,Σit, wit}Mi=1 ← Gibbs(φt(xt)
∏
i∈N(t)\smit(xt))
2. // Map the Potential
{xitu, witu} = apply {xit, wit} on the potential ψt,u
3. // Adjust the Kernel bandwidth (see Appendix A)
(a) // fixed bandwidth
Σtu = kde(xtu)
∀i ∈ [1...M [ ,Σitu = Σtu
or
(b) // variable bandwidth
∀i ∈ [1...M [ ,Σitu = kde(xtu, i)
4. Compose The Outgoing message
mtu(xu) = {xitu,Σitu, witu}Mi=1
2see Appendix A for more details on kernel density estimations.
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2.4 Discussion
In this chapter, different graphical model formalisms have been presented. We have
also discussed efficient inference techniques that can be applied to these models,
namely Belief Propagation and its nonparametric extensions (NBP and PAMPAS).
During the analysis of the available graphical model representations, Pairwise
Markov Random Fields appeared in general to be the most convenient formal-
ism for our purpose. Contrary to Bayesian Networks, they are able to cope with
loopy graphs and offer better computational performance in comparison with Factor
graphs by the use of only pairwise potentials.
However, the use of PMRFs, and of graphical models in general, presents some
weaknesses that we should keep in mind. All the models assume the presence of
well defined potential functions. In our case these potentials will have to be learned
(Chapter 6).
Despite these drawbacks, using NBP in graphical models seems to be promising
computationally and from the biological point of view [LM03]. Recently, several
applications have successfully exploited Nonparametric versions of Belief Propaga-
tion on graphical models, these include; Hand Pose Estimation [SMFW04b], Stereo
Vision, Self-Calibration in Sensor Networks [IFMW04], Articulated Body Track-
ing [SISB03], and tracking [SBR+04]. These are strong motivations to pursue the
design of an object recognition system based on these concepts.
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State of the art
In this chapter, a discussion is presented on state-of-the-art research in connection
with the present work. This is initiated by a brief insight into the use of local
visual features to solve recognition problems. Then, in Section 3.1, we present
techniques to find these local features in the image. A variety of these methods
will be exploited along this thesis. In practice, these detection techniques are often
coupled to local description methods to form powerful feature extractors. Most
popular descriptors are presented in Section 3.2 where we show how a compact
and semi-invariant description can be extracted from the neighborhood of these
potentially interesting points. Finally, the subsequent parts (Section 3.3) of this
chapter highlight representative research directions in object recognition developed
during the last few years.
From Local to Global Visual Features
It is often said that a central task for computer vision systems is to extract a com-
putational description of the world based on images. For many vision applications,
it is convenient to reduce the visual input space of the system to a set of visual
features.
Definition 3.1. A Visual Feature is a generic term that is defined as a prominent
or distinctive visual aspect, quality, or characteristic.
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More specifically, a visual feature can be quantitative or qualitative, localizable or
not, local or global. Global visual features are computed on the whole image. Among
them we can find color histograms, texture values, and global shape parameters.
These approaches have been widely used in industrial systems with a lot of success.
However in some situations (e.g. in the presence of occlusion), they cannot always
ensure satisfactory results. That is why most of the state-of-the-art methods have
focused on developing systems that exploit local visual features. These are locals, in
the sense that they are computed on a limited size neighborhood and are therefore
robust to partial occlusion of the scene. Their usefulness is used in several domains of
computer vision: starting from stereo matching, image retrieval, 3D reconstruction,
and object tracking. Local features can also be very useful in object recognition.
In this thesis, we will exploit local features as the visual input of our recognition
system.
3.1 Where: Local Feature Detection
This section is dedicated to the description of state-of-the-art methods for detecting
local visual features in images. The purpose is not to take the reader through an
exhaustive list of methods but rather to present a general survey of the field. The
questions addressed in this section are the following:
1. What do we expect from a local feature detector?
2. What are the available techniques and what are their properties?
Ideally, local features should be located in a potentially informative neighborhood
and extracted reliably. This means that the feature should present a reasonable
degree of robustness. The invariance should generally cover heterogeneous combi-
nations of scale, intensity, and geometric transformations as well as blur and image
compression artifacts. The key for a detector is to offer a good trade-off between
robustness and precision.
If we take a bird’s-eye view on the available detection techniques, three categories
appear: signal-based methods (Section 3.1.1), geometric (Section 3.1.2), and some
other methods that we call fast alternative approaches (Section 3.1.3). Some of
these methods are detailed in the next subsections where the second question is
considered.
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3.1.1 Signal-based Methods
In these methods the detection is done directly on the image intensity. A class of
signal-based methods has popularized the use of local features, they are called points
of interest. In 1977, Moravec [Mor77] was among the first to develop this notion,
which he defined as follows:
Definition 3.2. Points of interest are defined as occurring when large intensity
variations are present in every direction.
Moravec obtained them by computing a local auto-correlation in four directions
and taking the highest result as measure of interest. However, this operator has a
critical weakness: the use of only four directions for finding the local auto-correlation
lead to noisy responses. One year later, Beaudet [Bea78] proposed an interest point
detector which enhanced high curvature edges by calculating the image Gaussian
curvature that is based on the second derivatives of the image.
A few years later, Förstner [För86] described a detector based on a similar idea
that Moravec’s interest operator, but this time the measure of auto-correlation is
estimated from first order image derivatives. The use of first order derivatives leads
to a better robustness to noise. Harris and Stephens [HS88] modified Först-
ner’s detector by using another operator to select interest points which became
very popular.
In the next paragraphs, we review current signal-based methods to detect local
features. We present successively Harris detector and its various extensions, Hessian,
difference of Gaussian and MSER.
Harris Detector
The Harris interest point detector [HS88], also called Plessey detector, has been
popular in the 90’s. Its robust and reliable detection combined with its generality are
the main reasons of its success. Originally based on the work of Moravec [Mor77]
and Förstner [För86], the idea is, as previously said, to use the variation of the
auto-correlation over different orientations.
Harris and Stephens [HS88] have shown the possibility to use directly the
auto-correlation matrix (i.e. second moment matrix) for detecting interest points.
This matrix 1 (Equation 3.1) describes the gradient profile in the local neighborhood
1 This formulation [Sch96] uses a Gaussian function to compute derivatives. Note that the
original Harris detector uses the mask [-2 -1 0 1 2] to compute derivatives.
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of a point. It is sensitive to discontinuities of the image signal.
M(σI , σD) =
[
m11 m12
m21 m22
]
= σ2DgσI ∗
[
I2x(σD) IxIy(σD)
IxIy(σD) I
2
y (σD)
]
(3.1)
where I is the image convolved by a Gaussian derivative kernel, gσ is a Gaussian
kernel (Equation 3.2) of standard deviation σ, σI is the integration scale and σD the
derivation scale.
gσ =
1
2piσ2
e−(x
2+y2)/2σ2 (3.2)
Given any image I, its Gaussian derivatives Ix, Iy in both directions are defined as
follows:
Ix =
∂
∂x
gσ ∗ I (3.3)
Iy =
∂
∂y
gσ ∗ I (3.4)
Two parameters (σI , σD) are used to define the scale at which the detector op-
erates (the terminology is inspired by [GL96]):
Integration scale (σI): It defines the standard deviation of the Gaussian kernel
that is used to smooth the image derivatives in the neighborhood of each point.
Derivation scale (σD): It determines the standard deviation of Gaussian windows
that are used to compute the local derivatives. The image derivatives are then
averaged in the neighborhood of the point by smoothing with a Gaussian win-
dow of size σI . By convention, the derivation scale σD can be set proportional
to the integration scale σD = s σI . However, if the value of s is too small, σD
will also be small and the smoothing will be too large, therefore information
will be lost. Experiments [MS02] have shown that the best repeatable results
are obtained with a value of s ∈ [0.5, ..., 0.75]. In our work, we set s to 0.6.
Generally, the integration scale parameter σI has to be fixed manually, thus it
requires the user to have an approximate idea of the feature size. To avoid this
manual setting, automatic scale selection methods have been proposed and will be
discussed in a subsequent paragraph of this section.
The main contribution of Harris and Stephens is to provide an operator R on
the second moment matrix M that is proportional to bidimensional variations of
the intensity. This operator decides when the eigenvalues are sufficiently large to
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Figure 3.1: Analysis of cornerness in the Harris interest point detector [HS88]. Clas-
sification of an image point using the eigenvalues of M . (a) A corner is observed
through a small window that is moved around. Shifting this window in any direction
should give a significant change in the filter response. (b) When the window covers
an edge, there is no change along the edge direction. (c) Over an uniform region,
there is no change in any direction. Reproduced with permission from [Jod06].
establish the presence of an interest point. Intuitively, we can see that eigenvalues
λ1 and λ2 represent the two principal curvatures of the gradient for each point.
This property enables the extraction of points for which both curvatures are high,
which implies with good confidence that the window is over a corner. This notion is
measured through a difference between the trace and the determinant of the second
moment matrix.
Interest points are selected where the cornerness measure R is above a given
threshold t:
R = det(M)− α trace(M)2 > t (3.5)
R = λ1λ2 − α (λ1 + λ2)2 > t, α = 0.04 (3.6)
For any symmetric matrix the trace is the sum of the eigenvalues:
trace(M) =
∑
i
λi(M) (3.7)
The determinant is the product of the eigenvalues:
det(M) =
∏
i
λi(M) (3.8)
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As it is illustrated in Figure 3.1, if one eigenvalue dominates, the area is con-
sidered as an edge; and if both eigenvalues are low, the area can be considered as
uniform. In the classic Harris detector [HS88], the threshold parameter t has to be
fixed by the user. To avoid this, I implemented a simple procedure for an automatic
threshold selection. This can adjust the right threshold value to obtain a given
number of interest points.
Harris Color Points of Interest
The Harris interest point detector [HS88] originally operates on gray level image
intensities. A straightforward generalization of the Harris detector to color images
was introduced by Deriche et al. [DGM98, Gou00, GMDP00]. The second mo-
ment matrix M was adapted by replacing the original grey-level derivatives by the
combination of derivatives now applied on each color channel separately:
M(σI , σD) = σ
2
DgσI ∗
[
R2x +G
2
x +B
2
x RxRy +GxGy +BxBy
RxRy +GxGy +BxBy R
2
y +G
2
y +B
2
y
]
(3.9)
Here R,G,B are responses to the first Gaussian derivative for each channel of image
intensity. Following their experiments [GMDP00], it appears to be one of the most
stable color interest point detectors with regard to image rotation, noise, illumina-
tion, and viewpoint changes.
Scale Invariant Interest Points
The Harris detector considers a single fixed integration scale, and therefore fails
in the presence of scale changes. This may become problematic since a real-world
object is typically composed of structures with various sizes. This motivates the
introduction of detectors that can automatically select, for each location in the
image, the scale that best suits the neighborhood.
Several strategies are possible to determine the scale of each interest point au-
tomatically. The “naive” multi-scale Harris detector [Mik02] works as follows: it
detects interest points at several scales and looks for points which are maxima over
scales. A feature point is detected if a local maximum is present in a surrounding
3D cube and if its value is above the threshold. Unfortunately, experiments [Mik02]
have shown that this scale adapted interest function rarely reaches maxima over
scales. Many points are consequently lost and so is the repeatability of the detector.
To overcome this challenging task, researchers turned to scale space theory. Lin-
deberg [Lin98] extensively studied the use of dedicated scale selection operators.
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In order to select the scale of a point, the idea is to apply a given operator at several
scales, and then to select scales where measures reach local maxima. Below, we
describe two operators [Lin98] which are designed to recover the scale of different
image structures.
Blob Operator: The maximum response of a Laplacian filter (i.e. Laplacian-
of-Gaussians, LoG) (Equation 3.10) computed across several scales, can be
used to recover the characteristic scale of circular regions. This kernel is well
adapted to blob detection due to its circular symmetry (see Figure 3.2). It
also demonstrates empirically fair results for the characteristic scale selection
of other local structures such as corners, edges, and multi-junctions.
Laplacian(σ) = σ2|Ixx(σ) + Iyy(σ)| (3.10)
Corner Operator: This operator is a specific junction operator. The curvature is
multiplied by the gradient magnitude. This leads to the following operator:
K˜norm(σ) = σ
2(I2x(σ)Iyy(σ)− 2Ix(σ)Iy(σ)Ixy(σ) + I2y (σ)Ixx(σ)) (3.11)
The weakness of this kind of technique concerns the discretization of the scale
space. A common heuristic is to consider scales spaced out by a factor of 1.2 such
as: σ = 1.2n, where n = [0...17].
Harris-Laplace Detector
Mikolajczyk et al. [MS01] unified the technique of Lindeberg scale selection [Lin98]
and Harris detector [HS88] in a new scale-invariant interest point detector, named
the Harris-Laplace detector.
The detector (Algorithm 2) first constructs a scale-space representation of the
Harris measure. This is done by computing the second moment matrix M(σI)
(Equation 3.1) for the entire image at each considered scale σI . Local maxima and
minima are searched separately at each level of the scale space representation.
The second step is to consider spatial local extrema. If they are also a local
maximum in the scale dimension, by evaluating the normalized Laplacian, then the
point is selected as Harris-Laplace interest point. In the scale space, a point at a
scale s is a local maximum if its Laplacian response is greater than its two nearest
scales s−1 and s+1. This method allows to extract a set of characteristic locations
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Figure 3.2: Illustration of the computation of the intrinsic scale for blob features. (a)
The source image the size of which is 121×121 pixels. (b) The scale-space signature
r(60, 60;σ) for the location at the center of the image. Each local maximum in this
signature defines an intrinsic scale for this location: In this example, two intrinsic
scales are detected at σ = 11 pixels and σ = 42 pixels. Thus, there are typically
multiple intrinsic scales associated with each image location. (c) Two circles whose
radii correspond to one computed intrinsic scale are overlaid on the source image.
The smaller intrinsic scale corresponds to the Earth, whereas the larger is induced
by the sun (reproduced with permission from [Jod06]).
with associated scales. In experiments [MS01], it has been shown that this detector
performs reliable detection in presence of large scale changes.
However, displacements may occur between local maxima at different scales.
Therefore, comparing the same spatial point in another scale is biased. To solve
this problem, an extension was introduced [Mik02, MS04] to perform an iterative
adaptation of the point location in order to select the scale invariant interest points.
This procedure is given in Algorithm 3.
Affine Invariant Detector
The principal weakness of the Harris-Laplace detector [MS01] is its imprecise de-
tection in the presence of viewpoint changes. A small displacement of the camera
leads to an object surface deformation. Such a transformation introduces significant
changes in the point location as well as in the scale and the shape of its neighbor-
hood. If one tries to match points between affine transformed related images, one
will probably see a displacement of the local maximum. This can be an issue in
some applications.
Mikolajczyk et al. [MS02] improved the Harris-Laplace detector [MS01] and
presented a new approach for detecting affine invariant interest points. Their iter-
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Algorithm 2 Harris-Laplace Detector
1: Σ← select n scales {σi=1..n}
2: T ← choose a threshold
3: for each scale σi ∈ Σ do
4: Compute the matrixM(σI , σD) (Equation 3.1) where σI = σi and σD = 0.6×σi
5: Compute R (Equation 3.5) for each point x in the image
6: Pxσi ← Extract local maxima in R above threshold T
7: P ← P ∪ Pxσi // where Pxσi is the response R computed at point x with scale
σi
8: end for
9: for each point Pxσi ∈ P do
10: if ITERATIVE VERSION then
11: S ← S ∪ Iterative Scale Selection(Pxσi)
12: else
13: if Lxσi > Lxσi+1 ∧ Lxσi > Lxσi−1 // evaluate Laplacian response then
14: S ← S ∪ {x, σi}
15: end if
16: end if
17: end for
Algorithm 3 Iterative Scale Selection(Pxσ )
1: repeat
2: σ′ = σ
3: x′ = x
4: σ′ ← Find the local extremum over scale for the point x (by evaluating the
Laplacian), otherwise reject the point. The investigated range of scales is
limited to tσ with t ∈ [0.7, ..., 1.4]
5: x′ ← Detect the spatial location of a maximum of the Harris measure R
nearest to x for the selected scale σ′
6: until σ′ = σ ∧ x′ = x
7: Return {x′, σ′}
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ative method can deal with significant affine transformations including large scale
changes. The approach is based on two key ideas:
• the scale of a local structure can be computed by considering the local maxi-
mum of Laplacian responses over scales, and the location of the points can be
iteratively adjusted (similarly to the Harris-Laplace detector).
• the second moment matrix (Equation 3.1) computed on a point can be used
to normalize a region in an affine invariant way [LG97, Bau00].
The main contribution of the Harris-Affine detector is to provide an iterative pro-
cedure (Algorithm 4) that modifies location, scale, and neighborhood of each initial
interest point and converges to affine invariant points by repeatedly normalizing the
image neighborhood.
A quantitative comparison [Mik02] with existing detectors shows a significant
improvement in the presence of large affine deformations. However, the gain on
view-point invariance is lost on repeatability. In our implementation, we observed
that many points do not converge to stable normalized region.
Algorithm 4 Affine Invariant Interest Point Detector (Simplified)
1: {X,Σ} ← Apply Harris detector at several scales
2: for each point x ∈ X of scale σ ∈ Σ do
3: xk ← x // spatial location
4: σk ← σ // integration scale
5: repeat
6: // Find the local extremum over scale around σk by evaluating the Laplacian
7: {σI , σD} ← select integration and derivation scale at point xk
8: compute transformation T ←
√
M(x(k), σI , σD)
9: normalize T to λmax(T ) = 1
10: normalize window centered on x(k) using T
11: x(k+1) ← compute the nearest interest point to x(k) for M(σI , σD)
12: σ(k+1) ← σI
13: k ← k + 1
14: until λminM(x
k,σI ,σD)
λmaxM(xk,σI ,σD)
< τ
15: // if no convergence reject x
16: end for
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Difference of Gaussians
Inspired by Lindeberg’s scale selection theories [Lin98], Lowe et al. [Low99, BL02]
have developed an efficient scale-invariant feature detector. This has some similar-
ities to the non-iterative Harris-Laplace but it approximates the Laplacian by a
Difference-of-Gaussians (DoG) that can be computed more efficiently:
DoG = (Gσ1 −Gσ2) ∗ I = (Gσ1 ∗ I)− (Gσ2 ∗ I) (3.12)
The gain in computational cost is possible thanks to a Gaussian pyramid represen-
tation of the image. Each level in this pyramid is the smoothed version of the lower
level, starting with the bottom level containing the source image. The top level
corresponds to the coarsest scale, and is limited by the size of the image.
The detector uses the Gaussian pyramid to build a DoG pyramid . Each level of
the DoG pyramid is obtained by subtracting two successive levels of the Gaussian
pyramid. Lowe et al. proposed to identify local 3D extrema (x, y, σ) in the DoG
pyramid. Then, they locate the extrema to sub-pixel / sub-scale accuracy by fitting
a second degree function to the scale-space Laplacian.
The main drawback of this technique is the need of a “cleaning step” where edge
responses are eliminated.
Hessian Interest Points
Hessian interest point detector was proposed by Beaudet [Bea78]. It enhances high
curvature points by calculating image Gaussian curvature. Similarly to the Harris
detector [HS88], it was extended more recently by using Gaussian kernels to smooth
the derivative responses. The Hessian is the matrix of second partial derivatives
expressed as
H(σI , σD) =
[
hxx hxy
hyx hyy
]
= σ2DgσI ∗
[
Ixx(σD) Ixy(σD)
Ixy(σD) Iyy(σD)
]
(3.13)
hxxhyy − h2xy > threshold (3.14)
where σI is the integration scale, σD the derivation scale, g the Gaussian, and I the
image smoothed by Gaussian derivative.
Multi-scale and affine extensions are straightforward and similar to those of the
Harris interest point detector.
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Maximally Stable Extremal Regions
The concept of Maximally Stable Extremal Region (MSER) was proposed byMatas
et al. [MCUP02]. An Extremal region consists of a subset of connected of pixels
which are all brighter (MSER+) or darker (MSER-) than all the pixels on the region’s
boundary. These regions are obtain through a watershed flooding segmentation
algorithm [VS91] that is applied to the image intensities. To define the regions, the
algorithm selects segment boundaries that are stable when considering successive
thresholded transformations of the original image.
By construction, the selected regions are quite often uniform regions surrounded
by a highly contrasted boundary. Therefore, the reliable matching of such regions is
difficult. In order to more easily describe distinctively each region, an ellipse is fit to
it. The position of the regions are computed from the average pixels locations. The
size is given by a geometric mean of the eigenvalues of the second order moments
matrix, computed from the pixel locations. The need for this operation is closely
linked to the following section, where we consider feature extraction for describing
regions or points with their neighborhood.
Interestingly, this type of feature is invariant to affine and photometric trans-
formations. It is also really fast; the computational complexity is linear in the
number of pixels. It has been successfully used in Image Retrieval [OM02a] and
Stereo Matching [MOC02, CMO03]. MSER often demonstrate high precision and
repeatability in object recognition tasks. However, the main weakness resides in the
number of regions detected which is often too small.
(a) (b) (c)
Figure 3.3: An image (a) and its topographical intensity surface (b). After detection
(c), ellipses are used to fit MSER regions.
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Intensity Extrema-Based Region Detector
Recently, Tuytelaars and Van Gool [Tuy00, TG00, TVG04] proposed a method
to detect and extract affine invariant regions. The method, of which an outline is
presented in Algorithm 5, starts from intensity extrema detected at several scales,
and explores the image around them in a radial way. A function applied on each ray
is used to determine regions of arbitrary shape, which are then replaced by ellipses.
Given a local extremum, the intensity profile along reach ray originating from
the extremum is studied by evaluating the function fI(t):
fI(t) =
abs(I(t)− I0)
max
(R t
0 abs(I(t)−I0) dt
t
, d
) (3.15)
where t is the Euclidean length along the ray, I(t) the intensity at position t, I0 the
intensity value at the extremum, and d a small number which has been added to
prevent a division by zero.
The authors showed that the point for which function fI(t) reached an extremum
generally offers affine invariant properties. Typically, a maximum is reached at
positions where the intensity suddenly increases or decreases. Once the maximum
is detected, all corresponding points of fI(t) along rays originating from the same
local extremum are linked to define an affine covariant region. This irregular region
is replaced by an ellipse having the same shape moments up to the second order
(Figure 3.4).
Algorithm 5 Intensity-based Regions
1: X ← Detect intensity extrema in image
2: for each point extrema x ∈ X do
3: Consider intensity profile along rays
4: lmax ← Select maximum of invariant function f(t) along each ray
5: rx ← Connect all local maxima lmax to create a region
6: ex ← Fit an ellipse for the region rx
7: S ← S ∪ {x, ex}
8: end for
Salient regions
The detector of Kadir and Brady [KB01] is another way to detect features in the
scale space of the image. In contrast with Harris-Laplace detector [MS01], it does
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Figure 3.4: The intensity along “rays” emanating from a local extremum are studied.
The point on each ray for which a function f(t) reaches an extremum is selected.
Linking these points together yields to an affine invariant region, to which an ellipse
is fitted using moments. Reproduced with permission from Tuytelaars [Tuy00].
not start with interest points but rather tries to find regions that are salient directly
over both location and scale. To do so, it first constructs an intensity histogram for
each point in the image using a circular region. Then the entropy of each histogram
is calculated. For a given point x, local entropy can be defined as:
SD,Wσx = −
∑
i
PD,Wσx (di)log2PD,Wσx (di) (3.16)
whereW σx is the local neighborhood extracted at scale σ, D is a descriptor that takes
on values di=1,...,r, PD,Wσx (di) is the probability of descriptor D taking the value di
in the local window W σx .
The saliency of each location and scale is measured. This leads to a 3-D saliency
map. Regions of high saliency are clustered over both location and scale. The N
centroids of the clusters are selected as output features.
This framework was recently extended by including invariance to affine transfor-
mations [KZB04]. Despite its known stability when only a small number of regions
per image are required, this detector suffers from a prohibitive computational cost
that reduces its popularity.
Wavelet-based Interest Points
Harris-like interest point detectors may present some weakness for the detection
of features in natural images. Specifically, interesting features are not necessarily
located at corner locations. From these observations, Loupias et al. [LS99, SL03]
presented another class of interest points based on a wavelet image representation.
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The wavelet image is obtained as the convolution of image with a wavelet function
computed at different scales. A recursive process tracks interesting locations in
different resolutions to keep the points presenting the highest response to a saliency
measure.
Precision, repeatability and information content experiments performed on a
small number of images showed that the wavelet-based interest point detectors
provide better results compared to the classical Harris detector in some condi-
tions [STL+02]. Also, this detector is not restricted to image regions where the
signal vary two-dimensionally.
3.1.2 Geometry-based Methods
In geometry-based methods, edges are often used as a starting point. A preliminary
step using a standard edge detector (e.g. Sobel [Pin69], Canny [Can86]) is often
performed. Intuitively, an edge is detected if there is a strong contrast transition in
one direction at a given point.
Since the first attempts to perform object matching in the 70’s, edges have gen-
erally been popular and considered as strong cues in many other applications. More
generally, it is common to use edge points as input to find more robust and infor-
mative locations. Among all the possible geometric-based approaches, we mention
here two different directions that are pursued by the computer vision community.
• One possibility is to construct a polygonal approximation of edges. The idea
is to link edge points to produce segments. Local features can either be con-
sidered at each segment intersections [HSV90], or defined by the region con-
structed from segments [TVG04].
• The Shape Skeleton [Blu67, GS99, Xia89] is obtained by repeatedly thinning
until it becomes a one pixel width network. Thinning strategies generally work
on the principle of stripping away successive layers of shape boundary points
on the condition that the removal of a point does not change the connectedness
of the shape. When all allowable points have been removed the shape skeleton
is left. By their nature, thinning algorithms are sensitive to occlusion (to a
thinning algorithm an occluded shape looks like a different shape with different
topology) and in general recognition schemes based on skeletons cannot cope
with occlusions.
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The known problem of this kind of methods is that edge detection is sensitive to noise
and has some difficulties in the presence of complex images or structures. Sometimes
the class of object or the texture does not allow to detect lines. These arguments
reduce the generality of this approach and lead us to consider other techniques to
detect features more robustly.
3.1.3 Fast Alternative Methods
The role of signal and geometry-based methods is to reduce the visual input space
of the system in focusing on some image area that are believed to be pertinent.
However, in the case of object recognition, the computational cost to perform the
detection and the fact that a detector may miss crucial locations has motivated some
researchers to use different approaches. These alternative approaches do not rely
on image intensity but rather use a stochastic process to generate image locations.
Among these methods, we review fixed grid, fully random, and randomized grid
detection.
Fixed Grid
The fixed grid detector is the most basic strategy to reduce the input space to a
set of feature locations. It simply returns a set of image locations {xij, yij}, each of
them being sampled along a uniform, regularly spaced grid.
Surprisingly, this simple detector gave good results in some applications such
as scene classification [VS04, FP05]. In contrast with interest point detectors that
are often distributed along highly contrasted image structure, it has the inherent
advantage that the images are densely covered. However, we observed that the use of
regularly spaced grid may suffer from singularities in some situations. For instance,
if the grid is placed on an image representing a horizontal line, the appearance of
all the features extracted along the line will be influenced by vertical displacement
of the image. Also they will all have the same appearance. As we observed in
our experiments, this may induce some generalization problems during learning,
particularly for the recognition of object classes.
Full Randomized
Another random strategy has been proposed by Marée et al. [MGPW05c]. This
stochastic detector is said fully randomized. In its basic version, the randomized
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Fixed grid Random Randomized grid
Figure 3.5: Illustration of three strategies for spatial sampling. (left) The fixed grid
is the most uniform sampling strategy but may suffer from singularities. (center) A
poor choice of a Random selection method of points may lead to a bad covering of
the image. Randomized grid method (right) presents the advantages of using a grid
sampling but avoid singularities by introducing a small random displacement in the
point location.
detector selects k interest points in the image at random. Marée et al. have shown
remarkable performance of this approach for image classification [MGPW05c]. In
our experiments we observed that such a detector may not well cover the image when
the number of generated points becomes low. Our observations were confirmed in
the context of image interpolation [Kir03] where a randomized grid sampling gave
more accurate results than a random strategy.
Randomized Grid
The weaknesses of the fixed grid method can be remedied by randomizing the posi-
tion of points. This stochastic process corresponds intuitively to “shaking the grid”.
The method we propose first uses a fixed grid to generate a basic set of points
{xij, yij}. Then a random shift is introduced to these coordinates of points, which
has the effect of shaking the grid. Thus, the points move away from the initial
positions into random directions. The shift, which is different for each point, is
assigned in the form of a percentage δ of the interval τ between the rows and the
columns. An outline of the procedure is given in Algorithm 6.
This method offers the same advantages of a fixed grid detector; very low com-
putational cost and dense covering of the image. In addition, it also prevents the
system from singularities and demonstrated more reliable results for different sce-
narios in our recognition framework.
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Algorithm 6 Randomized Grid Generation
1: X ′ ← {}
2: X ← generate a fixed grid
3: τ ← distance between two points of the grid
4: δ = .5 // percentage of the interval τ
5: for each point {xij, yij} ∈ X do
6: // Compute random shifts within the interval
7: sx = rand(−τδ, τδ)
8: sy = rand(−τδ, τδ)
9: {x′ij, y′ij} = {xij + sx, yij + sy}
10: X ′ ← X ′ ∪ {x′ij, y′ij}
11: end for
3.1.4 Discussion
In this section, we have focused on providing a summary of the most popular ap-
proaches to detect local features. These techniques are extremely diversified and
relie on different properties of the image values. Therefore they may have different
behavior depending on the type of image. In the following chapter, we will evaluate
their performances on a set of images.
The common point between these techniques is to provide a set of local, po-
tentially interesting regions in the image. The description of these regions is the
other task involved in the feature extraction process. It is discussed in the following
section.
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3.2 What: Local Description
In the previous section, we presented state-of-the-art approaches to the detection of
local features. These relatively robust image locations were selected either from a
stochastic process or on the basis of the intensity structure of their neighborhood.
We will see in this section how it is possible to extract a both compact and robust
representation of these local image regions.
Many different local descriptors have been proposed in the literature. A direct
approach is to sample the local image intensities around the interest point at the
appropriate scale. However, for some applications this sampling is too sensitive to
changes such as affine, photometric, 3D viewpoint change, or non-rigid deformations.
Moreover, the high-dimensionality can also be prohibitive. In order to be able to
deal with complex transformations of the signal and to obtain a compact repre-
sentation, the computer vision community has focused on the development of local
image descriptors that present interesting properties: invariance to image rotation,
illumination variation, and view-point change.
The main difficulty for these methods is to find the best compromize between
degree of invariance and selectivity (i.e. discriminative power). For instance, let
us consider a descriptor that consists of pixel values. This descriptor will be very
distinctive, but will also present a weak invariance degree and will not generalize
well. On the other hand, descriptors with a high degree of invariance may have a
reduced discriminative power.
Various high performance techniques to describe local features have been de-
veloped in the last few years and will be reviewed in this section. The available
methods are classified in three main classes. After reviewing Convolution Coded
(Section 3.2.1) and Histogram based Descriptors (Section 3.2.2), we explore al-
ternative approaches (Section 3.2.3). Finally, we terminate this overview of local
description techniques by a discussion in Section 3.2.4.
3.2.1 Convolution Coded Descriptors
A commonly used approach to describe an image region is to extract the responses of
a Gaussian filter (or its derivatives). These techniques, called convolution coded, are
very compact and present fair invariance properties to simple image transformations.
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Differential Invariants
Intuitively, Differential Invariants are constituted of responses of several combina-
tions of Gaussian derivative convolutions applied on a given local region.
This is motivated by the Taylor expansion that is a classical technique to describe
a function locally in terms of its derivatives. Koenderink et al. [KvD87] exploited
this property to characterize the intensity function of an image region. The so-called
local jet descriptor uses the Gaussian filter to compute local image derivatives in a
more robust way. The local jet JN [I] computed up to the order N for the image I
is written as:
JN [I](x, σ) = {Li1...in(x, σ)|(x, σ) ∈ I × R+;n = 0, . . . , N} (3.17)
Here the term Li1...in(x, σ) represents the convolution of the image with the n-th
Gaussian derivatives such that each ik ∈ {x, y}.
In practice, the set of invariants is usually limited to third order. Equation 3.18
shows the elements of the differential invariant descriptor
−→
D up to second order. The
second term is given in tensorial notation [SM97, WCT98] (i.e. Einstein summation
convention):
−→
D [0..4] =

L
LiLi
LiLijLj
Lii
Lij + Lji
 =

L ↔ Intensity
LxLx + LyLy ↔ Gradient Magnitude
LxxLxLx + 2LxyLxLy + LyyLyLy
Lxx + Lyy ↔ Laplacian
LxxLxx + 2LxyLxy + LyyLyy

(3.18)
Likewise Differential Invariants for color images [MGD98, GMP98, GSvdB01, Hal01]
combine Gaussian kernel responses of RGB color channels. Here is the composition
of such a descriptor using only first order invariants:
−→
D col[0..7] ==

R ↔ Red Channel Intensity
RxRx +RyRy ↔ Red Channel Magnitude
G ↔ Green Channel Intensity
GxGx +GyGy ↔ Green Channel Magnitude
B ↔ Blue Channel Intensity
BxBx +ByBy ↔ Blue Channel Magnitude
(R2x +R
2
y)(G
2
x +G
2
y) ↔ Red and Green Magnitude
(R2x +R
2
y)(B
2
x +B
2
y) ↔ Red and Blue Magnitude

(3.19)
44
Chapter 3. State of the art
Steerable Filters
Pursuing the direction suggested by the Differential Invariants [KvD87], where de-
scriptors are constructed from Gaussian derivative kernel convolutions, Freeman
and Adelson [FA91] introduced a new set of filters, called steerable filters, and
defined it as:
Definition 3.3.A filter set forms a steerable filter class if a copy of the filter at any
orientation can be computed as a linear combination of the basis filters.
Interestingly, Gaussian derivative kernels are steerable. Therefore, it is possible
to use this property to describe a local neighborhood. The oriented derivative of
a Gaussian of order d at orientation θ is written as Lθd(x, σ). Here is a general
formulation for the first three derivatives (following the notation in [Pia01]):
Lθd =
d∑
k=0
L
θk,d
d c
θ
k,d (3.20)
where
cθk,1 = cos(θ − kpi/2) k = 0, 1
cθk,2 =
1
3
(1 + 2 cos(2(θ − kpi/3))) k = 0, 1, 2
cθk,3 =
1
2
(cos(θ − kpi/4) + cos(3(θ − kpi/4))) k = 0, 1, 2, 3.
(3.21)
The steerable descriptor will have the following composition:
−→
D =
(
L
θ0,1
1 (x, σ), L
θ0,2
2 (x, σ), L
θ1,2
2 (x, σ), L
θ2,2
2 (x, σ),
L
θ0,3
3 (x, σ), L
θ1,3
3 (x, σ)L
θ2,3
3 (x, σ), L
θ3,3
3 (x, σ)
)T
(3.22)
where the θk,d orientations are defined by
θk,d =
kpi
d+ 1
, k = 0, ..., d (3.23)
and the particular reference orientation can be computed according to the dominant
gradient orientation:
tan θg =
Ly
Lx
(3.24)
If the gradient is well defined in the local region, this technique is particularly
efficient. However, the computation of θg orientation is a weakness in presence of
circularly uniform regions.
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Complex filters
Instead of using Gaussian filters directly to compute invariants, Baumberg [Bau00],
Schaffalitzky, and Zisserman [SZ02] proposed to use complex filters that are
derived from the following equation:
K(x, y, θ) = f(x, y) e iθ (3.25)
where f(x, y) is a function applied on the image and θ the orientation.
Baumberg uses Gaussian derivative convolution for f(x, y) whereas Schaffal-
itzky and Zisserman apply the polynomial
Km,n(x, y) = (x+ iy)
m (x− iy)n g(x, y) (3.26)
where g(x, y) is a Gaussian. Different filters are computed by varying m and n such
that m + n ≤ 6. The final descriptor consists of 15 absolute values; one for each
filter response.
Complex filters differs from Gaussian derivatives by a linear coordinates change
in filter response space [MS03]. Therefore they tend to exhibit different properties
and the choice depends on the type of image.
Phase-based Descriptors
Another approach to local description is based on the phase and amplitude responses
of complex-valued steerable filters (Carneiro et al. [CJ02, CJ03]). It exploits the
fact that phase data is often locally stable with respect to scale changes, noise and
common brightness changes.
The so-called phase-based local feature is a complex representation [Bau00] of lo-
cal image region that is obtained through the use of quadrature pair filters, tuned to
a specific orientation and scale. More specifically, they used the steerable quadrature
filter pairs:
g(x, σ, θ) = L2(σ, θ) ∗ I(x) (3.27)
h(x, σ, θ) = H2(σ, θ) ∗ I(x) (3.28)
where L2(σ, θ) is the Laplacian, H2(σ, θ) is the approximation of the Hilbert trans-
form of L2(σ, θ) and σ is the standard deviation of the Gaussian kernel used to derive
L2(σ, θ) and H2(σ, θ). A complex polar representation can be written as:
g(x, σ, θ) + ih(x, σ, θ) = p(x, σ, θ) eiφ(x,σ,θ) (3.29)
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It uses steerable filters to make the features invariant to rotation. To reduce the
system’s sensitivity to brightness changes, they add a constraint to the minimum
absolute amplitude which is similar to contrast normalization [Car04]. The final
descriptor is constructed from the complex filter responses.
Empirical results compared their phased-based descriptor with another based
on differential invariants. They show that phase-based local feature leads to better
performance when dealing with common illumination changes and 2-D rotation.
3.2.2 Histogram Descriptors
Histogram-based approaches have been widely used in image retrieval applications.
Originally, they were constructed from the entire image intensity values. Global
methods mainly used them because of their dimensionality reduction facilities. More
recently, they have been extended to describe local regions efficiently using either
color, or information obtained from different filters (e.g. gradients) applied on the
image region.
In the common mathematical sense, a histogram is simply a mapping that counts
the number of observations that fall into various disjoint categories (known as bins).
Thus, if we let N be the total number of observations and n be the total number of
bins, the histogram hk meets the following conditions:
N =
n∑
k=1
hk (3.30)
In the following, description techniques based on histograms are presented. They
mainly differ in the nature of the partitions (e.g. color, filter response,. . . ) in
which they will accumulate votes. We subsequently describe Color and Texture
Histograms, Spin Images, Shape Context, and the Scale Invariant Feature Transform
(i.e. SIFT).
Color Histograms
A straightforward way to build an histogram is to vote for the intensity value cor-
responding of each color channel in a reduced discretized color space. This concept
was introduced under the name of color histograms [SB91]. They were originally
tri-dimensional and based on widespread RGB colorspace.
By construction, this approach is robust to scale and rotational transforms. Un-
fortunately, it completely discards the spatial structure of the scene. Moreover,
47
Sec. 3.2. What: Local Description
the use of color histograms based on RGB color space is not ideal. Indeed, this
colorspace is very sensitive to the illumination conditions and is not perceptually
uniform. This leads to unexploited and redundant bins if using a uniform quan-
tization. The computer vision community has investigated the normalization of
color histograms [JV96], as well as color spaces that improve uniformity such as
HSV [SC95], CIELub [STLC97] or CIELab [CTB+99]. These color spaces often
allow for better recognition.
Although they are very popular in global methods, the use of color histograms to
describe local regions is marginal. We noticed image retrieval [CCH01], color image
segmentation [LP99] and object tracking [ZK04].
Texture Histograms
The texture histogram (i.e. texton histogram) exploits different filter outputs to
encode the distribution of the local intensity spatial structure (i.e. texture) over an
image region. To build a texture histogram, a three-step procedure is applied.
• the image region is first filtered using a filter bank.
• then each pixel is represented by a multidimensional feature vector obtained
by concatenating the corresponding filter responses.
• finally, the spatial distribution of the representative local structural features
over the region is approximated by computing a multidimensional histogram.
Possible techniques to compute texture histograms include; the use of first-order
Gaussian derivatives, the Laplacian as linear filters [SC96, SC00], and multi-scale
measure based on Gaussian derivatives [LS03]. Recently, advances [OD04] in texture
histograms focused on local height variations to compensate the shadowing and
occlusions effects.
Spin Images
Schmid et al. [SLP03, Laz06] proposed to use an intensity-based rotation-invariant
descriptor in a texture recognition system. The idea is based on the spin images
introduced by Johnson et al. [JH99].
Definition 3.4. An intensity domain SPIN image is a 2D histogram encoding the
intensity distribution of an affine-normalized patch. The two dimensions of the
histogram are the distance from the center d and the intensity value i.
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Figure 3.6: Construction of SPIN images. Three sample points in the normal-
ized patch (left) map to three different locations in the descriptor (right) (Modified
from [Laz06]).
As it can be seen in Figure 3.6, the slice of the SPIN image corresponding
to a fixed distance is the histogram of the intensity values of pixels located at a
distance from the center. Since the d and i parameters are invariant under orthogonal
transformations of the image neighborhood, spin images offer an appropriate degree
of invariance for representing affine-normalized patches.
In their implementation [SLP03], 10 bins were used for distance and intensity
value, resulting in 100-dimensional descriptors. More precisely, they implemented
the spin image as a “soft histogram”. In this type of histogram, each pixel within the
considered region contributes to more than one bin. The contribution c of a pixel
located in x to the bin indexed by (d, i) is computed as:
cx(d, i) = e
(− (|x− x0| − d)2
2α2
− |I(x)− i|
2
2β2
)
, (3.31)
where x0 is the location of the center pixel, and α and β are the parameters rep-
resenting the “soft width” of the two-dimensional histogram bin. To obtain good
results, the patch size should be around 10× 10.
Shape Context
Another kind of local descriptor based on histogram computation has been intro-
duced by Belongie et al. [BMP00]. The basic idea behind shape contexts is to
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encode the relative distribution of neighbors to each edge point of a given contour.
Thus, this detector requires a preliminary step that used a standard edge detec-
tor [Can86] to find the position of edge points.
Given a set of n points from an image sampled along a contour P , such as
P = {p1, p2, . . . , pn}, pi ∈ R2, (3.32)
Shape Context uses a log-polar decomposition of the circular image region (with a
precision of 10 degrees) of each point pi, and counts neighboring edge points in each
spatial bin. This results in a 36-dimensional descriptor. Scale and shift invariance
are obtained by normalizing distances by the mean distance between all points.
This technique is especially well suited when edges can easily be detected in
images. It was successfully used in several image matching applications [BMP01,
BMP02, MBM05].
SIFT Descriptors
Currently, the most employed histogram-based technique is the Scale Invariant Fea-
ture Transform (SIFT) [Low99, Low04]. This descriptor was introduced by Lowe
and produces a scale and orientation invariant characterization of interest points.
The idea is first to compute the orientation of the gradient and its magnitude at
each sample point of the region around the interest point. Each region is divided
in subregions of size 4 × 4. Values of each sample point of a subregion are then
accumulated into orientation histograms (8 orientations) where each column corre-
sponds to the sum of the gradient magnitudes in that direction within the subregion.
The computed SIFT descriptor simply stores these values and has a dimension of
8 × 4 × 4 = 128 elements. The general procedure to compute SIFT descriptors
is given in Algorithm 7 and illustrated in Figure 3.7 where a SIFT descriptor is
computed on a Southern Crab Nebula image acquired by the Hubble telescope.
This technique leads to a high dimensional, but not prohibitive, description of
interest points and generally offer good results for a wide variety of context. Indeed,
the SIFT approach has successfully been used in many various projects such as
object recognition, motion capture [PH03], or robot localization [SLL01].
The high performance obtained by SIFT descriptor can essentially be explained
by two factors. First, it takes parts of the advantages of histogram techniques
that reliably represent the region in a compact and robust way. Second, the use of
gradient information describe the spatial structure in a sparse fashion and present
good invariance properties in presence of illumination changes.
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Algorithm 7 Scale Invariant Feature Transform (SIFT) {x, y, σ}
1: // estimate local orientations
2: for each point {x′, y′} in the neighborhood of {x, y} do
3: Compute the gradient magnitude and orientation at x′, y′ for given scale σ
m(x′, y′, σ) =
√
Lσx(x
′, y′)2 + Lσy (x′, y′)2
tanθ(x′, y′, σ) = (Lσy (x
′, y′)/Lσx(x
′, y′))
4: end for
5: M ← Form a 36-bin histogram from gradient orientations θ(x′, y′, σ) where each
orientation is weighted by its magnitude and by a circular Gaussian centered at
{x, y}
6: θ ← max(M) // Locate the highest peak in the histogram
7: θacc ← fit a parabola to the 3 histogram values closest to the maxima θ to
interpolate the angle with a better accuracy.
8: // build the descriptor
9: W ← decompose the region centered on point {x, y} at scale σ into 16 windows.
10: for each window wi ∈ W do
11: Hi ← compute a 8 bins histogram of its gradient orientations relative to θacc
12: weight each observation by the magnitude and a Gaussian centered at {x, y}
13: end for
14: return {H}i=1...16 // SIFT descriptor
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(a) (b)
Figure 3.7: Center of the Southern Crab Nebula He2-104 (http://hubblesite.org).
(a) Per pixel image gradients computed using local differences. (b) The SIFT de-
scriptor for this image. The SIFT descriptor uses a 4x4 grid of histograms, where
directions are quantized to 8 bins. The overall descriptor contains 128 bins, and is
robust to small translations and warpings of the image.
The large attention given by researchers has led to several evolutions of the
original SIFT descriptor:
PCA-SIFT [KS04] applies PCA to the normalized gradient image to produce a
36-dimensional vector.
GLOH Gradient Localization and Orientation Histograms [MS05] applies PCA to
a log-polar location grid.
RIFT Rotation Invariant Scale Transform [Laz06] perform a rotation normaliza-
tion before the computation of orientation histograms. To maintain rotation
invariance, this orientation is measured at each point relative to the direction
pointing outward from the center.
SURF Speeded Up Robust Feature [BTVG06] is an approximation of the SIFT
descriptor. It performs at a lower cost in complexity and is therefore suitable
for real-time applications. The computation can be carried on about 3-4 times
faster (the running time on a 800× 640 image is 350ms).
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3.2.3 Alternative Approaches
Besides convolution coded and histogram-based descriptors, many other techniques
can be used to characterize the intensity of a local region. We review here some that
have been considered in this thesis.
Patches of Intensity Values
A simple and straightforward technique to describe a region is to resample it to a
square of fixed size (e.g. by bilinear interpolation), and to directly use the raw pixel
values as a local descriptor. This idea has demonstrated comparable performance
to state-of-the-art local description techniques [EC04]. Furthermore, it has been
successfully applied to image classification byMarée et al. [MGPW05c]. Typically,
extracted patches are resized to 11 × 11 pixels, thus leading to 363 = 11 × 11 × 3
values in the case of color images. HSV color space, which defines a color in terms
of hue, saturation, and value (or lightness), is used. It is often preferred to RGB
because it allows for more robustness against illumination changes. This is because
the distance function can more easily balance the importance of the lightness term.
Nevertheless, the major drawback of the basic version of this technique is that
it is sensitive both to scale, orientation, and illumination changes. To obtain scale
invariant patches, we proposed [SP06] to exploit Lindeberg’s scale selection process
to select the appropriate size at which the patch should be extracted 2. Likewise,
orientation is obtained by computing the gradient direction for the given region.
Another problem of patch extraction comes from the fact that a small displace-
ment can induce a large difference in the distance measure between two descriptors.
Brown et al. [BSW05] explained how image patches can be made less sensitive to
the exact feature location by sampling the pixels at a lower frequency (typically, the
frequency at which the interest points are located). Given an oriented point (x, y, l, ),
they sample a 8 × 8 patch of pixels around the sub-pixel location of the point, us-
ing a spacing of s = 5 pixels between samples. To avoid aliasing, the sampling is
performed at a higher pyramid level, such that the sampling rate is approximately
one per pixel. To obtain illumination invariance, the descriptor vector is normalized
so that the mean is 0 and the standard deviation is 1. These manipulations have
the effect of robustifying the patches to obtain a fair degree of invariance to most
common image variations.
2 The size of the patch is critically linked to the environment in which the task is performed.
In Chapter 6, the best size and shape will be learned to produce adaptive patch features.
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Interest Point Groups
The description techniques presented so far were designed to describe the surround-
ing region of each point separately. When stable feature points can robustly be
identified, an alternative is to use groups of features to describe the intermediate
region between them. In this way, there is no one-to-one mapping between points
and descriptors.
This idea was explored in the context of image matching by Brown and
Lowe [BL02, Bro05]. They demonstrated that relative positions between inter-
est point groups can be used to compute local 2D transformation parameters that
relate two images. By using different number of points (2, 3, or 4), which are nearest
neighbors, they were able to form local descriptors invariant to any 2D projective
transformation (similarity, affinity, or homography).
We exploited these features as input into a hierarchical object recognition frame-
work [Sca04]. Whereas interest points were originally located at difference-of-Gaussian
function (DoG), we proposed to use Harris-Laplace points as inputs. This was mo-
tivated by the higher repeatability rate of the Harris-Laplace detector [SMB98].
Specifically, the class of point group we used is the triplet class (i.e. a set of
three points). As mentioned by Isaksson [Isa02, GM04], a triplet invariant T =
(f1, f2, f3) is a three-tuple of local features (e.g. interest points) associated with a
description function D = D(T ), that offers the three following invariance properties:
Orientation invariance: D is invariant to rotations of the object around arbitrary
points in the image plane.
Scale invariance: D is invariant to scale changes of the object.
Order invariance: D is invariant to the ordering of f1, f2, and f3.
In our implementation, triplets are formed by grouping interest points which are
nearest neighbors 3. After verifying that the points are not collinear, we retrieve the
2D transformation parameters t2D to a canonical frame (made of 13×13 values). In
order to retrieve the right correspondence between the observation and the reference
triple, for each point of the triple, we consider the angle formed by the two others.
We assign the base point of the affine transformation to the point with the greatest
angle.
3A Delaunay triangulation can also be applied to obtain a set of triangles.
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Figure 3.8: Correspondence of triplets of interest points in affine transform related
views of a “Greeble” [GT97].
In parallel, other researchers have recently used groups of interest points. Among
the successful applications, we notice; object class recognition based on histograms
computed on triplets [TC04], 3D object recognition [GM04], and patch pairs [JM05].
Similar ideas were incorporated into powerful learning frameworks. For instance,
Lazebnik et al. [LSP04] proposed to learn semi-local affine parts. Each of these
consists of an interest point group that is first computed using a triplet of interest
points, and then subsequently enriched by adding new points into the invariant set.
The use of interest point groups in the context of object recognition presents
several advantages. First, it is fast and doesn’t require the application of time
consuming image convolutions. Also it naturally offers invariance to rotation and
scale and also to weak affine deformations. Furthermore, in presence of a low number
of features, it allows to better cover the object. Despite these striking advantages, we
observed that triplets considerably decrease the repeatability rate of the individual
detectors [Det05]. This is explained by the fact that whenever a point of the triplet
is missing the entire triplet is lost.
Principal Component Analysis
Local description of an image region can be posed as a dimensionality reduction
problem. A general solution is to use Principal Component Analysis (PCA) [SK87]
to project previously normalized regions into a low-dimensional subspace. They
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emphasized that PCA can be used to extract the first N eigen-images that best
explain the variations in the training images.
Mathematically, the eigen-images correspond to the first eigen-vectors of the
covariance matrix of the model database. Any normalized image can be projected
as a vector of real numbers, and can be approximately reconstructed as the linear
combination of the eigen-patches with coefficients.
PCA was originally used to describe entire images. Successful applications of
PCA include face recognition [SK87, TP91], tracking [NMN94], object recogni-
tion [MN95a], and image retrieval [SW96]. Due to its popularity in global ap-
proaches, PCA spread also in local appearance methods [OI97, CdVC98, PPJV01].
Instead of being applied on the entire image, PCA is here carried out on local image
regions. As already mentioned, a nice combination of SIFT [Low99] and PCA leads
to a new class of low-dimensional descriptor, namely PCA-SIFT [KS04].
Moment Invariants
Moment invariants are properties of connected regions in binary images that are
invariant to translation, rotation, and scale. They are useful because they define a
simply calculated set of region properties that can be used for shape classification
and part recognition.
Generalized moment invariants [FS93, GMU96] have been introduced to describe
the multi-spectral nature of the image data. The invariants combine central mo-
ments defined as
Mapq =
∫ ∫
Ω
xpyq[I(x, y)]adxdy (3.33)
where p+ q is the order and a the degree.
The moments characterize shape and intensity distributions in a region. They
are independent and can be easily computed for any order and degree. However, the
moments of high order and degree are sensitive to small geometric and photometric
distortions. Computing the invariants reduces the number of dimensions. These
descriptors are therefore more suitable for color images where the invariants can
be computed for each color channel and between the channels. Tuytelaars et
al. [TG00, TVG04] used these descriptors to represent the affine invariant regions.
Biologically Motivated Multi-modal Features
The Ecovision features [KW04, KFW04, Pug06] are compact coding of image infor-
mation represented in terms of local multi-modal image descriptors. Their strength
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is to be multi-modal, in other words they combine different measures to improve the
description quality. Both geometric information and structural image information
are combined within these features.
Several local filters are applied to compute the following modalities:
Orientation: It corresponds to the dominant direction of the gradient direction,
θ ∈ [0, pi].
Contrast Transition: It is a description of the contrast transition. The contrast
transition is coded in the phase of the applied filter and represents the local
symmetry.
Color: Depending on the phase, two or three colors are sampled from the average
color in the different image regions. If the transition is an edge, two colors
are sampled, from both sides of the edge. In the other cases, three colors are
sampled, the third one being the color of the line itself.
Intrinsic dimensionality: It characterizes the degrees of freedom of an image
patch [CV01, FK03]. This information is used to distinguish between three
types of region: homogeneous image patches, lines (i.e. edges) and junction-
like structures.
3.2.4 Discussion
In this section, we have presented several semi-invariant local description techniques.
In the context of object recognition, the system architecture should be independent
of the description method. In contrast with local detection methods that may have
a deep effect on the results by eliminating evidence in the image, the description
methods do generally not (and should not) have a significant impact on the system
performance 4. Indeed, spatial relations, co-occurences, and scene context can also
be exploited to improve the recognition process. This leads us to the following
section where we focus on the state-of-the-art object recognition methods.
4We will try to verify this assertion in Chapter 4 by evaluating local descriptors.
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3.3 How: Object Recognition Methods
Sections 3.1 and 3.2 have respectively proposed an introduction to the detection (i.e.
“Where” step) and to the description (i.e. “What” step) of local features in images.
This chapter is now completed by presenting an overview of the main available
methods to recognize objects. All these methods propose solutions to the following
general question;
How can a computer vision system recognize objects?
We will see in this section that the expectations have evolved since the early at-
tempts; it has passed from specific instance matching to the recognition of object
categories. Nevertheless, as it has already been mentioned in the introductory chap-
ter, actual techniques should be able to “recognize” objects in presence of real world
conditions (e.g. with changes in viewpoint, illumination,. . . ).
In order to give an insight into the extensive number of methods, a brief look
at historical developments is first presented in the next subsection (Section 3.3.1).
Then we take a closer look at the contemporary literature, and we analyze the
specific merits and limitations of each approach. As it has been explained before,
object recognition is made of three parts; learning, representation, and detection.
Throughout this section, we will mainly focus on these points to describe the meth-
ods.
For readability purposes we split the approaches explained in this section into
three categories: (1) approaches that are based only on appearance (Section 3.3.2),
(2) statistical approaches based on appearance and geometry (Section 3.3.3) and (3)
biologically motivated methods (Section 3.3.4).
This literature overview is current state-of-the-art and it should be mentioned
that many of the approaches were not yet published when we started the work on
our approaches (others published after or at the same time as our papers).
3.3.1 A Critical View on the History of Object Recognition
Historically, early attempts at computerized object recognition took place in the
1950’s [Din55, Cho57, GSTK58, Ung59]. Much of this research has focused on
two-dimensional pattern classification applications such as character recognition,
fingerprint analysis, and microscopic cell classification. These experiments generally
relied on basic correlation and template matching techniques. Results were satisfying
on very constrained problems but did not generalize well.
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Since that time, progress has been gradual but subsequent approaches have
tended to focus on establishing theoretical frameworks where computers could carry
out the necessary reasoning using mathematical tools. Therefore computer vision
became intrinsically linked to many aspects of artificial intelligence and statistics.
As consequence of this, the evolution of object recognition has been largely dictated
by findings in these connected fields.
Every couple of years, a new technique slightly outperformed the preceding ones
leading to an evolution of the best recognition system performance. Among the
popular techniques, we can mention range data analysis [Agi72, Bin71] (range images
store the depth of the scene, rather than intensity), alignment techniques [Low87,
UB91] to find the best match, geometric invariants [RFZM93] where small sets of
points are used to compute a viewpoint-independent descriptor which can act as a
key for hashing into a database where models are stored.
Rather than reviewing the history of techniques 5 (of which an overview can be
seen in Figure 3.9) it would be interesting to see what we can learn from this history.
Many times, researchers believed to be close to a general and complete solution to
this problem. However, it seems now much more difficult than expected. The
computer vision community now admits that 50 years of research was not sufficient
to solve the problem of object recognition. Therefore, it is crucial to understand
why researchers failed to propose a universal approach to object recognition. In the
following, a few possible explanations are described; they have been collected from
various readings, conferences, and informal discussions.
1. A Difficult Problem
Recognizing a previously seen object in images seems natural and easy for
human beings, but is actually widely acknowledged as a very difficult problem
for computers. We already mentioned most of the basic reasons (viewpoint,
clutter, occlusions,. . . ) but the formulation of the problem itself is far from
trivial. Typically, in computer vision, much attention is paid to the technical
issues rather than on the understanding of the problem itself which most of
the time is described by either too naive or too complex theories. Sometimes
the solution may lie in the problem understanding itself. This was noticed
by Marr and Poggio [MP77] in their recognition research in the field of
5Note that complete reviews on object recognition can be found in the following papers [DFP97,
Mun98, Mun03, Fer05]
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Figure 3.9: A history of some of the key ideas and paradigms for object recognition
by computer (Modified from [Mun98]).
computational neuroscience. The following sentence [MP77] was considered
by Edelman [EV01] as a central legacy of Marr’s career:
“ The understanding of any information processing system is incom-
plete without insight into the problems it faces, and without a notion
of the form that possible solutions to these problems can take.
”
2. A Biased Interest
Historically, most advanced applications in computer vision have often been
intrinsically linked to military applications such as recognizing buildings in
aerial images, locating industrial parts in bins, and more recently biometric
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applications (face recognition, iris). The large amount of research in these
areas, and their quality may have led many researchers to re-use their models
in object recognition. Thus reducing object recognition to an image matching
problem where the detection consists in a search for correspondences between
model and image features. Typically, this minimizes the importance of the
learning process and focuses on straightforward recognition methods.
3. Empirical Methods
If we take a look at the historical overview shown in Figure 3.9, we clearly see
that a large variety of methods and concepts have been employed. We have
to acknowledge that a large part of research in this field has been dictated by
empirical findings rather than strong high-level theories. Therefore there is
currently a lack in both theoretical and representational knowledge of objects.
4. Biological and Psychological Evidence
In the 1920’s, the Gestalt theory [Wer23] already proposed precise models
of perception mechanism well before the first object recognition experiments
on computers. It was shown that a number of factors determine grouping
and therefore our way to perceive objects: proximity, similarity, common fate,
good continuation, and closure. Moreover, the Gestalt theory also explored the
learning theories of such properties, and how the recognition models (rules)
are indeed obtained from past experience [Köh47]. These models were not
only pure psychological theories but were first validated on animals (cats and
monkeys) and later on humans. Logically, they should have constituted a big
inspiration for many computer scientists. However, they have been marginal-
ized and clearly neglected by researchers in computer vision. We must now
acknowledge that some recent advances in object recognition tend to be close
to this Gestalt theory.
Since we aim at developing a visual recognition system, it is essential for us to
keep those issues in mind.
61
Sec. 3.3. How: Object Recognition Methods
3.3.2 Appearance-Only Models
A straightforward approach to tackle the problem of object recognition is to con-
sider local appearance-only models. The first attempts go back to the work of
Mel [Mel97]. Then this idea was expanded by Sivic et al. [SZ03]. A few month
later, a paper using a similar idea [DWF+04] used the term “Bag of features” model
(or “Bag of keypoints”) to name this kind of technique. The choice of this name
is an analogy to the “Bag of words” representations used in text document analy-
sis [Joa98]: local visual features are the visual equivalents of individual “words” and
the image is treated as an unstructured set (i.e. bag) of these.
Originally presented as an object matching application [SZ03], its first applica-
tion in object class recognition was proposed by Csurka et al. [DWF+04, WAC+04].
The main idea behind this kind of framework is to represent each object class as a
set of local visual feature classes without using any geometric information between
parts.
In order to build such a geometry freemodel, they proposed to extract a collection
of local features from training images. A visual codebook is obtained by clustering
descriptors of local features using k-means [HW79]. Traditionally each cluster center
corresponds to a visual word and is described by an appearance vector. Then for each
training image, the system counts the number of occurrences of each feature class
presents in the visual codebook. This leads to a vector that is labelled according to
the corresponding object class. All the vectors are used to train a robust classifier.
Recognition follows the same idea, except that support vector machines (SVM) that
have been learned are now used to predict the class label. The original work achieved
excellent classification performance on standard object recognition databases despite
the lack of any location and geometrical information in the model. These astonishing
results incited many other researchers to explore this technique.
Instead of using k-means to cluster the visual feature space, Dorkóet al. [DS05]
exploited the Expectation-Maximization (EM) algorithm to estimate a Gaussian
mixture model (GMM) [Bis95]. Then a feature selection based on the mutual infor-
mation criterion [Pap91] allows the system to find the most discriminative feature
classes. The classifiers are built on the basis of these discriminant features. Ex-
periments were conducted with success on a database consisting of different object
classes. Results confirmed the importance of the feature selection step since many
common features such as edges occur very often but are not useful to differentiate
object classes. Other similar techniques [WCM05] try to merge classes of the visual
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codebook.
Another approach is to build a robust classifier from a combination of weak
classifiers, such as AdaBoost [FS97]. Because of its simplicity, this was largely
used in bag-of-features approaches. Among the most successful applications, we can
mention the research of Opelt et al. [OFPA04, OP05, Ope06] on recognition of
object categories. Whereas other bag-of-features approaches only use one kind of
local feature, they proposed to use several types of detectors and local descriptors
(such as SIFT, differential invariants, . . . ). They considered them as the weak
classifiers and combined them within a single robust classifier through AdaBoost.
Marée et al. [MGPW05c] have proposed to use a new kind of decision trees
(called Extra-Trees) [GEW06] in order to solve visual classification problems. This
“bag-of-features” approach describes images by a collection of local image patches
randomly extracted from images. Decision trees are built in a supervised manner
on the unstructured feature set obtained from the training set. During recognition,
randomly extracted patches are used as input to the decision trees to predict the
presence of the class. Contrary to other bag-of-feature methods, an advantage is
that it does not require the construction of a visual codebook. This approach has
been evaluated on various image classification datasets involving the classification
of digits [Mar05], faces [MGPW04], objects [MGPW05c], buildings [MGPW05b],
photographs, and biomedical images [MGPW05a].
The performances of bag-of-features approaches are intrinsically linked to the
classification method. Kernel-based learning methods [SS01] have recently gained
interest in pattern recognition. Kernel methods offer a modular framework that
exploits a Kernel function to transform the data into a higher dimensional space.
For instance, the Kernel function can be used to approximate the partial matching
between two feature sets. Using this concept, Grauman and Darrell [GD05]
have developed a kernel that approximates the optimal partial matching between
two unordered sets of local features. This is done using a pyramid structure. More
recently, it was extended to cope with the image categorization problem [LSP06].
One of the best performing kernel-based method is the framework developed
by Zhang et al. [ZMLS07] which uses a kernel based on the Earth Mover’s Dis-
tance [RTG00]. Mercer Kernels [Lyu04, CWN04] are also very efficient to match
the features. They have been showed to achieve excellent results on various object
recognition problems.
At the moment, systems based on Kernels generally obtain the best recognition
rate in categorization tasks. This can be explained by the fact that they have recently
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allowed to add spatial information to an already high-performance framework only
based on appearance.
Largely influenced by appearance-only approaches, gradually more complex mod-
els have been developed. They tried to add spatial information in a similar frame-
work. Among them [OPZ06, Ope06, LSP04, Laz06] we can mention Agarwal et
al. [AR02], who included pairwise relations between features. In a similar spirit, one
follower of the bag-of-features model are the latent probabilistic models; which is
described in the following.
Latent Semantic Analysis
The Bag-of-features strategy inspired more complex models, like the Latent Seman-
tic Analysis (LSA) [DFL+88, DDF+90]. This method has also been used in the text
analysis community to extract coherent components from a collection of documents.
In computer vision, researchers turned recently to probabilistic versions of LSA,
namely probabilistic Latent Semantic Analysis (pLSA) [Hof99, Hof01] and its Bayesian
form, the Latent Dirichlet Allocation (LDA) [BNJ03]. The general idea is to assume
that visual features are generated from latent aspects (or topics). These topics can
be represented by hidden high-level variables that relate the observed visual features
with their class label.
The construction of a model using such a technique can be described as follows.
It starts from a set of visual words V = {wi} and each image is described by a vector
of fixed size V = |V| where each bin contains the number of occurrences of word
wi in the image. A set of N images is described using a V × N matrix. From this
relationship between images and visual features, topic models try to find an indirect
relationship through topics: first between images and topics, then between topics
and features, with the assumption that these two relationships are independent.
This is generally estimated through an Expectation-Maximization algorithm. Note
that it is possible to add spatial informations into the models.
This kind of approach has recently been applied to various applications of recog-
nition such as scene [FP05] and object categorization [STFW05, LJ06], unsupervised
learning of object class [SRE+05].
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3.3.3 Statistical Part-Based Models
The geometric structure of an object may be a determinant factor in the process of
recognition. Most advanced methods try to integrate this information in their mod-
els. However, this introduced several problems that have to be taken into account
such as scale change, rotation, deformation, and occlusion. The most popular way
to include geometrical information into the object model is to consider the object
as a set of spatially related parts.
Part-based models mainly originate from Fischler and Elschlager [FE73]
theories. Their object model was a combination of parts in a geometrical model.
Each part represented local visual properties and spatial configurations were cap-
tured by relational functions. Since those early developments [Yui91, BP93, LVB+93,
AG99], this model gradually evolved to integrate more robust part detectors, better
models of uncertainty (Non-Gaussian probability distributions, mixture models, par-
ticle sets), inference (Belief Propagation), and powerful learning (EM) and boosting
(AdaBoost) methods.
At the end of the last century, a new probabilistic part-based model emerged
from the work of Burl et al. [BP96, Bur96]. It was later generalized under the
name of “Constellation Model” by its followers Weber et al. [BWP98, Web00]. A
few years later, Fergus et al. [FPZ03, Fer05] added appearance variability and
scale invariance to this approach. Other extensions such as the use of more robust
local features have also been proposed. In parallel several other similar models
have been developed, they often only differs in minor technical issues (e.g. feature
detector,. . . ). In the next paragraphs, we propose an overview of the constellation
model, hierarchical part-based models, and shape matching methods.
Constellation Model
The Constellation Model is a statistical model designed for recognizing object classes.
It represents an object model as a set of parts. Each part p has an appearance Ap
and relative scale Sp. Shape X is object centered (i.e. relative to the center of the
object) and represented by the mutual spatial position of the parts.
Since the entire model M = {A,S,X} is probabilistic, appearance, scale, and
shape are modeled by Gaussian probability density functions. Typically, the ap-
pearance Ap of a part p is represented by a Gaussian density within a feature space
reduced using Principal Component Analysis (PCA). This distribution is described
by a mean µAp and corresponding variance ΣAp . Similarly, the scale of a part is de-
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notated by a Gaussian which has parameters Sp = {µSp ,ΣSp }. Finally, the shape is
represented by a joint Gaussian density of the locations of features within a scale-
invariant space; Xp = {µXp ,ΣXp }. Equation 3.34 illustrates the form of these matrices
for a three-part model.
µX =

x1
x2
x3
y1
y2
y3

ΣX =

x1x1 x1x2 x1x3 x1y1 x1y2 x1y3
x2x1 x2x2 x2x3 x2y1 x2y2 x2y3
x3x1 x3x2 x3x3 x3y1 x3y2 x3y3
y1x1 y1x2 y1x3 y1y1 y1y2 y1y3
y2x1 y2x2 y2x3 y2y1 y2y2 y2y3
y3x1 y3x2 y3x3 y3y1 y3y2 y3y3

(3.34)
During learning, the system estimates the parameters of the modelM for a given
number of parts P , where
M = {µA,ΣA, µS ,ΣS , µX ,ΣX}1...P (3.35)
The Expectation-Maximization (EM) algorithm is used to find the parameters that
maximize the likelihood θˆ = argθ max p(A,S,X|θ) (i.e. the probability of observing
the training data given the model parameters). Recognition is performed on a
test image by first detecting local features, and then evaluating the regions in an
exhaustive manner, using the model parameters estimated during the learning.
This framework has demonstrated very good results on several difficult image
databases. The novelty of the constellation model is to learn appearance and shape
variability within the same model. The counterpart of this is the complexity of
learning which becomes intractrable when more than 6-7 parts have to be used. The
algorithm also required the user to pre-determine the number of parts. Moreover it
is only able to learn a given view of an object and cannot deal with large viewpoint
changes.
To reduce the complexity in both learning and recognition, Fergus et al. [FPZ05]
proposed to prune out the spatial relations by using a more compact topology. This
lead to a new evolution of the model called Star Shape Model (Figure 3.10). It is a
graph in which all edges are incident to a reference node. This notion was extended
to K−Fan models by Felzenszwalb and Huttenlocher [FH05]. They com-
pared the performance of object models built with different numbers of reference
nodes (e.g. 1, 2 or 3). Results indicated that an increasing number of reference
nodes leads to a better recognition.
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Hierarchical Models
Before the emergence of appearance-based models, hierarchical representations were
common in computer vision (e.g. [MN78, Ett88, MGA89, Coo89]). Objects were
represented as compositional hierarchies of rigid primitive forms, and detection was
performed by searching for appropriate combinations of these primitives. With
the advance of statistical learning tools and local appearance description methods,
object recognition has turned to very simple representations. They are simple in
the sense that the object is only represented by one level of visual features. A few
years ago, hierarchical systems have regained their popularity [Pen90, SPS00, Pia01].
However, the coupling of appearance methods and hierarchical representation was
still problematic on real conditions images. To cope with this problem, different
models [BT05, EU05a, FBL06, AT06, OB06] have been proposed recently. The first
two models are reviewed below:
Three-Layer Model. Bouchard el al. [BT05, Bou05] have introduced a three-
layer generative model for coding the geometry and appearance of visual ob-
ject classes. The object model is a collection of connected parts containing
assemblies of subparts. It is illustrated in Figure 3.10 (bottom center). Spa-
tial relations are described by parametric, probabilistic spatial transformations
that follow a Gaussian distribution, of mean µqp (and variance Σqp):
µqp =
 s 0 a0 s b
0 0 1
 (q being p’s parent) (3.36)
where s is the relative scale and (a, b) is the relative translation.
For more simplicity, they used an object centered model where each part p
has a relative position µp to the center of the object. The probability density
model for features of class p and location µp takes the form of a mixture of
transformations (i.e. relative positions) given its parents locations µq:
P locp (µp| {µq}) =
∑
q
τp(q) N
(
µqµ
−
p 1|µqp,Σqp
)
(3.37)
where the mixture weights τp(q) are the model parameters representing the
prior probabilities of p’s parent being q.
First level features are located with the Harris-Laplace detector and the SIFT
descriptor is used to extract an appearance vector A of the local region which
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Constellation Model Star Shape K-Fan
[FPZ03] [FPZ05] [CFH05]
Bag of features Hierarchy Appearance Hierarchy
[SZ03] [RP99, BT05, SP05] [EU05a] & This thesis
Figure 3.10: Different Object Recognition topologies under Graphical Model for-
malism. Each white circle represents an object part (i.e. feature class) and denote
a hidden variable. An object part may also have an appearance likelihood if it is
linked to a dark circle. Edges denote spatial relations between feature classes.
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is assumed to be Gaussian with variance ΣA. Similarly to the constella-
tion model, the Expectation-Maximization (EM) algorithm is used to find
the parameters {µPp ,ΣPp ,Ap,ΣAp , τp, pip}1...P that maximize the likelihood of
the model. Some experiments on real images demonstrated the ability of the
model to fit complex natural object classes when orientation of the object was
assumed to be known.
Top-down Hierarchical Decomposition. Epshtein et al. [EU05a, EU05b] in-
troduced a method for automatically extracting hierarchical feature models for
object recognition. The extraction process proceeds in a top-down manner.
It first extracts informative top-level fragments, and then employs a recur-
sive strategy to break down object parts successively into their own optimal
components. The hierarchical decomposition terminates with simple features
that cannot be decomposed into simpler features. Typically, these hierarchical
models are constituted of three to four different levels.
The strength of this method is that it is able to learn the entire hierarchy,
the different features and sub-features, and their optimal parameters during
the training phase. Experiments demonstrated that the use of feature hi-
erarchies significantly improved classification results compared with similar
non-hierarchical features.
Shape Matching
The problem of object recognition can be posed as the matching between two object
shapes. Berg et al. [BBM05] presented a framework that uses a deformable shape
matching algorithm to recognize object classes. Their method sets up correspon-
dence as an integer quadratic programming problem, where the cost function relies
on similarity of corresponding geometric blur descriptors as well as the geometric
constraints between pairs of corresponding feature points.
Dickinson et al. [SD02] developed several approaches to the shape matching
problem using graph-based models. They have also widely contributed to the en-
hancement of hierarchical representations of objects. In contrast with other meth-
ods using EM-like algorithms, they formulate learning differently. The problem
for them is to find the lowest common abstraction among a set of graphs [Seg88].
Object recognition is obtained through the matching between image features and
model features. To perform this matching, they present a framework capable to
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Bag-of-Features Constellation Model Appearance Hierarchy
[SZ03] [FPZ03] this thesis
Figure 3.11: Intuitive visual overview of different Object Recognition topologies.
find many-to-many correspondences [KSDD03] established by the Earth Mover’s
Distance.
Such matching methods have been employed in object class recognition [DSD+04,
DSK+05, LSD05] and Skeleton shape matching [vEMT+06]. The representational
power of their hierarchy is very inspiring and their learning method is efficient. How-
ever, the major problem by using skeleton-based representation is occlusion because
it modified the shape.
3.3.4 Biologically Motivated Models
Many biologically plausible models are available in the neuroscience literature [Fuk80,
Mel97, LBBH98, SUS02] to explain the mechanism of visual recognition6. However,
only a few of them have been implemented and evaluated on standard object recog-
nition databases. HMAX is one of them, it is a hierarchical computational model
of the visual cortex proposed by Riesenhuber and Poggio [RP99] and inspired
by Fukushima [Fuk80]. It is originally based on experimental findings on the ven-
tral visual pathway and demonstrated its ability to make predictions of biological
models.
In its basic formulation, HMAX architecture is made up of alternating levels
of S units, which perform pattern matching, and C units, which take the max of
the S level responses. The first layer, S1, consists of a set of oriented Gaussian-
6see the PhD thesis of Serre [Ser06] for a complete overview.
70
Chapter 3. State of the art
derivative filters computed at different scales. The second C1 layer is obtained by
performing max operations over S1 filters that present the same orientation, but
different scales and positions over its neighborhood. In the S2 layer, the simple
features from the C1 layer are combined to form intermediate feature detectors.
Finally, each C2 layer unit takes the max over all S2 units differing in position and
scale for a specific feature. Instead of taking the maximum value, it is also possible
to compute the sum of S1 responses. Alternating between max and sum operations
gives both invariance and selectivity to the HMAX hierarchy.
Recently, several improvements [SWP05, Ser06] have been has proposed to the
original framework. The most interesting is the learning of a generic shape codebook
from V2 to IT, which provides a rich representation to task-specific categorization
circuits in higher brain areas. The hierarchical architecture builds progressively more
invariance to position and scale while preserving the selectivity of the units. This vo-
cabulary of tuned units is learned from natural images during a developmental-like,
unsupervised learning stage in which each unit in the intermediate layers becomes
tuned to a different patch of a natural image.
In the same spirit, Wersing et al. [WK02, WK03] proposed another biological
hierarchical model using different feature matching and pooling stages. Another
improvement was recently proposed by Mutch et al. [ML06] where they applied
a similar framework to perform object categorization. They showed that such a
biologically-based model can compete with other state-of-the-art approaches to ob-
ject categorization, strengthening the case for investigating biologically-motivated
approaches to object recognition.
3.3.5 Discussion
Despite its simplicity and computational efficiency, a bag-of-features is an extremely
impoverished representation for object classes. It ignores all geometric information
about the object class, and therefore fails to represent the geometric structure of
the object class. Moreover it is not able to distinguish between foreground and
background features 7. It can also be adversely affected by clutter and influenced by
discriminant background features when constructing the classifier. Therefore it is
understandable that some researchers [Ope06, Tar06, Tar04, Mun98] do not consider
bag-of-features models as real (geometric) object models.
7Interestingly, because of this, bag-of-features systems can exploit the background information
to recognize objects. Some objects can be recognize only using the contextual information.
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An example of arguments in that sense can be found in a conversation between
T. Kanade [TCRK01] and J. L. Mundy [Mun98, Mun03]:
“ Dr Mundy said that [. . . ] we need language for describing objects. I’m
not sure about that. [. . . ] if we suddenly begin to say, humans seem to
describe them by language, and therefore we need language as a tool, I
think that’s wrong. [. . . ] If there is any theory here, somehow we have to
develop sound mathematical theory for perceptual grouping that relates
observable properties with the description of the object, not a linguistic
theory that relates symbolically represented properties with objects. Sim-
ply saying that geometry is done and the language to describe functions
is the next direction sounds like we are going back to the old days before
geometry pattern recognition, when all sorts of soft AI-ish ideas were
dominant.
”
The main problem is that the development of a theoretical framework to repre-
sent visual features is often more complex. After evaluating feature detectors and
descriptors in Chapter 4, we will focus in Chapter 5 on the definition of such a
representation which seems to be a critical point in current approaches.
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Feature Detectors and Descriptors:
A Comparative Evaluation
After having reviewed the main methods to detect and describe local visual fea-
tures from images, we now evaluate some of them through a common experimental
protocol. The particular interest of this chapter is to explore the following question:
What are the best performing detectors and descriptors?
The idea here is to compare them quantitatively by evaluating their performance
on an image matching task. To be able to evaluate available techniques, we need
to consider some formal criteria that make them desirable for object recognition.
Among the properties that may characterize the performance of a local detector, we
can find:
Precision: the distance between the detected point and the effective point,
Robustness: the capability of the detector of coping well with variations,
Density: the average number of detected regions per fixed amount of pixel area,
Information content: the distinctiveness of the local region at interest points,
Complexity: the number of operations needed to achieve the detection.
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In this work, we are mainly concerned with robustness, precision and density
matters. Robustness and precision properties can be quantified using a repeatabil-
ity measure that is obtained by computing the average number of correspondences
between two images.
Definition 4.1.Repeatability is the ability to detect features across views that only
differ by geometric and/or photometric transformations.
The efficacy of a descriptor mainly relies on two properties:
Invariance: is the degree to which the same feature can be matched regardless of
photometric and geometric variations,
Selectivity: measures how well two different features can be discriminated.
Before describing the protocol used and discussing the results obtained by the
detectors and the descriptors, respectively in Section 4.2 and Section 4.3, we in-
troduce in the following section the image dataset that will be used in our these
experiments.
4.1 Image Dataset
The images used to evaluate the feature detectors and descriptors are illustrated in
Figure 4.1. The first image of each set is considered as the reference image. Various
different changes in imaging conditions are examined: viewpoint and scale changes
(a,b), image blur (c), and illumination change (d).
The first two image sets were taken by Jodogne [JP05b]. It consists of pictures
of the Montefiore Institute (University of Liège). Originally, they have been used
to simulate a navigation task in a closed-loop learning environment [JP05b, Jod06].
Each set consists of color images taken from a fixed position of the camera, so
that images are related by homographies (plane projective transformation). We
choose an image of the set as the reference image. The homographies between
this reference image and the other images are computed using a standard robust
homography estimation algorithm [HZ04]. This algorithm uses correspondences of
feature points to estimate the homography. To minimize the influence of one detector
versus the others during the estimation the homographies, all the detectors were used
to produce the features.
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The third image set (Hong-Kong Tramways) consist of the same image repeatedly
blurred by a Gaussian kernel (σ = 10). The final set (Hong-Kong Tramways) consists
of images with severe progressively decreasing lighting condition.
4.2 Evaluation of Feature Detectors
In the following, we present an evaluation of some of the most popular feature
detectors: Harris-Laplace [MS01], Harris-Affine [MS02], Hessian-Affine, Hessian-
Laplace, MSER [MCUP02] and EBR [TVG04]. We begin by presenting the protocol
used to evaluate the methods. Then the results obtained for the tested detectors
are presented and discussed.
4.2.1 Experimental Protocol
Through these experiments, we try to measure how well a detected region in the
reference image can match the same area in another view of the same scene. The
homography between the images is used to determine ground truth correspondences
for the detectors. This is possible since we know for each position in the reference
image the corresponding position in any other view.
The experimental protocol presented in this section is similar in organization
to that used by Mikolajczyk et al. [MTS+05] to evaluate affine invariant detec-
tors. Here, the objective is to measure the repeatability and the density of different
detectors across various image transforms and degradations.
Each local feature is not only defined by a position (x, y) in the image but also by
a scale factor s. This determines a circular local region around the feature point. In
the case of affine invariant detector, such as MSER, Hessian-Affine, EBR and Harris-
Affine, the region is elliptical. To quantify the repeatability, the idea is to calculate
the relative amount of overlap between the detected regions in the reference image
and the regions detected in the other image projected onto the reference image using
the homography relating the images [MTS+05]. More precisely, two regions are said
to correspond if the overlapping error is sufficiently small:
1− Rµa ∩RHTµbH
Rµa ∪RHTµbH
< EO (4.1)
whereRµ represents the region defined by xTµx = 1 andH is the homography matrix
relating the two images. The union of the regions is Rµa∪RHTµbH and Rµa∩RHTµbH
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ViewPoint Change (Montefiore [JP05b])
ViewPoint Change (Montefiore [JP05b])
Increasing Blur (Hong-Kong Tramways)
Decreasing Light (Hong-Kong Tramways)
Figure 4.1: Image sets used for evaluating feature detectors.
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is their intersection. During the experiments, the maximum overlapping error EO
was fixed to 40%.
To measure repeatability, only the regions located in the part of the scene present
in both images were taken into account. The scale factor between regions of two
images can influence the measure. To compensate this effect, regions are rescaled
by computing a scale factor to transform the region from the reference image to a
canonical region. Prior to the estimation of the overlapping error (Equation 4.1),
this relative scale factor is applied to both reference and detected region which has
been mapped onto the reference image.
4.2.2 Results
In our experiments, we provide repeatability measures and numbers of occurrences
for each detector on the all set of images. These measures can be shown to have a
direct impact on the accuracy of an object recognition system based on local feature
detectors.
By considering only the repeatability results, mamixally extremal stable regions
(MSER) generally perform best, but seem less robust in the presence of blur. Harris-
affine and EBR are generally below the other detectors. The relatively poor results
of EBR method can be explained by the need of reliable edges to compute the re-
gions. However, is it surprising to see that scale-invariant detectors outperform their
corresponding affine invariant pairs in terms of repeatability and frequency. Even in
the presence of large viewpoint changes, the results of Laplacian-based detector are
higher. We explain this by the type of structure detected in the viewpoint change
images. Indeed, Harris and Hessian affine detectors obtain good results when an
elliptical region can easily be found in the neighborhood of the point. For cross-
like structures, which is the most common pattern detected in our images, affine
invariant detectors do not converge to a stable shape during normalization.
By looking at the number of occurrences, we observe that MSERs have a serious
drawback. Only a very low number of features is detected. In contrast, Hessian
detectors generally offer the highest number of points.
The examination of these results also shows that Laplacian-based feature detec-
tors outperform their corresponding affine invariant pairs in terms of repeatability
and frequency. At first sight, one can thus conclude that Laplacian-based detectors
should be preferred. However, it is important to note that these comparisons do not
take into account the information content of the detected regions. Affine invariant
77
Sec. 4.3. Evaluation of Feature Descriptors
detectors also provide a more precise shape on the point neighborhood which can
be very useful during the characterization.
A conclusion from our experiments, that is consistent with other comparisons, is
that the detectors based on the Hessian outperform the Harris detector in all cases.
4.2.3 Discussion
The last years developments in feature detection has coincided with the emergence
of several new affine invariant techniques. Although very promising at first sight,
they are less repeatable than classical multi-scale detectors in most situations. In
particular conditions, such as severe affine deformations, they have been shown
to outperform other methods. However, these results were not confirmed in our
experiments (probably because of the nature of the images).
We also observed that performance offered by feature detectors largely depends
on the conditions in which they are applied. Therefore, we consider, as other re-
searchers [OFPA04, OP05], that the choice of a particular detector is not an efficient
strategy; it cannot be done without a loss of performance in some conditions. Each
detector covers a particular aspect of the image. Some of them are really good for
textured scenes (Hessian) while other are more efficients on uniform regions (MSER).
Moreover, the type of images that may occur in object recognition tasks is a priori
unknown. Ideally, a system should be able to function with any kind of image.
The choice of particular detector will critically eliminate a large part of the visual
information available in the image. Therefore, a reasonable choice is to use different
detectors to obtain better results by combining their specific properties.
4.3 Evaluation of Feature Descriptors
In this section, we evaluate the performance of nine feature descriptors; Steerable
Filters [FA91], Differential Invariants [KvD87], Complex Filters [SZ02], Shape Con-
text [BMP00], Spin Images [SLP03], Moment Invariants [FS93], and finally SIFT
descriptor [Low99] and its extensions PCA-SIFT [KS04] and GLOH [MS05].
4.3.1 Experimental Protocol
The image set (Figure 4.1) used in these experiments is the same that has been
used to evaluate local feature detectors in the preceding section. Similarly, the first
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Figure 4.2: Performance evaluation of various type of detectors.
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image of each set is considered as the reference image and four different changes in
imaging conditions are examined: viewpoint and scale changes (a,b), image blur (c),
and illumination change (d).
The evaluation criterion is similar to that used in other state-of-the-art descriptor
evaluations [KS04, MS05]. It is based on a measure that is proportional to the ratio
between the number of correct and false matches obtained for each image pair. First,
the iterative Harris-Laplace detector [Mik02] is applied to each image to produce
multi-scale feature points. Each of them is represented by a circular region that is
used to compute the different type of descriptors.
Once a set of descriptors has been computed for a given image pair, each descrip-
tor from the reference image is compared with each descriptor from the transformed
image and the number of correct matches TP as well as the number of false matches
FP are quantified. Two regions A and B are matched if the Euclidean distance
between their descriptors DA and DB is below a given threshold t.
The matching score M, or recall, that is used to construct our left plots in
Figure 4.3 is defined as the number of correctly matched regions TP with respect
to the total number TC of corresponding regions between two images of the same
scene (computed with the overlap error):
M = TP/TC for P ∈ [0.4, 0.5[ (4.2)
We compute the matching score M for a predefined precision P interval; P ∈
[0.4, 0.5[. This is represented as the ratio between the number of false matches FP
and the total number of matches TP + FP :
P = FP/(TP + FP ) (4.3)
The value of threshold t used to compute the matches was automatically adjusted
to obtain the matching score M for a fixed precision interval P . The matching
measureM involved in these experiments can be considered as a good indicator for
both invariance and selectivity and is therefore useful to evaluate the performance
of the descriptors.
4.3.2 Results
In most images, SIFT and its GLOH extension generally perform best. Shape
context is a little below but offers a descriptor of lower dimensionality (36 values)
and seems to be reliable in the tested conditions.
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On the contrary, Differential Invariants can be observed to give poor results in
most cases. This can partially be explained by the very low dimensionality of the
descriptor (only 8 values). It can also be noticed that Spin Images are the most
sensitive to blur and illumination changes. It is not surprising since this descriptor
uses raw pixels values.
Finally, Steerable Filters can be considered as a good compromise considering
the low-dimensionality (14) in comparison with SIFT like descriptors (128).
4.3.3 Discussion
In this section, we have evaluated several description techniques on an image match-
ing task. High-dimensional descriptors based on sparse gradient histograms, like
SIFT , usually offer better performances than the low-dimensional descriptors like
Steerable filters or differential invariants.
In the context of object recognition, the system architecture should be indepen-
dent of the description method. In contrast with local detection methods that may
have a deep effect on the results by eliminating evidence in the image, the descrip-
tion method does generally not (and should not) have a determinant impact on the
system performance.
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Figure 4.3: Performance evaluation of various type of descriptors.
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The Visual Feature Hierarchy
In this chapter, we introduce a new model to tackle the problem of object recogni-
tion. This model takes the form of a hierarchy of visual feature classes. Specifically,
it starts at the first level from basic visual features that are easily extracted from
standard feature detectors. Then these primitive visual features are combined us-
ing geometrical and appearance properties of their composition. This structure is
repeated recursively at each level of the hierarchy to finally lead to high-level ab-
stractions. This fills the gap between low-level and higher level visual concepts.
Another impact of this representation strategy is that the model is capable of natu-
rally integrating bottom-up and top-down interaction mechanisms within the same
framework. Moreover it is coherent with recent advances in the field of neuroscience
where it is now widely accepted that the recognition process in the visual cortex
follows a hierarchical path of increasingly complex cells [RP99].
After presenting a preliminary description of the problem of finding appropriate
representations of objects in Section 5.1, one of the main contributions of this the-
sis is described in Section 5.2, namely a new hierarchical representation of visual
features. Then in Section 5.3, we explain how this representation can be integrated
in a graphical model formalism. This probabilistic formulation allows to pose de-
tection as an inference process. In Section 5.4, it is explained how Nonparametric
Belief Propagation (NBP) can be used for inferring precise locations and pose of
high-level features. Finally, we conclude this chapter by giving a critical analysis of
the proposed representational framework.
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5.1 The Search For Representation
Representation is, with detection and learning, one of the three essential steps to
achieve object recognition [BP96]. In general, rather than being learned by the
computer, the structure of object representation is designed manually to fulfill a
specific task. This leads to a lack of generality. For instance, in the Constellation
Model [FPZ03], the number of object parts has to be defined by the user. Moreover
the representational power of many recognition systems is often a central point and
the main cause of weaknesses. Indeed, no matter how good its perceptions are and
how well it is able to learn robustly, a recognition system will always be limited if
it cannot represent information properly.
However, the evaluation of a representation and its genericity is problematic be-
cause it relies on the conditions in which the tasks are performed and on a variety of
qualitative criteria. In this section, we emphasize a few properties that a generic ob-
ject representation should be able to provide. The understanding of the underlying
issues is a preliminary requirement to the design of a new framework.
Note that object representation can be addressed through many overlapping
disciplines such as ontologies, artificial intelligence (AI), or neurocognitive systems.
Each of them focuses on specific aspects to model the real world (which is infinite).
These have some connections to this work, however, we deliberately avoid to consider
them to keep this chapter in a reasonable length.
5.1.1 An Ideal Object Representation
In the context of object recognition, we believe that a representation should satisfy
the following intuitive definition:
Definition 5.1. A Representation is a formal scheme that makes explicit certain
entities of information that may or may not be directly accessible to the perception
process. These entities are stored in an invariant way and can be retrieved efficiently.
A representation reduces the perceptual space to a more compact organization of
these entities of which relations are defined together with their semantics.
This general definition can be refined in more specific terms. Marr [Mar82]
proposed five criteria for evaluating object representations:
1. Accessibility: needed information should be directly available from the model
rather than derivable through heavy computation,
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2. Scope: a wide range of objects should be representable,
3. Uniqueness: an object should have a unique representation,
4. Stability: small variations in an object should not cause large variations in the
model and
5. Sensitivity: detailed features should be represented as needed.
A few years later, Fisher [Fis89] completed these criteria by the conceptual
economy criterion. First, this states that there should be only a single representa-
tion of any particular shape (multiple instances of that shape should refer to the
single representation). Second, features that are distinctly characterized as a whole,
irrespective of their substructures, should be represented simply by reference to that
whole, with the details of that feature represented elsewhere.
Many other researchers have emphasized the need of a suitable representation,
but only a few of them have proposed ideas of solutions. Among them, Keselman
and Dickinson [KD05] recently mentioned
“To make real progress on the problem of generic object recognition, we
must address the representational gap [. . . ] Not only must we continue
to push the technologies of segmentation and perceptual grouping, we
must be able to generate image abstractions that may not exist
explicitly in the image, but which capture the salient, invariant shape
properties of a generic model. ”
The representation and learning of new image abstractions that may not exist
explicitly in the image is a major objective of the framework that is presented in
this thesis. The development of such a capability will offer more selectivity in the
representation by making possible the integration of high-level appearance models.
In a recent talk, Tarr [Tar06] has mentioned a few lines of research in object
recognition that can be considered as promising. Among them we can find the
challenging task of integrating feature-part hierarchies and their spatial relations
into unitary models. The definition and the learning of a feature hierarchy are the
main purposes of this thesis. The first step toward such a model is presented in the
following section.
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5.2 A Visual Feature Hierarchy
In this section, we introduce a new object model that essentially combines several
key concepts that have been developed the last couple of years in computer vision,
machine learning, and computational neuroscience; spatial relations between local
visual features [Sch96, Pia01], graphical models [Pea88, PFZ03], and hierarchies of
complex cells [FMI83, RP99]. This results in a compositional hierarchy of visual
feature classes.
In this topology, each feature class is represented as an entity and is related via
spatial relations to some other feature classes from a higher and/or lower level of
abstraction (see Figure 5.1). The purpose of this is to provide a coherent and generic
object model by representing both local and global aspects through the combination
of shape and appearance modalities.
The model is best explained by first considering the visual features classes rep-
resented in the hierarchy (Section 5.2.1). Then the pairwise relations are described
in terms of geometrical relations between features (Section 5.2.2). This hierarchy is
naturally integrated in a graphical model formalism (Section 5.3) that allows efficient
inference mechanisms for detecting higher level features (Section 5.4).
Figure 5.1: The overall structure of our hierarchical object model. Visual feature
classes are represented by nodes and edges are used to define their relative positions.
We distinguish between primitives (in red) that correspond to low-level features and
compound features that are constrained by spatial relations with lower-level features.
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5.2.1 Hierarchical Feature Set
In the literature, object models are often defined as a set of local visual features.
The main drawback of feature-based approaches comes from the artificial separation
between the object and its parts. Indeed, complex appearance variations occurring
on these parts often forces the system to set a pre-defined granularity level and
therefore to ignore a good deal of the available image information.
If we turn to the nature of objects, we see that many real world object categories
exhibits a hierarchy in the structure of their parts. For instance, a face contains two
eyes, each eye contains a eye globe, each eye globe contains an iris,. . . Hierarchical
models aim at representing this naturally-occurring structure of information. In-
terestingly, a hierarchy often allows to obtain more flexibility in both shape and
appearance, and often reduces the complexity of the learning process.
The proposed object modelM defines spatial relations S between a set of feature
classes F using a hierarchical topology.
A feature class is said to be a
• subfeature fs of f , if there exists a spatial relation {f, fs} ∈ S with feature f
and if feature fs lies at a lower level than feature f in the modelM,
• parent feature fp of f if there exists a spatial relation {f, fp} ∈ S with feature
f and if feature fp lies at a higher level in the modelM.
Any feature class f ∈ F in the modelM is related to some subfeatures and/or
parent features f ′ through spatial relations {f, f ′} ∈ S, such that the levels of f
and f ′ in the model is different for any spatial relation {f, f ′} ∈ S.
By looking deeper into the structure of our topology (Figure 5.1), it is natural
to distinguish between two types of features classes; those that lie at the first level
of the hierarchy, namely the primitives, and the others; the compound features.
• Primitive features have no children and lie at the first level of the hierarchy.
They are abstractions corresponding to low-level visual features. Typically,
these classes originate from local visual feature detectors.
• Compound features have at least one subfeature (i.e. child). They consist of
flexible spatial combinations of other subfeatures and tend to represent more
global aspects.
Therefore, an object is simply considered as a particular kind of compound
feature. The difference lies in the semantic level of interpretation.
87
Sec. 5.2. A Visual Feature Hierarchy
Appearance Model
Besides its structural information, any feature class f ∈ F can be associated to
an appearance model Af 1. There are many ways of expressing such a model. In-
terestingly, our representation is general enough to be independent from the chosen
technique. A common solution is to associate to each class f ∈ F a mean appearance
vector µAf of n elements in R and corresponding covariance matrix ΣAf . We adopt
this technique and assume that appearance vectors follow an unimodal Gaussian
distribution:
Af = (µAf ,ΣAf ) where µAf ∈ R× {1 . . . n}
ΣAf ∈ R× {1 . . . n} (5.1)
The features considered here are intrinsically linked to a given characteristic
appearance. A feature class should represent any relevant aspect of the object and
can possibly be non-visual and non-geometric. Because the nature of the features
in a recognition system depends on the task, it can be usefull for a wide range of
applications to include non-visual features that can be obtained from other sensors.
Primitive features
Compound features
(a) (b)
Figure 5.2: An illustrative example of feature hierarchy (a). Instances of two
generic feature classes in the bike scene (b); Piece-of-tire primitives (green) and two
wheel compounds (purple) are detected in the image. Reproduced with permission
from [DP07].
1This information is not compulsory for a compound feature since it is always possible to predict
its position from its subfeatures.
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Instantiating a feature class
In general, the instantiation of a feature class results from a detection process on
a given image. As shown in Figure 5.2, a feature may appear several times in the
image and may have different orientations and scales.
Our model reflects these properties by associating three parameters {x, ϑ, w} to
each instance of a visual feature class f ∈ F :
∀f ∈ F , inst(f, I)→ {x, ϑ, w}0...k (5.2)
where inst(f, I) is a detector that produces k instances of a feature class f on image
I, x ∈ R2 is the position in the image coordinates, w ∈ R the weight that represents
the likelihood of this specific instance and ϑ ∈ R3 × [0, 2pi[ is the local transform
parameter that represents the pose of the feature and is defined as
ϑ =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
][
sx 0
0 sy
][
1 a
0 1
]
(5.3)
where θ, a, sx, sy are respectively the orientation, skew and scale parameters.
In practice, we observed that affine invariant detectors are not reliable enough
to obtain stable affine parameters and to keep track of them during the inference
process. Therefore, the parameter ϑ that is often simplified to include only rotation
θ and scale s parameters:
ϑ =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
][
s 0
0 s
]
(5.4)
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5.2.2 Flexible Spatial Relations
Our model represents the shape of an object in terms of relative positions between
visual feature classes. It is a sparse model in the sense that the entire object is
represented through local pairwise relations between features. An advantage of this
is that it helps the system to keep a tractable complexity.
In order to represent a spatial relation {i, j} ∈ S between two feature classes, the
object modelM associates two models of relative position {si→j, sj→i}; one relative
to each class. These models aim at informing the system where a feature is expected
to be found with respect to the reference feature (i .e. source). In the ideal case, these
relations should be able to represent stable spatial dependencies in a flexible way (by
offering invariance to scale, orientation). Figure 5.3 illustrates spatial relations in
an artificial example. In our model, they occur only between features of subsequent
levels in the hierarchy. No explicit relations are defined directly between features of
the same level.
The relative position model can be defined either parametrically through a Gaus-
sian mixture or nonparametrically as a set of particles. In the following, we present
these two options and particularly focus on the three different parametric formula-
tions of the spatial relations.
θR1 C
B
A
θB1
dB1
θA1 d
A
1
A
C
B
Figure 5.3: Spatial relations between a compound feature C and two subfeatures
(A,B). {θA1 , dA1 } and {θB1 , dB1 } represent the direction and the distance to C respec-
tively from A and B. θR1 is the relative orientation of C computed from A.
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Parametric Relations
Representing spatial dependencies between features through parametric relations is
not new. Different approaches [WPW00, PG00b, FPZ03, VS04] have successfully
exploited them to perform object recognition. However, representing flexible spa-
tial dependencies in hierarchical models is a new and challenging problem that we
propose to tackle in this section by presenting pairwise spatial relations.
In its parametric form, our model approximates geometrical relations si→j be-
tween two feature classes i, j by a Gaussian mixture of k components, each repre-
senting a likely relative position µk ∈ Rn of one of the two features fj with respect
to the other, the reference feature fi:
si→j(x; Θ) =
K∑
k=1
wk G(x; (µk,Σk)) (5.5)
where Θ = (w1...K ;µ1...K ; Σ1...K) defines the model parameters, and x ∈ R2 is the
relative image space normalized with respect to the reference feature i. Mixing
weights w1...K must be positive and sum to unity.
Depending on the dimensionality n of relative position parameters µ1...K ∈ Rn,
it is possible to distinguish between different types of spatial relations:
1. Typically, relative positions µ1...K between features are defined in two-dimensional
planar coordinates R2. This space is normalized either with the local affine
deformation ϑi or at least normalized with the orientation θi and scale si of the
instance of the reference feature i. An illustrative example of such a spatial re-
lation is given in Figure 5.4. It shows a model of two components representing
two possible positions in the affine normalized neighborhood.
2. Another possibility is to define the relation si→j in terms of relative distance
between features. Such spatial relation is defined by a one-dimensional relative
distance µ1...K ∈ R and covariance in the affine-normalized neighborhood of
the reference feature class (see Figure 5.5).
3. Finally, this representation can also accommodate relations that are defined on
more than two dimensions Rn, n > 2. Similarly to the two-dimensional case,
a straightforward solution is to consider a relative position of the normalized
neighborhood. This can be particularly useful to model spatial relations for a
three-dimensional object.
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Affine−Normalized Neighborhood
d2
{µ1,Σ1}
{µ2,Σ2}
the other feature class in the model
d1
θ2
θ1
µ1 and µ2 are the estimated positions of
Position of the
Reference Feature
Figure 5.4: Two-dimensional parametric spatial relation between two features.
Affine−Normalized Neighborhood
Position of the
Reference Feature
µ1
Σ1
Figure 5.5: One-dimensional parametric spatial relation between two features.
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Properties
As previously shown in Equation 5.5, a spatial relation may contain several compo-
nents µ1...k, each depicting a relative position from one feature class to the other.
Given the position of one feature in the image, called instance, it is possible to
predict the position of an instance of the other feature that is linked through the
spatial relation.
An interesting property of our hierarchical structure is that the position of a
compound feature C in the image can be obtained by its children A,B, no matter
which one is used to predict it (Figure 5.3).
More precisely,
Let {xA, yA}, {xB, yB} be the position of an instance of feature class A and B,
Let µAe ∈ sA→C and µBe ∈ sB→C , be two relative position components obtained
from their respective spatial relation model (Figure 5.4),
Let {xA→C, yA→C}, {xB→C, yB→C} be the positions of instance C predicted from
the instances {xA, yA}, {xB, yB}.
Specifically, the position {xA→C, yA→C} of the feature C obtained from A is ob-
tained by applying the local pose ϑinstA of the instance on the relative position µAe in
the model sA→C and then by translating the resulting point by the position {xA, yA}
of the feature A in the image coordinates:[
xA→C
yA→C
]
=
[
µAe (0)
µAe (1)
]
× ϑinstA +
[
xA
yA
]
(5.6)
=
[
µAe (0)
µAe (1)
]
︸ ︷︷ ︸×
[
cos(θA) − sin(θA)
sin(θA) cos(θA)
][
sxA 0
0 syA
][
1 aA
0 1
]
︸ ︷︷ ︸+
[
xA
yA
]
︸ ︷︷ ︸
Relative position Pose of A Position of A
The derivations for computing the position {xB→C, yB→C} from B follow similarly:[
xB→C
yB→C
]
=
[
µBe (0)
µBe (1)
]
× ϑinstB +
[
xB
yB
]
(5.7)
=
[
µBe (0)
µBe (1)
][
cos(θB) − sin(θB)
sin(θB) cos(θB)
][
sxB 0
0 syB
][
1 aB
0 1
]
+
[
xB
yB
]
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Then the position {xC , yC} of the instance of C derived from instance A is equal
to the position of C derived from instance B:[
xC
yC
]
=
[
xA→C
yA→C
]
=
[
xB→C
yB→C
]
(5.8)
Representing Relative Pose
Beside the relative position parameters Θ = (wk, µk,Σk){k=1...K} that are used to
retrieve the position of the other feature, another piece of information that can be
exploited to improve the spatial relation is the relative pose between two geometri-
cally related features. Intuitively, this allows to compute the pose (or at least the
orientation) of one feature C given another feature A.
To this purpose, our model associates a local affine measure ϑRk={1...K} to each
component of the mixture Si→j. This pose is set relative to the pose of the reference
feature i and is consequently invariant to any two-dimensional rotation and scale
variation. The relative position Θ is extended with the relative pose ϑR as follows:
Θ ← (Θk ∪ ϑRk ){k=1...K} (5.9)
⇔ Θ ← (wk, µk,Σk, θRk , aRk , sRk ){k=1...N} (5.10)
This will help the system to keep track of feature pose at every level of the hierarchy.
Figure 5.3 shows the relative orientation θRk between features A and C.
Nonparametric Relations
Rather than using a Gaussian Mixture to model spatial relations, it is possible to
use a nonparametric distribution. This is particularly suitable when the number of
training samples is too small or when the distribution cannot be covered efficiently
by parametric methods. One main advantage of this type of method is its ability
to obtain the relations directly from experimental data. However, the complexity
during inference may quickly become intractable.
Nonparametric relations are defined as sets of P particles where each particle
is defined by a relative location µ ∈ Rn, a weight w, a variance Σ, and a relative
orientation θR of the feature from the reference feature:
si→j = {µl, wl,Σl, θRl }{l=1...P} (5.11)
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5.3 Representing a Hierarchy via a Graphical Model
In this section, we describe how the proposed hierarchy can be represented in a
graphical model (see Figure 5.6). As it has been discussed in Chapter 2, graphi-
cal models generally provide a convenient formalism to represent complex systems
and to exploit efficient inference mechanisms. Pairwise Markov Random Fields
(PMRF’s) appear to be adapted for representing objects. They have the advantage
to offer low complexity and are able to deal with loopy graphs.
Another reason to use PMRF’s is that the correspondence between our hierar-
chical model and its representation in a PMRF is relatively straightforward. The
main idea is to represent feature classes by nodes and spatial relations by statisti-
cal relations between nodes, represented by edges. Therefore, whereas our model
M = {F ,S} is constituted of visual classes F and spatial relations S, the graphi-
cal model G = {V , E} uses nodes V and edges E to represent the object structure.
However, there are different types of nodes in the graph and different ways to ex-
press geometric dependencies in edges. These topics are addressed in the following
sections.
5.3.1 Visual Feature Classes as Nodes
In PMRF terminology, it is common to differentiate between hidden and observable
nodes (i.e. random variables). We propose to use a pair of these nodes, hidden
xi ∈ x and observable yi ∈ y, to represent two aspects of a visual feature class
fi ∈ F :
∀fi ∈ F , fi → {xi, yi} (5.12)
Intuitively, observable nodes yi represent the output of local feature detectors follow-
ing some basic measurements directly done on the image. Hidden nodes xi represent
a spatial density about the location and pose of the feature on the given image. A
difference between these two types of node resides in the fact that observations yi are
only obtained from appearance measures and are therefore sensitive to occlusions
and detector weaknesses whereas hidden node annotations are estimated through an
inference process that exploits all the observations y in the graph G together with
the shape model consistency.
Some features fi may not have direct observations yi available. In that case, the
feature will be represented by a hidden node xi only, fi → {xi}. The instantiation
of hidden and observable nodes for a given image is explained below.
95
Sec. 5.3. Representing a Hierarchy via a Graphical Model
φ(xk, yk)
φ(xi, yi)
ψ(xj, xk)
φ(xj, yj)
ψ(xi, xk)
xk
xi xj
yk
yi yj
Figure 5.6: Illustration of the proposed representation. Each feature has an observ-
able variable yi and a hidden variable xi linked through a local observation potential
φ(xi, yi). Each pairwise potential ψ(xi, xj) encodes the spatial relation between two
feature classes i, j.
Hidden Nodes
Each visual feature has an associated hidden random variable xi that is depicted
by a white node in the graph shown in Figure 5.6. This hidden variable xi is a
continuous density function defined on the image space R2 (i.e. feature position)
and the feature pose R3 × [0, 2pi[.
However, the direct instantiation of such a continuous space (R2 × R3 × [0, 2pi[)
should be avoided to keep the problem tractable in terms of complexity. A solution is
to use a nonparametric density estimate to approximate the distribution. However,
using a high-dimensional circular space for the particles may also lead to various
problems during inference. Instead, we represent each hidden variable in the image
space coordinates. We keep track of the pose information of each sample separately.
The nonparametric representation used to model the spatial density distribution of
each hidden random variable xi ∈ x is composed of n samples:
p = {µ,Σ, w}j=1...n (5.13)
where µ ∈ R2 is the position in the image, w ∈ R is the weight and Σ ∈ R2 is the
variance associated to this sample.
To each sample pj is also associated a parameter ϑj that corresponds to the
pose of the feature (orientation θ, scales sx, sy, and skew a). We can summarize the
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position of samples p and their corresponding pose ϑ as parameter Θ:
Θ ← {pj, wj, ϑj}j=1...n (5.14)
⇔ Θ ← {µj,Σj, wj, {θ, a, sx, sy}j}j=1...n (5.15)
Observable Nodes
Contrary to many approaches that use pixel values directly as input, we allow the
system to consider the image as a collection of features. These are particularly
convenient to reduce the large visual input space to a smaller set of features.
Our observable nodes yi ∈ y are annotated with a set of features obtained
from feature detectors. Each observed feature (i.e. instance) is defined as a triple
{µ, ϑ,D} where µ ∈ R2 is a location in the image, ϑ is the local affine deforma-
tion matrix, and D ∈ RNd is a local descriptor (i.e. a vector of real numbers) that
summarizes the appearance around the neighborhood of the point µ.
Another particularity of our approach is that an observable node yi ∈ y can be
associated to several feature detectors Kj=1...n. Therefore a given feature class can
be located in the image by different detectors (thus improving the overall robustness
of the system). Moreover, these detectors capture specific measurements and are
sensitive to different image modalities. Multiple types are needed since no one type
of feature can represent all types of object.
The union of the local feature locations obtained from each detectorKi associated
to the current observable node yi defines its annotation for a given image I:
Oyi(I) ←
⋃
Ki∈Kyi
Ki(I) (5.16)
⇔ Oyi(I) ←
⋃
Ki∈Kyi
{µ, ϑ,D}k=1...n (5.17)
5.3.2 Spatial Relations as Edges
In Pairwise Markov Random Fields, two different types of edges can be found. The
first type connects pairs of hidden nodes and is associated to a pairwise potential
ψ(xi, xj) that is used to represent the relationship between the two nodes.
The second type of edges links pairs of hidden yi and observable nodes xi and
corresponds to an observation potential φ(xi, yi). This kind of potential is used
to incorporate the observations in the model during the inference process. In the
following, we provide detailed information on pairwise and observation potentials.
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Pairwise potentials
Intuitively, pairwise potentials ψ(xi, xj) are used to represent the relationship ex-
isting between two hidden random variables. In this work, we do not represent the
relationships through pairwise potentials explicitly but we rather use conditional
distributions. To better understand the motivation of this choice, let us to go back
to the description of the NBP algorithm (Section 2.3). During the computation of an
outgoing message mij, we saw that when the marginal influence is constant, the out-
going message can be computed by using the conditional distribution ψ(xj|xi). This
means that in practice we do not need to represent pairwise potentials ψ(xi, xj) ex-
plicitly to perform NBP but we can instead use the conditional distributions ψ(xi|xj)
and ψ(xj|xi) they define 2.
Defining the relations under these terms facilitates the correspondence between
our spatial relation Si→j and the conditional functions ψ(xj|xi). Indeed, the same
representation in terms of Gaussian mixtures can be used. Because of their lower
dimensionality, conditional functions are also easier to learn. During inference, the
application of the potential can be thought of as a mapping where each sample µi
is moved to the Nij directions of the Gaussian mixture:
ψ(xj|xi) =
Nij∑
k=1
wki G(xj; γi,j,k(µi, ϑi),Σi), where
Ni∑
k=1
wki = 1 (5.18)
where wki is the relative weight of an individual component. Function γi,j,k is a
mapping that computes the position of the samples for the k-th Gaussian component.
Specifically, this conditional function moves the samples of xi, denoted µi ∈ xi, using
the k relative positions µijk of the model. This process is illustrated in Figure 5.7
and the function γi,j,k is formalized below:
γi,j,k(µi, ϑi) = µi + (µijk ϑi) (5.19)
⇔ γi,j,k(µi, ϑi) =
[
µxi
µyi
]
+
[
µxijk
µyijk
][
cos(θi) − sin(θi)
sin(θi) cos(θi)
][
sxi 0
0 syi
][
1 ai
0 1
]
2A similar approach has been presented by Isard [Isa03] and successfully used by Sigal et
al. [SISB03, SBR+04, SB06] for tracking purposes.
98
Chapter 5. The Visual Feature Hierarchy
Spatial Relation
xi xj
ψ(xj|xi)
µij0
µij1
γij1(xi)
γij0(xi)
Figure 5.7: Visual interpretation of the mapping of a spatial relation. During the
application of a conditional ψ(xj|xi), each instance of the source feature xi is mapped
to the target space by using the different relative positions µij0, µij1.
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Observation potential
Observation potentials, φ(xi, yi), correspond to the likelihood parts in the standard
Bayesian formulation of an inference problem. They represent the compatibility
between a hidden random variable xi and its corresponding image evidence yi.
The observed features Oyi(I) of the image I may appear differently from the
features of the unknown true scene due to a number of variation factors. This
includes image noise, errors of feature extraction algorithms, and others artifacts.
It is the purpose of the likelihood function (or observation potential) φ(xi, yi) to
describe these differences in probabilistic terms.
Given a set of observed features Oyi(I) = {α, ϑ,D}k=1...n at node yi, the observa-
tion potential is formulated by creating a spatial Gaussian gk at point αk weighted
by a similarity measure w with the feature appearance model Ai. The likelihood L
for a given point t in the image corresponds to the maximum response among all
weighted Gaussians gk at point t, that is
gk = w G(αk,Σ) where w = e−λ(Dk,Ai) (5.20)
L(t) = argmaxkgk(t) (5.21)
where λ(Dk,Ai) is the Mahalanobis distance between an observation Dk and the
appearance model Ai, and Σ is set proportional to the scale in ϑk.
The Mahalanobis distance [Mah36] is a generalization of the Euclidean distance
and is suitable to be used as the metric on the visual feature space. It differs from
the Euclidean distance in that it takes into account the correlations of the data set
and is not dependent on the scale of measurements.
Formally, the Mahalanobis distance from a group of values with mean µ =
(µ1, µ2, . . . , µp)
T and covariance matrix Σ for a multivariate vector x = (x1, x2, . . . , xp)T
is defined as:
D2M(~x, ~y) = (x− y)TΣ−1(x− y) (5.22)
If the covariance matrix Σ is diagonal, then the resulting distance measure is
called the “normalized Euclidean distance”:
D2E(~x, ~y) =
p∑
i=1
(xi − yi)2
σ2i
(5.23)
where σi is the standard deviation of the xi over the training set.
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5.4 Inferring High-level Features
In our system, computing the presence of features in an image amounts to estimating
the posterior belief associated with the hidden nodes given all observations. Thus,
detection of hierarchical features can be posed as inference in the graphical model.
One way to do this is to use Nonparametric Belief Propagation (NBP) [SIFW03].
However, a few extensions are necessary to apply NBP in our framework, essentially
because we need to keep track of the orientation (pose) of samples during inference.
After a brief review about NBP, our message update algorithm is presented.
As it has been discussed in Chapter 2, NBP is an inference algorithm for graphical
models that generalizes particle filtering and propagates information via a series
of local message-passing operations. Reasons to use NBP are multiple; it allows
efficient inference in high-dimensional space, in presence of complex likelihoods or
potentials and even on loopy graphs. It is also motivated by recent advances in
neurosciences [LM03].
In NBP, a message mij from node i to j is written
mi,j(xj)←
∫
Xi
ψi,j(xi, xj) φi(xi, yi)
∏
k∈Ni\j
mk,i(xi) dxi (5.24)
where Ni is the set of neighbors of node i, ψi,j(xi, xj) is the pairwise potential be-
tween nodes i, j, and φi(xi, yi) is the local observation potential. After any iteration,
each node can compute an approximation pˆ(xi|y) to the marginal distribution p(xi|y)
by combining the incoming messages with the local observation:
pˆ(xi|y)← φi(xi, yi)
∏
k∈Ni
mk,i(xi) (5.25)
A particularity of NBP is that it exploits a sampled-based representation to approx-
imate messages and beliefs:
mi,j(xj)← {µkij,Σkij, wkij}Kk=1 (5.26)
In our framework, the position of samples µkij ∈ R2 is defined in the image space. Our
inference method extends NBP by maintaining the pose of samples ϑi,j in parallel
by using additional parameters:
ϑi,j ← {θk, ak, skx, sky}Kk=1 (5.27)
The computation of an outgoing message in our framework is summarized in
Algorithm 8. First, it starts by computing the exact product of incoming messages,
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βts(xt)← φt(xt)
∏
i∈N(t)\smit(xt). From the produced variable βts(xt), M weighted
samples {xit,Σit, wit}Mi=1 are drawn.
A pose is assigned to each newly created sample by using a procedure, pose(),
that computes the mean pose (of the incoming message samples) around the sample
point. Then the conditional ψ(xj|xi) can be applied to move each sample indepen-
dently by using the relative position in the model. Resulting samples {xitu, witu}
are then assigned a new variance Σitu by using a k-nearest KDE estimation (See
Appendix A). Finally, the pose ϑitu of each sample is modified following the relative
pose between the source and the target node.
The outgoing message is formed by using the parameters describing the location
xitu, variance Σitu, weight witu, and pose ϑitu of the M samples:
mtu(xu) = {xitu,Σitu, witu, ϑitu}Mi=1 (5.28)
The product of incoming messages, received by higher and lower level nodes, is
detailed in Figure 5.8. It allows to obtain a localization of the feature. Figure 5.9
illustrates the message-passing algorithm by presenting the NBP detection process
on an object.
Why separate position and pose during NBP?
It is clear that the computation of the pose of samples could be integrated within
NBP by using a higher dimensional space. This has been done by Detry [Det06].
However, to be able to cover such a higher-dimensional space properly, the system
would require a much larger number of samples. A consequence of this is that
the inference process would require more computational complexity, especially for
computing the products of messages.
5.5 Discussion
This chapter has presented a new approach to represent visual features. It extends
recent work [Pia01, FPZ03] by introducing a flexible hierarchy of spatial dependen-
cies between features.
This hierarchy allows to naturally overcome the limited descriptive power of in-
dividual primitive features by composing them into compound features. The same
structure is repeated recursively in higher levels of the representation. Since com-
pound features gradually contain more parameters and naturally cover a larger image
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Algorithm 8 NBP update of an outgoing nonparametric message
Given input messages mkt(xt) = {µik,t,Σik,t, wik,t, ϑik,t}Ni=1 received from nodes k ∈
Nt\u
1. // Compute The Exact Incoming Message Product
βts(xt) = φt(xt)
∏
i∈N(t)\smit(xt)
2. // Draw samples
{xit,Σit, wit}Mi=1 = Draw M weighted samples from the product βts(xt)
3. // Compute the pose of each sample xit (Algorithm 9)
{ϑit}Mi=1 = pose(xit, {µik,t}Ni=1, {ϑik,t}Ni=1)
4. // Map the Conditional (Equation 5.18)
{xitu, witu}Mi=1 = apply {xit, wit, ϑ
i
t}Mi=1 on the Conditional ψ(xu|xt)
5. // Adjust the variance (Appendix A)
{Σitu}Mi=1 = k-nearest kde({xitu}Mi=1)
6. // Map the relative pose (Equation 5.9)
{ϑitu}Mi=1 = {ϑ
i
t}Mi=1 × ϑRtu
7. // Compose the outgoing message
mtu(xu) = {xitu,Σitu, witu, ϑitu}Mi=1
Algorithm 9 ϑ
i
t = pose(xit, {µk,t}Ni=1, {ϑk,t}Ni=1)
{θ, a, s(x), s(y)}Ni=1 ← {ϑk,t}Ni=1
θ ← WeightedCircularMean(xit, {µik,t}Ni=1, {θi}Ni=1 )
{a, sx, sy} ← gaussianWeightedMean({ai, six, siy}Mi=1, {µik,t}Mi=1, xit)
ϑ
i
t ← {θ, a, s(x), s(y)}
Algorithm 10 θ ← WeightedCircularMean(x, {µ}Ni=1, {θ}Ni=1 )
{w}Ni=1 = evaluate a gaussian centered at G(x) for each µi
C = ∑Ni=1 wi cos θi
S = ∑Ni=1 wi sin θi
return θ = arctan(S/C)
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area than primitives do, they should provide a potentially more specific and robust
description of relevant aspects of shape and appearance.
We can notice several other properties that are inherent to our hierarchy:
+ Flexible representation of spatial relations,
+ Natural separation of appearance and shape,
+ Fine-grained representation of high-level spatial relations,
+ Appearance model at high levels,
+ Different levels of abstraction within the same model,
+ Viewpoint invariance (rotation, location, scale),
+ Top-down and bottom-up influence during detection,
+ Sparse model,
+ Similarities with neuroscience models of the visual cortex.
The hierarchical model has also a few limitations that we should keep in mind:
− The object is assumed to be made up of a set of parts,
− The relative location between the parts is expected to be captured by a mixture
of Gaussians,
− The distribution of appearance for each part is represented by an unimodal
Gaussian,
− Only pairwise relations are represented.
The efficacy of the model depends on its structure and the accuracy of its pa-
rameters. Therefore, the learning strategy of such a model is crucial. In the next
chapter, we will focus on the incremental composition of such a model and describe
how it can be constructed.
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Figure 5.8: During an iteration of NBP (a, b), feature x3 received messages from
subfeatures x1, x2 and parent x4. Even if individual messages contain uncertain
information about the location of a feature (c), the product of the incoming messages
constrains the location of feature x3 (d).
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(a) (b) (c)
Level 1 → 2
Level 2 → 3
Level 3 → 4
Level 4 → 5
Figure 5.9: Illustration of an upward message-passing iteration during the NBP
detection process. Starting from the first level (a), the detection process uses the
presence of primitives to predict the location of the second level features, top (b).
The product of these messages (c) refines the belief to a more precise localization.
This product is then used for the next level (a). At the end of this simple example,
we obtain the final set of samples that corresponds to the localization of the object.
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Statistical Learning of Hierarchies
This chapter provides another cornerstone of the recognition framework by intro-
ducing a statistical learning method from which the proposed hierarchy can emerge.
In our context, the purpose of learning is a threefold one. First, the structure of the
model itself is initially unknown; therefore it should be constructed automatically
and incrementally. At the same time, a second goal is to estimate the parameters of
the model that best fit the training data. These parameters comprise spatial rela-
tions, appearance and shape between visual feature classes. Third, for recognition
purposes, the system should be able to exploit these models to predict the presence
of the most likely object class in the image.
To address these challenges, the proposed learning framework is divided in two
parts. The first part composes the hierarchical model iteratively in a bottom-up
manner (Section 6.4). It starts with simple low-level features and gradually generates
more complex features. For each newly created feature, the system learns in parallel
a generative model of its spatial relations. The second part exploits the feature
hierarchies previously learned, and creates a discriminant model that can predict
the presence or the absence of an object class in the image (Section 6.5).
Before entering the technical discussion, we introduce in Section 6.1 the general
learning environment in which the framework will perform. An overview of the
system is given in Section 6.2 and Section 6.3 gives the rationale for the structure
and the strategies used in our statistical learning method.
107
Sec. 6.1. Learning Context
6.1 Learning Context
The structure of a learning process is often shaped by the environmental context in
which it performs. Depending on the level of supervision available, it is common
to differentiate between supervised and unsupervised learning methods. Supervised
methods learn a model from input to output values, both observed by the system. In
contrast with those methods, unsupervised learning methods try to discover struc-
ture in the data without any external measure of success.
In object recognition, this terminology is extended to better match with the
reality of the problem. The term “supervision” is taken in a more general sense.
Specifically, it is possible to distinguish between three types of supervision: the
human effort required to train the models, the degree of generality of the images,
and the number of training images required. For the first type, we can mention four
levels of supervision [Ope06]:
• Unsupervised: the data available to the system consist of a set of unordered
and unlabeled images with no information about the object locations.
• Weakly Supervised: here the object labels are available during training. This
labelling associates to each image the label (the name or the class) of the
object present in the image. Therefore, the learning system is presented with
a collection of images I1...n containing examples of objects belonging to a given
class O:
T ← {Ii,Oi} , i = {1 . . . n}, Oi ∈ {1 . . . No} (6.1)
where T is the training set presented to the learning algorithm, Oi denotes
the object label of an image Ii, n is the number of training images and No
stands for the number of object labels.
• Supervised: in addition to the object labelling information, supervised object
recognition methods are given bounding boxes that determine the location of
the object instances in those images.
• Highly Supervised: these methods have object labelling information and bound-
ing boxes available. Moreover the objects are segmented in the training images
such that each pixel of the image is either a part of the object or the back-
ground.
Since it only receives the object labelling information, the learning framework pre-
sented in this work is Weakly Supervised.
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6.2 Overview
In this section, we introduce the learning method that is used to construct the
feature hierarchies and to learn a classifier from them. From a general point of
view, the challenge of learning hierarchies is to make sense of the data available by
automatically learning the visual consistency between instances of the same object
class. To this end but also to perform recognition, our system exploits different
learning paradigms:
1. Structural Learning
For each object class, the structure of the graphical model is constructed iter-
atively in a bottom-up manner. At each level of the hierarchy, pairs of features
are identified that tend to occur in the same relative neighborhood.
2. Generative Learning
When two features are combined to produce a high-level feature, the system
learns a generative model of the spatial relations existing between them. This
model, which is represented as a mixture of Gaussians, is estimated by cluster-
ing the configurational distributions of observed feature co-occurrences using
Expectation-Maximization. In addition, an appearance model can also be esti-
mated for the newly created feature. By doing so, the feature becomes directly
observable in the image.
3. Discriminative Learning
Once a hierarchical model has been learned for each object class, they can be
used for detection in new images. To perform recognition, a discriminative
model is learned on the top of the feature hierarchies. The general idea is
to construct a multi-class Support Vector Machine classifier (SVM) [BGV92]
from the activation of the features.
In practice, the first two phases are applied in parallel to build the hierarchies.
They are referred to as the co-occurence learning algorithm and will be presented
in Section 6.4 under Algorithm 11. The third phase, which will be explained in
Section 6.5, is independent and is applied separately once a model has been learned
for each object class.
Figure 6.1 illustrates a summary of the learning techniques employed in this
thesis. The system starts building the model upwards from the input set of obser-
vations with the co-occurence learning algorithm (Figure 6.1 (a)). It is possible to
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improve the overall structure of the model by learning an observation model (i.e.
likelihood) for each feature (i.e. hidden variable) in the graphical model (Figure 6.1
(b)). Therefore, hidden variables learned from the co-occurence algorithm become
observable. This leads to potentially more informative data that can be exploited
as input by a supervised learning process. Then during a second phase, the system
exploits the full hierarchy (the primitives and the newly created variables) as inputs
in a discriminative learning procedure (Figure 6.1 (c)).
6.3 Motivation
The learning method introduced in the preceding section is grounded on three dif-
ferent learning paradigms that naturally give rise to the following questions:
• Why combine generative and discriminative models?
• How is the learning related to the task?
• Why use incremental learning?
• Why use co-occurence statistics as a criterion to compose features?
In this section, we present a concise overview of the motivations behind these ques-
tions. Specifically, Section 6.3.1 motivates the use of both generative and discrim-
inative models within the same framework. Some insight is given in Section 6.3.2
about the relationship between our learning system and the task. Then we review
the reasons of using incremental learning to create higher-level visual abstractions
in Section 6.3.3. Finally, we answer the last question in Section 6.3.4 and present a
discussion about the use of co-occurrence analysis.
6.3.1 Combining Generative and Discriminative Models
The combination of generative and discriminative models within a single framework
has demonstrated good results in several visual recognition applications [HWP05,
CLS05, KPM06].
In general, representing the geometry of object parts is more suitable with gener-
ative models. This can be explained because different object classes may have similar
parts (i.e. sharing similar feature configurations). Therefore the representation of
spatial relations in terms of the object class boundaries may fail.
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(a) Structural Learning (b) Observable Compound Features
New Latent Variables
Primitive Features Primitive Features
Compound Features
(c) Discriminative + Generative (d) Discriminative + Generative
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Figure 6.1: A graphical model formalism is used to illustrate the different aspects
of our learning strategies. Hidden (or latent) variables are represented by white cir-
cles and observations by shaded circles. During our co-occurence learning (a), the
system tries to establish the relation between the inputs and some latent variables.
The model is generative. A natural extension to this strategy is to learn an obser-
vation model for each variable learned from the co-occurence algorithm (b). This
is expected to give better results since more information can be extracted from the
environment. Once a model has been learned for each object class, a discriminant
model (c) is trained to predict the object class label from the feature activation of
the hierarchy. The corresponding model where the full hierarchy is observable is
shown in (d).
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However, for recognition, the process has to predict the presence or the absence
of the object class in the image given the features. To do this, discriminative models
are most often used in the literature and generally offer good results.
Summing up, we expect that the use of generative models to estimate the param-
eters (geometry and appearance) of the models, and discriminative models to learn
the classifier to predict the class label, will be beneficial to the system performance.
6.3.2 Task-Driven and Task-Independent Learning
Another way to justify the structure of our learning framework is to consider how
the learning framework is related to the task. If we turn on the literature of ob-
ject recognition, we see that the problem is currently too vast and complex to be
addressed by a single framework. Researchers often consider subclasses of the main
problem (e.g. detection, categorization, matching, etc). Therefore state-of-the-art
solutions can be differentiated between the task they aim to complete. Most often
those frameworks exploits a Task-Driven learning strategy. In contrast with these
methods that learn features in a task-driven way (something we did in [JSP05]), our
co-occurence learning algorithm is task-independent.
There are several advantages to perform learning in a task-independent way. The
most important reason is that some visual features become only useful for the task
when they are combined with others, in higher level in the hierarchy. However, we
do not know in advance at which level in the hierarchy a feature will become useful.
Therefore by learning these reliable structures in a task-independent way, we may
find complex configurations of features that would have been more difficult to find
in a task driven way.
Moreover, by using such a learning strategy we expect that the feature hierar-
chies learned in a task-independent way can be useful for different tasks (matching,
detection, etc.).
6.3.3 Structure Learning via an Incremental Strategy
Statistical Learning methods for Object Recognition are generally concerned with
the estimation of the object model parameters (appearance and geometry). The
structure of the statistical object model is often defined a priori [FPZ03, BT05,
CFH05, LTGK06] by manually selecting an appropriate topology (i.e. number of
parts). For instance, the constellation model [FPZ03] generally assumes that an ob-
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ject model is composed of four inter-related different parts. This a priori information
allows the system to learn models that are robust to large appearance variations.
However, it constitutes a strong requirement that reduces the generality of this kind
of approach.
A more realistic, but also more challenging way to learn object models is to allow
the learning scheme to construct their structure in an automatic (possibly incremen-
tal) fashion [PG99, PG00a, KGA02, OPZ06]. In this thesis, unlike many existing
frameworks, we turn to this type of statistical learning. In contrast with previous
work [PG99], the term incremental does not mean that the system processed images
serially but rather that the system gradually organizes its perceptions in ever higher
level abstractions.
Despite the fact that it is often more difficult to set up, three main motivations
lead us to build a learning system that performs in an incremental fashion; intuition,
biology and psychology. First, it is my intuition that we could improve our ability
to recognize unfamiliar object classes if we have the opportunity, the desire, and
the time to learn them by accumulating experience and thus refining our perception
of these special classes of object. Second, this intuition is strengthened by the
biological point of view [Kan79, Cha02]. It has been shown that certain primary
animals with only very rudimentary nervous systems exhibit interesting behaviors
and are able to learn to survive in their environment. Therefore the amount of
experience accumulated by an animal is a factor that improves its expertise and its
ability to perform given tasks. Third, these concepts have also been observed in
humans and formalized in the Gestalt Psychology [Wer23, Köh47]. They have been
proven to be essential factors to the learning of human vision abilities [Wer23]:
“ Another Factor is that of past experience or habit. Its principle is that if
AB and C but not BC have become habitual (or "associated ") there is
then a tendency for ABC to appear as AB/C. Unlike the other principles
with which we have been dealing, it is characteristic of this one that the
contents A, B, C are assumed to be independent of the constellation in
which they appear. . . .
”
We can see that the notion of time and expertise is natural in incremental learning.
All these reasons lead us to consider incremental learning as a basis in our object
learning framework.
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Our recognition system relies on the learning of reliable object models that are
represented by feature hierarchies. From a theoretical point of view, this learning
can be seen as the act of bridging the gap between low-level and high-level visual
concepts (i.e. between visual primitives and object classes). The system will proceed
incrementally from the observable inputs into more abstract levels of representation.
Each additional level in the hierarchy can be seen as an additional step towards the
high-level abstractions.
Incremental learning performed in a task-independent way inevitably requires
an internal criterion for combining low-level features into higher level concepts. A
commonly used technique is to rely on the analysis of correlation between variables.
In the case of object recognition, the notion of correlation is generalized to spatial
correlation which means that two visual features are likely to co-occur in the same
images. This concept is detailed in the next section.
6.3.4 Co-occurrence Analysis
One simple and widely-used method for establishing statistical associations between
features is via co-occurrence analysis. This method is very commonly used in vari-
ous domains. For instance it has been used to validate learning models in psychol-
ogy [FA01], to predict Gestalt rules in neuroscience [EG98, Krü98, GPSG01] and
to retrieve high-level concepts in data mining and text document analysis [WR93,
SC99, MAF+04]. This section gives an insight into the motives that lead researchers
to explore the analysis of co-occurences through these different fields.
Definition 6.1. A Co-occurrence is an event or situation that happens at the same
time as or in connection with another.
A high probability of co-occurrence is often considered as synonym of stability
between two features. Specifically, it can be useful to efficiently find more complex
structures that tend to be repeated across different images. Co-occurrence assumes
interdependency of the two terms and can also be interpreted as an indicator of
semantic proximity.
In experimental psychology [FA01, FA02, FA05], it has been shown that human
observers paid more attention not only to feature pairs that often co-occurred in
the images as embedded elements, but also to pairs that had higher predictability
(conditional probability) between the constituent features. The authors suggested
from these findings that subjects learn higher level visual features based on the sta-
tistical coherence of features within the images. This unsupervised learning ability
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of human observers assumed that they extract the joint and conditional probabilities
of shape co-occurrences during passive viewing of images.
In neuroscience, some researchers focus on bridging the gap between the Gestalt
model of Psychology [Wer23] and statistical measurements in images [Zhu03]. Like-
wise, co-occurrence analysis has been proven to be essential in the understanding of
many Gestalt principles; such as proximity, collinearity [Krü98, KW02], parallelism,
etc. These are based on various formulations of co-occurrence statistics of oriented
filter responses in natural images [SCGM01]. They find that contour detection per-
formance is quantitatively predicted by a local grouping rule derived directly from
the co-occurrence statistics [GPSG01].
Among the broad variety of possible applications, the most popular use of co-
occurrence statistics is certainly the text document analysis [HP98, BWL02] and
data mining [SKW05, SPKW06](e.g. personal shopping profiles). Deriving concepts
from co-occurrence analysis of text documents often leads to the definition of a
hierarchical structure. In general, there are two ways to construct the structure:
bottom-up (upward) or top-down (downward). The top-down method starts with a
high-level model to understand texts. This manner is efficient when the documents
are tightly structured, but remains challenging in the general case. The bottom-up
manner starts with observable data to build higher-level conceptual entities and is
often more flexible.
If we take a bird’s eye view on the subject, we observe that the study of co-
occurrence is a common factor of learning between the different fields we have dis-
cussed. Therefore, the choice of co-occurence analysis as a basis for our learning
algorithm seems appropriate. It is coherent with Barlow’s theory of visual recog-
nition [Bar89, Bar94]:
“ Detecting “suspicious coincidences” of elements during recognition is a
necessary prerequisite for efficient learning of new visual features.
”
Intuitively, two candidate features should be combined into a composite object if
they have a high probability of their joint appearance. This insight provides a strong
motivation in favor of co-occurrence analysis for in visual recognition [EHYI01].
This thesis claims that feature composition for recognition tasks can be ac-
complished on the basis of correlation between features, and that such a feature
composition procedure can be beneficial to machine learning algorithms for object
recognition. Having reviewed the main ideas behind our framework, we describe, in
the next section, our co-occurence learning algorithm.
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6.4 Composing Features into Hierarchies
This section provides the description of a co-occurence learning algorithm which is
designed to produce visual feature hierarchies. In probabilistic terms, co-occurence
learning first aims at defining the hierarchical latent structure of the Pairwise Markov
Random Field by defining nodes compositions through edges. Its second purpose
is to estimate the model parameters (i.e. spatial relations) through conditional
functions by maximizing their likelihood on the image training set.
6.4.1 Co-occurence Learning Algorithm
The basic concept behind this learning algorithm is to accumulate statistics of the
relative positions of observed features in order to find frequently-occurring feature
co-occurrences. The structure of the model is built incrementally by combining
spatially correlated feature classes into new feature abstractions. The learning of
the model can be summarized by an iterative procedure, whose outline is given in
Algorithm 11.
First, a clustering algorithm (K-means [HW79]) is applied to the set of descrip-
tors D of local regions previously extracted from the training set. This yields a visual
codebook that is used to create the first level of the graph G. Each feature class is
associated with a visual word of the codebook to create an appearance class. After
clustering, the training procedure accumulates information on the relative positions
Λ of features and their image locations Φ. It extracts those feature pairs C ← [fi, fj]
that tend to be located in the same neighborhood.
Then it estimates the parameters of their geometric relations Sij using Expectation-
Maximization (Section 6.4.5). It selects the closest relations and estimates their
shape X and their appearance model A using an adaptive patch (Section 6.4.7).
This key component describes the appearance of the new feature whose width and
height are automatically determined. The optimality criterion is based on minimum-
variance analysis, which first computes the variance of the appearance model for
various patch deformations, and then selects the patch dimensions that yield the
minimum variance over the training data.
Finally, it generates new visual feature classes by adding new nodes in the graphi-
cal model (Section 6.4.6). The same process is applied iteratively to each new level in
the graph. In the following sections, we describe the main steps of this co-occurence
based learning procedure.
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Algorithm 11 Co-occurence Learning: learn()
1: // extract a set of low-level visual feature occurences from the training set
2: {D} ← regions extracted from the training set
3: // find primitive classes fp by applying K-means clustering on D
4: {fp,Ap} ← K-means(D)
5: // construct the first level of the graph
6: G ← create(fp,Ap)
7: for each level < nLevels do
8: // extract co-occurrence statistics: correlated features C, their relative posi-
tions Λ and image locations Φ
9: C,Λ,Φ← extract(G, level)
10: for each correlated feature class pair [fi, fj] ∈ C do
11: // estimate spatial relational model Sij between i and j
12: if Parametric then
13: Sij ← EM(Λi,j) // where Λi,j is the set of relative positions btw i and j
14: else
15: Sij ← Resample(Λi,j)
16: end if
17: // store the model Sij into the set S which contains the candidate models
for the current level
18: S ← S ∪ Sij
19: end for
20: // keep the closest spatial relations
21: S ′ ← closest(S)
22: // estimate shape, appearance model
23: [X ,A]← adaptivePatch(S ′,Φ)
24: // connect new nodes to the graph
25: G ← generate(X ,A,S ′,G)
26: end for
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6.4.2 Local Feature Extraction
The purpose of the feature extraction is to reduce the visual input space to a set
of local descriptors D. To be called generic a recognition framework should ideally
be able to learn different object classes without restrictions concerning their shape,
appearance or texture. A common problem in object recognition is that different
object classes might be described by different visual properties. Most of existing
approaches only use one kind of feature detector. However, none of these one-type
detectors is able to cover the different classes.
Opelt et al. [OPFA06] recently combined multiple methods to capture the main
characteristics of various object categories. This improves the generality of their
approach and therefore motivates us to utilize a similar feature extraction scheme.
As illustrated in Figure 6.2, the feature extraction process is composed of two phases.
The first one locates regions of possible interest in images; various interest point
extraction techniques are used. The second computes local descriptors on previously
detected regions. Below we give more details concerning these two operations.
Local Descriptor
Local Descriptors
Feature Detection
Image Local Regions
SIFT (Descriptor)
Raw Pixel Values
Randomized Grid
DoG Interest Point
Hessian Laplace
Hessian Affine
MSER
Figure 6.2: Illustration of the feature extraction process. Each image is first pro-
cessed by standard feature detectors to produce a subset of local regions. These are
then extracted and described in an invariant manner by some feature descriptor.
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Region Detection
As it has been discussed in Chapter 3, feature detectors use various kind of image
measurements to locate potentially interesting areas in images. Depending on their
type, detectors can be invariant to a certain degree of geometric and/or photometric
transformations. The detectors provide region locations, orientations and scales. For
some of them (MSER [OM02a] and Hessian-Affine [MS04]), an affine normalization
is also available. This information is later used to compute descriptors. In our
framework, we are able to use five different detectors jointly:
Maximally Stable Extremal Regions (MSER) [OM02a] define extremal regions
that are derived from a watershed segmentation algorithm. These regions re-
main stable over a large threshold range. The region center, size and orienta-
tion are given by corresponding information of the surrounding ellipse.
DoG regions are localized at local scale-space maxima of the difference-of-Gaussian.
This detector is often combined with SIFT descriptors.
Hessian-Laplace and Hessian-Affine regions [MS04] are localized in space at
the local maxima of the Hessian determinant and in scale at the local maxima
of the Laplacian-of-Gaussian.
Randomized Sampled Grid is constructed from evenly sampled grid spaced at
s × s pixels for a given image. Then each location is displaced by a random
amount chosen between [0 sr[. The size of the patch is proportional to the
local scale [Lin98]. The orientation of each grid location corresponds to the
dominant gradient orientation.
Region Description
In order to make the information suitable for the learning algorithm, each region is
represented by a local descriptor. It describes the appearance of a region of interest.
In this framework, we used two different kinds of descriptors:
SIFT descriptors are histograms of gradient locations and orientations, where loca-
tions are quantized into 4x4 location grid and the gradient angle is quantized
into 8 orientations. The resulting descriptor is a 128 dimensional vector.
HSV pixels values Each image region is mapped to a 13×13 window of pixels. We
obtain orientation invariance by normalizing the region with the orientation
obtained from the detectors.
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6.4.3 Visual Classes
The first step towards the learning of an object model consists in the definition of
a basis of low-level feature classes (i.e. primitives) from which the hierarchy will be
constructed. Each of these classes, denoted fp, lies at the first level in the graph
and is associated to an appearance model Ap.
To obtain these models, our strategy is to perform a K-Means algorithm [HW79]
to cluster the descriptors from all training images into a fixed number k of parti-
tions. This technique is very commonly used by both bag-of-features and statistical
object recognition systems [OPZ06] to obtain a reduced set of visual classes. Var-
ious similarity metrics can be used to differentiate two observed descriptors in the
algorithm. In our system, we use the Euclidean distance, which defines the distance
between two descriptors P = [p1, p2, . . . , pn], and Q = [q1, q2, . . . , qn], in Euclidean
n-space as:
d(P,Q)2 =
n∑
i=1
(pi − qi)2 (6.2)
K-Means clustering finds a grouping of the observations that minimizes the within-
cluster sum-of-squares. Each observation, represented by a descriptor, is grouped
so that it is assigned to one of the k clusters. Clusters with too small number of
members are eliminated. The centroids of these clusters become the mean µAp of the
appearance model Ap of our primitives fp. The covariance ΣAp is computed using
the members assigned to the class.
How many clusters should be formed?
Generally the number of clusters in the dataset is not known in advance. Several
algorithms have been proposed to determine this value k automatically. A usual idea
is to run the algorithm with different values of k and score each clustering model
using a likelihood criterion. In this work, the number of classes is selected according
to the Bayesian Information Criterion (BIC) [Sch78]1:
BIC = −2L(X|C) + p
2
log(n) (6.3)
where L(X|C) is the log-likelihood of the dataset X according to model C, n is the
number of observations in the dataset and p = k(d+1) is the number of free parame-
ters in the model C with dimensionality d and k cluster centers. It is used to support
1other scoring functions are available: Akaike’s Information Criterion (AIC), Integrated Com-
pleted Likelihood (ICL), Normalized Entropy Criterion (NEC), cross-validation criterion (CV).
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models that contain a fewer number of clusters. A standard convention [KR93] to
select the right number of clusters is to consider BIC logarithm differences (Ta-
ble 6.1). The choice is done on the model where a decisive variation is detected in
BIC differences (Figure 6.3). More robustness can be obtained by averaging the BIC
differences over a small interval (+-1, +-2). We observed that our method was not
critically linked to the selection of a cluster number k as long as it was not too small.
Therefore we choose a low threshold to select the number of visual classes. Complete
studies of this technique can be found in the literature [Sch78, KW95, GH03, FR98].
differences (2 logeBIC) evidence
less than 2 weak
between 2 and 6 positive
between 6 and 10 strong
greater than 10 very strong
Table 6.1: The difference between two successive BIC values can be classified in 4
classes; differences of less than 2 correspond to weak evidence of decisive variation,
between 2 and 6 to positive evidence, between 6 and 10 to strong evidence, and
greater than 10 to very strong evidence.
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Figure 6.3: Bayesian Information Criterion (green) and Log-Likelihood (blue) mea-
sure for different number of clusters in k-means are illustrated on iris [DJNM98] and
letter [MSTC94] databases. In the ideal case (left), BIC function reaches a peak at
the best number of clusters (3). When the clusters are more fuzzy defined (right),
the function quickly increases at the beginning and then tends to remain constant.
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6.4.4 Finding Correlated Feature Classes
The composition of new features is based on the finding of spatially correlated fea-
ture classes. The basic idea behind this process is a twofold one. First to collect
information concerning the relative positions Λ and locations Φ between features
from training images. Second to extract pairs of feature classes C that have a large
number of local co-occurences and therefore tend to be located in the same neigh-
borhood. Interestingly, these co-occurrence statistics are collected from multiple
feature instances within one or across many different images. We keep of the feature
co-occurence locations Φ is the image for facilitating the estimation of their appear-
ance model. The procedure to find correlated features and extract their relative
positions is explained below and summarized in Algorithm 12.
Algorithm
The execution of this algorithm intends to provide three different sets of data; the
pairs of correlated feature classes [fi, fj] ∈ C, their relative positions and poses
[pr, ϑr] ∈ Λ and the positions Φ of their co-occurences across the training set.
The Algorithm assumes that feature instances have previously been extracted
from the feature detectors. For each possible pair of feature instances observed
in the same image, it computes the relative position pr of one feature oj versus
the other; the reference feature oi. This position is relative in the sense that it is
normalized with either the local affine pose ϑi of oi, its scale si or its orientation θi.
These normalization procedures are encompassed under the function Noi(oj), and
detailed in the next paragraph.
Once the relative position pr is known, the function tests if the point lies in the
neighborhood of the reference feature. This is done by using a threshold on the
relative scale-normalized distance between the feature instances oi, oj. If it satisfies
this condition, the system computes the relative pose (or orientation) from the
reference feature instance to the other and sets the middle position between them
as the position of their composition.
At the same time, for each feature pair, a co-occurrence measure is calculated
as the counts of simultaneously observing features i and j in the normalized image
neighborhood. This is illustrated in Figure 6.4. A feature pair is considered to
be spatially correlated if this number is above a predefined threshold. After the
completion of this function, we obtain a list Λi,j ∈ Λ concerning the relative poses
ϑr and locations pr of correlated feature classes [fi, fj] ∈ C.
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Algorithm 12 Correlation Extraction: extract(G,level)
1: C ← {} // correlated feature class pairs
2: Λ← {} // co-occurrence statistics (relative positions and poses)
3: Φ← {} // locations of co-occurences in images
4: Successively extract each image I from the training set
5: Detect all features fI ∈ G for the given level in image I
6: for all feature class pairs [fi, fj] ∈ fI do
7: for all instances oi ∈ Oi(I) of fi do
8: for all instances oj ∈ Oj(I) of fj do
9: // Compute the relative position pr of oj given oi
10: pr = Noi(oj)
11: if distance(oi, pr) < td then
12: // Compute the relative pose ϑr of fj given fi
13: ϑr = |ϑj − ϑi|
14: // Store the observation
15: Λi,j ← Λi,j ∪ {pr, ϑr}
16: // Store the middle position of the co-occurence
17: Φ← Φ ∪ |oi + oj|/2
18: end if
19: end for
20: end for
21: if size(Λi,j) > tc then
22: C ← C ∪ [fi, fj]
23: end if
24: end for
25: return C,Λ,Φ
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Figure 6.4: Visualization of the number of co-occurences Λ between all the possi-
ble pairs of feature classes. They are extracted from interest points for an object
of COIL-100 using Algorithm 12. Darker squares indicate a strong neighbor rela-
tionship between two features whereas white indicates that the features were never
observed in the same neighborhood. Note that the table is not completely symmet-
ric since the size of the neighborhood taken into account is set proportional the scale
of the reference feature.
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Neighborhood Normalization
During learning, visual features may occur at different orientations and scales in the
image. To extract invariant relations between features, we normalize the neighbor-
hood of each reference feature to a canonical frame. There are several strategies to
achieve such a normalization. In the following, we explain three methods that have
been used in our framework.
1. Gradient Orientation. A natural choice to normalize a local image region is
to use the local orientation θi associated with the reference point pi = {xi, yi}.
For observable features, this orientation corresponds to the gradient direction
computed on the local region:
tan θi =
Ly(xi, yi)
Lx(xi, yi)
(6.4)
Lx =
∂
∂x
g(σ)⊗ I Ly = ∂∂yg(σ)⊗ I (6.5)
where L is the image convolved by a Gaussian derivative kernel, g(σ) is a
Gaussian kernel and σ is its standard deviation.
The normalization of a point pj = {xj, yj} of the neighborhood with respect to
the reference feature position pi = {xi, yi} and orientation θi can be written:[
xrj
yrj
]
=
[
cos (−θi) − sin (−θi)
sin (−θi) cos (−θi)
]
︸ ︷︷ ︸
[
xtj
ytj
]
(6.6)
orientation normalization[
xtj
ytj
]
=
[
−xi
−yi
]
︸ ︷︷ ︸+
[
xj
yj
]
(6.7)
translation
2. Local Affine Pose. The local orientation may not be sufficient to capture sta-
ble relations in the presence of scale and viewpoint changes. To take into
account these effects, a second possibility is to exploit the local affine parame-
ters ϑi = {θ, a, sx, sy} of the reference feature to normalize a point pj = {xj, yj}
of the region:[
xrj
yrj
]
=
[
cos(−θ) − sin(−θ)
sin(−θ) cos(−θ)
][
s−1x 0
0 s−1y
][
1 a−1
0 1
][
xtj
ytj
]
(6.8)
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Algorithm 13 Direction of the point density
1: Let pr be a reference point, N the set of all image points
2: and T a histogram constructed on 36 bins
3: k = 3N1/2 // Compute the number of neighbors
4: P = N(1 . . . k) // Extract k nearest neighbors
5: for each point pj ∈ P do
6: tan(α) = (pyr − pyj )/(pxr − pxj ) // Compute the direction from pr to pj
7: T (round(α/10)) = T (round(α/10)) + 1 // Vote for the orientation
8: end for
9: θr = 10 argmaxαT (α)// Extract the most observed orientation
3. Direction of the point density. In many situations, the local measures (affine
pose or orientation) of the reference feature are not reliable enough to allow a
stable normalization. This occurs typically when local features are extracted
at random image locations (e.g. randomized grid). Uniform regions often
leads to unstable gradient direction. This motivates us to propose a method
to normalize points that does not rely on the structure of the intensity signal.
To this end, we introduce a simple process that is designed to normalize feature
locations when clusters of points can be identified. The main assumption to
consider is that the direction of the point density is stable enough to be used
as a canonical direction.
The process that computes the orientation of a reference point is summarized
in Algorithm 13 and illustrated in Figures 6.5, 6.6 and 6.7. It starts by extract-
ing the k nearest neighbors that will be used to compute the orientation. An
empirical choice for the integer k is k = 3N1/2, where N is the total number
of points (n > 30). Then for each of the k neighbors of the reference point, it
computes the direction α from pi to pj. Each observed angle is accumulated
into a histogram T of 36 bins (one bin every 10 degrees). Finally, the orienta-
tion is obtained by extracting the direction that receives the highest number
of votes.
This method is efficiently implemented using a KD-tree data structure to
reduce the computational cost of this method. This leads to an O(logN)
nearest-neighbor algorithm. In contrast with signal based approaches, it is of-
ten faster since it does not require any convolutions. It is also more convenient
for extracting sample orientations of high-level features.
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(a) Admiral Butterfly [LSP04] (b) Feature Instances
(c) Gradient Orientations (d) Point Density Orientations
Figure 6.5: A color image of a butterfly (a) [LSP04] is processed by a detector during
detection. Random patches corresponding to a given feature class are depicted by
red points (b). We show in the two bottom figures, the orientations obtained by using
gradient orientation (c) and the direction of the point density (d). The orientation
of each feature instance is represented by a green line. In contrast with gradient-
based method that leads to brittle orientations, the direction of the point density
relies on the shape of the neighbor distribution and allows to extract more stable
information.
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(a) Neighbors (b) Histogram (c) Normalized Neighbors
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Figure 6.6: Illustration of the point density normalization for different feature
instances obtained from the image shown in Figure 6.5 (b). For each line, the
reference point is depicted by a red point and its orientation, which is represented
by a red line, corresponds to the maximum bin in the histogram shown in the middle
column... 128
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(a) Neighbors (b) Histogram (c) Normalized Neighbors
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Figure 6.7: ...The normalized neighborhood is shown on the right and can be used
to estimate a potential function (Figure 6.8) for this feature.
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(a) Normalized Points (Gradient) (b) Histogram (Gradient)
(c) Normalized Points (Density) (d) Histogram (Density)
Figure 6.8: Illustration of the effect of the normalization method of the potential
function of a single feature class (a feature class combined with itself). The first
columns shows the set of all normalized points extracted during learning. For a
better visualization, the second column illustrates a histogram constructed from the
observed points (shown on the left). We can observe that the potential obtained by
the gradient method does not reflect the elongated structure of the pattern. The
direction of the point density clearly allows a more intuitive and sharp potential
function.
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6.4.5 Estimating Spatial Relations
Once reliable co-occurence statistics (i.e. spatial relations) have been extracted from
training images, our method estimates a model based on these observations. Two
different models of spatial relation, parametric and nonparametric, are presented be-
low. Parametric models are represented by a mixture of Gaussian distributions. For
nonparametric relations, observations are resampled to a fixed number of samples
whose variance is estimated by a kernel density estimation (KDE). The estimated
geometric relations will then be used by the feature generation process in order to
create new features in the graph.
Parametric Representation
In principle, a sample of observed spatial relations r ← Λi,j between two given
features can be approximated by a Gaussian mixture, where each component k
represents a cluster of relative positions µk of one of the two features fj with respect
to the other, the reference feature fi:
p(r; Θ) =
K∑
k=1
wk Gk(r; (µk,Σk)) (6.9)
where µk, wk,Σk are respectively the mean, weight, and standard deviation of the
k-th Gaussian component.
A common way to estimate these parameters is to use an Expectation-Maximization
(EM) algorithm to fit the model to the observed spatial relations. To estimate the
relative position between two features [fi, fj] ∈ S, EM maximizes the likelihood of
the observed spatial relations over the model parameters Θ = (w1...K ;µ1...K ; Σ1...K).
The Expectation (E) and Maximization (M) steps of each iteration of the algorithm
are defined as follows:
Step E Compute the current expected values of the component indicators tik, 1 ≤
i ≤ n, 1 ≤ k ≤ K, where n is the number of observations in Λij, K is the
number of components and q is the current iteration:
t
(q)
ik =
wˆ
(q)
k G
(
ri; µˆ
(q)
k , Σˆ
(q)
k
)
∑K
l=1 wˆ
(q)
l G
(
ri; µˆ
(q)
l , Σˆ
(q)
l
) (6.10)
Step M Determine the value of parameters Θq+1 containing the estimates wˆk, µˆk, Σˆk
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that maximize the likelihood of the data r given the tik:
wˆ
(q+1)
k =
∑n
i=1 t
(q)
ik
n
(6.11)
µˆ
(q+1)
k =
∑n
i=1 t
(q)
ik ri∑n
i=1 t
(q)
ik
(6.12)
Σˆ
(q+1)
k =
∑n
i=1 t
(q)
ik
(
ri − µˆ(q+1)k
)(
ri − µˆ(q+1)k
)T
∑n
i=1 t
(q)
ik
(6.13)
The number of parametersK and their initial values in EM are unknown a priori.
They may have a large impact on the estimation accuracy. In practice, the K-Means
algorithm is used to initialize the estimation process, and the BIC criterion is used
to select an appropriate number of relations K.
When the model parameters Θ = (w1...K ;µ1...K ; Σ1...K) are estimated between
two features i and j, They are stored in a table S at the corresponding entry Si→j
of the feature pair [fi, fj].
Nonparametric Representation
Rather than using a Gaussian mixture to model spatial relations, it is possible to use
nonparametric distributions. Nonparametric relations are defined as sets of particles
where each particle is defined by a location µ ∈ Rn, a weight w, a variance Σ and
the relative orientation of the feature from the reference feature:
Si→j = {µp, wp,Σp}{p=1...P} (6.14)
First, the system resamples the set of observed positions Λ to a more tractable num-
ber of particles {µp, wp}{p=1...P} where P should be at least 100. Then, it computes
the new variance values {Σp}{p=1...P} by applying a KDE (Appendix A) on the set
of particles.
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6.4.6 Feature generation
During the preceding steps, the learning process has identified reliable spatial re-
lations S ′ between feature pairs. To incorporate these relations into the graphical
model, the system generates a new hidden node xn for each pair of spatially related
features (xi, xj) that appears in S ′. The newly created node xn corresponds to a
higher-level feature and is linked to its subfeature nodes (xi, xj) by four conditional
density functions ψ(xi|xn), ψ(xn|xi), ψ(xj|xn), and ψ(xn|xj). For more simplicity,
pairs of conditionals are depicted by a potential in Figure 6.9.
φ(xi, yi) φ(xj, yj)
xjxi
yi yj
→
φ(xi, yi) φ(xj, yj)
ψ(xj, xn)ψ(xi, xn)
xj
xn
xi
yi yj
(a) (b)
Figure 6.9: Creation of a new visual feature in the graphical model. A new hidden
node xn is connected to the two correlated features xi, xj by edges. Each edge is
annotated by a potential function that represents a spatial relation between the new
feature and its children. In our framework, each potential ψ(xi, xn) is decomposed
in two conditionals, ψ(xi|xn), ψ(xn|xi).
A conditional ψ(xn|xi) between two random variables is defined by means of a
mapping function γn,i,k (Equation 6.15) that moves each sample of xi with the k-th
relative position µink from xi to xn. To ensure symmetry, we set this position µink
to the midpoint between its subfeatures, thus to the half distance of the relative
position µijk ∈ S ′ij of feature xj from xi, µink = µijk/2.
γi,n,k(xi) = µi + ϑiµijk/2 (6.15)
where µi, ϑi are the position and pose of a feature occurence of xi and µijk is the
k-th relative position from i to j that has been estimated with the EM. The other
conditionals ψ(xi|xn), ψ(xj|xn), ψ(xn|xj) are defined similarly.
In parallel, we also keep trace of relative pose between the correlated pair and
the newly created feature. The relative pose of the new feature xn is set to a
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canonical orientation in the normalized neighborhood of the first feature i. For each
component of the spatial relation, it is set to the orthogonal direction from feature
i to feature j:
θRk = θk − (pi/2) (6.16)
When newly created features xn are expected to be observable, an observation
node yn can be associated and added into the vertex set of graph (Figure 6.10).
The hidden node is linked to the observation by adding an observation potential
φ(xn, yn).
φ(xi, yi) φ(xj, yj)
ψ(xj, xn)ψ(xi, xn)
xj
xn
xi
yi yj
→
φ(xi, yi) φ(xj, yj)
ψ(xi, xn) ψ(xj, xn)
φ(xk, yn)
xj
xn
xi
yn
yi yj
(a) (b)
Figure 6.10: Creation of the observation part of a visual feature in the graphical
model. A new observable node yn is connected to the new hidden node xn via an
observation potential φ(xn, yn).
For observable features, each new feature xn is associated to the shape Xij and
appearance Aij of the feature combination. These parameters are explained below.
6.4.7 Adaptive Patch Features
A high-level feature may not only be defined by a spatial configuration Sij of lower-
level features, but also by an appearance Aij over a region of shape Xij. In this
section, we propose an efficient method to estimate these parameters from a set of
previously extracted positions Φij ∈ Φ of the feature pair [fi, fj].
In general, the scale at which the appearance should be extracted is unknown a
priori. A naive approach would be to derive it from the distance between its parts.
We consider this as an initial reference scale sinit; however, the optimal size of this
region critically depends on the class and on the type of its neighborhood (e.g.
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region, edge, corner, . . . ). Too small or too large regions may result in information
loss and inaccurate models. Therefore, it is desirable to estimate a specific spatial
extent for each novel feature to compute its appearance. To do so, we use two
scale factors sx, sy relative to the initial scale sinit, one for each dimension of the
neighborhood, normalized with respect to the gradient orientation. Ns pairs of scale
factors are uniformly extracted from [0.1, 2.0[.
The optimal relative region size Xij ← [sx, sy] is selected by applying a minimum
variance analysis method. It starts by extracting appearance vectors at the detected
locations Φij of the combination in the training images for the set of scale factors
[sx, sy]Ns .
For each scale pair [sx, sy]j, a trimmed mean M ∈ RN is computed from the
extracted appearance vectors:
∀Mi ∈M,Mi =
∑
(th1<ai<th2)
ai∑
(th1<ai<th2)
1
(6.17)
It is used to compute a vector of dimension-wise variances σ ∈ RN . Then we
select the scale factor pair [sx, sy]min with the minimum sum of variances over all N
dimensions:
[sx, sy]min = argmin[sx,sy ]j∈Ns
N∑
i=0
σ
[sx,sy ]j
i (6.18)
Here, σ[sx,sy ]j is the variance vector corresponding to a relative window size of
[sx, sy]j. This optimal scale selection procedure is illustrated in Figure 6.11. The
shape model of the newly created compound feature class is then set to Xij =
[sx, sy]min, and the appearance model Aij to the mean appearance vector µA =
M[sx,sy ]min and its corresponding variance ΣA = σ[sx,sy ]min . During our experiments,
appearance vectors are represented as color pixel values in the HSV colorspace. Note
that any other description method (such as SIFT,. . . ) can be used to represent them.
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Figure 6.11: Illustration of the adaptive selection procedure. The gray value at each
bin is proportional to the sum of dimension-wise variances for a pair of scale factors
[sx, sy]. During the extraction process, each local patch is normalized in the local
gradient direction computed at scale s = (sy + sx)/2 and resampled into a patch of
13× 13 pixels. The trimmed-mean appearance and variance vectors corresponding
to the optimal relative scale pair are shown on the bottom right.
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6.5 Discriminative Learning
Once a graphical model has been learned for each object class, they can be used for
detection in new images. Since each model has been constructed from co-occurrence
statistics and without using discriminant information, some features in the graphical
model are not useful to differentiate objects. Discriminant features might be spread
over different levels in the graph. In this section, we present a method to build a
classifier from the feature hierarchies. The general idea is to construct a multi-class
Support Vector Machine classifier (SVM) [BGV92] from the maximum activation of
features obtained from detection (NBP) (as shown in Figure 6.12).
As we said, many features in our representation are useless for an object recogni-
tion task. It has been shown that SVM can indeed suffer in high dimensional spaces
where many features are irrelevant [WMC+00]. A way to bypass this naturally oc-
curring problem is to first perform a feature selection to eliminate useless features.
Then a robust SVM classifier can be learned from the response of these selected
features.
In the next subsections, we explain how SVM can be applied to a graphical model
(Section 6.5.1) and we present a way to precede this operation by a feature filtering
step [WMC+00, LCS06, CL06].
6.5.1 SVM for Graphical Models
The Support Vector Machine (SVM) algorithm [BGV92] is a machine learning al-
gorithms commonly used for many complex classification problems. In the common
case, SVM algorithm finds a hyperplane that maximizes the margin of separation
in the feature space between classes. This hyperplane is defined by a subset of
examples which trace the boundary between classes.
During training, the classifier uses a set of input vectors of features together
with their class label. The main issue is to convert our graphical models Gq ∈ G to
a single input vector Z for the classifier. To this end, we consider each node xi ∈ Gq
of the graphical model of an object q as an element ei of the SVM input vector.
The value of the element ei will correspond to the maximum activation of the node
xi for the current image. The maximum value is obtained by evaluating the kernel
density at each location in the image. This process is repeated for each object q.
Finally, we concatenate the vectors Zq of each object class into a single vector Z
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Figure 6.12: Illustration of the learning of a multi-class SVM classifier. Detection
(NBP) is performed on each graphical model for the training images. Then a feature
selection method based on the Fisher Score is applied. For each image, the maximum
responses of the selected features are merged into a single vector that is used to train
a SVM classifier.
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which corresponds to the input vectors of the SVM classifier:
Z = {Z1Z2 . . .Zq} (6.19)
⇔ Z = {{ei=1...N1}1{ei=1...N2}2 . . . {ei=1...Nq}q} (6.20)
where each N q corresponds to the number of nodes in the graphical model of object
q, and the dimensionality of the vector Z is ∑qj=1N j. During recognition, vectors
Zq are obtained by processing the input image in each graphical model Gq, thus
obtaining q vectors of activation {ei=1...nq}.
6.5.2 Combining SVM and Fisher score
It has been shown that SVM performance can degrade in high-dimensional spaces
with many irrelevant features [WMC+00]. One way to bypass this problem is to
perform feature selection [WMC+00, LCS06, CL06] to eliminate useless features.
We employ a conventional feature selection procedure (Algorithm 14) based on the
Fisher score. It computes the recognition rate (on the training set) for a set of Fisher
score thresholds Ti ∈ T . Then it selects the threshold Ti with the best validation
rate.
The Fisher score measures the discriminatory power between two sets of real
numbers. Given training vectors xk=1,...,m, if the number of positive and negative
instances are np and nn, respectively, then the F -score of the i-th feature can be
expressed as
F (i) =
∣∣∣∣µ+i − µ−iσ+i + σ−i
∣∣∣∣ (6.21)
where µ±i is the mean value for the i-th feature in the positive and negative classes,
and σ±i is the standard deviation.
6.6 Discussion
In this chapter, we have introduced a method to learn visual feature hierarchies.
This construction is incremental and based on the analysis of co-occurences between
feature pairs. The learning process is basically task-independent but can naturally
be used to perform object recognition by using a learning a discriminative layer on
the top of the hierarchies.
The main contributions of this chapter are the following;
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Algorithm 14 Fisher score for feature selection
1: Calculate F -score of every feature Zi ∈ Z
2: T0...N ← thresholds on F -scores
3: for each threshold Tj ∈ T do
4: for each Zi ∈ Z do
5: if F -score(Zi) < Tj then
6: remove feature Zi
7: end if
8: end for
9: {Train, Test} ← randomly split(trainingSet)
10: Train a SVM classifier on Train
11: Rj ← Calculate the prediction rate on Test
12: end for
13: Ts ← Select threshold Tj ∈ T with best rate Rj.
14: for each F -score(fi) < Ts do
15: remove features fi
16: end for
1. an incremental statistical method to learn high-level visual features by the
analysis of feature co-occurences,
2. a new kind of adaptive patch feature whose width and height are automatically
determined,
3. a new technique to normalize randomly extracted image patches,
4. a way to learn discriminative models from previously learned visual feature
hierarchies.
However, there are also some assumptions in this model that we should mention.
First, the use of co-occurence analysis assumes that it is possible to find correlated
feature pairs in the image and that they are useful in order to recognize an object.
If the visual similarities between training images cannot be translated in terms of
feature co-occurences, our method will fail to learn object models. Therefore, the
method relies on the robustness of local feature detectors.
Another assumption we made is that relatively rigid spatial relations can be
identified. Some object classes, however, have a highly flexible structure. To be
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able to represent these classes, more complex models of spatial relation would be
required.
Since our method is based on statistical relevance, we also assume to have a
reasonable number of training images (more than 10).
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Experimental Evaluation
Current approaches to object recognition are typically dedicated to a task performed
in specific conditions and do not generalize well. In contrast with these approaches,
the hierarchical model proposed in this thesis has been thought to be generic enough
to be applied in different contexts. In this chapter, we investigate its behavior
across a variety of object recognition datasets (Section 7.1). These experimental
evaluations are organized around three different tasks:
• The first set of experiments presented in Section 7.2 focuses on the recognition
of specific objects in stable imaging conditions. The models are trained around
the frontal view of each of object. Various tests of robustness are made to
measure the viewpoint invariance and the robustness to clutter and occlusions.
• In Section 7.3 the system is generalized to learn object models that cover all
the views of the object. Multiple views are embedded within the same graph.
An additional difficulty of these experiments is that images are taken under
real conditions (i.e. with large photometric and affine variations).
• Finally, more challenging datasets are used in Section 7.4 to evaluate our hier-
archies on object classes. These images contain a large amount of background
clutter, rotation, scale variation, natural lighting and compression artifacts as
well as multiple instances.
For each experiment, the precise protocol is first presented and followed by a discus-
sion of the results. Most often the dataset is split into two separate sets. The model
is typically trained on the first set and tested on the second. But before presenting
the experiments, we describe the datasets and their specific properties.
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7.1 Datasets
In this section, we detail the datasets that have been used in the evaluation of our
feature hierarchies. In general, the choice of the dataset used to evaluate an object
recognition framework is critically linked to the method itself. To demonstrate the
specific properties of their approach, researchers often create their own image dataset
to evaluate their method. Therefore these are often biased in favor of their work. For
instance, the K-fan [CFH05] and the Constellation model [FPZ03] were evaluated on
single viewpoint datasets of object classes; such as rear view of cars [PU01], side view
of planes or motorbike [us01] and front views of faces [Web99]. Object recognition
with local affine frames [LSP04] was performed on butterflies because the geometry
of a butterfly is locally planar for each wing. Moreover, the species identity of a
butterfly is determined by a basically stable geometric wing pattern. In the same
vein, bag-of-features approaches [WAC+04] are often evaluated on databases that
can be distinguished without using spatial relations between local features.
In contrast with those works and similarly to more generic attempts to object
recognition [OFPA04], we propose to evaluate our framework on a few standard
object recognition datasets. Each of these datasets has its own properties, advan-
tages and disadvantages, but none of them is especially tuned to our method. In
the subsequent sections, we describe these datasets. We particularly emphasize the
following variations, as mentioned in [OFPA04]:
Intra-class variability: How much the appearance of the different object instances
varies from image to image.
Occlusion: The degree to which parts of the objects are occluded in different im-
ages. If the visible portion of the object is small, clearly the object becomes
hard to detect.
Viewpoint variation: Are the different instances of same pose and aspect?
Background clutter: What portion of the image does the object typically occupy?
If this is large then recognition is likely to be easier than if it is small.
Quantity of training data: How much data is available to train from.
Multiple instances: Finding many (possibly overlapping) instances is harder than
finding a single occurrence.
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7.1.1 COIL-100
Columbia Object Image Library (COIL-100) [NNM96] 1 is a database of color im-
ages of 100 objects (Figure 7.1). During acquisition, each object was placed on a
turntable and images were captured at pose intervals of 5 degrees all around the
object. Therefore for a given object, 72 colour images are available. In the classical
scenario, training is performed on 18 views equally distributed to cover the object
(Figure 7.2). Recognition is tested on the remaining 54 images.
The dataset contains viewpoint changes that inevitably induce large appearance
variations. Depending on the viewpoint, some objects may look very similar. Despite
this difficulty, the recognition conditions of this dataset are considered as ideal; the
color images possess a fair resolution (128x128), a large number of training images
are available and there is no background clutter nor occlusion. Moreover, since it is
a specific instance recognition dataset, there is no intra-class variability. The main
difficulty is that the same object is described by multiple views.
Originally, the images of the COIL database have been used as a benchmark
for testing an appearance-based recognition system [MN95b] based on the notion of
parametric eigenspace. It was later exploited to evaluate many multiple-view object
recognition systems; such as Support Vector Machines (SVM) [PV98], local affine-
frames [OM02b], hierarchies of complex cells [WK03], decision trees [MGPW05b],
self-organized model graph [WvdMW06], etc.
Figure 7.1: Illustration of the first 36 objects of the COIL-100 dataset [NNM96].
1available at http://www.cs.columbia.edu/CAVE/
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Figure 7.2: COIL-100 [NNM96]: 18 training views of an object.
7.1.2 Ponce Group’s Object Recognition Database
Ponce Group’s Object Recognition Database [RLSP06] 2 consists of 8 specific objects
represented by a total of 161 training images. Depending on the object, the number
of available training image varies between 16 and 29. Similarly to the COIL-100
image library, the training set covers different poses of the object in a uniform
background. However, the training views are not taken on a turntable but rather
captured manually at different arbitrary poses around the object.
The testing set is composed of 51 cluttered images. Each scene comprises at
least 1 and at most 6 of the training objects but may contain many other distract-
ing objects. The images were taken in real conditions and contain rescaled, rotated,
partially occluded and differently illuminated instances of the objects. A particu-
larity of these color images is the high resolution (between 1.2 Mpix (1280x960) and
3.7 Mpix (2200x1700)).
This database has been introduced for the evaluation of a 3D object recognition
system [RLSP06]. Three-dimensional models were constructed using affine-invariant
patches and multi-view spatial constraints between them. It has also been used to
evaluate other object recognition frameworks [PL00, MH03, MMP04, FTVG06].
7.1.3 Butterflies
In contrast with tasks involving the recognition of specific object instances such as
COIL-100 and Ponce Group’s image set, the Butterflies dataset [LSP04] is designed
to evaluate the ability of the system to recognize classes of object. When two
different butterflies are said to belong to the same class, it signifies that they share
some visual similarities. Seven classes of butterflies are distributed among the 619
images of the dataset. Each training image only contains one of the seven classes
but several instances of a given class may occur.
2available at http://www-cvr.ai.uiuc.edu/ponce_grp/data/
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Apple Bear Ground Box Shoes S-man Truck Vase
Figure 7.3: Ponce Group’s Object Recognition Database [RLSP06]: four training
images are shown for each object. To avoid any background influence during learn-
ing, objects were automatically segmented.
Figure 7.4: Ponce Group’s Object Recognition Database [RLSP06]: eight test images
containing different objects. The apple can be observed in the first two images. The
first one is very similar to the training instances whereas the second one is clearly
more challenging to find, even for the human eye. Only a small portion of the object
is visible.
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A specificity of the Butterflies dataset is that the images were acquired from the
Internet and are thus extremely diverse in terms of resolution and quality. Indeed, a
wide variety of artifacts (blur, lack of focus, resampling, compression) can be noticed
in these natural images (Figure 7.5).
In previous datasets, learning was facilitated by the use of training images con-
taining objects on a uniform background. This enabled the use of segmented object
for learning. Here, training images have the same difficulties as testing images. They
contain scaled, rotated instance of the object in a cluttered scene. The intra-class
variability is another factor that the system has to deal with. Even if each class
is roughly defined by a wing pattern, some of them may present a high intra-class
variably: two images of the same class may have different appearances.
As was mentioned by S. Lazebnik [LSP04], the creator of this database, but-
terfly recognition was beyond the capabilities of many recognition systems such as
the constellation model. Recent discussions with the author of a high-performance
image classifier, R. Marée [Mar05], confirmed the special level of difficulty of this
task. The main problem is that the recognition of butterflies requires a large number
of parts to be adequately represented, while the clutter is measured by hundreds or
even thousands of regions. Moreover, the levels of invariance, in terms of translation
and scale, exhibited by existing algorithms are clearly insufficient for recognizing but-
terflies, which can and do appear at a wide range of scales and orientations. Finally,
a geometry-free approach (i.e. bag-of-features) does not generally give competitive
results because the background in the training images may be wrongly discriminant
and would mislead the training of the classifier.
Admiral Swallowtail Machaon Monarch Monarch2 Peacock Zebra
Figure 7.5: The butterfly dataset presented by Lazebnik et al [LSP04]. Three
samples of each class are shown in each column. Clutter, large viewpoint changes
and intra-class variability make this recognition task very challenging.
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7.1.4 Soccer
The most recent dataset used in our experiments is named Soccer and has been
introduced by Van de Weijer [VdWS06]. This dataset comprises seven soccer
teams and contains 280 images collected from the Internet. For each team, the
image set is divided into 25 training and 15 testing images. The conditions of
this dataset are very similar to the Butterflies dataset in the sense that images have
very different qualities due to the real acquisition conditions. Therefore the lighting,
pose variation, scale, occlusions and clutter are common among these images. These
effects can be observed in Figure 7.6 where three images for each class are illustrated.
In addition to the variations in acquisition conditions, the local planarity of
butterflies does not hold for a soccer player. The variation of the appearance is more
challenging and the interest points are rare because of the low resolution of images.
In contrast with previous datasets where different objects could be differentiated
using grayscale features, the use of color information is now a necessary requirement
to recognize the team of a soccer player.
For experiments, each image is assigned to a given team, however an extra dif-
ficulty is added by allowing players of various other teams (that are not from the 7
classes) to appear in the image. Players from other teams may have colors similar
to the learned teams and therefore complexify the recognition process.
AC Milan Barcelona Chelsea Juventus Liverpool Madrid PSV
Figure 7.6: The Soccer dataset [VdWS06]. Three samples of each class are shown
in each column. Most of teams could not be differentiated without the use of color
features.
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7.2 View-Specific Object Recognition
In this section, we evaluate our feature hierarchies on the task of recognizing given
objects around a specific viewpoint. Experiments are conducted on a subset of the
Columbia University Object Image Library (COIL-100) [NNM96]. The purpose of
these basic tests is twofold. First, it is to demonstrate the ability of the system to
learn accurate object models from co-occurence statistics. Second, it is to evaluate
these models through the inference process which locates the object instances in
previously unseen images.
After introducing the experimental protocol in Section 7.2.1 and presenting the
parameters of the model in Section 7.2.2, we focus in Section 7.2.3 on evaluating the
degree of invariance the learned models and the convergence of the beliefs (posterior
marginals) during inference. In addition, the inference mechanism is illustrated by a
few didactic examples where we demonstrate the robustness of the models to clutter
and occlusions.
7.2.1 Experimental Protocol
Our experimental protocol consists of two distinct steps: learning and detection.
First, objects models are learned separately on a set of training images, then the
models are used for detection in previously unseen images.
Learning is performed by using our co-occurence learning method that is pre-
sented under the Algorithm 11 in Chapter 6. Learning is weakly supervised
(Section 6.1) in the sense that the system exploits only the object labelling
information. A hierarchy is composed separately for each object. To do so,
the system utilizes 5 views, spaced by 10 degrees, around both sides of the
frontal pose of the object. Here, the learning process aims at constructing a
model that is tuned for a given view or aspect of the object.
Detection on a new image is achieved by first extracting local features in images
using the Harris interest point detector at a fixed scale. Then Nonparametric
Belief Propagation (NBP) (Chapter 5) is applied for inference on previously
learned hierarchies.
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7.2.2 Parameters and Implementation
In order to avoid an excessive growth of the graph due to the feature combinatorics,
we only keep the most salient spatial relations between features. These are se-
lected by considering closest relations among the strongest correlated feature pairs.
Spatial relations are estimated in a two dimensional neighborhood with a relative
orientation. Note that in these models, no appearance model is associated to high-
level features. Therefore, high-level features are considered as hidden nodes in the
graphical model.
To facilitate the interpretation of our models, the composition of new features
was constrained to limit the number of levels to five and to obtain only one node at
the top level of the graph. Finally, a graph pruning step was performed to eliminate
the features that are not descendants of the top level node.
For these experiments, the major portion of the application code consists in a
Matlab implementation. The application also relies on several other external tools.
For instance, in order to extract local features from images, we implemented Harris
interest point detector [HS88]. These features are detected at a single pre-defined
scale (σ = 3) and their appearance is described by a descriptors comprising 13x13x3
pixel values in the RGB colorspace. Rotational invariance is obtained by normalizing
each region with the dominant gradient direction of the gray-level intensity.
The K-Means algorithm is used to produce a set of K low-level feature classes.
The number K of classes (between 16 and 60 in our experiments) is selected ac-
cording to the BIC criterion [Sch78]. K-Means clustering is performed using an
open-source C++ implementation of an efficient version of the algorithm [KMN+02,
KMN+04] 3.
For inference, Nonparametric Belief Propagation (NBP) has been implemented
using the KDE (Kernel Density Estimation) toolbox 4 for the efficient computation of
message products. Gibbs sampling was used to keep a constant number of samples
during the computation of the message products. Note that for detection, each
message is sampled with 300 values.
3http://www.cs.umd.edu/~mount/Projects/KMeans/
4http://ssg.mit.edu/~ihler/code/
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7.2.3 Evaluation
In the first series of tests presented in Figures 7.7 and 7.8, the invariance degree of
the learned object models is evaluated by running the detection process on a set of
images differing in viewing angle by increments of 5 degrees. The graph presented
in Figure 7.7 illustrates the viewpoint invariance of five object models of COIL-100.
The models responded maximally around the training views. We observe that the
response quickly falls at ± 40 degrees. This is caused by the loss of pertinent features
in the view. The models obtain an average viewpoint invariance over 80 degrees.
These results are remarkable considering the fact that we did not use affine-invariant
features at the leaf level.
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Figure 7.7: Maximum response of five object models on a series of images differing
in viewing angle. The maximum response is obtained by evaluating the kernel of
the top level feature and extracting the maximum value.
The second test, shown in Figure 7.9, demonstrates the convergence of the de-
tection process using NBP. This is done by measuring the standard deviation of the
sample distribution. This evaluation is repeated across 23 message-passing itera-
tions. We observe convergence to the optimal solution in less than 7 iterations. In
general, the number of iterations required for convergence depends on the number
of nodes and levels in the graph.
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(a) (b)
Figure 7.8: Detection results on a series of COIL-100 objects (a). The geometrical
models between low-level features are shown in the top center images. The learned
graphical models are illustrated on the right (b). Each circle corresponds to a
primitive and is associated to another one to create a new compound feature. On
the bottom of each image, we illustrate the detection results of our models with
NBP after six iterations.
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Figure 7.9: Convergence of NBP to the optimal solution during the detection on
different views of the objects. The oscillations that may occur are mainly caused by
the sampling process.
The robustness of our hierarchies in the presence of clutter and occlusions is
illustrated in Figure 7.10. A test image is created that contains two different learned
objects as well as many distractors and occlusions. A large number of primitives
(interest points) are detected in the image (Figure 7.10 (a)). In this experiment, we
add extra difficulty by assigning every interest point to the most similar feature class,
without requiring a minimum degree of similarity. This results in noisy detection
data. However, the use of geometric relations to infer the presence of higher-level
features allows an unambiguous detection (Figure 7.10 (b)). Only a few features are
needed to detect the objects.
Another interesting property of detection as inference in a graphical model is
that it enables the inference of the localization of occluded features. Figure 7.11
illustrates that NBP correctly infers the localization of the missing features for a
partially occluded object.
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(a) Local features (b) Object locations after NBP
Figure 7.10: Harris interest points (a) are detected on a scene made of different
objects of COIL-100. The position of two previously learned objects is correctly
inferred by NBP (b). Samples corresponding to the posterior marginals (beliefs) for
two objects are depicted by yellow and pink points.
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(a) Local Features (b) Test image
(c) Detection (d) Detection in Occlusion
Figure 7.11: Spatial relations between the features of the first level are presented
in the top left image. The results of the detection process after 6 iterations can be
observed (for the first level) in the bottom images. For the occluded object, NBP
correctly inferred the presence of missing first level features.
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7.2.4 Discussion
In this section, we illustrated through simple experiments the ability of our system
to learn efficient feature hierarchies and to use them for detection in previously
unseen images. The framework offers several interesting properties such as the
natural inference of occluded features and an intuitive representation. Moreover the
use of a hierarchical representation enables to model high-level dependencies and
variability properties between features that would not be possible to represent by
a single-level set of features. Taking advantage of graphical models, we represent
shape and appearance separately. This allows us to deal with shape deformation
and appearance variability at different levels within a single framework. Moreover,
our topology is invariant to rotation and translation of the object.
However, the framework presented in this section, like many others [Pia01, Fer05,
Laz06, Ope06, Gra06], relies exclusively on the detection of interest points and their
spatial relations. Therefore if the detector fails to detect local features, it will
inevitably affects the performances of our hierarchies. To overcome this problem,
we will exploit, in the next section, extracted features along a randomized grid.
7.3 Multiple Viewpoint Object Recognition
Evaluating object models tuned for a specific view may reveal some interesting
properties. However in many real world situations, objects generally appear at
different poses in the scene. This induces some variations in images such as shape
deformations, appearance changes, shadowing effects, and self-occlusions. Because
of these factors, Multiple Viewpoint Object Recognition is clearly more challenging.
In this section, we investigate the behavior of our hierarchies on two multiple-
view object recognition tasks, namely COIL-100 [NNM96] and Ponce Group’s object
recognition dataset [RLSP06]. Through these experiments, we aim to demonstrate
that several views can be learned within a single object hierarchy. In addition, we
want to quantify the gain of each additional level in the hierarchy on recognition
performances. In comparison with previous test images, an additional difficulty
in Ponce’s dataset [RLSP06] comes from the use of real scenes, where clutter, oc-
clusions, and non-uniform illumination changes are common. The robustness and
accuracy resulting from our framework is compared with the best state-of-the-art
methods.
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7.3.1 Experimental Protocol
Similarly to the previous experiments, the scenario used to evaluate our framework
on the two multi-view datasets consists of a learning and a detection phase. Our
co-occurence learning algorithm is first applied separately on the training views of
each object. This learning process generates a graphical model for each object in
the dataset. They are then exploited for detection in the test images.
For the COIL-100 task, the first 25 objects are considered. In contrast with the
previous set of experiments (Section 7.2) where 5 neighboring views were used to
train the models, we now utilized 24 of the 72 available views uniformly distributed
around each object. Detection is tested against the 48 remaining images of each
object, leading to a total of 1200 (48*25) test images.
The second series of experiments was conducted on Ponce’s object database
where each object model is constructed separately using 16 to 20 training images,
except for the apple which is modeled from 29 images. For recognition experiments,
all eight of our object models are evaluated against a set of 51 test images. Each
test image containing instances of up to five previously learned objects. However,
most of them only contain one or two.
7.3.2 Parameters and Implementation
For these experiments, most of the parameters used are similar the one detailed in
the previous section (K-means, NBP,. . . ). We mention here a few extensions that
have been introduced to cope with a multiple-view recognition task.
The most significant change to represent multiple views within a single hierar-
chy is to allow several nodes at the top level of the graph. Each of these nodes
representing a given visual aspect of the object. Four different graphical models
corresponding to objects of COIL-100 are shown in Figure 7.12.
In our experiments, both on COIL-100 and Ponce’s dataset, it appears that the
framework gave the best recognition performance with 7 levels. By looking closely
at the graphical model, we observed that further levels contained less repeatable
combinations and eliminated high-level features that were useful for recognition. For
learning on Ponce’s database, we kept the best five spatial relations of each feature
to construct a hierarchy. Because of the smaller resolution of images in COIL-100,
the combination of each feature class was limited to its best three spatial relations.
In order to reduce the computational cost during inference, spatial relations were
defined only in terms of distance between feature classes.
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Instead of extracting local features at interest point locations, our primitives are
now extracted using a randomized grid and described by rotation-invariant descrip-
tors of 13× 13× 3 pixel values. As we mentionned in Chapter 3, a randomized grid
has several advantages in comparison with methods based on interest points or uni-
form grid. First, it allows to cover all the object; even the poorly textured regions
that are often missed by interest points. Second, it is not subject to the sensibility
that may arise from a uniform grid (if the uniform grid is close to a line a small
decay will a big impact on all the descriptors on that line). Figure 7.14 illustrates
patches extracted along a randomized grid together with the visual codebook asso-
ciated to the object. On both dataset, the training images used in our experiments
were previously automatically segmented to eliminate the uniform background.
7.3.3 Evaluation
The impact of the hierarchical representation is first evaluated on COIL-100. Fig-
ure 7.13 gives the confusion matrices concerning the first 25 object models for in-
creasing number of levels in the hierarchy. Brightness indicates the total number
of detections. As we can observe, a single level of feature combinations is weakly
discriminant. Thanks to our hierarchy, selectivity arises from spatial combination
of high-level features. Figure 7.15 shows a parallel between the evolution of the
global classification error rates and the number of feature classes at the top level.
Interestingly, the number of visual classes is approximately the same in level 1
and 6, but the latter reduces significantly the error rate. These classification error
rates can be considered as acceptable, but are clearly not excellent. In comparison,
Marée [MGPW04] obtained less than 1% of error on the all dataset. To give more
intuition on which features are represented in our models, we show in Figure 7.17
the best spatial relations identified at the first level of the graph for different ob-
jects. It can be seen that the features are often able to cover a large part of the
object whereas methods based on interest points would have some difficulties in
more uniform regions.
The recognition results on Ponce’s dataset are shown in Figure 7.16 as a Re-
ceiver Operating Characteristic (ROC) curve. To perform recognition and produce
these curves, we evaluated the kernel densities of the features at each location in
the image and summed the best five feature responses. These results are com-
parable to the state-of-the-art methods using 2D models [FTG04] or explicit 3D
matching [RLSP06]. This is remarkable since we did not used any discriminative
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information to build our models. The method proposed by Ferrari et al. [FTG04]
considers all training images independently which essentially reduces recognition to
the matching of robust features. By using statistical learning and a flexible repre-
sentation, we obtain good results with simple, randomly extracted features.
7.3.4 Discussion
We demonstrated that our feature hierarchies, first designed to be applied on single
view object recognition tasks, can be generalized to perform object recognition tasks
using multiple views.
Our hierarchical framework which is generic enough to integrate randomly ex-
tracted features, has demonstrated, during experimental evaluation, the ability to
attain reasonable results on difficult databases where large viewpoint change, clutter,
occlusions and illumination variations were common.
Figure 7.12: Four different hierarchies learned on COIL-100 objects. Each graphical
model comprises seven levels of increasingly complex features.
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Level 1 Level 2 Level 3
Level 4 Level 5 Level 6
Figure 7.13: Confusion matrices for one- to six-level models (COIL-100 [NNM96]).
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Object Random Patches Visual Codebook
Figure 7.14: For each object class of the Ponce’s object recognition dataset, a
training image is shown on the left. The random patches extracted on this image
are illustrated in the center. The visual codebook learned on the all training set is
illustrated on the right column. Patches are sorted with respect to the number of
observations falling into that class.
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Figure 7.15: Classification error on COIL-100 [NNM96] versus the mean number of
feature classes at the top level.
Figure 7.16: ROC curves obtained by our hierarchical framework and two of the
best state-of-the-art methods.
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Figure 7.17: Illustration of spatial relations identified at the first level.
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Figure 7.18: Examples of recognition of two objects in Ponce’s object
database [RLSP06]. The kernel density corresponding to the final belief (posterior
marginals) after NBP are shown for the best features.
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7.4 Object Class Recognition
The previous sections focused on the recognition of specific objects where the vari-
ations in appearance were mainly due to the pose and contextual factors. In this
section, we aim to evaluate our hierarchies on the recognition of object classes. This
task is more challenging for both learning and detection aspects because there exist
much larger intra-class variations. In other words, appearance and shape between
objects of a same class may vary.
Through the set of experiments provided below, the generalization power of
our method is evaluated. To be effective it should be able to recognize the class
membership of previously unseen object instances. The learning of object classes
and their recognition is made possible by combining our statistical learning algorithm
of feature hierarchies with a discriminant layer taking the form of a SVM classifier
(see Chapter 6).
After presenting the experimental protocol in Section 7.4.1, we give some details
about the structure of the framework and its parameters in Section 7.4.2. Evaluation
is presented in Section 7.4.4 by using two object class datasets, Butterflies [LSP04]
and Soccer [VdWS06]. Our method is compared with some of the best available
methods and a bag-of-feature system of our own (Section 7.4.3). We also measure
the effect of our adaptive patch features on the overall recognition performance.
7.4.1 Experimental Protocol
In these experiments, we evaluate our method against two challenging applications
of object class recognition, the Soccer [VdWS06] and Butterflies [LSP04] image
databases. The Soccer dataset contains 315 images, including 140 for training; the
task is to recognize the team membership of soccer players. The Butterflies dataset
is composed of 619 images, 182 of them for training, acquired from the Internet.
Here the objective is to identify the butterfly species. Both datasets comprise seven
classes.
During training, the system first exploits our co-occurence based learning strat-
egy to build a graphical model (PMRF) separately for each object class. Then a
feature selection step based on the Fisher score extracts the most discriminant fea-
tures. Finally, a multi-class SVM classifier is trained on the output activations of
the selected features together with their class labels membership.
In recognition, the system is presented previously unseen images. Each image
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contains one learned object class but may contain several instances of it. The class
membership is obtained by first processing the image using NBP on all the seven
graphical models, and then evaluating the SVM classifier prediction for these mea-
surements.
7.4.2 Parameters and Implementation
In comparison with previous experiments, a key structural difference of the system
resides in the use of adaptive patch features to represent the appearance models of
higher level features (Chapter 6). During learning, our co-occurence based learning
strategy is exploited to identify pairs of features and to combine them in a bottom-up
fashion. Instead of using a single region detector to produce our primitives, differ-
ent kinds of detectors are used to extract image regions of potential interest. For
detection, evidence is propagated using Nonparametric Belief Propagation (NBP).
However, since many feature classes are not discriminant and therefore not usefull
for classification, we add a discriminative layer that is learned on the maximum belief
activations of the graph. These discriminative models are learned by combining a
SVM classifier with feature selection based on the Fisher score (Chapter 6). We suc-
cessively provide in the next paragraphs detailed explanations about the parameters
and design strategies involved in these techniques.
Local Feature Extraction
As it was illustrated in Chapter 6, our local primitives are extracted using differ-
ent feature detectors. In these experiments, we exploit simultaneously five region
detectors: MSER, Hessian-Laplace, Hessian-Affine, Harris-Affine, and Randomized
Grid (chapter 3). For description, each region is normalized to a canonical window
consisting of 13 × 13 × 3 pixel values and converted to the HSV colorspace. This
normalization is done by mapping the elliptic region obtained by the detector to the
inner circle of the reference window [Mik02, MTS+05].
One might ask what is the motivation behind the use of different detectors, since
at the end the features extracted along the randomized grid should approximately
contain all of them. The reason is quite simple: learning spatial relations from
random locations can be more challenging since the large number of noisy features
(signal-to-noise ratio) may interfere with the learning process. Local features ex-
tracted on the basis of the image signal are often more suitable of finding reliable
co-occurences. Another reason in favor of using multiple detectors is that we do not
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apply an affine normalization to the regions detected along the randomized grid.
Therefore, the descriptors computed at the same location may differ because of
this affine factor. As is has been discussed in Chapter 4, each detector has poten-
tial weaknesses and is more sensitive to specific changes in the image. Figure 7.19
illustrates the regions obtained from different detectors.
High-level Appearance Models as Adaptive Patch Features
In previous experiments, high-level features were completely defined by a spatial
configuration of lower features. The object model now associates to them an appear-
ance model that is defined over a region of shape Xij. To estimate these appearance
models, we exploit the Adaptive Patch Features (Chapter 6). In these experiments,
the relative factors vary between 0.1 and 2.0 in the two dimensions. During de-
tection, each adaptive patch is normalized to a canonical frame of 13 × 13 pixels.
Some adaptive patch features resulting from the learning process are illustrated in
Figure 7.20.
The shape estimated from our adaptive patch features appears to be intuitive in
most of our experiments. By analyzing adaptive patch characteristics, we observed
that the patch deformations often fall in two main categories:
1. In the most common case, the region to be estimated contains variations that
can visually be recognized as edges, corners, etc. Intuitively, whenever the
patch is located close to an intensity transition in one direction (i.e. an edge),
the selected shape deformation tends to minimize the variance by reducing the
scale in the orthogonal direction of the gradient.
2. Less frequently, the region of interest may be located in a uniform area which
is often bounded by some gradient (such as the regions detected by the MSER
detector). In such a case, if the variation across the images is high, the size of
the patch will tend to grow to cover the maximum part of the uniform region.
Conversely, if the neighborhood is very stable, the scale will decrease.
Adaptive patch features are sensitive to the number of training examples: if the
training set is not large enough, the patches are not accurate. Moreover, adaptive
patches have some difficulties to estimate unstable texture regions (note that this
is a common problem for MSER features too). Therefore, to compute an adaptive
patch we require at least 50 different locations of the patch across the training set.
If this is not the case or whenever the total variance (of the best solution) over
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Original Image MSER
Hessian-Laplace Hessian-Affine
Harris-Affine Randomized Grid
Figure 7.19: Local regions extracted from multiple feature detectors on a Peacock
butterfly [LSP04]. Feature detectors based on gradient (Hessian-Laplace, Hessian-
Affine, Harris-Affine) or the intensity image functions (MSER) precisely identify
patterns in the image. However they tend to fail to cover uniform regions although
they may be very representative. The redness of wings constitutes a representative
pattern for Peacock species that is best extracted by our randomized grid detector.
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the training set is above a given treshold, the appearance and scale are set to the
original scale [1.0, 1.0[.
The learning of our adaptive patch features is computationally hard. A very large
number of patches have to be extracted at the different scale factors (18×18 = 324)
in the training images. For more efficiency, we used the Intel Integrated Performance
Primitives (Intel IPP) [Ste04] 5. This is an extensive library of multi-core-ready,
highly optimized software functions for multimedia and data processing applications.
Typically, it offers a speed-up superior to 25%.
Support Vector Machines
Support Vector Machines (SVM) are used to produce a classifier from the output
beliefs of the graphical model. We used the SVM implementation provided in the
LIBSVM library [CL01] to learn a multi-class classifier.
To avoid any effect of numeric ranges attributes and numerical difficulties during
the calculation, LIBSVM rescales automatically each feature vector component xi
to the interval [0, 1[ via the transformation:
x′i =
xi −mini
maxi−mini (7.1)
where mini and maxi are respectively the minimum and maximum values of the ith
feature. These values are obtained from the training samples.
The discriminant function for a general SVM classier is given by
f(x) =
n∑
i=1
yi αiK(x, xi) + b (7.2)
which consists of a weighted sum of the distances between a novel vector x and
each of the training vectors xi with label yi. The distance is computed via kernel
function K(x, xi) that may take different forms depending on the application. Note
that training vectors xi corresponding to nonzero coefficients αi are called support
vectors of the optimal separating hyperplane.
Similarly to other work [NC04, BG05], we have found that a radial basis function
(RBF) kernel appears to work fine. The RBF kernel non-linearly maps samples into
a higher dimensional space:
K(x, xi) = e
−γ ||x−xi||2 , γ > 0 (7.3)
5The Intel IPP library is available at http://www.intel.com/. Sebastien Jodogne has largely
contributed to developing a convenient C++ interface during his PhD [Jod06].
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Figure 7.20: Adaptive patch features for different spatial relations. A variance map
(over the training set) is shown for each adaptive patch as a function of its shape.
The maximum is selected to produce means and variances that are shown on the
bottom panels. A fast way to estimate the goodness of a feature is to look at its
variance.
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The use of the RBF kernel involves two parameters that need to be specified prior
to training: the kernel parameter γ, and the penalty parameter C that controls the
amount of penalty on the error term [CL01]. Each combination of the design param-
eter values corresponds to a different SVM model and may have a large impact on
the classifier performances. The SVM implementation that we use [CL01] provides
a model selection tool that performs a 2D grid-search for the pair of values which
minimizes the mis-classification rate using cross validation.
7.4.3 Bag-of-Features
For evaluation purposes, we implemented a bag-of-features recognition system sim-
ilar to the one recently proposed by Nowaket al. [NJT06]. The main objective is
to compare our feature hierarchies with such a geometry-free model. Morever by
incorporating our adaptive patch features into the bag-of-features model, we will be
able to measure how useful they can be on recognition tasks.
In this bag-of-features framework [NJT06], a visual codebook is produced by
applying k-means algorithm on a set of random patches extracted from the training
images. Similarly to our framework, Euclidean distance is used as a distance metric
for comparing descriptors during clustering. Then the main idea is to count the
number of occurrences of each visual word in the codebook for a given image. This
yields a histogram of codeword counts for each image.
To improve the performance of the system during recognition, we exploit an
adaptive threshold selection based on the mutual information (MI). By maximizing
the mutual information between the feature count and the class label over the train-
ing set, the threshold can be adjusted separately for each visual word (as shown in
Figure 7.21). The mutual information of two discrete random variables X and Y is
expressed as:
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log
p(x, y)
p(x) p(y)
(7.4)
where p(x, y) is the joint distribution of X (count) and Y (label), and p(x) and p(y)
are the marginal probability distribution functions of X and Y respectively.
A multi-class SVM classifier is trained on the basis of the MI optimized his-
tograms together with their class label. The SVM parameters are estimated in a
similar fashion that was explained in the previous section.
In the standard version of the bag-of-features framework, denotated B−, we use
13 × 13 × 3 HSV color pixels descriptors. Each of them computed at a normalized
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scale (using Laplacian) and orientation (using gradient direction).
A more sophisticated system B+ in constructed by enriching the visual codebook
with our adaptive patch features, previously estimated in our hierarchies. For the
purpose of these experiments, the adaptive patches are extracted at random locations
and sizes, using the learned relative scales in the two dimensions.
7.4.4 Evaluation
In this section, we propose some evaluation experiments on two challenging datasets;
Butterflies [LSP04] and Soccer [VdWS06]. We aim at answering the following ques-
tions;
• What is the rank of our feature hierarchies in comparison with the best state-
of-the-art methods?
• What is the recognition performance of the feature hierarchies in comparison
with a bag-of-features system?
• What is the impact of the adaptive patch features on the recognition perfor-
mances, both in the case of feature hierarchies and bag-of-features models?
To address these questions, we evaluate the performance of our hierarchies con-
structed with H+ or without H− the adaptive patch features. In addition, we also
evaluate a bag-of-features system B− (previous section) and the effectiveness of the
adaptive features on such a system B+.
The results presented in Table 7.1 and 7.2 are shown in terms of recognition
rate of the final classifier on the test set. The results obtained by our hierarchi-
cal frameworks H−,H+, are compared to the two bag-of-features systems B−,B+
together with three, recently published, state-of-the-art methods; semi-local affine
frames [LSP04], extremely randomized decision trees learned on random subwin-
dows [MGPW05c] and a bag-of-features framework that exploits efficient color fea-
tures [VdWS06].
On the Soccer database (Table 7.1), the results indicate that our hierarchical
system H− outperforms existing approaches by 1% and the use of adaptive patch
features H+ gives an additional 3% improvements on the overall recognition rate.
As discussed with Marée, these results obtained by [MGPW05c] can possibly be
improved by using a much larger number of subwindows.
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Figure 7.21: Mutual Information: threshold selection for six visual class of the
codebook. The threshold used in our bag-of-features scheme is selected on the basis
of the mutual information. Its value correspond to the first maximum. It is depicted
by a black red and a vertical dashed line.
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Figure 7.22: Illustration of the “most useful” low-level features during detec-
tion. Each row corresponds to a different visual class obtained either from Butter-
flies [LSP04] or Soccer [VdWS06] dataset. Original MSER features used during the
detection process are depicted by ellipses. After evaluating the posterior marginal
of each of these regions considering the best visual classes to which it has been
assigned, we highlight the best features by a turquoise ellipse.
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Soccer Class H+ H− B+ B− [MGPW05c] [VdWS06]
AC Milan 80% 80% 73% 67% 73% -
Barcelona 93% 93% 93% 87% 93% -
Chelsea 67% 67% 53% 73% 87% -
Juventus 93% 87% 93% 80% 67% -
Liverpool 87% 80% 87% 73% 87% -
Madrid 87% 87% 87% 80% 93% -
PSV 67% 60% 60% 60% 47% -
Total 82% 79% 78% 74% 78% 73%
Table 7.1: Classification results for the Soccer dataset. We can observe the results
for our feature hierarchy H and Bag-of-Features B systems with H+, B+ or without
H−, B− adaptive patch features. These are compared to methods based on random
subwindows [MGPW05c] and efficient color features [VdWS06].
On the Butterflies dataset a much larger number of images is available both for
training and testing. The results presented in Table 7.2 indicates that our feature
hierarchies are comparable to the local affine frames [LSP04]. These results are
remarkable considering that the local affine frames are clearly tuned for this dataset.
To the best of my knowledge, no other object recognition system has been evaluated
on this dataset.
We can observe that the use of adaptive patch features still improves the recog-
nition rate. Interestingly, both hierarchies H− and H+ outperform bag-of-feature
models.
In Figure 7.22, we show the feature locations falling in a neighborhood that has a
high posterior probability. Such a high probability occurs when several observations,
obtained from different nodes, concord. In other words, this means that their relative
positions and orientations were in a configuration that has been previously learned
and represented in the models. Intuitively, we can say that the highlighted features
were probably the most useful during the detection process to predict the position
of higher level features.
Figure 7.23 and 7.24 illustrate the detection using our hierarchical models (H+).
The first column shows the local regions obtained from a feature detector and avail-
able at an observable node yi of the first level. Each subsequent column to the
right shows the final belief of a higher-level node as a set of samples. Each of them
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Butterfly Class H+ H− B+ B− [LSP04]
Admiral 91% 81% 59% 73% 87%
Swallowtail 81% 75% 81% 94% 75%
Machaon 95% 84% 72% 67% 96%
Monarch 1 67% 65% 73% 65% 73%
Monarch 2 84% 79% 85% 69% 91%
Peacock 98% 94% 76% 68% 100%
Zebra 92% 83% 63% 55% 89%
Total 89.4% 83% 71% 68% 90.3%
Table 7.2: Classification results for the Butterflies dataset. Results are compared
to the Local Affine Frames [LSP04].
depicts different visual aspects of the object class. The four features shown were
chosen such that there exists a path linking them in the hierarchy, i.e., each level-i
feature is a child of the level-i+ 1 feature shown in the column to its right.
7.4.5 Discussion
The experimental results provided in this section show that our feature hierarchies
are on par with or exceed the best published results, and highlight the contribu-
tion of our adaptive patch features. In all cases, our hierarchies outperform the
bag-of-feature approaches. This can be explained by the fact that, contrary to
bag-of-features systems, explicit spatial relations between features can be efficiently
represented and exploited.
The challenging nature of the images used to build the models demonstrates the
robustness of the learning approach. This was applied on images containing large
contextual variations (lighting, image quality), pose (scale and orientation) but also
intra-class variations.
However, our learning method cannot be applied directly to categorization pur-
poses. In object categorization, objects of a same category may not necessaraly
share visual similarities. Therefore, the learning moves from a visual to a seman-
tic learning process. Since our learning strategy requires repeatable patterns to be
identified in the image (even if they are related by large scale, viewpoint variations).
Without these reliable co-occurences, our system will fail to learn relevant features.
In object categories, much larger degree of supervision is often presented to the
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learning process (object boundaries, position in the image, pose). Some systems
do not require such information but assume that the pose of the object remains
constant. The increasing use of new challenging databases [EZWVG, GHP07] leads
us to mention in the last chapter other strategies for learning our visual feature
hierarchies.
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level 0 level 1 level 2 level 3
Figure 7.23: Detection of Zebra butterflies using our hierarchical model (H+). The
first column shows the local regions obtained from a feature detector and available
at an observable node yi of the first level. Each subsequent column to the right
shows the final belief of a higher-level node as a kernel density estimate. Each of
them depicts different visual aspects of the object class. The four features shown
were chosen such that there exists a path linking them in the hierarchy, i.e., each
level-i feature is a child of the level-i+ 1 feature shown in the column to its right.
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Figure 7.24: Detection of Admiral butterflies using our hierarchical model (H+).
The first column shows the local regions obtained from a feature detector and avail-
able at an observable node yi of the first level. Each subsequent column to the right
shows the final belief of a higher-level node as a kernel density estimate. Each of
them depicts different visual aspects of the object class. The four features shown
were chosen such that there exists a path linking them in the hierarchy, i.e., each
level-i feature is a child of the level-i+ 1 feature shown in the column to its right.
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Conclusions
In this dissertation, we have developed a framework for representing, learning and
detecting visual features hierarchies in images. The effectiveness of this method has
been tested on several increasingly challenging experiments.
This chapter first presents in Section 8.1 a high-level summary of the main con-
tributions that have been proposed to fulfill our initial aims. Object recognition has
been the central task considered in this thesis. However, an interesting property
of the feature representation developed in this work is to be generic. Many open
problems in computer vision (tracking, 3D object recognition, segmentation, . . . )
could be addressed using a very similar representation. As it will be explained in
Section 8.2, a few extensions have recently been made to our framework. Finally,
Section 8.3 provides a few promising directions that could be followed for future
research.
8.1 Summary of the Contributions
The main contribution of this thesis consists in the introduction of a new framework
to represent visual features at various levels of complexity. An interesting property
is to bring together hierarchical and structural (i.e. geometrical) aspects of high-
level features. The model essentially combines several key concepts that have been
developed the last couple of years in computer vision, machine learning and compu-
tational neurosciences: spatial relations between local visual features [Sch96, Pia01],
graphical models [Pea88, PFZ03], and hierarchies of complex cells [FMI83, RP99].
This results in a hierarchical Pairwise Markov Random Field (PMRF) representation
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of increasingly complex visual features [SP05, SP06].
An essential property coming from the graphical model formalism is that it allows
us to pose detection as an inference problem. However, if performed exactly, such a
probabilistic inference quickly becomes untractable. To solve this problem, the most
popular methods [PFZ03, CFH05] often add artificial restrictions (e.g. number of
parts, viewpoint, rotation, . . . ) to their models. In contrast with these approaches,
the proposed scheme avoids these restrictions by exploiting the recently developed
Nonparametric Belief Propagation (NBP) which provides a more efficient way to
perform inference. To the best of my knowledge, the research presented in this
thesis has been the first to exploit these mechanisms for recognizing objects. Note
that different methods similar in spirit have been developped afterwards [OB06].
The results obtained by these methods strengthened the idea of representing visual
features in a hierarchical way.
The representation of visual features is one thing, learning is another. In many
current object recognition frameworks, the structure of the model is defined a priori.
This greatly simplifies the learning task. Contrasting with these methods [PFZ03],
we have shown that the probabilistic structure of the object model itself can be
learned in an iterative manner by analyzing the co-occurence statistics of local fea-
tures.
This dissertation has introduced the following contributions:
• An extensive study of state-of-the-art feature detection and description meth-
ods. Their performances in terms of repeatability were evaluated across dif-
ferent image variations (illumination, blur, viewpoint change).
• A novel hierarchical representation of visual features. It uses Pairwise Markov
Random Fields to factorize the object model in terms of local spatial relations
between features. Such a model also provides a natural way to represent
appearance and shape separately (by nodes and edges).
• A co-occurence method to learn the structure of the graphical model in a
bottom-up fashion.
• The integration of Nonparametric Belief Propagation (NBP) to detect feature
hierarchies in images.
• A new kind of Adaptive Patch Features to represent the appearance of high-
level features. Their width and height are automatically determined using an
optimality criterion based on minimum-variance analysis.
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• A way to exploit feature hierarchies to perform object recognition.
8.2 Extensions
The extent of the possible applications of the proposed scheme goes well beyond
object recognition tasks. Many problems in computer vision require the recognition
of high-level visual features. In this section, we present three extensions that have
been developped recently, namely Multidimensional Feature Hierarchies, Reinforce-
ment Learning, and Tracking with Feature Hierarchies. We found preferable not to
include a detailed discussion about these topics. More informations can be found in
the corresponding references.
8.2.1 Multidimensional Feature Hierarchies
The most straightforward way to extend the current work is to generalize the fea-
ture locations and their relationships to higher dimensions. A first attempt was
explored by Dethier [Det05] and has been developped recently by Detry and
Piater [Det06, DP07]. In their research, they extend the current method to be
able to detect features located in a 3D space. For this purpose, our 2D low-level
features are replaced by oriented feature patches in 3–space, annotated by various
appearance characteristics [KW04]. The beauty of this extension relies on its general
definition of both feature location and spatial relations. The distributions estimated
on these high-dimensional spaces are defined in a fully nonparametric way.
Similarly to this thesis, a Pairwise Markov Random Field (PMRF) is exploited
to factorize the statistical dependence between the visual features of the object.
Nonparametric Belief Propagation (NBP) is a natural choice for detection in such a
graphical model. NBP is used to infer the presence of a 3D object model from a scene
represented as a set of observed 3D features. To learn an object representation, sets
of 3D features are constructed using structure-from-motion techniques. Similarly
to our model, a hierarchical object representation is then iteratively constructed by
combining stable 3D configurations.
That work is illustrated on the application of object pose estimation. Object
models are learned from a given world reference frame, within which the object is
placed in a reference pose. Comparing an instance of the model in an unknown scene
with an instance in the learned scene allows to estimate the object pose parameters
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in the unknown scene. In addition, promising results have demonstrated that non-
visual features (grasping strategy) can naturally be included in the hierarchies and
inferred in presence of images not previously seen.
8.2.2 Reinforcement Learning
In the previous chapters, we demonstrated that visual feature hierarchies can be
learned from co-occurence statistics. A strong motivation behind co-occurence learn-
ing originates from neuroscience findings. Alternatively, it has also been shown that
human beings learn to extract useful information in an interactive fashion [GS83].
By evaluating the consequence of certain actions on the environment, we learn to
focus our attention to visual features that are behaviorally relevant for solving a
given task. This way, as we interact with the outside world, we gain more and more
expertise on our tasks [TC03].
Inspired by these observations, Reinforcement Learning (RL) is a formal method
that models the behavior of an artificial agent that learns how to perform a task
through its interactions with the environment [BT96, SB98]. In RL, the agent learns
to connect its sensory inputs to the appropriate actions. Contrary to supervised
learning, it is not told what action it should take; rather, when it does a good or a
bad action, it only receives a reward, the reinforcement signal .
Jodogne et al. have recently proposed the Reinforcement Learning of Visual
Classes (RLVC) Algorithm [JP05c] to apply RL to visual problems where a visual
perception-action mapping has to be estimated. In RLVC, an image classifier is
presented to a classical RL algorithm. This classifier partitions the perceptual space
into a finite set of distinct regions according to local features, by focusing the atten-
tion of the agent on highly distinctive visual features. RLVC iteratively refines an
image classifier by successively selecting new visual features.
In joint work with Jodogne [JSP05], we have shown how visual feature hierar-
chies can be exploited to perform a visual task using only reinforcement feedback.
The RLVC algorithm that originally makes use of individual features was modified
to use a simplified version of our hierarchies. Spatial combinations of visual features
were only defined by a distance between features. We demonstrated the efficacy of
our algorithm on a version of the classical “Car on the Hill” control problem where
position and velocity are presented to the agent visually, in a way that the task is
unsolvable using individual point features.
As it has been mentionned [Jod06], it would be very interesting to take the rela-
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tive orientations between pairs of lower-level visual features into account in compos-
ite features, instead of the distance alone. More detailed informations about RLVC
can be found in the following publications [JP05a, JP05b, JP05c, JP06, JBP06].
8.2.3 Tracking with Feature Hierarchies
The development of affordable digital video camera has recently boosted the interest
in video analysis. Automatic processing and interpretation of those data is currently
still very challenging for state-of-the-art systems. Among the possible applications
are surveillance, medical assistance, traffic management, and interactive environ-
ments. The interpretation of the video in these high-level applications generally
relies on object tracking.
Similarly to the object recognition problem, object tracking can be posed as
inference in a graphical model. The main difference is to add temporal constraints
in the model to be able to effiently locate the object of interest across the frames of
the video sequence.
Tracking applications often have to deal with issues common to object recog-
nition such as occlusions, clutter, as well as viewpoint and appearance variations.
Therefore, it is not surprising that there is a large overlap between tracking and
recognition techniques. For instance, to be robust enough to deal with common
variations and occlusions, a possible strategy for tracking algorithms is to combine
different local features. In parallel to our framework, similar feature hierarchies have
been used to track objects.
The object models can be defined oﬄine using a initial video sequence or manu-
ally pre-defined parameters. Sigal et al. [SISB03, SBR+04, SZCB04, BSIB04] have
developped a tracking framework that uses Nonparametric Belief Propagation to
perform 3D human body tracking. In their model, the human body structure is
defined by spatial relations between limbs (arms, legs and head).
In a similar direction, Du and Piater [DP06b, DP06c] have used sequential
belief propagation [HW04] to fuse information in a simple hierarchical model. Real-
time computational requirements of tracking systems does not currently allows to
track many features at the same time. Most often the models are made of only
a couple of features. Nevertheless hierarchical organizations of these local features
have demonstrated their accuracy.
Tracking results can be exploit by online learning methods to improve the object
model. Declercq et al. [DP06a] have recently developped a computational model
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to estimate the parameters in an incremental fashion.
8.3 Suggestions for Future Research
We conclude by presenting promising lines of research suggested by our visual fea-
ture hierarchies. The three main topics considered here are the learning strategy
(Section 8.3.1), the representation (Section 8.3.2), and the ideas related to the ap-
pearance of the features (Section 8.3.3). Each topic is explored through open ques-
tions that have arose in this thesis. In addition, we briefly give a few suggestions
for how they might be addressed.
8.3.1 Learning Pertinent Combinations
As we already mentionned, one of the main contributions of this thesis was the in-
troduction of a new hierarchical feature representation. The automatic construction
of such a hierarchy opens a large number of questions that remain to be addressed;
What is the best strategy to learn the structure of the hierarchy? How dense should
the models be? Which criterion should be used to score the feature combinations?
How can we overcome the limitations of the current incremental learning strategy?
The automatic and incremental learning of new efficient feature combinations
has already received some attention and appears to be a very promising direc-
tions [AG99, PG00b, Ope06, FBL06]. It allows to produce features that are not
directly observable in the image and offer more distinctiveness. However, such a
learning still remains a very challenging problem in computer vision.
If we turn to humans, it is now widely accepted that we are able to learn new
features when we face with a novel recognition task. Although, the underlying mech-
anisms of this automatic learning remain unclear, different factors can be identified.
On the one hand, it has been shown that co-occurences play an important role
for the learning of new features. On the other hand, in order to perform given tasks,
humans can identify features even if they appear only once.
We observed that co-occurence based learning strategy is appropriate when re-
peatable features can be identified. However for more challenging tasks such as the
recognition of object categories, it is often more difficult to identify useful feature
combinations only from co-occurences.
Instead of using such a criterion, a discriminant measure could be envisaged
to select the feature combinations. Those features can be used to improve the
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recognition performance. Unimportant features will be eliminated. Among them we
can mention Fisher score, Chi-Square, Likelihood, and Mutual Information [Dor06].
It would be interesting to evaluate the performance of different strategies to combine
co-occurence based and discriminative approaches.
The structural learning is not the only task the system should perform. The
parameters of the hierarchies have also to be estimated. Here also discriminative
estimation of the parameters can be envisaged. Discriminative measures can not
only be used to find good feature compositions, but they can also be exploited to
estimate the parameters of the potentials.
8.3.2 Improving Feature Hierarchies
The proposed representation has been the first attempt to exploit a graphical model
formalism for visual feature hierarchies. The model still remains basic. To improve
the effectiveness of the model, a few usefull directions could be followed.
In a graphical model, the performance during inference essentially originates
from two sources: the priors, and the observations. Priors are previously set by
hand or learned, and are represented by the probabilistic structure of the model
through the presence or absence of potential functions (i.e. edges) in the graph.
The other factors come from the ability of the system to exploit the observations or
measurements through likelihood functions.
Our model sees the image as a set of local features of which the appearance
is exploited through the likelihood to add evidence in the graph. As other re-
searchers [Ope06], we observed that the simultaneous use of different kind of fea-
tures improve the performances of the system during recognition. Therefore, it
seems logical to evaluate the strength of other type of features such as contour
segments [FJS07] and Gabor filters [SWP05].
Another way to improve the effectiveness of the models would be to exploit
direct measurements of spatial relations between features. More precisely, this can
be achieved by introducing an observable term yij in the spatial relation potentials
ψij(xi, xj, yij). Such a topology has been recently used in stereo vision [SP07]. The
message during Belief Propagation (BP) would be expressed as
mi,j(xj)←
∫
ψi,j(xi, xj, yij) φi(xi, yi)
∏
k∈Ni\j
mk,i(xi) dxi (8.1)
where Ni is the set of neighbors of node i, ψi,j(xi, xj, yij) is the pairwise potential
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Figure 8.1: Two extensions of the hierarchical Model. (a) One way to im-
prove the current hierarchy is to make the pairwise potential function observable
ψi,j(xi, xj, yij). (b) Spatial relations between features of the same level might also
indirectly enhance the detection of higher-level features.
between nodes i, j, and φi(xi, yi) is the local observation potential of the current
feature.
Figure 8.1 illustrates two different extensions of our hierarchical model using
this new kind of pairwise potential. The first graph (a) shows a straightforward
modification where each pairwise potential ψi,j(xi, xj) is replaced by its observable
version ψi,j(xi, xj, yij). We could also envisaged to add edges between nodes at the
same level. This would probably fasten the convergence.
In more practical terms, an easy way to boost the performance of the system
would be to extent our pairwise spatial relations to n-tuple relations of features. We
could also imagine to combine features from different levels in the hierarchy. These
extensions are shown in Figure 8.2.
Despite the several advantages offered by Pairwise Markov Random Fields, they
are not the best choice for every applications. For instance, Conditional Random
Fields (CRF) [QCD04, WQMD06] or Discriminant Random Fields (DRF) [KH03]
might be more attractive for supervised learning scenarios. Exploring this direction,
Kumar et al. [KH05, Kum05] have recently proposed a promising scene interpreta-
tion framework. It would be interesting to compare the different properties between
CFR, DRF, and PMRF.
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Figure 8.2: Two extensions for the topology of a hierarchy. (a) Combinations
made from more than pairs of features would certainly give more selectivity. In (b),
features from different levels are combined.
8.3.3 Appearance Model
The main weakness of our learning method is that the initial set of feature classes
is fixed using a clustering method. Therefore the appearance variability that the
model can handle is rather limited. A better solution would be to learn the specific
variations in appearance for each composition.
Moreover there exists a relation between the appearance of the features and their
spatial relations. The system could try to learn and represent these dependencies
in probabilistic terms through more complex potential functions. For instance, by
knowing these relations, the system could predict self-shadowing effects that often
occurs on objects from the position and pose of given features.
Object recognition is a field that is currently moving very fast in many directions.
It receives a large attention from the computer vision comunity. We can observe that
hierarchical approaches [OB06, EU07] have recently become popular. Although they
are still outperformed on categorization tasks by brute force approaches [ZMLS07],
such as bag-of-features, dedicated to obtain the best short term results. I believe that
the development of hierarchical models together with generic learning method is the
most promising long term approach. It will help to develop biologically motivated
models of recognition and to understand the functioning of biological system.
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Appendix A
Kernel Density Estimation
An attractive statistical method for modeling general probability distributions (i.e.
without making any assumptions on the underlying distribution) from sample points
is the kernel-based density estimation (KDE), or Parzen window density estima-
tion [Ros56, Par62, Sil86, WJ95].
In kernel density estimation, a kernel function K : Rd 7→ R is used to smooth
a set of observed samples into a continuous density estimate. For N samples (i.e.
data points) µ1 . . . µN , the density estimate can be written:
fˆ(x;µi=1...n) =
1
nh
n∑
i=1
K
(x− µi
h
)
, x ∈ Rd (A.1)
where h denotes the kernel size (i.e. bandwidth), and controls the smoothness of
the resulting density estimation. In this formulation, the bandwidth parameter h is
fixed; so that it is held constant across x and the µi’s.
Estimating multimodal densities with a fixed bandwidth kernel may affect the
quality of the estimation. Therefore, in order to better capture the distribution it
is possible to define a kernel K : Rd 7→ R that allows a different bandwidth at each
sample point [BMP77]:
fˆv(x;µi=1...n) =
1
n
n∑
i=1
1
h(µi)
K
(x− µi
h(µi)
)
, x ∈ Rd (A.2)
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Figure A.1: Illustration of the effect of the bandwidth size on the density. Typically,
when the bandwidth is too large, important features are lost; however, if it is too
small, the exact values of the data begin to deteriorate the density estimate.
The most common kernel function is the isotropic Gaussian kernel G, stated as
follows:
K(x;µi, hi) = G(x;µi, hi) (A.3)
G(x;µi, hi) = 1
(2pi)d/2|hi|1/2
e−
1
2
(x−µi)T h−1i (x−µi) (A.4)
where d is the dimensionality of the data, µi is the mean or center of the kernel,
and h is the covariance (i.e. bandwidth). Although the use of Gaussian Kernels
is very popular, it is also possible to use other kernel shapes (Uniform, Cosinus,
. . . ) [Sil86]. In most applications, the chosen Kernel function has only a small
impact on the quality of the resulting density.
However, the selection of the kernel size (i.e. bandwidth) h is crucial. As it can
be observed in Figure A.1, a wrong choice of bandwidth parameter may lead to over-
and under- smoothing effects that may lower the quality of the density estimate.
Numerous techniques have been developed to select a reasonable value for the
bandwidth automatically. We mention here three of them;
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Rule of thumb is a simple heuristic [Sil86] that can be used to estimate the band-
width value in the case of fixed bandwidth kernels. Specifically, it assumes
that the data samples are drawn from a Gaussian distribution, and computes
the optimal bandwidth for the kernel density estimate as a function of the
variance of the one-dimensional data by
h = 1.05 σ2 N−2/5 (A.5)
where σ =
1
N
∑
(xi − µ)2 µ = 1N
∑
xi (A.6)
Despite its successful results in several applications [SMFW04a, SMFW04b,
IFMW04], this technique has a tendency to oversmooth the distribution (see
Figure A.2) and thus prefers unimodal density estimates [Sil86].
Likelihood cross-validation Ihler [Ihl05] proposed to use a maximum-likelihood
framework to choose the bandwidth. This methods is more accurate but has
a higher cost in complexity.
K-Nearest In order to better reflect the local distribution, it is possible to use a
different bandwidth Σi for each sample point µi [BMP77]. A common way
to compute such a covariance matrix (Equation A.8) is to use the k-nearest
neighbors, where an empirical choice for the integer k is k = n1/2.
G(x;µi,Σi) = 1
(2pi)d/2|Σi|1/2
e−
1
2
(x−µi)TΣ−1i (x−µi) (A.7)
Σi = E((X − xi)(X − xi)T )
=
1
n
k∑
j=1
(xjx
T
j )− µixTi − xiµTi + xixTi (A.8)
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Figure A.2: The first row provides three scenario that may occur during a KDE;
over-smoothing, when the bandwidth is too large, under-smoothing when it is too
small and a good bandwidth that closely matches the original distribution (red). The
second row shows the resulting KDE for three different methods for selecting the
bandwidth. K-Nearest and Maximum Likelihood methods provide a fair estimate
but the Rule of Thumb tends to oversmooth the kernels.
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