We tested human ability to recover the 3D structure and motion information from time-varying images where only 1D motion cues were available. Under these conditions, observers exhibit poor performance in discriminating between two perpendicular axes of rotation, or discriminating between rigid and non-rigid 3D motion. This behavior of the visual system is to be contrasted with the good depth from motion performance exhibited when 2D motion cues are given in the image, as was found previously in numerous studies, and also in the work presented here. In a related paper, we suggest a theoretical framework in which to understand this differential performance on the basis of the two types of motion cues (1D vs 2D). Our findings are consistent with those of previous studies of frontoparaHel motion, where it was shown that in many cases, the 1D cues alone were not integrated by the visual system into the correct global motion percept. This accumulating evidence suggests that oriented (1D) motion detectors alone cannot account for observed human performance of global motion perception, and that the role of units such as point or endpoint detectors should be studied further.
INTRODUCTION
It has long been known that a time-varying 2D image can evoke a strong perception of structure and motion in depth, even in the absence of any other depth cues (Wallach & O'Connell, 1953; Johansson, 1973) . This phenomenon was termed the kinetic depth effect (KDE) by Wallach and O'Connell (1953) . The KDE is a particular manifestation of the kind of computations the visual system has to perform daily, that of local-to-global motion computation. If an object is significantly larger than the typical receptive field size of primary visual cortical cells, then the visual system must deal with the problem of integrating the local motion information carried by different cells with small receptive fields into a single global motion percept. In the case of KDE, an additional complication is introduced in that the depth information is lost in the projection of the scene onto a 2D retina, and this information has to be recovered subsequently on the basis of motion measurements alone.
In their classical paper, Wallach and O'Connell (1953) studied many of the perceptual characteristics of KDE. They concluded that a necessary condition for evoking KDE is that the stimulus".., must display contours or lines which change their length and their direction simultaneously". They also observed (their Expt 8) that in fact these "lines" did not have to be defined by physical luminance gradients, but that they could be the distance between two small objects ("spheres") which change their distance and relative orientation. Since then, this observation has been confirmed in numerous psychophysical studies, which used a set of disconnected points as a stimulus to evoke the perception of 3D structure and motion of a single, larger object moving in space (Braunstein, 1962 (Braunstein, , 1976 Ullman, 1979; Lappin, Doner & Kottas, 1980; Todd, 1984; Dosher, Landy & Sperling, 1989a,b; Sperling, Landy, Dosher & Perkins, 1989; Braunstein, Hoffman & Pollick, 1990; Hildreth, Grzywacz, Adelson & Inada, 1990) . Therefore, going back to the general problem of local-to-global motion computation, KDE phenomena suggest that the motion of localized elements in the image can be reliably detected and used for the generation of a coherent global 463 percept. We term the mechanisms undertaking this detection task "2D detectors", in that they signal the 2D velocity of image elements such as points, lines' endpoints, or areas of high curvature.
On the other hand, in studies of early visual motion mechanisms, the role of a different type of local motion detector is usually emphasized. These are commonly termed "oriented" motion detectors: such units signal the motion of a straight (or approximately so) contour of a specific ("preferred") orientation within their receptive field. Associated with these units is "the aperture problem" (Wallach, 1935 (Wallach, , 1976 Marr & Ullman, 1981) : the motion of a straight line whose endpoints are not visible (or lie outside the boundaries of the receptive field) is inherently ambiguous. Only the velocity component perpendicular to the line's orientation is measurable. Thus, an oriented unit does not, in general, signal the true 2D velocity of the line passing through its receptive field. We therefore term these units "ID motion detectors".
Because of the aperture problem, the usefulness of 1D local motion detectors may seem questionable. However, the existence of oriented motion detectors has been demonstrated in numerous studies, both electrophysiological (Hubel & Wiesel, 1959 , 1962 , 1965 , 1968 Movshon, Adelson, Gizzi & Newsome, 1985 ; see also Orban, 1984 and references therein) and psychophysical (Blakemore & Campbell, 1969; Movshon et al., 1985 ; see also Graham, 1989 and references therein) . From a theoretical point of view, these units have advantages over 2D detectors in that they are more robust to image noise, and also because images are generally richer in 1D cues than in 2D cues. Furthermore, it has been shown that in some cases, the aperture problem can be overcome at the level of local-to-global motion computation, by combining the outputs of at least two such oriented units (Fennema & Thompson, 1979; Adelson & Movshon, 1982; Hildreth, 1984) . In light of these facts, researchers have proposed that the primary source of local motion information arises in fact from 1 D, and not 2D, detectors. The ambiguity inherent in the output of each 1D detector is assumed to be subsequently resolved by integrating over many local 1D signals (Adelson & Movshon, 1982) . We term this hypothesis "the 1D approach".
As already noted, studies of KDE give us examples where images that contain only point motion create a stable global motion percept. However, this fact in itself does not disprove the 1D approach. First of all, the units responding to the motion of the points may, in principle, be 1D detectors, since these do have some residual response to the passing of points in their receptive field. Second, even if it is the case that separate 2D detectors exist in the visual system and are involved in the global motion computation of the point-based KDE examples, it may still be that under normal viewing conditions their outputs are of secondary importance, and that they are recruited only when ID information is absent or impoverished in the image. In the study presented here, we present evidence that 2D motion cues have a primary, rather than minor, role in the normal operation of the visual system [also see the discussion in the accompanying paper, Rubin, Solomon and Hochstein (1995) ].
To demonstrate psychophysically the crucial role that 2D motion cues play in global motion perception, we study cases of KDE where the underlying 3D object is rigidly-rotating, and ask whether or not, when 1D motion information alone is given, the underlying 3D structure and motion information is recovered by the visual system.
In a related paper (Rubin et al., 1995) , we address the theoretical aspects of this question. We show that from the 1D motion signals of the instantaneous velocity field (or equivalently, from the position information of straight contours in two frames), images that are consistent with a rigid rotation cannot be discriminated from those which are not. This is because, for any number of straight contours there is always a rigid 3D interpretation (even if their positions and instantaneous velocities were chosen, say, randomly). In fact, there is an infinite number of such rigid 3D interpretations, since one can derive such an interpretation for (almost) any axis of rotation chosen. Therefore, even the seemingly simple task of the determination of the axis of rotation (under the assumption of rigid motion), cannot be done on the basis of two-frame motion. This situation is to be contrasted with the case when global 3D structure and motion are computed on the basis of 2D signals, where both the rigid/non-rigid discrimination, and the recovery of much of the structure and motion information itself, can be performed already on the basis of two-frame measurements. However, theoretical considerations alone cannot altogether exclude the 1D approach, since in principle, computations performed on 1D measurements gathered from prolonged observations (three frames or more) can be used to overcome the initial two-frame ambiguity.
The additional required evidence for the crucial role of 2D motion cues is delivered by psychophysical observations: in Rubin et al. (1995) , we discuss independent results which suggest that the capacity of the visual system to perform such high-order temporal calculations is quite limited. In the present study, we directly test the ability of human subjects to perform global motion computation tasks solely on the basis of I D motion cues. We use images that, in the presence of 2D cues, evoke a strong KDE percept. These are the orthographic projections of rigidly-rotating 3D wireframes. When viewing such images, observers immediately report the percept of a wire-frame moving in depth while maintaining its 3D shape unchanged. In contrast, we found that when 2D cues are eliminated from the image, the situation changes dramatically: informally observers report that the image seems to be distorting in the plane of the screen and evokes no perception of depth at all. We used several techniques to eliminate the 2D cues, to assure that this observation was not a result of a particular technique adopted.
We tested subjects on two global motion perception tasks. The first was a simple discrimination between two perpendicular rotation axes (in the plane of the screen). Its purpose was to evaluate the accessibility of global motion information in the absence of 2D motion cues.
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The results suggest that very little global motion information is recovered in such cases, and that whatever is recovered is done so by different strategies--and places additional load on the system--compared with normal viewing conditions (when 2D cues are present).
The second experiment was a rigid/non-rigid discrimination task. The results of this experiment confirm the informal reports of subjects that, in the absence of 2D cues, images do not elicit a percept of motion in depth, and show that even with the addition of high-level guidance (in the form of feedback), the task cannot be performed by the visual system on the basis of 1D motion cues alone.
METHODS
The "basic" stimulus (type 1, see below) in all experiments was the orthographic projection onto the computer screen of a 3D object consisting of five vertices that were located on the surface of a (invisible) sphere (5 deg radius of frontoparallel cross section) centered around the origin (the middle of the screen). Four lines connected the vertices to each other. An example of the resulting wire-frame is shown in Fig. l(a) . The location of the vertices on the face of the sphere was changed from trial to trial, using a pseudo-random algorithm for the generation of the vertices. The algorithm enforced a minimum (3D) distance of 5 deg between each pair of connected vertices, and a minimum (3D) orientation difference of 60 deg between each pair of connected lines.
The stimulus appeared on the screen, static for l sec, and then moved for a duration of 2.67 sec. The movement on the screen simulated the orthographic projection of the 3D object undergoing rigid (Expts la, lb and 2) or non-rigid (Expt 2) rotation in space. In the case of rigid motion, rotation was around a fixed axis in the plane of the screen, always through the origin. The objects rotated through an angle of 8, 16, or 32deg, and moved back-and-forth one, two, or four times (see below). After this movement the screen was darkened, awaiting the subject's response before presentation of the next trial.
The other types of stimuli were various modifications of the type 1 stimulus, designed to eliminate the 2D motion cues that exist in the type 1 stimuli, while leaving the 1D motion cues as intact as possible. Detailed descriptions of the different types will be given for each experiment separately. These stimuli were also rotated rigidly or non-rigidly, depending on the experiment.
In Expts la and lb, a green (95 cd/m 2) fixation cross (0.5 deg) was present at the origin (the middle of the screen), appearing on the screen 1 sec before the stimulus and disappearing together with the disappearance of the stimulus. Subjects were instructed to fixate the cross throughout the trial. In Expt 2, a fixation cross was not present, after it was found in pilot experiments that average performance was somewhat improved by removing it.
The lines were 4pixels (3.8 min arc) wide, with luminousity 100 cd/m z, color white. Background luminousity was 5 cd/m 2 (black).
The stimuli were generated by a Silicon Graphics Indigo XS-24 computer, and presented on a 19in. monitor, 1280 x 1024 pixels. Refresh rate was 60 Hz. The subjects sat in a darkened room, viewing was binocular, and the viewing distance was 100 cm.
A total of 18 subjects participated in the experiments--six in Expt la; six in Expt lb; and six in Expt 2. They were all paid undergraduate students, unaware of the questions under research, and had perfect or properly corrected eyesight. Each subject was separately briefed about the task he/she had to perform and did one (Expt 1) or more (Expt 2, see below) practice sessions before the collection of the data presented below. In each experiment, subjects were divided into two groups of three: one group received feedback in the form of a beep for correct trials (and nothing for incorrect trials), and the other group did not receive any feedback. Subjects that belonged to the feedback groups also received feedback during the a b / FIGURE 1. Examples of the stimulus types used in Expt 1. The black lines show the image of the first frame in the motion sequence, the gray lines show the last frame (example for rotation angle of 32 deg). (a) Stimulus type 1. A wire-frame made of four connected lines were rotated about a fixed axis. The five vertices of the wire-frame were located on the surface of an (invisible) sphere of 5 deg radius by a pseudo-random algorithm, and were changed from trial to trial. (b) Stimulus type 2. Five circular patches were added to an image of type 1, in locations and radii computed so as to exactly hide the vertices of the wire-frame throughout its motion. The color of the patches was identical to that of the lines (white). Type 3 stimuli were generated in a manner similar to that of type 2, but the circular patches were drawn in a color identical to that of the background (black). (c) Stimulus type 4. After an initial (static) presentation of a type 1 wire-frame for 2 sec, the lines comprising the wire-frame were extended in both directions beyond the boundaries of the screen. The resulting 3D structure was subsequently rotated about a fixed axis.
practice session, while subject that belonged to the no-feedback groups did not. Subjects indicated their responses by pressing the buttons of a mouse connected to the computer. In order to force subjects to view the stimulus for a long enough period of time before giving their responses, Mouse-presses that were given while the stimulus was still moving were not recorded as valid responses. Thus, the subjects had to press the mouse again in order to continue the experiment, and within few practice trials they learned to defer their responses until stimulus presentation ended.
EXPERIMENT 1
The purpose of this experiment was to evaluate the relative contribution of 1D and 2D local motion signals in the perception of global motion of a rigid object in space. For simplification, we restrict the discussion to rotation about a fixed axis, in which case the direction of motion can be characterized by a single vector, the axis of rotation. As noted in the Introduction, 2D local motion cues can be used to determine the axis of rotation already from a two-frame motion sequence (or from the instantaneous velocity field). In contrast, if only 1D motion signals are used, then such a determination of rotation axis on the basis of two-frame motion information is not possible, since (almost) any chosen axis of rotation is consistent with the 1D motion information, even after imposing rigidity constraints. However, if one is allowed to collect motion information from more than two frames (or equivalently, record the instantaneous velocity field at more than one time), then either 1D or 2D motion signals alone could be used to determine the axis of rotation. The purpose of Expt 1 was to check to what extent this theoretical possibility to compute global 3D motion from ID signals alone is used by the visual system.
We presented subjects with stimuli that were the orthographic projections of objects rotating rigidly in space. These objects were always rotated around one of two perpendicular axes in the plane of the screen: in Expt la, the two possible rotation axes were the two obliques, either 45 deg clockwise or 45 deg counterclockwise from the vertical. In Expt lb the two possible axes of rotation were either the horizontal or the vertical axis. Other than this difference, the two experiments were identical.
In addition to the type 1 stimulus described in the Methods, we used three other stimulus types that were designed to eliminate the 2D motion cues by different techniques. In stimulus type 2, five white circular patches (100 cd/m 2, same luminousity as the lines) were drawn on the screen, and their locations and radii were computed so as to exactly hide the vertices of the wire-frame throughout its motion, but not extend beyond the area necessary for that aim. An example of such a stimulus is given in Fig, l(b) . The patches appeared on the screen *In some of the trials an illusory black circle was visible during the motion of the lines 'behind' it.
only after the static wire-frame appeared unobscured for 2 sec, and were static throughout the stimulus duration. It can be imagined that the wire-frame is moving behind a sheet of glass, and that opaque circular patches were painted on the glass, hiding the "corners" of the wire-frame. (This is also how it was explained to the subjects.) If, in the computation of the patches' locations and radii (before presentation of the wire-frame), it was found that more than 20% of the (2D-projected) total line length was obscured by the patches, the wire-frame was rejected and a new one generated for presentation. Stimulus type 3 was generated in a procedure identical to that of type 2, except that the color of the circular patches drawn on the screen was identical to the background (5 cd/m2), resulting in the patches being invisible.* Both in type 2 and in type 3 stimuli therefore, the 2D motion cues of the wire-frame endpoints and vertices, which could be used for global motion computation are eliminated from the time-varying image. However, 2D motion cues still do exist in both types of stimuli: when the lines move behind the circular occluders, their endpoints follow the occluders' outline, thus producing 2D motion of the endpoint along an arc. These 2D cues, however, cannot be used for the global motion computation of the object, since their direction is arbitrarily determined by the border of the occluder. We call these 2D cues non-veridical, and the (hidden) 2D cues of the vertices motion veridical.
Eliminating the effect of such non-veridical 2D cues in the image was one of the most important issues in constructing the stimuli. If we are interested in studying the ability of the visual system to compute global 3D motion on the basis of 1D motion signals alone, then we have to ensure that poor performance does not originate from the interference of 2D signals arising from non-veridical motion cues. Such caution is especially required if we are to arrive at the conclusion that 1D signals alone cannot lead to correct global motion computation, as will be the case here.
These considerations were the reason for using the different types of stimuli 2 and 3 (as well as type 4, see below). Recent evidence suggests that the extent of such interference as suggested above is minimal in type 2 stimuli and greater in type 3 stimuli (Lorenceau & Shiffrar, 1992) . Thus, the use of both stimuli of type 2 and of type 3 should allow us to factor out the effect, if any, of non-veridical terminator motion.
There is another way to eliminate 2D cues in the form of endpoint motion from the image, and this was the method used in stimulus type 4: if, instead of "cutting" the lines comprising the wire-frame at the vertices, we extend them beyond the boundaries of the screen, then the image will not contain endpoint motion at all (except for the motion along the boundaries of the screen, which is about 17 deg into the periphery). In trials of type 4, a type 1 wire-frame first appeared on the screen for 2 sec. During the next 2sec, each of the wire-frame arms gradually grew (keeping the same luminousity as the original wire-frame lines) until all arms extended beyond the boundaries of the screen. Only then was motion of the stimulus started.
An example of such a stimulus is given in Fig. l(c) . In the briefing of the subjects, a small mechanical 3D model was used to help them visualize the underlying object.
[See also Rubin et al. (1995) his issue, for a stereoscopic demonstration of such an object.] In each experimental session, all four stimulus types were presented in equal amounts (54 times each type) and in randomized order. There was a 50% chance for rotation about each of the two possible axes. The task of the subjects was to indicate around which of the two possible axes of rotation they perceived the object to be rotating. Subjects had to choose one of the two alternatives (2AFC). They were instructed to choose the alternative closer to the perceived one in cases where they perceived rotation about a different axis, and simply to guess in cases where they perceived no rotation at all.* In addition, subjects were requested to give their responses as rapidly as possible, and reaction times (RTs) were measured as a secondary measurement. Each subject participated in 10 sessions (plus one practice session).
For each stimulus type, three values of rotation angle were used: 8, 16, and 32 deg. For each value of rotation angle three values of speed were used (e.g. 12, 24, and 48 deg/sec for the 16 deg rotation angle. Total range of speeds 6-96 deg/sec). The number of back-and-forth cycles for each speed was varied between one and four to keep a fixed value of 2.67 sec for the stimulus motion duration. For the data shown below, results of the different speeds were averaged after no systematic differences were found in subjects' performance.
*Such cases, of no perceived rotation in depth at all, are common in type 4 stimuli: this can be deduced both from subjects' voluntary verbal responses, and from the data (not shown) of a fifth group of subjects that was given the option to press a "don't know" button: this response was given to over 50% of the type 4 stimuli (two sessions).
Results
Figure 2 shows the results of Expt la (oblique axes of rotation). In Fig. 2(a) the average fraction of correct responses of the no-feedback group is given as a function of rotation angle, and on the right the results for the feedback group are shown. The mean response of each subject is computed on the basis of 180 trials from 10 sessions, and thus each data point in Fig. 2 is the average of 540 trials. Figure 3 shows the results of Expt l b (horizontal and vertical rotation axes) in the same format.
It is evident from these results, that indeed the types 2-4 stimuli with impoverished 2D motion cues are markedly more difficult for the subjects than type 1 stimuli. From the lack of significant difference between the feedback and no-feedback groups in both Expts la and lb, we deduce that practice, even if supervised, cannot change this inherent difficulty [note that subjects participated in 11 sessions, and there was no systematic improvement beyond the first (practice) session, whose results are not represented in the data]. As to ordering the degree of difficulty between the different stimulus types 2-4, the results of Figs 2 and 3 do not suggest any consistent trend. However, one clear finding in the results is that the task of Expt la (2AFC between two oblique axes) is systematically more difficult that that of Expt 1 b (2AFC between the horizontal and vertical axes). Both for type 1 stimuli and for type 2-4 stimuli, the average performance ofExpt la subjects is between 0.05 and 0.1 lower than that of Expt lb. This difference will become even more significant below, and thus we present the data for the two experiments separately.
The differential difficulty between type 1 and type 2-4 stimuli is also exhibited in the RT data. In Table 1 , the mean RTs of each of the four groups of subjects is shown for each of the stimulus types separately (averages computed on the basis of correct trials only). The RT in our measurements was defined as the time elapsed between the end of stimulus presentation and the mouse-press of the subject. Since in our experiment the duration of the stimulus motion was fixed, this enabled the subjects (after some practice) to press their response as soon as the stimulus presentation ended if they had decided the answer within the 2.67 sec of motion duration. This fact is the reason for the relatively short average RTs, and for the existence in the original data of reaction times as short as 50 msec. Therefore, some of the differential difficulty between the stimulus types and between the two tasks is obscured by the relatively long stimulus exposure preceding the RT measurement. Nevertheless, it can be seen that the average RT is consistently higher for type 2-4 stimuli, although to a different extent in the different groups. The observation that the task of Expt lb is easier for the subjects than that of la is also further supported by the RT data. The results of Figs 2, 3 and Table 1 suggest that when deprived of 2D motion cues, the detection of global 3D direction of motion deteriorates markedly. However, it is evident that some residual ability remains in the system to perform that task based on 1D motion signals alone, since in all four groups the performance, albeit poor, is significantly above chance. The question arises, therefore, whether we can account for this residual ability and understand the nature of the global motion computations that can take place based on 1D motion information alone.
To show how we can better understand the results of Figs 2 and 3, we pose the following question: is it the case that for each individual stimulus of types 2-4, the a priori probability of the subject being correct is equal to his/her average performance on that type? Having performed the experiments ourselves, we came to the conclusion that the answer is no. Instead, we will demonstrate that the stimuli can be divided roughly into two sub-groups: for one sub-group, the axis of rotation is (perceptually) not recoverable from the 1D cues, and thus performance on these stimuli should be at chance level. In the other sub-group, the 1D motion cues are sufficient for the determination of the axis of rotation, and therefore performance on these stimuli should approach the type 1 performance level.
We begin by analyzing the pattern of correlations in subjects' responses. If subjects use the same seed (number initializing the random number generator) for a particular session, then they are presented with exactly the same stimuli, both in location of the vertices and in order of presentation. We therefore took the results of four of the subjects of Expt lb in three sessions where they used the same seed, and computed the fraction of trials (out of 162 for each stimulus type) for which all four responded correctly, the fraction for which three out of the four responded correctly, and so on. We also computed the histogram that is expected based on a "fiat-probability model", i.e. a model which assumes that the a priori probability for correct response for each of the stimuli equals the average performance of each subject on the relevant stimulus type. The results are shown in Fig. 4 . For stimulus types 2-4 the two histograms differ markedly, and the shape of the measured histogram suggests that a large degree of correlation exists between subjects' performance. In other words, subjects tend to (6) 292 (7) 263 (6) The numbers indicate the average RT for each group of three subjects and for each of the four stimulus types separately. Mean RTs were computed on the basis of correct trials only.
(See text for explanation of why RTs are sometimes shorter than motor RTs.) Numbers in brackets indicate the sample SE. respond correctly to the same stimuli. Using a X 2 test, the flat-probability model is rejected for stimulus types 2-4 with P< 0.0001. We next ask whether we can characterize these stimuli for which the axis of rotation can be deduced based on 1D motion cues only. More specifically, what are those clues which, when existing in the image, enable observers to perform the task? As we will see, there are apparently more than one such clue. However, a prominent one (which can alone account for all the above-chance performance in Expt la), is motion of lines parallel to the axis of rotation: if, in the random process of generating the wire-frame, it so happened that one of the bars comprising it is parallel to the axis of rotation (or approximately so), then when the object rotates, this line will be seen to move back and forth perpendicular to itself, without (or almost without) changing its orientation. In such a case, the motion of this bar alone can be used to determine the axis of rotation, since such motion as it undergoes on the screen cannot be obtained from a rotation about any other axis. As already implied, this "parallelism clue" is 'not an all-or-none condition: rather, as the bar orientation (in 3D space) departs from that of the axis of rotation, the strength of this clue is diminished, reaching a minimum when the bar is 45 deg away from the axis.
To verify that indeed stimuli that contain a line parallel to the axis of rotation belong to the "easy stimuli" sub-group, and to quantify to what extent this clue alone can account for the above-chance performance of subjects, we devised the following "parallelism measure":
where ,~1 is a unit vector in the direction of the axis of rotation, ~ is a unit vector in the direction of the ith line, and the index i runs over all the lines comprising stimulus s. The measure Ms, therefore, is equal to 1 if stimulus s contains one line (or more) that is exactly parallel to the axis of rotation, and its value gradually decreases as the direction of the line in the stimulus which is closest to that of the axis departs from parallelism with the axis. The values of Ms were computed for each of the subjects separately for all the sessions; and the median of the Ms values was computed in each session, for each of the stimulus types 1-4, and for each of the rotation angles. Then the average performance of the subject as a function of rotation angle was computed again, but this time only trials for which Ms was lower than the previously computed median were taken into account. This procedure enabled us to replot the results presented on Figs 2 and 3, but this time only for the half of the stimuli in which a line parallel or close to parallel to the axis of rotation did not exist (average median value: 0.82). The results are shown in Fig. 5 for Expt la and Fig. 6 for Expt lb. Each data point is now the average of the mean performance of three subjects computed from 90 trials per subject. In all four groups the average performance for stimulus types 2-4 is consistently decreased, whereas that of type 1 stimuli is unchanged. In Expt la (oblique axes), the average performance for stimulus types 2-4 is now at the chance level. This means that we can account for all of the above-chance performance in Expt l a (see Fig. 2 ) by subjects' use of a single strategy: detecting lines that move without changing their orientation (or changing them only slightly) and deducing that the axis of rotation is parallel to that line's orientation.* For the case of Expt lb (horizontal vs vertical axis) however, the situation is more complicated: although there is still a clear trend of decrease in performance, this decrease is not the same for the different stimulus types 2, 3, and 4. The performance in type 3 stimuli is dramatically affected, reaching basically chance level in both the feedback and the no-feedback groups. The performance in type 2 stimuli is somewhat less affected, dropping from 0.65~0,75 (Fig. 3) to 0.54).65 (Fig. 6) . Finally, the average performance in type 4 stimuli is the least affected, and for the feedback group it practically does not decrease at all. Thus, we learn that although the existence of a line parallel to the axis of rotation serves as a clue in Expt 1 b also, there are apparently other clues that enable the subjects to perform the task above chance level. At this stage we can only speculate as to the nature of these additional clues. In the case of type 4 stimuli for example, the veridical endpoints' motion along the two sides of the (rectangular) screen that are perpendicular to the rotation axis may have some remaining effect, although they are far into the periphery. (Note that in Expt la, when the rotation axes are the two obliques, such veridical motion cues along screen boundaries do not exist.) This may be the reason for the superior performance in type 4 stimuli, of roughly 10%, compared to type 2 stimuli. However, the above-chance performance in type 2 stimuli (especially in the feedback group), suggests that in these images too, additional clues exist which the subjects are able to use.
*From a mathematical point of view, there is another similar clue that subjects could use to determine the axis of rotation: if the 3D object contains a bar which is perpendicular to the axis of rotation, then in the 2D-projected image this line will not move at all. Such an image which contains a line which does not move can only be obtained if the axis of rotation is perpendicular to that line. However, perceptually this is not a prominent clue: there was no indication in the data that subjects performed better on stimuli which contained such a cue. The reason is probably that lack of motion is less conspicuous than the existence of a special kind of motion.
The chance-level performance in type 3 stimuli is presumably caused by the effect of the non-veridical 2D motion signals, which do not let the subjects make use of these additional clues. (Recall that type 2 and 3 stimuli are identical except for the different color of the circular patches, which--being the same as the lines--weakens the non-veridical 2D motion signals in type 2 stimuli.) For this differential effect of the terminator motion in stimulus types 2 and 3 two possible explanations may be suggested.
The first is what we may call a "top-down" one: it may be that the interpretation of the visible patches as "occluders" leads the visual system to refer to the endpoints as "extraneous", and thus to disregard the effect of the terminator motion when the occluding patches are visible. A suggestion along similar lines was put forward by Shimojo, Silverman and Nakayama (1989) , with regard to the interaction between stereoscopic depth cues and terminator motion effect. However, Shimojo et al. (1989) also refer to the fact that ultimately, to fully account for processes such as interactions between occluders and terminator motion, we will have to pin down the neural mechanisms underlying these processes. To this end, it is useful to consider also a more "bottom-up" approach to account for the differential effect of the visible vs invisible patches, Such an explanation which is in agreement with the data presented here is that in order for the endpoint motion to be reliably recorded by the visual system, a large enough luminance contrast must exist between the line itself to the "blank" area around its endpoint. This condition is not fulfilled'by the type 2 stimuli, thereby leading to the weak effect of terminator motion as observed. Lorenceau and Shiffrar (1992) manipulated the contrast of lines moving behind invisible occluders and their results support this suggestion.
The fact that the subjects of Expt la are unable to use the additional clues to improve their performance may seem surprising at first glance. Recall, that Expts la and lb are essentially identical, and the only difference is an overall rotation of the stimuli in the plane of the screen by 45 deg. One might therefore expect that any additional clue, or strategy, that was used by the subjects of Expt 1 b could be used in Expt la too. To understand why it does not happen, note that subjects do not reach perfect performance in Expt la even on type 1 stimuli, in what seems to be almost a trivial task. This means, that the task of Expt la is inherently more difficult than that of lb. This conclusion is further supported by examining the RT data for type 1 stimuli of the two experiments. We have to conclude therefore, that this additional load on the subjects of Expt la, of the basic task being slightly more difficult in the first place, is the reason for their inability to use the additional clues to improve their performance in type 2 and 4 stimuli. This is in fact the strongest evidence for our claim, that whatever residual performance the subjects of Expt lb exhibit, it arises from the recruitment of indirect strategies that are not used in global motion perception under normal conditions. The inherent differential difficulty of the tasks of Expt l a vs Expt l b is intriguing. At this point we cannot determine where this difference in degree of difficulty originates from. We suggest two possible explanations. One possibility is that the internal representations of the oblique axes are less readily accessible for the subjects, compared with the internal representations of the horizontal and vertical axes. This explanation seems, on first glance, in accord with previous findings of poorer discrimination ability around the obliques than around the horizontal and vertical axes (Orban, Vandenbussche & Vogels, 1984) . Note however, that the task studied here is very different, in that the discrimination had to be performed between two alternatives which are 90 deg apart, and not between two alternatives of similar orientations. Another possible explanation, is that the *Although this requirement of the image to have an underlying 3D rigid interpretation can be used as neither a sufficient nor a necessary condition for the characterization of conditions for the emergence of the KDE percept, we use it here since it does have a large correlation with the emergence of the KDE percept.
greater difficulty of the task of Expt I a has to do with the symmetry between the two alternatives: human observers are very sensitive to objects that have an axis of symmetry, and particularly in the case when this axis of symmetry is the vertical one (e.g. Corballis & Roldan, 1975) . To achieve such sensitivity, it may be that the visual system had to pay the price of giving up some of the discriminability of images that are mirror symmetric about the vertical axis. In other words, it may be the case that although the accessibility of the internal representations of the oblique axes is not any slower or poorer, yet that these representations themselves are more similar for the two oblique axes than for the horizontal and vertical axes. Thus, more processing time is required to distinguish between stimuli related to the two oblique axes, leading to the observed results. Whatever the explanation may be, we may summarize the results of Expt 1 by stating that even the performance of a task as simple as the determination of the axis of rotation (between two alternatives as far apart as possible), becomes extremely difficult when the observer is deprived of veridical 2D motion cues. In such cases, alternative strategies can sometimes be recruited to increase the performance above chance level (but still far from perfection). Such strategies, however, are not needed, and probably not used, for the performance of the task under normal conditions, namely when 2D motion cues do exist in the time-varying image.
EXPERIMENT2
As already noted, KDE is particularly common when the image has a possible interpretation as the 2D projection of a rigidly-moving 3D object.* During our preliminary work and pilot experiments with images where the local 2D motion cues have been eliminated, observers repeatedly reported that these images seldom, if ever, evoke a perception of motion in depth. We were thus led to the conclusion that not only does the process of correct global motion computation rely heavily on the signals of local 2D motion detectors, but that these are necessary for the mere occurrence of perception of motion in depth. Experiment 2 was designed to establish and quantify these informal observations. In this experiment, in each trial the stimulus could rotate either rigidly or non-rigidly (in a procedure to be described below) by 32 deg. Subjects were instructed to indicate their choice between two alternatives: (a) the stimulus was seen as rotating without detectable changes of its (3D) structure, or (b) "otherwise". Choosing option (b) could mean either that the object was seen to be moving in depth but distorting (in its 3D shape) at the same time, or that no motion in depth was seen and the object was only distorting in the plane of the screen.
Three types of stimuli were used in this experiment. We label the additional two types used in this experiment (which differ from those of Expt 1) type 5 and type 6.
In stimuli of type 5, the five vertices of the wire-frame object were drawn on the screen as five disconnected points (4 x4 pixels--3.8 x 3.8 rain arc--large). This enabled us to obtain "base-line" results, i.e. to probe subjects' performance when "pure" 2D cues are given. An example of a type 5 stimulus is given in Fig. 7(a) .
Stimuli of type 6 were similar to type 4 of Expt 1: here also, each of the bars comprising the 3D object was extended beyond the boundaries of the screen. The difference was that for type 6 stimuli, these extensions were drawn in a color different from that of the original shorter bar (green, 95 cd/m2), thus creating a situation whereby the shape of the original (nonextended) 3D object could be seen embedded in the new structure, but the low luminance contrast (5%) of the color borders did not allow reliable detection of the 2D motion cues. An example of a type 6 stimulus is shown in Fig. 7(b) .
The non-rigid rotations were generated as follows: first, an axis was chosen in the plane of the screen, with equal probability for all possible directions. If the object were to move rigidly, all points were rotated around this chosen axis with equal angular velocity of 48 deg/sec. If the object were to move non-rigidly, then five axes of rotation (as the number of vertices in the object) were generated randomly within some angular range around the previously-chosen axis of rotation. Each vertex in the object was subsequently rotated independently around its own rotation axis, and those independently-moving vertices were connected in each frame to produce the stimuli of types 1 or 6 (or drawn disconnected for stimuli of type 5). The angular range within which the rotation axes of all five vertices were contained, which we call 60, determines the degree of non-rigidity in the motion: when 60 equals 90 deg, all axes are possible and thus motion is very far from rigid. As 60 approaches zero, the different axes of rotation converge into a single axis and the motion will approximate rigid motion.
We checked the performance of subjects as a function of 60, using three values: 90, 60, and 30 deg. In pilot experiments we found that even for 60 = 90 deg, the task is far from easy for inexperienced subjects, and relatively long practice was needed during which subjects' performance gradually picked up (from 60% and 65% mean performance in the first 80 trials, to 77% and 85% in the last 80 trials, results for stimulus types 1 and 5 respectively, 60=90 deg). Also, we found that mixing different values of 60 in the same experimental session tended to decrease the average performance of subjects on the smaller values of 60. In light of these observations, we conducted Expt 2 according to the following protocol: in each experimental session (360 trials), a single value of 60 was used. We started with 60=90deg, and subjects participated in as many sessions as required (typically 1-2 for the feedback group, 2-3 for the no-feedback group) until we could safely conclude that the subject was performing at his/her best possible level. This was established when a criterion of saturation was reached, namely that average performance did not increase any more between three successive blocks of 30 trials each for all stimulus types. An additional session was then performed with the same value of 60, and the results obtained in that last session were used for the data shown below. The same procedure was then repeated for the values 60 and 30 deg of 60, in that order.
Each session contained 120 stimuli of each of the three possible 60s (60 rigid, 60 non-rigid), in randomized order. Subjects participated in one session per day. 
Results
Figure 8(a) shows the results of the experiment. On the left, the fraction of correct trials is shown as a function of the distortion parameter 60 for the nofeedback group. On the right, the results for the feedback group are shown.
The results show that subjects are unable to perform the task above chance level for stimulus type 6, or in other words, when the 2D cues are eliminated from the image.
This remains true even for very large distortion conditions, and when training in the form of feedback is given. For stimulus types 1 and 5, both the feedback and the no-feedback groups exhibit a performance which is significantly above chance level, although their performance is still not perfect. One prominent difference between the results for types 1 and 5, and those of type 6, is that in the former, increasing the distortion parameter clearly aids the subjects in the performance of the task, while in the latter no such effect is observed. Hits are defined as trials where the stimulus was rigid and the subject judged it to be rigid. Fraction is computed of all rigid presentations (60 trials). Lower panels: fraction of "false-alarms" as a function of rotation parameter for the no-feedback (left) and feedback (right) groups. False-alarms are defined as trials where the stimulus was non-rigid but the subject mistook it for a rigid one. Fraction is computed of all non-rigid presentations (60 trials).
But the extent of the different impression that type 1 and 5 vs type 6 stimuli produce is only realized when we examine the form of correct and incorrect answers in the two cases, as is shown in Fig. 8(b) . In the upper panels, the fraction of"hits"~defined as cases when the stimulus was rigid and the subject judged it to be rigid--is plotted. In the lower panels, the fraction of "false alarms"--cases when the stimulus was not rigid, but the subject mistook it for a rigid one--is shown.
In type 1 and 5 stimuli, where 2D cues are given, the major part of the mistakes originate from false-alarms, i.e. non-rigid objects seen as rigid. In type 6 stimuli, on the other hand, it is the opposite: in the no-feedback group, most of the time the type 6 stimuli are judged to be non-rigid even when they are rigid, leading to a very low hit rate. The addition of feedback causes the subjects to change their criterion, but with no improvement in their overall performance. Note, that the increase of rigid responses as a function of 60 in the feedback group, is in fact a decrease of the percent of rigid responses as a function of time (or session number)--this is because, as noted above, the experiment was performed starting with the highest value of 60 and ending with the lowest one. It seems, therefore, that with time, subjects tend to disregard the feedback which indicates that 50% of the type 6 stimuli are rigid, and this is probably due to their inability to improve their performance by the use of feedback guidance.
For type 1 and 5 stimuli, the addition of feedback has an opposite effect to what happens in the case of type 6. For these types, the addition of feedback has a consistent effect of decreasing the overall fraction of rigid responses, while at the same time increasing the overall performance, in particular for type 1 stimuli [see Fig. 8(a) ]. Further examination of Fig. 8(b) reveals more about the processes underlying KDE under "normal" conditions, i.e. when 2D cues are given. First, note the differences in the results of the no-feedback group between type 1 stimuli and type 5 stimuli. The fraction of hits is almost identical in the two cases, and is around 0.9, with very little dependence in the amount of distortion. The fraction of false alarms, on the other hand, is very different, and is consistently higher for the type 1 stimuli, with the difference ranging between O. 15 (60 = 30 deg) and 0.35 (30 = 90 deg). In other words, subjects show high sensitivity to cases when the vertices are moving rigidly in space, and seldom judge them to be moving non-rigidly, regardless of whether the vertices are drawn as disconnected points or connected into one large object (a wire-frame). However, when the vertices are moving non-rigidly in space, the subjects are much more tolerant of the distortions when the vertices are connected into a wire-frame, and judge these stimuli to be moving without changing their overall (3D) shape 50-75% of the time, depending on the value of distortion parameter. The reason for this phenomenon may be, that the grouping of the points into a single object promotes a percept of "shape preservation", leading the subjects to judge the wire-frame as not changing its 3D shape. The fraction of false alarms falls dramatically when feedback is given to the subjects, for both stimulus types 1 and 5. The effect of feedback is stronger on type 1 stimuli, leading to a situation where there is now only a slight difference between the fraction of false alarms for the two types of stimuli, of about 0.1 for all distortion values. However, for this reduction of the fraction of false alarms the subjects pay a price of a (more limited) reduction of the hit rate, especially for the lower values of distortion parameter. This arises from the fact that when feedback is given, subjects become aware that for the small distortion values, many times stimuli that appear rigid are in fact non-rigid. Presumably, this awareness leads to a more conservative criterion for rigid responses.
To summarize, we find that for the performance of the task of discriminating cases where a time-varying image is consistent with rigidity from cases where it is not, the existence of 2D motion cues is essential. Furthermore, the elimination of the 2D cues has an effect which goes far beyond a mere decrease in performance: it changes the whole pattern of subjects' responses. If the stimulus does not contain 2D cues, subjects judge it to be rigid less than 25% of the time, regardless of whether in fact the stimulus is (mathematically) consistent with rigid 3D motion or not. In light of the results obtained for the type 1 and 5 stimuli, which show a high degree of tolerance of non-rigid distortions in the images, these findings confirm the informal reports of observers mentioned above, that when the 2D cues are eliminated, the time-varying images seldom evoke a perception of motion and structure in depth at all.
DISCUSSION
We were interested in studying the relative contribution of 1D vs 2D motion cues for the process of global motion perception. In particular, we studied the role of these two types of motion cues in the process of recovering depth structure and motion information from a time-varying 2D image, using the phenomenon of KDE as our starting point. We found, that when 2D cues are eliminated from the image, subjects exhibit poor performance in tasks involving the recovery of 3D global structure and motion information. Specifically, it was shown that without the 2D cues, subjects exhibit poor performance in discriminating between two possible rotation axes as far apart as 90 deg, and are unable to discriminate rigid rotations from non-rigid transformations.
But the importance of the 2D cues goes beyond that of making sure that the outcome of global 3D motion computation be mathematically correct. Rather, the very onset of a percept of motion in depth, or KDE, critically depends on 2D motion signals evoking it. This claim is based on the voluntary reports of subjects, that for the stimulus types which did not contain 2D cues, the image appeared flat and the sense of motion in depth disappeared altogether. The results of Expt 2 support these informal reports. In fact, there need to be at least two separate, non-collinear sources of 2D motion signals in the image before a perception of motion in depth is triggered: it is not enough, for example, that one of the straight contours has a visible endpoint in the image if on its other side it extends into the periphery, no KDE will be evoked.
Observations of a similar nature were made already by Wallach and O'Connell (1953) , who wrote: "Curved contours which are deformed without displaying a form feature which identifies a specific point along the curve are seen as distorting, often even if for some reason the shadow is seen as a three dimensional form." Later (Expt 7), they also report the results of displaying the projections of a set of straight lines with a single visible endpoint (three lines meeting at a point to form a 3D "angle"): "All 22 subjects employed in this experiment reported seeing a flat figure which distorted. Had KDE occurred, the subjects would have seen instead a rigid 3D form with constant angles. However, no such effect was observed.., when the length of the lines which constituted the figure.., was indefinite."
The findings presented here extend previous psychophysical studies where motion in the frontoparallel plane was studied. It was found that in many cases, 1D cues alone were not integrated by the visual system into a coherent global motion percept, and that the addition of----even very few--localized motion cues can lead to a dramatic change of the perceived global velocity. With the 2D cues, the perceived velocity is the mathematically correct one, leading to a coherent rigid global motion percept (Nakayama & Silverman, 1988; Ferrera & Wilson, 1990 Yo & Wilson, 1992; Rubin & Hochstein, 1993) . In line with these findings, Shiffrar and Pavel (1991) and Lorenceau and Shiffrar (1992) found that the existence of non-veridical 2D motion cues in the scene can lead to a breakdown of the correct global motion percept.
These results suggest that some revision is needed in the approach to early motion processing research. As noted in the Introduction, studies of early visual motion mechanisms concentrate primarily in oriented, or 1D, motion detectors. This tendency reflects an underlying assumption, that these are the units that play the primary role in local motion detection mechanisms, and consequently, the output of these units (or cells) is the primary source of information for the stage of global motion computation. The work presented in this study, and the studies of frontoparallel motion mentioned above, suggest that the detection and further processing of "pure" 1D motion signals alone cannot possibly account for the observed characteristics of human global motion perception. By the term "pure" 1D motion signals we refer to the outputs of local motion detectors which do not signal the existence of a 2D cue within their receptive field, such as a line endpoint or an isolated dot.
Two important questions arise, which should be studied further. The first question is what is the nature of the mechanisms which detect 2D motion in the image? Two possibilities come to mind. One is that these are "early" (say, V1) single units that are especially suited to detect 2D motion, without using positional information. Alternatively, it may be that 2D motion detection is carried out by "higher-order" mechanisms, which track the position of localized features over time. [Note however, that eye-movements are not required for the recovery of 2D motion. The hypothesized "tracking" would therefore be similar in nature to the "attentive tracking" suggested by Cavanagh (1992) .]
Finally, an important issue for further study is the interaction between signals arising from 1D and 2D motion detecting mechanisms. In the process of disambiguating the output of 1D motion signals, the output of 2D motion mechanisms serves to change the perceived direction of motion in areas of the image which contain only 1D information. What are the type of interactions which allow the visual system to arrive at a single, unitary percept of coherent motion is therefore an important question for further research.
