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The quantum phase diagram and critical behavior of two-dimensional Dirac fermions coupled to
two compatible order-parameter fields with O(N1) ⊕ O(N2) symmetry is investigated. Recent nu-
merical studies of such systems have reported evidence for non-Landau-Ginzburg-Wilson transitions
and emergent O(N1 +N2) symmetry between the two ordered states, which has been interpreted
within a scenario of deconfined quantum criticality in (2+1)-dimensional Dirac materials. Here, we
provide two theoretical approaches to refine the phase diagrams of such systems. In the immediate
vicinity of the multicritical point between the ordered phases and the semimetallic phase, we employ
a non-perturbative field-theoretical analysis based on the functional renormalization group. For the
particular case of N1 = 3, N2 = 1, we perform a large-scale quantum Monte Carlo analysis of
the strong-coupling region, where both orders meet. Our findings support the robust emergence of
enhanced symmetry at the multicritical point and suggest the transition between the two ordered
phases to take place via a sequence of continuous transitions. In particular, we find that intermediate
regimes of coexistence are present in the phase diagram for all values of N1 and N2.
Within the Landau-Ginzburg-Wilson (LGW) theory of
critical phenomena [1] a transition between two ordered
phases that break different symmetries is either discon-
tinuous or accompanied by a coexistence regime [2–11],
unless some fine tuning is performed. A prominent poten-
tial exception to this paradigm is the deconfined quantum
critical point (DQCP) in spin- 12 antiferromagnets [12].
Within this scenario a quantum critical point separates
antiferromagnetic order from a valence-bond-solid phase,
and is described by spinon degrees of freedom. These
couple to an emergent gauge field and render the transi-
tion continuous, while being confined in both of the or-
dered phases [12–15]. This DQCP furthermore describes
a transition that, according to numerical evidence [16],
displays an enlarged O(5) symmetry at the critical point.
Recent theoretical considerations moreover suggest such
emergent O(N) symmetries to be an ubiquitous feature
of deconfined quantum phase transitions [17–19] and be-
yond [20–29]. These ideas may thus be promising also
for exploring non-LGW quantum critical fermions.
Indeed, recent quantum Monte Carlo (QMC) simula-
tions of Dirac fermion systems [19, 30, 31] suggest contin-
uous non-LGW transitions between two ordered phases,
reminiscent of DQCPs. In particular, the findings in
Ref. 30 for a fermionic model on the honeycomb lattice
indicate that a system of Dirac fermions with anticom-
muting masses that break an O(3) and Z2 symmetry, re-
spectively, supports a line of continuous transitions that
separates the two phases, featuring an emergent O(4)
symmetry. In particular, no definite signs of coexisting
orders were reported in Ref. 30.
Here, we examine the case of a general system of Dirac
fermions coupled to two compatible order parameters
(OPs) with O(N1) ⊕ O(N2) symmetry by following two
different and complementary routes: a non-perturbative
field-theoretical renormalization group (RG) approach,
i.e., the functional RG (FRG) [32], and a refined QMC
analysis for the model in Ref. 30. The non-perturbative
FRG can be performed directly in 2 + 1 dimensions and
allows us to assess the multicritical behavior of the model
more precisely than leading-order  expansions [33–35].
We firmly establish the emergence of O(N1 + N2) sym-
metry at the multicritical point for all consistent values
of N1 and N2. Furthermore, our approach facilitates a
study of the phases with broken symmetry and we find
robust indications for an intermediate coexistence phase
for all choices of N1, N2. Further evidence of coexistence
for N1 = 3, N2 = 1 is provided by our refined QMC
analysis.
Effective field theory. For the FRG analysis, we
consider the low-energy effective Gross-Neveu-Yukawa
(GNY) model with two OP fields [33–40], describing in-
teracting spin-1/2 fermions on the honeycomb lattice in
the vicinity of a multicritical point. The Euclidean La-
grangian is L = LF +LB , where
LF =ψ
(−i/∂ + g1Mφ + g2Mχ)ψ ,
LB =φa
(−∂2 +m21)φa + χb (−∂2 +m22)χb
+
u1
8
(φaφa)
2
+
u2
8
(χbχb)
2
+
u3
4
φaφaχbχb . (1)
The real OPs φ = (φ1, ..., φN1), χ = (χ1, ..., χN2) act as
mass terms Mφ = γ
a
φφa and Mχ = γ
b
χχb, interacting
via Yukawa couplings g¯1/2 with eight-component Dirac
fermions ψ and ψ¯ ≡ ψ†γ0. Summation over repeated
indices is implied. The matrices γaφ, γ
b
χ are defined as
γaφ = γ0β
a
φ, γ
b
χ = γ0β
b
χ, where the mass matrices β
a
φ, β
b
χ
anticommute among each other as well as with the Hamil-
tonian. The Lagrangian L exhibits an effective Lorentz
invariance, which is expected to emerge in 2D Dirac
fermion systems at criticality [23, 41], and we assume this
also in the vicinity of the multicritical point. The GNY
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2model L requires d+N anticommuting matrices, where
d is the spatial dimension, and N = N1 + N2. For the
eight-dimensional representation relevant for graphene,
this implies N ≤ 5 [42, 43].
The O(N1) ⊕ O(N2) symmetric system defined in
Eq. (1) includes a symmetry-enlarged O(N1 + N2)-
invariant subspace, when u1 = u2 = u3, m
2
1 = m
2
2, and
g21 = g
2
2 . The leading-order -expansion analysis [33, 34]
studied the RG fixed point with the enlarged O(N) sym-
metry, referred to as the isotropic fixed point (IFP).
Within that approach, the IFP is found to be stable for
all consistent values of N . However, it is well known from
studies of purely bosonic O(N1)⊕O(N2) models [8] that
the leading-order -expansion severely overestimates the
stability of the IFP. In contrast, the FRG provides more
faithful results already at the low truncation orders that
we exploit here [11].
An important subtlety in Dirac fermion systems con-
cerns the determination of the nature of a multicriti-
cal point. In a purely bosonic theory, a multicritical
point can either be bicritical or tetracritical, and the two
cases can be distinguished by the sign of the quantity
∆ = u1u2−u23 in terms of the quartic couplings ui at the
RG fixed point, which is bicritical if ∆ < 0 and tetracrit-
ical if ∆ > 0 [2, 8, 11]. For the symmetry-enhanced case,
∆ = 0, the above classification is valid if the subman-
ifold in coupling space determined by ∆ = 0 is closed
under the RG flow. This is not generally the case in
theories with massless fermions as can be shown using
the -expansion [33]: the submanifold in theory space
defined by u1 = u2 = u3 =: u 6= 0 satisfies ∆ = 0, but
its dependence on the logarithmic RG scale t is given by
∂t∆ = 2u(g
2
1 − g22)2. Therefore, in the presence of Dirac
fermions, the sign of ∆ may be subject to change.
Functional renormalization group. We employ the
non-perturbative FRG approach [32, 44] to evaluate the
generating functional of one-particle irreducible n-point
correlation functions Γ(n). See Refs. [45–55] for appli-
cations to low-dimensional GNY systems. This method
allows us to calculate directly in D = 2 + 1 integrate
out the flow also within the ordered phases. Central to
the FRG method is the exact renormalization group flow
equation ∂kΓk =
1
2Tr[∂kRk(Γ
(2)
k +Rk)
−1] for the average
effective action Γk, where Γ
(2)
k is the second functional
derivative with respect to all field degrees of freedom,
and Rk is an infrared cutoff function. This flow equation
interpolates between the bare action at the ultraviolet
(UV) cutoff k = Λ and the full quantum effective action
Γ = Γk=0.
We employ a truncation based on the original form of
the microscopic action in Eq. (1), i.e.,
Γk =
∫
dDx
{
ψ
(−iZψ,k /∂ + g1,kMφ + g2,kMχ)ψ
− 1
2
Zφ,kφa∂
2φa − 1
2
Zχ,kχb∂
2χb + Vk(ρφ, ρχ)
}
, (2)
which is known as the extended local potential approxi-
N1 +N2 θ1 θ2 θ3 θ4 θ5
2 0.878 0.864 -0.878 -1.087 -1.109
3 0.773 0.726 -0.924 -1.179 -1.322
4 0.734 0.580 -1.017 -1.274 -1.542
5 0.738 0.465 -1.132 -1.361 -1.732
TABLE I. Largest five eigenvalues θi of the stability matrix
based on FRG calculation in LPA′8 truncation, for different
values of N1 + N2. Eigenvalues that already appear in the
O(N1 +N2) symmetric models are printed in boldface.
mation, LPA′. The scale dependence of the Yukawa cou-
plings g1,k and g2,k as well as the wavefunction renor-
malizations ZΦ,k have been made explicit. The bosonic
potential Vk depends on the O(N1) and O(N2) invari-
ant quantities ρφ = φaφa/2, ρχ = χbχb/2, and we
expand its dimensionless form u = k−DVk as a func-
tion of the dimensionless O(Ni)-symmetric field variables
ρ˜φ = Zφ,kk
2−Dρφ and ρ˜χ = Zχ,kk2−Dρχ around a (run-
ning) minimum, denoted κφ/χ = ρ˜φ/χ,min. A truncation
up to order nmax in the fields will be referred to in the fol-
lowing as LPA′nmax. The nature of the minimum corre-
sponds to three different scenarios, depending on whether
the individual OP fields are in the symmetric or in the
spontaneously symmetry broken regime: (1) Both OP
fields remain in their symmetric phases, i.e., the mini-
mum of the potential is at κφ/χ = 0. (2) The OP φ
acquires an expectation value, while the other OP χ re-
mains in its symmetric phase. Similarly, for the reversed
situation. (3) The minimum of the potential is at nonzero
expectation values for both OPs, i.e., κφ/χ 6= 0.
The FRG flow equations for the dimensionless ex-
pansion coefficients of the potential u, including the
quadratic mass terms and the quartic couplings, the di-
mensionless Yukawa couplings g˜2i,k = g
2
i k
D−4Z−1i,kZ
−2
ψ,k, as
well as the anomalous dimensions ∂tZψ/φ/χ are obtained
by taking the corresponding derivatives of the ansatz in
Eq. (2). Flow equations for the expectation values κφ/χ
are obtained from the condition that they are a min-
imum, cf. the Supplemental Material [56] for details.
Essentially, this procedure yields a set of coupled flow
equations of the form ∂txi = βi({xj}) in the space of the
coupling parameters xj .
Stability of the symmetry-enhanced fixed point. A
fixed point is defined by the condition ∀i : βi({xj}) = 0.
Here, we focus on the IFP, facilitating the symmetry-
enhancement O(N1)⊕ O(N2)→ O(N). The system has
two tuning parameters represented by the boson masses
m2i , cf. Eq. (1). They give rise to two relevant directions
in the RG flow with scaling properties given by critical
exponents, θ1 and θ2, obained from the diagonalization
of the stability matrix Mij := −(∂βi/∂xj)|x∗ (here, x∗j
denote the fixed-point coordinates). Positive eigenvalues
θi of the stability matrix correspond to relevant direc-
tions, i.e., their number indicates the number of tuning
parameters. Negative θi instead correspond to irrelevant
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FIG. 1. Phase diagrams from FRG for N1 = 1, N2 = 1 (left),
N1 = 3, N2 = 1 (middle), and N1 = 3, N2 = 2 (right) near
the IFP. Tuning parameters δm2i measure the distance from
the IFP, DSM denotes the Dirac semi metal regime, and the
other phases are labelled by the broken symmetry. Solid lines
are continuous transitions, and coexistence regions are shown
in shaded orange. Within the white areas, the FRG flow is
numerically unstable.
directions, attracted to the fixed point. The IFP is sta-
ble, if the third-largest eigenvalue of the stability matrix
is negative (called the stability exponent).
We report the numerical results for the five largest
eigenvalues of the stability matrix in Tab. I, exhibit-
ing the stability of the IFP for all consistent choices of
N . In particular, the stability exponent has a sizable
magnitude of O(1). Therefore, any perturbation of the
enhanced symmetry near the multicritical point will die
out rather quickly, supporting a strong tendency towards
the emergent symmetry. This strong tendency towards
emergent O(N1 + N2) is consistent with the QMC find-
ings in Ref. 30. Noticeable, the symmetry-enhancement
is naturally realized in our extended LGW approach
through the fluctuations of massless Dirac fermions, i.e.,
without requiring the inclusion of additional topologi-
cal terms. This contrasts to the case of purely bosonic
O(N1) ⊕ O(N2) models [11, 57], for which symmetry-
enhancement is supported only for N1 = N2 = 1, with
an almost marginal stability exponent.
Phase diagram from field theory. The phase diagram
finally can be obtained from integrating the FRG flow
equations towards the infrared. To this end, we formu-
late the initial value problem at an arbitrary ultraviolet
scale Λ, used to set the units. To resolve the phase dia-
gram in the vicinity of the symmetry-enhanced quantum
multicritical point, perform a sweep of initial conditions
in the vicinity if IFP. We consider three different choices
for N1 and N2, (i) two coupled Ising order parameters
(N1 = N2 = 1), (ii) a O(3)⊕Z2 model (N1 = 3, N2 = 1)
– relevant to the model in Ref. 30 – and (iii) a O(3)⊕O(2)
model (N1 = 3, N2 = 2). The resulting phase diagrams
are shown in Fig. 1, and we find that all cases exhibit ex-
tended coexistence regions, at which both OPs develop a
vacuum expectation value.
The lack of data points in the region close to the line
δm21 = δm
2
2 in Fig. 1 emerging from the IFP is related to
a numerical instability of the FRG flow. In this region,
the expectation values κi,k do not converge to a definite
value (either zero or nonzero) in the limit k → 0. This
behavior occurs along with the appearance of Goldstone
modes in each of the adjacent phases, whose interplay
with the massive modes has the tendency to drive the
system out of the symmetry-broken phase. Indeed, when
the adjacent symmetry-broken phases involve no mass-
less modes (for N1 = N2 = 1), the line of exact O(N)
symmetry can be resolved effortlessly, while the region
of numerical instability grows with the number of avail-
able Goldstone modes. The missing regions of the phase
diagrams could be determined by FRG methods beyond
the scope of this paper, e.g., by applying pseudo-spectral
methods [51, 52]. However, the LPA′ truncation already
clearly establishes the appearance of a coexistence region
near the IFP.
Quantum Monte Carlo. For the case of O(3) ⊕ Z2,
we obtain direct support for the coexistence region also
from a refined QMC analysis for the microscopic model
of Ref. 30. For this purpose, we derive an effective quan-
tum spin model that emerges in the strongly-interacting
regime of the interacting Dirac fermion model, and
which can be simulated by more efficient QMC meth-
ods using cluster updates and larger lattices than acces-
sible to the QMC approach for the original fermionic
model. The Hamiltonian of this effective quantum
spin model, obtained by perturbation theory about the
strong-interaction limit [58], reads
H =
∑
〈i,j〉
(Jij+χijσ
z
〈ij〉)Si·Sj−JI
∑
〈ij,kl〉
σz〈ij〉σ
z
〈kl〉−h
∑
〈i,j〉
σx〈ij〉
in terms of Heisenberg S = 1/2 spins Si, residing
on a honeycomb lattice and coupled via bond-centered
strengths χij to a transverse-field (h) Ising model of spins
σ〈ij〉, located on the nearest-neighbor bonds of the honey-
comb lattice. The summation over 〈i, j〉 (〈ij, kl〉) extends
over nearest-neighbor Heisenberg (Ising model) spins. In
terms of the nearest-neighbor hopping t, the Hubbard in-
teraction U , and the fermion-spin couplings ξij of the un-
derlying fermionic model, we obtain Jij = 4(t
2 + ξ2ij)/U ,
and χij = 8tξij/U in second-order perturbation the-
ory [56]. These relations can also be used to specify pa-
rameter values of H and compare to the results of Ref. 30.
With a staggered pattern of ξij = +ξ, 0,−ξ (cf. the
inset of Fig. 2) as in Ref. 30, the model has a combined
lattice-inversion and Ising model spin-flip Z2 symmetry
in addition to the O(3) [SU(2)] symmetry of the Heisen-
berg exchange. To connect to the previous results, we
also fix ξ = 0.5, JI = 1, and t = 1, and probe the strong-
coupling regime for values of U > 6, where large single-
particle gaps prevailed. We used a hybrid QMC par-
allel tempering scheme [56, 59, 60] for the Hamiltonian
H on periodic lattices with NH Heisenberg spins (and
NI = 3NH/2 Ising spins), for NH up to 2400, based on
the stochastic series expansion approach [61–63]. In par-
ticular, we monitored the evolution of the ferromagnetic
Ising OP mI = 〈| 1NI
∑NI
b=1 σ
z
b |〉 and the antiferromagnetic
Heisenberg OP mH = 〈| 1NH
∑NH
i=1(−1)iSzi |〉 upon varying
4FIG. 2. QMC phase diagram of the O(3) ⊕ Z2 model H in
terms of the parameters (U, 1/h) of the underlying fermionic
model (ξ = 0.5, JI = 1, t = 1). The coexistence region
is shown in shaded orange. The inset shows the honeycomb
lattice with the modulated pattern ξij = −ξ, 0,+ξ in different
colors. Open (filled) circles denote Heisenberg (Ising) spins.
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FIG. 3. Finite-size scaling ofmH andmI for h in the transition
region of H for U = 7 (ξ = 0.5, JI = 1, t = 1). Dashed lines
show the asymptotic scalings mj ∝ N−2βj/νjj for j = I,H,
with βj , νj as of Ref. 64. For clarity, the values for mI were
multiplied by a factor of 2. The lowest and highest shown
values of h are given, as well as the near-critical h values.
h. As an example, Fig. 3 shows the finite-size scaling of
both OPs, for h in the transition region at U = 7. The
algebraic behaviours at the order-to-disorder transitions
are in accord with the anticipated asymptotic scalings
for the purely bosonic Ising and Heisenberg universal-
ity classes in dimension D = 2 + 1, and yield two dis-
tinct critical field strengths, hIc = 3.2088(5) for mI, and
hHc = 3.202(2) for mH.
The resulting phase diagram in the above parameter
regime is shown in Fig. 2. It exhibits a gosshamer in-
termediate phase of coexisting orders between the small
(large) h phase with pure Z2 (O(3)) symmetry breaking:
For small h, the Ising model spins order ferromagnet-
ically, spontaneously breaking the Z2 symmetry. Due
to the staggered ξij-coupling, this induces a preferred
dimerization pattern on the honeycomb lattice, which
leads to a dominant valence-bond singlet formation of the
Heisenberg spins along the stronger (ξijσ
z
〈ij〉 > 0) bonds.
Upon increasing h, the ferromagnetic order reduces, in
effect weakening also the induced dimerization, so that
antiferromagnetic Heisenberg spin order can eventually
set in prior to the full suppression of the ferromagnetic
Ising spin order at even larger values of h. Due to the
large single-particle gaps for U > 6, we exclude residual
(charge) fluctuations in the fermionic model to qualita-
tively modify this basic physics. We observe in Fig. 2
that the coexistence regime widens little with increas-
ing U . This thinness of the coexistence regime within
the considered parameter regime explains, why it was
not resolved by the fermionic QMC methods [30]. It
should however be noted, that within the effective quan-
tum spin model we cannot identify the multicritical point
of the underlying fermionic theory, which was located at
(U, 1/h) ≈ (4.2, 0.28) in Ref. 30. Indeed, the multicritical
IFP is of genuine fermionic nature, cf. the FRG results.
Discussion. We studied (2 + 1)-dimensional Dirac
fermions coupled to two compatible OPs with O(N1)
and O(N2) symmetry in the vicinity of the multicritical
isotropic fixed point, providing an emergent O(N1 +N2)
symmetry. Our FRG study predicts a strong irrelevance
of perturbations of the O(N1 + N2) symmetry, which is
consistent with the numerical result of an emergent sym-
metry in the related Dirac fermion lattice model [30].
Contrary to this numerical study, however, we do not find
a single line of direct, continuous order-to-order transi-
tions. Instead, we identify a robust region of coexistence
of both orders, which is separated by continuous transi-
tions from the other phases. In the case of the O(3)⊕Z2
symmetry, relevant for Ref. 30, we could furthermore sup-
port this field-theoretical analysis by large-scale QMC
simulations. Such a combined approach should be fruit-
ful for uncovering the nature of quantum critical fermions
coupled to bosonic fields under a wide range of conditions
also in related systems.
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I. FUNCTIONAL RENORMALIZATION GROUP FLOW EQUATIONS
The central object of the FRG method is the exact renormalization group flow equation for the average effective
action Γk, reading [1]
∂tΓk =
1
2
STr[∂tRk(Γ
(2)
k +Rk)
−1] , (1)
where Γ
(2)
k is the Hessian in field space and Rk is an infrared cutoff function, described in detail below. We employ
the notation t = ln(k/Λ) for the renormalization group time. The graded trace STr involves a sum over continuous
degrees of freedom as well as spinor indices, the latter entering with a minus sign. This exact evolution equation can
be approximated by employing an ansatz based on the original form of the microscopic action, i.e.,
Γk =
∫
dDx
{
ψν
(−iZψ,k /∂ + g1,kMφ + g2,kMχ)ψν − 1
2
Zφ,kφa∂
2φa − 1
2
Zχ,kχb∂
2χb + Vk(φa, χb)
}
. (2)
where we use the summation convention on repeated indices. This truncation is known as the extended local potential
approximation or LPA′. Furthermore we assume that the bosonic potential Vk(φ, χ) is an analytic function of the
O(N1) and O(N2) invariant quantities
ρφ := φaφa/2, ρχ := χbχb/2 . (3)
Anticipating the splitting of the bosonic degrees of freedom into longitudinal and transversal, we denote the combined
independent bosonic fields as Φ := {φL, φT , χL, χT }. Moreover, we make use of the optimized linear regulator functions
for both, bosons and fermions [2–4], i.e.,
RΦ,k(p) = ZΦ,kp
2rB(p
2/k2) , (4)
Rψ,k(p) = −Zψ,k/prF (p2/k2) , (5)
where
rB(x) =
(
1
x
− 1
)
Θ(1− x) , (6)
rF (x) =
(
1√
x
− 1
)
Θ(1− x) , (7)
and Θ(x) is a step function. With these choices, we then feed the Ansatz of Eq. (2) into the Wetterich equation
Eq. (1). The respective projections are described below, where to alleviate the notation, and unlike in the main text,
we denote dimensionful quantities with a tilde.
A. Masses and bosonic potential
The different masses appearing in the threshold equations are obtained from the Hessian of the dimensionless
potential u(ρφ, ρχ). Denoting derivatives with respect to Φ with subscripts and derivatives with respect to ρφ, ρχ with
superscripts, (i.e., u(m,n) := ∂
m+nu
∂ρmφ ∂ρ
n
χ
), the nonzero entries are given by
u11 = u
(1,0) + 2ρφu
(2,0) , u22 = u
(1,0) , u33 = u
(0,1) + 2ρχu
(0,2) , u44 = u
(0,1) , u13 = u31 = 2
√
ρφρχu
(1,1) ,
2and ωψ = 2(g
2
1ρφ + g
2
2ρχ). From this we define the entries of the bosonic propagator matrix as
d1/2,L :=
1 + u33/11
(1 + u11)(1 + u33)− u213
, diT :=
1
1 + u2i2i
, dφχ :=
u13
u213 − (1 + u11)(1 + u33)
. (8)
The flow equation for the potential takes the form
∂tu =−Du+ (D − 2 + ηφ)ρφu(1,0) + (D − 2 + ηχ)ρχu(0,1) − dγ`F + `B1L + (N1 − 1)`B1T + `B2L + (N2 − 1)`B2T (9)
with threshold functions
`Biα :=
4vD
D
(
1− ηi
D + 2
)
diα , `
F :=
4vD
D
(
1− ηψ
D + 1
)
1
1 + ωψ
. (10)
The potential u can be expanded in different ways corresponding to three different scenarios depending on whether
the order-parameter fields are in the symmetric (SYM) or in the spontaneously symmetry broken regime (SSB):
(1) SYM-SYM: Both OP fields remain in their symmetric phases, i.e., the minimum of the potential is at κφ/χ = 0.
In this case, the potential can be expanded as
u(ρφ, ρχ) = m
2
φρφ +m
2
χρχ +
nmax/2∑
m+n=2
λmn
m!n!
ρmφ ρ
n
χ . (11)
(2) SSB-SYM: The OP φ acquires an expectation value, while the other OP χ remains in its symmetric phase.
u(ρφ, ρχ) = m
2
χρχ +
nmax/2∑
m+n=2
λmn
m!n!
(ρφ − κφ)mρnχ . (12)
The related situation with the reversed role of the two OPs is referred to as SYM-SSB.
(3) SSB-SSB: The minimum of the potential is at nonzero expectation values for both OPs, i.e., κφ/χ 6= 0.
u(ρφ, ρχ) =
nmax/2∑
m+n=2
λmn
m!n!
(ρφ − κφ)m(ρχ − κχ)n . (13)
B. Projections on couplings
Equations for the bosonic couplings are obtained from Eq. (9) by taking the appropriate derivatives. In the SYM-
SYM phase, we have
∂tλm,n = ∂tu
(m,n)
∣∣∣
ρφ=ρχ=0
. (14)
In the SSB-SYM case, we have
∂tλm,n =
(
∂tu
(m,n) + u(m+1,n)∂tκφ
) ∣∣∣
ρφ=κφ,ρχ=0
,
∂tκφ = −∂tu
(1,0)
u(2,0)
∣∣∣
ρφ=κφ,ρχ=0
, (15)
and finally, in the SSB-SSB case, we need to calculate
∂tλm,n =
(
∂tu
(m,n) + u(m+1,n)∂tκφ + u
(m,n+1)∂tκχ
)∣∣∣
ρφ=κφ,ρχ=κχ
. (16)
In the latter case, the location of the minimum of the potential flows according to
∂tκφ =
u(0,2)∂tu
(1,0) − u(1,1)∂tu(0,1)
(u(1,1))2 − u(2,0)u(2,0)
∣∣∣
ρφ=κφ,ρχ=κχ
,
∂tκχ =
u(2,0)∂tu
(0,1) − u(1,1)∂tu(1,0)
(u(1,1))2 − u(2,0)u(2,0)
∣∣∣
ρφ=κφ,ρχ=κχ
.
3C. Yukawa couplings
To be able to compare with results from the perturbative -expansion results, we take a projection along the
longitudinal directions of the OPs. The coordinates are chosen such that φ1 and χ1 are the massive directions, this
means
∂tg˜i =
1
dγ
tr
(
γ1Φ
δ
δΦ2i−1(q)
−→
δ
δψ¯(q)
∂tΓk
←−
δ
δψ(q)
)∣∣∣∣∣q=0,Φ=0
ψ¯=ψ=0
.
The full flow equations thus obtained are
∂tg
2
1 = (D − 4 + η1 + 2ηψ)g21 − 2g21
[
g21
(
(N1 − 1)LFB110,1T − LFB111,1L
)
+ g22
(
(N2 − 1)LFB110,2T + LFB111,2L
)]
(18)
+ 2g21
[
u221(N1 − 1)
√
2ρφg
2
1L
FB
120,1T + u441(N2 − 1)
√
2ρχg
2
2L
FB
120,2T
]
− 2g21u111
[√
2ρφ
(
g21L
FB
122,1L − g22LBB12
)
+ 2g22
√
2ρχL
FR
12,1
]
− 2g21u331
[√
2ρφ
(
g21L
BB
12 − g22LFB122,2L
)
+ 2g22
√
2ρχL
FR
12,2
]
− 2g21(u131 + u311)
[√
2ρφ
(
g21L
FR
12,1 − g22LFR12,2
)
+ g22
√
2ρχ(L
BR
11 + L
BR
02 )
]
− 16g41g22
√
ρφρχL
BB
21
− 8g41ρφ
[
g21(L
FB
211,1L − (N1 − 1)LFB210,1T )− g22((N2 − 1)LFB210,2T + LFB211,2L)
]
,
and
∂tg
2
2 = (D − 4 + η2 + 2ηψ)g22 − 2g22
[
g22
(
(N2 − 1)LFB110,2T − LFB111,2L
)
+ g21
(
(N1 − 1)LFB110,1T + LFB111,1L
)]
(19)
+ 2g22
[
u443(N2 − 1)
√
2ρχg
2
2L
FB
120,2T + u223(N1 − 1)
√
2ρφg
2
1L
FB
120,1T
]
− 2g22u333
[√
2ρχ
(
g22L
FB
122,2L − g21LBB12
)
+ 2g21
√
2ρφL
FR
12,2
]
− 2g22u113
[√
2ρχ
(
g22L
BB
12 − g21LFB122,1L
)
+ 2g21
√
2ρφL
FR
12,1
]
− 2g22(u313 + u133)
[√
2ρχ
(
g22L
FR
12,2 − g21LFR12,1
)
+ g21
√
2ρφ(L
BR
11 + L
BR
02 )
]
− 16g42g21
√
ρφρχL
BB
21
− 8g42ρχ
[
g22(L
FB
211,2L − (N2 − 1)LFB210,2T )− g21((N1 − 1)LFB210,1T + LFB211,1L)
]
,
with threshold functions given by
LFBmnr,iα :=
8vD
D
[(
1− ηψ
D + 1
)
mdiα
1 + ωψ
+
(
1− ηi
D + 2
)
nd2iα +
(
1− ηj
D + 2
)
r|ij |d2φχ
]
dn−1iα
(1 + ωψ)m
, (20)
LFRmn,i :=
8vD
D
[(
1− ηψ
D + 1
)
mdiL
1 + ωψ
+
(
1− ηi
D + 2
)
nd2iL +
(
1− ηj
D + 2
)
|ij |(d2φχ + d1Ld2L)
]
dφχ
(1 + ωψ)m
,
LBBmn :=
8vD
D
[(
1− ηψ
D + 1
)
m
1 + ωψ
+ n
((
1− η1
D + 2
)
d1L +
(
1− η2
D + 2
)
d2L
)]
dnφχ
(1 + ωψ)m
,
LBRmn :=
8vD
D
[(
1− ηψ
D + 1
)
m
1 + ωψ
+ n
((
1− η1
D + 2
)
d1L +
(
1− η2
D + 2
)
d2L
)]
d2φχ +md1Ld2L
1 + ωψ
,
where the index i, j ∈ {1, 2} referring to the two distinct Yukawa couplings is summed over when repeated and
α ∈ {L, T} refers to the longitudinal or transverse components, respectively.
D. Anomalous dimensions
Finally, the set of equations is closed by considering the anomalous dimensions. A projection along the longitudinal
components leads to
∂tZi = lim
q→0
∂
∂q2
−→
δ
δΦ2i(q)
∂tΓk
←−
δ
δΦ2i(−q)
∣∣∣∣∣
Φ=ψ¯=ψ=0
,
4∂tZψ = − lim
q→0
1
dγD
tr
(
γµ
∂
∂qµ
−→
δ
δψ¯(q)
∂tΓk
←−
δ
δψ(q)
)∣∣∣∣∣ Φ=0
ψ¯=ψ=0
,
from which one gets
ηi =
4vD
D
[
mBi + 2dγg
2
im
F
i
]
, (21)
ηψ =
8vD
D
(
g21
(
mFB11,1L + (N1 − 1)mFB10,1T
)
+ g22
(
mFB11,2L + (N2 − 1)mFB10,2T
))
, (22)
with
mFi :=
(
1− ηψ
D − 2 + 1
)
2
(1 + ωψ)3
−
(
1− ηψ
D − 2 +
1
2
)
1
(1 + ωψ)2
− 4g
2
i ρi
(1 + ωψ)4
, (23)
mB1 :=
(
(d21L + d
2
φχ)u111 + (d1L + d2L)dφχu131
)2
+
(
(d22L + d
2
φχ)u331 + (d1L + d2L)dφχu311
)2
+ 2
(
(d21L + dφχ)
2)u131 + (d1L + d2L)dφχu111)
)(
(d22L + dφχ)
2)u131 + (d1L + d2L)dφχu331)
)
+ (N1 − 1)u2221d41T + (N2 − 1)u2441d42T , (24)
mB2 :=
(
(d22L + d
2
φχ)u333 + (d1L + d2L)dφχu313
)2
+
(
(d21L + d
2
φχ)u113 + (d1L + d2L)dφχu133
)2
+ 2
(
(d22L + dφχ)
2)u313 + (d1L + d2L)dφχu333)
)(
(d21L + dφχ)
2)u313 + (d1L + d2L)dφχu113)
)
+ (N1 − 1)u2223d41T + (N2 − 1)u2443d42T , (25)
mFBmn,iα :=
(
m
(
1− ηi
D + 1
)
d2iα + n
(
1− ηj
D + 1
)
|ij |d2φχ
)
1
1 + ωψ
. (26)
II. PHASES FROM THE FIELD THEORY
The RG flow diagram in the relevant subsector, corresponding to the bosonic masses m21 and m
2
2 with all other
couplings set to their fixed point values, can be seen in Fig. 1 for N = 5. Arrows indicate the flow towards the infrared
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-0.5
0.0
0.5
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FIG. 1. Flow diagram in the RG relevant submanifold spanned by (m21,m
2
2) for (N1, N2) = (3, 2) when all other couplings
are set to their IFP values within the LPA4′. The red dot corresponds to the IFP, and the black stream line to a flow within
the enlarged-symmetry subspace. Stream lines that cross the vertical (horizontal) axis (red lines) correspond to flows where
the O(N1) (O(N2)) symmetry breaks.
5and the situation is qualitatively the same for all other combinations of N1 and N2 with N = N1 +N2 ≤ 5. Negative
values of m2i , i ∈ {1, 2} correspond to a phase where the O(Ni) symmetry is spontaneously broken and thus the flow
diagram Fig. 1 suggests a tendency towards phases where a single one of the symmetries spontaneously broken and
the other one remains unbroken. This is represented by flows where m21 < 0 stay in the m
2
2 > 0 region or vice versa,
as indicated by the blue (green) stream lines. This preliminary analysis is incomplete for several reasons. First, the
flows for m2i,k < 0 need to take into account that the minimum of the bosonic potential lies away from the origin
in field space, a fact which is neglected in Eq. (11). Additionally, these streams can be misleading in the sense that
there appears to be a saddle point for m21 = m
2
2 < 0. Upon closer examination this is, in fact, not a fixed point of the
whole set of flow equations.
To expand on this preliminary analysis, one needs to integrate the full FRG flows. We show a paradigmatic FRG
flow in Fig. 2. In the upper panel, where the flow evolves through several regimes, as described above, and we switch
the parametrization of the bosonic potential accordingly. We note that there is still a residual RG running in the deep
infrared due to the presence of Goldstone modes in the SSB regimes, see also, for example, Refs. 5–7. For comparison,
we also show the flow of the quartic couplings in the lower panel of Fig. 2.
Identifying the low-energy phase of the system for a particular choice of the initial conditions requires determining
the regime of the effective potential which is adopted in the deep infrared, i.e., for k → 0, or equivalently, t → −∞.
To that end, we follow the values of the expectation values of the OPs, e.g.,
lim
k→0
κφ and lim
k→0
κχ . (27)
In Fig. 2 both expectation values κi are finite in the deep infrared and the flow ends up in the coexistence phase,
where both O(Ni) symmetries are spontaneously broken. Similar flow trajectories like the one presented in Fig. 2
are found for other initial conditions and by systematically scanning parameter space in the vicinity of the IFP, we
confirm that a system described by the effective theory of Eq. (2) indeed realizes all three possibilities mentioned
around Eqs. (11)–(13).
The phase where limk→0 κφ,k = limk→0 κχ,k = 0, i.e., where both symmetries are left unbroken, is connected to the
Dirac semimetallic (DSM) phase. This phase can be further characterized in LPA∞′, i.e., to any order in the LPA′,
by nonvanishing universal fixed point values for all running couplings [6]. This means, in particular, that the Yukawa
and quartic couplings satisfy g21 = g
2
2 =: g
2/vD and λ2,0 = λ1,1 = λ0,2 =: λ/vD, and they flow to the universal values
g2DSM,∗ =
D(4−D)(D − 2)
16(3D − 4) , (28)
λDSM,∗ =
D(4−D)(D − 2)2
(3D − 4)2 . (29)
We note here that this just implies that the dimensionful quantities flow according to their canonical scaling, and the
physically relevant quantity controlling the strength of interactions flows to zero in the infrared [8],
g˜2i /m˜
2
i → 0 . (30)
Further, for a range of initial conditions, only one of the OPs acquires a finite expectation value. In the following
discussion we fix the OP with the broken symmetry to be that corresponding to N1, i.e., φ, so that our statement can
be rephrased as
lim
k→0
κφ,k 6= 0 and lim
k→0
κχ,k = 0 . (31)
This OP can thus be described as flowing to a Nambu-Goldstone infrared fixed point (of that symmetry) where the
dimensionless expectation value satisfies
lim
k→0
κφ,k =∞ , (32)
while the other OP decouples and flows to a semimetallic-like fixed point (of the other symmetry), i.e, one where
Eq. (30) holds.
Finally in the vicinity of the line of exact O(N) symmetry, both OPs acquire a finite expectation value. In particular,
this means that crossing from an O(3)-broken phase into a Z2-broken phase takes place as a sequence of transitions
in which both symmetries are broken after the first continuous transition. This is consistent with the observation in
Ref. [9] that the single particle gap at the Dirac points, ∆sp := 2(g
2
1ρφ + g
2
2ρχ) does not close during the process and
changes smoothly across such a transition.
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FIG. 2. Flow trajectories in the coexistence phase. Upper panel: Evolution of dimensionful transversal boson masses
m2i as a function of RG time t for N1 = 3, N2 = 2. In the SSB regimes, we plot m
2
1 := ∆φ and m
2
2 := ∆χ. Flows are initialized
at t = 0 in the symmetric regime close to the IFP. At around t ≈ −9, the boson mass term m21 → 0 and we switch to the
symmetry-broken parametrization where κφ 6= 0. Then at t ≈ −11.5 also m22 → 0 and we switch to the parametrization of
the boson potential where κφ and κχ 6= 0. Lower panel: RG evolution for the dimensionless quartic couplings exhibiting NG
plateaus in λ2,0 and λ1,1.
The phase associated to the coexistence region corresponds to an infrared behavior of the system that differs from
a situation where all couplings flow together to an infrared fixed point of broken O(N1 + N2) symmetry. Moreover,
the two OPs do not decouple inside the coexistence fan (as they do in the corresponding regions with only one of
the symmetries broken) and this leads to an approximate O(N1 +N2) symmetry. Correspondingly, a snapshot of the
joint (normalized) probability density P (φa, χb) for the OPs across the coexistence region does not produce an exact
circular pattern but an ellipse. Within our analysis, this can be confirmed from the behavior of the quantity
f(φa, χb) := lim
k→0
Vk(φ, χ) ≈ f(φ2a + χ2b) (33)
where Vk is the running bosonic potential, and whose level sets coincide with those of P (φa, χb). A conour plot of f
is shown in Fig. 3.
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FIG. 3. Contour plot of the infrared bosonic potential for N1 = 3, N2 = 1 for a point inside the coexistence region.
The vicinity of the maximum at φ, χ = 0 has rotational symmetry between the order parameters and gives way to an elliptical
shape away from it.
A. Numerical instability
The presence of Goldstone modes in phases with broken O(Ni)-symmetry (Ni > 1) leads to the limit limk→0 κi,k
being ill-defined numerically close to the line of exact enlarged symmetry. Close to this line, the Goldstone modes
force the expectation values of the OPs to switch constantly between zero and nonzero values along the flow in a
manner that depends on the finite value of k at which the flow is stopped. That this is indeed the cause of the
instability can be confirmed by “turning off” the Goldstone modes, i.e., by considering a model of two coupled Ising
7order parameters. In this case the expectation values of both order parameters converge to some nonzero values
independent of the scale at which the flow is stopped, meeting continuously at the line of exact O(2) symmetry, as
seen in Fig. 4. The residual nonmonotonic behavior as a function of couplings is nonuniversal and depends on the
particular path chosen in parameter space.
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FIG. 4. Left: evolution of the expectation values for N1 = N2 = 1 along a path in coupling space parametrized by s such that
s = 5pi/4 is the line of exact O(2) symmetry. Right: Phase diagram for N1 = N2 = 1 near the IFP as a function of the tuning
parameters δm2i .
III. DERIVATION OF THE EFFECTIVE QUANTUM SPIN MODEL
The Hamiltonian of the original fermion model from Ref. [9] reads
H = Ht +HU +HI, (34)
with
Ht =
∑
〈i,j〉,s
(
t+ ξijσ
z
〈ij〉
)
c†iscjs, (35)
HU = U
∑
i
(
ni↑ − 1
2
)(
ni↓ − 1
2
)
, (36)
HI = −JI
∑
〈ij,kl〉
σz〈ij〉σ
z
〈kl〉 − h
∑
〈i,j〉
σx〈ij〉, (37)
where s =↑, ↓ is a spin index, and nis = c†iscis. This model is considered at half-filling, and in the large-U limit, we can
thus derive an effective quantum spin model within the subspace of singly-occupied sites. To this end, we follow the
standard derivation of the Heisenberg model from the Hubbard model [10] by first separating the Hilbert space into
subspaces of m = 0, 1, 2, . . . double occupancies. These subspaces are only connected via the hopping operators Ht,
which we can split depending on the effect on m into Ht = T−1 +T0 +T1, where Tj changes m to m+ j. Analogously
to the simple Hubbard model, one arrives at the result
Heff = T0 +HI − T−1 1
U +HI
T1 +O
(
t3
U2
)
(38)
= T0 +HI − 1
U
T−1T1 +O
(
t3
U2
,
t2JI
U2
)
, (39)
which leads to a Heisenberg model H from the main text, with effective couplings that contain Ising spin operators,
Jeffij =
4
(
t+ ξijσ
z
〈ij〉
)2
U
(40)
=
4
(
t2 + ξ2ij
)
U
+
8tξij
U
σz〈ij〉 (41)
= Jij + χijσ
z
〈ij〉 (42)
These relations can thus be used to express the parameters of H in terms of those of the original fermionic model.
8IV. QUANTUM MONTE CARLO SCHEME
In this section, we outline the quantum Monte Carlo (QMC) approach that we used to simulate the effective
quantum spin model with the Hamiltonian H from the main text. For this purpose, we used the following hybrid
stochastic series expansion (SSE) approach, based on the algorithms introduced in Refs. [11, 12], and working in the
Sz-σz direct product basis. The Hamiltonian H can be split into bond operators,
−H =
∑
b
Hdχ,b +H
o
χ,b +H
d
x,b +H
o
x,b +Hz,b +
∑
〈a,b〉
HI,a,b + const, (43)
with
Hdχ,b = (Jb + χbσ
z
b )
(
1
4
− SzibSzjb
)
, (44)
Hoχ,b = (Jb + χbσ
z
b )
1
2
(
S+ibS
−
jb
+ h.c.
)
, (45)
Hdx,b = h, (46)
Hox,b = hσ
x
b , (47)
Hz,b = − χb
4
σzb , (48)
HI,a,b = JI(1 + σ
z
aσ
z
b ), (49)
where a and b label nearest-neighbor bonds on the honeycomb lattice. Here, we made use of the bipartiteness of the
honeycomb lattice to rotate the sign of the transverse exchange terms −S+i S−j → S+i S−j , and choose  > |χb|4 . This
decoupling guarantees that the weight of any SSE configuration is always positive, and we thus avoid the sign problem
for |χb| < Jb. The standard SSE diagonal update [11] provides a way to insert and remove the diagonal operators
Hdχ,b, H
d
x,b, Hz,b, and HI,a,b into the SSE operator sequence.
The above decomposition decouples the Ising and Heisenberg model contributions to the weights of the H
d/o
χ,b oper-
ators: If the Heisenberg spins are antiparallel, the matrix elements are (J + χbσ
z
b )/2, whereas for parallel Heisenberg
spins, they vanish and the operator does not enter in the operator sequence. This decoupling thus allows us to apply
the standard S = 1/2 SSE operator loop update [11] in order to efficiently and globally update the Heisenberg sector
of the SSE configuration.
It thus remains to construct a global update scheme for the transverse-field Ising model sector of the system.
Standard SSE cluster algorithms exist for the transverse-field Ising model [12], which identify clusters of aligned
spins in the SSE configuration. However, these are not directly applicable here, because the pure spin inversion
symmetry of the uncoupled Ising model sector is explicitly broken for χ 6= 0. One can however still construct clusters
by this scheme, and then introduce an a-posteriori acceptance probability, given by the weight ratio of the symmetry
breaking operators on the cluster to be flipped,
Paccept = min
1, ∏
p∈cluster
wp(−σ)
wp(σ)
 . (50)
Here, wp denote the operator weights of the Ising model operators in the constructed cluster, and σ the sign of
the Ising spins on the cluster (which will be flipped if it is accepted). Typically (e.g., for Ising spins in a uniform
longitudinal magnetic field), such an update is expected to perform poorly. In our case, however, the staggered nature
of the χ-field can lead to cancellations in the above product. This leads to acceptable performance in the high-h phase
of the model, as well as near the quantum critical point. Deeper inside the Ising-ordered phase, Paccept decreases and
only small clusters are flipped. Therefore, we employ quantum parallel tempering [13–15] in h to ensure the ergodicity
of the QMC sampling inside the Ising-ordered phase. Finally, in order to probe for ground-state correlations in the
QMC simulations near the quantum critical points, we scaled the SSE simulation temperature inversely proportional
to the linear system size, T = 1/(2L) 4(t2 + ξ2)/U , in accord with a dynamical critical exponent z = 1 at both
quantum phase transitions for h = hc,I and h = hc,H, respectively.
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