Preliminaries. Radiation measurements are non-negative integer vectors which are photon counts across subsequent energy bins. In our case there are 128 bins. Figure 1A shows an example measurement where photon counts are low in high energy bins. Figure 1B shows an example of one of these bins. We can see that a Poisson model of the data better matches the true distribution than a Gaussian model. Standard PCA projection is optimal at explaining variance assuming the data is Gaussian. Collins et al. 2002 provides a generalization of PCA to a range of loss functions in the exponential family which they term E-PCA. One variant utilizes a Poisson error model, a formulation which we adopt in our study.
Experiments. Our radiation data is collected in a city by a vehicle carrying a double 4x16 NaI planar scintillator, with measurements taken over intervals of about 1s each. Three methods for background modeling are compared: standard (Gaussian) PCA, Poisson PCA, and a Gaussian PCA-based spectral anomaly detector currently fielded in our source detection system. All methods were trained on a set of roughly 1,000 background radiation measurements. Twenty testing data sets were created. Each consisted of roughly 1,000 background (negative) data points and also the same number of synthetic positive points created by injecting the negative points with additional counts due to a hypothetical synthesized fissle materials source. There is one testing data set for each distance to source in intervals of 1m, from 1 to 20m. Each of the evaluated methods estimated background models using training data and produced a reconstruction error score for each data point in the test sets.
A successful method will distinguish positive from negative data points. We measured Symmetric KullbackLeibler Divergence (SKL) between the distributions of scores for negative and positive test data in each testing data set. A histogram estimator was used to compute SKL. Figures 2A-D Figure 2E plots the top SKL performance at each distance (1-20m). For each method and distance to source, the best SKL score is reported by choosing the optimal number of principal components ranging from 1 to 5. When the sensor is near the source, all methods can distinguish background from source-injected data very well. Poisson PCA, however, outperforms other methods at large distances (lower source injection counts), suggesting Poisson PCA may improve source detection times for moving sensors. It may also benefit detection with shorter observation time intervals, potentially improving peak signal-to-noise ratios for measurements taken along a trajectory. We note that our findings match the intuition that at large distances there will be lower measured counts of sourceoriginating photons, so Gaussian approximations of unexplained variance will become less accurate.
Discussion and Conclusions. Detecting faint sources among noisy background is an important practical problem, and our results suggest that Poisson PCA can boost source detection power at large distances, and potentially reduce source detection times for mobile sensors. Interestingly, the more standard PCA methods tend to perform better at close range, suggesting that the optimal model may be an ensemble of different methods.
