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a b s t r a c t
The application of numerical simulation techniques for the analysis and optimization of the
acoustic behavior of all kinds of products has become very important in almost every phase
of a design process. The large computational burden associated with the Finite Element
Method (FEM) limits its applicability to low-frequency problems. Recently, theWave Based
Method (WBM)was proposed as an efficient alternative to the element basedmethods. This
method is based on an indirect Trefftz approach, using an expansion of exact solutions of
the governing differential equation to describe the dynamic field variables. An important
disadvantage of theWBM is the limited geometrical flexibility as compared to the element
based techniques. This paper aims to alleviate the geometrical restrictions by using B-
splines for the efficient description of curved edges. The introduction of B-splines within
the WBM requires an adaptation of the numerical integration procedure used to evaluate
the weighted residual formulation. To this end, different types of numerical integration
techniques are studied: the Gauss–Legendre and the Romberg integration procedure. A
comparative studywith the finite elementmethod and the originalWBM indicates that the
application of B-splines and the adapted numerical integration procedure leads to accurate
and computationally affordable WB models.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Currently, growing customer demands for sound comfort and increasing restrictive legal regulations regarding noise
exposure force industrial product designers to take into account the acoustic behavior of their product in the design
and development process. As a consequence, numerical prediction techniques for acoustic analysis have gained a lot of
importance.
The most commonly used deterministic prediction techniques for solving interior acoustic problems are based on the
Finite Element Method (FEM) [1] and the Boundary Element Method (BEM) [2]. The use of element based techniques
is however practically restricted to low frequencies [3,4]. Since the size of the numerical models increases rapidly with
increasing frequency, the computational cost becomes very large at higher frequencies.
At high frequencies, where there is a high modal density, the use of probabilistic methods, such as the Statistical Energy
Analysis (SEA) [5], is well established. However, SEA cannot be accurately applied at lower frequencies, where the theory
and assumptions behind SEA break down. As a result, amid-frequency gap exists for which nomature prediction techniques
are available [6,7].
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A recently developed Wave Based Method (WBM) [8] is based on an indirect Trefftz approach [9,10]. It has proven to
be a computationally efficient alternative for the element based techniques in the low- and mid-frequency range. The
WBM approximates the field variables by an expansion set of wave functions which are exact solutions of the governing
differential equation. The degrees of freedom are the contribution factors of each wave function. A sufficient condition for
the convergence of the method is the convexity of the problem domain. Non-convex domains need to be partitioned into
convex subdomains. The residuals on the boundary and interface conditions are forced to zero using a weighted residual
formulation. This leads to a matrix system of equations which can be solved for the unknown wave function contribution
factors. The systemmatrices are complex and frequency dependent, but small as compared to the FEM, since a low number
of degrees of freedom already suffices to accurately represent the solution in the problem domain. The smaller system yields
an enhanced computational efficiency, allowing the WBM to be applied in an increased frequency range. The WBM is well
established for uncoupled acoustic [11], uncoupled elastic [12,13] and fully coupled vibro-acoustic problems [14,15]. Two
recent enhancements have been developed to deal with real-life industrial applications. Firstly, a hybrid FE–WBM which
combines both the strength of the FEM and theWBM [16]. Secondly, a multi-level modeling framework allows the WBM to
efficiently handle configurations of multiple scatterers or inclusions [17,18].
An important restriction remaining with regard to the geometrical flexibility of the WBM lies in the description of the
domain boundaries. Currently, the WBM domain description uses only straight edges and arc segments. As a consequence,
curved geometries need to be approximated by a large number of small segments, comparable to the FEM, to accurately
represent the real geometry. This boundary segmentation poses severe limits on the way the numerical integration of the
boundary residuals is carried out. The highly oscillatory nature of these residuals favors higher-order quadrature schemes,
which can become very expensive when integrating over a segmented line. Additionally, the segmentation will degrade the
accuracy of the integration on the curved boundaries. While this loss of accuracy may be minor, the ill-conditioned system
resulting from the use of a non-orthogonal Trefftz basis requires the matrix coefficients to be calculated to high accuracy.
This article proposes the use of B-splines [19] for the description of domain boundaries within the WBM. In this way,
curved boundaries do not need to be divided into a large number of small segments, removing the restrictions on the
integration imposed by segmentation. Many CAD packages apply B-splines for geometry description, and the possibility
to use this same geometrical description for the wave basedmodel allows for easier model construction, while retaining the
geometrical features from the original design.
The main challenge of introducing B-splines lies in the accurate integration of the residuals over those B-
spline boundaries. To this end, two different numerical integration procedures are investigated: the Gauss–Legendre
quadrature [20] and the Romberg integration procedure [21].
This paper is organized as follows. Section 2 discusses the mathematical acoustic problem description. The governing
equation and the formulation of possible boundary residuals are given. Section 3 introduces the basic principles of the
WBM and details the five major steps distinguished in this modeling procedure. In Section 4 the construction of B-
splines is discussed, followed by the adaptations which have to be made to use B-splines within the WBM. Section 5
suggests several numerical integration techniqueswhichmay be used to integrate wave functions over B-spline boundaries.
Section 6 evaluates the novel method and compares it with FE andWBmodels. Also the inherent advantages of geometrical
descriptions using B-splines are illustrated. The paper ends with some conclusions.
2. Mathematical problem description
Fig. 1 shows a general two-dimensional steady-state interior acoustic problem. The fluid is characterized by its density
ρ and speed of sound c. A closed boundaryΩ = ΩZΩpΩv surrounds the fluid domain V . The domain is excited by an
acoustic volume point source q at circular frequency ω. Under the assumption of an inviscid fluid, an adiabatic process and
a linear system, the governing differential equation is the Helmholtz equation:
∇2p(r)+ k2p(r) = −jρωδ(r, rq)q. (1)
∇2• = ∂2•
∂x2
+ ∂2•
∂y2
is the Laplace operator, k is the acoustic wave numberω/c and δ is the Dirac-delta function. On every point
of the boundary one acoustic variable or a relation between acoustic variables has to be defined for the problem to be well
posed. The boundaryΩ = ∂V of the acoustic problem domain V consists of three parts to which one of the three following
boundary conditions applies:
r ∈ Ωv : Rv(r) = Lv(p(r))− v¯n(r) = 0, acoustic normal velocity boundary condition (2)
r ∈ Ωp : Rp(r) = p(r)− p¯n(r) = 0, acoustic pressure boundary condition (3)
r ∈ ΩZ : RZ (r) = Lv(p(r))− p(r)/Z¯n(r) = 0, acoustic normal impedance boundary condition. (4)
v¯n, p¯ and Z¯n are, respectively, the imposed normal velocity, pressure and normal impedance values. Lv is the velocity
operator j
ρ0ω
∂•
∂n and
∂•
∂n = nT∇• is the derivative in the normal directionwith n the outward-pointing normal vector [nx ny]T
to the boundary.
The Helmholtz equation together with the associated boundary conditions defines a unique pressure field p(r). Once this
pressure field is calculated, the derived acoustic quantities such as acoustic velocity, intensity and acoustic power can be
obtained through differentiation.
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Fig. 1. Acoustic domain with different boundary conditions.
3. The Wave Based Method (WBM)
The WBM [8] describes the dynamic response variables, in this case the acoustic pressure, using wave functions, which
are exact solutions of the underlying Helmholtz differential equation (1). As a result, no approximation error is made inside
the domain, but only at the boundaries, as the wave functionsmay violate the associated boundary conditions. The resulting
wave based models are small and fast to solve while retaining excellent accuracy. Five major steps are distinguished in the
wave based modeling procedure [8,22]:
1. Partitioning of the considered problem domain into Nv convex subdomains V (α), α = 1, . . . ,Nv . Since the convexity of
a subdomain is a sufficient condition for the WBM to converge towards the exact solution, the problem domain is
partitioned into convex subdomains [8]. To ensure continuity over the acoustic interfacesΩ(α,β)I between two acoustic
subdomains V (α) and V (β), continuity conditions have to be imposed. In this case, both pressure and normal velocity
continuity are imposed at the interfaces:
r ∈ Ω(α,β)Ip : R(α,β)Ip (r) = p(α)(r)− p(β)(r) = 0 (5)
r ∈ Ω(α,β)Iv : R(α,β)Iv (r) = L(α)v (p(α)(r))+L(β)v (p(β)(r)) = 0 (6)
withL(α)v (•) the velocity operator applied in subdomain V (α). In order for the problem to be well posed, one continuity
condition is imposed on each subdomain.
2. Selection of a set of wave functions for each subdomain. The steady-state acoustic pressure field p(α)(r) in acoustic
subdomain V (α) is approximated by a solution expansion pˆ(α)(r):
p(α)(r) ≃ pˆ(α)(r) =
n(α)w−
w=1
p(α)w Φ
(α)
w (r)+ pˆ(α)q (r) = Φ(α)w (r)p(α)w + pˆ(α)q (r), (7)
p(α)w is the vector of the unknown weighting factors p(α)w for each of the selected wave functions. The corresponding
known wave functionsΦ(α)w are collected in the row vectorΦ
(α)
w (r). pˆ
(α)
q (r) represents the particular solution of the non-
homogeneous differential equation in case acoustic sources are present in the considered subdomain V (α):
pˆ(α)p (r) =
ρfωQ (α)
4
H(2)0 (kd
(α)
q ) (8)
with d(α)q the distance between the source and receiver positions, H
(2)
0 (•) the zero-order Hankel function of the second
kind and Q (α) = 
Ω(α)
q(α)dΩ the source strength.
Each acoustic wave function Φ(α)w (r) exactly satisfies the homogeneous Helmholtz equation (1). When applying the
WBM for 2D acoustic problems, these functions are:
Φ(α)w (r(x, y)) =

Φ(α)wr (r(x, y)) = cos(k(α)xwr x)e−jk
(α)
ywr y
Φ(α)ws (r(x, y)) = e−jk
(α)
xws x cos(k(α)ywsy).
(9)
Desmet [8] proposes to select the following wave number components:
(k(α)xwr , k
(α)
ywr ) =

w
(α)
1 π
L(α)x
,±

k2 − (k(α)xwr )2

(10)
(k(α)xws , k
(α)
yws) =

±

k2 − (k(α)yws)2,
w
(α)
2 π
L(α)y

(11)
with w(α)1 , w
(α)
2 = 0, 1, 2, . . . and L(α)x and L(α)y are the dimensions of the (smallest) rectangular bounding box BB(α)
circumscribing the considered subdomain V (α). In order to apply theWB formulations in a numerical scheme, the infinite
2682 E. Deckers et al. / Journal of Computational and Applied Mathematics 235 (2011) 2679–2693
function series has to be truncated to a finite-sized wave function basis set. The truncation criteria for the wave numbers
are [22]:
w
(α)
1,maxπ
L(α)x
≃ Tk and w
(α)
2,maxπ
L(α)y
≃ Tk (12)
which yields:
w
(α)
1,max =

TkL(α)x
π

and w(α)2,max =

TkL(α)y
π

(13)
with T the user defined truncation factor and ⌈•⌉ returns the smallest integer larger than the double precision argument.
3. Construction of the WB system matrices via a weighted residual formulation of the boundary conditions: The proposed
expansion functions (9) guarantee compliance with the Helmholtz equation inside the subdomain. The boundary
conditions are enforced through a weighted residual formulation. For each subdomain, the residuals (2)–(6) are
orthogonalized with respect to a weighting function p˜(α) or its derivative. The weighted residual formulation, applying
the introduced residuals for domain V (α), is expressed as:∫
Ω
(α)
v
p˜(α)(r)R(α)v (r)dΩ +
∫
Ω
(α)
Z
p˜(α)(r)R(α)Z (r)dΩ +
∫
Ω
(α)
p
−L(α)v (p˜(α)(r))R(α)p (r)dΩ
+
Nv−
β=1, β≠α
∫
Ω
(α)
Iv
p˜(α)(r)R(α,β)Iv (r)dΩ +
Nv−
β=1, β≠α
∫
Ω
(α)
Ip
−L(α)v (p˜(α))(r)R(α,β)Ip (r)dΩ = 0. (14)
As in the Galerkin weighting procedure, used in the FEM, the weighting functions p˜(α) are expanded in terms of the same
set of acoustic wave functions used in the pressure expansions (7):
p˜(α)(r) =
n(α)w−
w=1
p˜(α)w Φ
(α)
w (r)+ = Φ(α)w (r)p˜(α)w . (15)
Substitution of the pressure expansions (7) and the weighting function expansion (15) into the weighted residual
formulation (14) for each subdomain V (α) yields a system of equations which can be written in a condensed form as:
[A]{pw} = {b}. (16)
All vectors p(α)w for each subdomain V (α) are collected in the column vector of unknowns pw. For a detailed description
of the system matrices, the reader is referred to Pluymers [22].
4. Solution of the wave based model, yielding the wave function contribution factors pw associated with each wave function.
5. Post-processing to derive the acoustic pressure fields and other relevant acoustic quantities from the wave functions and
their associated contribution factors. The backsubstitution of the resulting wave function contribution factors pw into the
pressure expansion (7) yields a description of the dynamic pressure field p˜(r). Higher-order variables, such as acoustic
velocities and intensities can be easily obtained by the derivation of the wave functions.
4. 2D B-splines
At present, the boundaries in the WBM are limited to straight edges or arc segments because of an easy parametrization
of the boundary. As such, many short segments are needed to accurately approximate a general curved boundary. TheWBM
methodology does not impose constraints on the geometrical description of domain boundaries, only on the convexity of
the applied subdomain partitioning. The aim of this study is to extend the WBM by an efficient, simple and geometrically
more accurate description of curved boundaries.
B-splines offer the possibility to model curved edges easily, unambiguously and continuously. Furthermore, many CAD
packages apply B-splines for geometric modeling, enabling the straightforward construction of problem geometries and
allowing easy access to the B-spline parameterizations of the domain boundaries.
4.1. Construction
A pth-degree B-spline curve C(u) is defined in [19]:
C(u) =
n−
i=0
Ni,p(u)Pi with a ≤ u ≤ b (17)
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Fig. 2. Left: B-spline basis functions, right: B-spline, ◦ control points.
where the {Pi} are the n control points, and the {Ni,p} are the n B-spline basis functions of degree p defined on the non-
periodic (and nonuniform) knot vector (m+ 1 knots,m = n+ p+ 1)
U = {a, . . . , a  
p+1
, up+1, . . . , um−p−1, b, . . . , b  
p+1
}.
The ith B-spline basis function of degree p is defined as
Ni,0(u) =

1, if ui ≤ u < ui+1
0, elsewhere (18)
Ni,p(u) = u− uiui+p − uiNi,p−1(u)+
ui+p+1 − u
ui+p+1 − ui+1Ni+1,p−1(u). (19)
Whenever the coefficients in this recursive definitions result in a division 0/0, the corresponding coefficient is set to 0. In this
study a and b are assumed to be 0 and 1. The B-splines coincide with the first and last control points. Important properties
are:
• Ni,p(u) = 0 if u is outside the interval [ui, ui+p+1) (local support property). A shift of control point Pi only affects C(u) in
the interval [ui, ui+p+1).
• If the control points form a convex polygon, the area inside the B-spline curve will also be convex.
Example. The left-hand side of Fig. 2 shows the B-spline basis functions of degree two defined by the knot vector U =
{0, 0, 0, 0.2, 0.5, 0.8, 1, 1, 1}. The right-hand side of the figure shows the B-spline constructed using these basis functions
and control points (1, 1), (1, 5), (5, 7), (7, 7), (5, 2) and (2, 3). The control points are indicated by circles. The B-spline intersects
the first and the last control point.
4.2. Application within the WBM
As shown in Eqs. (10)–(11), the dimensions of the preferably smallest bounding box BB(α) surrounding the subdomain
V (α) are needed for the construction of thewave functions (9). In the case of B-splines, the extreme points on the curves need
to be known. Secondly, an expression for the normal velocity on the B-spline boundaries is necessary to compose the system
matrices. These matters are considered in the next paragraphs. Of course the numerical integration scheme also needs to be
adapted, which will be studied in detail in Section 5.
4.2.1. Bounding box
For every subdomain V (α) the dimensions of BB(α), L(α)x and L
(α)
y , need to be known. The extreme points of the subdomains
are usually unknownwhenB-splines are used to describe boundaries. There are twooptions to determine the extremepoints
of the subdomains with a B-spline boundary:
1. If the control points set up a convex polygon, the extreme coordinates of the control points of the B-spline can be used
to estimate the bounding box dimensions. This generally leads to an overestimation of the dimensions. Consequently,
more acoustic wave functions will be used in the solution expansion, which are possibly unnecessary. The advantage of
this option is that the coordinates of the control points are directly available.
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2. One can use the real geometry of the B-spline to determine the smallest bounding box. This can be done manually,
e.g. by means of a CAD program, which requires the intervention of the user. Another possibility is to determine these
dimensions automatically via an optimization procedure, which takes more time. The advantage of these options is that
a smaller number of degrees of freedom will be used in the WBM.
The second option is used here and the bounding box dimensions are determined manually.
4.2.2. Evaluation of pressure and normal velocity
Expressions for the acoustic pressure (7) and velocity (Lv(p(r))) are needed on the boundaries of the problem domain
to construct the system matrices via the weighed residual formulation (14). The normal vector n should be known in each
point of the boundaryΩ of the problem domain in order to be able to determine the normal velocity.
The kth derivative C(k)(u) of the B-spline C(u) is defined as [19]:
C(k)(u) =
n−
i=0
N (k)i,p Pi for a ≤ u ≤ b, (20)
with the kth derivative of the basis function Ni,p recursively defined as:
N (k)i,p (u) =
p!
(p− k)!
k−
j=0
ak,jNi+j,p−k(u) (21)
N (k)i,0 (u) =

1, if ui ≤ u < ui+1
0, else (22)
with: 
a0,0 = 1
ak,0 = ak−1,0ui+p−k+1 − ui
ak,j = ak−1,j − ak−1,j−1ui+p+j−k+1 − ui+j
ak,k = −ak−1,k−1ui+p+1 − ui+k .
(23)
The tangent is equal to C (1)(u), the normal is perpendicular to it.
5. Numerical integration techniques
5.1. Importance
It is very important to accurately compute the integrals needed to compose the systemmatrices. This has different causes.
Firstly, the WBM system matrices are ill conditioned [23,24]. A small deviation in the elements of the system matrices
can possibly lead to relatively large errors on the contribution factors pw of each wave function. Secondly, as shown in
Fig. 3, the largest computational effort is related to the composition of the system matrices and therefore to numerical
integration.
Because of the importance of numerical integration, different integration procedures are considered. In the past elaborate
research has been done in this area. Several analytical and numerical techniques have been studied (Gauss–Legendre,
Gauss–Kronrod, Filon, Ehrenmarks, etc. [25]). Numerical integration, applying the Gauss–Legendre quadrature rule was
shown to be the most efficient for the kind of integrals over regular WB boundaries to be solved for a WB scheme since an
efficient matrix multiplication [26] can be used to compose the systemmatrices. Since the weighted residual equation (14)
contains products of wave functions and derivatives of wave functions, the contributions to the system matrix coefficients
of a single boundaryΩi is of the form:
∫
Ωi

f (Φ1).g(Φ1) f (Φ1).g(Φ2) . . .
f (Φ2).g(Φ1)
. . .
...
 . (24)
Each integral in this matrix can be written into dimensionless coordinates (ξ ) as:∫
Ωi
f (x)dx =
∫ 1
−1
f (ξ)|J|dξ (25)
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with |J| the determinant of the Jacobian matrix which takes into account the geometrical mapping between the
dimensionless coordinates and the real spatial coordinates of the edge. In the case of straight edges, |J| = 1/L with L the
length of the edge. The Gauss–Legendre integration procedure [20] uses interpolating polynomials. This procedure states
that an integral is described as a weighted sum of function values of the integrand in predefined points:
I =
∫ 1
−1
f (ξ)dξ =
Ng−
i=0
Hif (qi), (26)
with Hi the weighting factor belonging to Gaussian point qi. The numerical approximation of (24), applying the
Gauss–Legendre procedure, with the same Ng integration points for each wave function, leads to:
Ng−
i=1
Hif (Φ1(r(qi))).g(Φ1(r(qi)))|J(r(qi))|
Ng−
i=1
Hif (Φ1(r(qi))).g(Φ2(r(qi)))|J(r(qi))| · · ·
Ng−
i=1
Hif (Φ2(r(qi))).g(Φ1(r(qi)))|J(r(qi))| . . .
...

(27)
with qi the integration points with dimensionless coordinates in between −1 and 1 and r(qi) the projected spatial
locations of the integration points. This matrix can be calculated efficiently by first constructing two matrices F an
G which contain the evaluations of the functions f and g for the different wave functions in each of the integration
points:
F =

f (Φ1(r(q1)))|J(r(q1))| f (Φ1(r(q2)))|J(r(q2))| · · ·
f (Φ2(r(q1)))|J(r(q1))| . . .
...
 (28)
G =

H1g(Φ1(r(q1))) H2g(Φ1(r(q2))) · · ·
H1g(Φ2(r(q1)))
. . .
...
 . (29)
The multiplication of F and GT leads to the matrix (27). With regard to the integration over B-splines the Gauss–Legendre
integration scheme could possibly be replaced by a computationally more efficient method. Therefore, other possible
integration techniques are considered meeting the criterion that a similar efficient matrix multiplication has to be adopted.
In order to use a numerical integration technique, the length of the B-spline has be known in order to determine howmany
integration points are needed to perform the integration of (14) over the spline boundary accurately, applying a minimum
number of integration points per acoustic wavelength. The total length of the B-spline can be obtained by calculating the
following integral:
l =
∫ l
0
1 · ds. (30)
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Table 1
Scheme of Romberg integration procedure.
h i Ti,0 = Th(f ) Ti,1 = 4
1Ti,0−Ti−1,0
41−1 Ti,2 =
42Ti,1−Ti−1,1
42−1 Ti,3 =
43Ti,2−Ti−1,2
43−1 · · ·
h0 0 T0,0
h0
21
1 T1,0 T1,1
h0
22
2 T2,0 T2,1 T2,2
h0
23
3 T3,0 T3,1 T3,2 T3,3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . .
5.2. Different integration techniques
5.2.1. Gauss–Legendre quadrature
The Gauss–Legendre integration procedure uses interpolating polynomials. This procedure approximates an integral as
a weighted sum of function values of the integrand in predefined points as indicated by Eq. (26). The 2Ng unknown variables
xi and Hi are chosen so that they exactly integrate a polynomial of degree 2Ng − 1. The location of the integration points
is determined for regular elements with dimensionless coordinates varying between−1 and 1. In the case of B-splines, the
numerical integration is performed on the parameter uwhich describes the B-spline. As a result, the location of the Gaussian
points have to be divided between 0 and 1. In contrast with straight edges for which the Jacobian is a constant, the Jacobian
differs from point to point for a B-spline. The determinant of the Jacobian is given in [27]:
|J| =

dx
du
2
+

dy
du
2
. (31)
The values of dx/du and dy/du have already been obtained in the previous paragraph.
5.2.2. Romberg quadrature
The Romberg integration scheme uses the trapezoidal rule with a Richardson extrapolation [21]. The trapezoidal rule
states:∫ b
a
f (x)dx ≈ Ti,0 = b− a2i
i−
k=0
fk + fk+1
2
= b− a
2i

1
2
f0 + f1 + f2 + · · · + fi + 12 fi+1

, (32)
i = 0, 1, . . . and the number of intervals is doubled each time as i is increased by 1. The rate of convergence can be increased
by means of Richardson extrapolation. Ti,0 is computed with the trapezoidal rule. These values can be combined with a
higher-order approximation:
Ti,j = 4
jTi,j−1 − Ti−1,j−1
4j − 1 (i ≥ j). (33)
This leads to the integration scheme shown in Table 1. The columns vertically converge and the convergence rate increases
in case the column is located more to the right. Again, the use of the determinant of the Jacobian is required to perform the
necessary mapping from the parameter domain to physical coordinates.
5.2.3. Physical coordinates
The integration points can also be projected over the physical length of the B-spline instead of spreading them over the
parameter interval defined by u. In this case, the integral is not transformed such that the use of the Jacobian is no longer
required, but the length of the B-spline has to be known as function of the parameter u. The location of the integration
points is known in physical coordinates over the length of the B-spline and in this way it is possible to interpolate to the
corresponding value of u. However, this is time consuming and it is very difficult to extend this method to a third dimension
because x- and y-coordinates can vary along the surface.
5.3. Evaluation
Four methods are considered:
1. Gauss–Legendre: Integration over the parameter interval (GLI-P).
2. Gauss–Legendre: Integration over the length of the B-spline (GLI-L).
3. Romberg: Integration over the parameter interval (RI-P).
4. Romberg: Integration over the length of the B-spline (RI-L).
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Fig. 4. Line constructed as a 3rd-degree B-spline, • B-spline control points.
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Fig. 5. Relative prediction error on the integrand calculated with the four different numerical integration techniques.
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Fig. 6. Square acoustic problem definition, ◦ source,× post-processing point.
These four integration techniques were first evaluated for the integration of products of wave functions over a line,
constructed as a B-spline. Fig. 4 shows the considered B-spline with a length of
√
2m and its control points. The line is set
up as a 3rd-degree B-spline with U = {0, 0, 0, 0, 1/3, 2/3, 1, 1, 1, 1}. The function f (x, y) is integrated over this B-spline:
f (x, y) = (cos(kxx)e−jkyy) · (cos(kxx)e−jkyy), (34)
kx and ky are respectively chosen to be 18.85m−1 and−j18.64m−1. Fig. 5 shows the relative error on the predicted integrand
with respect to the analytical solution, calculated with the four numerical integration techniques. Clearly, the GLI-L and the
RI-L have slower convergence. Therefore, in the remainder of the article, the RI-L is not further considered, but only the GLI-L
to indicate how numerical integration over physical coordinates performs as compared to numerical integration over the
parameter domain.
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Fig. 7. Relative error on the pressure calculated with different integration methods at 200 Hz.
AWBmodel is constructed to compare the three remaining integration techniques. Fig. 6 shows the considered acoustic
problem domain. An acoustic source excites the cavity at the point indicated by a circle. The pressure is calculated at point
1. The four edges are rigid. The fluid is air and has a density ρ of 1.225 kg/m3 and the speed of sound c is 339 m/s. The
amplitude of the acoustic source is 1 Pa. The right side of the domain is described by a B-spline of degree 3. The model is
also obtained with the conventional WBM (four straight edges, no B-spline formulation) which is indicated by GLI-D. The
pressure at point 1 is also calculated with a very fine finite element model (641,601 degrees of freedom) and the relative
prediction error is defined as
|ϵ| = |pWBM − pFEM ||pFEM | . (35)
All calculations are performed on a PC with an Intel 3 GHz dual-core processor, 4GB RAM, with Operating System
Microsoft Windows Vista. The WB routines are implemented in Matlab R2008a [28], the FE calculations are obtained using
LMS Sysnoise Rev 5.6 [29]. The calculation is repeated for an increasing number of wave functions. Fig. 7 shows the relative
prediction error |ϵ| calculated at point 1 in function of CPU time at 200 Hz.
The figure shows that it is most convenient to model straight edges with straight lines (GLI-D) and not with B-splines.
This is obvious, since in this case |J| only has to be computed once because it is a constant. Furthermore, the two methods
which integrate over the parameter domain defined by u are faster and the GLI-P is the fastest of the three novel integration
techniques. The GLI-L is rather slow. All methods obtain the same accuracy with respect to the FE reference model.
6. Validation example
6.1. Problem description
A validation example verifies the adapted WBM and shows the added value of integrating flexible boundaries as
compared to the conventional WBM. Fig. 8 shows the considered acoustic problem definition. The dimensions of the
bounding box are Lx = 1.25 m and Ly = 1 m. The fluid is air, with c = 339 m/s and ρ = 1.225 kg/m3. The circle at
(0.25, 0.25) indicates the position of a point source with an amplitude of 1 Pa. The four edges are rigid and the right-hand
side of the cavity is described by a B-spline of degree 3. The diamonds indicate the location of the control points of the
B-spline and Table 2 contains their coordinates. The knot vector is U = {0, 0, 0, 0.5, 1, 1, 1}. Two crosses in the domain
indicate the location of post-processing points at which frequency response functions (FRFs) and convergence results are
computed. Table 3 contains their coordinates. A finite element reference model has been built to allow a comparison of the
results. The model consists of 641,601 degrees of freedom.
6.2. Results
Fig. 9 shows contour plots of the amplitude of the acoustic pressure in the cavity at 800 Hz calculated with both the FEM
and the adapted WBM. A good agreement can be observed.
Fig. 10 shows FRFs calculated with the FEM and the adapted WBM at point 1. Also here a good agreement is observed.
Convergence tests shown in Fig. 11 indicate that the WBM with the different integration techniques converges to the
same relative error as compared to the reference FE model. GLI-D indicates that the B-spline is approximated with small
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Fig. 8. Problem description of geometry with one B-spline, ◦ source,× post-processing points,  B-spline control points.
Table 2
Control points of the B-spline.
Control point Coordinates
Point 1 (1, 1)
Point 2 (1.16, 0.84)
Point 3 (1.34, 0.50)
Point 4 (1.16, 0.16)
Point 5 (1, 0)
Table 3
Post-processing points.
Point Coordinates
Point 1 (0.49, 0.52)
Point 2 (0.08, 0.10)
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Fig. 9. Contour plots of the amplitude of the acoustic pressure at 800 Hz, calculated with FEM (left) and WBM (right).
straight edges and the conventionalWBM is used. In this case, the B-spline is divided into 800 straight edges. Clearly the GLI-
P and the RI-P converge much faster than the GLI-L and the GLI-D. The relative prediction errors of all methods as compared
to the reference model first obtain a minimum and then converge towards a constant. This behavior is typically observed
when the reference model has insufficiently converged.
Fig. 12 shows the same results compared to a very fine GLI-P WB reference. The accuracy of the FEM reference model
as compared with the WBM reference model is indicated by a thin black line. The GLI-P has the best convergence rate. The
GLI-D is rather slow and is less accurate.
It is necessary to approximate a smooth B-spline with many segments when using the conventional WBM, otherwise
there is a loss of accuracy. The finer this discretization, however, the larger the CPU time becomes. Fig. 13 shows this trade-
off. The B-spline is approximated with 200, 400 and 800 segments, respectively.
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Fig. 11. Absolute value of the relative error of the pressure calculated with the WBM with respect to the reference pressure calculated with the FEM at
point 2 at 500 Hz.
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Fig. 12. Absolute value of the relative error of the pressure calculated with the WBM with respect to the reference pressure calculated with the WBM at
point 2 at 500 Hz.
From Figs. 11–13 it can be concluded that the use of theWBMwith B-splines leads to more efficient and accurate results
for complex geometries.
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Fig. 14. Change of geometry by shifting one control point of the B-spline.
6.3. Inherent advantage of the use of B-splines within the WBM
Next to the efficient results obtained with a B-spline description of curved edges, another advantage of the use of B-
splines has to be emphasized. Within the design phase, the actual shape of products is mostly unknown. By using B-splines,
the influence of small geometric modifications can be verified in an easy way. Changing the location of one or more control
points leads to a slightly different geometry. In contrast to the FEM or the conventional WBM, it is not necessary to remesh
the curve in fine segments when changing geometry, which is time consuming. The corresponding changes of the acoustic
behavior can be easily verified by means of FRFs. Fig. 14 shows the change in geometry of the cavity in Fig. 8 when control
point 3 of Table 2 shifts 0.05 m to the right or to the left. Fig. 15 shows the FRFs of the 3 cavities in point 1 (left) and point 2
(right).
7. Conclusions
This paper describes an extension of the WBM in order to efficiently model curved edges with B-splines. This provides
a simple and accurate description of curved lines, which can be obtained using readily available geometrical modeling
computer programs.
The application of B-splineswithin theWBM leads to computationallymore efficient andmore accurate results with respect
to the conventionalmethodwhen considering problemswith curved edges. Different numerical integration techniques have
been studied and it is shown that the Gauss–Legendre quadrature over the parameter domain is the most efficient. Also the
influence of small geometric modifications on the acoustic behavior can be easily evaluated.
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