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Introduction
This Thesis has been carried out under the supervision of Prof. Lucio Boccardo and Doct. Tommaso Leonori.
The resulting work follows two different directions, although it always refers to elliptic boundary value problems.
The first one concerns existence and regularity results for a wide class of operators in divergence form with
discontinuous coefficients. The second one focuses on the qualitative behaviour of large solutions, namely
solutions that blows up to infinity at the boundary of the domain, to semilinear elliptic problems.
Existence and regularity results
In this part of the Thesis we consider three different classes of elliptic boundary value problems in divergence
form with measurable coefficients. The initial question that guided our study is the same, even if it has brought
to different type of results. The question is
which are the less restrictive assumptions on the coefficients that preserve some good properties of a given
problem?
With good properties we mean existence and regularity of a reasonable solution; we stress that we do not deal
with uniqueness issues. Let us now give a description of our results. In this section Ω is a bounded open set of
RN , with N > 2.
1. We start considering a problem with a first order term in divergence form, called convection term. In order
to avoid technicalities we present its linear form.{
−div(A(x)∇u) = −div (uE(x)) + f(x) in Ω,
u = 0 on ∂Ω,
(1)
where the measurable function A(x) satisfies for 0 < α < β
α ≤ A(x) ≤ β, (2)
the vector field E(x) belongs to
(
LN (Ω)
)N
and the function f(x) belongs to a suitable Lebesgue o Lorentz
space to be precised. If f ∈ L(2∗)′(Ω) we can consider the weak formulation of (1), namely
u ∈W 1,20 (Ω) :
∫
Ω
A(x)∇u∇φ =
∫
Ω
uE(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈W 1,20 (Ω). (3)
Note that the assumption
E(x) ∈ (LN (Ω))N (4)
is natural for the lower order term of (3) to be well defined, indeed
vE(x)∇φ ∈ L1(Ω) ∀ v, φ ∈W 1,20 (Ω). (5)
5
6 CONTENTS
Since we are also interested in solutions of (1) outside the energy space, let us set f ∈ L1(Ω) and introduce the
distributional formulation of (1).
u ∈W 1,1,0 (Ω) :
∫
Ω
A(x)∇u∇φ =
∫
Ω
uE(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω). (6)
Notice again that, assuming (4), vE(x) ∈ L1(Ω) for all v ∈ W 1,1,0 (Ω). Let us stress anyway that (4) is not
the sharp condition to consider weak or distributional solutions to problem (1), as we remark later on (see (14)
below).
The difficulty of (1) lies in the non coercivity of the convection term, as it can be seen with the following heuristic
argument. If u ∈W 1,20 (Ω) solves (3), we obtain that
α‖u‖2
W 1,20 (Ω)
≤ ‖E‖LN (Ω)S2 ‖u‖
2
W 1,20 (Ω)
+ ‖f‖L(2∗)′ (Ω)‖u‖L2∗ (Ω);
where S2 is the Sobolev constant relative to W 1,20 . Thus, if the value of ‖E‖LN (Ω) is large, it seems that the
presence of the convection term obstructs the achievement of the standard a priori estimates. Problems like (1)
are widely studied in the classical literature. We refer to [85], [65] and [88], where (1) is solved with some
additional hypothesis on E(x) than (4), as smallness conditions on the LN (Ω)-norm,
‖E‖LN (Ω) < S2α, (7)
or sign conditions on the distributional divergence of E(x),∫
Ω
E(x)∇φ ≥ 0 ∀ φ ∈ C10 (Ω). (8)
Alternatively, to restore the lack of coercivity, one can add an absorption term in the left hand side of (1) (see
for instance [85] or the more recent [54].
One naturally wonders if such assumptions are necessary. The negative answer is given in [52] and [26] where
it is proved the following result.
Theorem 0.1 ([52], [26]). Let us assume (2), E ∈ (LN (Ω))N and that f ∈ Lm(Ω) with 1 < m < N2 . Then
(i) if (2∗)′ ≤ m < N2 there exists u ∈ Lm
∗∗
(Ω) ∩W 1,20 (Ω) solution of (3);
(ii) if 1 < m < (2∗)′ there exists u ∈W 1,m∗0 (Ω) solution of (6).
Thus, not only problem (1) is solvable in W 1,20 (Ω) for any vector field E satisfying (4) (no matter the value
of its norm), but also the same regularity result of the case E ≡ 0 (see [34]) is recovered, even for distributional
solutions with data outside the dual space. Let us also mention [5] and [51] for similar results but with more
restrictive assumptions on the summability of E(x).
We stress that, even if Theorem 0.1 is stated for a linear problem, in [52], [51] and [27] a more general non linear
versions of (1) is treated (see below for more details). Moreover [52] and [51] consider an equation with both
convection and drift (see (15) below) first order terms, assuming a smallness condition on at least one of them.
We do not treat these two lower order terms together and the reason is explained shortly.
Let us briefly describe the methods used in [26] and [52] to deal with problem (1). The strategy of the first
paper hings on the following log-estimate∫
Ω
|∇ log(1 + |u|)|2 ≤ 1
α2
∫
Ω
|E|2 + 2
α
∫
Ω
|f |. (9)
Despite it gives poor information on the summability of ∇u, it requires just |E| ∈ L2(Ω) and f ∈ L1(Ω). Such
an estimate bypasses the non coercivity of the problem, since provides a preliminary information on the measure
of the super level sets of u. This, together with the strategy of power test functions developed in [34], allows us
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to prove Theorem 0.1 (see Subsection 2.1.1 below).
On the other hand, in [52] (see also [51]) the authors take advantage of the symmetrization technique introduced
in [86]: the main idea is to deduce a differential inequality for the decreasing rearrangement of u (see Chapter
1 for a brief introduction on this subject), that produces a comparison with the rearrangement of the solution of
a suitable symmetrized problem. Since the solution of the symmetrized problem is explicit one recovers the a
priori estimate for u and,, in turn the energy estimate for the gradient.
Our main contribution about problem (1) (and its nonlinear counterpart) is to complete the relation between
the regularity of f and u in the framework of Marcinkiewicz (and more generically Lorentz) spaces. In the case
E ≡ 0 this is done in [25] for f in Marcinkiewicz spaces (see also [63]) and in [4] for data in Lorentz spaces.
The presence of the convection term totally prevents us to adapt the technique of [25], as detailed explained at the
beginning of Section 2.1. On the other hand, using the symmetrization technique of [86] and [52] and inspired
by [4], we obtain pointwise estimates for both u and ∇u, respectively the rearrangement of u and ∇u. In turn
such estimates allow us to prove the following result (see Theorem 2.7).
Theorem 0.2. Assume (2), |E| ∈ LN (Ω) and f ∈ Mm(Ω) with 1 < m < N2 . Hence there exists u solution of
(6). Moreover
• if 1 < m < (2∗)′, then u ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω);
• if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω).
We stress that the more interesting (and difficult) part of Theorem 0.2 is the first one, where the regularity of
the gradient increases with the regularity of the datum. We have also to notice that unfortunately our approach
is not sharp enough to cover m = (2∗)′. This borderline case has been recently solved by [76] if E ≡ 0, using
non standard (nonlinear) potential arguments.
The estimate obtained for u is
u(t) ≤ C1
tγ
∫ |Ω|
t
s
2
N−1+γ f˜(s)ds, for t ∈ (0, |Ω|), (10)
for any γ < 12m∗∗ , with C1 = C1(α,N,E,m, γ) a positive constant and
f˜(s) =
1
s
∫ s
0
f(t)dt.
As said, estimates of this type are already known in the literature (see [20] and [52]) and they are particularly
well designed to prove the membership of u to Marcinkiewicz (or Lorentz) spaces. In order to better understand
(10) let us set
v(x) =
C1
(ωN |x|N )γ
∫ |Ω|
ωN |x|N
s
2
N−1+γ f˜(s)ds with ωN = |B1|
and notice that it solves −∆v = C2div
(
v
x
|x|2
)
+ C3f˜(ωn|x|N ) in BΩ,
v = 0 on ∂BΩ,
(11)
where BΩ is the ball centered at the origin sucht that |BΩ| = |Ω| and C2, C3 positive constants. Thus (10) reads
as u(t) ≤ v(t), namely the already mentioned comparison between the rearrangements of the solutions of the
original problem and the symmetrized one.
Let us focus now on the estimate for |∇u|, the rearrangement of the gradient. This part is more involved and
represents the main novelty of the Theorem. Indeed in the literature there are no results on the Marcinkiewicz
(or Lorentz) regularity for the gradient of the solution of problem (1).
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Notice that we cannot hope to derive any information on the regularity of |∇un| (10). This is because the sym-
metrization processes transforms an elliptic operator with measurable coefficients into a more regular one: the
problem solved by v(x) involves exactly the Laplacian as principal operator and hence |∇v| is much more regu-
lar than |∇u|. We already said that it seems not possible to follows [25] and hence we developed an alternative
approach similar to the one proposed in [4]. We provide the following pointwise estimate for s ∈ (0, |Ω|)
1
s
∫ s
0
|∇un| ≤ C4
1
s
∫ s
0
(
v(t)D
1
2 (t) + f˜ t
1
N
)
dt+
(
1
s
∫ |Ω|
s
(
v(t)2D(t) + f˜2t
2
N
)
dt
) 1
2
 (12)
where D(t) ∈ LN2 (0, |Ω|) is the so called pseudo-rearrangement of |E|2 with respect to u (see [57] and Lemma
1.5 in Chapter 1 for the definition of pseudo-rearrangement). The key observation in the achievement of (10) is
that (see the proof of Lemma 2.6) for s ∈ (0, |Ω|)
∫ s
0
|∇u|dτ ≤
∫
{|u|>u(s)}
|∇u|dx+
(
s
∫
{|u|≤u(s)}
|∇u|2dx
) 1
2
. (13)
This information, coupled with (10) and with the differential inequality satisfied by
∫
{|u|>u(s)} |∇u|2dx (see
[4]), allows us to obtain (12). The achievement of the estimates (10) and (12) is the core of the proof of Theorem
0.2.
As a matter of fact, in dealing with problem (1), one can consider a slightly more general assumption than (4).
Indeed in [20] and [28] problem (1) is treated assuming |E| ∈MN (Ω), with smallness condition on ‖E‖MN (Ω).
Following the previously outlined strategy, we prove (see Theorem 2.10) that the same results of Theorem 0.2
continues to hold if E is such that
E = F + E with F ∈ (L∞(Ω))N and E(s) ≤ B
s
1
N
with B < αω
1
N
N
N − 2m
m
. (14)
Notice that the lower order term in (3) and (6) is well defined under assumption (14) thanks to the sharp Sobolev
Embedding in Lorentz spaces (see [87] and reference therein)
W 1,q0 (Ω) ⊂ Lq
∗,q(Ω) with 1 ≤ q <∞.
Of course if E satisfies (4), it also satisfies (14). The previous assumption, up to the addition of a whichever
bounded vector filed, prescribes a threshold on the MN (Ω)-norm of E. It seems that this smallness condition is
sharp and cannot be weakened. It is also interesting to note that (14) is less and less restrictive as m tends to 1.
The structure of (10) and (12) suggests to consider not only Marcikiewcz but also more general Lorentz data
(see Section 1.1 for the formal definition). Moreover the techniques used to prove Theorem 0.2 do not require
essentially the linearity of the operator. Inspired by the existing literature (see as an example [20], [52] and [27]),
it is thus natural to extend our results to more general nonlinear problems like{
−div (A(x)|∇u|p−2∇u)) = −div(u|u|p−2E(x))+ f(x) in Ω,
u = 0 on ∂Ω,
(15)
where 1 < p < N , A(x) satisfies (2), E belong to
(
L
N
p−1 (Ω)
)N
and f belongs to a suitable Lorentz space to
be defined in the sequel. One can indeed assume the p-version of (14) for E(x) and consider a more general
Leray-Lions principal operator (see Section 4.1 for more details). It is well known (see [17]) that, if p is small,
some additional difficulties may arise in dealing with (15) even for E ≡ 0. Roughly speaking this is because
the gradient of the expected solution might not be an integrable function. Here we avoid the treatment of this
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situation, considering always distributional solutions whose gradient is at least in L1(Ω). The interested reader
is referred to [28] for entropy formulations of problems with convection first order term.
For the complete results concerning problem (15) see Theorems 4.1 and 4.2. Wishing to give a schematic
overview of them, we have the following result
Theorem 0.3. Let 1 < p < N , assume E ∈
(
L
N
p−1 (Ω)
)N
and f ∈ L1(Ω). Then
• if f ∈ Lm,q(Ω) with max{1, NN(p−1)+1} < m < (p∗)′ and 0 < q ≤ +∞, then there exists u distribu-
tional solution of (15) with |∇u| ∈ L(p−1)m∗,(p−1)q(Ω);
• if p > 2 − 1N and f ∈ L1,q(Ω) with 0 < q ≤ +∞, then there exist u distributional solution of (15) with
|∇u| ∈ L (p−1)NN−1 ,(p−1)q(Ω);
• if p > 2− 1N and f ∈ L1(Ω), then there exist u distributional solution of (15) with |∇u| ∈ L(p−1)m
∗,∞(Ω);
• if p = 2 − 1N and f ∈ L1,q(Ω) with 0 < q ≤ 1p−1 = NN−1 , then there exists u distributional solution of
(15) with |∇u| ∈ L1,(p−1)q(Ω);
• if p < 2− 1N and f ∈ Lm,q(Ω) with m = NN(p−1)+1 and 0 < q ≤ 1p−1 , then there exists u distributional
solution of (15) with |∇u| ∈ L1,(p−1)q(Ω).
For the definition of the Lorentz Spaces Lm,q(Ω) and L1,q(Ω) see Chapter 1 below.
Also in this nonlinear framework, we recover exactly the same relationship between the regularity of f and ∇u
proved in [4], [34] and [76] without the convection term, namely E ≡ 0. Let us notice that we cover also
the more difficult case p = 2 − 1N and f ∈ L1,q(Ω) with 0 < q ≤ 1p−1 = NN−1 (see [35] in the case E ≡ 0).
On the other hand we stress again that the borderline valuem = (p∗)′ remains open (see [76] for the caseE ≡ 0).
2. Let us focus now on {
−div(A(x)∇w) = ∇wE(x) + f(x) in Ω,
w = 0 on ∂Ω,
(16)
with the measurable function A(x) satisfying (2), E ∈ (LN (Ω))N and f that belongs to a Lorentz space to be
define later. The first order term in the equation above is also called drift term. In this linear setting (16) is (at
least formally) the dual problem of (1) and one can use a duality approach to recover existence and regularity
results (see [3], [54], [29], [31]). Anyway here we treat problem (16) independently from (1), following the
same spirit and aims of the previous convection case. For f(x) belonging to L(2
∗)′(Ω) or Lm(Ω) with 1 < m,
we consider weak and distributional formulations of (16) respectively, namely
w ∈W 1,20 (Ω) :
∫
Ω
A(x)∇w∇φ =
∫
Ω
∇wE(x)φ+
∫
Ω
f(x)φ ∀ φ ∈W 1,20 (Ω) (17)
and
w ∈W 1,r0 (Ω) :
∫
Ω
A(x)∇w∇φ =
∫
Ω
∇wE(x)φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω), (18)
with r > NN−1 . Notice that we have to impose that w ∈ W 1,r0 (Ω) in order to have the lower order term of (18)
well defined. Similarly to the convection term, also the drift term makes the operator of (16) not coercive, unless
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an additional smallness assumption on the LN (Ω) norm of E(x) is assumed. Once again it is proved that such
assumption is unnecessary for the existence of a weak solution. For the next result we refer mainly to [20] and
the already cited [52] (see also [5], [50] and [51]).
Theorem 0.4 ([20],[52]). Let us assume (2), E ∈ (LN (Ω))N and that f ∈ L(2∗)′(Ω). Hence there exists w
solution of (17).
In [20] the authors obtain energy estimates for (17) by means of a slice method that is based on continuity
properties of some modified distribution function of w (see Proposition 3.1 and Lemma 3.2). We also cite [21]
where the slice method is used to treat (16) with measure data. As in the case of a convection lower order term,
Theorem 0.4 (ad its nonlinear counterpart) is proved in [52] by means of symmetrization techniques.
The first original result that we present for problem (16) uses the slice method of [20] and the power test
functions of [25] to generalize Theorem 0.4 as follows (see also [50] for the same result with more restrictive
assumptions on (16)).
Theorem 0.5. Let us assume (2), E ∈ (LN (Ω))N and that f ∈ Lm(Ω) with 1 < m < N2 .
(i) If (2∗)′ ≤ m < N2 there exists w ∈ Lm
∗∗
(Ω) ∩W 1,20 (Ω) solution of (17).
(ii) If 1 < m < (2∗)′ there exists w ∈W 1,m∗0 (Ω) solution of (18).
For the proof of this result see Section 3.1.1.
The next step is to adapt the technique developed for problem (1) to recover Marcinkiewicz and Lorentz
regularity results also for (16). We are able to obtain the following pointwise estimates for w and |∇w|, the
decreasing rearrangements of w and ∇w. We have
w(τ) ≤ C5
∫ |Ω|
τ
t
2
N−2+γ
∫ t
0
f(s)s−γdsdt (19)
and
1
τ
∫ τ
0
|∇w| ≤ C6
[
1
τ
∫ τ
0
s
1
N−1+γ
(∫ s
0
t−γf(t)dt
)
ds
+
(
1
τ
∫ |Ω|
τ
s2(
1
N−1+γ)
(∫ s
0
t−γf(t)dt
)2
ds
) 1
2
 , (20)
where γ = 12m′ . All the considerations on the comparison with the rearrangement of the symmetrized problem
hold true also for (19) and the starting point in obtaining estimate (20) is always (13), the literature to which we
refer it is the same too.
The relative existence and regularity result is the following one (see Theorem 3.10).
Theorem 0.6. Let us assume (2), E ∈ (LN (Ω))N and f ∈ Mm(Ω) with 1 < m < N2 . Then there exists w
solution of (18). Moreover
• if 1 < m < (2∗)′, then w ∈Mm∗∗(Ω) and |∇w| ∈Mm∗(Ω),
• if (2∗)′ < m < N2 , then w ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω).
Of course one can also treat the nonlinear version of problem (16) with f in a Lorentz space and E in the
Macinkiewicz space of order N (see [19] and [69]). We refer to Section 4.2 for the precise statements of the
results and the relative proofs. Here we just report the assumption equivalent to (14) for E(x).
E = F + E with F ∈ (L∞(Ω))N and E(s) ≤ B
s
1
N
with B < αω
1
N
N N
m− 1
m
.
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It is immediate to note that this assumption becomes more and more restrictive as m approaches 1. This is not
just a technical inconvenient and prevent us to treat the case f in a Lorentz space with first coefficient 1. Indeed
for such type of data the expected regularity of the gradient is too low to have the drift term of (16) well defined
(see [50] and [21]).
After studying problem (1) and (16) separately, one natural question is why to not consider the convection
and the drift term at once. This is what is actually done in [85], [88] and [52] but always imposing some
additional constraints, as smallness assumption on the LN norm of at least one of the coefficients or divergence
free assumption like (8). One may wonder if, also in this case, these are just technical assumptions, or rather the
presence of the two first order term represents a genuine obstruction to the solvability of problems like{
−div(A(x)∇u) = −div (uE(x)) +∇uB(x) + f(x) in Ω,
u = 0 on ∂Ω.
(21)
Let us observe that, assuming E(x) and B(x) equal and regular, say C1(Ω), problem (21) becomes{
−div(A(x)∇u) = g(x)u+ f(x) in Ω,
u = 0 on ∂Ω.
with g(x) = −div(E(x)), that of course is not solvable for a general g(x). Thus the presence of the two lower
order term involves some spectral issues and we decided to not treat it.
3. Let us finally consider the following general elliptic nonlinear problem in divergence form{
−div(a(x, u,∇u)) + b(x, u,∇u) = f(x) in Ω,
u = 0 on ∂Ω.
(22)
The datum f belongs to some suitable Lebesgue space to be defined later and the Carathe´odory functions a :
Ω × R × RN → RN and b : Ω × R × RN → R satisfy the standard structural assumptions of a Leray-Lions
operator, namely for 1 < p <∞, 0 < α ≤ β and 0 ≤ β0,
|a(x, s, ξ)| ≤ β (|s|p−1 + |ξ|p−1)
|b(x, s, ξ)| ≤ β0
(|s|p−1 + |ξ|p−1) growth conditions,
a(x, s, ξ)ξ ≥ α|ξ|2
b(x, s, ξ)s ≥ 0 coercive conditions,
(a(x, s, ξ)− a(x, s, ξ∗)) (ξ − ξ∗) > 0, ξ 6= ξ∗ monotonicity condition.
In the seminal paper [66], it is proved that the operator
A : W 1,p0 (Ω)→ W−1,p
′
(Ω)
u→ −div(a(x, u,∇u)) + a0(x, u,∇u)
is well defined, coercive and monotone; hence (22) admits a (unique) weak solution for any f ∈W−1,p′(Ω). To
keep in mind a concrete example one can set, for instance,
a(x, u,∇u) = A(x)|∇u|p−1∇u and b(x, u,∇u) = B(x)
(
u|u|p−2 + u
1 + |u| |∇u|
p−1
)
,
with A(x) satisfying (2) and |B(x)| ≤ β0 in Ω. Such a result can be generalized in two directions. The first
generalization concerns data outside the the dual space. The main difficulty is to find proper notions of solutions
12 CONTENTS
that assure uniqueness, that fails for distributional solutions (see [84] for Serrin Counterexample), and give sense
to problem (22) for small values of p. Indeed for p close to 1 the gradient of the expected solution is not in
general an integrable function. These two issues are treated at once in [17] and [36], where the notion of entropy
solution is introduced and problems like (22) are uniquely solved for L1(Ω) data or even for a more general class
of measures (see also [48] for the equivalent notion of renormalized solution).
The second direction focuses on more general growth conditions on a(x, u,∇u) and b(x, u,∇u), that make the
resulting differential operator not anymore well defined between W 1,p0 (Ω) and its dual. Consider the following
p-growth with respect to the gradient for the lower order term
b(x, u,∇u) = D(x)u|∇u|p, (23)
with D(x) ∈ L∞(Ω). The literature concerning this type of first order terms, with natural growth and sign
condition, is broad and it is well know that the presence of (23) gives rise to regularizing effects (see for example
[34], [37], [40], the monograph [33] and reference therein). We also quote [43], [38], [46] (see also [78]) for
purely semilinear lower order term with sing condition.
As far as the principal part of the operator is concerned, the authors of [68] and [80] propose a polynomial growth
with respect to the u-variable of the type
a(x, u,∇u) = A(x)(1 + |u|r)|∇u|p−2∇u, with r > 0
and the measurable function A(x) satisfying (2). The difficulty here is that a priori there is no reason for the
function a(x, u,∇u) to belong to (L1(Ω))N , namely the term −div(a(x, u,∇u)) might not even have a distri-
butional sense.
Note at this point that all the previous structural assumptions imply that both a(x, u,∇u) and b(x, u,∇u) are
bounded with respect to the x variable. Our aim is to pass from this L∞-setting to a general L1-setting, namely
we want to consider problem like (22) with a x-dependence expressed through L1(Ω) coefficients.
For the sake of simplicity let us focus at first on the following linear model{
−div(A(x)∇u) = f(x) in Ω,
u = 0 on ∂Ω.
(24)
Assuming the ellipticity condition (2) and that f ∈ L(2∗)′(Ω) ⊂ W−1,2(Ω), it is straightforward (Lax-Milgram
Theorem) to prove that there exists a weak solution of (24), namely
u ∈W 1,20 (Ω) :
∫
Ω
A(x)∇u∇φ =
∫
fφ ∀φ ∈W 1,20 (Ω). (25)
Our first aim is to generalize this result assuming, instead of (2), that for α > 0
α ≤ A(x), A ∈ L1(Ω). (26)
The first step is to give an appropriate notion of solution to our problem, since the first term of (25) is not well
defined for the unbounded coefficients A(x). Hence we define
X20 (Ω) :=
{
ϕ ∈W 1,20 (Ω) such that
∫
Ω
A(x)|∇ϕ|2 <∞
}
Notice that C10 (Ω) ⊂ X20 (Ω). We say that u is a solution of (24) if
u ∈ X20 (Ω) :
∫
Ω
A(x)∇u∇φ =
∫
fφ ∀φ ∈ X20 (Ω). (27)
Through an approximation procedure it is not difficult, in this linear setting, to prove the following result (see
Theorem 5.1).
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Theorem 0.7. If f belongs to L(2
∗)′(Ω) and A(x) satisfies (26) there exists a solution of (27).
Indeed this result is already known in the literature and it was proven by Trudinger in [88] for a complete
linear elliptic operator (see also [6] for related results obtained via simmetrization techniques and the more
recent [32]). Let us point out that the method used in [88] is essentially linear and relies on a weighted functional
framework. On the contrary our approach is more direct and it is based on an intrinsic approximation procedure
that does not require the use of weighed Sobolev spaces. Indeed in the proof we do not assume a priory that the
solution satisfiesA(x)|∇u|2 ∈ L1(Ω). Rather this information follows from the equation as a sort of regularizing
effect. The advantage of such a strategy is that it can be adapted to deal with more general non linear problems
like {
−div(A(x)(1 + |u|r)|∇u|p−2∇u) = f(x) in Ω,
u = 0 on ∂Ω,
(28)
with r ≥ 0, 1 < p < N , A(x) now satisfying (26) and f belonging to some Lebesgue space to be defined later
(see assumptions 5.17 for a more general non linear operator in the spirit of [68]). In order to state the following
existence result, let us define
Xp0 (Ω) :=
{
ϕ ∈W 1,p0 (Ω) such that
∫
Ω
A(x)|∇ϕ|p <∞
}
.
Theorem 0.8. Assume that 1 < p < ∞, r ≥ 0 and (26). Then, if f ∈ L(p∗)′(Ω), there exists a solution u of
(28) in the following weak sense
u ∈ Xp0 (Ω), A(x)|u|rp
′ |∇u|p ∈ L1(Ω) and∫
Ω
A(x)(1 + |u|r)|∇u|p−2∇u∇φ =
∫
fφ ∀φ ∈ Xp0 (Ω).
If f ∈ L1(Ω) there exists a solution u of (28) in the following entropy sense
∀ k > 0 Tk(u) ∈ Xp0 (Ω), A(x)|u|rp
′ |∇Tk(u)|p ∈ L1(Ω) and∫
Ω
A(x)(1 + |u|r)|∇u|p−2∇u∇Tk(u− φ) =
∫
fTk(u− φ) ∀φ ∈ Xp0 (Ω) ∩ L∞(Ω),
where Tk denotes the truncation at level k.
The core of the proof is the same of the one of Theorem 0.7, i.e. we obtain suitable a priori estimates for
a sequence of approximating solution. The main difficulties here are given by the nonlinearity of the operator
and they require to adapt some technical tools to this L1 setting, as the Minty Lemma (see [40]) and the almost
everywhere convergence of the gradients (see [24]).
Finally we use the techniques developed for solving (25) and (28) for studying problems with semilinear or
quasilinear lower order terms in the following form (see respectively Theorems 5.2 and 5.4)
b(x, u,∇u) = B(x)|u|q−2u (q > 1) or b(x, u,∇u) = D(x)u|∇u|p
with
δA(x) ≤ B(x) and τA(x) ≤ D(x) ≤ σA(x) for δ, τ, σ > 0.
The presence of these L1(Ω)-lower order terms with sign condition gives rise to regularizing effects in the same
spirit of [46] and [34].
Qualitative behaviour of large solutions
This second part of the Thesis is devoted to the study of semilinear elliptic problems with explosive boundary
conditions; more precisely we are interested in the qualitative behaviour of solutions of problem{
−∆u+ g(u) = f in Ω,
u = +∞ on ∂Ω, (29)
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where Ω is a bounded smooth domain of RN , with N ≥ 1, g ∈ C1(R) is such that
g(a) > 0 for some a ∈ R and g′(s) > 0 for every s ∈ R, (30)
and f is a Lipschitz continuous function. Here solutions are meant in the classical sense, i.e. C2(Ω) functions
which satisfy the differential equation above pointwise and such that
lim
x→∂Ω
u(x) = +∞.
In the literature solutions that blow-up at the boundary of the domain are known as large solutions. Looking
naively at (29) one naturally wonders under which assumptions on g the existence of a large solution is assured,
if the monotonicity assumption on g implies uniqueness of solution and how such a solution behaves near the
boundary.
In the seminal works by Keller and Osserman (see [62] and [79]) it is proved that the necessary and sufficient
condition for the existence of a large solution for problem (29) is the following:
∃ t0 ∈ [−∞,+∞) : ψ(t) :=
∫ ∞
t
ds√
2G(s)
<∞ for t > t0, where G′(s) = g(s). (31)
This growth condition at infinity, known as Keller-Osserman condition, arises solving the one dimensional prob-
lem
− φ′′ + g(φ) = 0, s > 0 and lim
s→0+
φ(s) = +∞. (32)
We stress that, in fact, φ(s) = ψ−1(s) solves problem (32). We refer the interested reader to [55] (see also the
references cited therein) for existence issues with no monotonicity assumptions on g.
Uniqueness is not a trivial task in the sense that it is not known if the monotonicity of g is a sufficient
condition for it; we refer to [74], where it is proved that if g is convex then (29) admits a unique large solution,
and to [58] (see also [12]), where it is shown that assumptions of the type
g(t)
tq
increasing for t 1 and some q > 1
imply uniqueness of large solution. It is worthy to mention that the special case g(s) = |s|p−1s with p > 1
satisfies the latter condition.
Let us point out now that the function φ defined in (32) is strongly related with the boundary behaviour of
solutions of (29). In [11] and [12] it has been proved that the behaviour of u is, in some sense, one dimensional
near the boundary, i.e. it holds that
lim
d(x)→0
ψ(u(x))
d(x)
= 1 where d(x) = dist(x, ∂Ω).
Moreover if g is such that
lim inf
t→∞
ψ(βt)
ψ(t)
> 1, ∀ β ∈ (0, 1), (33)
then ∣∣∣∣u(x)− φ(d(x))∣∣∣∣ = o(φ(d(x))) as d(x)→ 0, (34)
namely the first order term in the asymptotic of u near the boundary only depends on the corresponding ODE
(32) and in particular is not affected by the geometry of the domain. In [14] the authors improve (34); assuming
in addition to (33) that
G(s)
s2
is strictly increasing for large s and lim sup
β→1,s→0
φ′(βs)
φ′(s)
<∞
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they prove that
|u(x)− φ(d(x))| ≤ cφ(d(x))d(x) as d(x)→ 0,
where the positive constant c depends on the mean curvature of the boundary of Ω. After this first clue, the influ-
ence of the geometry of ∂Ω in the expansion of u has been studied in [67] and [49] under different assumptions
on g. The most general result in this direction has been proved in [15]; in order to state it we need to define
J(s) :=
N − 1
2
∫ s
0
Γ(φ(t))dt, where Γ(t) :=
∫ t
0
√
2G(s)ds
G(t)
and to assume that
lim
δ→0
B(φ(δ(1 + o(1))))
B(φ(δ))
= 1 and lim sup
t→∞
B(t)Γ(t) <∞, (35)
where
B(s) :=
d
dt
√
2G(s) =
g(s)√
2G(s)
.
Assuming (35), together with (31) and (33), it follows that∣∣∣∣u(x)− φ[d(x)−H(x)J(d(x))]∣∣∣∣ ≤ φ(d(x)o(d(x)) as d(x)→ 0, (36)
where H is a smooth function whose restriction to ∂Ω coincides with the mean curvature of the domain; more-
over it is worth stressing that (35) implies
J(d(x)) = O(d2(x)).
The relation above, together with (36), tells us that the second order contribution to the explosion of u is affected
by the geometry of the domain through the mean curvature of ∂Ω.
More recently in [47] (see also [22]), by means of an interesting application of the contraction theorem, all the
singular terms of the asymptotic of u have been implicitly calculated in the special case Ω = B.
For power type nonlinearities it is also possible to obtain the first asymptotic of the gradient of the solution
by means of scaling arguments. In particular in [11] and [13] (see also [81]) it is proved that if
lim
s→∞
g(s)
sp
= 1 for some p > 1,
it holds true that ∣∣∣∣∂u(x)∂ν − ∂φ(d(x))∂ν
∣∣∣∣+ ∣∣∣∣∂u(x)∂τ
∣∣∣∣ ≤ o(φ′(d(x))) as d(x)→ 0, (37)
where ν is the unit normal to ∂Ω (recall that ν(x¯) = −∇d(x¯) for x¯ ∈ ∂Ω) and τ ∈ SN−1 is such that
τ(x¯) ·ν(x¯) = 0 for every x¯ ∈ ∂Ω. However, a general result for the second order term in the expansion of∇u in
the same spirit of (36) it is not available in the literature (see anyway [10] for a partial result in convex domains).
Our aim is to complete the picture of the asymptotic behaviour of the gradient of solutions of problem (38)
in the case g(s) = |s|p−1s, with p > 1 and Ω smooth enough. Thus the problem we deal with is{
−∆u+ |u|p−1u = f in Ω,
u = +∞ on ∂Ω, (38)
where f ∈ W 1,∞(Ω). It is easy to verify that with such a choice of g, assumptions (31)–(35) are satisfied. It is
also worth to recall that in this case problem (38) has a unique large solution and that the function φ defined in
(32) has the following explicit form
φ(s) =
σ0
sα
with α =
2
p− 1 and σ0 = [α(α+ 1)]
1
p−1 . (39)
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The result that we present in this paper will describe not only the second order behaviour of the gradient of the
large solution of (38), but also the complete asymptotic expansion of all the singular terms of u and ∇u, for
every arbitrary sufficiently smooth domain and every p > 1. As a byproduct of this expansion we will be able to
provide the expected second order asymptotic for the normal and tangential components of ∇u with respect to
∂Ω. Indeed we will prove
lim
x→x¯
[
dα(x)
∂u(x)
∂ν
− ασ0d(x)
]
= c(α,N)H(x¯)
lim
x→x¯ d
α(x)
∂u(x)
∂τ
= 0
uniformly with respect to x¯ ∈ ∂Ω. (40)
where c(α,N) is a precise constant that depends only on α and N (see Corollary 6.4 for more details). More in
general we will be able to prove (see Theorem 6.3 for the precise statement) that there exists a unique explicit
function S, sum of [α] + 1 singular terms where α is as in (39), such that
z := u− S ∈W 1,∞(Ω).
Let us say that the formula above expresses the leitmotiv of the paper, that is try to find an explicit simple
corrector function that describes the explosive behaviour of u.
Actually our method allows us to prove that the function z satisfies the following boundary condition
z(x¯) = 0 and |∇z(x¯)| = 0 ∀ x¯ ∈ ∂Ω.
See Theorem 6.3 for more details.
Finally we consider a more general class of nonlinearities that will be easily treated with an extension of our
method.
Plan of the Thesis
Let us briefly describe the plan of the Thesis.
Chapter 1. In this first Chapter we introduce useful notations and tools about the theory of decreasing rear-
rangements and others preliminary results related with Chapters 2-4.
Chapter 2. Here we deal with problems with a convection first order term with data in Lebesgue or Mar-
cikiewicz spaces. We present the known results for the proof of the existence and regularity of a solution with
Lebesgue data and explain why it cannot be adapted to the Marcinkiewicz framework. Hence we introduce and
develop our strategy, based on pointwise estimates of the rearrangement of both the solution and its gradient, to
solve the issue of regularity for f ∈Mm(Ω).
Chapter 3. It is the twin Chapter of the previous one. We adapt the aforementioned strategy to prove the
Marcinkiewic regularity of problems with drift first order term. For the sake of completeness we also provide an
alternative, rearrangements free, approach for data in Lebesgue space.
Chapter 4. In Chapter 4 we generalize the results obtained in Chapters 2 and 3 to more general nonlinear
operators.
Chapter 5. In this Chapter we focus on problems with L1 coefficients. We define suitable notions of energy
and entropy solutions in the L1 setting and prove the existence of such solution. Moreover we analyze the inter-
play between the principal part of the operator and the lower order terms and the regularizing effect that can be
CONTENTS 17
obtained from this interaction.
All its content can be found in the article [44].
Chapter 6. This final Chapter is devoted to the study of the asymptotic behaviour of large solutions to a class
of semilinear problems. In particular we give a precise description of all the singular terms in the asymptotic
expansion of the gradient of the solution.
All its content can be found in the article [45].
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Chapter 1
Preliminary results
In this Chapter we collect some preliminaries about problems with convection or drift lower order term. In
Section 1.1 we give the main definitions and tools about the theory of decreasing rearrangement introduced in
the seminal paper [86]. In Section 1.2 we prove the almost everywhere convergence of the gradients for suitable
sequence of approximation solutions, generalizing to our setting the result by [24].
1.1 Rearrangements and relevant functions spaces
For any measurable function v : Ω→ R we define the distribution function of v as
A(t) := |{x ∈ Ω : |v(x)| > t }| for t ≥ 0,
and the decreasing rearrangement of v as
v(s) := inf{t ≥ 0 : A(t) < s} for s ∈ [0, |Ω|].
By construction it follows that
|{x ∈ Ω : |v(x)| > t}| = |{s ∈ R : v(s) > t}|, (1.1)
namely the function and its decreasing rearrangement are equimeasurable. We define also the maximal function
associated to v, namely
v˜(s) =
1
s
∫ s
0
v(t)dt.
Notice that, since v(s) is non increasing, it follows that v(s) ≤ v˜(s) for any s ∈ [0, |Ω|].
By definition A(t) is right continuous non increasing, while v(s) is left continuous non increasing. Thus both
functions are almost everywhere differentiable in (0, |Ω|).
For a more detailed treatment of A(t) and v(s) we refer to [77] and [60]. We recall here the following property
of decreasing rearrangements.
Proposition 1.1. For n ∈ N, let v, vn : Ω→ R be measurable functions such that
|v(x)| ≤ lim inf
n→∞ |vn(x)| a.e. x ∈ Ω.
Hence
v(s) ≤ lim inf
n→∞ vn(s) a.e. s ∈ (0,Ω).
Proof. For the proof see [60] Proposition 1.4.5.
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Let us state and prove the following Propositions.
Proposition 1.2. For almost every s ∈ (0, |Ω|)
A′(v(s)) ≤ 1 and if v′(s) 6= 0 A′(v(s)) = 1
v′(s)
. (1.2)
Proof. Let us consider all the values si with i ∈ N such that the set
Bi = {t ∈ (0, |Ω|) : |v(t)| = v(si)}
has a strictly positive measure. By constriction everyBi is an half-open proper interval on which v(s) is constant
and, since v(s) is not increasing, Bi ∩ Bj = ∅ for i 6= j (this assures us that the Bi are indeed countable).
Moreover ∪i∈NBi is closed and
A′(v(s)) = 0 ∀ a.e. s ∈ ∪i∈NBi.
On the other hand setting K = (0, |Ω|) \ ∪i∈NBi we have that
∀ s ∈ K, |{|v(t)| = v(s)}| = 0 hence A(v(s)) = s.
Since both v(s) and A(s) are almost a.e differentiable in (0, |Ω|) and, since for a.e. s ∈ K it holds true that
v′(s) 6= 0, we have finished.
Let us state and prove the following useful Lemma (see Lemma 9 of [77]).
Lemma 1.3. For every measurable function v : Ω→ R, there exists a set valued map s→ Ω(s) ⊂ Ω such that
|Ω(s)| = s for any s ∈ [0, |Ω|],
Ω(s1) ⊂ Ω(s2) whenever s1 < s2,
Ω(s) = {|v| > v(s)} if |{|v| = v(s)}| = 0.
(1.3)
Remark 1.4. When we use Lemma 1.3 with v ≡ un or wn (see (1.15) and (1.16) below for the definition of un
and wn) the associated set functions are denoted with Ωn(s). When we use Lemma 1.3 with v ≡ ∇un or ∇wn
the associated set function is denoted with Ω˜n(s).
Proof. By construction v(x) and v(s) are equimeasurable thus
|{|v(x)| > v(s)}| = |{|v(τ)| > v(s)}| ≤ s ≤ |{|v(τ)| ≥ v(s)}| = |{|v(x)| ≥ v(s)}|.
Since the Lebesgue measure is not atomic there exists Ω(s) such that
{|v(x)| > v(s)} ⊂ Ω(s) ⊂ {|v(x)| ≥ v(s)} and |Ω(s)| = s. (1.4)
Of course if |{|v| = v(s)}| = 0, then Ω(s) = {|v(x)| > v(s)}.
In the next Lemma we define the pseudo rearrangement of a function g ∈ L1(Ω) with respect to a measurable
function v(x) (see [6] and [57]).
Lemma 1.5. Let v : Ω → R a measurable function, 0 ≤ g(x) ∈ L1(Ω) and Ω(s) the set valued function
associated to v(x) defined in (1.3). Then
D(s) :=
d
ds
∫
Ω(s)
g(x)dx, s ∈ (0, |Ω|) (1.5)
is well defined and moreover
i)
∫ t
0
D(s)ds =
∫
Ω(t)
g(x)dx ≤
∫ t
0
g(s)ds, t ∈ (0, |Ω|) (1.6)
ii) D(A(k))(−A′(k)) = − d
dk
∫
{|un|>k}
g(x)dx, k > 0. (1.7)
1.1. REARRANGEMENTS AND RELEVANT FUNCTIONS SPACES 21
Proof. Note now that the function defined for s ∈ (0, |Ω|) as
s→
∫
Ω(s)
g(x)dx
is absolutely continuous in (0, |Ω|). Thus it is almost everywhere differentiable and, denoting by D(s) its
derivative, (1.6) holds true. Reading equation (1.6) for every s such that s = A(k) it follows∫ A(k)
0
D(s)ds =
∫
Ω(A(k))
g(x)dx =
∫
{|v|>k}
g(x)dx,
where we have used that Ω(A(k)) = {|v| > v(A(k))} = {|v| > k}. Differentiating with respect to k the
previous identity we get (1.7).
The following Lemma assures that the pseudo rearrangement of g has the same summability of g (see [6]).
Lemma 1.6. Assume that g ∈ Lr(Ω) with 1 ≤ r ≤ ∞. Then the function D(s) defined in (1.5) belongs to
Lr((0, |Ω|) and ‖D‖Lr(0,|Ω|) ≤ ‖g‖Lr(Ω).
Moreover if we assume that g ∈Ms(Ω) with 1 < s <∞, then D belongs to Ms(0, |Ω|).
Proof. Case g ∈ Lr(Ω). We follow the proof given in [6] Lemma 2.2. Let us divide the interval (0, |Ω|) into
i ∈ N disjoint intervals of the type (sj−1, sj), for j = 1, · · · , i ,of equal measure |Ω|/i. Let us consider the
restriction of g(x) on the set Ω(sj) \ Ω(sj−1) and take its decreasing rearrangement in the interval (sj−1, sj).
Repeating this for any j = 1, · · · , i we define a function (up to a zero measure set) on (0, |Ω|). Clearly this
function depends on i and so we call it Di(s). We stress that by construction the decreasing rearrangement of
Di(s) coincides with the decreasing rearrangement of g(x), thus for any measurable ω ⊂ (0, |Ω|)∫
ω
Dri (s)ds ≤
∫ |ω|
0
gr(s)ds. (1.8)
Hence the sequence {Dri (s)} is equi-integrable and there exists a function X ∈ Lr(0, |Ω|) such that
Di ⇀ X in Lr(0, |Ω|) as i→∞.
The proof is concluded if we show that X ≡ D. Let us define the function
Φi(s) :=
∫ s
0
(
Di(t)−D(t)
)
dt
and notice that Φi(0) = Φi(|Ω|) = 0. Thus for any ϕ(s) ∈ C1(0, |Ω|) it results∫ |Ω|
0
(
Di(s)−D(s)
)
ϕ(s)ds
= −
∫ |Ω|
0
[∫ s
0
(
Di(t)−D(t)
)
dt
]
dϕ(s) ≤ ‖Φi‖L∞(0,|Ω|)‖ϕ′‖L∞(0,|Ω|)|Ω|. (1.9)
By construction Φi(sj) = 0 for any j = 1 · · · i, since∫ sj
0
Di(t)dt =
j∑
l=1
∫ sl
sl−1
Di(t)dt =
j∑
l=1
∫
Ω(sl)/Ω(sl−1)
g(x)dx
=
∫
Ω(sj)
g(x)dx =
∫ sj
0
D(t)dt.
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Hence if sj−1 ≤ s ≤ sj we have that
Φi(s) =
∫ s
sj−1
(
Di(t)−D(t)
)
dt.
Recalling (1.6) we deduce
−
∫ |Ω|/i
0
ϕ(t)dt ≤ −
∫ s
sj−1
D(t)dt ≤
∫ s
sj−1
(
Di(t)−D(t)
)
dt ≤
∫ s
sj−1
Di(t)dt ≤
∫ |Ω|/i
0
ϕ(t)dt,
that implies the following estimate
|Φi(s)| ≤
∫ |Ω|/i
0
ϕ(t)dt.
Hence the right hand side of (1.9) goes to 0 as i diverges and
lim
i→∞
∫ |Ω|
0
(
Di(s)−D(s)
)
ϕ(s)ds = 0, ∀ ϕ ∈ C1(0, |Ω|).
Since we already know that Di(s) admits X(s) as weak limit in Lr(0, |Ω|), it follows that X(s) ≡ D(s) and we
conclude the proof.
Case g ∈ Ms(Ω). As in the previous step we can construct a sequence {Di} such that Di(s) = g(s) for
s ∈ (0, |Ω|) and
lim
i→∞
∫ |Ω|
0
Diφ =
∫ |Ω|
0
Dφ ∀ φ ∈ L∞(Ω).
Take φA = χA with A ⊂ (0, |Ω|) and |A| = s. We deduce that∫ |Ω|
0
DφA ≤
∫ s
0
g and taking the sup with respect to A
∫ s
0
D ≤
∫ s
0
g.
Thus
D(s) ≤ 1
s
∫ s
0
D ≤ 1
s
∫ s
0
g ≤ ‖g‖Ms(Ω) r
r − 1s
− 1r .
Moreover, coupling the Fleming-Rishel coarea formula and the isoperimetric inequality, we obtain the fol-
lowing proposition (see [86]).
Proposition 1.7. For any v ∈W 1,p0 (Ω) and for any s ∈ R
σN ≤ A(s) 1N−1
(−A′(s)) 1p′ (− d
ds
∫
{|v|>s}
|∇v|p
) 1
p
, (1.10)
where σN = Nω
1
N
N and ωN is the volume of the unitary ball in dimension N .
Proof. See pages 711 and 712 of [86].
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Lorentz Spaces
Let us give now the definition of Lorentz spaces. For 1 ≤ m < ∞ and 0 < q ≤ ∞ we says that a measurable
functions f : Ω→ R belongs to the Lorentz space Lm,q(Ω) if the quantity
‖f‖Lm,q(Ω) =
{(∫∞
0
t
q
m f(t)q dtt
) 1
q if q <∞,
supt∈(0,∞) t
1
m f(t) if q =∞,
is finite. We recall that Lm,m(Ω) = Lm(Ω) and that
Lm,q(Ω) ⊂ Lm,r(Ω) for any 0 < q < r ≤ ∞.
Usually the space Lm,∞(Ω), with 1 ≤ m < ∞ is called Marcinkiewicz space of order m and we denote it by
Mm(Ω).
If we replace f with f˜ , we define another space L(m,q)(Ω) given by
dfeL(m,q)(Ω) =

(∫∞
0
t
q
m f˜(t)q dtt
) 1
q
if q <∞
supt∈(0,∞) t
1
m f˜(t) if q =∞.
Since
‖f‖Lm,q(Ω) ≤ dfeL(m,q)(Ω) ≤ m′‖f‖Lm,q(Ω), (1.11)
it results that ‖ · ‖Lm,q(Ω) and d·eL(m,q)(Ω) are equivalent if m > 1 and Lm,q(Ω) ≡ L(m,q)(Ω). Anyway in the
borderline case m = 1 the space L(1,q)(Ω) is rather unsatisfactory since for q < ∞ it contains only the zero
function. This is because by definition f˜(s) ≈ 1s for s > |Ω|. Hence, following [18], we define L1,q(Ω) as the
set of measurable function f such that
‖f‖L1,q(Ω) =

(∫ |Ω|
0
tq f˜(t)q dtt
) 1
q
if q <∞
supt∈(0,|Ω|) tf˜(t) if q =∞,
is finite. Even if the modification is refers only to the domain of integration, we stress that
L1,1(Ω) ⊂ L1,1(Ω) = L1(Ω), (1.12)
and indeed the inclusion is strict as the following Lemma (see [18]) shows.
Lemma 1.8. A measurable function f belongs to L1,1(Ω) if and only if∫
|f | log(1 + |f |) <∞.
Proof. For the proof we refer to [18].
The Lorentz spaces Lm,q(Ω) and L1,q(Ω) arise quite naturally in the study of elliptic PDE through rear-
rangement techniques.
The next Lemma (see [4]) is used to establish the membership to Lorentz spaces of some integral quantities.
Lemma 1.9. Let r : (0,+∞)→ (0,+∞) be a decreasing function and let us define for β ≥ 0 and δ 6= 1
Rδ(t) :=
{∫ t
0
sβr(s)ds if δ < 1∫ +∞
t
sβr(s)ds if δ > 1.
(1.13)
Then for every λ > 0 it follows that∫ ∞
0
(
Rδ(t)
t
)λ
tδλ
dt
t
≤ C(β, δ, λ)
∫ ∞
0
r(t)λtλ(β+δ)
dt
t
.
Proof. For the proof see [4] Lemma 2.1.
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1.2 Others useful results
The existence and regularity results of Chapters 2-4 are based on an approximation procedure. Let us introduce
the following families of approximating problems.
Let a : Ω×RN → RN be a Carathe´odory function that satisfies the following Leray-Lions assumptions, i.e.
there exist 1 < p <∞ and 0 < α, β such that
α|ξ|p ≤ a(x, ξ)ξ,
|a(x, ξ)| ≤ β|ξ|p−1,
[a(x, ξ)− a(x, ξ∗)][ξ − ξ∗] > 0, if ξ 6= ξ∗.
(1.14)
With no modifications we can also consider the case a(x, u,∇u) assuming suitable growth conditions with
respect to the u variable.
Assume moreover that E ∈ (L1(Ω))N and f ∈ L1(Ω). Thanks to [66], for any n ∈ N we infer the existence of
un ∈W 1,20 (Ω) and wn ∈W 1,20 (Ω) that solve respectively∫
Ω
a(x,∇un)∇φ =
∫
Ω
|un|p−2un
1 + 1n |un|p−1
En(x)∇φ+
∫
Ω
fn(x)φ ∀ φ ∈ C10 (Ω) (1.15)
and ∫
Ω
a(x,∇wn)ϕ =
∫
Ω
En(x)
|∇wn|p−2∇wn
1 + 1n |∇wn|p−1
ϕ+
∫
Ω
fn(x)ϕ ∀ ϕ ∈W 1,20 (Ω), (1.16)
whereEn(x) and fn(x) are the truncation at level n ∈ N ofE(x) and f(x). The general strategy of the existence
and regularity results of Chapters 2-4 can be resumed as follows:
• a priori estimates for the sequences {un} and {wn} in suitable spaces;
• existence of a converging subsequence;
• passage to the limit in (1.15) and (1.16) as n→∞.
In this Section we prove the almost everywhere convergence of the gradients of {un} and {wn}.
Lemma 1.10. Let {un} be the sequence of approximating solutions of (1.15). Assume f ∈ L1(Ω), |E| ∈
Lp(Ω)′ and moreover that there exists u ∈ W 1,s0 (Ω) with s ≥ 1 such that up to a subsequence un ⇀ u in
W 1,s0 (Ω). Hence, up to a further subsequence,
∇un → ∇u a.e. in Ω. (1.17)
Proof. We follow the approach of [24]. Taking Tk(un) as test function in (1.15) and using Young inequality it
follows that for any  > 0
α
∫
Ω
|∇Tk(un)|p ≤ Ckp
∫
Ω
|E|p′ + 
∫
Ω
|∇Tk(un)|p + k
∫
Ω
|f |,
with C = −
1
p−1 . Thanks to the previous estimate we deduce that for every k > 0
|∇Tk(u)| ∈ Lp(Ω) and Tk(un)→ Tk(u) weakly in W 1,p0 (Ω). (1.18)
In order to prove (1.17) let us define for k > 0 fixed
Ikn(x) = [a(x,∇Tk(un))− a(x,∇Tk(u))]∇(Tk(un)− Tk(u))
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and consider, for 0 < θ < 1 and 0 < h < k,∫
Ω
Ikn(x)
θdx =
∫
{|Tk(un)−Tk(u)|>h}
Ikn(x)
θdx+
∫
{|Tk(un)−Tk(u)|≤h}
Ikn(x)
θdx
≤
(∫
Ω
Ikn(x)dx
)θ
|{|Tk(un)− Tk(u)| > h}|1−θ +
(∫
{|Tk(un)−Tk(u)|≤h}
Ikn(x)dx
)θ
|Ω|1−θ.
Note that, for every fixed h, the first term in the right hand side above goes to zero as n→∞ because of (1.18)
and thanks to the convergence in measure of Tk(un). We claim that also the second term converge to zero taking
the limit at first with respect to n → ∞ and then with respect to h → 0. Once this claim is proved, it follows
that
lim
n→∞
∫
Ω
Ikn(x)
θdx = 0,
from which we deduce, like in [24], that∇Tk(un) almost everywhere converges to∇Tk(u) for every k > 0. An
this is enough to infer (1.17) as in [80].
In order to prove the claim let us take Th(un−Tk(u)), with 0 < h < k, as a test function in (1.15). After simple
manipulations we obtain that
−
∫
{|un−Tk(u)|<h}
a(x,∇Gk(un))∇Tk(u) +
∫
Ω
a(x,∇Tk(un))∇Th(Tk(un)− Tk(u))
≤ h
∫
|f |+
∫
Ω
|un|p−2un
1 + 1n |un|p−1
En(x)∇Th(un − Tk(u))
and also that
0 ≤
∫
{|Tk(un)−Tk(u)|≤h}
Ikn(x)dx =
∫
Ω
[
a(x,∇Tk(un))− a(x,∇Tk(u))
]∇Th(Tk(un)− Tk(u))
≤ h
∫
|f |+
∫
Ω
|un|p−2un
1 + 1n |un|p−1
En(x)∇Th(un − Tk(u))
+
∫
{|un|>k}∩{|un−Tk(u)|<h}
a(x,∇un)∇Tk(u)−
∫
Ω
a(x,∇Tk(u))∇Th(Tk(un)− Tk(u)).
Noticing that {|un − Tk(u)| < h} ⊂ {|un| ≤ h + k} ⊂ {|un| ≤ 2k}, that the sequence {|a(x,∇T2k(un))|}
is bounded in Lp
′
(Ω) and recalling (1.18), we can pass to the limit with respect to n → ∞ into the previous
inequality and obtain
lim sup
n→∞
∫
{|Tk(un)−Tk(u)|≤h}
Ikn(x)dx ≤
∫
Ω
|u|p−2uE∇Th(Gk(u)) + h
∫
|f |
+
∫
{k<|u|<k+h}
Ψk∇Tk(u).
where Ψk ∈
(
Lp
′
(Ω)
)N
is the weak limit of a(x,∇T2k(un)). Letting h→ 0 we prove the claim and conclude
the proof of the Lemma.
Lemma 1.11. Let {wn} be the sequence of approximating solution of (1.16). Assume f ∈ L1(Ω), |E| ∈
MN (Ω) and moreover that there exists w ∈ W 1,s0 (Ω) with s > (p−1)NN−1 such that up to a subsequence wn ⇀ w
in W 1,s0 (Ω). Hence, up to a further subsequence,
∇wn → ∇w a.e. in Ω. (1.19)
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Proof. By hypothesis the sequence {|∇wn|p−1} is bounded in Lr(Ω) with r = sp−1 > NN−1 and moreover
r′ < N . Hence taking Tk(wn) as a test function in (1.16), we obtain
α
∫
Ω
|∇Tk(wn)|p ≤ k
[∫
Ω
|f |+
∫
Ω
|En(x)||∇wn|p−1
]
≤ k
[
‖f‖L1(Ω) + ‖E‖Lr′ (Ω)‖|∇wn|p−1‖Lr(Ω)
]
,
that implies
Tk(wn) ⇀ Tk(w) in W
1,p
0 (Ω) for any k > 0.
Notice that we are in the same situation of Lemma 1.10 above. Thus we conclude the proof if we show that
lim sup
n→∞
∫
Ω
[
a(x,∇Tk(wn))− a(x,∇Tk(w))
]∇Th(wn − Tk(w)) = 0.
As before let us thus choose Th(wn − Tk(w)), with 0 < h < k, as test function in (1.16). Manipulating the
resulting equation, we obtain∫
Ω
[
a(x,∇Tk(wn))− a(x,∇Tk(w))
]∇Th(wn − Tk(w))
≤ h
[
‖f‖L1(Ω) + ‖E‖Lr′ (Ω)‖|∇wn|p−1‖Lr(Ω)
]
+
∫
{|wn|>k}∩{|wn−Tk(w)|<h}
a(x,∇wn)∇Tk(w).
−
∫
Ω
a(x,∇Tk(w))∇Th(wn − Tk(w)).
Noticing that {|wn − Tk(w)| < h} ⊂ {|wn| ≤ h + k} ⊂ {|wn| ≤ 2k} we can pas to the limit with respect to
n→∞ and obtain
lim sup
n→∞
∫
Ω
a(x,∇Tk(wn))∇Th(wn − Tk(w)) ≤ Ch+
∫
{k<|w|<k+h}
Ψk∇Tk(w),
where Ψk ∈
(
Lp
′
(Ω)
)N
is the weak limit of a(x,∇T2k(wn)). Letting h → 0 we conclude the proof of the
Lemma.
Lemma 1.12. Given the function λ, γ, ϕ, ρ defined in (0,+∞), suppose that λ, γ ≥ 0 and that λγ, λϕ and
λρ belong to L1(0,∞). If for almost every t ≥ 0 we have
ϕ(t) ≤ ρ(t) + γ(t)
∫ +∞
t
λ(τ)ϕ(τ)dτ,
then for almost every t ≥ 0
ϕ(t) ≤ ρ(t) + γ(t)
∫ +∞
t
ρ(t)λ(τ)e
∫ τ
t
λ(s)γ(s)dsdτ.
Proof. See [7] Lemma 6.1.
Often in this Thesis we consider a sequence of approximating solutions, say {un}, that hopefully shall con-
verge to the expected solution u of a certain problem. To assure this convergence, we need some compactness
property. The first step for it is to obtain a bound for {un} in some suitable space. This requires a massive use of
absolute constants C, i.e. constant that may depend on whichever datum of the problem (Ω, E, f , etc.) but that
can not depend on un neither on u. To avoid proliferation of sub indexes, unless otherwise explicitly specified,
the value of the constant C can be updated inequality after inequality even in the same proof. We definitively are
not interested on sharp bounds or constants.
Chapter 2
Convection lower order term
This chapter is devoted to the study of existence and summability properties of solutions of{
−div (A(x)∇u) = −div (uE(x)) + f(x) in Ω,
u = 0 on ∂Ω,
(2.1)
where Ω is a bounded open set of RN with N > 2, A(x) is a measurable matrix that satisfies for α, β > 0
α ≤ A(x)ξ · ξ, |A(x)| ≤ β, a.e. x ∈ Ω, ∀ ξ ∈ IRN , (2.2)
and the vector field E(x) and the function f(x) belong to suitable Lebesgue o Marcinkievicz spaces to be
specified in the sequel. Problem (2.1) has to be meant in the following weak form
u ∈W 1,10 (Ω) :
∫
Ω
A(x)∇u∇φ =
∫
Ω
uE(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω). (2.3)
Focusing on the convection term in (2.3), we easily note that it is well defined if
E ∈ (LN (Ω))N or more generally E ∈ (MN (Ω))N .
Indeed, on one hand, the classical Sobolev embedding gives that∫
Ω
|u||E(x)|dx ≤ ‖E‖LN (Ω)‖u‖
L
N
N−1 (Ω)
< +∞
and, on the other one, the sharp Sobolev embedding in Lorentz spaces (see for example [87] and reference
therein) assures also that
∫
Ω
|u||E(x)|dx ≤
∫ |Ω|
0
u(t) E(t)dt
≤ ‖E‖LN,∞(Ω)
∫ |Ω|
0
u
t
1
N−1
dt
t
= ‖E‖LN,∞(Ω)‖u‖
L
N
N−1 ,1(Ω)
< +∞.
Thus the aim of the next two sections is to analyze the cases of E(x) in the Lebesgue and Marcinkiewicz spaces
of order N and, for both cases, we consider f(x) belonging to Lm(Ω) or Mm(Ω) with m > 1.
To be more precise the existence and regularity results we are interested in are summarized in the following
table.
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f ∈ Lm(Ω) f ∈Mm(Ω)
1 < m < (2∗)′ (2∗)′ ≤ m < N/2 1 < m < (2∗)′ (2∗)′ < m < N/2
u Lm
∗∗
(Ω) Lm
∗∗
(Ω) Mm
∗∗
(Ω) Mm
∗∗
(Ω)
∇u Lm∗(Ω) L2(Ω) Mm∗(Ω) L2(Ω)
Table 1
The way to read the previous scheme is that, given a datum f in Lm(Ω) or Mm(Ω), then there exist a solu-
tion u of (2.3) such that u and ∇u belong to the relative Lebesge or Marcinkiewicz spaces. It is worth to stress
that the results gathered in Table 1 are true for any |E| ∈ LN (Ω) (see Section 1.1), while a if |E| ∈ MN (Ω)
some control on the size of E(s) as s→ 0+ is required (see Section 2.2).
The original contributions of this chapter concern the second half of Table 1, while the first two column are
already know in the literature (see [52][27][28]). Anyway in order to give a complete overview of the problem,
we provide the proof for the all the type of data.
In order to study problem (2.3) it is useful to consider the following approximating problem∫
Ω
A(x)∇un∇φ =
∫
Ω
un
1 + 1n |un|
En∇φ+
∫
Ω
fnφ ∀ φ ∈W 1,20 (Ω), (2.4)
whose existence of a solution un ∈W 1,20 (Ω) is assured by Shauder’s fixed point theorem.
2.1 Convection term in LN(Ω)
In this section we treat (2.1) assuming that
E : Ω→ RN belongs to (LN (Ω))N . (2.5)
We will prove that the relationship between the Lebesgue and Marcinkiewicz regularity of the datum and the
solution is the same as in the case E ≡ 0.
As far as the the Lebesgue regularity is concerned (the first two column of the Table 1) we present here the
approach provided by [26]. On the other hand the proof of the Marcinkiewicz regularity is one of the original
results of this Thesis and it is obtained by means the symmetrization techniques introduced in [86], [52] and [4].
In order to better understand the nature of the problem, we believe that, before the statements and proof of
the results, it is useful to present some preliminary arguments that stress the differences in dealing with Lm(Ω)
or Mm(Ω) data with 1 < m < N2 . Indeed in one case we look for integral estimates of the form∫
Ω
|un|m∗∗ ≤ C or
∫
Ω
|∇un|m∗ ≤ C, (2.6)
for some absolute constant C that does not depend on n. On the other one we need estimates like
km
∗∗ |{|un| > k}| ≤ C or km∗ |{|∇un| > k}| ≤ C, (2.7)
for some other absolute constant C.
At first glance the achievement of (2.6) seems more direct and it is natural to try to adapt the technique of
[34], where the Lebesgue regularity of problem (2.1) is treated in the case E ≡ 0 to. The main idea of [34] is to
consider power like test functions and to dominate the right hand side by the principal part of the operator.
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To give an example, let us consider the case f ∈ Lm(Ω), with (2∗)′ ≤ m < N2 , set γ = m
∗∗
2∗ and assume for
the moment that
‖E‖LN (Ω) <
αS2
γ
. (2.8)
where S2 is the sobolev constant relative to W 1,20 (Ω). Taking φ(x) = 12γ−1 |un|2γ−2un as a test function ( it
is admissible because 2γ − 2 > 0 in the considered range of the parameter m) in (2.4) and Using Ho¨lder and
Sobolev inequalities, we get
α
∫
Ω
|∇un|2|un|2γ−2 ≤ γ
‖E‖LN (Ω)
S2
∫
Ω
|∇un|2|un|2γ−2 +
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
|un|(2γ−1)m′
) 1
m′
. (2.9)
Thanks to the definition of γ, assumption (2.8) and using once more Sobolev inequality, we deduce that there
exist an absolute constant C that does not depend on n such that∫
Ω
|un|m∗∗ ≤ C.
Similarly it is possible to treat the case 1 ≤ m < (2∗)′ and obtain the relative bounds for {|∇un|} in Lm∗(Ω).
Once that such estimates are obtained, one deduces that, up to a subsequence, {un} weakly converges in
W 1,m
∗
0 (Ω) or W
1,2
0 (Ω), depending on the value of m, to the expected solution of problem (2.3). This weak
convergence is enough to pass to the limit in (2.4) (the principal part of the operator is linear) and prove the
existence of a solution of (2.3) with the expected regularity.
Thus, under the smallness condition (2.8), one recovers the Lebesgue regularity of (2.1) as a slight general-
ization of the approach of [85] and [34] (E ≡ 0), based on the direct use of suitable test functions. We stress that
this is due to the fact that, under the smallness condition (2.8), the lower order term is absorbed into the principal
part of the operator.
As we shall see, things change dealing with Marcinkiewicz regularity. Even in the caseE ≡ 0 estimates (2.7)
are more subtle to obtain than (2.6). However in [85] and [25] (see also [63] for a slightly different approach)
such estimates are obtained via test functions methods. In particular the strategy of [25] (that improves the one
by [85]) consists in obtaining an estimate of the type∫
Ω
|Gk(un)| ≤ C|{|un| > k}|1− 1m∗∗ , (2.10)
where Gk(s) = s − Tk(s) and Tk(s) = max{−k,min{s, k}}. From (2.10) it is possible to recover a bound in
Mm
∗∗
(Ω) for the sequence {un} taking advantage of the following relationship (see [85] and [33])
− d
dk
(∫
Ω
|Gk(un)|
)
= − d
dk
(∫
{|un|>k}
(|un| − k)
)
= |{|un| > k}|.
Let us try, hence, to obtain the Marcinkiewicz regularity for (2.1) following [25] in the case of smallness con-
dition on the norm of E. Let us assume (2.8), that f ∈ Mm(Ω) with (2∗)′ < m < N2 and set γ = r
∗∗
2∗ with
(2∗)′ < r < m; being 2γ − 2 > 0 we can take |Gk(un)|2γ−2Gk(un) as a test function in (2.4). Let us focus at
first on the behaviour of the lower order term. It follows that
(2γ − 1)
∫
Ω
|un||E||∇Gk(un)||Gk(un)|2γ−2
≤ k
∫
Ω
|E||∇un||Gk(un)|2γ−2 +
∫
Ω
|Gk(un)|γ |E||∇Gk(un)|2|Gk(un)|γ−1
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≤ k
2

∫
Ω
|E|2|Gk(un)|2γ−2 +
(
+
γ‖E‖LN (Ω)
S2
)∫
Ω
|∇un|2|Gk(un)|2γ−2.
Thanks to (2.8) we can choose  small enough to absorb the second term in the right hand side above into the
principal part of the operator, but there is no hope to get rid of the first one, no matter the value of the LN (Ω)
norm of E. Finally we obtain the estimate(∫
Ω
|Gk(un)|r∗∗
) 2
2∗
≤ C
[
k2
∫
Ω
|E|2|Gk(un)|2γ−2 + ‖f‖Lr(Ω)
(∫
Ω
|Gk(un)|r∗∗
) 1
r′
]
. (2.11)
The point is that it is not clear how to manipulate the inequality above in order to obtain something similar to
(2.10)1. Thus it seem that, even with the smallness assumption (2.8), the arguments used in [25] and [63] cannot
be adapted to our framework (it is possible to show that also the approach of [63] does not work).
To overcome this problem let us recall that estimates (2.7) can be expressed equivalently trough the rear-
rangement of un and∇un, namely
un(t) ≤ C
t
1
m∗∗
and |∇un|(t) ≤ C
t
1
m∗
.
This strongly suggests to use the theory of rearrangement introduced by Talenti in [86]. As said in the introduc-
tion, we use some ideas of [52] and [4] to obtain pointwise estimates for the decreasing rearrangement of un and
∇un.
In the following two subsections we address the question of existence and regularity for a solution of (2.3)
for datum in Lebesgue or Marcinkiewicz spaces and E ∈ (LN (Ω))N without smallness condition on the norm.
2.1.1 Data in Lebesgue spaces
To get rid of (2.8) we present here the approach of [26]. Without any control on the norm of the convection term,
the problem exhibit its non-coercive character and it is not possible to absorb the lower order term as we have
done in (2.9). The preliminary arguments that we presented at the beginning of the Chapter suggest, as natural
way to overcome this obstacle, to use powers of Gk(un) (instead of powers of un) as a test function in (2.4) and
try to make the quantity ∫
|un|>k
|E|N
small enough for k large. Thus we need to show that the measure of the sup-level set of un is uniformly small
(with respect to n) as k increase. The key idea of [26] is to prove this uniform smallness by means of the next
Lemma.
Lemma 2.1 (Lemma 4.1 of [26]). Assume (2.2), E ∈ L2(Ω) and f ∈ L1(Ω). Hence for every n ∈ N the
solution of (2.4) satisfy (∫
Ω
| log(|un|+ 1)|2∗
) 2
2∗
≤ 1S22α2
∫
Ω
|E|2 + 2S22α
∫
Ω
|f |. (2.12)
Proof. Using un1+|un| as test function in (2.4) one obtains
α
∫
Ω
|∇un|2
(1 + |un|)2 ≤
∫
Ω
|un|
1 + |un| |E|
|∇un|
1 + |un| +
∫
Ω
|f | |un|
1 + |un|
≤
∫
Ω
|E| |∇un|
1 + |un| +
∫
Ω
|f |,
from which we deduce (2.12) by means of Young and Sobolev Inequalities.
1In the case E ≡ 0 one deduce (2.10) from (2.11) by means of Sobolev and Ho¨lder inequalities
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Remark 2.2. Thanks to Sobolev and Chebyshev inequalities, estimate (2.12) implies that∣∣{x ∈ Ω : |un(x)| > k}∣∣ 22∗ ≤ 1| log(1 + k)|2
[
1
S2α2
∫
Ω
|E|2 + 2
S2α
∫
Ω
|f |
]
and, due to the uniform continuity of the Lebesgue integral with respect to the domain of integration, we can
infer that
∀  > 0 ∃ k0 = k0() > 0 :
∫
|un|>k
|E|N <  ∀ k > k0. (2.13)
The next Theorem provide the Lebesgue regularity of the solution of (2.1) in function of the Lebesgue
regularity of the datum.
Proposition 2.3 (Theorems 5.5 and 7.2 of [26]). Assume (2.2), (2.5) and f ∈ Lm(Ω) with 1 < m < N2 . Hence
there exists u solution of (2.3). Moreover
• if 1 < m < (2∗)′, then u ∈W 1,m∗0 (Ω),
• if (2∗)′ ≤ m < N2 , then u ∈W 1,20 (Ω) ∩ Lm
∗∗
(Ω).
Sketch of the proof. Case (2∗)′ ≤ m < N2 . Setting γ = m
∗∗
2∗ it results that
|Gk(un)|2γ−2Gk(un)
2γ−1 is an admissible
test function for (2.4), because in this case 2γ − 2 > 0. Using it in (2.4) we get the following inequality
α
∫
Ω
|∇Gk(un)|2|Gk(un)|2γ−2 ≤ k
∫
Ω
|E||∇Gk(un)||Gk(un)|2γ−2
+
∫
Ω
|E||∇Gk(un)||Gk(un)|2γ−1 +
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
|Gk(un)|(2γ−1)m′
) 1
m′
,
that, thanks to Young and Ho¨lder Inequalities, becomes
α
∫
Ω
|∇Gk(un)|2|Gk(un)|2γ−2 ≤ k
2
α
∫
Ω
|Gk(un)|2γ−2|E|2 + α
4
∫
Ω
|∇Gk(un)|2|Gk(un)|2γ−2
+
γ
S2
(∫
{|un|>k}
|E|N
) 1
N ∫
Ω
|∇Gk(un)|2|Gk(un)|2γ−2 +
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
|Gk(un)|(2γ−1)m′
) 1
m′
.
Thus, using once more Ho¨lder Inequality in the first term in the right hand side above, choosing k0 in (2.13) so
that γS2
(∫
{|un|>k} |E|N
) 1
N ≤ α4 and recalling the definition of γ, we conclude that
Cα,γ
(∫
Ω
|Gk0(un)|m
∗∗
) 2
2∗
≤ α
2
∫
Ω
|∇Gk0(un)|2|Gk0(un)|2γ−2
≤
k20‖E‖2LN (Ω)
α
∣∣{|un| > k0}∣∣ 2m∗∗ (∫
Ω
|Gk0(un)|m
∗∗
) 2
2∗− 2m∗∗
+
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
|Gk0(un)|m
∗∗
) 1
m′
.
Thus we finally obtain that(∫
Ω
|Gk0(un)|m
∗∗
) 2
2∗
≤ C
[(∫
Ω
|Gk0(un)|m
∗∗
) 2
2∗− 2m∗∗
+
(∫
Ω
|Gk0(un)|(2γ−1)m
′
) 1
m′
]
,
where C = C(α,m,Ω, k0, f). Since 22∗ is larger then
1
m′ if m <
N
2 , we deduce that∫
Ω
|Gk0(un)|m
∗∗ ≤ C.
32 CHAPTER 2. CONVECTION LOWER ORDER TERM
This in turn implies that the sequence
{
un
}
is bounded in Lm
∗∗
(Ω). In order to obtain the L2(Ω)-bound for the
sequence {|∇un|} it is enough to take Tk0(un) and Gk0(un) in (2.4). We respectively obtain
α
2
∫
Ω
|∇Tk0(un)|2 ≤
k20
2α
∫
Ω
|E|2 + k0
∫
Ω
|f | and (2.14)
α
2
∫
Ω
|∇Gk0(un)|2 ≤
2k20
α
∫
Ω
|E|2 + 2S22
‖f‖2
L(2∗)′ (Ω),
namely the sequence
{|∇un|} is bounded in L2(Ω). Thus up to a subsequence un converges weakly inW 1,20 (Ω)
to some u ∈W 1,20 (Ω) ∩ Lm
∗∗
(Ω).
Such a weak convergence it is enough to pass to the limit in the linear principal part of the operator of (2.4). As
far as the convection term is concerned, we couple the fact that un → u a.e. in Ω with the Lebesgue Theorem
and conclude that the limit function u is indeed a solution of (2.1).
Case 1 < m < (2∗)′. In this range of the parameterm, the correct test function to consider is (|Gk(un)|+1)
2γ−1−1
2γ−1 sign(un)
with γ = m
∗∗
2∗ . Notice that
1
2 < 2γ − 1 < 1 but 2γ − 2 < 0. We get
α
∫
Ω
|∇Gk(un)|2
(|Gk(un)|+ 1)2−2γ ≤ k
∫
Ω
|E| |∇Gk(un)|
(|Gk(un)|+ 1)1−γ
+
∫
Ω
|Gk(un)|γ |E| |∇Gk(un)|
(|Gk(un)|+ 1)2−2γ +
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
(|Gk(un)|+ 1)(2γ−1)m′
) 1
m′
,
where we have used the inequality |s|(1+|Gk(s)|)1−γ ≤ k+|Gk(s)|γ . Using Sobolev, Young and Ho¨lder Inequalities
and recalling the definition of γ, it results
Cα,γ
(∫
Ω
(|Gk(un)|+ 1)m∗∗ − 1
) 2
2∗
≤ α
2
∫
Ω
|∇Gk(un)|2
(1 + |Gk(un)|)2−2γ
≤ k
2
α
∫
Ω
|E|2 + 1
α
(∫
{|un|>k}
|E|N
) 2
N (∫
Ω
(|Gk(un)|+ 1)m∗∗
) 2
2∗
+
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
(|Gk(un)|+ 1)m∗∗
) 1
m′
. (2.15)
Taking advantage once more of (2.13), we select k0 large enough in order to infer that(∫
Ω
(|Gk0(un)|+ 1)m
∗∗
) 2
2∗
≤ C
[
1 +
(∫
Ω
(|Gk0(un)|+ 1)m
∗∗
) 1
m′
]
where the absolute constant C = C(α,m,Ω, k0, f) does not depend on n. This estimate and (2.15) imply that
{un} and
{ |∇Gk0(un)|
(1 + |Gk0(un)|)1−γ
}
are bounded in Lm
∗∗
(Ω) and L2(Ω) respectively. In order to recover the boundedness of {|∇un|} in Lm∗(Ω),
let us notice at firs that, taking Tk0(un) as test function in (2.4), we obtain as before (2.14); complementary we
have that ∫
Ω
|∇Gk0(un)|m
∗
=
∫
Ω
|∇Gk0(un)|m
∗ (1 + |Gk0(un)|)m
∗(1−γ)
(1 + |Gk0(un)|)m∗(1−γ)
≤
(∫
Ω
|∇Gk0(un)|2
(1 + |Gk0(un)|)2−2γ
)m∗
2
(∫
Ω
(1 +Gk(un))
m∗∗
)1−m∗2
,
and the right hand side above is bounded thanks to (2.15). Thus there exists u ∈ W 1,m∗0 (Ω) such that, up to a
subsequence, un weakly converge to u in W
1,m∗
0 (Ω). Reasoning as in the previous case we prove that such a u
is a solution of (2.1).
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2.1.2 Data in Marcinkiewicz spaces
In this section we study the Marcinkiewicz regularity of problem (2.3). As we already said our strategy consists
in constructing uniform pointwise estimates for the rearrangement of un and ∇un. While there is a wide liter-
ature concerning estimates of the rearrangement of solutions of problems like (2.1) (see as examples [20] and
[52] and references therein), the approach that we follows to achieve the estimate for the gradient is new.
Lemma 2.4. For any n ∈ N, let un be the solution of (2.4) and denote with un its decreasing rearrangement. It
follows that for γ = 12m∗∗ there exist C = C(α,N, ‖E‖LN (Ω), γ) such that
un(t) ≤ v(s) := C
tγ
∫ |Ω|
t
s
2
N +γ−1f˜(s)ds. (2.16)
Remark 2.5. As already said in the Introduction, it results that v(x) = v(ωN |x|N ) solves the symmetrized
problem (11). Thus Lemma 2.4 gives a pointwise uniform estimate of un trough the rearrangement of a suitable
symmetric problem.
Proof. As in [52] let us take Th(Gk(un))h with h > 0 and k ≥ 0 as test function in (2.4). Using (2.2) we get
α
h
∫
{k<|un|<k+h}
|∇un|2 ≤
∫
{|un|>k}
|f |+ (k + h)
h
∫
{k<|un|<k+h}
|E||∇un|. (2.17)
Applying Ho¨lder inequality to the last integral in the right hand side above and letting h go to zero, we obtain
− d
dk
∫
{|un|>k}
|∇un|2 ≤
∫
{|un|>k} |f |
α
+
k
α
(
− d
dk
∫
{|un|>k}
|∇un|2
) 1
2
(
− d
dk
∫
{|un|>k}
|E|2
) 1
2
.
Let us set for any n ∈ N and k > 0
An(k) = |{|un| > k}|,
namely An(k) is the distribution function of un. Consider moreover Dn(s), with s ∈ (0, |Ω|), the pseudo
rearrangement of |E|2 with respect to un (see (1.5) for the definition). Thanks to Lemma 1.5 we have that
∀ k > 0 D(An(k))(−A′n(k)) = −
d
dk
∫
{|un|>k}
|E|2. (2.18)
Moreover Lemma 1.6 assures that ‖Dn‖
L
N
2 (0,Ω)
≤ ‖E‖2LN (Ω). Hence using (1.10) it follows that
(
− d
dk
∫
{|un|>k}
|∇un|2
) 1
2
≤ An(k)
1
N−1
ασN
∫
{|un|>k}
|f |(−A′n(k)) 12 + kαD(An(k)) 12 (−A′n(k)) 12 , (2.19)
that can be rewritten, using once more (1.10), as
1 ≤ An(k)
2( 1N−1)
ασ2N
∫
{|un|>k}
|f |(−A′n(k))+ kασND(An(k)) 12An(k) 1N−1(−A′n(k)).
Collecting the term −A′n(k), we get
1 ≤
[
An(k)
2( 1N−1)
ασ2N
∫ An(k)
0
f¯ +
k
ασN
Dn(An(k))
1
2An(k)
1
N−1
] (−A′n(k)).
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Thanks to the definition of decreasing rearrangement and using Proposition 1.2 in Chapter 1, it results
− d
ds
un(s) ≤ 1
ασ2N
s2(
1
N−1)
(∫ s
0
f¯(τ)dτ
)
+
1
ασN
Dn(s)
1
2 s
1
N−1un(s).
Defining for fixed t ∈ (0, |Ω|) the auxiliary function
Rn(s) = e
1
ασN
∫ s
t
Dn(τ)
1
2 τ
1
N
−1dτ
,
we finally obtain that
− d
ds
(
R(s)un(s)
) ≤ 1
ασ2N
Rn(s)s
2( 1N−1)
(∫ s
0
f¯(τ)dτ
)
. (2.20)
Notice that in (2.20) the presence of the lower order term is hidden inside the function Rn(s). In order to use
(2.20) to infer that {un} is bounded in some Marcinkiewicz space, we have to estimate Rn(s) in a convenient
way. By means of Young inequality and recalling that ‖Dn‖
L
N
2 (0,Ω)
≤ ‖E‖2LN (Ω) (see Lemma 1.6), we obtain
that ∫ s
t
Dn(τ)
1
2 τ
1
N−1dτ ≤ Cγ‖E‖LN (Ω) + γ
∫ s
t
τ−1dτ with γ =
1
2m∗∗
. (2.21)
Hence the function Rn(s) satisfies the following inequality
Rn(s) ≤ Cγ,‖E‖LN (Ω)
(s
t
)γ
.
Thus (2.20) becomes
− d
ds
(
R(s)un(s)
) ≤ Cγ,‖E‖LN (Ω)
ασ2N t
γ
s2(
1
N−1)+γ
(∫ s
0
f¯(τ)dτ
)
.
Integrating between t and |Ω| and recalling that by definition of both un(|Ω|) = 0 and R(t) = 1, we get
un(t) = −R(|Ω|)un(|Ω|) +R(t)un(t) ≤
Cγ,‖E‖LN (Ω)
ασ2N t
γ
∫ |Ω|
t
s2(
1
N−1)+γ
(∫ s
0
f¯(τ)dτ
)
ds.
Let us now give a pointwise estimate for the rearrangement of |∇un|. We recall that for any measurable
function h(x) it follows that h(s) ≤ 1s
∫ s
0
h(t)dt.
Lemma 2.6. Let |∇un| be the decreasing rearrangement of |∇un|. There exists a positive constant C =
C(N,α, ‖E‖LN (Ω), ) such that
1
s
∫ s
0
|∇un| ≤ C
1
s
∫ s
0
(
v(t)D
1
2
n (t) + f˜ t
1
N
)
dt+
(
1
s
∫ |Ω|
s
(
v(t)2Dn(t) + f˜
2t
2
N
)
dt
) 1
2
 , (2.22)
where v(s) and Dn are the functions introduced respectively in (2.16) and (2.18).
Proof. Taking advantage of Lemma 1.3 and recall Remark 1.4, it follows that∫ s
0
|∇un|dτ =
∫
Ω˜n(s)
|∇un|dx
=
∫
Ω˜n(s)∩{|un|>un(s)}
|∇un|dx+
∫
Ω˜n(s)∩{|un|≤un(s)}
|∇un|dx
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≤
∫
{|un|>un(s)}
|∇un|dx+
(∫
{|un|≤un(s)}
|∇un|2dx
) 1
2
|Ω˜n(s)| 12 ≤ I1(s) + I
1
2
2 (s)s
1
2 .
In order to estimate I2 notice that the functions k →
∫
{|un|>k} |∇un| and s→ un(s) are absolutely continuous
and hence (see [4])
d
ds
∫
{|un|>un(s)}
|∇un|2 = d
dk
∫
{|un|>k}
|∇un|2
∣∣∣∣∣
k=un(s)
d
ds
un(s). (2.23)
Thus we infer from (2.19) that
d
ds
∫
{|un|>un(s)}
|∇un|2 ≤ C
(
un(s)
2D(s) + s
2
N f˜(s)2
)
.
Integrating between s and |Ω|, we get
I2 =
∫
{|un|≤un(s)}
|∇un|2 =
∫
Ω
|∇un|2 −
∫
{|un|>un(s)}
|∇un|2
≤ C
[∫ |Ω|
s
un(t)
2D(t) + t
2
N f˜(t)2dt
]
.
As far as I1 is concerned let us notice that
∫
{un(s)≤|un|<un(s+h)}
|∇un| ≤
(∫
{un(s)≤|un|<un(s+h)}
|∇un|2
) 1
2
|{un(s) ≤ |un| < un(s+ h)}| 12 . (2.24)
Taking the limit as h→ 0 and noticing that Proposition 1.2 implies |{|un| > un(s)}|′ ≤ 1, we obtain
d
ds
∫
{|un|>un(s)}
|∇un| ≤
(
d
ds
∫
{|un|>un(s)}
|∇un|2
) 1
2
≤ C
(
un(s)D(s)
1
2 + f˜(s)s
1
N
)
.
Hence we have the following estimate for I1
I1 ≤ C
∫ s
0
(
un(t)D(t)
1
2 + f˜(t)t
1
N
)
dt,
Putting together the obtained information for I1 and I2 and recalling (2.16), we prove (2.22).
Now we are in the position to state and prove the main result of this chapter.
Theorem 2.7. Assume (2.2), (2.5) and f ∈ Mm(Ω) with 1 < m < N2 . Hence there exists u solution of (2.3).
Moreover
• if 1 < m < (2∗)′, then u ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω).
• if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω)
Proof. Case 1 < m < (2∗)′. From (2.16) it follows that
un(t) ≤ v(t) ≤
C‖f‖Mm(Ω)
tγ
∫ |Ω|
t
s
2
N +γ−1− 1m ds ≤ C‖f‖Mm(Ω)t− 1m∗∗ (2.25)
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where the last inequality follows from the choice γ = 12m∗∗ <
1
m∗∗ and the fact that m <
N
2 . From estimates
(2.22) and (2.25) and taking advantage of Lemma 1.6, we deduce that
|∇un| ≤ C
1
s
∫ s
0
(
v(t)D
1
2
n (t) + f˜ t
1
N
)
dt+
(
1
s
∫ |Ω|
s
(
v(t)Dn(t) + f˜
2t
2
N
)
dt
) 1
2
 ≤
≤ C
s
[(∫ s
0
D
N
2
n (t)dt
) 1
N
(∫ s
0
v(t)
N
N−1 dt
)N−1
N
+
∫ s
0
t
1
N− 1m dt
]
+
C
s
1
2
(∫ |Ω|
s
D
N
2
n (t)dt
) 2
N
(∫ |Ω|
s
v(t)
2N
N−2 dt
)N−2
N
+
∫ |Ω|
s
t
2
N− 2m dt

1
2
≤ C‖f‖Lm,∞(Ω)t− 1m∗ .
From this estimate we infer that there exists u ∈W 1,r0 (Ω), with 1 < r < NmN−m , such that, up to a subsequence,
un ⇀ u in W
1,r
0 (Ω).
This weak convergence is enough to pass to the limit in the left hand side of (2.4) for any ϕ ∈ C10 (Ω). In order
to handle the lower order term, notice that for any measurable ω ⊂ Ω it follows that∫
ω
|un||En| ≤ C
∫ |ω|
0
v(t)
t
1
N
dt ≤ C‖f‖L1(Ω)
∫ |ω|
0
t−
N−p
N − 1N ≤ C|ω| 1N ,
where we used (2.25). Namely the sequence{∫
Ω
un
1 + 1n |un|
En(x)
}
is equi-integrable. This together with the a.e. convergence of un allows us to take advantage of Vitali Theorem
and prove that ∫
Ω
A(x)∇u∇φ =
∫
Ω
uE(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω).
Moreover thanks to Proposition 1.1
u ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω).
Case (2∗)′ < m < N2 . Taking un as a test function in (2.4) and thanks to Young inequality we obtain
α
2
∫
Ω
|∇un| ≤ C
∫
Ω
|un|2|E|2 +
∫
Ω
|f ||un|
≤ C
∫ |Ω|
0
(
v2nE
2
+ fvn
) ≤ C ∫ |Ω|
0
t−
2
m∗ dt ≤ C
where we have used Hardy Inequality and (2.25) (that holds true for 1 < m < N2 ). Thus there exists a function
u ∈ W 1,20 (Ω) such that, up to a subsequence un ⇀ u in W 1,20 (Ω). As in the previous case we can prove that u
is indeed a solution of (2.4). Moreover thanks to Proposition 1.1
u(t) ≤ C‖f‖Mm(Ω)t− 1m∗∗ .
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2.2 Convection term in MN(Ω)
We treat now problem (2.1) assuming that
E : Ω→ RN belongs to (MN (Ω))N . (2.26)
An easy example to bear in mind is E(x) = B x|x|2 . As already mentioned in the Introduction, this assumption
is reasonable thanks to the inequality
H‖v‖L2∗,2(Ω) ≤ ‖∇v‖L2(Ω) ∀ v ∈W 1,20 (Ω), with H = ω
1
N
N
N − 2
2
, (2.27)
proved in [2]. In some sense this section can be seen as a technical refinement of the previous one. The important
difference is that if we want to preserve the relationship between regularity of the data and regularity of the
solution sketched in Table 1, we need to impose some restriction on the Mm(Ω) norm of E or, more precisely,
on the size of E in a neighborhood of zero (see Comment 2.11).
2.2.1 Data in Lebesgue spaces
Let us start with the following result.
Theorem 2.8. Assume (2.2), f ∈ Lm(Ω), with 1 < m < N2 , and that
E ∈MN (Ω) with ‖E‖MN (Ω) < αω
1
N
N
N − 2m
m
. (2.28)
Hence there exists u solution of (2.3). Moreover
• if 1 < m < (2∗)′, then u ∈W 1,m∗0 (Ω);
• if (2∗)′ ≤ m < N2 , then u ∈W 1,20 (Ω) ∩ Lm
∗∗
(Ω)
Comment 2.9. A particular case of Theorem 2.8 is 0 ∈ Ω and
E(x) = B
x
|x|2 with B < α
N − 2m
m
.
Such case has been treated in [28], that inspired our approach.
Proof. Case 1 < m < (2∗)′. Take φ(un) = ( + |un|)2γ−1 − 2γ−1sign(un), with γ = m∗∗2∗ and  > 0, as a
test function in (2.4). We get
α
∫
Ω
|∇un|2
(+ |un|)2−2γ ≤
∫
Ω
(+ |un|)γ |E| |∇un|
(+ |un|)1−γ +
‖f‖Lm(Ω)
2γ − 1
(∫
Ω
(+ |un|)(2γ−1)m′
) 1
m′
(2.29)
We set now
I =
(∫
Ω
(+ |un|)2γ |E|2
) 1
2(∫
Ω
[(+ |un|)γ − γ ]2|E|2
) 1
2
.
Since 1 ≤ I ≤ 1 + γ‖E‖L2(Ω), it follows that lim→0 I = 1 uniformly with respect to n. The the lower order
term of (2.29) becomes∫
Ω
(+ |un|)γ |E| |∇un|
(+ |un|)1−γ ≤ I
(∫
Ω
[(+ |un|)γ − γ ]2|E|2
) 1
2
(∫
Ω
|∇un|2
(+ |un|)2−2γ
) 1
2
.
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At this point set z,γ := (+ |un|)γ − γ and notice that, thanks to (2.27), it follows
(∫
Ω
z2,γ |E|2
) 1
2
≤ ‖E‖MN (Ω)
(∫ |Ω|
0
z2,γ(t)t
2
2∗
dt
t
) 1
2
≤ ‖E‖MN (Ω)H
(∫
Ω
|∇z,γ |2
) 1
2
=
γ‖E‖MN (Ω)
H
(∫
Ω
|∇un|2
(+ |un|)2−2γ
) 1
2
.
Thus the estimate of the convection term becomes∫
Ω
(+ |un|)γ |E| |∇un|
(+ |un|)1−γ ≤ I
γ
H‖E‖MN (Ω)
∫
Ω
|∇un|2
(+ |un|)2−2γ .
Since assumption (2.28) assures that α > γH‖E‖MN (Ω) and I → 1 as  goes to 0, we can absorb the lower
order term of (2.29) in the principal part taking  small enough. Then using Sobolev inequality and letting → 0
we obtain that the sequence {un} is bounded in Lm∗∗(Ω). This also implies that{ |∇un|2
(1 + |un|)2−2γ
}
is bounded in L2(Ω),
from which we deduce that {|∇un|} is bounded in Lm∗(Ω). Thus there exists u ∈W 1,m
∗
0 (Ω) such that, up to a
sub sequence, un weakly converges to u in W
1,m∗
0 (Ω). Noticing that for any measurable A ⊂ Ω∫
A
|uE| ≤ C
∫ |A|
0
t−
1
m∗ ≤ C|A|1− 1m∗ ,
we can pass to the limit in (2.4) and conclude that u ∈W 1,m∗0 (Ω) is a solution of (2.1).
Case (2∗)′ ≤ m < N2 . We just sketch the main differences with respect to the previous case. Taking un as a
test function in (2.4), it results
α
∫
Ω
|∇un|2 ≤
∫
Ω
|un||E||∇un|+
∫
Ω
|f ||un|
≤ ‖E‖MN (Ω)
1
ω
1
N
N
2
N
∫
Ω
|∇un|+ S2‖f‖L(2∗)′ (Ω)
(∫
Ω
|∇un|2
) 1
2
,
that gives the bound of {un} in W 1,20 (Ω). Moreover taking |un|2γ−2un with γ = m
∗∗
2∗ as a test function in (2.4)
(now 2γ − 2 > 0), it follows as in the previous case that
{un} is bounded in Lm∗∗(Ω).
The existence of a solution in W 1,20 (Ω) is straightforward.
Theorem 2.8 is somehow unsatisfactory because, even if it deals with E ∈ (MN (Ω)))N , it does not gen-
eralize Theorem 2.3: there exist E in
(
LN (Ω))
)N
that do not satisfy (2.8). This problem is solved in the next
subsection via symmetrization techniques.
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2.2.2 Data in Marcinkiewicz spaces
Theorem 2.10. Assume (2.2), f ∈Mm(Ω) with 1 < m < N2 and E ∈
(
MN (Ω))
)N
such that
E = F + E with F ∈ (L∞(Ω))N and E(s) ≤ B
s
1
N
with B < αω
1
N
N
N − 2m
m
. (2.30)
Then there exists u solution of (2.3). Moreover
(i) if 1 < m < (2∗)′, then |u| ∈Mm∗∗(Ω) and |∇u| ∈Mm∗ ;
(ii) if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω).
Remark 2.11. We split in two the contribution of the E because the real obstruction in the achievement of the
required estimates is not exactly the value of the Marcinkiewicz norm of E but rather the size of its singular
component near zero. And we control it by means of the constant B in (2.30). This is essential in the estimates
for un (2.34) and (2.35) below. Notice moreover that any E ∈
(
LN (Ω)
)N
satisfies (2.30).
Proof. The fact that |E| ∈ MN (Ω) require some additional technicalities but the general strategy is the same
of the one followed in the Subsection 2.1.2; here we sketch the main differences. The proof is split into the
following steps.
Step 1. Pointwise estimate for un and |∇un|.
Step 2. A priori estimate for un and |∇un|.
Step 3. Existence and regularity for 1 < m < (2∗)′.
Step 4. Existence and regularity for (2∗)′ < m < N2 .
Step 1. Setting En = Tn(E), the family of approximating problems that we consider in this case is∫
Ω
A(x)∇un∇φ =
∫
Ω
un
1 + 1n |un|
(F + En)∇φ+
∫
Ω
fnφ ∀ φ ∈W 1,20 (Ω), (2.31)
whose existence of a solution un for any n ∈ N is assured by Shauder’s fix point theorem. Taking Th(Gk(un))h ,
with h, k > 0, as a test function in (2.31), we obtain, as in the proof of Lemma 2.4, that
− d
ds
un ≤ 1
ασ2N
s2(
1
N−1)
∫ s
0
f(τ)dτ +
1
ασN
(
(D1,n(s))
1
2 + (D2,n(s))
1
2
)
s
1
N−1un,
where D1,n and D2,n are given by Lemma 1.5 and
D1,n(s) :=
d
ds
∫
Ωn(s)
|F(x)|2dx and D2,n(s) := d
ds
∫
Ωn(s)
|E(x)|2dx.
As in Lemma 2.4 we define for fixed t ∈ (0, |Ω|) the auxiliary function
Rn(s) = e
1
ασN
∫ s
t
(
D1,n(τ)
1
2 +D2,n(τ)
1
2
)
τ
1
N
−1dτ
,
in order to obtain that
− d
ds
(
Rn(s)un(s)
) ≤ C1Rn(s)s2( 1N−1)(∫ s
0
f¯(τ)dτ
)
. (2.32)
To estimate the function Rn(s) notice that by constriction
1
ασN
∫ s
t
D1,n(τ)
1
2 τ
1
N−1dτ ≤ ‖F‖L∞(Ω) N
ασN
|Ω|N
and
1
ασN
∫ s
t
D2,n(τ)
1
2 τ
1
N−1dτ ≤ 1
2ασNB
∫ s
t
D2,n(τ)τ
2
N−1dτ +
B
2ασN
∫ s
t
1
τ
dτ (2.33)
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≤ 1
2ασNB
[
s
2
N−1
∫ s
0
E2 − t 2N−1
∫ t
0
E2 − 2−N
N
∫ s
t
τ
2
N−2
∫ τ
0
E2dτ
]
+
B
2ασN
log
(s
t
)
≤ NB
2ασN (N − 2) +
B
ασN
log
(s
t
)
,
where we have used Young Inequality, integration by parts and assumption (2.30). Hence, integrating (2.32)
between t and Ω and setting γ = BασN , we get
un(t) = −R(|Ω|)un(|Ω|) +R(t)un(t) ≤ v(t) := C
tγ
∫ |Ω|
t
s
2
N−1+γ f˜(s)ds. (2.34)
The pointwise estimate for the rearrangement of the gradient is obtained as in Lemma 2.6 with the following
preliminary estimate∫ s
0
|∇un|dτ ≤
∫
{|un|>un(s)}
|∇un|dx+
(∫
{|un|≤un(s)}
|∇un|2dx
) 1
2
s
1
2 ,
from which one deduces that
1
s
∫ s
0
|∇un| ≤ C
1
s
∫ s
0
(
v(t)D
1
2
n (t) + f˜ t
1
N
)
dt+
(
1
s
∫ |Ω|
s
(
v(t)2Dn(t) + f˜
2t
2
N
)
dt
) 1
2
 , (2.35)
where, in order to have a more compact notation, we set
Dn(s) =
d
ds
∫
Ωn(s)
|F + En|2dx = d
ds
∫
Ωn(s)
|E(x)|2dx.
Step 2. From (2.34), it follows
un(t) ≤ C
tγ
∫ |Ω|
t
s
2
N−1+γ− 1m ds ≤ Cs− 1m∗∗ , (2.36)
where we have used that by definition γ < 1m∗∗ . The achievement of the estimate for {|∇un|} is more technical.
Notice at first that, integrating by part and using Lemma 1.5, we get∫ s
0
t−
1
m∗∗D
1
2
n (t)dt ≤
(∫ s
0
t−
1
m∗∗Dn(t)dt
) 1
2
(∫ s
0
t−
1
m∗∗ dt
) 1
2
≤
(
s−
1
m∗∗
∫ s
0
E
2
(τ)dτ +
1
m∗∗
∫ s
0
t−1−
1
m∗∗
∫ t
0
E
2
(τ)dτdt
) 1
2
s
1
2− 12m∗∗
=
(
Cs1−
2
N− 1m∗∗
) 1
2
s
1
2− 12m∗∗ = Cs1−
1
m∗ ,
and that ∫ |Ω|
s
t−
2
m∗∗Dn(t)dt ≤ |Ω|− 2m∗∗
∫ |Ω|
0
E
2
(τ)dτ +
2
m∗∗
∫ |Ω|
s
t−1−
2
m∗∗
∫ t
0
E
2
(τ)dτdt
= Cs1−
2
m∗ − m
∗
2−m∗ |Ω|
1− 2
m∗ ≤ Cs1− 2m∗ .
Thanks to (2.36) and to these two pieces of information, estimate (2.35) becomes
1
s
∫ s
0
|∇un| ≤ C
1
s
∫ s
0
(
t−
1
m∗∗D
1
2
n (t) + t
− 1
m∗
)
dt+
(
1
s
∫ |Ω|
s
(
t−
2
m∗∗Dn(t) + t
− 2
m∗
)
dt
) 1
2

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≤ Ct− 1m∗ .
Step 3. Thanks to the previous steps we deduce, as in the proof of Theorem 2.7, the existence of a candidate
solution u ∈W 1,r0 (Ω) with 1 < r < NmN−m such that up to a subsequence
un ⇀ u in W
1,r
0 (Ω),
and
un
1 + 1n |un|
(F(x) + En(x))→ uE(x) in L1(Ω).
This is enough to pass to the limit in (2.31) and conclude that u is a solution of (2.1). Moreover thanks to the
almost everywhere convergence of {|∇un|} provided by Lemma 1.10 we conclude that
|u| ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω).
This weak convergence is enough to pass to the limit in the left hand side of (2.4) for any ϕ ∈ C10 (Ω). In order
to handle the lower order term, notice that for every A ⊂ Ω it follows that∫
A
|un||En| ≤ C
∫ |A|
0
v(t)
t
1
N
dt ≤ C‖f‖L1(Ω)
∫ |A|
0
t−
N−p
N − 1N ≤ C|A| 1N ,
where we used (2.25). Namely the sequence{∫
Ω
un
1 + 1n |un|
En(x)
}
is equi-integrable. This together with the a.e. convergence of un allows us to take advantage of Vitali Theorem
and prove that ∫
Ω
A(x)∇u∇φ =
∫
Ω
uE(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω).
To conclude we still have to prove that
‖u‖Mm∗∗ (Ω) + ‖∇u‖Mm∗ (Ω) ≤ C‖f‖Mm(Ω).
To this aim we use the almost everywhere convergence of {|∇wn|} and the argument of Theorem 2.7 to infer
that u itself satisfies (2.34) and (2.35).
Step 4. Choosing un as a test function in (2.4) and Using Ho¨lder’s inequality we get
α
∫
Ω
|∇un|2 ≤
(∫
Ω
|E|2|u|2
) 1
2
(∫
Ω
|∇un|2
) 1
2
+
1
S2 ‖f‖L(2
∗)′ (Ω)
(∫
Ω
|∇un|2
) 1
2
Moreover thanks to (2.36) it results that {un} is bounded in Lq(Ω) for 2∗ < q < m∗∗. Thus∫ |Ω|
0
t−
N
2 v2(t)dt ≤
(∫ |Ω|
0
vq(t)dt
) 2
q
(∫ |Ω|
0
t−
2q
N(q−2)
) q−2
q
≤ C
since 1− 2qN(q−2) > 0. Hence
‖∇un‖L2(Ω) ≤ ‖E‖MN (Ω)
(∫ |Ω|
0
t−
N
2 v2(t)dt
) 1
2
+
1
S2 ‖f‖L(2
∗)′ (Ω) ≤ C
At this point we conclude as in the previous step that there exists a function u ∈ W 1,20 (Ω) solution of (2.3) and
that belongs to Mm
∗∗
(Ω).
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Chapter 3
Drift lower order term
In this chapter we consider the following problem{
−div (A(x)∇w) = E(x)∇w + f(x) in Ω,
u = 0 on ∂Ω,
(3.1)
where as before Ω is a bounded open set of RN with N > 2, A(x) is a measurable matrix that satisfies the
standard condition (2.2) and as before
E ∈ (LN (Ω))N or E ∈ (MN (Ω))N and f ∈ Lm(Ω) or f ∈Mm(Ω),
for some m > 1. The weak formulation of (3.1) is
w ∈W 1,r0 (Ω) :
∫
Ω
A(x)∇w∇φ =
∫
Ω
E(x)∇wφ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω). (3.2)
where r > NN−1 . Notice that, while in (2.3) one can in principle consider W
1,1
0 (Ω) solutions, here an higher
regularity is required for the drift term of (3.2) to be well defined. As in Chapter 2, our aim is to provide exis-
tence and regularity results for problem (3.1), under borderline assumptions on the summability of E so that the
relationship between the summability of the datum and the solution continues to be expressed by Table 1. Also
in this drift case it results that for every |E| ∈ LN (Ω) we recover for problem (3.2) the same results of the case
E ≡ 0. On the other hand, if |E| belongs to MN (Ω) a smallness condition of its size is required. Our main
references are [42], [50], [52] and [69] (see the Introduction for a more detailed discussion).
Our starting point is once again to built a sequence of approximating solutions and thereafter to attain bounds
in suitable spaces for such a sequence. Consider hence
wn ∈W 1,20 (Ω) :
∫
Ω
A(x)∇wn∇φ =
∫
Ω
En(x)
∇wn
1 + 1n |∇wn|
φ+
∫
Ω
fnφ ∀φ ∈ C10 (Ω), (3.3)
that admits a solution for every n ∈ N thanks to the Shauder’s fix point Theorem.
3.1 Drift term in LN(Ω)
As pointed out in Section 2.1, it is possible to prove the Lebesgue regularity of problem (3.1) with small condi-
tion on the
(
LN (Ω)
)N
norm of E(x) by means of a direct generalization of [34].
To get rid of such a smallness condition, we couple the method of power-like test functions of [34] with a slice
technique originally introduced in [42]. We stress that such a slice technique does not involve estimates like
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(2.12). Rather priori estimates are obtaind through an iterative procedure made of a finite number of steps.
To treat the case of Marcinkiewicz data we adapt the strategy developed in Subsection 2.1.2 to obtain a pointwise
estimate for wn and |∇wn|.
To our knowledge, both the Lebesgue and Marcinkiewicz regularity results for problem (3.1), withE ∈ (LN (Ω))N
without smallness assumption, are new.
3.1.1 Data in Lebesgue spaces
Here we consider problem (3.1) assuming
|E| ∈ LN (Ω) and f ∈ Lm(Ω) with 1 < m < N
2
.
As already said we use a slice technique introduced at first in [42] to deal with existence of W 1,20 (Ω) solution of
(3.1). The main idea is to divide Ω in regions in which the corresponding LN -norm of |E| is small enough. This
partition, together with the use of power test functions, allows us to achieve the expected bounds for {wn} and
{|∇wn|} through an iterative procedure.
We need some preliminary results. Let us define for k < h e v ∈W 1,20 (Ω)
At,l(v) := {x ∈ Ω : t < |v(x)| < l, |∇v(x)| 6= 0}.
The following Proposition provides an important property of At,l(v).
Proposition 3.1 (See [42]). For any v ∈W 1,20 (Ω) and 0 < h ≤ ∞ the function k → |Ak,h(v)| is continuous in
0 ≤ k ≤ h.
Proof. Right continuity. Let {kn}n∈N be a decreasing sequence converging to k ∈ [0, h). It follows that
Ak,h(v) =
⋃
n∈N
Akn,h(v)
and that
|Ak,h(v)| = |
⋃
n∈N
Akn,h(v)| = lim
n→∞ |Akn,h(v)|.
Thus we can infer the continuity from the right
lim
j→k+
|Aj,h(v)| = |Ak,h(v)|.
Left continuity. Let us now consider an increasing sequence {kn}n∈N ↗ k with k ∈ (0, h]. We have that⋂
n∈N
Akn,h(v) = Ak,h(v) ∪ {x ∈ Ω : |v(x)| = k, ∇u(x) 6= 0}.
Thanks to Stampacchia’s Theorem it follows that |{x ∈ Ω : |v(x)| = k, ∇u(x) 6= 0}| = 0, thus
|Ak,h(v)| = |
⋂
n∈N
Akn,h(v)| = lim
n→∞ |Akn,h(v)|,
and we recover also the continuity from the left
lim
j→k−
|Aj,h(v)| = |Ak,h(v)|.
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Thanks to Proposition 3.1 we can prove the next Lemma.
Lemma 3.2 (See [42]). Assume that v ∈W 1,20 (Ω), g ∈ L1(Ω), η > 0 and define
J =
∫
|∇v|6=0 |g|
η
and I =
{
J if J ∈ N
[J ] if J 6∈ N .
Hence there exist 0 = kI+1 < · · · < k0 = +∞ such that∫
Akj+1,kj (v)
|g| = η for j = 0, · · · , I − 1,
∫
AkI+1,kI (wn)
|E|N ≤ η.
Proof. If I = 0 we take k0 = +∞ and k1 = 0 and we are done. If not take a sequence of I + 2 real numbers
such that 0 = kI+1 < · · · < k0 = +∞. Of course∫
|∇v|6=0
|g| =
In∑
j=0
∫
Akj+1,kj (v)
|g|.
Thus thanks to the continuity of the function k → |Ak,h(v)| proved in Lemma 3.1 and the definition of I we
infer that the numbers kj , with j = 0, · · · , I + 1 can be chosen with the required property.
Now we are in the position to state and prove two Lemmas that give us the required bounds for {wn} and
{|∇wn|}.
Lemma 3.3. Let us assume (2.2) that E ∈ LN (Ω) and f ∈ Lm(Ω) with 1 < m ≤ 2NN+2 and consider the
solutions of the family of approximating problems (3.3). Hence there exists a constant C = C(α,E,m,N) such
that
‖∇wn‖Lm(Ω)∗ ≤ C‖f‖Lm(Ω).
Proof. Take γ := m
∗∗
2∗ (in this case
1
2 < γ ≤ 1) and define
Jn =
∫
{|∇wn|6=0} |E|N(
αSm∗ 2γ−1
2
2
m∗
)N and In =
{
Jn if Jn ∈ N
[Jn] if Jn 6∈ N
(3.4)
J =
∫
Ω
|E|N(
αSm∗ 2γ−1
2
2
m∗
)N and I =
{
J if J ∈ N
[J ] if J 6∈ N
where Sm∗ is the Sobolev constant relative to W 1,m
∗
0 (Ω). Note by definition that In ≤ I . We divide the proof
in the following steps:
Step 1. Case In = 0.
Step 2. Case In = 1.
Step 3. Case In ≥ 2.
Step 4. Conclusions.
Step 1. In this case (∫
|∇wn|>0
|E|N
) 1
N
< αSm∗ 2γ − 1
2
2
m∗
. (3.5)
Take φ(wn) =
[
(+ |wn|)2γ−1 − 2γ−1
]
sign(wn) as test function in (3.3). We get
α(2γ − 1)
∫
Ω
|∇wn|2
(+ |wn|)2−2γ ≤
∫
Ω
|E||∇wn|φ(wn) +
∫
Ω
|f |φ(wn)
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≤
[(∫
∇wn 6=0
|E|N
) 1
N
‖∇wn‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]
‖φ(wn)‖Lm′ (Ω),
where we have used Ho¨lder Inequality and the fact that 1N +
1
m∗ +
1
m′ = 1. Moreover∫
Ω
|∇wn|m∗ =
∫
Ω
|∇wn|m∗
(+ |wn|)(1−γ)m∗ (+ |wn|)
(1−γ)m∗
≤
(∫
Ω
|∇wn|2
(+ |wn|)2(1−γ)
)m∗
2
(∫
Ω
(+ |wn|)
(1−γ)2m∗
2−m∗
) 2−m∗
2
≤ C m
∗
2
α,γ
[(∫
∇wn 6=0
|E|N
) 1
N
‖∇wn‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]m∗
2
× ‖φ(wn)‖
m∗
2
Lm′ (Ω)
(∫
Ω
(+ |wn|)
(1−γ)2m∗
2−m∗
) 2−m∗
2
,
where Cα,γ = [α(2γ − 1)]−1. Taking the limit with respecto to  → 0 (by means of Lebesgue Theorem),
recalling the definition of φ and that (2γ − 1)m′ = (1−γ)2m
∗
2−m∗ = m
∗∗, it results
∫
Ω
|∇wn|m∗ ≤ C
m∗
2
α,γ
[(∫
∇wn 6=0
|E|N
) 1
N
‖∇wn‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]m∗
2 (∫
Ω
|wn|m∗∗
)1−m∗2m
≤
(
Cα,γ
Sm∗
)m∗
2
[(∫
∇wn 6=0
|E|N
) 1
N
‖∇wn‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]m∗
2 (∫
Ω
|∇wn|m∗
) 1
2
,
where in the last inequality we have used the Sobolev embedding for the space W 1,m
∗
0 (Ω). Since(
Cα,γ
Sm∗
(∫
∇wn 6=0
|E|N
) 1
N
)m∗
2
≤ 1
2
,
we conclude that
‖∇wn‖Lm∗ (Ω) ≤ C1‖f‖Lm(Ω), (3.6)
where C1 = 2
2
m∗
α(2γ−1)Sm∗ .
Step 2. Thanks to Lemma 3.2 (applied with In given by (3.12)) there exist 0 < k1,n < +∞ such that∫
Ak1,n,∞(wn)
|E|N =
(
αSm∗ 2γ − 1
2
2
m∗
)N
,
∫
A0,k1,n (wn)
|E|N ≤
(
αSm∗ 2γ − 1
2
2
m∗
)N
. (3.7)
Now we separately recover uniform W 1,m
∗∗
0 (Ω) estimates for Gk1,n(wn) and Tk1,n(wn) taking advantage of
(3.7). Let us take at first φ(Gk1,n(wn)) =
[
(+ |Gk1,n(wn)|)2γ−1− 2γ−1
]
sign(wn) as a test function in (3.3).
Following the same arguments of Step 1 we get
α(2γ − 1)
∫
Ω
|∇Gk1,n(wn)|2
(+ |Gk1,n(wn)|)2−2γ
≤
(∫
A0,k1,n
|E|N
) 1
N
‖∇Gk1,n(wn)‖Lm∗ (Ω) + ‖f‖Lm(Ω)
 ‖φ(Gk1,n(wn))‖Lm′ (Ω),
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and that
∫
Ω
|∇Gk1,n(wn)|m
∗ ≤
(
Cα,γ
Sm∗
)m∗
2
(∫
A0,k1,n
|E|N
) 1
N
‖∇Gk1,n(wn)‖Lm∗ (Ω) + ‖f‖Lm(Ω)

m∗
2
×
(∫
Ω
|∇Gk1,n(wn)|m
∗
) 1
2
,
that in turn implies (thanks to (3.7))
‖∇Gk1,n(wn)‖Lm∗ (Ω) ≤ C1‖f‖Lm(Ω), (3.8)
where again C1 = 2
2
m∗
α(2γ−1)Sm∗ (the same of (3.6)!).
Let us chose now φ(Tk1,n(wn)) =
[
(+ |Tk1,n(wn)|)2γ−1− 2γ−1
]
sign(wn) as a test function in (3.3). We get
α(2γ − 1)
∫
Ω
|∇Tk1,n(wn)|)|2
(+ |Tk1,n(wn)|)|)2−2γ
≤
∫
Ω
|E||∇wn||φ(Tk1,n(wn))|+ ‖f‖Lm(Ω)‖φ(Tk1,n(wn))‖Lm′ (Ω)
=
∫
A0,k1,n
|E||∇wn||φ(Tk1,n(wn))|+
∫
Ak1,n,∞
|E||∇wn||φ(Tk1,n(wn))|
+ ‖f‖Lm(Ω)‖φ(Tk1,n(wn))‖Lm′ (Ω)
≤
(∫
A0,k1,n
|E|N
) 1
N
‖∇Tk1,n(wn)‖Lm∗ (Ω)‖φ(Tk1,n(wn))‖Lm′ (Ω)
+
[‖E‖LN (Ω)‖∇Gk1,n(wn)‖Lm∗ (Ω) + ‖f‖Lm(Ω)] ‖φ(Tk1,n(wn))‖Lm′ (Ω). (3.9)
Taking advantage of the estimate above and (3.8) and taking the limit as → 0, we also deduce that
∫
Ω
|∇Tk1,n(wn)|m
∗ ≤
Cα,γ
Sm∗
(∫
A0,k1,n
|E|N
) 1
N

m∗
2 ∫
Ω
|∇Tk1,n(wn)|m
∗
+
(
Cα,γ
Sm∗
)m∗
2 [
C1‖E‖LN (Ω) + 1
]m∗
2 ‖f‖m
∗
2
Lm(Ω)
(∫
Ω
|∇Tk1,n(wn)|m
∗
) 1
2
.
We hence take advantage once more of (3.7) to infer that
‖∇Tk1,n(wn)‖Lm∗ (Ω) ≤ C1
(
C1‖E‖LN (Ω) + 1
)‖f‖Lm(Ω),
with C1 = 2
2
m∗
α(2γ−1)Sm∗ . Thus
‖∇wn‖Lm∗ (Ω) ≤ C1
[
1 +
(
C1‖E‖LN (Ω) + 1
)] ‖f‖Lm(Ω). (3.10)
Step 3. Let us use once more Lemma 3.2 to deduce the existence of +∞ = k0,n > k1,n > · · · > kIn,n >
kIn+1,n = 0 such that∫
Akj+1,n,kj,n (wn)
|E|N =
(
αSm∗ 2γ − 1
2
2
m∗
)N
for j = 0, · · · , In − 1
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and
∫
AkIn+1,n,kIn,n
(wn)
|E|N ≤
(
αSm∗ 2γ − 1
2
2
m∗
)N
.
Exactly as in Step 2, taking φ(Gk1,n,k0,n(wn)) =
[
( + |Gk1,n,k0,n(wn)|)2γ−1 − 2γ−1
]
sign(wn) as a test
function in (3.3), we recover that
‖∇Gk1,n,k0,n(wn)‖Lm∗ (Ω) ≤ C1‖f‖Lm(Ω). (3.11)
For j ∈ {1, · · · , In} let us chose φ(Gkj+1,n,kj,n(wn)) =
[
( + |Gkj+1,n,kj,n(wn)|)2γ−1 − 2γ−1
]
sign(wn) as
a test function in (3.3). Splitting the contribution of the lower order term in slices we get
∫
Ω
|∇Gkj+1,n,kj,n(wn)|
(+ |Gkj+1,n,kj,n(wn)|)2−2γ
≤
(∫
Akj+1,n,kj,n
|E|N
) 1
N
‖∇Tk1,n(wn)‖Lm∗ (Ω)‖φ(Tk1,n(wn))‖Lm′ (Ω)
+
[
‖E‖LN (Ω)
j−1∑
i=0
‖∇Gki+1,n,ki,n(wn)‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]
‖φ(Tk1,n(wn))‖Lm′ (Ω).
As before from the previous inequality we infer that
∫
Ω
|∇Gkj+1,n,kj,n(wn)|m
∗ ≤
Cα,γ
Sm∗
(∫
Akj+1,n,kj,n
|E|N
) 1
N

m∗
2 ∫
Ω
|∇Gkj+1,n,kj,n(wn)|m
∗
+
(
Cα,γ
Sm∗
)m∗
2
[
‖E‖LN (Ω)
j−1∑
i=0
‖∇Gki+1,n,ki,n(wn)‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]m∗
2
×
(∫
Ω
|∇Gkj+1,n,kj,n(wn)|m
∗
) 1
2
,
that, thanks to the definition of Akj+1,n,kj,n , can be rewritten as
(∫
Ω
|∇Gkj+1,n,kj,n(wn)|m
∗
) 1
m∗
≤ C1
[
‖E‖LN (Ω)
j−1∑
i=0
‖∇Gki+1,n,ki,n(wn)‖Lm∗ (Ω) + ‖f‖Lm(Ω)
]
,
with C1 = 2
2
m∗
α(2γ−1)Sm∗ . Notice at this point that the sum in the square bracket in the second line above involves
a finite number of contributions, hence it can be iteratively estimated starting from (3.11). We claim that the
previous inequality can be rewritten as
(∫
Ω
|∇Gkj+1,n,kj,n(wn)|m
∗
) 1
m∗
≤ C1(1 + ‖E‖LN (Ω)C1)j‖f‖Lm(Ω).
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Let us prove the claim by induction. For the case j = 1 look at (3.10). Moreover we have that
(∫
Ω
|∇Gkj+1,n,kj,n(wn)|m
∗
) 1
m∗
≤ C1
[
‖E‖LN (Ω)
j−1∑
i=0
C1(1 + ‖E‖LN (Ω)C1)i + 1
]
‖f‖Lm(Ω)
= C1(1 + ‖E‖LN (Ω)C1)
[
‖E‖LN (Ω)
j−1∑
i=1
C1(1 + ‖E‖LN (Ω)C1)i−1 + 1
]
‖f‖Lm(Ω)
= C1(1 + ‖E‖LN (Ω)C1)2
[
‖E‖LN (Ω)
j−1∑
i=2
C1(1 + ‖E‖LN (Ω)C1)i−2 + 1
]
‖f‖Lm(Ω)
= C1(1 + ‖E‖LN (Ω)C1)j−1
[‖E‖LN (Ω)C1(1 + ‖E‖LN (Ω)C1 + 1] ‖f‖Lm(Ω)
and the claim is proved. Thus we have that(∫
Ω
|∇wn|m∗
) 1
m∗
≤ C1
In∑
j=0
(1 + ‖E‖LN (Ω)C1)j‖f‖Lm(Ω)
≤ C1
I∑
j=0
(1 + ‖E‖LN (Ω)C1)j‖f‖Lm(Ω),
since by construction In ≤ I .
Lemma 3.4. Let us assume (2.2) that E ∈ LN (Ω) and f ∈ Lm(Ω) with 2NN+2 < m < N2 and consider the
solutions of the family of approximating problems (3.3). Hence there exists a constant C = C(α,E,m,N) such
that
‖wn‖Lm(Ω)∗∗ ≤ C.
Proof. Take γ := m
∗∗
2∗ (in this case
1
2 < γ ≤ 1) and define
Jn =
∫
{|∇wn|6=0} |E|N(
αS2 2γ−12γ
)N and In =
{
Jn if Jn ∈ N
[Jn] if Jn 6∈ N
(3.12)
J =
∫
Ω
|E|N(
αS2 2γ−12γ
)N and I =
{
J if J ∈ N
[J ] if J 6∈ N
where S2 is the Sobolev constant relative to W 1,m
∗
0 (Ω). Note by definition that In ≤ I . Lemma 3.2 assures the
existence of +∞ = k0,n > k1,n > · · · > kIn,n > kIn+1,n = 0 such that∫
Akj+1,n,kj,n (wn)
|E|N =
(
αS2 2γ − 1
2γ
)N
for j = 0, · · · , In − 1
and
∫
AkIn+1,n,kIn,n
(wn)
|E|N ≤
(
αS2 2γ − 1
2γ
)N
.
Let us take φ = |Gk1,n(wn)|2γ−1sign(wn) as test function in (3.3). We get
α(2γ − 1)
∫
Ω
|∇Gk1,n(wn)|2|Gk1,n(wn)|2γ−2
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≤
∫
Ω
|E||∇wn||Gk1,n(wn)|2γ−1 +
∫
Ω
|f ||Gk1,n(wn)|2γ−1
≤ γS2
(∫
Ak1,n,∞(wn)
|E|N
) 1
N
∫
Ω
|∇Gk1,n(wn)|2|Gk1,n(wn)|2γ−2 +
∫
Ω
|f ||Gk1,n(wn)|2γ−1.
where we have use Ho¨lder Inequality with exponents 1N +
1
2 +
1
2∗ = 1 and Sobolev Inequality. Thanks to the
choice of k1, using Sobolev Inequality and recalling the definition of γ, the inequality above becomes∫
Ω
|∇Gk1,n(wn)|2|Gk(wn)|2γ−2 ≤ C‖f‖Lm(Ω)
(∫
Ω
|∇Gk1,n(wn)|2|Gk(wn)|2γ−2
) 2∗
2m′
.
Thus we have the following estimates
S2
γ
(∫
Ω
|Gk1,n(wn)|2
∗γ
) 2
2∗
≤
∫
Ω
|∇Gk1,n(wn)|2|Gk1,n(wn)|2γ−2 ≤ C‖f‖
2m∗∗
2∗
Lm(Ω). (3.13)
If In = 0 we have finished. Otherwise let us take φ = |Gkj+1,n,kj,n(wn)|2γ−1sign(wn) for j = 1, · · · , In in
order to obtain
(2γ − 1)
∫
Ω
|∇Gkj+1,n,kj,n(wn)|)|2|Gkj+1,n,kj,n(wn)2γ−2
=
∫
Akj+1,n,kj,n
|E||∇wn||Gkj+1,n,kj,n(wn)|2γ−1
+
j−1∑
i=0
∫
Aki+1,n,ki,n
|E||∇wn||Gkj+1,n,kj,n(wn)|2γ−1 +
∫
Ω
|f ||Gki,n,ki−1,n(wn)2γ−1|.
Thanks to the choice of kj+1,n, kj,n we can absorb the first integral in the right hand side above into the principal
part. Moreover by means of Ho¨lder and Sobolev Inequalities we get
∫
Ω
|∇Gkj+1,n,kj,n(wn)γ |2 ≤ C
[
‖f‖Lm(Ω)
(∫
Ω
|∇Gkj+1,n,kj,n(wn)γ |2
) 2∗
2m′
+‖E‖LN (Ω)
j−1∑
i=0
‖∇Gki+1,n,ki,n(wn)γ‖L2(Ω)
(∫
Ω
|∇Gkj+1,n,kj,n(wn)γ |2
) 1
2
]
. (3.14)
Let us use now Ho¨lder Inequality to get(∫
Ω
|∇Gkj+1,n,kj,n(wn)γ |2
) 1
2
≤ C
[
‖f‖
m∗∗
2∗
Lm(Ω) + ‖E‖LN (Ω)
j−1∑
i=0
‖∇Gki+1,n,ki,n(wn)γ‖L2(Ω)
]
,
where C = C(α,N,E,m). Arguing as in Lemma 3.2 we recover(∫
Ω
|∇Gkj+1,n,kj,n(wn)γ |2
) 1
2
≤ C(1 + ‖E‖LN (Ω)C)j‖f‖
m∗∗
2∗
Lm(Ω).
Summing over j from 1 to I and using Sobolev Inequality, we conclude that there exists C = C(α,E,N) such
that
‖wn‖Lm(Ω)∗∗ ≤ C‖f‖Lm(Ω).
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We state and prove now the existence and regularity result of this subsection.
Theorem 3.5. Assume (2.2), (2.5) and f ∈ Lm(Ω) with 1 < m < N2 . Hence there exists u solution of (3.2)
such that
• if 1 < m ≤ (2∗)′, then u ∈W 1,m∗0 (Ω),
• if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩ Lm
∗∗
(Ω).
Comment 3.6. Theorem 3.5 is obtained in [30] by means of an alternative approach partially based on a duality
argument.
Proof. Case 1 < m ≤ (2∗)′. Thanks to Lemma 3.3 we infer that there exist a function w ∈ W 1,m∗0 (Ω) such
that up to a subsequence wn ⇀ w in W
1,m∗
0 (Ω). Since m
∗ > NN−1 we take advantage of Lemma 1.11 to deduce
that
∇wn → ∇w a.e. in Ω.
Thus we can pass to the limit as n diverges in (3.3): the first and the last term are trivial; for the second one
notice that
En
1 + 1n |∇wn|
→ E in L(m∗)′(Ω)
because (m∗)′ < N and the almost everywhere convergence of {|∇wn|}.
Case (2∗)′ < m < N2 . Thanks to the previous step we already know that up to a subsequence wn ⇀ w
in W 1,2Ω , where w solves problem (3.2). Moreover taking advantage of Lemma 3.4 we also know that {wn} is
bounded in Lm(Ω)∗∗ and so w itself belongs to such space.
3.1.2 Data in Marcinkiewicz spaces
Let us now deal with the case
|E| ∈ LN (Ω) and f ∈Mm(Ω) with 1 < m < N
2
.
The general strategy is close to the one of Subsection 2.1.2, namely comparison estimate for wn through the
rearrangements of the solutions of a suitable symmetrized problem, and the estimate for |∇wn|, similar to the
one given by Lemma 2.6. Anyway, despite this similarity, the different structure of the lower order term gives
rise to a different simmetrizing procedure.
Now we give the two Lemmas concerning the estimate for wn and |∇wn|.
Lemma 3.7. For any n ∈ N, let wn be the solution of (3.3) and denote with wn its decreasing rearrangement.
It follows that
wn(τ) ≤ z(τ) := C
∫ |Ω|
τ
t
2
N−2+γ
∫ t
0
f(s)s−γdsdt. (3.15)
for γ = 12m′ and C = C(α,m,E,N, γ).
Remark 3.8. The function z(x) = z(ωN |x|N ) solves the symmetrized problem−∆z = C1∇z
x
|x|2 + C2f˜(ωN |x|
N ) in BΩ,
z = 0 on ∂BΩ,
where BΩ is the ball centered at the origin sucht that |BΩ| = |Ω| and Ci = Ci(N,α,E,m, γ) for i = 1, 2.
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Proof. Taking Th(Gk(wn))h , with h > 0 and k ≥ 0, as test function in (3.3) we get
α
h
∫
{k<|wn|<k+h}
|∇wn|2 ≤
∫
{|wn|>k}
|f |+
∫
{|wn|>k}
|∇wn||En(x)| (3.16)
and, passing to the limit with respect to h→ 0,
− d
dk
∫
{|wn|>k}
|∇wn|2 ≤ 1
α
∫
{|wn|>k}
|f |+ 1
α
∫
{|wn|>k}
|∇wn||En(x)|.
Notice that the last integral above can be estimate as follows∫
{|wn|>k}
|∇wn||En(x)| =
∫ +∞
k
(
d
ds
∫
{|wn|>s}
|∇wn||En(x)|
)
ds
≤
∫ +∞
k
(
− d
ds
∫
{|wn|>s}
|D(x)|2
) 1
2
(
− d
ds
∫
{|wn|>s}
|∇wn|2
) 1
2
ds.
Let us set for any n ∈ N and k > 0
An(k) = |{|wn| > k}|,
namely An(k) is the distribution function of wn. Consider moreover Qn(s), with s ∈ (0, |Ω|), the pseudo
rearrangement of |En|2 with respect to wn (see (1.5) for the definition). Thanks to Lemma 1.5 we have that for
all k > 0
Qn(An(k))(−A′n(k)) = −
d
dk
∫
{|wn|>k}
|En(x)|2 and that ‖Qn‖LN/2(0,|Ω|) ≤ ‖E‖LN (Ω). (3.17)
Thus we have
− d
dk
∫
{|wn|>k}
|∇wn|2 ≤ 1
α
∫
{|wn|>k}
|f |
+
1
α
∫ +∞
k
Qn(An(s))
1
2 (−A′n(s))
1
2
(
− d
ds
∫
{|wn|>s}
|∇wn|2
) 1
2
ds.
Using (1.10) we obtain(
− d
dk
∫
{|wn|>k}
|∇wn|2
) 1
2
≤ 1
ασN
An(k)
1
N−1(−A′n(k))
1
2
∫
{|wn|>k}
|f |
+
1
ασN
An(k)
1
N−1(−A′n(k))
1
2
∫ +∞
k
Qn(An(s))
1
2 (−A′n(s))
1
2
(
− d
ds
∫
{|wn|>s}
|∇wn|2
) 1
2
ds.
Let us use Lemma 1.12 and make a change of variable to obtain that(
− d
dk
∫
{|wn|>k}
|∇wn|2
) 1
2
≤ 1
σN
An(k)
1
N−1(−A′n(k))
1
2
∫ An(k)
0
f
+
1
α2σ2N
An(k)
1
N−1(−A′n(k))
1
2
∫ An(k)
0
Qn(s)
1
2 s
1
N f˜(s)e
1
ασN
∫An(k)
s
Qn(τ)
1
2 τ
1
N
−1dτ
ds.
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Recalling that f˜(s) = 1s
∫ s
0
f(τ)dτ , we note that the integral in the second line above can be written as
−ασN
∫ An(k)
0
(∫ s
0
f(τ)dτ
)
d
ds
(
e
1
ασN
∫An(k)
s
Qn(τ)
1
2 τ
1
N
−1dτ
)
ds.
Thus integrating by parts1 we get
(
− d
dk
∫
{|wn|>k}
|∇wn|2
) 1
2
≤ 1
ασN
An(k)
1
N−1(−A′n(k))
1
2
∫ An(k)
0
f(s)e
1
ασN
∫An(k)
s
Qn(τ)
1
2 τ
1
N
−1dτ
ds. (3.18)
Using once more (1.10) and writing the differential inequality for ddswn(s), we get
− d
dt
wn(t) ≤ 1
ασ2N
t
2
N−2
∫ t
0
f(s)e
1
σN
∫ t
s
Qn(τ)
1
2 τ
1
N
−1dτ
ds.
To estimate the exponential in the right hand side above we take advantage of (3.17), to infer that for γ = 12m′
e
1
σN
∫ t
s
Qn(τ)
1
2 τ
1
N
−1dτ ≤ eCγ‖E‖2LN (Ω)
(
t
s
)γ
.
Integrating between τ and |Ω| we obtain
wn(τ) ≤ C
∫ |Ω|
τ
t
2
N−2+γ
∫ t
0
f(s)s−γdsdt.
Lemma 3.9. Let |∇wn| be the decreasing rearrangement of |∇wn|. For any n ∈ N, it result that
1
τ
∫ τ
0
|∇wn| ≤ C
[
1
τ
∫ τ
0
s
1
N−1+γ
(∫ s
0
t−γf(t)dt
)
ds
+
(
1
τ
∫ |Ω|
τ
s2(
1
N−1+γ)
(∫ s
0
t−γf(t)dt
)2
ds
) 1
2
 (3.19)
where C = C(N,α,m, ‖B‖LN (Ω)).
Proof. Recalling Lemma 1.3 and Remark 1.4, we obtain that∫ s
0
|∇wn|dτ =
∫
Ω˜n(s)
|∇wn|dx
=
∫
Ω˜n(s)∩{|wn|>wn(s)}
|∇wn|dx+
∫
Ω˜n(s)∩{|wn|≤wn(s)}
|∇wn|dx
1We can perform integration by parts because
lim
s→0
∫ s
0
f(τ)dτe
1
ασN
∫An(k)
s Qn(τ)
1
2 τ
1
N
−1
dτ ≤ C lim
s→0
1
s
∫ s
0
f(τ)dτAn(k) = 0.
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≤
∫
{|wn|>wn(s)}
|∇wn|dx+
(∫
{|wn|≤wn(s)}
|∇wn|2dx
) 1
2
|Ω˜n(s)| 12 ≤ I1(s) + I
1
2
2 (s)s
1
2 .
Estimate of I2. From (3.18) we also have
− d
dk
∫
{|wn|>k}
|∇wn|2 ≤ CAn(k)2( 1N−1+γ)
(∫ An(k)
0
t−γf(t)dt
)2
(−A′n(k)),
from which we infer that (see (2.23))
d
ds
∫
{|wn|>wn(s)}
|∇wn|2 ≤ Cs2( 1N−1+γ)
(∫ s
0
t−γf(t)dt
)2
.
Integrating between τ and Ω we get
I2 ≤ C
∫ |Ω|
τ
s2(
1
N−1+γ)
(∫ s
0
t−γf(t)dt
)2
ds.
Estimate of I1(s). To deal with I1 recall (2.24) so that
d
ds
∫
{|wn|>un(s)}
|∇wn| ≤
(
d
ds
∫
{|wn|>un(s)}
|∇wn|2
) 1
2
≤ Cs 1N−1+γ
∫ s
0
t−γf(t)dt.
Integrating between 0 and τ we get
I1 =
∫
{|wn|>wn(τ)}
|∇wn| ≤ C
∫ τ
0
s
1
N−1+γ
∫ s
0
t−γf(t)dtds.
Let us now combine the previous results to state and prove the existence and regularity Theorem of this
subsection.
Theorem 3.10. Let us assume (2.2), that E ∈ (LN (Ω))N and that f ∈Mm(Ω) with 1 < m < N2 . Hence there
exists w solution of (3.2). Moreover
• if 1 < m < (2∗)′, then u ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω),
• if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω).
Proof of Theorem 3.10. From (3.15) it follows that for every 1 < m < N2
wn(τ) ≤ C‖f‖Mm(Ω)
∫ |Ω|
τ
t
2
N−2+γ
∫ t
0
s−
1
m−dsdt (3.20)
≤ C‖f‖Mm(Ω)
∫ |Ω|
τ
t
2
N− 1m−1 ≤ C‖f‖Mm(Ω)τ− 1m∗∗ .
where we have used at first that  < 1m′ and that
2
N − 1m < 0. Let us now split the proof in two cases.
Case 1 < m < (2∗)′. As far as the gradient is concerned, thanks to (3.19) we have that
1
τ
∫ τ
0
|∇wn| ≤ C
[
1
τ
∫ τ
0
s
1
N−1+γ
(∫ s
0
t−γf(t)dt
)
ds
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+
(
1
τ
∫ |Ω|
τ
s2(
1
N−1+γ)
(∫ s
0
t−γf(t)dt
)2
ds
) 1
2

≤ C‖f‖Mm(Ω)
1
τ
∫ τ
0
s
1
N− 1m ds+
(
1
τ
∫ |Ω|
τ
s
2
N− 2m
) 1
2
 ≤ C‖f‖Mm(Ω)τ− 1m∗ ,
where we have used that  < 1m′ and that m
∗ < 2, namely m < (2∗)′. Thus we infer that {|∇wn|} is bounded
in W 1,r0 (Ω) with
N
N−1 < r < m
∗. Thus there exist a function v ∈W 1,r0 (Ω) such that up to a subsequence
wn ⇀ v in W
1,r
0 (Ω).
Thanks to this weak convergence we can pass to the limit with respect to n → ∞ both in the principal part of
(3.3) and in the first order term since
En
1 + 1n |∇wn|
→ E in L(r∗)′(Ω).
Hence we proved that there exist a solution of (3.2). Thanks to Proposition 1.1 we also have that |∇w| ∈
Mm
∗
(Ω) and w ∈Mm∗∗(Ω).
Case (2∗)′ < m < N2 . Notice at first that in this range of the parameter m estimate (3.20) implies that {wn}
is bounded in L(2
∗)′(Ω). Taking hence wn as a test function in (3.3) we easily obtain that
‖∇wn‖L2(Ω) ≤ C‖f‖L(2∗)′ (Ω).
Thus we have a weak W 1,20 (Ω) limit w solution of (3.2). Moreover w ∈Mm
∗∗
(Ω).
3.2 Drift term in MN(Ω)
We now focus on problem (3.1) with a drift term with Marcinkiewicz coefficient. As in Chapter 2, we have to
impone a size restriction on E(s).
3.2.1 Data in Lebesgue spaces
Let us state the following result.
Theorem 3.11. Assume (2.2), f ∈Mm(Ω) with 1 < m < 2N and
E ∈MN (Ω) with ‖E‖MN (Ω) < αω
1
N
N N
m− 1
m
. (3.21)
Then there exist u distributional solution of (2.3) and moreover
• if 1 < m < (2∗)′, then u ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω),
• if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω).
Comment 3.12. A special case of Theorem 3.11 is 0 ∈ Ω and
E(x) = B
x
|x|2 with B < α
N − 2m
m
.
Such case has been treated in [69].
Proof. It is really close to the one of Theorem 2.8 and we omit it here for brevity.
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3.2.2 Data in Marcinkiewicz spaces
Let us generalize now Theorem 3.10 in the case E ∈ (MN (Ω))N
Theorem 3.13. Assume (2.2), f ∈Mm(Ω) with 1 < m < 2N and E ∈MN (Ω) such that
E = F + E with F ∈ (L∞(Ω))N and E(s) ≤ B
s
1
N
with B < αω
1
N
N N
m− 1
m
. (3.22)
Then there exist u distributional solution of (2.3) and moreover
• if 1 < m < (2∗)′, then u ∈Mm∗∗(Ω) and |∇u| ∈Mm∗(Ω),
• if (2∗)′ < m < N2 , then u ∈W 1,20 (Ω) ∩Mm
∗∗
(Ω).
Comment 3.14. See Comment 2.11 for the reasons of assumption (3.22).
Proof. As in Chapter 2, to take |E| ∈ MN (Ω) is a variation on the theme of the Lebesgue case, with the non
negligible difference that some control on the size of E is required. Here we follow strategy of Subsection 3.1.2,
stressing the main differences. We split the proof in the following steps.
Step 1. Pointwise estimate for un and |∇un|.
Step 2. Marcinkiewicz a priori estimate for un and |∇un|.
Step 3. Existence and regularity for 1 < m < (2∗)′.
Step 4. Existence and regularity for (2∗)′ < m < N2 .
Step 1. As in the proof of Theorem 2.10, in order to handle assumption (3.22), it is convenient to consider
the following sequence {wn} ⊂W 1,20 (Ω) of solutions of∫
Ω
A(x)∇wn∇ϕ =
∫
Ω
(Fn(x) + En(x)) ∇wn
1 + 1n |∇wn|
ϕ+
∫
Ω
fϕ ∀ ϕ ∈W 1,20 (Ω),
whose existence is assured by Schauder’s fixed point theorem. As usual for k > 0 we set
An(k) = |{|wn| > k}|.
Taking Th(Gk(un))h , with h > 0 and k ≥ 0, as test function and following Lemma 3.7 we obtain(
− d
dk
∫
{|wn|>k}
|∇wn|2
) 1
2
(3.23)
≤ 1
σN
An(k)
1
N−1(−A′n(k))
1
2
∫ An(k)
0
f(s)e
1
ασN
∫An(k)
s
(
Q1,n(τ)
1
2 +Q2,n(τ)
1
2
)
τ
1
N
−1dτ
ds
and
− d
dt
wn(t) ≤ 1
ασ2N
t
2
N−2
∫ t
0
f(s)e
1
σN
∫ t
s
(
Q1,n(τ)
1
2 +Q2,n(τ)
1
2
)
τ
1
N
−1dτ
ds,
where
Q1,n(s) :=
d
ds
∫
Ωn(s)
|F(x)|2dx and Q2,n(s) := d
ds
∫
Ωn(s)
|E(x)|2dx.
By construction we have that
1
ασN
∫ s
t
Q1,n(τ)
1
2 τ
1
N−1dτ ≤ ‖F‖L∞(Ω) N
ασN
|Ω|N
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and, recalling (2.33), also that
1
ασN
∫ s
t
Q2,n(τ)
1
2 τ
1
N−1dτ ≤ NB
2ασN (N − 2) +
B
ασN
log
(s
t
)
.
Thus
wn(τ) ≤ C
∫ |Ω|
τ
t
2
N−2+ BασN
∫ t
0
f(s)s
− BασN dsdt. (3.24)
Once we have (3.23) and (3.24) we infer (as in Lemma 3.9) that
1
τ
∫ τ
0
|∇wn| ≤ C
[
1
τ
∫ τ
0
s
1
N−1+ BασN
∫ s
0
t
− BασN f(t)dtds (3.25)
+
(
1
τ
∫ |Ω|
τ
s
2
(
1
N−1+ BασN
)(∫ s
0
t
− BασN f(t)dt
)2
ds
) 1
2
 .
Step 2. Here the assumptionB < αω 1NN m−1m plays its central role in the achievement of the Marcinkiewicz
estimate for {wn} and {|∇wn|}. From (3.24) we deduce that
wn(τ) ≤ C
∫ |Ω|
τ
t
2
N−2+ BασN
∫ t
0
f(s)s
− BασN dsdt (3.26)
≤ C‖f‖Mm(Ω)
∫ |Ω|
τ
t−
1
m∗∗−1 ≤ C‖f‖Mm(Ω)τ− 1m∗∗
where we used assumption (2.30). Coupling (3.25) with (3.26) it also results (see the second part of the proof of
Theorem 3.10) that
1
τ
∫ τ
0
|∇wn| ≤ C‖f‖Mm(Ω)
1
τ
∫ τ
0
s−
1
m∗ +
(
1
τ
∫ |Ω|
τ
s−
2
m∗
) 1
2
 ≤ C‖f‖Mm(Ω)τ− 1m∗ .
Step 3. From the previous Step we infer the existence of a function w ∈ W 1,r0 (Ω) with 1 < r < NmN−m such
that, up to a subsequence
wn ⇀ w in W
1,r
0 (Ω).
To show that such a w is indeed a solution of (3.2) we have to pass to the limit as n diverge in the family of
equations (3.3). The principal part pass to the limit thanks to the weak convergence of {wn}. In order to deal
with the lower order term notice that for any subset A ⊂ Ω it results (recall that m > 1)∫
A
|∇wn||En(x)| ≤
∫ |A|
0
|∇wn|(s)B(s)ds ≤ C
∫ |A|
0
t−
1
m∗− 1N ≤ C|A| 1m′ ,
that is the equi-integrability of the sequence {∇wn · E(x)
1 + 1n |∇wn|
}
.
This and the almost everywhere convergence of the gradients assured by Lemma 1.11 allows us to take advantage
of Vitali theorem and conclude that the function w satisfies (3.2). Moreover thanks to Proposition 1.1 it follows
that
‖w‖Mm∗∗ (Ω) + ‖∇w‖Mm∗ (Ω) ≤ C‖f‖Mm(Ω).
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Step 4. Form estimate (3.26) we know that {wn} is bounded in Lq(Ω) for 2∗ < q < m∗∗. Thus
∫ |Ω|
0
t−
N
2 w2n(t)dt ≤
(∫ |Ω|
0
wqn(t)dt
) 2
q
(∫ |Ω|
0
t−
2q
N(q−2)
) q−2
q
≤ C
since 1− 2qN(q−2) > 0. Let us take now wn as a test function in (3.3). Using Ho¨lder’s inequality we get
α
(∫
Ω
|∇wn|2
) 1
2
≤
(∫
Ω
|E|2|w|2
) 1
2
+
1
S2 ‖f‖L(2
∗)′ (Ω)
≤ ‖E‖MN (Ω)
(∫
Ω
t−
N
2 w2n
) 1
2
+
1
S2 ‖f‖L(2
∗)′ (Ω) ≤ C.
Hence up to a subsequence {|∇wn|} weakly converge in W 1,20 (Ω) to a function w ∈ W 1,20 (Ω). To show that w
solves (3.2) and belongs to Mm
∗∗
(Ω) we follow exactly the same reasoning of the previous Step.
Chapter 4
Nonlinear operator
Looking at Chapters 2 and 3 one naturally wonders if is possible to extend the results contained therein to a non
linear setting. Moreover the structure of the rearrangement-type estimates suggest to consider data in a general
Lorentz space rather then confine the analysis to Lebesgue or Marcinkiewicz spaces. Here we provide this type
of generalizations.
4.1 Convection lower order term
Given p > 1, the problem we consider in this section is{
−div (a(x,∇u)) = −div(u|u|p−2E(x))+ f(x) in Ω,
u = 0 on ∂Ω,
(4.1)
where the Carathe´odory function a : Ω × RN → RN satisfies (1.14), the vector field E : Ω → RN is such that
(see Remark 2.11)
E = F + E with F ∈ (L∞(Ω))N and E(s) ≤ B
s
p−1
N
with B < α
1
p−1ω
1
N
N
N − pm
(p− 1)m, (4.2)
and the datum f belongs to L1(Ω) or to a Lorentz space Lm,q(Ω) to be specified later. Problem (4.1) has to be
intended in the following weak formulation
u ∈ W 1,10 (Ω) :
|∇u|p−1 ∈ L1(Ω), |u|p−1|E(x)| ∈ L1(Ω) and∫
Ω
a(x,∇u)∇φ =
∫
Ω
|u|p−2uE(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω).
(4.3)
Let us present the first result of this section.
Theorem 4.1. Let us assume f ∈ Lm,q(Ω) and that conditions (1.14) and (4.2) hold true.
If max{1, NN(p−1)+1} < m < (p∗)′ and 0 < q ≤ ∞, then there exists u solution of (4.3) such that
|u| ∈ L (p−1)NmN−mp ,(p−1)q(Ω) and |∇u| ∈ L (p−1)NmN−m ,(p−1)q(Ω).
Theorem 4.1 provides a generalization of Table 1 for non-linear setting and Lorentz data. Anyway it is well
known in the literature that, in the case of both p andm close to 1, some subtleties arise. Indeed, if 1 < p < 2− 1N
and 1 < m < NN(p−1)+1 , the notion of distributional solution is not any more adequate and entropy solutions
have to be introduced, see as an example [28]. We do not treat this case and instead focus on the bordeline values
m = max
{
1, NN(p−1)+1
}
.
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Theorem 4.2. Let us assume m = max{1, NN(p−1)+1} and that conditions (1.14) and (4.2) hold true. (i) If
p > 2− 1N and f ∈ L1(Ω), then there exists u solution of (4.3) such that
|u| ∈ L (p−1)NN−p ,∞(Ω) and |∇u| ∈ L (p−1)NN−1 ,∞(Ω).
(ii) If p > 2− 1N and f ∈ L1,q(Ω) with 0 < q ≤ ∞, then there exists u solution of (4.3) such that
|u| ∈ L (p−1)NN−p ,(p−1)q(Ω) and |∇u| ∈ L (p−1)NN−1 ,(p−1)q(Ω).
(iii) If p = 2− 1N and f ∈ L1,q(Ω) with 0 < q ≤ 1p−1 = NN−1 , then there exists u solution of (4.3) such that
|u| ∈ L NN−1 ,N−1N q(Ω) and |∇u| ∈ L1,(p−1)q(Ω).
(iv) If p < 2− 1N and f ∈ Lm,q(Ω) with m = NN(p−1)+1 0 < q ≤ 1p−1 , then there exists u solution of (4.3) such
that
|u| ∈ L NN−1 ,(p−1)q(Ω) and |∇u| ∈ L1,(p−1)q(Ω).
The main observation on Theorems 4.1 and 4.2 is that, also in this nonlinear Lorentz setting, we recover the
same results of the case E ≡ 0 (see [4], [35], [76] and reference therein). Let us briefly comment Theorem
4.2. In points (i) and (ii) the summability of the data assures that |∇u| belongs to a Lebesgue space smaller
(more regular) than L1(Ω). We refer to the Appendix the definition of L1,q(Ω) and the fact that L1,1(Ω) =
L logL(Ω) ⊂ L1(Ω) (see Lemma 1.8 in Chapter 1, [18]).
On the contrary, in points (iii) and (iv), the gradient belongs to Lorentz spaces with first exponent equal to 1.
Such spaces are contained at best in L1(Ω) and this make more difficult the proof of the result because L1(Ω) is
not reflexive. We refer to [35] for related results restricted to the Lebesgue framework.
4.1.1 Proof of the results
Before proving our main results, we need three preliminary Lemmas. The first one is devoted to the achievement
of a point-wise estimate for un, the solution of (1.15). The second Lemma gives the estimate relative to the
decreasing rearrangement of ∇un. The third one provides the required Lorentz bounds for the sequences {un}
and {|∇un|}.
Lemma 4.3. Let us assume (1.14) and (4.2). For any n ∈ N, let un be the solution of (1.15) and denote with
un its decreasing rearrangement. It follows that
un(t) ≤ v(t) := C
tγ
∫ |Ω|
t
s
p′
N +γ−1f˜(s)
1
p−1 ds, (4.4)
where C = C(N,α, p, E,m) and γ < N−pm(p−1)Nm .
Remark 4.4. See Remark 2.5 for the meaning of v(t).
Proof. Let us take Th(Gk(un))h with h > 0 and k ≥ 0 as test function in (1.15). Thanks to assumption (1.14) we
get
α
h
∫
{k<|un|<k+h}
|∇un|p ≤
∫
{|un|>k}
|f |+ (k + h)
p−1
h
∫
{k<|un|<k+h}
|E||∇un|. (4.5)
Let us set for any n ∈ N and k > 0
An(k) = |{|un| > k}|,
namely An(k) is the distribution function of un. Consider moreover D1,n(s) and D2,n(s), with s ∈ (0, |Ω|), the
pseudo rearrangements of |F|2 and |E|2 with respect to un (see (1.5) for the definition). Thanks to Lemma 1.5
we have that for k > 0
D1,n(An(k))(−A′n(k)) = −
d
dk
∫
{|un|>k}
|F|p′ and D2,n(An(k))(−A′n(k)) = −
d
dk
∫
{|un|>k}
|E|p′ .
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Setting Dn(s) = D1,n(s) + D2,n(s), to have a more compact notation, and following the same argument of
Lemma 2.4 and Theorem 2.10, we obtain(
− d
dk
∫
{|un|>k}
|∇un|p
) 1
p′
≤ An(k)
( 1N−1)
ασN
∫
{|un|>k}
|f |(−A′n(k)) 1p′ + kp−1α Dn(An(k)) 1p′ (−A′n(k)) 1p′ , (4.6)
that can be rewritten, using (1.10), as
1 ≤
[
An(k)
p( 1N−1)
ασpN
∫
{|un|>k}
|f |+ k
p−1
ασp−1N
Dn(An(k))
1
p′An(k)
( 1N−1)(p−1)
]
(−A′n(k))p−1.
Hence
− d
ds
un(s) ≤
[
sp(
1
N−1)
ασpN
∫ s
0
f¯ +
1
ασp−1N
Dn(s)
1
p′ s(
1
N−1)(p−1)up−1n (s)
] 1
p−1
≤ Cδsp′( 1N−1)
(∫ s
0
f¯(τ)dτ
) 1
p−1
+
δ
α
1
p−1σN
Dn(s) 1p s 1N−1un(s),
where δ > 1 is such that
γ =
δB
α
1
p−1σN
<
N − pm
(p− 1)Nm.
This is possible thanks to assumption (4.2). Defining the auxiliary function
Rn(s) = e
γ
B
∫ s
t
Dn(τ)
1
p τ
1
N
−1dτ ,
we finally deduce that
− d
ds
(
R(s)un(s)
) ≤ Csp′( 1N−1)Rn(s)(∫ s
0
f¯(τ)dτ
) 1
p−1
.
In order to estimate Rn(s) we recall the definition of Dn and Lemma 1.6. It results that∫ s
t
D1,n(τ)
1
p τ
1
N−1dτ ≤ ‖F‖L∞(Ω) N
α
1
p−1σN
|Ω| 1N
and that ∫ s
t
D2,n(τ)
1
p τ
1
N−1dτ ≤ 1
pBp−1
∫ s
t
D2,n(τ)τ
p
N−1dτ +
B
p′
∫ s
t
1
τ
dτ
≤ 1
pBp−1
[
s
p
N−1
∫ s
0
Ep
′
− t pN−1
∫ t
0
Ep
′
− p−N
N
∫ s
t
τ
p
N−2
∫ τ
0
Ep
′
dτ
]
+
B
p′
log
(s
t
)
≤ NB
p(N − p) +B log
(s
t
)
,
where we have used Young Inequality, integration by parts and assumption (4.2). Thus we have that
Rn(s) = e
γ
B
∫ s
t
Dn(τ)
1
p τ
1
N
−1dτ ≤ C
(s
t
)γ
.
Integrating between t and |Ω| and recalling that by definition of both un(|Ω|) = 0 and R(t) = 1, we get
un(t) = −R(|Ω|)un(|Ω|) +R(t)un(t) ≤ C1
tγ
∫ |Ω|
t
sp
′( 1N−1)+γ
(∫ s
0
f¯(τ)dτ
) 1
p−1
ds.
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The next Lemma provide the estimate relative to the decreasing rearrangement of∇un.
Lemma 4.5. Let us assume (1.14) and (4.2). Let |∇un| be the decreasing rearrangement of |∇un|. There exists
C = C(N,α, p, E,m) such that
1
s
∫ s
0
|∇un|p−1 ≤ C
[
1
s
∫ s
0
(
v(t)p−1Dn(t)
1
p′
+f˜(t)t
1
N
)
dt+
(
1
s
∫ |Ω|
s
(
v(t)pDn(t) + f˜(t)p′t
p′
N
)
dt
) 1
p′
 , (4.7)
where v(t) is defined in (4.4).
Proof. Taking advantage of Lemma 1.3 (see Remark 1.4), it follows that∫ s
0
|∇un|p−1dτ =
∫
Ω˜s
|∇un|p−1dx
=
∫
Ω˜s∩{|un|>un(s)}
|∇un|p−1dx+
∫
Ω˜s∩{|un|≤un(s)}
|∇un|p−1dx
≤
∫
{|un|>un(s)}
|∇un|p−1dx+
(∫
{|un|≤un(s)}
|∇un|pdx
) 1
p′
|Ω˜s| 1p ≤ I1(s) + I
1
p′
2 (s)s
1
p .
As far as I2 is concerned we infer from (4.6) that
d
ds
∫
{|un|>un(s)}
|∇un|p = d
dk
∫
{|un|>k}
|∇un|p
∣∣∣∣∣
k=un(s)
d
ds
un(s)
≤ C
[
un(s)
pDn(s) + s
p′
N f˜(s)p
′]
.
Integrating between s and |Ω|, we get
I2 =
∫
{|un|≤un(s)}
|∇un|p = −
∫
{|un|>un(s)}
|∇un|p +
∫
Ω
|∇un|p
≤ C
[∫ |Ω|
s
un(t)
pDn(t) + t
p′
N f˜(t)p
′
dt
]
.
In order to estimate I1 notice that ∫
{un(s)≤|un|<un(s+h)}
|∇un|p−1
≤
(∫
{un(s)≤|un|<un(s+h)}
|∇un|p
) 1
p′
|{un(s) ≤ |un| < un(s+ h)}| 1p ,
that, passing to the limit as h→ 0 and recalling that |{|un| > un(s)}|′ ≤ 1, gives
d
ds
∫
{|un|>un(s)}
|∇un|p−1 ≤
(
d
ds
∫
{|un|>un(s)}
|∇un|p
) 1
p′
≤ C
(
un(s)
p−1D
1
p′
n (s) + f˜(s)s
1
N
)
Hence we have the following estimate for I1
I1 ≤ C
∫ s
0
(
un(t)
p−1D
1
p′
n (t) + f˜(t)t
1
N
)
dt.
Putting together the obtained information for I1 and I2 we prove (4.7).
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The previous estimates on the decreasing rearrangements of un and ∇un allow us to obtain the following
Lorentz estimates in function of the Lorentz summability of the datum f .
Lemma 4.6. (i) If f ∈ Lm,q(Ω) with 1 < m < (p∗)′ and 0 < q ≤ ∞, then
‖un‖
L
(p−1)Nm
N−pm ,(p−1)q(Ω)
≤ C‖f‖Lm,q(Ω) and ‖∇un‖
L
(p−1)Nm
N−m ,(p−1)q(Ω)
≤ C‖f‖Lm,q(Ω).
(ii) If f ∈ L1,q(Ω) with 0 < q ≤ ∞
‖un‖
L
(p−1)N
N−p ,(p−1)q(Ω)
≤ C‖f‖L1,q(Ω) and ‖∇un‖
L
(p−1)N
N−1 ,(p−1)q(Ω)
≤ C‖f‖f∈L1,q(Ω).
(iii) If f ∈ L1(Ω), then
‖un‖
L
(p−1)N
N−p ,∞(Ω)
≤ C‖f‖L1(Ω) and ‖∇un‖
L
(p−1)N
N−1 ,∞(Ω)
≤ C‖f‖L1(Ω).
Proof. Point (i). Le us start with the f ∈ Lm,q(Ω) with 1 ≤ m < (p∗)′ and 0 < q < ∞. Estimate for {wn}.
Using (4.4) we get
‖|u|p−1‖q
L
Nm
N−pm ,q(Ω)
=
∫ +∞
0
t
q(N−pm)
Nm u(t)(p−1)q
dt
t
≤ C
∫ +∞
0
t
q(N−pm)
Nm −γ(p−1)q
(∫ |Ω|
t
s
p′
N +γ−1f˜(s)
1
p−1 ds
)(p−1)q
dt
t
= C
∫ ∞
0
t
q(N−pm)
Nm −γ(p−1)q+(p−1)q
(∫ |Ω|
t
s
p′
N +γ−1f˜
1
p−1
t
)(p−1)q
dt
t
≤ C
∫ ∞
0
t
q
m f
q dt
t
,
where the last inequality comes from Lemma 1.9 with δ = N−pmNm(p−1) − γ + 1, that is strictly bigger the one
thanks to the choice of γ. In the case q = +∞, we obtain directly from (4.4) that
u(s) ≤ C
s
N−pm
Nm(p−1)
‖f‖Lm,∞(Ω).
Estimate for {∇wn}. Thank to Lemma 1.6 estimate (4.7) can be rewritten as
1
s
∫ s
0
|∇un|p−1 ≤ C
1
s
∫ s
0
(
v(t)p−1t−
p−1
N + f˜ t
1
N
)
dt+
(
1
s
∫ |Ω|
s
(
v(t)pt−
p
N + f˜p
′
t
p′
N
)
dt
) 1
p′
 . (4.8)
In order to prove the membership of the four terms above to Lm
∗,q(Ω) we use Lemma 1.9∫ ∞
0
s
q
m∗
(
1
s
∫ s
0
v(t)p−1t−
p−1
N dt
)q
ds
s
≤ C
∫ ∞
0
s
q(N−pm)
Nm v(s)(p−1)q
ds
s
<∞,
∫ ∞
0
s
q
m∗
(
1
s
∫ s
0
f˜(t)t
1
N dt
)q
ds
s
≤ C
∫ ∞
0
s
q
m f˜(s)q
ds
s
<∞
and ∫ +∞
0
s
q
m∗
(
1
s
∫ |Ω|
s
f˜(t)p
′
t
p′
N dt
) q
p′
ds
s
≤
∫ +∞
0
s
q
m f˜(s)q
ds
s
<∞,
+
∫ +∞
0
s
q
m∗
(
1
s
∫ |Ω|
s
v(t)p
t
p
N
dt
) q
p′
ds
s
≤
∫ +∞
0
s
q(N−pm)
Nm v(s)(p−1)q
ds
s
<∞.
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where we take δ = 1m∗ < 1 in the first two cases and δ =
p′
m∗ < 1 (recall thatm < (p
∗)′) in the last ones. Hence
we have that
‖∇un‖q
L
(p−1)Nm
N−m ,(p−1)q(Ω)
≤
∫ ∞
0
τ
q
m∗
(
1
s
∫ τ
0
|∇wn|p−1(t)dt
)q
dτ
τ
≤ C‖f‖Lm,q(Ω).
In the case q =∞ we obtain by direct calculation from (4.8) that
‖∇u‖
L
(p−1)Nm
N−m ,∞(Ω)
≤ C‖f‖Lm,∞(Ω).
Point (ii). It follows exactly the same argument of Point (i).
Point (iii). Inequality (4.4) becomes
un(t) ≤ v(t) ≤ C‖f‖L1(Ω) 1
tγ
∫ |Ω|
t
sp
′( 1N−1)+γds ≤ C‖f‖L1(Ω)t−
N−p
(p−1)N ,
where we have used the fact that p′
(
1
N − 1
)
+ γ + 1 < 0. On the other hand we have that
1
t
∫ t
0
|∇un|p−1 ≤ C‖f‖L1(Ω)
[
1
t
∫ t
0
s
1
N−1ds+
(
1
t
∫ t
0
sp
′( 1N−1)ds
)
1
p′
]
≤ C‖f‖L1(Ω)t−
N−1
N ,
and thus the proof is concluded.
Now we are in the position of proving Theorems 4.1 and 4.2. We start from the latter.
Proof of Theorem 4.2. Case (i). Let us start with the case p > 2 − 1N and f ∈ L1(Ω). From Lemma 4.6 we
deduce that the {|∇un|} is bounded in L
(p−1)N
N−1 ,∞(Ω) and, in turn, in Lr(Ω) for 1 < r < (p−1)NN−1 . Hence
there exists u ∈ W 1,r0 (Ω) such that un ⇀ u in W 1,r0 (Ω). Thanks to the almost everywhere convergence of the
gradients proved in Lemma 1.10, we infer that
∇un → ∇u in L rp−1 (Ω).
Recalling that it is possible to choose r so that rp−1 > 1, we also have that
|∇un|p−2∇un → |∇u|p−2∇u in L1(Ω).
Thus we can pass to the limit in the right hand side of (1.15) for every φ ∈ C10 (Ω). In order to handle the lower
order term, notice that for every measurable ω ⊂ Ω it follows that∫
ω
|un|p−1|En| ≤
∫ |ω|
0
vp−1(t)t−
p−1
N dt ≤ C‖f‖L1(Ω)
∫ |ω|
0
t−
N−p
N − p−1N ≤ C|ω| 1N , (4.9)
where we used Lemma 4.6. This together with the a.e. convergence of un allows us to take advantage of Vitali
Theorem and prove that∫
Ω
a(x,∇u)∇φ =
∫
Ω
u|u|p−2 E(x)∇φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω).
From Proposition 1.1 we easily infer that
|u|p−1 ∈ L NN−p ,∞(Ω) and |∇u|p−1 ∈ L NN−1 ,∞(Ω).
Case (ii). If p > 2− 1N and f ∈ L1,q(Ω) with 0 < q ≤ ∞, since N(p−1)N−1 > 1 and following the same arguments
of the previous step, we infer that there exists u distributional solution of (4.1) such that
|u| ∈ L (p−1)NN−p ,(p−1)q(Ω) and |∇u| ∈ L (p−1)NN−1 ,(p−1)q(Ω).
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Case (iii). On the other hand, if p = 2 − 1N and f ∈ L1,q(Ω) with 0 < q ≤ 1p−1 = NN−1 , Lemma 4.6 implies
that {|∇un|} is bounded in L1(Ω). Since L1(Ω) is not reflexive, this is not enough to assure the existence of a
weakly converging subsequence. In order to recover a compactness property for {|∇un|}, we need to prove its
equi-integrability (see [35]). For it, let ω be a measurable subset of Ω and notice that∫
ω
|∇un(x)|dx ≤
∫ |ω|
0
|∇un|(t)dt ≤
∫ |ω|
0
t
(
1
t
∫ s
0
|∇un|p−1
) N
N−1 dt
t
(4.10)
≤
∫ |ω|
0
t
1
t
∫ t
0
(
v(s)p−1s−
p−1
N + f˜ s
1
N
)
ds+
(
1
t
∫ |Ω|
t
(
v(s)ps−
p
N + f˜p
′
s
p′
N
)
ds
) 1
p′

N
N−1
dt
t
where the last inequality comes from (4.8). Lemma 4.6 with f ∈ L1, NN−1 (Ω) implies that
∫ |Ω|
0
t
1
t
∫ t
0
(
v(s)p−1s−
p−1
N + f˜ s
1
N
)
ds+
(
1
t
∫ |Ω|
t
(
v(s)ps−
p
N + f˜p
′
s
p′
N
)
ds
) 1
p′

N
N−1
dt
t
≤ C
∫ |Ω|
0
(
tf˜(t)
) N
N−1 dt
t
= C‖f‖
L1,
N
N−1 (Ω)
.
This means that the function1
t
∫ t
0
(
v(s)p−1s−
p−1
N + f˜ s
1
N
)
ds+
(
1
t
∫ |Ω|
t
(
v(s)ps−
p
N + f˜p
′
s
p′
N
)
ds
) 1
p′

N
N−1
belongs to L1(0, |Ω|). This consideration and inequality (4.10) imply that for every  there exists δ > 0 such that∫
ω
|∇un(x)|dx ≤  ∀ ω ⊂ Ω with |ω| < δ.
Hence we take advantage of Dunford-Pettis Theorem to infer the existence of a vector field L ∈ (L1(Ω))N such
that
∇un ⇀ L in
(
L1(Ω)
)N
.
By the very definition of weak gradient of a Sobolev function it results that∫
Ω
∇unF = −
∫
Ω
undiv(F ) ∀ F ∈ (C∞0 (Ω))N . (4.11)
Thanks to the weak convergence of ∇un in
(
L1(Ω)
)N
and the strong convergence of un in L1(Ω) (Lemma 4.6
says that indeed un strongly converge to u in Lr(Ω) with 1 < r < NN−1 ), we can pass to the limit in the equation
above and deduce that F ≡ ∇u.
At this point, thanks to the almost convergence of∇un to ∇u (see Lemma 1.10), we can infer that indeed
∇un → ∇u in
(
L1(Ω)
)N
.
Since p− 1 = 1− 1N < 1, we also have that |∇un|p−2∇un → |∇u|p−2∇u in L1(Ω). We follow the arguments
of the previous step to conclude that u is a solution of (4.1). Moreover, thanks to the almost everywhere of both
{un} and {|∇un|}, it results
|u| ∈ LN−1N−p ,(p−1)q(Ω) and |∇u| ∈ L1,(p−1)q(Ω).
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Case (iv). The case p < 2− 1N and f ∈ Lm,q(Ω) withm = NN(p−1)+1 and 0 < q ≤ 1p−1 is handled similarly
to the Case (ii). Indeed for the considered values of m it results (p−1)NmN−pm = 1, thus Lemma 4.6 implies that
{|∇un|} is bounded in L1(Ω). Reasoning as in (4.10), (4.11) and using the almost everywhere convergence of
the gradient, we conclude that
∇un → ∇u in
(
L1(Ω)
)N
.
From now on the proof is close to the one of the previous case.
Proof of Theorem 4.1. Case (i). Following the same argument of the first step of the proof of Theorem 4.1. We
infer that there exists u ∈W 1,r0 (Ω) with 1 < r < Nm(p−1)N−m such that up to a subsequence
∇un → ∇u in L rp−1 (Ω).
Since it is possible to chose r so that rp−1 > 1, we deduce that
|∇un|p−2∇un → |∇u|p−2∇u in L1(Ω).
To to pass to the limit in (1.15) it is enough to notice that (4.9) is still valid. We also have that
|u|p−1 ∈ L NN−p ,∞(Ω) and |∇u|p−1 ∈ L NN−1 ,∞(Ω).
4.2 Drift lower order term
Finally let us focus on nonlinear drift term. Let us consider, for p > 1,{
−div (a(x,∇w)) = |∇w|p−2∇wE(x) + f(x) in Ω,
u = 0 on ∂Ω,
(4.12)
where Ω is a bounded open set of RN withN > 2, the Carathe´odory function a : Ω×RN → RN satisfies (1.14),
the datum f belongs to some Lebesgue or Lorentz space to be specified later and the vector field E : Ω→ RN is
such that
E = F + E with F ∈ (L∞(Ω))N and E(s) ≤ B
s
1
N
with B < αω
1
N
N N
m− 1
m
. (4.13)
We consider the following weak formulation of problem (4.12).
u ∈ W 1,10 (Ω) :
|∇u|p−1 ∈ L1(Ω), |∇u|p−1|E(x)| ∈ L1(Ω) and∫
Ω
a(x,∇u)∇φ =
∫
Ω
|∇u|p−2∇uE(x)φ+
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω).
(4.14)
The main result of this section is the following.
Theorem 4.7. Let us assume f ∈ Lm,q(Ω) and that conditions (1.14) and (4.13) hold true.
(i) If max{1, NN(p−1)+1} < m < (p∗)′ and 0 < q ≤ ∞, then there exist u solution of (4.14) such that
|u| ∈ L (p−1)NmN−pm ,(p−1)q(Ω) and |∇u| ∈ L (p−1)NmN−m ,(p−1)q(Ω).
Notice that assumption (4.13) becomes more restrictive as m → 1. Here we not consider the limit case
m = 1 and refer the interested reader to [50] and [21].
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4.2.1 Proof of the results
In the next Lemma we recover the pointwise estimate for the the rearrangement of wn, the solution of (1.16),
and∇wn.
Lemma 4.8. The sequence {wn} of solution of (1.16) satisfies the following estimates:
wn(τ) ≤ z(t) := C
∫ |Ω|
τ
t
p′( 1N−1)+ BασN (p−1)
(∫ t
0
f(s)s
− BασN ds
) 1
p−1
dt (4.15)
and
1
s
∫ s
0
|∇wn|p−1 ≤ C
[
1
s
∫ s
0
t
1
N−1+ BασN
(∫ t
0
f(τ)τ
− BασN dτ
)
dt
+
(
1
s
∫ |Ω|
s
t
p′
(
1
N−1+ BασN
)(∫ t
0
f(τ)τ
− BασN dτ
)p′
dt
) 1
p′
 . (4.16)
Proof. Let us set for any n ∈ N and k > 0
An(k) = |{|wn| > k}|,
namely An(k) is the distribution function of wn. Following the same arguments of Lemma 3.7 we obtain that(
− d
dk
∫
{|wn|>k}
|∇wn|p
) 1
p′
≤
1
ασN
An(k)
1
N−1(−A′n(k))
1
p′
∫ An(k)
0
f(s)e
1
ασN
∫An(k)
s
(
Q1,n(τ)
1
p+Q2,n(τ)
1
p
)
τ
1
N
−1dτ
ds.
where
Q1,n(s) :=
d
ds
∫
Ωn(s)
|F(x)|pdx and Q2,n(s) := d
ds
∫
Ωn(s)
|E(x)|pdx.
By construction and Lemma 1.6 we deduce that ‖Q1,n‖L∞(Ω) ≤ C‖F‖pL∞(Ω) and moreover, by means of Young
Inequality and integration by parts, we have that∫ t
s
Qn(τ)
1
p τ
1
N−1dτ ≤ NB
p(N − p) +B log
(
t
s
)
.
Thus we recover the following estimate for wn
wn(τ) ≤ C
∫ |Ω|
τ
t
p′( 1N−1)+ BασN (p−1)
(∫ t
0
f(s)s
− BασN ds
) 1
p−1
dt.
In order to obtain the estimate for the gradient, we follow Lemma 3.9 to get
1
s
∫ s
0
|∇wn|p−1 ≤ C
[
1
s
∫ s
0
t
1
N−1+ BασN
(∫ t
0
f(τ)τ
− BασN dτ
)
dt
+
(
1
s
∫ |Ω|
s
t
p′
(
1
N−1+ BασN
)(∫ t
0
f(τ)τ
− BασN dτ
)p′
dt
) 1
p′

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Lemma 4.9. There exist two constant C = C(α, p,E,N) and C˜ = C˜(α, p,E,N) such that
‖wn‖L[(p−1)m∗]∗,(p−1)q(Ω) ≤ C‖f‖Lm,q(Ω) and ‖∇wn‖L(p−1)m∗,(p−1)q(Ω) ≤ C˜‖f‖Lm,q(Ω).
Proof. Estimate for {wn}. Assume tha q >∞. From (4.15) it follows that
‖wn‖q
L
(p−1)Nm
N−pm ,(p−1)q(Ω)
=
∫ +∞
0
t
q(N−pm)
Nm wn(t)
q dt
t
≤ C
∫ +∞
0
τ
q(N−pm)
Nm +(p−1)q
(
1
τ
∫ |Ω|
τ
t
p′( 1N−1)+ BασN (p−1)
(∫ t
0
f(s)s
− BασN ds
) 1
p−1
dt
)(p−1)q
dτ
τ
≤ C
[∫ +∞
0
τ
q
m+
qB
ασN
(
τ−1
∫ τ
0
t
− BασN f(t)dt
)q
dτ
τ
]
≤ C
∫ ∞
0
t
q
m f
q dt
t
,
where we used Lemma 1.9 twice, once with δ = N−pm(p−1)Nm + 1 > 1 and once with δ =
1
m +
B
ασN
< 1. If q =∞
directly from (4.15) we obtain that
H10 (Ω)n ≤ C‖f‖Lm,∞(Ω)t−
N−pm
(p−1)Nm .
Estimate for {|∇wn|}. Let us start with∫ ∞
0
τ
q
m∗
(
1
τ
∫ τ
0
s
1
N−1+ BασN
∫ s
0
t
− BασN f(t)dtds
)q
dτ
τ
≤ C
∫ ∞
0
τ
q
m+q
B
ασN
(
1
τ
∫ τ
0
t
− BασN f(t)dt
)q
dτ
τ
≤ C
∫ ∞
0
τ
q
m f(τ)q
dτ
τ
.
Moreover ∫ ∞
0
τ
q
m∗
(
1
τ
∫ |Ω|
τ
t
p′
(
1
N−1+ BασN
)(∫ t
0
f(τ)τ
− BασN dτ
)p′
dt
) q
p′
dτ
τ
≤ C
∫ ∞
0
τ
q
m+
qB
ασN
(
1
s
∫ τ
0
t
− BασN f(t)dt
)q
dτ
τ
≤ C
∫ ∞
0
τ
q
m f
q dτ
τ
,
where we used Lemma 1.9 twice, once with δ = p
′
m∗ > 1 and once with δ =
1
m +
B
ασN
< 1. Hence we have that
‖∇wn‖q
L
(p−1)Nm
N−m ,(p−1)q(Ω)
≤
∫ ∞
0
τ
q
m∗
(
1
s
∫ τ
0
|∇wn|p−1(t)dt
)q
dτ
τ
≤
∫ ∞
0
τ
q
m f
q dτ
τ
.
If q =∞ directly from (4.16) we obtain that
|∇wn| ≤ C‖f‖Lm,∞(Ω)t−
N−m
(p−1)Nm .
Proof of Theorem 4.7. Is really close to the one of Theorem 3.13 and we omit it for brevity.
Chapter 5
Elliptic problems with L1(Ω) coefficients
The main topic of this chapter is the problem{
−div(A(x)|∇u|p−2∇u) = f(x) in Ω,
u = 0 on ∂Ω,
(5.1)
where Ω is an open bounded subset of RN , with N > 2, and p is a real number such that 1 < p < N and the
function A(x) satisfies, for α > 0,
A ∈ L1(Ω), A(x) ≥ α. (5.2)
We show that, despite the presence of the singular coefficient A(x), for any f ∈ L(p∗)′(Ω) there exists u ∈
W 1,p0 (Ω) distributional solution of (5.1); if f belongs merely to L
1(Ω), we still prove that there exists a solution
of (5.1) in the entropy sense (see next section for the precise meaning of solutions).
Thereafter we use the techniques developed to solve problem (5.1) to obtain existence results for problems with
semilinear and quasilinear lower order terms. Finally we consider a more general nonlinear differential operator
in divergence form.
The linear version of problem (5.1), with general L1(Ω) coefficients, has been addressed for the first time by
Trudinger in [88], using duality method between weighted Sobolev Spaces. More recently, always in the linear
case, problem (5.1) is considered in [32] without the weighted framework but with stronger assumptions on the
summability of A(x), that has to be at least an L2(Ω) function. We stress that the previously quoted papers deal
also with possibly degenerate coefficients, while here we always assume (5.2).
As far as semilinear lower order terms are concerned, we refer to the classical paper [43] and to the more recent
ones [38] and [46]. For quasilinear lower order terms, we follow the monograph [33] (see the bibliography
therein for the original references). Finally we consider some generalizations of Leray-Lions operators in the
spirit of [68] and [80].
With respect to the existent literature, our contribution is to generalize some of the results of [88] to a wide
class of nonlinear problems. The difficulties, arising from both the nonlinearity of the operator and the singularity
of the coefficient, will be solved by coupling energy estimates of type∫
A(x)|∇u|p <∞,
with a modified version of the classical Minty Lemma (see [40]). We stress that in our treatment we avoid the
use of weighted Sobolev spaces.
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Before stating our results we give some notation. In the sequel we are going to use the following useful
cutoff functions (see [85]): the truncation function Tj : R→ R with j > 0, defined as
Tj(s) = max{min{j, s},−j},
and the complementary of the truncation function Gj : R→ R with j > 0, defined as
Gj(s) = s− Tj(s).
Note that the previous functions are Lipschitz and their value at 0 is 0. Hence if v ∈ W 1,p0 (Ω) it follows that
Tj(v), Gj(v) ∈W 1,p0 (Ω).
We moreover define the space of functions
Xp0 (Ω) :=
{
ϕ ∈W 1,p0 (Ω) such that
∫
Ω
A(x)|∇ϕ|p <∞
}
. (5.3)
We also adopt the following notation
An = Tn(A), and fn = Tn(f).
With Ci, i ∈ N, we indicate generic positive constants that may depend on the dimension N , on the real number
p, on the domain Ω, on the Sobolev constant and on the other data of the problem, while with n we indicate a
generic sequence that goes to zero as n diverges.
5.1 Statement of the main results
We say that a measurable function u : Ω→ R is a distributional solution of (5.1) if
u ∈ Xp0 (Ω) and
∫
Ω
A(x)|∇u|p−2∇u∇φ =
∫
Ω
f(x)φ ∀ φ ∈ Xp0 (Ω). (5.4)
The second meaning of solution that we consider is the one introduced for the first time in [17]. Let us define
T 1,p0 (Ω) :=
{
u : Ω→ R measurable such that Tk(u) ∈W 1,p0 (Ω) ∀ k > 0
}
,
i.e. the set of measurable functions whose truncates belong to W 1,p0 (Ω) (we refer to [17] for more details). We
say that u ∈ T 1,p0 (Ω) is an entropy solution of (5.1) if
∀ k > 0,
∫
Ω
A(x)|∇Tk(u)|p <∞ and∫
Ω
A(x)|∇u|p−2∇u∇Tk(u− φ) =
∫
Ω
f(x)Tk(u− φ) ∀ φ ∈ Xp0 (Ω) ∩ L∞(Ω).
(5.5)
We state now our first result.
Theorem 5.1. Let us assume that the function A(x) satisfies (5.2) and that f ∈ L(p∗)′(Ω). Hence there exists
u ∈ Xp0 (Ω) distributional solution of (5.1). If f ∈ L1(Ω) there exists u ∈ T 1,p0 (Ω) entropy solution of (5.1).
Let us recall that, for p large enough (p > 2 − 1N ), f ∈ L1(Ω) and A ∈ L∞(Ω), problem (5.1) admits a
distributional solution in W 1,q0 (Ω) with q <
(p−1)N
N−1 (see [17]). Unfortunately, in this unbounded setting, we are
not able to recover the same type of result and thus we have to use the weaker notion (5.5) of entropy solutions
(see Remark 5.9). The main obstacle is that there exist no weighted versions of Sobolev Embeddings for a gen-
eral L1(Ω) weight.
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The second type of problems we deal with presents a semilinear lower order term with sign condition. It
is known in the literature that such a lower order term can give a regularizing effect to the summability of the
solution and of its gradient (see [38] and [46]). Let us hence consider{
−div(A(x)|∇u|p−2∇u) +B(x)|u|q−2u = f in Ω,
u = 0 on ∂Ω,
(5.6)
where q > 1 and the the function B(x) satisfies, for δ > 0,
B ∈ L1(Ω), δA(x) ≤ B(x). (5.7)
We state then our second existence result.
Theorem 5.2. Let us assume (5.2), q > max{p, pp−1} and f ∈ L1(Ω). Then there exists u ∈ W 1,r0 (Ω)
r < p(q−1)q solution of (5.6) in the following weak sense∫
Ω
A(x)|∇u|r +
∫
Ω
B(x)|u|q−1 <∞ and∫
Ω
A(x)|∇u|p−2∇u∇φ+
∫
Ω
B(x)|u|q−2uφ =
∫
Ω
f(x)φ ∀φ ∈ C10 (Ω).
(5.8)
Moreover, if f ∈ Lq′(Ω) with q > p∗, it holds that u ∈W 1,p0 (Ω) and∫
Ω
A(x)|∇u|p +
∫
Ω
B(x)|u|q <∞. (5.9)
Remark 5.3. Note that q > pp−1 implies
p(q−1)
q > 1 and hence there exist values of r such that 1 < r <
p(q−1)
q .
On the other hand, the fact that q > p implies that rp−1 > 1; thus we can use Ho¨lder inequality (with coefficients
r
p−1 and
r
r−p+1 ) to check that the first integral in the left hand side of (5.8) is well defined. Finally note that
if q > p∗, then q′ < (p∗)′ and thus the enhanced regularity (5.9) is due to a further regularizing effect of the
semilinear lower order term. Other regularizing effects given by the interaction of the coefficients of semilinear
elliptic problems are considered in [9].
The third type of problems that we study is{
−div(A(x)|∇u|p−2∇u) +D(x)g(u)|∇u|p = f(x) in Ω,
u = 0 on ∂Ω,
(5.10)
where A(x) is as in (5.2), D(x) ≥ 0 belongs to L1(Ω) and the function g : R→ R satisfies
g ∈ C(R) and g(s)s ≥ 0 for s ∈ R. (5.11)
The literature about problems with lower order terms with natural growth with respect to the gradient is huge
(see the monograph [33] and reference therein) and the main novelty here is that the functions A(x) and D(x)
are not bounded. It is worthy to stress that, if D ∈ L1(Ω), there are no results available for problems like{
−∆pu+D(x)g(u)|∇u|p = f(x) in Ω,
u = 0 on ∂Ω,
(5.12)
because, roughly speaking, it is not possible to control the term D(x)g(u)|∇u|p with the principal operator.
On the contrary in (5.10), the interplay between the coefficients A(x) and D(x) allows to overcome such an
obstacle, as it is shown in the next Theorem.
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Theorem 5.4. Let us assume that the functions A and g ∈ C(R) satisfy respectively (5.2) and (5.11), that D(x)
belongs to L1(Ω), with D(x) ≥ 0 and that there exists a constant σ > 0 such that
D(x) ≤ σA(x) a.e. in Ω. (5.13)
Then if f ∈ L(p∗)′(Ω) there exists u ∈W 1,p0 (Ω) solution of (5.10) in the following weak sense∫
Ω
A(x)|∇u|p +
∫
Ω
D(x)g(u)|∇u|p <∞ and∫
Ω
A(x)|∇u|p−2∇u∇φ+
∫
Ω
D(x)g(u)|∇u|pφ =
∫
Ω
f(x)φ ∀φ ∈ C10 (Ω).
If moreover there exist γ, s˜ > 0 such that
g(s)sign(s) ≥ γ for |s| > s˜ (5.14)
and there exists 0 < τ < σ such that
τA(x) ≤ D(x) a.e. in Ω, (5.15)
then, for any f ∈ L1(Ω), problem (5.10) admits a solution u ∈W 1,p0 (Ω) in the previous weak sense.
Remark 5.5. Assumption (5.13) says, roughly speaking, that the lower order term is controlled by the principal
part of the operator. On the other hand (5.15) implies that the two terms have the same weight in the estimates
and this gives rise to a regularizing effect as in [37].
Let us compare the hypothesis on the coefficient B of the semilinear problem (5.6) with the ones of the
coefficient D of the quasilinear problem (5.10). Indeed while there is correspondence between (5.7) and (5.15),
there is no need of a semilinear counterpart of (5.13). This is because problem (5.6) is solved for bounded A(x)
and general positive B(x) in L1(Ω) (see [43]), while, as we already said, problem (5.12) is still unsolved.
Lastly we generalize Theorem 5.1 for a wide class of elliptic operators (see [68] and [80]). Let us hence
consider { −div(a(x, u,∇u)) = f(x) in Ω,
u = 0 on ∂Ω, (5.16)
where a : Ω× R× RN → RN is a Carathe´odory function that satisfies
a(x, s, ξ)ξ ≥ A(x)h(|s|)|ξ|p,
|a(x, s, ξ)| ≤ γA(x)(1 + h(|s|)) |ξ|p−1], (5.17)
[a(x, s, ξ)− a(x, s, ξ∗)][ξ − ξ∗] > 0,
for almost every x ∈ Ω, every s ∈ R and every ξ, ξ∗ ∈ RN with ξ 6= ξ∗, with A(x) as in (5.2), γ > 0 and
h ∈ C(R+) such that, for β > 0,
h(|s|) ≥ β > 0. (5.18)
Theorem 5.6. Assume that (5.17)-(5.18) hold true. Then for every f ∈ L1(Ω) there exist u ∈ T 1,p0 (Ω) entropy
solution of (5.16) in the following sense
∀ k > 0
∫
Ω
A(x)h(|u|)p′ |∇Tk(u)|p <∞ and∫
Ω
a(x, u,∇u)∇Tk(u− φ) =
∫
Ω
f(x)Tk(u− φ) ∀ φ ∈ C10 (Ω).
If moreover f belongs to the space L(p
∗)′(Ω), then u ∈W 1,p0 (Ω)∫
Ω
A(x)h(|u|)p′ |∇u|p <∞ and∫
Ω
a(x, u,∇u)∇φ =
∫
Ω
f(x)φ ∀ φ ∈ C10 (Ω).
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5.2 Proof of the results
Before the proofs, we set the following notation
An(x) := Tn(A(x)), Bn(x) := Tn(B(x)), Dn(x) := Tn(D(x)), n ∈ N,
where Tn is the truncate at level n. We moreover state and prove a preliminary Lemma (see [41] Lemma 3.3)
that will be often used in the sequel.
Lemma 5.7. Let σn be a sequence of nonnegative bounded functions, almost everywhere convergent to some
function σ, and let ρn : RN → RN be a sequence of functions which is weakly convergent in Lq(Ω)N (q > 1)
to some function ρ. If the sequence σn|ρn|q is bounded in L1(Ω), then σ|ρ|q belongs to L1(Ω) and∫
Ω
σ|ρ|q ≤ lim inf
n→+∞
∫
Ω
σn|ρn|q . (5.19)
If moreover σn → σ strongly in L1(Ω), then it holds true also that
σ
1
q
n ρn ⇀ σ
1
q ρ weakly in Lq(Ω)N . (5.20)
Proof. Note that for every k > 0 and every ψ ∈ (Lq′(Ω))N we have that
Tk(σn)
1
q ρn ⇀ Tk(σ)
1
q ρ weakly in Lq(Ω)N .
Hence by the lower semi-continuity of the Lq-norm it results∫
Ω
Tk(σ)|ρ|q ≤ lim inf
n→+∞
∫
Ω
Tk(σn)|ρn|q ≤ lim inf
n→+∞
∫
Ω
σn|ρn|q ≤ C1.
Then letting k tend to infinity and using the monotone convergence theorem we obtain (5.19).
Let now Ψ be an arbitrary element of Lq
′
(Ω)N , then∫
Ω
σ
1
q
n ρn ·Ψ =
∫
{σn≤k}
σ
1
q
n ρn ·Ψ +
∫
{σn>k}
σ
1
q
n ρn ·Ψ =
∫
{σ≤k}
σ
1
q ρ ·Ψ + n +
∫
{σn>k}
σ
1
q
n ρn ·Ψ,
Moreover∫
Ω
σ
1
q ρ ·Ψ =
∫
{σn≤k}
σ
1
q ρ ·Ψ +
∫
{σn>k}
σ
1
q ρ ·Ψ =
∫
{σ≤k}
σ
1
q ρ ·Ψ + n +
∫
{σn>k}
σ
1
q ρ ·Ψ.
It follows that ∣∣∣∣∫
Ω
[σ
1
q
n ρn − σ 1q ρ] ·Ψ
∣∣∣∣ ≤ n + ∫{σn>k} σ
1
q
n |ρn||Ψ|+
∫
{σn>k}
σ
1
q |ρ||Ψ|.
Using Ho¨lder inequality we have that
∫
{σn>k}
σ
1
q
n |ρn||Ψ| ≤
(∫
Ω
σn|ρn|q
) 1
q
(∫
{σn>k}
|Ψ|q
) 1
q′
and ∫
{σn>k}
σ
1
q |ρ||Ψ| ≤
(∫
Ω
σ|ρ|q
) 1
q
(∫
{σn>k}
|Ψ|q′
) 1
q′
.
Thanks to the assumption σn → σ in L1(Ω) we deduce that the limit with respect to k → ∞ of the quantities
above is zero uniformly with respect to n. So we can conclude that σ
1
q
n ρn ⇀ σ
1
q ρ weakly in Lq(Ω)N .
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Now we are ready to prove our first existence result.
Proof of Theorem 5.1. Case f ∈ L(p∗)′(Ω).
Step 1. It is standard to prove the existence of functions un ∈W 1,p0 (Ω) that, for any n ∈ N, satisfy∫
Ω
An(x)|∇un|p−2∇un∇φ =
∫
Ω
fnφ ∀φ ∈W 1,p0 (Ω). (5.21)
Taking un as test function in the equation above, we get the following estimate
α
∫
Ω
|∇un|p ≤
∫
Ω
An(x)|∇un|p ≤ S
p
p−1
p
α
1
(p−1)
‖f‖
p
p−1
L(p∗)′ (Ω)
,
that implies that there exists u ∈W 1,p0 (Ω) such that, up to a not relabeled subsequence,
un ⇀ u weakly in W
1,p
0 (Ω),
un → u strongly in Lq(Ω) for any 1 ≤ q < p∗,
un → u a.e. in Ω.
Moreover by means of Lemma 5.7, with σn = An and ρn = ∇un, we deduce that
A(x)|∇u|p ∈ L1(Ω) (5.22)
and
An(x)
1
p∇un ⇀ A(x) 1p∇u weakly in Lp(Ω)N . (5.23)
Step 2. Let ϕ belong toXp0 (Ω), the space defined in (5.3), and take φ = (un−ϕ) as a test function in (5.21).
We get ∫
Ω
An(x)|∇un|p−2∇un∇(un − ϕ) =
∫
Ω
fn(x)(un − ϕ).
Adding and subtracting in the equation above the term∫
Ω
An(x)|∇ϕ|p−2∇ϕ∇(un − ϕ),
we can take advantage of the monotonicity of the p−laplace operator to obtain∫
Ω
An(x)|∇ϕ|p−2∇ϕ∇(un − ϕ) ≤
∫
Ω
fn(x)(un − ϕ).
Thanks to (5.23), we pass to the limit in the inequality above obtaining∫
Ω
A(x)|∇ϕ|p−2∇ϕ∇(u− ϕ) ≤
∫
Ω
f(x)(u− ϕ) ∀ ϕ ∈ Xp0 (Ω). (5.24)
To recover (5.4) we use a weighted version of the classical Minty Lemma. Recalling (5.22), we can chose
ϕ = u− tw as test function in (5.24), where t ∈ R and w ∈ Xp0 (Ω). It follows
t
∫
Ω
A(x)|∇(u− tw)|p−2∇(u− tw)∇w ≤ t
∫
Ω
f(x)w.
If t→ 0+ we get ∫
Ω
A(x)|∇u|p−2∇u∇w ≤
∫
Ω
f(x)w.
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On the other hand, if t→ 0−, we get the opposite inequality. Then it results that∫
Ω
A(x)|∇u|p−2∇u∇w =
∫
Ω
f(x)w ∀ w ∈ Xp0 (Ω).
Case f ∈ L1(Ω).
Step 1. Due to the poor summability of the datum, we take Tk(un) with k > 0 as a test function in (5.21) and
we get the following energy estimate for the truncates
α
∫
Ω
|∇Tk(un)|p ≤
∫
Ω
An(x)|∇Tk(un)|p ≤ k
∫
Ω
|f |,
from which we can infer, arguing as in Theorem 6.1 of [17], that there exists a function u ∈ T 1,p0 (Ω) such that,
up to a not relabeled subsequence, for every k > 0
Tk(un) ⇀ Tk(u) weakly in W
1,p
0 (Ω),
Tk(un)→ Tk(u) strongly in Lq(Ω) ∀ 1 ≤ q <∞,
un → u a.e. in Ω.
In this case from Lemma 5.7, with σ = An and ρn = ∇Tk(un), we deduce that for every k > 0
A(x)|∇Tk(u)|p ∈ L1(Ω) and An(x) 1p∇Tk(un) ⇀ A(x) 1p∇Tk(u) weakly in Lp(Ω)N . (5.25)
Step 2. To pass to the limit in equation (5.21), we follow the approach developed in [40]. Let ϕ belong to
Xp0 (Ω) ∩ L∞(Ω), where Xp0 (Ω) is the space defined in (5.3), and take φ = Tk(un − ϕ) as a test function in
(5.21). We get ∫
Ω
An(x)|∇un|p−2∇un∇Tk(un − ϕ) =
∫
Ω
fn(x)Tk(un − ϕ).
Adding and subtracting in the equation above the term∫
Ω
An(x)|∇ϕ|p−2∇ϕ∇Tk(un − ϕ),
we can take advantage of the monotonicity of the p−Laplace operator to obtain∫
Ω
An(x)|∇ϕ|p−2∇ϕ∇Tk(un − ϕ) ≤
∫
Ω
fn(x)Tk(un − ϕ). (5.26)
In order to pass to the limit in (5.26) with respect to n, let us notice that the right hand side above can be written
as ∫
Ω
An(x)|∇ϕ|p−2∇ϕ∇Tk(un − ϕ)
=
∫
{|un−ϕ|≤k}
An(x)
1
p′ |∇ϕ|p−2∇ϕ∇unAn(x) 1p −
∫
{|un−ϕ|≤k}
An(x)|∇ϕ|p.
Since {|un−ϕ| ≤ k} ⊂ {|un| ≤ k+ ‖ϕ‖L∞(Ω)}, recalling the properties of ϕ and using (5.25), we can pass to
the limit with respect to n in (5.26) in order to obtain∫
Ω
A(x)|∇ϕ|p−2∇ϕ∇Tk(u− ϕ) ≤
∫
Ω
f(x)Tk(u− ϕ) ∀ ϕ ∈ Xp0 (Ω) ∩ L∞(Ω). (5.27)
To prove that (5.27) implies (5.5) we take advantage of the L1 version of the Minty Lemma proved in Lemma 7
of [40], that can be adapted to our case with minor modifications. We give just a sketch of the proof. Choosing
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ϕ = Th(u) + tTk(u− ψ), with h > 0, |t| < 1 and ψ ∈ Xp0 (Ω) ∩ L∞(Ω), as a test function in (5.27), we have∫
{|Gh(u)−tTk(u−ψ))|≤k}
A(x)|∇(Th(u) + tTk(u− ψ))|p−2∇(Th(u) + tTk(u− ψ))∇Gh(u)
− t
∫
{|Gh(u)−tTk(u−ψ))|≤k}
A(x)|∇(Th(u) + tTk(u− ψ))|p−2∇(Th(u) + tTk(u− ψ))∇Tk(u− ψ)
≤
∫
Ω
f(x)Tk(Gh(u)− tTk(u− ψ)) ∀ φ ∈ Xp0 (Ω) ∩ L∞(Ω).
Taking the limit with respect to h→∞ on both side of the inequality above, it follows that
−t
∫
Ω
A(x)|∇(u+ tTk(u− ψ))|p−2∇(u+ tTk(u− ψ))∇Tk(u− ψ) ≤ −t
∫
Ω
f(x)Tk(u− ψ).
As t→ 0− we get ∫
Ω
A(x)|∇u|p−2∇u∇Tk(u− ψ) ≤
∫
Ω
f(x)Tk(u− ψ).
As t→ 0+ we get the opposite inequality and hence the thesis.
Remark 5.8. Note that indeed we have proved that u and Tk(u) can be taken respectively as test functions in
(5.4) and (5.5).
Remark 5.9. In Theorem 5.1 we have considered only the extreme cases f ∈ L1(Ω) or f ∈ L(p∗)′(Ω), but
that there is no gain in considering an intermediate situation. Indeed as soon as f belongs to Lm(Ω) with
1 ≤ m < (p∗)′, we are not able to recover a reasonable estimate of the type∫
An(x)|∇un|q ≤ C2 for some q ≤ (p− 1)Nm
N −m ,
and thus there is no hope to pass to limit in (5.21) without the notion of entropy solutions.
As already said in the Introduction, adding a lower order term it is possible to observe some regularizing
effect and this is what we are going to show proving Theorem 5.2.
Proof of Theorem 5.2. Let us divide the proof in four steps.
Step 1. Approximation and a priori estimates.
Step 2. Almost everywhere converge of the gradients.
Step 3. Passage to the limit and conclusion.
Step 4. The case f ∈ Lq′(Ω) with q > p∗.
Step 1. Thanks to [46] for any n ∈ N there exists un ∈ W 1,p0 (Ω) ∩ L∞(Ω) solution of the following approxi-
mating problem∫
Ω
An|∇un|p−2∇un∇φ+
∫
Ω
Bn(x)|un|q−2unφ =
∫
Ω
fnφ ∀φ ∈W 1,p0 (Ω) ∩ L∞(Ω). (5.28)
Let us start with some estimates of the lower order term. Taking φ = Tj(Gk(un))j , with j > 0 and k ≥ 0, we have∫
{|un|>k+j}
Bn(x)|un|q−1
≤ 1
j
∫
Ω
An(x)|∇Tj(Gk(un))|p +
∫
Ω
Bn(x)|un|q−2unTj(Gk(un))
j
≤
∫
{|un|>k}
|f(x)|,
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that, using Fatou Lemma as j → 0, becomes∫
{|un|>k}
Bn(x)|un|q−1 ≤
∫
{|un|>k}
|f |. (5.29)
In particular, for k = 0, we get ∫
Ω
Bn(x)|un|q−1 ≤ ||f ||L1(Ω). (5.30)
Following [38], let us take now φ = [1− (1 + |un|)1−p(1−λ)]sgn(un) with 0 < λ < 1− 1p as a test function
in (5.28), noticing that, thanks to the choice of λ, it follows that |φ| ≤ 1. Taking advantage of the sign condition
on the lower order term, we drop a positive term and obtain∫
Ω
An|∇un|p
(1 + |un|)p(1−λ) ≤
||f ||L1(Ω)
1− p(1− λ) . (5.31)
Being our aim to obtain a uniform estimate of An|∇un|r in L1(Ω) for some r > 1, let us consider
∫
Ω
An|∇un|r =
∫
Ω
A
r
p
n |∇un|r
(1 + |un|)r(1−λ)A
1− rp
n (1 + |un|)r(1−λ)
≤
(∫
Ω
An|∇un|p
(1 + |un|)p(1−λ)
) r
p
(∫
Ω
An(1 + |un|)
pr(1−λ)
p−r
)1− rp
≤ C3 + C4
(∫
Ω
An|un|
pr(1−λ)
p−r
)1− rp
≤ C3 + C4δ rp−1
(∫
Ω
Bn(x)|un|
pr(1−λ)
p−r
)1− rp
,
where we used Ho¨lder inequality with exponents pr and
p
p−r , estimate (5.31) and assumption (5.7). In order to
control the last integral above with estimate (5.30), we have to impose that
pr(1− λ)
p− r = q − 1 namely r =
p(q − 1)
p(1− λ) + q − 1 <
p(q − 1)
q
,
where the last inequality is due to the fact that λ < 1 − 1p . Recalling that q > p′ implies p(q−1)q > 1, we have
that
α
∫
Ω
|∇un|r ≤
∫
Ω
An|∇un|r ≤ C5 with 1 < r < p(q − 1)
q
.
From the previous estimate we deduce that there exists u ∈W 1,r0 (Ω) such that, up to a not relabeled subsequence,
un ⇀ u weak in W
1,r
0 (Ω) and un → u a.e. in Ω. Using Lemma 5.7 we also have that
A(x)|∇u|r ∈ L1(Ω), (5.32)
and that
An(x)
1
r∇un ⇀ A(x) 1r∇u weakly in Lr(Ω)N .
Notice moreover that, thanks to the sign condition on the lower order term, taking Tk(un) as test function in
(5.28), we deduce, as in Theorem 5.1, the estimate
α
∫
Ω
|∇Tk(un)|p ≤
∫
Ω
An(x)|∇Tk(un)|p ≤ k
∫
Ω
|f |.
From which if follows that, for any k > 0,
An(x)
1
p∇Tk(un) ⇀ A(x) 1p∇Tk(u) weakly in Lp(Ω)N
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and (see [17]) that
un ⇀ u in W
1,ρ
0 (Ω) for any 1 ≤ ρ <
N(p− 1)
N − 1 .
Step 2. Following [24], let us take φ = Tj(un − Tk(u)), with 0 < j < k, as test function in (5.28) in order
to obtain∫
Ω
An
[|∇un|p−2∇un − |∇Tk(u)|p−2∇Tk(u)]∇Tj(un − Tk(u))
≤ 2j‖f‖L1(Ω) −
∫
Ω
An|∇Tk(u)|p−2∇Tk(u)∇Tj(un − Tk(u)), (5.33)
where we have used that, thanks to (5.30),∫
Ω
Bn(x)|un|q−1|Tj(un − Tk(u))| ≤ j‖f‖L1(Ω).
The weak convergence of An(x)
1
p∇Tk(un), proved at the end of Step 1, and the inclusion {|un − Tk(u)| <
j} ⊂ {|un| < 2k} allow us to infer that the last term in (5.33) goes to zero as n diverges. Hence we get
lim sup
n→∞
∫
Ω
[|∇un|p−2∇un − |∇Tk(u)|p−2∇Tk(u)]∇Tj(un − Tk(u)) ≤ 2j‖f‖L1(Ω)
α
.
At this point, recalling the uniform bound of un in W
1,ρ
0 (Ω) with ρ <
N(p−1)
N−1 , we apply the argument of Step 3
in the proof of Theorem 2.1 in [24] to conclude that
∇un → ∇u a.e. in Ω.
Step 3. Thanks to the assumption q > p, it is possible to choose r < p(q−1)q such that r > p− 1. With this fact
in mind, let us rewrite the first term of (5.28) as∫
Ω
A
p−1
r
n |∇un|p−2∇un∇φA
r−p+1
r
n .
Notice that with the previous choice of r it follows that∫
Ω
∣∣∣A p−1rn |∇un|p−2∇un∣∣∣ rp−1 = ∫
Ω
An|∇un|r ≤ C6,
that, together with the almost everywhere convergence of the gradients proved in Step 2, implies
A
p−1
r
n |∇un|p−2∇un ⇀ A(x)
p−1
r |∇u|p−2∇u weakly in L rp−1 (Ω)N .
On the other hand for every φ ∈ C1c (Ω)
A
r−p+1
r
n ∇φ→ A(x) r−p+1r ∇φ strongly in L rr−p+1 (Ω)N .
This two pieces of information allow us to pass to the limit in the second order term of (5.28). It only remains to
pass to the limit in the lower order term. We show that Bn(x)|un|q−2un → B(x)|u|q−2u in L1(Ω) using Vitali
Theorem. For every measurable set E ⊂ Ω we have∫
E
Bn(x)|un|q−1 ≤ kt−1
∫
E∩{|un|≤k}
Bn(x) +
∫
E∩{|un|>k}
Bn(x)|un|q−1
≤ kq−1
∫
E
B(x) +
∫
{|un|>k}
|f(x)|,
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where we used estimate (5.29). From the estimate above easily follows that the sequence Bn(x)|un|q−2un is
equi-integrable. Moreover the a.e. convergence of the un allow us to apply the Vitali Convergence theorem to
conclude that Bn(x)|un|q−2un → B(x)|u|q−2u in L1(Ω). Hence we have proved (5.8).
Step 4. Let us assume now that q > p∗ and that f belongs to Lq
′
(Ω) (note that q > p∗ implies that
f /∈W−1,p′(Ω)). Choosing un as test function we get∫
Ω
An(x)|∇un|p +
∫
Ω
Bn(x)|un|q ≤
∫
Ω
|f ||un|. (5.34)
Dropping the first integral in the left hand side and using assumption (5.7) and (5.2), we obtain
αδ
∫
Ω
|un|q ≤
∫
Ω
Bn(x)|un|q ≤ ‖f‖Lq′ (Ω)
(∫
Ω
|un|q
) 1
q
. (5.35)
that is (∫
Ω
|un|q
) 1
q′
≤ ‖f‖Lq
′ (Ω)
αδ
.
Hence we can go back to (5.34) and drop the second term in the left hand side in order to get∫
Ω
An(x)|∇un|p ≤ ‖f‖Lq′ (Ω)
(∫
Ω
|un|q
) 1
q
≤
‖f‖q′
Lq′ (Ω)
(αδ)
1
q−1
. (5.36)
Thus using the estimate (5.35) and (5.36), the a.e. convergence of the sequence un and Lemma 5.7, we prove
(5.9) in the case f ∈ Lq′(Ω) with q > p∗.
Remark 5.10. With minor modifications of the proof it is possible to consider more general lower order terms
as d(x, u), where d : R× Ω→ R is a Carathe´odory function satisfying
d(x, s)sign(s) ≥ A(x)|s|q−1 for |s|  1,
and A(x) as in (5.2). See for example [43] and [46].
Now we give the proof of Theorem 5.4. We shall see that the main concern is to absorb the lower order term
into the second order operator, in order to obtain the strong convergence of the truncates of the approximating
solutions in the energy space and the almost everywhere convergence of the gradients. This is done combining
Lemma 5.7, assumption (5.13) and standard techniques developed for problems with first order terms with
natural growth. We stress that the stronger assumptions (5.14) and (5.15) give rise to a regularizing effect as in
[37].
Proof of Theorem 5.4. Let us at first analyze the case f ∈ L(p∗)′(Ω) following three steps.
Step 1. Approximation and a priori estimates.
Step 2. Strong convergence of truncations and a.e. convergence of the gradients.
Step 3. Passage to the limit and conclusion.
Step 1. For any n ∈ N, let us consider the function un ∈ W 1,p0 (Ω) ∩ L∞(Ω), solution of the following
approximating problem∫
Ω
An|∇un|p−2∇un∇φ+
∫
Ω
Dn(x)g(un)|∇un|pφ =
∫
Ω
fnφ, (5.37)
with φ ∈ W 1,p0 (Ω) ∩ L∞(Ω), whose existence is proved for example in [33]. Choosing un as test function in
(5.37) and dropping a positive term (recall the sign assumption on g), we get∫
Ω
An(x)|∇un|p ≤ ‖f‖L(p∗)′ (Ω)‖un‖Lp∗ (Ω) ≤ Sp
‖f‖(p∗)′
α
1
p
‖A
1
p
n∇un‖Lp(Ω),
80 CHAPTER 5. ELLIPTIC PROBLEMS WITH L1(Ω) COEFFICIENTS
that, thanks to assumption (5.2), becomes
α
∫
Ω
|∇un|p ≤
∫
Ω
An(x)|∇un|p ≤ S
p
p−1
p
α
1
(p−1)
‖f‖
p
p−1
L(p∗)′ (Ω)
, (5.38)
This estimate assures that, up to a not relabeled subsequence, un converges to some u ∈ W 1,p0 (Ω) weakly in
W 1,p0 (Ω), strongly in L
q(Ω) with q < p∗, and a.e. in Ω. Moreover, thanks to Lemma 5.7, it follows that
A|∇u|p ∈ L1(Ω) and A
1
p
n∇un ⇀ A(x) 1p∇u weakly in Lp(Ω)N . (5.39)
As far as the lower order term is concerned, take Tj(Gk(un))j , with j > 0 and k ≥ 0, as test function in (5.37).
Dropping a positive term we get∫
{|un|>k+j}
Dn(x)|g(un)||∇un|p ≤
∫
Dn(x)|g(un)||∇un|p |Tj(Gk(un))|
j
≤
∫
{|un|>k}
|f |.
Using Fatou Lemma with respect to j → 0, we obtain∫
{|un|>k}
Dn(x)|g(un)||∇un|p ≤
∫
{|un|>k}
|f | for k ≥ 0. (5.40)
Moreover, for k = 0, we can apply Lemma 5.7 to infer that∫
Ω
D(x)|g(u)||∇u|p ≤ lim inf
n→∞
∫
Ω
Dn(x)|g(un)||∇un|p ≤
∫
Ω
|f |,
i.e. D(x)|g(u)||∇u|p belongs to L1(Ω).
Step 2. In this step we follow the approach of [37]. Let us use φ = ϕλ(zn), with zn = Tk(un) − Tk(u),
ϕλ(t) = (e
λ|t| − 1)sgn(t) and λ > 0, as test function in (5.37). It is worthy to note that |ϕλ(zn)| + ϕ′λ(zn) ≤
(1 + λ)e2λk and that, thanks to the a.e. convergence of un proved in Step 1, ϕλ(zn)→ 0 and ϕ′λ(zn)→ 1 a.e.
in Ω. We get∫
Ω
An|∇un|p−2∇un∇(Tk(un)− Tk(u))ϕ′λ(zn)︸ ︷︷ ︸
I1
+
∫
Ω
Dn(x)g(un)|∇un|pϕλ(zn)︸ ︷︷ ︸
I2
=
∫
Ω
f(x)ϕλ(zn)︸ ︷︷ ︸
I3
.
In order to rewrite I1 in a more convenient way note at first that the term∫
Ω
An|∇Gk(un)|p−2∇Gk(un)∇Tk(u)ϕ′λ(zn)
converges to zero as n diverges. Indeed, on one hand, estimate (5.38) tells us that
A
1
p′ |∇Gk(un)|p−2∇Gk(un)
is weakly convergent in W 1,p
′
0 (Ω); on the other, Lebesgue Theorem, together with the almost everywhere con-
vergence of un to u, (5.39) and the properties of ϕ′λ, assures that
An(x)
1
p∇Tk(u)χ{|un|>k}ϕ′λ(zn)→ 0 strongly in Lp(Ω)N .
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Secondly, using (5.39), it results that
An(x)
1
p∇(Tk(un)− Tk(u)) ⇀ 0 weakly in Lp(Ω)N .
Thus we have that
I1 =
∫
Ω
An
[|∇Tk(un)|p−2∇Tk(un)− |∇Tk(u)|p−2∇Tk(u)]∇(Tk(un)− Tk(u))ϕ′λ(zn)
+
∫
Ω
An|∇Tk(u)|p−2∇Tk(u)∇(Tk(un)− Tk(u))ϕ′λ(zn)
+
∫
Ω
An|∇Gk(un)|p−2∇Gk(un)∇Tk(u)ϕ′λ(zn)
=
∫
Ω
An
[|∇Tk(un)|p−2∇Tk(un)− |∇Tk(u)|p−2∇Tk(u)]∇(Tk(un)− Tk(u))ϕ′λ(zn) + n,
where limn→∞ n = 0. With regard to I2, using the sign assumption (5.11), we get
I2 =
∫
{|un|>k}
Dn(x)g(un)|∇un|pϕλ(zn) +
∫
{|un|≤k}
Dn(x)g(un)|∇un|pϕλ(zn)
≥
∫
{|un|≤k}
Dn(x)g(un)|∇un|pϕλ(zn) ≥ −σg¯k
∫
Ω
An(x)|∇Tk(un)|p|ϕλ(zn)|
= −σg¯k
∫
Ω
An
[|∇Tk(un)|p−2∇Tk(un)− |∇Tk(u)|p−2∇Tk(u)]∇(Tk(un)− Tk(u))|ϕλ(zn)|
− σg¯k
∫
Ω
An|∇Tk(u)|p−2∇Tk(u)∇(Tk(un)− Tk(u))|ϕλ(zn)|
+ σg¯k
∫
Ω
An|∇Tk(un)|p−2∇Tk(un)∇Tk(u)|ϕλ(zn)|,
where g¯k = max|s|≤k g(s). Using (5.39) and the definition of ϕλ(zn), we deduce that the last two integrals
above converge to zero as n diverges. Moreover it easily follows that I3 = n as n → ∞. Lastly notice that if
λ = 1 + σg¯k, then
ϕ′λ − σg¯k|ϕλ(zn)| > 1.
Thus summing up the information on I1, I2, I3 and with the previous choice of λ we get
lim
n→∞
∫
Ω
An(x)
[|∇Tk(un)|p−2∇Tk(un)− |∇Tk(u)|p−2∇Tk(u)]∇(Tk(un)− Tk(u) = 0.
Recalling assumption (5.2), we can infer that (see for example [66]) for every k > 0
∇un → ∇u a.e. and that An(x) 1p∇Tk(un)→ A(x) 1p∇Tk(u) strongly in Lp(Ω)N .
Step 3. Thanks to Step 1 and Step 2 we can pass to the limit in the first integral of (5.37). Now we claim that
Dn(x)g(un)|∇un|p → D(x)g(u)|∇u|p strongly in L1(Ω).
In order to prove the claim, letE be any measurable subset of Ω and recall assumption (5.13) and estimate (5.40).
We get ∫
E
Dn(x)|g(un)||∇un|p
≤ g¯k
∫
E∩{|un|≤k}
Dn(x)|∇Tk(un)|p +
∫
E∩{|un|>k}
Dn(x)|g(un)||∇Gk(un)|p
≤ σg¯k
∫
E∩{|un|≤k}
An|∇Tk(un)|p +
∫
{|un|>k}
|f |.
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From the strong convergence of the sequences un and An(x)|∇Tk(un)|p in L1(Ω) (proved respectively in Step
1 and Step 2), it follows that the sequence Dn(x)g(un)|∇un|p is equi-integrable. Taking advantage of the a.e.
convergence of the gradients proved in Step 2, we can apply Vitali Theorem and the claim is proved.
At this point we can easily pass to the limit in (5.37) and conclude the proof of Theorem 5.4 in the case
f ∈ L(p∗)′(Ω).
In order to deal with the case f ∈ L1(Ω), with the additional assumptions (5.14) and (5.15), let us take
Ts˜(un), with s˜ as in (5.14), as test function in (5.37). We get∫
Ω
An|∇Ts˜(un)|p + τγs˜
∫
Ω
An|∇Gs˜(un)|p ≤ s˜‖f‖L1(Ω),
that is ∫
Ω
An|∇un|p ≤ s˜
min{1, τγs˜}‖f‖L1(Ω).
Hence using once more Lemma 5.7 we obtain that∫
Ω
A(x)|∇u|p ≤ s˜
min{1, τγs˜}‖f‖L1(Ω)
and that
A
1
p
n∇un ⇀ A(x) 1p∇u weakly in Lp(Ω)N .
Note now that Step 2 and Step 3 hold true also for L1(Ω) data. Hence exactly as in the previous case we obtain
the thesis.
In this last part we prove Theorem 5.6.
Proof of Theorem 5.6. Let us set for n ∈ N
an(x, s, ξ) :=
a(x, s, ξ)
A(x)h(|s|)An(x)hn(|s|), (5.41)
where hn(s) := Tn(h(s)). Note that by definition an(x, s, ξ) satisfies
an(x, s, ξ)ξ ≥ An(x)hn(|s|)|ξ|p,
|an(x, s, ξ)| ≤ γAn(x)(1 + hn(|s|)) |ξ|p−1],
[an(x, s, ξ)− an(x, s, ξ∗)][ξ − ξ∗] > 0,
for almost every x ∈ Ω, every s ∈ R and every ξ, ξ∗ ∈ RN with ξ 6= ξ∗. Thus we can use for example [33] (see
also [66]) to infer the existence of un ∈W 1,p0 (Ω) ∩ L∞(Ω) solution of∫
Ω
an(x, un,∇un)∇φ =
∫
Ω
fnφ ∀φ ∈W 1,p0 (Ω). (5.42)
We divide the rest of the proof into several steps; in the first three we assume only f ∈ L1(Ω) while in the last
one we consider L(p
∗)′(Ω) data.
Step 1. A priori estimates.
Step 2. Entropy solutions.
Step 3. ∇un → ∇u a.e. in Ω.
Step 4. Distributional solutions.
Step 1. In order to recover the basic energy estimate for the truncates of un, we need to define the following
auxiliary functions (see [80])
Hn(s) :=
∫ s
0
hn(|τ |) 1p−1 dτ and H(s) :=
∫ s
0
h(|τ |) 1p−1 dτ.
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By construction, Hn is a locally Lipschitz function and Hn(0) = 0, thus we can take H(Tk(un)), with k > 0,
as test function in (5.42) obtaining
αβp
′
∫
Ω
|∇Tk(un)|p ≤ βp′
∫
Ω
An(x)|∇Tk(un)|p ≤
∫
Ω
An(x)hn(Tk(un))
p′ |∇Tk(un)|p
≤
∫
Ω
an(x, un,∇un)∇Tk(un)hn(|Tk(un)|) 1p−1 ≤ Hn(k)‖f‖L1(Ω) ≤ H(k)‖f‖L1(Ω).
This estimate implies, on one hand, that there exists a function u ∈ T 1,p0 (Ω) (see [17]) such that, up to a not
relabeled sub sequence,
Tk(un) ⇀ Tk(u) in W
1,p
0 (Ω),
un ⇀ u in W
1,ρ
0 (Ω) for any 1 ≤ ρ <
N(p− 1)
N − 1 ,
un → u a.e. in Ω,
and on the other, by Lemma 5.7, that for every k > 0
A(x)|∇Tk(u)|p ∈ L1(Ω) and An(x) 1p∇Tk(un) ⇀ A(x) 1p∇Tk(u) weakly in Lp(Ω)N . (5.43)
Step 2. Let ϕ belong to Xp0 (Ω)∩L∞(Ω), where Xp0 (Ω) is the space defined in (5.3), and take φ = Tk(un − ϕ)
as a test function in (5.42). Then it follows that∫
Ω
an(x, un,∇un)∇Tk(un − ϕ) =
∫
Ω
fn(x)Tk(un − ϕ).
Adding and subtracting in the equation above the term∫
Ω
an(x, un,∇ϕ)∇Tk(un − ϕ)
and taking advantage of the monotonicity condition of (5.17) we get∫
Ω
an(x, un,∇ϕ)∇Tk(un − ϕ) ≤
∫
Ω
fn(x)Tk(un − ϕ). (5.44)
Noticing that {|un − ϕ| ≤ k} ⊂ {|un| ≤ k + ‖ϕ‖L∞(Ω)} and that∫
Ω
an(x, un,∇ϕ)∇Tk(un − ϕ) =
∫
{|un−ϕ|≤k}
a(x, un,∇ϕ)
A(x)h(un)
An(x)hn(un)∇(un − ϕ),
we can pass to the limit in (5.44) using assumption (5.17), the a.e. convergence of un and the weak convergence
of An(x)
1
p∇Tk(un) proved in Step 1. Hence we obtain, for every k > 0,∫
Ω
a(x, u,∇ϕ)∇Tk(u− ϕ) ≤
∫
Ω
f(x)Tk(u− ϕ), ∀ ϕ ∈ Xp0 (Ω) ∩ L∞(Ω).
As in the last part of Theorem 5.1 we take advantage of Lemma 7 of [40] to infer that, for every k > 0,∫
Ω
a(x, u,∇u)∇Tk(u− ϕ) =
∫
Ω
f(x)Tk(u− ϕ) ∀ ϕ ∈ Xp0 (Ω) ∩ L∞(Ω).
Step 3. In order to prove the almost everywhere convergence of the gradients we adapt the methods used in [24].
Using Tj(un − Tk(u)) with 0 < j < k as test function in (5.42) we get∫
Ω
[
an(x, un,∇un)− an(x, un,∇Tk(u))
]∇Tj(un − Tk(u))
≤ j‖f‖L1(Ω) −
∫
Ω
an(x, un,∇Tk(u))∇Tj(un − Tk(u)).
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The last term above can be written as∫
|un−Tk(u)|<j
a(x, un,∇Tk(u))
A(x)h(|un|) An(x)hn(|un|)∇Tj(un − Tk(u)),
that converges to zero as n diverges thanks to (5.43), the a.e. convergence of un and the fact that {|un−Tk(u)| <
j} ⊂ {|un| < 2k}. Thus, recalling the definition of an(x, s, ξ) and assumptions (5.2) and (5.18), it follows
lim sup
n→∞
αβ
∫
Ω
[
a(x, un,∇Tk(un))
A(x)h(|un|) −
a(x, un,∇Tk(u))
A(x)h(|un|)
]
∇(un − Tk(u)) ≤
j‖f‖L1(Ω)
αβ
.
Noticing that the Carathe´odory function
a(x, s, ξ)
A(x)h(|s|)
satisfies the assumptions of a Leray-Lions operator and thanks to the weak convergence of un inW
1,ρ
0 (Ω) for any
ρ < N(p−1)N−1 , we can use the argument of Step 3 in the proof of Theorem 2.1 in [24] to conclude that∇un → ∇u
a.e. in Ω.
Step 4. In this last part of the proof we consider the stronger assumption f ∈ L(p∗)′(Ω). Recalling that un ∈
W 1,p0 (Ω)∩L∞(Ω), we can chooseHn(un) as test function in (5.42), where as beforeHn(s) =
∫ s
0
hn(|t|) 1p−1 dt.
We obtain ∫
Ω
An(x)|∇H(un)|p =
∫
Ω
An(x)hn(|un|)p′ |∇un|p ≤ ‖f‖L(p∗)′ (Ω)‖H(un)‖Lp∗ (Ω).
Using Sobolev inequality we get∫
Ω
An(x)hn(|un|)p′ |∇un|p ≤ S
p
p−1
p
α
1
p−1
‖f‖
p
p−1
L(p∗)′ (Ω)
and, thanks to the a.e. convergence of ∇un to∇un and Fatou Lemma,∫
Ω
A(x)h(|u|)p′ |∇u|p ≤ S
p
p−1
p
α
1
p−1
‖f‖
p
p−1
L(p∗)′ (Ω)
.
Thus we have that the sequence
a(x, un,∇un)
A(x)h(|un|) An(x)
1
p′ hn(|un|) is bounded in Lp′(Ω)N
and converges almost everywhere to a(x, u,∇u)A 1p′−1 thanks to Step 3. Hence it also converges weakly in
Lp
′
(Ω)N to its a.e.-limit. Noticing that for every φ ∈ Xp0 (Ω)
An(x)
1
p∇φ→ A(x) 1p∇φ strongly in Lp(Ω)N ,
we can pass to the limit in (5.42) and conclude the proof.
Chapter 6
Gradient behaviour for large solutions to
semilinear elliptic problems
As already said in the introduction given p > 1 and f Lipschitz, under appropriate assumptions on the smooth-
ness of the bounded domain Ω ⊂ RN , N ≥ 1, we give a precise description of the asymptotic behaviour of the
gradient of the unique solution of {
−∆u+ |u|p−1u = f in Ω,
u = +∞ on ∂Ω.
In particular we show that there exists a corrector function S, finite sum of singular terms, such that
z := u− S ∈W 1,∞(Ω).
Moreover we prove that
∀ x¯ ∈ ∂Ω z(x¯) = 0 and ∂z
∂ν
(x¯) = 0,
where ν is the outward unit normal to ∂Ω.
6.1 Statement of the main results
Before stating precisely our main results, we need to give some notation.
6.1.1 Notation
We shall often work in tubular neighborhoods of ∂Ω of the type
Ωδ = {y ∈ Ω : dist(u, ∂Ω) < δ}, δ > 0.
We recall that Ω is always at least of class C2. Hence the function dist(·, ∂Ω) distance from the boundary is
well defined and twice differentiable near ∂Ω. More precisely the following Theorem, proved in [64], gives the
relationship between the regularity of the boundary and the regularity of the distance function.
Theorem 6.1 (Theorem 3 in [64]). Let Ω be a domain of class Cγ with γ ≥ 2. Then
∃δ¯ > 0 such that dist(·, ∂Ω) ∈ Cγ(Ωδ¯). (6.1)
Thanks to the previous Theorem we can define the following smooth versions of the distance function.
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Definition 6.2. Let Ω be a domain of class Cγ with γ ≥ 2 and let δ¯ > 0 be given by (6.1). Then we define the
regularized distance as a function d ∈ Cγ(Ω) such that d(x) = dist(x, ∂Ω) for every x that belongs to Ωδ¯ . We
moreover denote dn(x) := d(x) + 1n .
It is worthy to stress that dn(·) inherits from dist(·, ∂Ω) the following important properties
|∇dn(x)|2 = 1, ∇dn(x) = −ν(x) and ∆dn(x) = −(N − 1)H(x), x ∈ Ωδ¯
where the vector filed ν and the function H are such that, for any x¯ ∈ ∂Ω, ν(x¯) is the outward normal to ∂Ω at
x¯ and H(x¯) is the mean curvature of ∂Ω at x¯.
Finally, unless otherwise specified, we indicate with C a constant that depends only on the data of the
problem and that can vary line to line also in the proof on the same theorem.
6.2 Main results
The ansatz that guides our approach is that it is possible to give an explicit description of the explosive behaviour
of the large solution u and of its gradient ∇u by means of a finite sum of singular terms. Inspired by (34), (36)
and (37) we conjecture that
u(x) ∼ σ0d−α + σ1d−α+1 + σ2d−α+2 + · · · ,
where σk with k = 0, 1, · · · are smooth functions, and define the following regularized function
z := u− (σ0d−α + σ1d−α+1 + σ2d−α+2 + · · · ) . (6.2)
Hence the first question we want to answer is:
Can we find σk with k = 0, 1, · · · such that z and |∇z| belong to L∞(Ω)?
Of course the functions σ1, . . . , σk shall take into account several characteristics of the problem, among
others the geometry of the domain. Notice moreover that the definition (6.2) suggests that we need [α] + 2 terms
for having z ∈W 1,∞(Ω). Indeed we have the following result.
Theorem 6.3. Let us assume p > 1 and fix α := 2p−1 . Let Ω be a bounded domain of class C
[α]+5 with [α]
the integer part of α, let f belong to W 1,∞(Ω), and let u be the unique large solution of (38). Let us define the
following functions
σ0 :=[α(α+ 1)]
1
p−1
σ1(x) :=− 1
2
ασ0
1 + 2α
∆d(x) = σ0
α(N − 1)H(x)
2(1 + 2α)
σk(x) :=
(α+ 1− k)[σk−1(x)∆d(x) + 2∇σk−1(x)∇d(x)] + ∆σk−2(x)
(k − α)(k − α− 1)− (2 + α)(α+ 1)
+
σp0
(k − α)(k − α− 1)− (2 + α)(α+ 1)
k∑
j=2
(p
j
)
σ−j0
∑
i1+···+ij=k
σi1(x) · · ·σij (x)

for k = 2 · · · [α] + 1 and i1, · · · , ij positive integers.
(6.3)
Then σk ∈ C(Ω)[α]+5−k with k = 0, · · · , [α] + 1, and the function S ∈ C4(Ω), defined as
S(x) =
[α]+1∑
k=0
σk(x) d
k−α(x), (6.4)
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is such that
z(x) := u(x)− S(x) ∈W 1,∞(Ω).
Moreover it holds true that
z(x¯) and
∂z
∂ν
(x¯) = 0 ∀x¯ ∈ Ω. (6.5)
Remark 6.4. Let us stress that the higher the value of α (i.e. the closer p is to 1), the higher the number of
singular terms is and the higher the regularity of Ω has to be.
Moreover if we split the above estimate along normal and tangential directions we get a very precise estimate of
all the singular terms in the expansion of the gradient. More specifically we have that
lim
x→∂Ω
∂u
∂ν
−
[α]+1∑
k=0
(α− k)σk(x) dk−α−1(x) + ∂σk(x)
∂ν
dk−α(x) = 0 (6.6)
while
lim
x→∂Ω
∣∣∣∣∂u∂τ −
[α]+1∑
k=0
∂σk(x)
∂τ
dk−α(x)
∣∣∣∣ = 0 (6.7)
∀τ ∈ SN−1 such that τ · ν = 0. Let us stress that with the notation x → ∂Ω we mean that the limits above are
uniform with respect ∂Ω (see Theorems 6.12 and 6.13).
From (6.6) and (6.7) we easily obtain the second order asymptotic of the gradient (40) mentioned in the
introduction.
The core of Theorem 6.3 is a Bernstein type estimate for |∇z|. This type of technique, already used in the
framework of large solutions for quasilinear problem in [70] (see also [71]), has been originally developed in
[72] and [73] and it allows to obtain L∞(Ω)-estimates for solutions of a vast class of boundary value problems.
Of course we do not know a priori the boundary condition (if any) satisfied by u − S; thus it is not possible to
obtain Bernstein estimates directly for z and |∇z|. We overcome this obstacle arguing by approximation and
considering the following regularized corrector function
Sn(x) =
[α]+1∑
k=0
σk(x)d
k−α
n (x), dn = d(x) +
1
n
, (6.8)
where σ0, · · · , σ[α]+1 are the functions defined in (6.3), and the following approximated problem{
−∆un + |un|p−1un = f, in Ω
∂un
∂ν =
∂Sn
∂ν on ∂Ω.
(6.9)
Moreover we define zn(x) := un(x)− Sn(x), that solves
−∆zn + |zn + Sn|p−1(zn + Sn)− |Sn|p−1Sn = f˜n in Ω
∂zn
∂ν
= 0 on ∂Ω,
(6.10)
where
f˜n = f + ∆Sn − |Sn|p−1Sn. (6.11)
Let us stress that the choice of the Neumann boundary condition in (6.9) and in turn in (6.10) is not the only
possible, but it is the most convenient for our scope; indeed Neumann problems are particularly suited for the im-
plementation of the previously mentioned Bernstein estimates. Observe at this point that un converges, at least in
C2loc(Ω) (see Proposition 6.11) to the unique large solution to (38), and this in turn implies that zn → z := u−S
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in C2loc(Ω) where S = limn→∞Sn. Hence, once a uniform estimate (with respect to n) in W
1,∞(Ω) is obtained for
the solution zn of (6.10), it can be inherited by z as n diverges.
The proof of Theorem 6.3 is divided into the following main steps:
• we prove that there exists a constant C¯ = C¯(σ0, · · · , σ[α]+1, f) such that dn|f˜n|+d2n|∇f˜n| ≤ C¯d1+[α]−α
for every n ∈ N;
• we show that for every n ∈ N problem (6.9) admits a solution un and we describe the first order behaviour
of un near the boundary;
• through a Bernstein type estimate, we show that there exists a positive constantB = B(σ0, · · · , σ[α]+1, f)
such that ‖zn‖W 1,∞(Ω) ≤ B for every n ∈ N. This implies that ‖z‖W 1,∞(Ω) ≤ B.
Hence Theorem 6.3 tells us that z ∈ C2(Ω) satisfies{
−∆z + |z + S|p−1(z + S)− |S|p−1S = f˜ in Ω,
z ∈W 1,∞(Ω).
where
f˜(x) = f(x) + ∆S(x)− |S(x)|p−1S(x) (6.12)
and f˜ = lim
n→∞ f˜n. Note that so far we do not have any information on the boundary behaviour of z, apart from
the fact that is globally Lipschitz continuous. Thus, it is natural to wonder if z satisfies some boundary condi-
tion; and indeed, coupling the previously mentioned Bernstein technique with sub and super solutions method,
we prove we prove (6.5).
Let us now consider a class of nonlinearities for which Theorem 6.3 can be generalized with minor modifi-
cations. Let us thus focus on the following problem{
−∆u+ h(x)|u|p−1u = r(x, u) in Ω,
u = +∞ on ∂Ω, (6.13)
where p > 1, h ∈ C4(Ω¯) is such that for 0 < A < B
A ≤ h(x) ≤ B ∀ x ∈ Ω¯, (6.14)
and r ∈ C1(Ω¯× R) satisfies
r(x, s)s ≥ 0 and ∂
∂s
(
h(x)|s|p−1s− r(x, s)) ≥ 0 ∀ (x, s) ∈ Ω× R. (6.15)
In Theorem 2.7 of [12] it is proved that for any bounded domain Ω of class C2, under the assumptions (6.14)
and (6.15), problem (6.13) admits a positive large solution; moreover every large solution u of (6.13) has the
following asymptotic behaviour near ∂Ω
lim
d(x)→0
u(x)
σ0
(√
h(x)d(x)
)−α = 1. (6.16)
Now we make additional growth assumptions on the function r(x, s) in order to be able to implement the Bern-
stein technique as in Theorem 6.3. We require that
sup
0<s<1
|r(x, s−α)|s ∈ L∞(Ω),
sup
0<s<1
|rx(x, s−α)|s2 ∈ L∞(Ω),
sup
0<s<1
|rs(x, s−α)|s2 = o(1), as d(x)→ 0,
sup
0<s<1
|rs(x, s−α)|s−α+1 ∈ L∞(Ω),
(6.17)
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where rx := ∇xr and rs := ∂r∂s . As a first consequence of (6.17) we deduce that for 1 < q < p the function
g(x, s) := h(x)|s|p−1s− r(x, s) satisfies
g(x, s)
sq
is increasing for large values of s. (6.18)
Indeed
d
ds
g(x, s)
sq
=
(p− q)sp−1 − rs(x, s) + r(x, s)s−1
sq
> 0 for large value of s,∀x ∈ Ω.
Thus using (6.16) and (6.18) we can take advantage of (the proof of) Theorem 2 of [58] to infer that problems
(6.13) admits a unique large solution.
We stress here that we obtain the asymptotic expansion of large solutions and their gradient via an approx-
imation procedure; thus, in the absence of a uniqueness result, our method gives a description only of the large
solution obtained by the approximating scheme, i.e. the minimal large solution.
We can state our last result.
Theorem 6.5. Let us assume p > 1, fix α := 2p−1 and let Ω be a bounded domain of class C
[α]+5. Assume
moreover that (6.14), (6.15) and (6.17) hold true. Then there exist functions σh,k = σh,k(p,Ω, h) (see (6.39) for
the precise definition) with σh,k ∈ C(Ω)[α]+5−k k = 0, · · · , [α] + 1, such that, defining Sh as
Sh(x) =
[α]+1∑
k=0
σh,k(x)
(√
h(x)d(x)
)k−α
, (6.19)
it results u− Sh ∈W 1,∞(Ω) and z(x¯) := u(x¯)− Sh(x¯) = 0 for every x¯ ∈ ∂Ω. If moreover we assume
sup
0<s<1
|r(x, s−α)| = o(1) as d(x)→ 0, (6.20)
it holds true that
z(x¯) and
∂z
∂ν
(x¯) = 0 ∀x¯ ∈ Ω.
Let us stress that the functions σh,k do not depend on the function r, due to assumptions (6.17). Indeed these
growth conditions imply that the contribution of the perturbation r(x, s) does not affect the asymptotic behaviour
prescribed by h(x)|s|p−1s.
On the other hand the presence of the weight h requires some modifications in the definition of the corrector
function Sh. This in turn yield to even more involved formulas for σh,0, · · · , σh,[α]+1 than (6.3). Notice that
σh,0 =[α(α+ 1)]
1
p−1 ≡ σ0,
σh,1(x) =ασ0h
−1(x)
αh−
1
2 (x)∇h(x)∇dn(x) + h 12 (x)(N − 1)H(x)
2(1 + 2α)
,
namely the first order behaviour does not see the influence of the weight, that comes into play from the second
one onward. As a last comment to Theorem 6.5, notice that, in order to recover the Neumann boundary condi-
tions for z, the additional growth assumption (6.20) is needed (see Remark 6.7).
Unfortunately we are not able to treat problem (29) with g that satisfies just (30) and (31). The main obstacles
in considering a general g(s) (that satisfies anyway (30) and (31)) are, on one side, that the simple structure of the
corrector function S is lost and, on the other, that it becomes much harder to manipulate terms as g(z+S)−g(S).
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6.3 Gradient bound
6.3.1 The choice of Sn.
In this first section we determine the regularity of the functions σk, k = 0, · · · , [α] + 1, defined in (6.3) and we
show that f˜n, defined in (6.11), is such that
∃ C¯ = C¯(σ0, · · · , σ[α]+1, f) : dn|f˜n|+ d2n|∇f˜n| ≤ C¯d1+[α]−αn .
We prove a slightly more general result that emphasizes the relationship between the number of elements of Sn
and the required regularity of Ω.
Proposition 6.6. Let us take a natural number M ∈ [0, [α] + 1], Ω a bounded open domain of class CM+4, σk
as in (6.3) with k = 0, · · · ,M and Sn as in (6.8). Then we have that σk ∈ C(Ω¯)M+3−k with k = 0, · · · ,M
and that there exists n0 = n0(σ0, · · · , σM ) such that for every n > n0
|(∆Sn − |Sn|p−1Sn)dn|+ |∇(∆Sn − |Sn|p−1Sn)d2n| ≤ CdM−αn in Ω, (6.21)
where C = C(N,α, ∂Ω).
Proof. Note at first that the positive root of (k − α)(k − α − 1)− (2 + α)(α + 1) = 0 (seen as an equation in
the variable k) is bigger then [α] + 1: indeed denoting by ki i = 1, 2 the two roots, we have that
k1 < 0 < k2 =
2α+ 1 +
√
(2α+ 1)2 + 2(α+ 1)
2
and k2 > 2α+ 1 > [α] + 1 α > 0.
Thus the denominator in (6.3) is always different from zero. As far as the regularity of the terms involved in
(6.21) is concerned, Theorem 6.1 assures us that dn ∈ CM+4(Ω) (see also [59] and [64]); moreover, as it is clear
from the formulas in (6.3), the evaluation of σk involves derivatives of dn of order k + 1. Hence the regularity
of σk is M + 4− (k + 1) = M + 3− k, i.e. σk ∈ CM+3−k(Ω¯) with k = 1, · · · ,M .
Let us show now that such a choice of σk implies that (6.21) holds true. Thanks to the proved regularity property,
we are allowed to compute both the gradient and the lApllacian of Sn(x). Recalling that by definition∇dn(x) =
∇d(x) and ∆dn(x) = ∆d(x), we have that
∆Sn(x) =
M∑
k=0
[(k − α)(k − α− 1)σkdk−α−2n (x)|∇d(x)|2 + (k − α)σk(x)dk−α−1n (x)∆d(x)
+ 2(k − α)dk−α−1n (x)∇σk(x)∇d(x) + ∆σk(x)dk−αn (x)].
Ordering the previous expression according to the power of the distance function and working in Ωδ¯ , in order to
use that |∇d|2 = 1, we obtain
∆Sn(x) = α(α+ 1)σ0d
−α−2
n (x) +
[
α(α− 1)σ1(x)− ασ0∆d(x)
]
d−α−1n (x)
+
M∑
k=2
{
(k−α)(k−α−1)σk(x)+(k−α−1)
[
σk−1(x)∆d(x)+2∇σk−1(x)∇d(x)
]
+∆σk−2(x)
}
dk−α−2n (x)
+ r(x)dM−α−1n (x) in Ωδ¯,
where r = r(σM−1, σM ) ∈ C1(Ω¯).
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Now let us focus on the non linear term |Sn|p−1Sn. Since any σk is bounded, there exists δ0 = δ0(σ0, · · · , σM ),
with δ0 < δ¯, n0 = n0(δ0) and a function R = R(σ0, · · · , σM ) ∈ C1(Ω¯) such that
|Sn|p−1Sn = σp0d−α−2n
(
M∑
k=0
σk
σ0
dkn
)p
= σp0d
−α−2
n + pσ
p−1
0 σ1d
−α−1
n
+
M∑
k=2
dk−α−2n
pσp−10 σk + σp0
k∑
j=2
(p
j
)
σ−j0
∑
i1+···+ij=k
σi1 · · ·σij
+R(x)dM−α−1n
in Ωδ0 and n ≥ n0.
Now it becomes clear that the choice of σ0, · · · , σM in (6.3) is the unique for which∣∣∆Sn(x) − |Sn(x)|p−1Sn(x)∣∣dn(x) = ∣∣r(x) − R(x)∣∣dM−αn (x) ≤ CdM−αn (x) in Ωδ0 and n ≥ n0 ,
and moreover∣∣∇(∆Sn − |Sn|p−1Sn)d2n(x)∣∣ ≤ (α+ 1−M)∣∣∇(r(x)−R(x))∣∣dM−αn (x) ≤ CdM−αn (x)
in Ωδ0 and n ≥ n0,
with C = C(σ0, · · · , σM ). The estimate in Ω \ Ωδ0 it is straightforward thanks to the regularity of σk.
Remark 6.7. For the proof of Theorem 6.3 we take M = [α] + 1, so that (6.21) becomes
|(∆Sn − |Sn|p−1Sn)dn|+ |∇(∆Sn − |Sn|p−1Sn)d2n| ≤ Cd1+[α]−αn in Ω
Since f ∈W 1,∞(Ω), recalling the definition (6.11) of f˜n, it follows
∃C¯ = C¯(σ0, . . . , σM , f) such that dn|f˜n|+ d2n|∇f˜n| ≤ C¯d1+[α]−αn ≤ C˜ . (6.22)
Remark 6.8. For the sake of completenesses we explicitly compute the expression for σ2:
σ2(x) =
(α+ 2)σp−20 σ
2
1(x)d(x) + (α− 1)[σ1(x) d(x)∆d(x) +∇σ1(x)∇d(x)]
(2− α)(1− α)− (2 + α)(α+ 1) .
Of course σ0 and σ1(x) coincide with the ones already known in literature.
6.3.2 Existence and preliminary estimates for un
In this section we find suitable sub- and super-solutions for problem (6.9) in order to prove both existence and
some preliminary estimates on the solutions un of (6.9).
We first observe that
∂Sn
∂ν
∣∣∣∣
∂Ω
= ασ0n
α+1 + nα
M∑
k=1
[
(α− k)σkn1−k +∇σk · νn−k
]
= ασ0n
α+1 + nαψn if α 6= 1
while
∂Sn
∂ν
∣∣∣∣
∂Ω
= σ0n
2 +∇σ1 · ν +∇σ2 · ν 1
n
− σ2 = σ0n2 + ψn if α = 1,
where ψn ∈ C(∂Ω) is uniformly bounded (with respect to n). More precisely
∃ T = T (N,α, ∂Ω) : ‖ψn‖L∞(∂Ω) ≤ T ∀n ∈ N. (6.23)
Such a bound is crucial in order to prove that problem (6.9) admits a pair of sub- and super-solutions.
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Proposition 6.9. Let p > 1, f ∈ W 1,∞(Ω), Sn as (6.8) and T as in (6.23). Hence problem (6.9) admits a pair
of (classical) sub- and super-solutions.
Proof. Case α > 1, sub-solution. We prove that it is possible to chose M1 and M2 positive constants such that
wn := σ0d
−α
n −M1d1−αn −M2 is a sub-solution for (6.9). Fix at first
M1 ≥ max
{
(p− 1)ασ0||∆d||L∞(Ω)
(p+ 3)
,
T
α− 1
}
and observe that this choice of M1 implies that
∂wn
∂ν
− ασ0nα+1 − ψnnα = [−(α− 1)M1 − ψn]nα < 0 on ∂Ω. (6.24)
Moreover, using the monotonicity of the function s→ |s|p−1s, let us fix δ0 = δ0(M1) < δ¯ and n0 = n0(δ0) so
that
|wn|p−1wn ≤ |σ0d−αn −M1d1−αn |p−1(σ0d−αn −M1d1−αn ) = (σ0d−αn −M1d1−αn )p
= σp0d
−α−2
n
(
1− M1
σ0
dn
)p
= σp0d
−α−2
n
[
1− pM1
σ0
dn +O(d
2
n)
]
in Ωδ0 , n > n0.
On the other hand an easy computation shows that
∆wn = α(α + 1)σ0d
−α−2
n − αd−α−1n
[
σ0∆d + (α − 1)M1
]
+ (α − 1)M1d−αn ∆d in Ωδ0 , n > n0.
Recalling that
pσp−10 − α(α− 1) = pα2 + pα− α2 + α = 2
p+ 3
p− 1 ,
we deduce that
−∆wn + |wn|p−1wn − f ≤ −∆wn + (σ0d−αn −M1d1−αn )p − f
≤
(
−2p+ 3
p− 1M1 + ασ0∆d
)
d−α−1n +O(d
−α
n ) ≤ 0 in Ωδ0 , n > n0,
where the last inequality holds true thanks to the choice of M1. Now taking
M2 ≥ σ0δ−α0 +
(
‖∆wn‖L∞(Ω\Ωδ0 ) + ‖f‖L∞(Ω)
) 1
p
and using once more the monotonicity of s→ |s|p−1s, it follows that
−∆wn + |wn|p−1wn − f ≤ −∆wn − ‖∆wn‖L∞(Ω\Ωδ0 ) − ‖f‖L∞(Ω) − f ≤ 0 in Ω \ Ωδ0 . (6.25)
and we conclude that wn is a sub-solution of problem (6.9).
Case α > 1, super-solution. Let us show now that it is possible to take N1 ≥ M1 such that vn := σ0d−αn +
N1d
1−α
n turns out to be a super-solution for (6.9). As far as the boundary condition is concerned we have
∂vn
∂ν
∣∣∣∣
∂Ω
− σ0nα+1 − ψnnα = [(α− 1)N1 − ψn]nα > 0 on ∂Ω ,
where the last inequality follows from the previous choice of N1.
Since vn is positive, thanks to the convexity of the function (1 + s)p with p > 1, we have that
|vn|p−1vn = σp0d−α−2n
(
1 +
N1
σ0
dn
)p
≥ σp0d−α−2n
(
1 + p
N1
σ0
dn
)
.
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As in the previous case it follows that
−∆vn + vpn − f ≥
(
2
p+ 3
p− 1N1 + ασ0∆dn
)
d−α−1n +O(d
−α
n ) in Ωδ¯, n > n0,
where we have used that |∇d|2 = 1 in Ωδ¯ . Thanks, once again, to the choice of N1 we can conclude that
−∆vn + vpn ≥ f in Ωδ¯ .
Finally we have
−∆vn + vpn − f = −∆vn + (σ0d−αn +N1d1−αn )p − f
≥ −∆vn +Np1 dp(1−α)n − f ≥ C1Np1 − C2N2 − C3 in Ω \ Ωδ¯,
where the last inequality comes from the fact that in Ω \ Ωδ¯ dn ≥ δ¯ and that in −∆vn only linear powers of N1
appears. So by increasing if necessary the value of N1, we have −∆vn + vpn ≥ f in Ω \ Ωδ¯ . It is then possible
to conclude that vn is a super-solution of (6.9) in Ω and that vn ≥ wn.
For the range 0 < α ≤ 1 the proof is similar and we just stress the main differences.
Case α = 1. Note that, with this choice of α, we have p = 3, σ0 =
√
2. We claim that wn :=
√
2d−1n +
M3 log dn−M4 and vn :=
√
2d−1n −N3 log dn+N4, withM3,M4, N3, N4 > 0, are a sub- and a super-solution
for (6.9). Let us choose M3 ≥ T in order to obtain
∂wn
∂ν
∣∣∣∣
∂Ω
−
√
2n2 − ψnn = [−M3 − ψn]n < 0.
Then we fix δ0 = δ0(M3) < min{δ¯, 1} (so that log(δ0) < 0) and n0 = n0(δ0) such that
w3n ≤ 2
3
2 d−3n
(
1 +
M3√
2
dn log(dn)
)3
= 2
3
2 d−3n + 6M3d
−2
n log(dn) + o(d
2
n log(dn)) in Ωδ0 , n > n0,
Hence it follows that
−∆wn + |wn|p−1wn − f ≤ +6M3d−2n log dn + o(d2n log(dn)) ≤ 0 in Ωδ0 , n > n0.
Now we fix
M4 ≥
√
2δ−10 +
(
‖∆wn‖L∞(Ω\Ωδ0 ) + ‖f‖L∞(Ω)
) 1
p
,
that implies −∆wn + |wn|p−1wn − f ≤ 0 in Ω \Ωδ0 and we in turn that wn is a sub-solution of problem (6.9).
For the super-solution vn, we consider N3 ≥ T . Thus, exactly as in the previous case, we get
∂vn
∂ν
∣∣∣∣
∂Ω
− σ0n2 − ψnn = [N3 − ψn]n > 0.
Noticing that vn is positive and using the convexity of the function (1 + s)3, we obtain
v3n = 2
3
2 d−3n
(
1− N3√
2
dn log(dn) +N4
)3
≥ 2 32 d−3n − 6N3d−2n log(dn).
Moreover we fix δ0 ≤ δ¯ and n0 = n0(δ0) so that
−∆vn + vpn − f ≥ −6N3d−2n log dn + o(d2n log(dn)) ≥ 0 in Ωδ0 , n > n0.
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At this point, choosing
N4 ≥
√
2δ−10 +
(
‖∆vn‖L∞(Ω\Ωδ0 ) + ‖f‖L∞(Ω)
) 1
p
it follows that −∆vn + vpn − f ≥ 0 in Ω \ Ωδ0 and we conclude.
Case α < 1. Finally we consider wn = σ0d−αn −M5 +M6d−α+1n and vn = σ0d−αn +N5 −N6d−α+1n with
M5,M6, N5, N6 > 0. Let us fix M6 ≥ T1−α , in order to have
∂wn
∂ν
∣∣∣∣
∂Ω
− ασ0nα+1 − ψnnα < 0.
Moreover, taking M5 > 0 it is possible to select δ0 ≤ δ¯ and n0 = n0(δ0) such that
|wn|p−1wn = σp0d−α−2n − pσp−10 M5d2n + o(d2n)
and that
−∆wn + |wn|p−1wn − f ≤ −pσp−10 M5d−2n + o(d−2n ) ≤ 0 in Ωδ0 , n > n0.
Finally increasing the value of M5 so that
M5 ≥ σ0δ0 +M6δ−α+10 +
(
‖∆wn‖L∞(Ω\Ωδ0 ) + ‖f‖L∞(Ω)
) 1
p
,
it follows
−∆wn + |wn|p−1wn − f ≤ 0 in Ω \ Ωδ0
As far as vn is concerned, let us fix as before N6 ≥ ‖ψn‖∞1−α in order to get
∂vn
∂ν
∣∣∣∣
∂Ω
− ασ0nα+1 − ψnnα > 0.
Take now N5 > 0 and fix δ0 < δ¯ and n0 = n0(δ0) such that
|vn|p−1vn = σp0d−α−2n
(
1 +
N5
σ0
dαn −
N6
σ0
dn
)p
≥ σp0d−α−2n + pσp−10 N5d−2n + o(d−2n ) in Ωδ0 , n > n0.
and that
−∆vn + |vn|p−1vn − f ≥ pσp−10 N5d−2n + o(d−2n ) ≥ 0 in Ωδ0 , n > n0.
As in the previous cases, by increasing if necessary the value of N5, we have −∆vn + |vn|p−1vn − f ≥ 0 in
Ω \ Ωδ0 and that vn is a super-solution of (6.9).
The ordered sub- and super-solutions obtained in the previous proposition allow us to prove existence of a
solution for problem (6.9) and, on the other hand, give us a control on the behaviour of un (and in turn of zn)
near ∂Ω, which is crucial in order to prove the results of the next section.
Theorem 6.10. Let p > 1, f ∈ W 1,∞(Ω), Sn as in (6.8). Then problem (6.9) has a unique classical solution
un for every n ∈ N. Moreover
∃C = C(α,N, ∂Ω, f) :
∣∣∣∣ zn(x)Sn(x)
∣∣∣∣ = ∣∣∣∣un(x)Sn(x) − 1
∣∣∣∣ ≤ Cε(dn(x)) (6.26)
where
ε(s) =

s if α > 1
s(1 + | log s|) if α = 1
sα if α < 1 .
(6.27)
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Proof. The proof of the existence and uniqueness is standard and we sketch it here for the convenience of the
reeder. In Proposition 6.9, for every α > 0 we have constructed a pair of ordered sub- and super-solutions for
problem (6.9)
wn ≤ vn in Ω.
Let us set v0n = vn, C := max {||vn||L∞(Ω), ||wn||L∞(Ω)}, m > pCp−1 and let us define vin for i = 1, 2, ... as
the solutions of {
−∆vin +mvin = mvi−1n − |vi−1n |p−1vi−1n + f, in Ω,
∂vin
∂ν =
∂Sn
∂ν , on ∂Ω.
The choice of m allows us to say that the function s → ms − |s|p−1s is increasing in [−C,C] so that we can
apply the standard procedure of the sub- and super-solution method for existence of solutions (see for instance
[56]). We claim that vi−1n ≥ vin for every i = 1, 2, .... Indeed for i = 1 we have that the function w := v1n − v0n
satisfies {
−∆w +mw ≤ 0, in Ω,
∂w
∂ν = 0, on ∂Ω.
Hopf’s Lemma and the Strong Maximum Principle assure us that w ≤ 0, which implies v0 ≥ v1 and we can
conclude the proof of the claim by induction. Similarly we can prove that wn ≤ vin for every i = 1, 2, · · · . Then
we have that vin ↘ un a.e in Ω as i→∞ and that
wn ≤ un ≤ vn;
moreover by compactness and regularity arguments (see respectively [2] and [1]) it is possible to prove that
un ∈ C2(Ω) ∩ C1(Ω) solves of (6.9). The uniqueness follows by Theorem 3.6 of [59].
In order to prove (6.27) we first consider the case α > 1. We have that
σ0d
−α
n −M1d1−αn −M2 ≤ un ≤ σ0d−αn +N1d1−αn ,
where M1, M2 and N1 are the constant given by Proposition 6.9. Subtracting Sn we get
−(M1 − σ1)d1−αn +O(d2−αn ) ≤ un − Sn ≤ (N1 − σ1)d1−αn + o(d1−αn ) +O(d2−αn )
with b and B bounded functions. Thanks to the choice of M1 and N1 it follows that there exists a positive
constant constant C = C(α,N, ∂Ω, f) such that∣∣∣∣un(x)Sn(x) − 1
∣∣∣∣ ≤ Cdn(x) in Ω.
The case α ≤ 1 follows similarly using the respective sub- and super-solutions and for brevity we omit the
proof.
We close this section proving the following Proposition.
Proposition 6.11. The sequence un of solutions of problem (6.9) converges inC2loc(Ω) to the solution of problem
(38).
Proof. Let us define ψn := un − un+1, which, for n large enough, satisfies{
−∆ψn + |un|p−1un − |un+1|p−1un+1 = 0, in Ω,
∂ψn
∂ν < 0, on ∂Ω.
The Neumann boundary condition assures us that the maximum of ψn cannot be reached on ∂Ω. So let it be
x0 ∈ Ω the maximum point for ψn. This implies that −∆ψn(x0) ≥ 0 and then we obtain from the equation the
following information
|un(x0)|p−1un(x0)− |un+1(x0)|p−1un+1(x0) ≤ 0.
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But, since s → |s|p−1s is increasing, it has to be ψn(x0) = un(x0) − un+1(x0) ≤ 0. Being x0 the maximum
point, it follows that un ≤ un+1 in Ω. So we know that the sequence un is increasing and converges pointwise
to some function u. Moreover we know, thanks to Theorem 6.10, that each un is between the relative sub-
and super-solutions wn ≤ un ≤ vn. Thus we have that for any ω compactly contained in Ω there exists
c = c(ω, α,N) such that
un(x) ≤ un+1(x) ≤ · · · ≤ u(x) ≤ v(x) ≤ c ∀ x ∈ ω,
where v is the limit as n diverges of the super-solutions vn. On the other hand we also have that
w(x) ≤ u(x) ∀ x ∈ Ω,
where w is the limit of the sub-solutions. Thus using standard compactness and interior elliptic regularity
arguments, we have that for every ω ⊂⊂ Ω un → u in C2(ω). Thus we can pass to the limit with respect
to n in (6.9) and moreover we also obtain
lim
x→∂Ω
u(x) =∞.
6.3.3 Estimates of zn and |∇zn| in L∞(Ω).
Now we are ready to prove the uniform estimate in W 1,∞(Ω) for zn := un − Sn, where un are the solutions of
problem (6.9) and Sn has been defined in (6.8). Note that thanks to Proposition 6.11 we already know that for
every ω compactly contained in Ω we have that
∀ω ⊂⊂ Ω ∃cω : ‖zn‖W 1,∞(ω) ≤ ‖un‖W 1,∞(ω) + ‖Sn‖W 1,∞(ω) ≤ cω.
Thus the main concern here is to obtain a Lipschitz control in Ωδ0 for some δ0 > 0 small enough.
Let us start with the bound in L∞(Ωδ0).
Theorem 6.12. Let zn be as above. Then there exist 1 < β < 2 + [α]− α ≤ 2 and A1, A2 > 0 such that
−A1dβn(x) ≤ zn(x) ≤ A2dβn(x) ∀ x ∈ Ω. (6.28)
Proof. We build barriers in a neighborhood of ∂Ω through sub- and super-solutions method. In order to do it, let
us fix 1 < β < 2 + [α]− α ≤ 2 and  > 0 such that
γ1 := −β2 + β + (1 + )
√
2
2
pσp−10 > 0 and γ2 := −β2 + β + (1− )
√
2
2
pσp−10 > 0.
This is always possible since pσp−10 =
2p(p+1)
(p−1)2 > 2 and the function s→ −s2 + s+
√
2 admits 1+
√
1+4
√
2
2 > 1
as positive root. Moreover let us introduce the function d˜n(x) =
(
d(x)
1
2 + 1
n
1
2
) 1
2
and notice that
√
2
2
dn ≤ d˜n ≤ dn. (6.29)
The reason of considering this further regularization of the distance function is that ∂d˜n∂ν = 0 on ∂Ω.
Bound from above. We claim that there exists A1 > 0 such that vn(x) = A1d˜βn is a supersolution of (6.10).
Simple computations show that
∇vn = A1βd
(
d2 +
1
n2
) β
2−1
d∇d
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and
∆vn = A1β
(
d2 +
1
n2
) β
2−1
[
d2 (β − 2)
(
d2 +
1
n2
)−1
+ 1 + d∆d
]
.
It is immediate to check that vn satisfies the Neumann boundary conditions. Moreover, by definition of Sn, there
exist δ0 = δ0(σ0, · · · , σ[α]+1) and n0 = n0(δ0) such that Sn ≥ 0 and pSp−1n ≥ (1 − )pσp−10 d−2n in Ωδ0 and
n > n0. Using (6.29) and the convexity of the function (1 + s)p − 1 near zero, we obtain that
−∆vn + Spn
[(
1 +
vn
Sn
)p
− 1
]
− |f˜ | ≥ −A1βd˜β−2n
[
β − 1 + d‖∆d‖L∞(Ω)
]
+
√
2
2
(1− )pSp−1n d˜β−2n − |f˜ | ≥ A1d˜β−2n [γ1 − βδ0‖∆d‖L∞(Ω)]− |f˜ | ≥ 0,
where the last inequality follows by a further decreasing of δ0 and (6.22). Since zn and Sn are uniformly bounded
in Ω \ Ωδ0 , we choose A1 large enough to conclude that vn is a super solution of (6.10).
Bound from below. We want to prove that there exists A2 > 0 such that wn = −A2d˜βn is a sub solution of
(6.10), where β is the same of above. In this case we cannot take advantage of the convexity of the function
(1 + s)p − 1, but is always possible to conclude that there exist δ0 = δ(σ0, · · · , σ[α]+1, B), n0 = n0(δ0) such
that
|Sn|p−1Sn
[∣∣∣∣1 + wnSn
∣∣∣∣p−1(1− BSn
)
− 1
]
= Spn(x)
[(
1 +
wn
Sn(x)
)p
− 1
]
= Spn(x)
[
−A1 pd˜
β
n
Sn(x)
+O(d2αn w
2
n)
]
≤ −A2(1 + )pσp−10 d−2n in Ωδ0 and n > n0.
Thus, arguing as in the previous part, it is possible to choose A2 large enough to conclude that
−∆wn + |Sn|p−1Sn
[∣∣∣∣1 + wnSn
∣∣∣∣p−1(1 + wnSn
)
− 1
]
− |f˜n| ≤ 0 in Ω for n > n0.
Since the Neumann boundary conditions are satisfied we conclude the proof of the Theorem.
We can now state and prove our main result.
Theorem 6.13. Let zn be the functions defined in (6.10). Then there exists δ0 = δ0(σ0, · · · , σ[α]+1), C =
C(α,N, ∂Ω, f, δ0) and 0 < η < 1 such that
|∇zn| ≤ Cdηn in Ωδ0 . (6.30)
Proof. We divide the proof in two steps.
Step 1. Inequality satisfied by |∇zn|2.
Step 2. Application of maximum principle to wn := |∇zn|2eλdn in Ωδ0 .
Step 1. Thanks to (6.26) there exist δ0 < δ¯ and n0 = n0(δ0) such that
0 < C1 ≤
(
1 +
zn
Sn
)p−1
≤ C2∣∣∣∣(1 + zn(x)Sn(x)
)p
− 1
∣∣∣∣ ≤ C3 |zn(x)|Sn(x)
∀n > n0 ∀x ∈ Ωδ0 , (6.31)
where the positive constants C1, C2 and C3 depend only on α,N, ∂Ω and f . Moreover from the definition of
Sn and recalling that |∇dn| = 1 in Ωδ0 , it follows that
|∇Sn∇zn| ≤ C4 |∇zn|
dα+1n
. (6.32)
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with C4 = C4(α,N, ∂Ω, f). All the computations performed from now on are meant on Ωδ0 and with n > n0.
At first let us recover the equation satisfied by |∇zn|2 (see [72] and reference therein). In order to do it, it is
useful to recall that
∇(|∇zn|2) = 2D2zn∇zn and that ∆(|∇zn|2) = 2∇(∆zn)∇zn + 2|D2zn|2.
Hence, through Schwarz inequality, we get
∆(|∇zn|2) ≥ 2∇ [(zn + Sn)p − Spn]∇zn − 2∇f˜n∇zn +
2
N
(∆zn)
2 .
Now we consider separately each one of the terms on the right hand side above.
First term. We rewrite it as
∇ [(zn + Sn)p − Spn]∇zn = ∇
[
Spn
[(
1 +
zn
Sn
)p
− 1
]]
∇zn
= pSp−1n
(
1 +
zn
Sn
)p−1
|∇zn|2 + p
[
Sn
[(
1 +
zn
Sn
)p
− 1
]
− zn
(
1 +
zn
Sn
)p−1]
Sp−2n ∇Sn∇zn .
(6.33)
Note that in the right hand side above the first term is the coercive one, while the other has to be absorbed.
Thanks to (6.31) the coercive term of (6.33) becomes
∃γ > 0 : pSp−1n
(
1 +
zn
Sn
)p−1
|∇zn|2 ≥ 3γ |∇zn|
2
d2n
.
Recalling (6.27), Theorem 6.12 and (6.31), the last term of (6.33) can be controlled as follows
p
∣∣∣∣∣Sn
[(
1 +
zn
Sn
)p
− 1
]
− zn
(
1 +
zn
Sn
)p−1∣∣∣∣∣ |Sn|p−2|∇Sn∇zn|
≤ C|zn||Sn|p−2 |∇zn|
dα+1n
≤ C |∇zn|
d3−βn
≤ Cγ
d
2(2−β)
n
+ γ
|∇zn|2
d2n
,
where we have used (6.31), (6.32), (6.28) and Young’s inequality. Then we get
∇ [(zn + Sn)p − Spn]∇zn ≥ 2γ
|∇zn|2
d2n
− Cγ
d
2(2−β)
n
.
Second term. We apply Young’s inequality and use (6.22) to obtain
−∇f˜n∇zn ≥ −γ |∇zn|
2
d2n
− Cγ |∇f˜n|2d2n ≥ −γ
|∇zn|2
d2n
− C
d
2(α−[α])
n
.
Third term.It is positive and we can drop it.
Hence, gathering together the inequalities above, we have that
∆(|∇zn|2) ≥ γ |∇zn|
2
d2n
− C1
[
1
d
2(2−β)
n
+
1
d
2(α−[α])
n
]
(6.34)
≥ γ |∇zn|
2
d2n
− C1
dθn
∀n > n0 ∀x ∈ Ωδ0 ,
with θ = max{2(2− β), 2(α− [α])} < 2 and for some constant C1 = C1(α,N, ∂Ω, f).
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Step 2. As in [70] let us consider now wn := |∇zn|2eλdn with λ > 2‖∆d‖L∞(Ω). Its boundary behaviour
is described in Lemma 2.4 of [70] (using in turn an idea of [73]). For the convenience of the reader we report
here the computations. Notice at first that the boundary condition ∂zn∂ν = ∇zn · ν = 0 implies that there exists a
function µ ∈ L∞(∂Ω) such that
∇(∇zn∇dn)|∂Ω = µν.
To get convinced of this fact just observe that the regular function ∇zn · dn takes the value 0 on Ω (recall that
ν = −∇dn). Then its gradient evaluated on the boundary cannot have any tangential component, otherwise the
condition for∇vn · dn would be violated. Hence we have
µν · ∇zn = ∇(∇zn∇dn)∇zn = D2zn∇zn∇dn +D2dn∇zn∇zn on ∂Ω.
But the left hand side above is zero, so that
∂|∇zn|2
∂ν
= 2D2dn∇zn · ν ≤ 2||D2d||∞|∇zn|2
and as a consequence
∂wn
∂ν
= ∇(|∇zn|2eλdn) · ν =λwn∇dn · ν + eλdn∇(|∇zn|2) · ν
≤[−λ+ 2‖∆d‖L∞(Ω)]wn on ∂Ω.
(6.35)
Hence we can take λ large enough to have
∂wn
∂ν
≤ 0 on ∂Ω. (6.36)
Taking in to account (6.34), it follows that wn satisfies
∆wn ≥ (λ2 + λ∆dn)wn + 2λ∇wn∇dn − 2λ2wn + γwn
d2n
− C1
dθn
,
that is
−∆wn + [γ − (λ2 + λ||∆dn||L∞(Ω))d2n]
wn
d2n
+ 2λ∇wn∇dn ≤ C1
dθn
Hence, up to a decrease of δ0 and an increase of n0, we get
−∆wn + 2λ∇wn∇dn + γ
2
wn
d2n
≤ C2
dθn
in Ωδ0 and n > n0. (6.37)
Let us consider now vn = Ad˜ηn = A
(
d2 + 1n2
) η
2 with 0 < η < 1 and A > 0. Easy computations show that
−∆vn + 2λ∇vn∇dn + γ
2
vn
d2n
− C2
dθn
≥ Ad˜η−2n
[√
2γ
4
− η − ηd∆d− C2d2−η−θn
]
.
Thus recalling that θ < 2, up to a further decrease of δ0 and increase of n0, there exist 0 < η < 1 and A > 0
such that vn is a super solution of
−∆ψ + 2λ∇ψ∇dn + γ2 ψd2n ≤
C2
dθn
in Ωδ0 ,
∂ψ
∂ν = 0 on ∂Ω,
ψ = max∂Ωδ0\∂Ω |wn| on ∂Ωδ0 \ ∂Ω.
(6.38)
Since (6.36) and (6.37) assure us that wn is a sub solution of (6.38), we deduce that
wn ≤ vn,
that conclude the proof of the Theorem.
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Let us now give the proof of Theorem 6.3.
Proof of Theorem 6.3. Thanks to Theorems 6.12 and 6.13 we have a uniform Lipschitz bound for the sequence
zn = un−Sn in Ωδ0 , while Proposition 6.11 assures the interior regularity. Thus we can deduce that there exists
a constant C = C(α,N, ∂Ω, f) such that
‖zn‖W 1,∞(Ω) ≤ ‖zn‖W 1,∞(Ωδ0 ) + ‖zn‖W 1,∞(Ω\Ωδ0 ) ≤ C
and passing to the limit with respect to n
‖u− S‖W 1,∞(Ω) = ‖z‖W 1,∞(Ω) ≤ C.
Moreover, passing to the limit in (6.28) and (6.30) with respect to n, we infer (6.5).
6.3.4 Generalizations
It this last section we give for brevity the sketch of the proof of Theorem 6.5, just stressing the main differences
with respect to Theorem 6.3.
Sketch of the proof of Theorem 6.5. Let us give at first the compete expression of σh,0, · · · , σh,[α]+1
σh,0 := [α(α+ 1)]
1
p−1 ,
σh,1(x) := ασ0h
−1αh
− 12∇h∇dn + h 12 (N − 1)H(x)
2(1 + 2α)
,
σh,k(x) :=
Lk(σh,k−1, σh,k−2) + Pk(σh,k−1, σh,k−2) +Qk(σh,k−2)
(k − α)(k − α− 1)− (2 + α)(α+ 1)
+
σph,0
(k − α)(k − α− 1)− (2 + α)(α+ 1)
k∑
j=2
(p
j
)
σ−jh,0
∑
i1+···+ij=k
σh,i1(x) · · ·σh,ij (x)

for k = 2 · · · [α] + 1 and i1, · · · , ij positive integers,
(6.39)
where
Lk(σh,k−1, σh,k−2) :=(α+ 1− k)
[
σk−1
(
h−
1
2∇h∇dn + h 12 ∆dn + ∆σk−2
)
+ 2h
1
2∇σk−1∇dn
]
h−1
Pk(σh,k−1, σh,k−2) :=(α+ 2− k)
[
(k − α− 1)σk−1∇h∇dn + σk−2
(
−1
4
h
3
2 |∇h|2 + 1
2
h−
1
2 ∆h
)]
h−
3
2
Qk(σh,k−2) :=(α+ 2− k)
[
∇σk−2∇h+ (k − α− 3)
4
σk−2h−
9
4 |∇h|2
]
A tedious computation shows that with such a choice, there exist a positive constant C˜h = C˜h(α,N, ∂Ω, h, r)
such that
|(∆Sh,n − |Sh,n|p−1Sh,n)dn|+ |∇(∆Sh,n − |Sh,n|p−1Sh,n)d2n| ≤ C¯hd1+[α]−αn ≤ C˜h in Ω,
where Sh,n(x) =
∑[α]+1
k=0 σh,k(x)
(√
h(x)dn(x)
)k−α
. Hence we can define the approximated problems{
−∆uh,n + h(x)|uh,n|p−1uh,n = r(x, uh,n), in Ω
∂uh,n
∂ν =
∂Sh,n
∂ν on ∂Ω.
(6.40)
For the sake of clarity we give some details of the construction of the sub-solution in the case α > 1. Let us
consider the function
wh,n := σ0h
−α2 (x)d−αn (x)−Mh,1h
1−α
2 (x)d1−αn (x)−Mh,2,
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with
Mh,1 ≥ ασ0(p− 1)
αA−
3
2 ‖∇h‖L∞(Ω) +A− 12 ‖∆dn‖
p+ 3
.
Notice that thanks to (6.17)
|r(x,wh,n)dα+1n | = |r(x, d−αn + o(d−αn ))|dndαn ≤ sup
0<s<1
{|r(x, s−α)|s} d−αn = o(1) as d→ 0, n→∞.
Then there exist δ0 = δ0(Mh,1, r) and n0 = n0(δ0) such that
−∆wh,n + |wh,n|p−1wh,n − r(x,wh,n) ≤(
−2p+ 3
p− 1h
−α+1
2 Mh,1 − α2σ0h−α2−1∇h∇dn + ασ0h−α2 ∆dn − r(x,wh,n)dα+1n
)
d−α−1n
+O(d−αn ) ≤ 0 ∀n > n0 ∀x ∈ Ωδ0 .
Up to an increase of the value of Mh,1 and taking the value of Mh,2 large enough, we deduce (following the
same arguments that have led to (6.24) and (6.25)) that wh,n is a sub-solution of (6.40).
Once that sub- and super-solutions are obtained, we proceed as in Proposition 6.9, Theorem 6.10 and Proposition
6.11 in order to deduce that the solution uh,n of (6.40) converges (as n→∞) in C2loc(Ω) to uh, unique solution
of (6.13). Moreover the following estimate is satisfied
∃C = C(α,N, ∂Ω, h, r) :
∣∣∣∣uh,n(x)Sh,n(x) − 1
∣∣∣∣ ≤ Cε(dn(x)) (6.41)
where
ε(s) =

s if α > 1
s(1 + | log s|) if α = 1
sα if α < 1 .
Let us now define zh,n := uh,n − Sh,n, that solves{
−∆zh,n + |zh,n + Sh|p−1(zh,n + Sh,n)− |Sh,n|p−1Sh,n = r(x, zh,n − Sh,n) + f˜h,n, in Ω,
∂zh,n
∂ν = 0, on ∂Ω,
where f˜n := ∆Sh,n− |Sh,n|p−1Sh,n. Concerning the L∞(Ω) estimate for zh,n, we adapt the proof of Theorem
6.12 and prove that there exists 1 < β < 2 and a positive constant C such that
|zh,n| ≤ Cdβn.
Let us now have a closer glance to the perturbed version of Theorem 6.13, for which the growth conditions
(6.17) are especially designed. Exactly as in the previous section, we obtain that there exist δ0 and n0 such that
∆(|∇zh,n|2) ≥ 2∇
[
h(zh,n + Sh,n)
p − hSph,n
]
∇zh,n + 2
N
(∆zh,n)
2
+ 2∇r(x, zh,n + Sh,n)∇zh,n − 2∇(f˜h,n)∇zh,n in Ωδ0 , ∀ n > n0.
The main concern of course is the third term on the right hand side above; we have
2∇r(x, zh,n + Sh,n)∇zh,n ≤ 2∇xr∇zh,n + 2∂r
∂s
|∇zh,n|2 − C ∂r
∂s
d−α−1n ∇dn∇zh,n
≤ γ |∇zh,n|
2
d2n
+ Cγ |rx|2d2n + 2 |rs| |∇zh,n|2 + C |rs| d−α−1n .
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Let us focus on the three last terms on the right hand side above. Using assumption (6.17) and estimate (6.41)
we get that for d(x)→ 0 and n→∞
|rx(x, zh,n + Sh,n)| =
∣∣∣∣rx(x, Sh,n(1 + zh,nSh,n
))∣∣∣∣ d2nd2n = |∇xr(x, σ0d−αn + o(d−αn ))|d
2
n
d2n
≤ sup0<s<1
{|∇xr(x, s−α)|s2}
d2n
≤ C
d2n
,
|rs(x, zh,n + Sh,n)||∇zh,n|2 ≤ sup
0<s<1
{|rs(x, s−α)|s2} |∇zh,n|
2
d2n
= o(1)
|∇zh,n|2
d2n
,
|rs(x, zh,n + Sh,n)|d−α−1n ≤
sup0<s<1{|rs(x, s−α)|s−α+1}
d2n
≤ C
d2n
.
Thus up to a decrease on the value of δ0 and an increase on the one of n0, we obtain
2∇r(x, zh,n + Sh,n)∇zn ≤ (γ + o(1)) |∇zn|
2
d2n
+
C
d2n
in Ωδ0 .
At this point it is easy to deduce the counter of (6.34), i.e. that there exist some δ0 and n0 = n0(δ0) such that
∆(|∇zh,n|2) ≥ γ |∇zh,n|
2
d2n
− C1
d2n
∀n > n0 ∀x ∈ Ω0.
From now on the proof follows closely the one of Theorem 6.13.
Hence we infer that there exists zh ∈ C2(Ω), such that zh,n → zh in C2loc(Ω), that solves{
−∆zh + |zh + Sh|p−1(zh + Sh)− |Sh|p−1Sh = r(x, zh − Sh) + f˜h, in Ω,
zh ∈W 1,∞(Ω),
and that moreover ∣∣∣∣ zhSh
∣∣∣∣ ≤ o(1) as d(x)→ 0 and |f˜h|d+ |∇f˜h|d2 ≤ C,
The rest of the proof closely follows the one of Theorem 6.13.
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