INTRODUCTION
Features derived from the discrete Fourier transform (DFT) based spectrum are widely used for building speech systems such as speech or speaker recognition. It is well known that these speech systems do not perform as well when the speech signal is degraded due to different types of noise in the surrounding environment. This is mainly because the spectral representations used and hence the features derived are significantly affected by the degradations. The situation is much worse when there is a mismatch in the degradations between the training and testing data. Ideally it is desirable that a speech system works in all environment to a satisfactory level. This would call for good speech enhancement or noise reduction algorithms before the extraction of features, which is difficult especially when we do not know the type of degradation a priori. Also, speech enhancement or noise suppression algorithms may distort the information in the speech signal for the reliable extraction of features. Hence there is a need to explore new spectral representations and/or features that are invariant or less variant to degradations due to the channel or the environment.
Some of the popular spectral representations used in developing speech systems apart from the DFT spectrum [1] are the linear prediction (LP) spectrum [2] , variants of LP analysis such as perceptual LP (PLP) [3] , regularized LP (RLP) [4] and weighted linear prediction (WLP) [5] , and the STRAIGHT spectrum [6] . All these representations try to model the spectral envelope as closely as possible and are susceptible to changes in spectral slope and distortions throughout the spectral range. Location of the formant peaks in the spectrum is one important piece of information which does not change with respect to degradations. This would call for either the use of formant peak locations as features for building a speech system, or use a spectral representation which gives more emphasis to the location of these formant peaks. Linear prediction is moderately better in the sense it tries to model the high SNR formant peaks in the spectral envelope, provided it models the spectral peaks correctly. In this paper, we propose a robust spectral representation which gives more emphasis to the high SNR closed phased regions of the glottal cycle in the time domain, and the formant peaks in the frequency domain.
Linear prediction is widely used for formant detection and tracking in popular open source tools for analysis of speech signals such as Praat and wavesurfer [2] , [7] , [8] . Temporally weighted linear prediction methods with emphasis on high SNR closed phase region of a glottal cycle have been shown to be more accurate and robust for formant detection [9] , [10] . Temporally weighted LP methods have also been shown to be robust against degradations in speaker verification [11] , [12] , [13] and speech recognition [14] , [15] experiments. Recently, we proposed a robust spectral representation for formant detection that combines the advantages of weighted linear prediction and group delay function [16] . Weighted linear prediction (WLP) provides better estimates of the vocal tract and also robustness against degradation, as it gives more emphasis to the closed phase region within a glottal cycle. Abrupt closure of the vocal folds imparts a strong excitation to the vocal tract system just before the beginning of the closed phase, combined with the reduced damping of the subglottal system due to the closed vocal folds, results in larger signal amplitude or high SNR in the closed phase [17] . But WLP does not guarantee the stability of the resultant system. Stabilized weighted linear prediction (SWLP) ensures the stability of the all pole system [9] , but smooths the spectrum considerably resulting in the loss of spectral resolution of the formant peaks. The additive property of the group delay function helps to resolve spectral peaks better [18] , [19] , [16] . In this paper, we investigate the usefulness of this SWLP-GD spectral representation for developing speech systems.
The paper is organized as follows: Section 2 gives an overview of the WLP method using short-time energy as the weight function. A brief overview of the SWLP method is given in Section 3. Section 4 describes the computation of the group delay function for an all pole system. A qualitative and quantitative discussion on the robustness of the proposed SWLPGD representation is given in Section 5. Log-spectral distortion and frequency weighted segmental SNR are used to evaluate the robustness of the proposed SWLP-GD spectrum compared to some popular spectral representations. The performance of the SWLP-GD spectrum in a small scale closed set speaker recognition experiment under matched and mismatched degraded conditions is evaluated in Section 6. Section 7 gives a summary of the paper along with the possibilities for future work.
II. WEIGHTED LINEAR PREDICTION
In conventional linear prediction (LP) the given speech signal is modeled by minimizing the error between the current sample n x and its estimate n x obtained as a linear combination of the past samples, given by [2] ( ) ( ) 
in the source-system approximation of the speech signal given by X(z)=H(z)E(z). The superscript T denotes the transpose operation. X(z) and E(z) are the z-transforms of the speech signal x n and the error signal n e , respectively. H(z) denotes the all-pole synthesis filter representing the vocal tract system and E(z) denotes the excitation source signal.
Weighted linear prediction (WLP) involves estimating the filter coefficients of the all-pole model by minimizing a weighted cost function given by [5] ( ) ( ) ( )
where N is the number of speech samples over which the cost function is minimized. R is the weighted autocorrelation matrix given by 
where
The difference between WLP and conventional LP is the weight function n w . It should be noted that weighting in WLP is imposed on the square of the residual in the filter optimization and should not be confused with, for example, the ordinary Hamming windowing which is used in the autocorrelation computation in conventional LP. One possible option for the weight function is the short-time energy (STE) of the speech signal given by
where M is the length of the STE window, and 0 = n x for n < 0 and n ≥ N. Figure 1 shows a segment of a speech signal and the corresponding electroglottograph (EGG) signal recorded simultaneously. The STE computed using 10 = M for a sampling rate of 8 kHz and the differenced EGG (dEGG) signal are also plotted as dotted lines. It can be seen that the choice of STE as the weight function gives more emphasis on the high-SNR closed-phase region of the glottal cycle. While this can provide better estimates of the closed-phase vocal tract characteristics and increased robustness against degradation, it does not guarantee the stability of the all-pole model estimated.
III. STABILIZED WEIGHTED LINEAR PREDICTION
Stabilized weighted linear prediction ensures that the estimated poles of the all-pole model lie within the unit circle, thereby providing a stable model [9] . SWLP is defined by the modified autocorrelation matrix
where [ ] ( ) ( ) 
for i = 1, 2, …, N+p-1. The proof of stability of the resulting all-pole model is given in [9] .
IV. GROUP DELAY FUNCTION OF AN ALL-POLE SYSTEM
The group delay function, defined as the negative derivative of the phase spectrum [1] , of an all-pole filter is given by
where 
The discrete version of the group delay function may be computed as
The resulting group delay function has negative values and proportional to the square magnitude spectrum. In order to avoid logarithm of negative values in the computation of mel cepstral features and log-spectral distortion, it is raised to make it positive followed by a taking a square root given by
The resulting representation H[k] is referred to as the group delay spectrum.
In general, the group delay function may be computed for the entire all pole system using Eq. (10), or for the individual poles. The group delay function of the all-pole filter can also be computed by differencing the unwrapped phase spectrum of the inverse filter A(z). Computing the group delay function as a sum of group delays of the individual roots eliminates the need for phase unwrapping which can be problematic at times. It also provides the flexibility to handle unstable roots in the case of conventional LP or WLP methods by converting a mixedphase system to a minimum-phase system by flipping the poles outside the unit circle radially inward.
A. Sum of group delay functions of individual roots
The group delay function of the all pole filter can be expressed as the sum of group delay functions corresponding to the individual roots of the polynomial A(z), and is given by 
where τ r (ω) is the GD function of a real root, τ c (ω) is the GD function of a complex conjugate root pair, and n r and n c are the number of real roots and complex conjugate root pairs, respectively. Eq. 
V. STABILIZED WEIGHTED LINEAR PREDICTION GROUP
DELAY SPECTRUM SWLP provides a stable and robust representation of the instantaneous shape of the vocal tract system. The choice of STE as the weight function provides robustness by emphasizing the high-SNR regions in the time domain [20] . However, it is also observed that it smoothens the spectrum compared to the conventional LP with an increase in the bandwidth of the individual resonances, as can be seen from Figures 2(b) and 2(c) . The magnitude spectra of linear predictive models may not show prominently some weak resonances at higher frequencies or close to a strong resonance [18] . This can be seen in the case of second formant at around 2.2 kHz in Figures 2(b) and 2(c). Detection of such weak formants becomes difficult especially in degraded environments. These weak formants are better highlighted by computing the group delay function of the SWLP spectrum, as can be seen from Figure 2(d) . We refer to this as the stabilized weighted linear prediction group delay (SWLP-GD) spectrum. The additive property of the group delay function provides better resolution in the frequency domain which can improve the robustness of the representation against degradation.
A. Robustness of SWLP-GD spectrum
SWLP-GD spectra computed from speech signals corrupted by different degradations at 0 dB SNR is shown in Figure 3 . It can be seen that the SWLP-GD spectrum highlights the spectral peaks reasonably well for babble and volvo noise even at 0 dB SNR in the low energy regions (0.2 s to 0.35 s) of the speech utterance. The spectra in these low energy regions are most corrupted for white and factory noise, as also can be inferred from the objective evaluation of the robustness of different spectral representations distortion discussed below.
An objective evaluation of the robustness of the SWLP-GD spectrum is performed using two different metrics, namely, average log spectral distortion (LSD) and frequency weighted segmental signal to noise ratio (fwS). SWLP-GD spectrum is compared against the SWLP, the conventional LP, DFT, and the STRAIGHT spectra. The STRAIGHT spectrum is used for comparison as it provides a smoother spectral envelope and is widely used in speech synthesis applications [6] . Since the DFT magnitude spectrum with its harmonic peaks can give large spectral distortions, it is smoothed by liftering in the cepstral domain with a cut-off of 2 ms, before computing the spectral distortion.
The data used for computing the spectral distortion is part of the TIMIT corpus [21] denoted as coretest containing a total of 192 utterances, 8 utterances each from 24 different speakers (8 female and 16 male). Four different types of degradation, namely, babble, factory, volvo (inside car/vehicle) and white noise from the NOISEX database [22] are added to the clean TIMIT utterances to obtain the desired average segmental SNR.
B. Log spectral distorsion
The robustness of a spectral representation is measured in terms of average log-spectral distortion between spectral estimates of the vocal tract H [k] 
where K is the FFT length, and H [k] and ] [ k H denote clean and degraded spectra proportional to the magnitude spectrum. All spectral representations are normalized to unit energy before computing the log spectral distortion.
The average log-spectral distortion between the clean and degraded spectra computed using SWLP-GD, SWLP, LP, DFT and STRAIGHT methods for different types of degradation and for different SNRs are shown in Table I . A value of M = p = 13 is used for the STE computation in SWLP and SWLP-GD methods. The values given in Table I are scores averaged over all voiced regions (based on the manually marked voiced phonemes provided along with the database), and over all the speech utterances. It can be seen that the SWLP-GD spectrum has the least log-spectral distortion for all degradations and for all SNRs. It can be seen that the SWLP method performs better than the conventional LP, DFT and STRAIGHT methods, while the SWLP-GD improves upon the SWLP method. One possible reason for the poor performance of STRAIGHT method is the presence of residual harmonic ripples of the fundamental frequency, and requires a reliable pitch estimation algorithm to compensate for the ripples. But the STRAIGHT spectrum performs better than the cepstrally smoothed DFT spectrum, and comparable to the LP spectrum.
C. Frequency weighted segmental SNR
The log spectral distortion gives an idea of how good the spectral representation is over the entire spectral range. But, it does not give an idea as to how good it captures the perceptually important regions such as the spectral peaks. Frequency weighted segmental SNR (fwS) [23] , an improvement over the segmental SNR [24] , is an objective measure that gives more weightage to the perceptually significant regions of the spectrum. It correlates well with the industry standard objective measure PESQ [25] , and with simpler and lesser computational cost [23] . The fwS defined in [23] is computed on filter bank energies of the mel warped spectrum. While the use mel filter banks may be more appropriate in terms of perceptual significance, it gives less importance to the higher resonances of the vocal tract which are generally considered to be significant for speaker verification applications. In this section, we study the robustness of the SWLP-GD spectrum using a modified fwS measure which is computed using linear spectrum. The result of this modification is that all spectral peaks are given equal weightage.
The modified linear fwS is defined as
where denote the clean and degraded magnitude spectra, respectively. A value of γ = 0.2 is used as proposed in [23] .
The average fwS score computed over all voiced frames over all utterances is given in Table II . It can be seen that SWLP-GD gives the highest SNR scores indicating the ability of the method to capture the spectral peaks better. The STRAIGHT spectrum performs consistently better than the cepstrally smoothed DFT spectrum. The conventional LP spectrum is better than the STRAIGHT spectrum at higher SNRs, but comparable or marginally poorer at low SNRs. The SWLP performs better than the LP, DFT and STRAIGHT spectra, which is improved upon by the SWLP-GD spectrum. It may also be noted that, of the additive degradations studied, white noise affects all spectral representations the most, while volvo or car noise affects the least. VI. SPEAKER RECOGNITION EXPERIMENTS The usefulness of the proposed SWLP-GD spectrum for feature extraction in speech systems is studied using smallscale closed-set speaker recognition experiments under matched and mismatched conditions of degradation. The same set of 24 speakers (8 female and 16 male) from the coretest data of the TIMIT corpus used in the objective evaluations is used for the speaker recognition experiments. Each of the speaker has 8 short (3 to 5 s) utterances, of which 6 utterances are used for training and 2 are used for testing. A 32 mixture diagonal covariance Gaussian mixture model (GMM) is used to model the distributions of 12 mel cepstrals (c 1 t o c 12 ) derived from a given spectral representation. The number of mel filter banks used is 40. The speech signal is downsampled to 8 kHz and preemphasized (using a factor of 0.97) before computing the features. Features are computed over 30 ms Hamming windowed speech segments at the rate of 100 frames per second. A value of p = M = 13 is used in the computation of SWLP-GD spectrum.
The performance of features derived from the traditional DFT spectrum and the proposed SWLP-GD spectrum in speaker recognition is studied for both matched as well as mismatched conditions of degradation. A moderate degradation of 10 dB SNR is considered for this purpose. The performance of the mel cepstral features derived from DFT and SWLP-GD spectra is given in Table III . The diagonal entries correspond to the matched conditions, while the off-diagonal entries correspond to mismatched conditions of degradation. The scores denote the number of speakers correctly recognized within the closed set of 24 speakers. It can be seen that traditional DFT based mel cepstrals perform better under matched conditions, while the SWLP-GD performs significantly better under mismatched conditions. The overall recognition performance of DFT and SWLP-GD are 48.8% and 62.7%, respectively, while the performance over mismatched conditions are 36.5% and 54.2%, respectively.
VII. CONCLUSIONS
A new spectral representation based on the group delay function of the stabilized weighted linear prediction model was proposed. SWLP provides robustness due to temporal weighting with more emphasis on the high SNR closed phase regions within a glottal cycle. Group delay function provides improved resolution in the frequency domain due to its additive property. The proposed SWLP-GD spectrum was shown to be more robust against degradation compared to the popular DFT, LP and STRAIGHT spectra using two different objective measures, namely, log spectral distortion and frequency weighted segmental SNR. The usefulness of the SWLP-GD spectrum in developing robust speech systems was demonstrated using a small-scale closed-set speaker recognition experiments under matched and mismatched conditions of degradation. Mel cepstral features derived from SWLP-GD spectrum perform much better than the tradition mel cepstral features derived from the DFT spectrum. The speaker recognition experiments presented here are preliminary in nature with the purpose of highlighting the robustness of the proposed SWLP-GD spectrum, and its potential use in developing speech systems.
