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HESSIAN-BASED ADAPTIVE SPARSE QUADRATURE FOR
INFINITE-DIMENSIONAL BAYESIAN INVERSE PROBLEMS ∗
PENG CHEN † , UMBERTO VILLA † , AND OMAR GHATTAS ‡
Abstract. In this work we propose and analyze a Hessian-based adaptive sparse quadrature
to compute infinite-dimensional integrals with respect to the posterior distribution in the context of
Bayesian inverse problems with Gaussian prior. Due to the concentration of the posterior distribu-
tion in the domain of the prior distribution, a prior-based parametrization and sparse quadrature
may fail to capture the posterior distribution and lead to erroneous evaluation results. By using a
parametrization based on the Hessian of the negative log-posterior, the adaptive sparse quadrature
can effectively allocate the quadrature points according to the posterior distribution. A dimension-
independent convergence rate of the proposed method is established under certain assumptions on the
Gaussian prior and the integrands. Dimension-independent and faster convergence than O(N−1/2)
is demonstrated for a linear as well as a nonlinear inverse problem whose posterior distribution can
be effectively approximated by a Gaussian distribution at the MAP point.
Key words. Infinite-dimensional Bayesian inverse problems, curse of dimensionality, Hessian-
based adaptive sparse quadrature, sparse grid, Gaussian prior, dimension-independent convergence
analysis
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1. Introduction. In many practical applications, a quantity of interest (QoI)
predicted by a mathematical model of a physical system may be stochastic rather
than deterministic due to uncertainties arising from inadequate knowledge of input
parameters that characterize material properties, computational geometries, initial
and boundary conditions, source terms, etc. Solution of an inverse problem will
reduce these uncertainties based on available observational data on some system out-
puts, leading to more reliable computational predictions of the QoI. In a Bayesian
framework, the solution of the inverse problem entails the computation of the poste-
rior probability distribution of the uncertain input parameter conditioned on (possi-
bly) noisy observational data of the system output. A prior probability distribution,
based on experts’ belief, is prescribed for the uncertain input parameter. Then, the
posterior distribution of the uncertain parameter can be formally obtained by the
Radon–Nikodym derivative by Bayes’ theorem [30]. Once the posterior distribution is
known, one is often interested in evaluating the statistical moments of the QoI (e.g.,
expectation and variance) with respect to the posterior distribution for the assess-
ment, design, control and optimization of the system.
We consider the case of a spatially heterogeneous uncertain parameter, i.e., a spa-
tially correlated random field with a prescribed bounded covariance between any two
points of the physical domain. This setting makes the uncertain parameter infinite-
dimensional, which naturally leads to an infinite-dimensional integration problem for
the evaluation of the statistical moments of the QoI with respect to the posterior dis-
tribution. Several computational challenges are commonly faced for such integration
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problems. Traditional deterministic integration methods face the curse of dimension-
ality, i.e., the computational complexity grows exponentially fast with respect to the
parameter dimension so that only a limited number of dimensions can be resolved. On
the other hand stochastic integration methods such as Monte Carlo (MC) or Markov-
chain Monte Carlo (MCMC) do not depend on the parameter dimension but on the
variance of the QoI; however the convergence of the quadrature errors, O(N−1/2) with
N quadrature samples [18], is often very slow. In addition, the posterior distribution,
unlike the prior distribution, is usually not explicitly available but rather is implicitly
represented by means of the Bayes Theorem and becomes rather concentrated in the
parameter space when the observational data are very informative and thus is diffi-
cult to sample efficiently. Finally, when the system is modeled by partial differential
equations (PDE) in complex geometries, evaluation of the QoI at each quadrature
sample require a full PDE solve that can involve expensive large-scale computations,
so that only a small number of samples can be computed.
We tackle these computational challenges by exploiting the intrinsic sparsity of
the integration problem with respect to the posterior distribution and the structure
of the inverse problem. By sparsity, we mean that the QoI has markedly differ-
ent sensitivity in different parameter dimensions under the posterior distribution; in
other words, the dependence of the QoI on different parameter dimensions is rather
anisotropic with suitable parametrization of the uncertain parameter, so that we can
identify the most sensitive dimensions and allocate most of the computational effort
in these dimensions [28, 26, 27, 7, 8, 11]. By structure, we mean that high-order
derivatives of the parameter-to-observable map with respect to the parameter at the
maximum a posteriori (MAP) point, in particular the Hessian, describe the inherent
structure of the manifold of the posterior distribution about the MAP point, which
is especially useful when the posterior distribution is relatively concentrated at the
MAP point due to informative observational data [16, 21, 3, 24]. To exploit these
opportunities and to make the solution of the infinite-dimensional Bayesian inverse
problem computationally feasible, here we develop a novel Hessian-based adaptive
sparse quadrature for integration of a QoI with respect to the posterior distribution.
More specifically, we consider a Gaussian distribution in a Hilbert space as the
prior distribution for the uncertain parameter, where the covariance operator is given
by a fractional power of a second order elliptic differential operator. We then compute
the MAP point by solving an optimization problem using a Lagrangian variational
approach and an inexact Newton–conjugate gradient solver. The covariance of the
Gaussian approximation of the posterior distribution at the MAP point, to which we
refer as the Gaussian posterior covariance, is given as the inverse of the Hessian of
the negative log-posterior distribution. Like the prior covariance, this covariance is
of trace class; indeed we show that the eigenvalues of this covariance are less than
or equal to those of the prior covariance in every dimension as long as the Hes-
sian of the data misfit is non-negative. However, the Gaussian posterior covariance
operator is formally a large dense operator, and it is not available explicitly, but
implicitly through its action on a given function. To apply this covariance operator
to a function is very expensive, as it requires solution of the so-called incremental
forward and adjoint problems. To make actions of the Gaussian posterior covariance
computationally feasible, we compute its eigendecomposition by a Lanczos [4] or a
randomized [17] method. The fast decay of the eigenvalues of the Gaussian poste-
rior covariance allows us to express the infinite-dimensional uncertain parameter by
a truncated Karhunen–Loe`ve expansion on the eigenpairs, parametrized by a vector
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of independent and identically distributed Gaussian random variables. Our approach
is in contrast with [27], in which the uncertain parameter is first represented by a
truncated Karhunen–Loe`ve expansion on the eigenpairs of the prior covariance, and
then the coordinates corresponding to the Gaussian random variables are transformed
according to the Hessian of the negative log-posterior with respect to these random
variables. The advantage of our approach is that we only need to compute the eigen-
pairs that are important according to the Gaussian posterior covariance, which can
save considerable computational cost if a large number of the eigenpairs of the prior
covariance have to be kept in order to capture the main uncertainty in the Gaussian
posterior distribution. For instance, an extremely large number of prior eigenpairs
would have to be used to capture the localized fine scales of the parameter field for
the Antarctic ice sheet flow inverse problem in [19], while many fewer eigenpairs of
the Gaussian posterior covariance are needed.
The sensitivity of the QoI with respect to different parameter dimensions rep-
resented by the Gaussian random variables is characterized by the fast decay of
the eigenvalues of the Gaussian posterior covariance. A dimension-adaptive sparse
quadrature [15, 6, 26] is then constructed for the parametric integration problem. We
establish under certain assumptions on the decay of the eigenvalues of the Gaussian
prior and the regularity of the integrand that the convergence of the adaptive sparse
quadrature is bounded by O(N−s), independent of the number of the parameter
dimensions. The exponent s depends only on the algebraic decay rate of the eigen-
values; the sparser the problem is, i.e., the faster the eigenvalues decay, the faster the
convergence becomes. In particular, for s larger than 1/2, the deterministic sparse
quadrature achieves faster convergence than the stochastic MC or MCMC quadra-
ture. We demonstrate the concentration of the posterior distribution in the region of
the prior distribution, the efficacy of the Hessian-based allocation of the quadrature
points, and the convergence property of the sparse quadrature in both a linear and a
nonlinear inverse problem.
The paper is organized as follows: Section 2 presents the infinite-dimensional set-
ting of Bayesian inverse problems, computational tasks and challenges; the Hessian-
based parametrization is developed in Section 3; Section 4 describes the adaptive
sparse quadrature and provides a dimension-independent convergence analysis; Sec-
tion 5 is devoted to solution of two inverse problems, one linear and the other nonlin-
ear; and conclusions are drawn in Section 6.
2. Infinite-dimensional Bayesian Inversion.
2.1. Overview. Inverse problems consist of finding an unknown system input
parameter given observational (or experimental) data on some system output. These
problems are most often ill posed in the sense of Hadamard, i.e., violation of either
existence or uniqueness, or the solution depends sensitively on the data. A classical
remedy in a deterministic approach is to solve a regularized least-squares minimization
problem. Alternatively, a statistical approach, formulated in the Bayesian framework,
seeks for the posterior probability distribution of the parameter that maximizes the
likelihood of the parameter to generate the observational data as system model output
conditioned on its prior distribution that incorporates available data or expert opin-
ion/prior belief on the parameter. The latter approach is far richer than the former
as it not only computes a maximum a posterior (MAP) estimator as the most likely
estimation of the parameter, but also quantifies the confidence of this estimator, and
provides the probability of a different estimator other than the MAP one. Moreover,
different choices of the prior distribution make it versatile to model the available data
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or belief on the parameter. Furthermore, for a quantity of interest (QoI) that depends
on the parameter, possibly through the system state variable, more information can
be assessed in the form of its statistics, such as mean, variance, and failure probability,
which can be computed by either deterministic or statistical integration of the QoI
with respect to the posterior distribution of the parameter.
When the parameter is spatially correlated random field in the physical domain,
the solution of the statistical inverse problems is the posterior measure of the parame-
ter in a function space, or more precisely a separable Banach space, which is typically
infinite-dimensional as outlined in [30]. In this framework, an appropriate definition
of the posterior measure is realized by the Radon–Nikodym derivative with respect to
the prior measure, where the derivative is proportional to the likelihood function based
on conditional probability distribution. The prior measure of the parameter plays an
important role to guarantee the well-posedness of the statistical inverse problems.
Moreover, it is the sparsity of the parameter encapsulated in the prior measure and
successively inherited by the posterior measure that contributes to the development
of sparse algorithms in sampling the parameter according to its posterior measure and
computing the statistics of a given QoI. Among many choices of the prior measures,
such as uniform, Besov, and Gaussian priors (see e.g. in [13]), we consider the last
one for its popularity in practical applications.
In what follows, we present the Bayes’ formula for the definition of the posterior
measure in infinite dimensions in Section 2.2, then in Section 2.3 we address the
central and computationally challenging task in Bayesian inverse problems, i.e. the
computation of statistics of some QoI as an infinite-dimensional integration problem.
Section 2.4 is devoted to a practical construction of Gaussian priors.
2.2. Bayes’ formula for infinite-dimensional inverse problems. By X we
denote a separable Banach space defined over the physical domain D, an open and
bounded subset of Rd (d = 1, 2, 3) with Lipschitz boundary ∂D. By m ∈ X we denote
the uncertain system input parameter that belongs to X . We assume there exists a
prior measure on X for the parameter, denoted as µ0 such that µ0(X) = 1, i.e. func-
tions randomly drawn from the prior measure lie in X with probability 1. Moreover,
we assume that the system output data y live in a separable Banach space Y , which
in most practical applications is a finite-dimensional Euclidean space Y = RK , for
some K ∈ N. By G : X → Y we denote the parameter-to-observable map that maps
the parameter m to the observation data y, i.e. y = G(m). Evaluations of G involve
the solution of the forward model, typically described by a partial differential equa-
tion (PDE). Furthermore, we assume that the data y is corrupted by some addictive
observation noise represented by a random variable η ∈ Y , i.e.
(2.1) y = G(m) + η .
We assume the discrepancy η to be Gaussian distributed with zero mean and covari-
ance Γnoise, i.e. η ∼ N (0,Γnoise), and we write the likelihood (i.e. the probability
density function of the observation data conditioned on the parameter, y|m) as
(2.2) πylike := exp (−Φ(m, y)) = exp
(
−1
2
‖y − G(m)‖2Γnoise
)
,
where Φ(m, y) := − 12‖y− G(m)‖2Γnoise denotes the negative log likelihood or potential.
Here, we defined the Γnoise weighted norm as
(2.3) ||y − G(m)||2Γnoise = (y − G(m))T Γ−1noise (y − G(m)) .
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The Bayes’ formula establishes the relation between the posterior measure µy and the
prior measure µ0 of the parameter through the Radon–Nikodym derivative
(2.4)
dµy
dµ0
=
1
Z
πylike,
where the normalization constant Z is given by
(2.5) Z =
∫
X
πylikedµ0(m) .
A sufficient condition for the well-posedness of (2.4) is the quadratic boundedness
and the Lipschitz continuity of the map G with respect to the parameter m, see [30].
Such conditions, which need to be verified for the specific PDE model at the hand,
guarantee the absolute continuity of the posterior measure µy with respect to the
prior measure µ0 and the positivity of the constant Z.
2.3. Computation of statistics and challenges. A central task of Bayesian
inversion is to compute some statistics of a quantity of interest (QoI) Q that depends
on the parameter m, possibly through the solution of the PDE forward model u. For
instance, we may be interested in computing the k-th moment of a functional f of the
solution u, i.e., Q(m) = fk(u(m)), k = 1, 2, . . . . More precisely, for a given integrand
Q, one needs to evaluate integrals with respect to the posterior measure of the form
(2.6) Eµ
y
[Q] =
∫
X
Q(m)dµy(m) .
By the Bayes’ formula (2.4), this is equivalent to evaluate the following integral with
respect to the prior measure
(2.7) Eµ0 [Qπylike] =
1
Z
∫
X
Q(m) exp (−Φ(m, y))dµ0(m).
Evaluation of integrals (2.6) or (2.7) is a notoriously computational challenge.
First, the parameter is a random function in X thus an infinite-dimensional inte-
gration needs to be performed, which confronts the curse-of-dimensionality for most
deterministic quadrature rules or slow convergence for statistical quadrature rules.
Second, each evaluation of Q at a quadrature point (sample) involves the solution
of the PDE forward problem, and therefore, for complex forward problems, stan-
dard algorithms for infinite-dimensional integration are computationally unfeasible
due to the large number of evaluations of Q required. In order to harness the total
computational cost, we exploit the sparsity of the prior measure to design a novel
sparse quadrature algorithm that breaks the curse-of-dimensionality and achieves fast
convergence of the quadrature error.
2.4. The Gaussian prior. We first consider an abstract construction of the
infinite-dimensional Gaussian prior through the pushforward of the probability mea-
sure P on the i.i.d. standard Gaussian random sequence ξ = (ξj)j≥1 under a map
that takes the sequence into the random function, as outlined in [13]. In particular,
we consider a real-valued separable Hilbert space X defined over the physical domain
D, which is equipped with the inner-product 〈·, ·〉 and the induced norm || · ||X . For
such space X , we denote its orthonormal basis as (ψj)j≥1. Then we can definite the
map
(2.8) m : R∞ → X, where m(ξ) = m0 +
∑
j≥1
√
λjψjξj , ξj
i.i.d.∼ N (0, 1) ,
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where the mean m0 ∈ X , the sequence λ := (λj)j≥1 ∈ ℓ1(R∞), and N (0, 1) represents
the standard Gaussian distribution. We say that the map defined above is a random
parameter in X equipped with Gaussian measure. For a Gaussian prior measure µ0
defined through the pushforward map (2.8), the integral (2.7) can be equivalently
written after the change of variables as
(2.9) Eµ0 [Qπylike] =
1
Z
∫
Ξ
Q(m(ξ)) exp (−Φ(m(ξ), y)) dµ(ξ) ,
with the normalization constant
(2.10) Z =
∫
Ξ
exp (−Φ(m(ξ), y)) dµ(ξ) ,
where the integration domain becomes Ξ = R∞, and the Gaussian measure µ on Ξ is
defined by the tensor product of the univariate Gaussian measure as
(2.11) µ(ξ) =
⊗
j≥1
ρ(ξj)dξj , where ρ(ξj) =
1√
2π
e−ξ
2
j/2 .
Thus the infinite-dimensional integration (2.7) in the function space X with measure
µ0 becomes an infinite-dimensional parametric integration in Ξ with measure µ.
Before proceeding to the numerical integration with respect to the parametrized
random functionm, we have to make it precise for the construction of the orthonormal
basis (ψj)j≥1, which are functions in the physical domain D. For rectangular domain
D, e.g. (0, 1)d, tensor product of trigonometric functions or orthonormal polynomials
such as Legendre polynomials could be used. For more general domain D with ar-
bitrary shape, we turn to the covariance operator of Gaussian prior for its practical
construction, which, in the Hilbert space X , is given by [30]
(2.12) C0 := Eµ0 [(m−m0)⊗ (m−m0)] ≡ Eµ[(m−m0)⊗ (m−m0)] =
∑
j≥1
λjψj⊗ψj ,
where we have used the parametric expression of m in (2.8) and the i.i.d. property of
ξ. By the orthonormality of the basis (ψj)j≥1, it is ready to have
(2.13) C0ψk =
∑
j≥1
λj〈ψj , ψk〉ψj = λkψk, k = 1, 2, . . . ,
which implies that (λj , ψj)j≥1 are the eigenpairs of the covariance operator C0. There-
fore, to obtain the parametric expression (2.8), which is known as Karhunen–Loe`ve
expansion of the random function m with Gaussian measure N (m0, C0), we only need
to specify the mean m0 and the covariance operator C0. A commonly used covariance
operator is the fractional powers of a ‘Laplacian-like’ operator A, i.e. C0 = A−α for
certain α > 0, where A is positive definite, self-adjoint, and invertible. A specific
example of A, as considered in [3], is the elliptic differential operator
(2.14) Au := −β∇ · (Θ∇u) + γu, u ∈ H1(D) ,
where H1(D) is the conventional Hilbert space; β, γ > 0, which control the variance of
the parameter, the larger β and γ are, the smaller the variance becomes; Θ ∈ Rd×ds.p.d. is
symmetric positive definite, which controls the anisotropic property of the parameter;
the power α > d/2 controls the asymptotic decay rate of the eigenvalues of C0, which
determines the sparsity of the parametrization of the random function m under the
Gaussian prior measure N (m0, C0). In practice, these coefficients can be calibrated
based on direct available data on the parameter or expert opinions.
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3. Hessian-based Parametrization. Upon the parameterization of the ran-
dom function as presented in the last section, evaluation of statistics for any given
QoI in (2.6) and (2.7) becomes the infinite-dimensional parametric integration in (2.9)
and (2.10). However, direct numerical integration of these quantities brings great chal-
lenges not only because of the curse-of-dimensionality, but also due to the fact that the
posterior measure might be rather different from the prior measure, for instance the
mean of the posterior measure is driven far away from that of the prior by the observa-
tional data, or the posterior measure tends to be more concentrated in a small region
than the prior measure. Therefore, the numerical quadrature points allocated either
deterministically or statistically according to the prior measure might not efficiently
capture the posterior measure, or in the parametric setting, the posterior ‘density’
πylike(ξ)ρ(ξ) (which is not a true density but zero in the infinite-dimensional setting,
here we assume that ξ is finitely supported) might be extremely small where the prior
‘density’ ρ(ξ) is relatively big, and vice versa. In order to tackle this challenge, we
take the observation data into account and push the prior measure to the posterior
measure or the one at least close to it accordingly by developing a Hessian-based
parametrization method. We describe the MAP point and the Hessian of the cost
functional in subsection 3.1 and 3.2, followed by the Hessian-based parametrization
of the random function in subsection 3.3.
3.1. The MAP point. The MAP point characterizes the point in the pa-
rameter space where the posterior measure might center or concentrate at. In the
finite-dimensional setting, the MAP point is defined as the point where the probabil-
ity density function (pdf) of the posterior distribution attains the maximum value.
However, this definition does not directly generalize to the infinite-dimensional set-
ting as the pdf of the posterior measure does not exist or it is zero at every point.
Nevertheless, we can define the MAP point m1 ∈ X as the one where the ball
B(mc, ǫ) = {m ∈ X : ||mc − m||X ≤ ǫ}, centered at mc with radius ǫ, attains
the maximum probability given by µy(B(mc, ǫ)) when ǫ→ 0, i.e.
(3.1) m1 := lim
ǫ→0
argmax
m∈X
µy(B(m, ǫ)) .
Under the assumption of Gaussian prior measure N (m0, C0) with C0 = A−α defined
in the last section, when the mean m0 lies in the range of C−1/20 , or equivalently in
the domain of the differential operator with fractional power Aα/2, we have that m1
also lies in this range. In fact, it is the Cameron–Martin space denoted as E, which
is a Hilbert space equipped with the inner-product 〈·, ·〉C0 = 〈C−1/20 ·, C−1/20 ·〉 and the
induced norm ||m||2C0 = 〈m,m〉C0 . By the definition of the posterior measure in (2.4),
we have that m1 is the solution of the following minimization problem
(3.2) min
m∈E
J (m)
where the cost functional (a term corresponding to the regularized least-squares min-
imization problem in the deterministic inverse problems) J is defined as
(3.3) J (m) = 1
2
||y − G(m)||2Γnoise +
1
2
||m−m0||2C0 ,
where the first term is the potential defined in (2.2) and the second term arises from
the Gaussian prior assumption. Under the quadratic boundedness and the Lipschitz
continuity of the map G, see in [30], the optimization problem (3.2) is well-defined
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and admit a unique solution. In the case where the parameter-to-observable map G
depends on the parameter through a PDE solution, which is of particular interest in
many applications, we can solve the optimization problem by a Lagrangian variational
approach, which bypasses the direct computation of the derivative of the map G with
respect to the parameter m. We will explain this approach in Section 5 for specific
PDE models.
3.2. The Hessian. The local curvature of J at the MAP point indicates the
shape of the distribution of the parameter, which can be assessed by the Hessian of
J evaluated at the MAP point, i.e.
(3.4) HMAP := D
2
mJ (m)|m=m1 = Hmisfit + C−10 ,
where we denote the Hessian of the misfit term–the potential (2.2)–evaluated at
the MAP point as Hmisfit, i.e. Hmisfit = D
2
mΦ(m)|m=m1 . When the parameter-
to-observable map G is linear with respect to m, which we write as
(3.5) G(m) = Gm ,
where G is a bounded linear map, i.e. G ∈ L(X,Y ), then the Hessian misfit becomes
(3.6) Hmisfit = G
∗Γ−1noiseG ,
where G∗ : Y → X is the adjoint of G. When the map G is nonlinear with respect to
m, we can perform the linearization as an approximation of the G as
(3.7) G(m) ≈ G(m1) + G′(m1)(m−m1) ,
where we have assumed that G is Fre´chet differentiable with respect to m and by
G′ we denote its Fre´chet derivative. Under this linearization, the Hessian misfit can
be obtained the same as in (3.6) with the linear map G := G′(m1). The linear
approximation (3.7) is reasonable when G is nearly linear in the parameter space
or at least in the region that the posterior measure is non-negligible. For instance
when the observation noise is very small, or size of observation data is very big, the
posterior measure decays very fast to zero for the parameter away from the MAP
point [12]. In the case that the nonlinear map G depends on the parameter through
the PDE solution, we can also compute the Hessian misfit by a Lagrangian variational
approach, which will be exemplified in Section 5.
3.3. Hessian-based parametrization. For a linear parameter-to-observable
map G, it is known (see [30]) that the covariance operator of the posterior measure
C1 is given by the inverse of the Hessian at the MAP point, i.e.
(3.8) C1 = H−1MAP =
(
Hmisfit + C−10
)−1
,
which is self-adjoint, positive definite and of a trace-class compact operator. Conse-
quently, the posterior measure is exactly the Gaussian measure µ1 = N (m1, C1), and
the integration defined in (2.6) becomes
(3.9) Eµ1 [Q] :=
∫
X
Q(m)dµ1(m) .
Let (λ1j , ψ
1
j )j≥1 denote the eigenpairs of the compact covariance operator C1, then the
parameter m can be expressed by the Karhunen–Loe`ve expansion as
(3.10) m1(ξ) = m1 +
∑
j≥1
√
λ1jψ
1
j ξj , ξj
i.i.d.∼ N (0, 1) ,
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Therefore, the integration defined in (3.9) now becomes a parametric integration
(3.11) Eµ1 [Q] =
∫
Ξ
Q(m1(ξ))dµ(ξ) .
We remark that the parametrization (3.10) is obtained by the Karhunen–Loe`ve ex-
pansion of the posterior covariance operator at the MAP point. A re-parametric
formulation based on a transformation of the parametrization w.r.t. the prior covari-
ance operator is presented in Appendix A, which is equivalent to our development
above in the abstract functional space. However, they are rather different from the
computational point of view, see the comparison in Appendix A. We also present an
efficient computation of the Hessian-based parametrization in Appendix B.
For a nearly linear map G, we can also use this Gaussian measure as an approxi-
mation of the posterior measure and compute the integration (3.9) to approximate the
true integration (2.6). For a nonlinear map G, we can compute the true integration
(2.6) by changing the measure as used in importance sampling [1]
(3.12) Eµ
y
[Q] =
1
Z
∫
X
Q(m)πy,1like(m)dµ1(m), where Z :=
∫
X
πy,1like(m)dµ1(m) ,
where the likelihood function πy,1like(m) is given by
(3.13) πy,1like(m) = exp (J (m1)) exp (−Φ(m, y))
dµ0(m)
dµ1(m)
=: exp (−J1(m)) ,
where we have multiplied a rescaling constant exp (J (m1)) and defined
(3.14) J1(m) = J (m)− J (m1)− 1
2
||m−m1||2C1 ,
where the cost functional J is defined in (3.3). Note that, by construction, J1(m)
and its first and second derivative vanish for m = m1, since DmJ |m=m1 = 0 and
DmmJ |m=m1 = C1−1. Under the parametrization (3.10), the integrals (3.12) become
(3.15) Eµ
y
[Q] =
1
Z
∫
Ξ
Q(m1(ξ))πy,1like(m
1(ξ))dµ(ξ) and Z =
∫
Ξ
πy,1like(m
1(ξ))dµ(ξ).
4. Adaptive Sparse Quadrature for Bayesian Inversion. In this section,
we present a sparse quadrature method for the computation of the parametric inte-
gration (3.11) and (3.15) in the Bayesian inverse problems, following our work in [5].
We establish a dimension-independent convergence result of the sparse quadrature
and present two algorithms for the construction of the sparse quadrature.
4.1. Sparse quadrature. For any integrable function g : Ξ → R, we define a
sparse quadrature for the approximation of the integral Eµ[g] =
∫
Ξ
g(ξ)dµ(ξ) as
(4.1) QΛ(g) =
∑
ν∈Λ
△ν(g) .
Here, ν = (ν1, ν2, . . . ) ∈ F is a multi-index in F = {ν ∈ N∞ : |Jν | <∞}, where Jν is
the support of ν, i.e., Jν = {j ∈ N : νj > 0}. Λ is an admissible index set satisfying
(4.2) for any ν ∈ F , if ν ∈ Λ, then µ ∈ Λ for all µ  ν ,
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where µ  ν means µj ≤ νj for all j ≥ 1. △ν is a tensor product difference quadra-
ture operator defined by tensorization of a sequence of univariate difference operators
(4.3) △ν =
⊗
j≥1
△νj (g) ,
where the univariate difference quadrature operator is defined as
(4.4) △νj (g) = Qνj (g)−Qνj−1(g), νj = 0, 1, . . . .
Here the univariate quadrature operator Q−1(g) = 0 and Qνj (g) is given by
(4.5) Qνj (g) =
mνj−1∑
kj=0
w
(kj)
j g(ξ1, . . . , ξj−1, ξ
(kj)
j , ξj+1, . . . ), νj = 0, 1, . . . ,
where (ξ
(kj)
j , w
(kj)
j ), kj = 0, . . . ,mνj − 1, are the quadrature points and weights of
certain quadrature rules, such as Gauss–Hermite and Genz–Keister, see [5] for details.
4.2. Dimension-independent convergence rates. In this section, we analyze
the convergence of the quadrature error |Eµ[g] − QΛN (g)| with respect to N , the
cardinality of the admissible index set ΛN , i.e., N = |ΛN |, for g in the context of the
Bayesian inverse problems.
We first present a regularity assumption of the parametric function g : Ξ → R
with respect to the parameter ξ, which is [5, Assumption 2].
Assumption 1. Let 0 < q < 1, and (τj)j≥1 be a positive sequence such that
(4.6) (τ−1j )j≥1 ∈ ℓq(N) .
Let r be the smallest integer such that r > 14/q, we assume that the parametric
function g : Ξ→ R satisfies
(4.7)
∑
|µ|∞≤r
τ 2µ
µ!
∫
Ξ
|∂µξ g(ξ)|2dµ(ξ) <∞ ,
where |µ|∞ = maxj≥1 µj, τ 2µ =
∏
j≥1 τ
2µj
j , µ! =
∏
j≥1 µj !, and ∂
µ
ξ g =
∏
j≥1 ∂
µj
ξj
g.
The following theorem from [5] provides sufficient condition for g such that the
sparse quadrature error converges with dimension-independent convergence rate. Be-
fore stating the theorem, we introduce a sequence of useful constants
(4.8) bν =
∑
|µ|∞≤r
(
ν
µ
)
τ 2µ, with
(
ν
µ
)
=
∏
j≥1
(
νj
µj
)
, ν ∈ F ,
which appear in the equivalence of (4.7) and a weighted sum of the coefficients of the
Hermite expansion of g, see [5, Proposition 3.3], or [2, Theorem 3.1].
Theorem 4.1. [5, Theorem 3.5] Under Assumption 1, there exists an admissible
index set ΛN ⊂ F , with the N indexes ν corresponding to the smallest bν given by
(4.8), and there exists a constant C independent of N , such that the error of the sparse
quadrature (4.1) based on the Gauss–Hermite quadrature rule is bounded by
(4.9) |Eµ[g]−QΛN (g)| ≤ C(N + 1)−s, s =
1
q
− 1
2
.
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Remark 4.1. The convergence rate in Theorem 4.1 does not depend on the
parameter dimensions but only on the sparsity parameter q that controls the regularity
of g. We remark that this convergence rate is not necessarily optimal. In fact, s =
1/q + 1/2 is observed in numerics [5]. Note also that as the number of quadrature
points Np in ΛN grows as O(N
2), see [14, Proposition 18], so that the convergence with
respect to the number of quadrature points is deteriorated to N
−s/2
p . However, similar
convergence rate N−sp is observed in practice because the Gauss–Hermite quadrature
Qν with mν = ν + 1 points is exact for polynomials of degree 2ν + 1, see [5].
The dimension-independent convergence result in Theorem 4.1 applies once As-
sumption 1 can be verified, see [5] for examples of parametric functions and parametric
PDEs which satisfy this assumption. Here, we verify Assumption 1 for the parametric
QoI Q integrated with respect to the parameter m1 in (3.11), which is parametrized
according to the posterior measure. For the prior measure N (m0, C0), where the co-
variance operator is constructed as C0 = A−α, we assume that A is a ‘Laplacian-like’
operator satisfying the following conditions as in [30].
Assumption 2. A is defined on a Hilbert space X over D ⊂ Rd and fulfills
A.1 A is positive definite, self-adjoint, and invertible with eigenpairs {(λj , ψj)}j≥1,
where the eigenfunctions form an orthonormal basis of X.
A.2 λ = (λj)j≥1 grows asymptotically as j
2/d, or λ−1 ∈ ℓq(R∞), ∀q > d/2.
As the prior covariance C0 = A−α, the larger α is, the more sparse or anisotropic
the parameterm becomes with respect to different dimensions of the random variables
ξ = (ξj)j≥1 in the Karhunen–Loe`ve expansion (A.2). Here the sparsity is indicated
by the decay of the eigenvalues λ0 = (λ0j )j≥1 ∈ ℓq(R∞) of the prior covariance C0,
where we have q > d/(2α) according to assumption A.2. We expect that this sparsity
is inherited in the Gaussian posterior measure, i.e., the eigenvalues λ1 = (λ1j )j≥1 of
the Gaussian posterior covariance C1 is such that λ1 ∈ ℓq(R∞). This is established in
the following lemma.
Lemma 4.2. Let (λ0j )j≥1 and (λ
1
j )j≥1 denote the non-increasing sequence of
eigenvalues of the Gaussian prior covariance operator C0 = A−α with α > d/2 in
Assumption 2 and the Gaussian posterior covariance operator C1 in (3.8), respectively,
if the Hessian misfit Hmisfit in (3.4) is positive semi-definite, we have
(4.10) 0 ≤ λ1j ≤ λ0j , ∀j ≥ 1 .
Moreover, under Assumption 2, we have λ1 = (λ1j )j≥1 ∈ ℓq(R∞), ∀q > d/(2α).
Proof. For a positive semi-definite Hessian misfit Hmisfit, we have
(4.11) 〈v, (Hmisfit + C−10 )v〉 ≥ 〈v, C−10 v〉 ≥ λα1 > 0, ∀v ∈ X and ||v||X = 1 ,
where λ1 is the smallest eigenvalue of A in Assumption 2. Therefore, we have
(4.12) 0 ≤ 〈v, (Hmisfit + C−10 )−1v〉 ≤ λ−α1 , ∀v ∈ X and ||v||X = 1 ,
which implies, by definition of C1 in (3.8), that 0 ≤ λ1j ≤ λ−α1 . Moreover, we can write
(4.13) C1 = C1/20 (C1/20 HmisfitC1/20 + I)−1C1/20 .
As the Hessian misfit Hmisfit is self-adjoint (by definition) and positive semi-definite
(by assumption), so is C1/20 HmisfitC1/20 by Assumption 2. Hence, we can write
(4.14) C1/20 HmisfitC1/20 =
∑
j≥1
λ˜jψ˜j ⊗ ψ˜j ,
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where (λ˜j , ψ˜j)j≥1 are the eigenpairs of C1/20 HmisfitC1/20 with λ˜j ≥ 0, ∀j ≥ 1. A
combination of (4.13) and (4.14) yields
(4.15) C1 = C0 − C1/20 DC1/20 , where D =
∑
j≥1
λ˜j
1 + λ˜j
ψ˜j ⊗ ψ˜j .
Since C0 and C1/20 DC1/20 are both compact and self-adjoint, so is C1. By Courant–
Fischer (min-max) theorem [25], the eigenvalues of the prior covariance operator C0
and the Gaussian posterior covariance operator C1 can be written as
(4.16) λij := sup
Vj∈X
dim(Vj)=j
inf
v∈Vj
||v||X=1
〈v, Civ〉, j ≥ 1, i = 0, 1,
so that by (4.15) we have
λ1j = sup
Vj∈X
dim(Vj)=j
inf
v∈Vj
||v||X=1
〈v, (C0 − C1/20 DC1/20 )v〉
≤ sup
Vj∈X
dim(Vj)=j
inf
v∈Vj
||v||X=1
(
〈v, C0v〉 − λmin
(
C1/20 DC1/20
))
≤ sup
Vj∈X
dim(Vj)=j
inf
v∈Vj
||v||X=1
〈v, C0v〉 = λ0j , j ≥ 1,
(4.17)
where the minimum eigenvalue of C1/20 DC1/20 satisfies λmin
(
C1/20 DC1/20
)
≥ 0 since
both C0 in (2.12) and D in (4.15) are positive. Therefore, (4.10) is established. Under
Assumption 2, we have λ0 = (λ0j )j≥1 ∈ ℓq(R∞), ∀q > d/(2α), so that by (4.10) we
obtain λ1 = (λ1j )j≥1 ∈ ℓq(R∞), ∀q > d/(2α).
Corollary 4.3. For linear (and linearized) inverse problems, where the Hessian
misfit is given by (3.6), which is positive semi-definite, (4.10) holds.
Based on the above analysis for the decay of the eigenvalues of the Gaussian
posteriori covariance, Theorem 4.5 is established for the dimension-independent con-
vergence of the sparse quadrature error for the integration of certain quantities of
interest with respect to the posterior measure (3.11). Before stating this theorem, let
us present a summability result from [10] in the following lemma.
Lemma 4.4. [10, Theorem 7.2] For any p ≤ 1, the sequence ( |µ|1!
µ! η
µ)µ∈F ∈ ℓp(F)
for a sequence η ∈ R∞, if and only if |η|1 < 1 and η ∈ ℓp(N).
Theorem 4.5. Under Assumption 2, suppose a functional Q : X → R satisfies
(4.18)
∫
Ξ
|DkmQ(m1(ξ))(ψ1j1 , · · · , ψ1jk)|2dµ(ξ) < Ck!, k = 0, 1, . . . ,
with a constant C <∞, where DkmQ(m1(ξ))(ψ1j1 , · · · , ψ1jk) is the k-th derivative of Q
with respect to m acting in the eigendirections (ψ1j1 , · · · , ψ1jk) of C1 in (3.8), ji ∈ N,
i = 1, . . . , k, and evaluated at m1(ξ) in (3.10). Then there exists an admissible index
set ΛN with the N indexes ν ∈ ΛN corresponding to the smallest bν in (4.8), and
there exists a constant C independent of N , such that the convergence of the sparse
quadrature error is bounded by
(4.19) |Eµ(Q)−QΛN (Q)| ≤ C(N + 1)−s, ∀ s <
α
d
− 1 .
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Proof. By Theorem 4.1, to obtain the bound of the convergence rate (4.19) we
only need to find a sequence (τj)j≥1 such that the regularity assumption (4.7) can be
verified for the integrand g(ξ) = Q(m1(ξ)). In fact, we have
∑
|µ|∞≤r
τ 2µ
µ!
∫
Ξ
|∂µξ g(ξ)|2dµ(ξ)
=
∑
|µ|∞≤r
τ 2µ(λ1)µ
µ!
∫
Ξ
|D|µ|1m Q(m1(ξ))(ψ1)µ|2dµ(ξ)
≤ C
∑
|µ|∞≤r
|µ|1!
µ!
ηµ ≤ C
∑
µ∈F
|µ|1!
µ!
ηµ
(4.20)
where we have denoted (ψ1)µ = (ψj1 , · · · , ψjk) with ji ∈ Jµ exhausting |µ|1 in-
dexes in the support of µ, i = 1, . . . , k with k = |µ|1, and η = (ηj)j≥1 with
ηj = τ
2
j λ
1
j . In the equality, we used the chain rule for the derivative ∂ξjQ(m
1(ξ)) =
DmQ(m
1(ξ))∂ξjm
1(ξ) and ∂ξjm
1(ξ) = (λ1j )
1/2ψ1j . The first inequality is due to the
assumption (4.18) and the second inequality is due to {|µ|∞ ≤ r} ⊂ F , see [2, The-
orem 4.1]. By Lemma 4.4 with p = 1, we only need to find τ such that |η|1 < 1.
By Assumption 2 and Lemma 4.2, we set the sequence (τj)j≥1 as τj ∼ jβ with
2β − 2α/d < −1, i.e., β < α/d − 1/2, such that ∑j≥1 τ2j λ1j < 1. Hence, we have
(τ−1j )j≥1 ∈ ℓq(N) for any q > 1/β. Consequently, by Theorem 4.1 we obtain the
convergence rate N−s for any s = 1/q − 1/2 < α/d− 1.
Remark 4.2. In practice, the eigenfunctions (ψ1j )j≥1 of C1 are not given for the
verification of the assumption (4.18). In such case, a stronger condition I would keep
stronger instead of using sufficient as (4.18) is already a sufficient condition for Q is
(4.21)
∫
Ξ
||DkmQ(m1(ξ))||2(X′)kdµ(ξ) < Ck!, k = 0, 1, . . . ,
where X ′ is the dual space of X. (4.21) implies (4.18) by the orthonormality of (ψ1j )j≥1
in X. In the case maxx∈D,j≥1 |ψ1j (x)| < C for some constant C, we can also assume
(4.22)
∫
Ξ
|DkmQ(m1(ξ))(1, · · · , 1)|2dµ(ξ) < C2kk!, k = 0, 1, . . . ,
then the convergence (4.19) is followed for τj ∼ jβ such that
∑
j≥1 τ
2
j λ
1
j < 1/C
2.
The result in the above theorem holds for general (nonlinear) Bayesian inverse
problems as long as the integrand in (3.15) satisfies the assumption (4.18). It allows
very quick growth, O(k!), of the k-th derivative of Q with respect to the parameter
m. In particular, we obtain an explicit result for the integration (3.11) in the case of
linear Bayesian inverse problems as follows.
Theorem 4.6. For any bounded linear functional f of the parameter m1 (3.10),
let Q be its k-th power, k = 1, 2, . . . , i.e., Q(m1) = fk(m1), there exists an admissible
index set ΛN with the N indexes ν ∈ ΛN corresponding to the smallest bν in (4.8),
and there exists a constant C independent of N , such that the convergence of the
sparse quadrature error is bounded by
(4.23) |Eµ(Q)−QΛN (Q)| ≤ C(N + 1)−s, ∀ s <
α
d
− 1 .
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Proof. By Theorem 4.1, to obtain the bound of the convergence rate (4.23) we
only need to find a sequence (τj)j≥1 such that the regularity assumption (4.7) can be
verified for the quantity of interest Q. In fact, for Q(m1(ξ)) = f(m1(ξ)), we have
∑
|µ|∞≤r
τ 2µ
µ!
∫
Ξ
|∂µξ Q(m1(ξ))|2dµ(ξ)
=
∫
Ξ
|f(m1(ξ))|2dµ(ξ) +
∑
j≥1
τ2j
∫
Ξ
|∂ξjf(m1(ξ))|2dµ(ξ)
= f2(m1) +
∑
j≥1
λ1jf
2(ψ1j )E
µ[ξ2j ] +
∑
j≥1
τ2j λ
1
jf
2(ψ1j )E
µ[1]
≤ f2(m1) + ||f ||2X′
∑
j≥1
λ1j + ||f ||2X′
∑
j≥1
τ2j λ
1
j ,
(4.24)
where the first equality is due to the linearity of f and the definition of m1 in (3.10),
the first inequality is due to the boundedness of f and the orthonormality of ψ1j ,
i.e., f2(ψj) ≤ ||f ||2X′ ||ψ1j ||X = ||f ||2X′ . Therefore, the assumption (4.7) is verified if∑
j≥1 λ
1
j < ∞ and
∑
j≥1 τ
2
j λ
1
j < ∞. The former is ensured by Lemma 4.2. As for
the latter, by Assumption 2 and Lemma 4.2, we find the sequence (τj)j≥1 as τj ∼ jβ
with 2β − 2α/d < −1, i.e., β < α/d− 1/2. Hence, we have (τ−1j )j≥1 ∈ ℓq(N) for any
q > 1/β. Consequently, by Theorem 4.1 we obtain the convergence rate N−s for any
s = 1/q − 1/2 < α/d− 1.
For any k > 1, with g(ξ) = fk(m1(ξ)) we have
∑
|µ|∞≤r
τ 2µ
µ!
∫
Ξ
|∂µξ Q(m1(ξ))|2dµ(ξ)
≤
∫
Ξ
|fk(m1(ξ))|2dµ(ξ) + k
∑
j≥1
τ2j λ
1
jf
2(ψ1j )
∫
Ξ
|fk−1(m1(ξ))|2dµ(ξ)
+ · · ·+ k!
∑
j1,...,jk≥1
(τ2j1λ
1
j1f
2(ψ1j1)) · · · (τ2jkλ1jkf2(ψ1jk))
∫
Ξ
|f0(m1(ξ))|2dµ(ξ)
≤ Eµ[f2k] + k||f ||2X′
∑
j≥1
τ2j λ
1
jE[f
2(k−1)] + · · ·+ k!||f ||2kX′

∑
j≥1
τ2j λ
1
j


k
E
µ[f0],
(4.25)
which is bounded as long as Eµ[f2i] <∞, for all i = 0, . . . , k, and β < α/d− 1/2 for
τj ∼ jβ . Eµ[f2i] < ∞ are verified for i = 0 and i = 1 in (4.24). Similarly, for any
i = 2, . . . , k, by setting ξ0 = 1, λ
1
0 = 1, and ψ
1
0 = m1, we have
E
µ[f2i] =
∑
j1,...,j2i≥0
√
λ1j1f(ψ
1
j1) · · ·
√
λ1j2if(ψj12i)E
µ[ξj1 · · · ξj2i ]
=
∑
l1,...,li≥0
λ1l1f
2(ψ1l1) · · ·λ1lif2(ψ1li)Eµ[ξ2l1 · · · ξ2li ]
≤ ||f ||2iX′

∑
l≥0
λ1l


i
(2i− 1)!! <∞ ,
(4.26)
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where the equality is due to Eµ[ξnj ] = 0 for any j ≥ 1 and odd n ∈ N, the first
inequality is due to Eµ[ξ2l1 · · · ξ2li ] ≤ Eµ[ξ2i] = (2i − 1)!!, ∀l1, . . . , li ≥ 0, where ξ ∼
N(0, 1), and the last inequality with
∑
l≥0 λ
1
l <∞ is due to Lemma 4.2.
Remark 4.3. Note that we need α > d in Theorem 4.5 and 4.6 to guarantee
the convergence of the sparse quadrature and α > 2d (so s = α/d − 1 ≥ 1) to en-
sure a convergence rate of N
−s/2
p ≤ N−1/2p with respect to the number of quadrature
points Np, see Remark 4.1. However, in practice, we observe faster convergence than
predicted by (4.23) as it is only an upper bound, see computational evidence in [5],
where the asymptotic convergence rate is observed to be N
−(s+1/2)
p with respect to the
number of quadrature points Np, which implies a much weaker requirement of α > d
to achieve the convergence as fast as N
−1/2
p , see the numerical tests in Sec 5.
4.3. Adaptive construction. We follow [5] to present two algorithms for the
construction of the sparse quadrature, including a priori construction guarantees the
dimension-independent convergence rate in Theorem 4.1, and a goal-oriented a pos-
teriori construction based on a posteriori error indicator – the difference quadrature
△ν(g) in (4.3) that depends on each specific function g. Even though it can not
guarantee the dimension-independent convergence rate in theory but turns out to be
as accurate as the a priori construction in practice.
4.3.1. A priori construction. From Theorem 4.1 we observe that the dimension-
independent convergence rate of the sparse quadrature can be achieved by choosing
the admissible index set ΛN with indexes ν ∈ F corresponding to the largest value of
bν . While we can compute bν for all the indexes ν ∈ Fr,J where
(4.27) Fr,J = {ν ∈ F : |ν|∞ ≤ r, and νj = 0 for j > J} ,
it is expensive/unfeasible if r and J are very large or infinite. Thanks to the monotonic
increasing property of bν , see [5], we can adaptively construct the admissible index set
ΛN by Algorithm 1 when (τj)j≥1 is arranged in increasing order. We point out that
this a priori construction does not depend on the function g once the Assumption 1
can be verified for certain q, τ and r. However, it is not always straightforward or
possible to verify this assumption especially for nonlinear function with respect to the
parameter, e.g. the integrand for the nonlinear inverse problems (3.15). Due to this
difficulty, we adopt a goal-oriented a posteriori construction.
4.3.2. Goal-oriented a posteriori construction. We present a goal-oriented
a posteriori construction of the sparse quadrature based on a dimension-adaptive
tensor-product quadrature. It is initially developed in [15] by taking advantage of the
different importance of different dimensions, or different regularity of f with respect
to different yj , j ∈ J, which we call adaptive sparse quadrature, whose associated grid
GΛ is called adaptive sparse grid. The basic idea is based on the following adaptive
process: given an admissible index set Λ, we search an index ν ∈ F among the forward
neighbors of Λ (ν ∈ F is called a forward neighbor of Λ if Λ ∪ ν is still admissible),
at which ||△ν ||S is maximized, and add this index to the index set Λ = Λ ∪ {ν}. As
the number of forward neighbors depends on the dimension J (in fact, the forward
neighbors of 0 are ej for all j ∈ J), in high or infinite dimensions, we can not search
over all the forward neighbors. In such cases, it is usually reasonable to assume
that the higher the dimensions, the less important they are, as determined e.g., by
the fast decaying eigenvalues in Karhunen–Loe`ve representation of the high/infinite
dimensional random field. Therefore, we can explore the forward neighbors dimension
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by dimension in the set (see, e.g., [26, 9])
(4.28) N (Λ) := {ν 6∈ Λ : ν − ej ∈ Λ, ∀j ∈ Jν and νj = 0 , ∀j > j(Λ) + 1},
where Jν = {j : νj 6= 0}; j(Λ) is the smallest j such that νj+1 = 0 for all ν ∈ Λ.
The adaptive sparse quadrature can be constructed following a basic greedy al-
gorithm proposed in [15], which was improved on the data structure in [20] to copy
with very high dimensions (e.g., up to 104 dimensions in a personal laptop with 16GB
memory). We present the goal-oriented a posteriori construction in Algorithm 1.
Note that for the a priori construction in this algorithm, we do not need to evaluate
step 5 and 18 if the maximum number of indexes is imposed as the only stopping
criterion. We can also replace the maximum number of indexes by the maximum
number of points |GΛ∪N (Λ)|. Moreover, for step 13 it is also a common practice to
chose ν as ν = argmaxµ∈N (ΛN ) ||△µ(f)||S/|Gµ| to balance the error and the work,
e.g., [15, 23].
Algorithm 1 Adaptive sparse quadrature
1: Input: tolerance ǫ, maximum number of indexes Nmax, function f .
2: Output: the admissible index set ΛN , quadrature QΛN (f).
3: Set N = 1, ΛN = {0}, and compute QΛN (f).
4: Construct the forward neighbor set N (ΛN ) by (4.28).
5: Compute △ν(f) for all ν ∈ N (ΛN ) by (4.3).
6: if a priori construction then
7: Compute bν for all ν ∈ N (ΛN ) by (4.8).
8: end if
9: while maxµ∈N (ΛN ) ||△µ(f)||S > ǫ and N < Nmax do
10: if a priori construction then
11: Take ν = argmaxµ∈N (ΛN ) bν .
12: else
13: Take ν = argmaxµ∈N (ΛN ) ||△µ(f)||S .
14: end if
15: Enrich the index set ΛN+1 = ΛN ∪ {ν}.
16: Set QΛN+1(f) = QΛN (f) +△ν(f).
17: Construct the forward neighbor set N (ΛN+1) by (4.28).
18: Compute △ν(f) for all ν ∈ N (ΛN+1) by (4.3).
19: Set N ← N + 1.
20: end while
5. Numerical Experiments. In this section, we present both a linear and a
nonlinear inverse problem to demonstrate the concentration of the posterior distribu-
tion and the convergence property of the sparse quadrature.
5.1. A linear inverse problem with analytic solution.
5.1.1. Problem setup. We first consider an analytic linear inverse problem to
explicitly demonstrate the variance reduction of the uncertain parameter from its
prior distribution to its posterior distribution and to illustrate the dependence of the
reduction on the prior distribution and the observation noise. In particular, we con-
sider Poisson’s equation in a physical domain D ⊂ Rd (d = 1, 2, 3) with homogeneous
Dirichlet boundary condition: find u ∈ H10 (D) such that
−△u = m in D,(5.1)
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where m is a Gaussian random field with prior distribution N (m0, C0), and △ is
the Laplace operator. We consider C0 = (−β△)−α with the smoothness parameter
α > d/2, and the variance parameter β > 0. By {(λj , ψj)}j≥1 we denote the eigenpairs
of −△, so that the eigenpairs of C0 are given by {((βλj)−α, ψj)}j≥1, and we can write
(5.2) C0 =
∑
j≥1
λ0jψj ⊗ ψj , where λ0j = (βλj)−α.
We assume that the observation data is given by
(5.3) y = u+ η,
where η ∼ N (0, σ2I), with σ > 0 and I being the identity operator in L2(D). Condi-
tioned on the observation data, we seek the posterior distribution of m, which is an
infinite-dimensional linear Bayesian inverse problem. Due to linearity, the posterior
distribution is also Gaussian, i.e., m ∼ N (m1, C1) with
(5.4) m1 = argmin
m
J (m) = C1
(
(−β△)αm0 − σ−2△−1y
)
.
and
(5.5) C1 = (D2mJ(m))−1 = (σ−2△−2 + (−β△)α)−1,
where the cost functional J (m) reads
(5.6) J (m) = 1
2σ2
||y −△−1m||2L2(D) +
1
2
||m−m0||2C0 .
Note that C1 admits the eigendecomposition with the same eigenfunctions of C0
(5.7) C1 =
∑
j≥1
λ1jψj ⊗ ψj , where λ1j =
(βλj)
−α
σ−2β−αλ−α−2j + 1
.
Fig. 1 displays the decay of the square root of the eigenvalues of the prior and the
posterior covariance operators with different noise level σ = 10−1, 10−2, different prior
variance parameter β = 10−1, 10−2, and different smoothness parameter α = 1, 2.
We can see that λ1j < λ
0
j for all j, the uncertainty is reduced from the prior to the
posterior in every dimension (eigendirection), and the reduction is more evident in the
low dimensions, and less evident in high dimensions as limj→∞ λ
1
j/λ
0
j = 1. Moreover,
we can see that the smaller σ is (smaller noise), the larger the reduction becomes,
which can be interpreted as smaller noise provides more informative observation data.
Furthermore, the smaller β is, i.e., the larger the prior variance, the larger the reduc-
tion becomes. Finally, as the smoothness parameter α becomes larger, λ−α−2j decays
faster, so that the reduction effect is only evident in the first fewer dimensions. Note
that the eigenvalues of the posterior covariance operator do not decay monotonically.
To use the sparse quadrature that is adaptively constructed from low dimension to
high dimension, we rearrange these eigenvalues in decreasing order.
5.1.2. Numerical test. We set the physical domain D = (0, 1) and use piece-
wise linear finite element in a uniform mesh with mesh width h = 2−10 for the
discretization in physical space, which leads to 1023 parameter dimensions (note that
m(0) = m(1) = 0). The eigenpairs of the Laplace operator with Dirichlet boundary
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Fig. 1. Decay of the square root of the eigenvalues of the prior and the posterior covariance op-
erators with different noise σ, variance parameter β, and smoothness parameter α. Dashed line rep-
resents that of the posterior operator rearranged in descending order. Case 1, (β, σ) = (10−1, 10−2);
case 2, (β, σ) = (10−2, 10−1); case 3, (β, σ) = (10−2, 10−2). α = 1 (left), α = 2 (right).
conditions in D read λj = π
2j2 and ψj = sin(jπx), j ≥ 1. We write the Karhunen–
Loe`ve expansion of the parameter m as follows
(5.8) m(i) = mi +
1023∑
j=1
√
λijξjψj , ξj
i.i.d.∼ N (0, 1), i = 0, 1,
where i = 0 and i = 1 represent the expansion w.r.t. the prior and the posterior,
respectively. To generate the observational data y, we first take a random sample ms
from the prior distribution N (m0, C0) (with m0 = 0, β = 5 × 10−2, and α = 1) and
we compute the solution us of the forward problem (5.1) using ms as forcing term.
Then we set y = us + η, where η ∼ N (0, σ2I) and σ = 10−2.
In Fig. 2 we show one and two-dimensional anchored marginals from the prior and
the posterior distribution (recall that due to linearity the posterior is also Gaussian).
The anchored marginals are computed with respect to the first (i.e., dominant) 6
dimensions of the prior distribution. More explicitly, the one dimensional plots are
obtained (up to a rescaling factor) by setting the ξj in the expansion (5.8) to 0 for
all indexes j except index i (i = 1, . . . , 6) which is allowed to vary in R; the two
dimensional plots are obtained by setting all the ξj in the expansion (5.8) to 0 expect
the two indexes k, l ∈ {1, . . . , 6}. Note how the posterior density is concentrated in a
small region in the support of the prior density, especially for the first few dimensions.
This concentration of the posterior may cause prior-based sparse quadrature to yield
an inaccurate integration w.r.t. the posterior distribution; as shown in the middle-
top part of the figure, Gauss–Hermite quadrature points w.r.t. the prior distribution
may completely fail in detecting the posterior distribution. In contrast, quadrature
points computed using the Hessian-based parametrization well capture the posterior
distribution, as shown in the top-right part of the figure.
To demonstrate the convergence properties of the Hessian-based adaptive sparse
quadrature, we consider two quantities of interest. The first is
Q1(m) = e
m(0.5),
which is a nonlinear function of parameter m evaluated at x = 0.5, with all the
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Fig. 2. Anchored marginal prior (blue solid line) and posterior (red dashed line) densities with
the sample parameter value (in circle) in the first 6 dimensions as well as the contour of their
mutual joint densities. The top-middle part is enlarged from the joint (both prior and posterior)
density of dimension 1 and 2 with additional prior-based tensor-product Gauss–Hermite quadrature
points (in circle). The top-right part is the corresponding transformed joint posterior density with
Hessian-based quadrature points. The posterior density is divided/normalized by its maximum value.
derivatives bounded by
E
µ[|DkmQ1(m1)(ψj1 , . . . , ψjk)|2] ≤ Eµ[e2m(0.5)] < exp
(
2m1(0.5) + 2|λ1|1
)
,
which satisfies the assumption in Theorem 4.5. The second is
Q2(m) = (10× u′(0.5))2.
which is the square of the first derivative of the solution u at x = 0.5. Note that Q2(m)
depends quadratically on m (as the derivative of the solution of the forward problem
u′ is bounded and linear with respect to m), align with Theorem 4.6. Note that
the delta functional δ0.5(m) = m(0.5) acting the eigenfunctions sin(πjx) is uniformly
bounded by 1. We use the approximation u′(0.5) ≈ (u(0.5+ h)− u(0.5− h))/(2h) for
mesh size h. Both integrals Eµ
y
[Q1] and E
µy [Q2] can be explicitly computed. More
explicitly,
(5.9) Eµ
y
[Q1] = exp

m⊤1 e0.5 +∑
j≥1
λ1j (ψ
⊤
j e0.5)
2

 ,
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where m1 is the coefficient vector of the MAP point m1 in the finite element space,
e0.5 = (0, . . . , 0, 1, 0, . . . , 0)
⊤ is a vector of the same size as m1 with one at x = 0.5
and zero everywhere else, ψj is the coefficient vector of the eigenfunction. For Q2,
(5.10) Eµ
y
[Q2] = d
⊤
0.5A
−1
M(m1m
⊤
1 + C1)MA
−1d0.5,
where C1 is the covariance matrix ofm
1, d0.5 = 10×(0, . . . , 0,−1, 0, 1, 0, . . . , 0)⊤/(2h)
corresponding to the derivative vector at x = 0.5, A and M are the stiffness and mass
matrix corresponding to the Laplace operator −△ and the identity operator I.
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Fig. 3. The maximal level of the sparse quadrature constructed in each dimension by the prior-
based (left) and the Hessian-based (right) quadratures for the integration of Q1 with α = 1.
We run the adaptive sparse quadrature by Algorithm 1 for both the prior-based
(with parametrizationm0 ∼ N (m0, C0)) and the Hessian-based (with parametrization
m1 ∼ N (m1, C1)) integration formulae (2.9) and (3.11), with both a priori and a
posteriori construction methods. In this example, the concentration of the posterior
in a small region of the support of the prior distribution (see Fig. 2) caused the
prior-based adaptive sparse quadrature algorithm to terminate prematurely without
adequate sampling of the posterior distribution and providing an erroneous integration
result. To compute the quadrature errors for the two QoI we use the values computed
in (5.9) and (5.10) as their references. Fig. 3 displays the maximum sparse grid level in
each dimension constructed by the prior-based and Hessian-based sparse quadrature
for the integration of Q1 with α = 1. We can observe that the prior-based sparse
quadrature allocates most of the quadrature points in the first dimension due to the
concentration of the posterior distribution in the domain of the prior distribution
along the first dimension, while the Hessian-based sparse quadrature does not show
such concentration. By increasing the number of quadrature points, more and more
dimensions are activated. We can see that with 105 points the first 617 dimensions
are activated by the Hessian-based sparse quadrature construction. We remark that
Q1 does not depend on j if j is even since ψ
1
j (0.5) = sin(0.5πj) = 0, so only the first
grid level (with one quadrature point) is activated in the even dimensions, see the
right of Fig. 3.
In Fig. 4 we plot the convergence of the sparse quadrature errors as a function of
the number of quadrature points (or PDE solves). We can see that the prior-based
quadrature errors do not converge and remain large for both the two quantities of
interest. In contrast, the Hessian-based quadrature errors by both the a priori and the
a posteriori constructions converge with rate independent of the (active) parameter
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Fig. 4. Decay of the adaptive sparse quadrature errors w.r.t. the number of PDE solves by using
the prior-based (m0) and the Hessian-based (m1) quadratures, with both a priori and a posteriori
(post) construction methods, for the computation of the integrals of Q1 (left) and Q2 (right). The
decay of the Hessian-based Monte Carlo (MC) quadrature errors (the average of 100 trials) are also
shown for both integrals with both α = 1 and α = 2.
dimension. For Q1, the a posteriori construction leads to smaller quadrature errors
than the a priori construction, which is observed in most other cases, see [5]. However,
the opposite is observed for Q2 as the a priori construction activates more dimensions
than the a posteriori construction for Q2. Note that Q2 is only quadratic with respect
to ξj , j ≥ 1, thus one level of Gauss–Hermite quadrature is exact for each dimension, so
that more activated dimensions result in more accurate quadrature. The asymptotic
convergence rate for Q1 is N
−s
p with s = 1/2 for α = 1 and s = 3/2 for α = 2, which
is s = α/d− 1/2, larger than the bound α/d− 1 in Theorem 4.5 and 4.6. For Q2 we
observe N−sp with s = 3/2 for α = 1 and s = 5/2 for α = 2. The faster convergence
for Q2 is because of the higher regularity of the derivative of the solution u
′ than
that of the parameter m itself in the sense of Assumption 1. This also indicates
that the convergence property of the sparse quadrature does not only depend on the
parametrization but also on the regularity of the quantity of interest. We also plot
the decay of the averaged Monte Carlo (MC) quadrature errors of 100 trials for the
Hessian-based integration, from which we can observe the convergence rate N
−1/2
p in
all cases, even for the integrand with high regularity, e.g., α = 2.
5.2. A nonlinear inverse problem.
5.2.1. Problem setup. We consider a nonlinear inverse problem where the
forward model is an elliptic equation describing Darcy flow in a porous medium D ⊂
Rd (d = 1, 2, 3): find u ∈ V := H1ΓD (D) such that
(5.11) −div(em∇u) = f, in D,
with suitable Dirichlet boundary condition on the boundary ΓD and zero Neumann
boundary condition on the rest of the boundary. We assume that the diffusion coeffi-
cient is a lognormal random field, i.e., the parameter m obeys a Gaussian distribution
with mean m0 and covariance C0, i.e., m ∼ N (m0, C0). Moreover, we assume that
measurements of m are available at a few locations xl ∈ D, l = 1, . . . , L. The mean
of the parameter m0 is obtained as a solution of the optimization problem
(5.12) m0 = argmin
m
{
1
2
〈m,Am〉+ κ
2
〈m−mtrue,M(m−mtrue)〉,
}
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where 〈·, ·〉 denotes the inner product in L2(D), A = −β△ + γI, mtrue is the true
parameter field, κ is a penalization parameter, and M is a measurement operator
defined as
(5.13) M =
L∑
l=1
εlI, where εl = exp
(
− (x− x
l)2
2r2
)
,
with suitable radius r > 0. The covariance of m is defined as
(5.14) C0 = (A+ κM)−α, with α > d/2.
We specify the parameter-to-observable map G in (2.1) as
(5.15) G(m) = B u(m) ∈ RK ,
where B = (b1, . . . , bK)T is a vector of linear observation functionals bk ∈ V ∗, k =
1, . . . ,K, where
(5.16) 〈bk, u〉 =
∫
D
exp
(
− (x− x
k
obs)
2
2r2obs
)
u(x)dx.
Therefore, G is nonlinear w.r.t. m as u is so, leading to a nonlinear inverse problem.
We specify the covariance matrix Γnoise = σ
2I for the noise η in (2.1), where I is the
identity matrix of size K × K. To compute the MAP point, we apply the inexact
Newton–conjugate gradient method [3], i.e., using Newton iteration method for the
nonlinear optimization w.r.t. the parameter m and conjugate gradient method for
the solution of the incremental parameter mˆ at each Newton step, for which we
need to compute the gradient and Hessian of the cost functional J (defined in (3.3))
constrained by problem (5.11). We introduce the Lagrangian functional
(5.17) L(u,m, p) = J (m) + 〈em∇u,∇p〉 − 〈f, p〉.
where p is the Lagrangian multiplier. Then the gradient of J can be computed as
(5.18) DmJ (m)(m˜) = ∂mL(u,m, p)(m˜) = 〈m−m0, m˜〉C0 + 〈m˜em∇u,∇p〉, ∀m˜ ∈ X,
where u and p are the solutions of the state and adjoint equations obtained by the
first order variation of the Lagrangian functional
〈em∇u,∇p˜〉 = 〈f, p˜〉, ∀p˜ ∈ V,
〈em∇u˜,∇p〉 = 〈B∗Γ−1noise(y − Bu), u˜〉, ∀u˜ ∈ V ;
(5.19)
and the Hessian of J evaluated at mˆ ∈ X can be computed as
D2mJ (m)(m˜, mˆ) = ∂2mL(u,m, p)(m˜, mˆ)
= 〈m˜em∇uˆ,∇p〉+ 〈m˜em∇u,∇pˆ〉+ 〈mˆ, m˜〉C0 + 〈m˜mˆem∇u,∇p〉, ∀m˜ ∈ X,
(5.20)
where uˆ and pˆ are the solutions of the incremental state and adjoint equations obtained
by the second order variation of the Lagrangian functional
〈em∇uˆ,∇p˜〉 = −〈mˆem∇u,∇p˜〉, ∀p˜ ∈ V,
〈em∇u˜,∇pˆ〉 = −〈mˆem∇u˜,∇p〉 − 〈B∗Γ−1noiseBuˆ, u˜〉, ∀u˜ ∈ V.
(5.21)
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5.2.2. Numerical test. We consider the physical domain D = (0, 1) with
Dirichlet boundary condition u(0) = 1 and u(1) = 0, and specify the parameters
for the prior distribution as α = 1, β = 2, γ = 1, κ = 103, and the measurement loca-
tions xl = (l− 1)2−2 with l = 1, . . . , 5. For the observation noise we set σ = 5× 10−2
at the observation locations xkobs = (k − 1)2−6 with k = 1, . . . 65. We use piecewise
linear finite element for the discretization at a uniform mesh of width h = 2−10, thus
resulting in a 1025-dimensional problem. We set the radius for the measurement and
the observation operators r = robs = h.
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Fig. 5. Decay of the square root of the eigenvalues of the prior covariance in (B.4), the
Gauss-posterior covariance in (B.7), and the prior-preconditioned Hessian misfit in (B.5).
To generate the prior mean m0 and the observation vector y, we first sample the
true parameter mtrue from the Gaussian distribution N (0,A−1). Then we let m0 be
the solution of the quadratic optimization problem (5.12), and we set y = B utrue+ η,
where utrue is the solution of the forward problem (5.11) with m = mtrue and η ∼
N (0,Γnoise) is a random noise vector.
In Fig. 5, we plot the square root of the eigenvalues (
√
λj)j≥1 of the prior
covariance C0 in (B.4), the Gaussian posterior covariance C1 in (B.7), as well as the
prior-preconditioned Hessian misfit termHmisfit in (B.5) for completeness. The former
two converge with an asymptotic rate of O(j−1) for the sparsity parameter α = 1.
The latter decay very fast for the first few dimensions which are the most informed
by the observation data. We can observe a reduction of the variance from the prior
to the Gaussian approximate of the posterior in these dimensions. Note that, for
this particular problem with f = 0 in (5.11), the data do not inform the constant
component of m; for this reason we do not observe reduction of the variance for the
first dimension of the prior distribution whose corresponding eigenvector is nearly
constant in space.
Fig. 6 displays the anchored marginal densities of the prior ρ0(m) = exp(− 12 ||m−
m0||2C0), the posterior ρpost = exp(− 12 ||y − G(m)||2Γnoise)ρ0(m), and the Gaussian ap-
proximate of the posterior ρ1 = exp(− 12 ||m −m1||2C1), as well as their mutual joint
density in the first 6 dimension of the KL expansion of the parameter w.r.t. its prior
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Fig. 6. Anchored marginal prior (blue solid line), posterior (red solid line), and the Gaussian
approximate of the posterior (black dashed line) densities with the sample parameter value (in circle)
in the first 6 dimensions as well as the contour of their mutual joint densities (dashed line for
Gaussian posterior). The top-middle part is enlarged from the joint densities of dimension 2 and
3 with additional prior-based tensor-product Gauss–Hermite quadrature points (in circle). The top-
right part is the joint posterior and the joint Gaussian approximate of the posterior densities (note
that they are very close to each other) of dimension 2 and 3 with Hessian-based quadrature points.
distribution. Note that all the densities are divided (normalized) by their maximal
value. The data are particularly informative in the second dimension, leading to a
much smaller variance of the posterior distribution with respect to the prior distri-
bution, as shown by how the posterior density concentrates in a small region. The
prior-based quadrature points fail to capture the local shape of the posterior density,
thus leading to inefficient sparse quadrature. On the contrary, the posterior and the
Gaussian approximate of the posterior densities are close to each other in each of the
6 leading dimensions in the parametrization of the prior distribution. Moreover, as
shown in the top-right part of Fig. 6, the Hessian-based quadrature points effectively
capture the shape of the posterior distribution.
We run Algorithm 1 to compute the integration of the QoI
Q = u(0.5)
using both the prior-based quadrature (2.7) and the Hessian-based quadrature (3.12).
We need to compute the integrals with the two integrands Q1 and Q2 given by
Q1 = exp(−Φ(m)) and Q2 = Q exp(−Φ(m))
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for the prior-based quadrature (2.7) and by
Q1 = exp(−J1(m)) and Q2 = Q exp(−J1(m))
for the Hessian-based quadrature (3.12). We remark that due to the complexity of
the posterior density and the nonlinear dependence of the solution u on the parameter
m, we can not rigorously verify the assumption for the two integrands in Theorem
4.5. The decay of the adaptive sparse quadrature errors is shown in Fig. 7, where the
reference values to compute the quadrature errors are taken as the adaptive sparse
grid quadrature results with 104 points for the prior-based quadrature and 105 points
for the Hessian-based quadrature, respectively. The error of prior-based quadrature
rule does not decay and remains oscillating for both Q1 and Q2; on the contrary, the
error of the Hessian-based quadrature decays with an asymptotic rate of O(N−1p ) for
Q1 and Q2. We remark that in Fig. 7 we only show the quadrature errors of the
sparse quadrature obtained by the a posteriori construction in Algorithm 1, since
the a priori construction based only on the coefficient bν in (4.8) failed to effectively
detect the complicated shape of two QoIs in the parameter space and resulted in
too much oscillation of the quadrature errors. This numerical test suggests that a
posteriori construction should be used for nonlinear inverse problems as the poste-
rior distribution/density function could have rather complicated shape. Moreover, we
point out that the Gaussian approximate of the posterior distribution is quite close
to the true posterior distribution as shown in Fig. 6. If the Gaussian approximate
is very poor, which occurs for informative observation data with very small noise or
high non-linearity of the forward model, we caution that the Hessian-based alloca-
tion of the quadrature points may not capture the posterior distribution so that the
sparse quadrature could fail to approximate the required integrals. How to tackle this
difficulty is an ongoing research.
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Fig. 7. Decay of the sparse quadrature errors for the Q1 (left) and Q2 (right), using both the
prior-based quadrature (2.7) and the Hessian-based quadrature (3.12) with a posteriori construction.
6. Conclusions. In this work, we proposed and analyzed a Hessian-based adap-
tive sparse quadrature to compute infinite-dimensional integrals with respect to the
posterior distribution in the context of infinite-dimensional Bayesian inverse prob-
lems. Dimension-independent convergence of the proposed method was theoretically
established for linear inverse problems and demonstrated numerically for both linear
and nonlinear inverse problems. The convergence of the adaptive sparse quadrature is
faster than that of the Monte Carlo or Markov-chain Monte Carlo method, especially
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for sparser problems, i.e., for problems in which the eigenvalues of the covariance
operator decay faster and the parameter-to-quantity-of-interest map is smoother. We
illustrated the concentration of the posterior distribution in a small region of the
support of the prior distribution for both linear and nonlinear inverse problems. We
showed that a prior-based parametrization quadrature may fail to capture the shape
of the posterior distribution and result in inaccurate values of integrals with respect
to the posterior distribution, while the Hessian-based parametrization effectively al-
locates quadrature points in regions of high density of the posterior distribution and
leads to correct values of the integrals. Further investigation and application of our
proposed method is ongoing for Bayesian inverse problems with very small observation
noise and highly nonlinear forward problems. These lead to more complicated and
localized posterior distributions that cannot be effectively captured by the Hessian-
based transformation, but may be with a measure transport [22].
Appendix A. A re-parametric formulation. In this section, we briefly review
the re-parametric formulation presented in [27], where m is first pre-parametrized ac-
cording to the prior measure µ0 = N (m0, C0) and then re-parametrized using Hessian-
based directions. We then compare our development in Section 3.3 with such re-
parametric formulation both in terms of computational efficiency and accuracy for
the solution of Bayesian inverse problems constrained by large-scale PDE models. To
start, we denote the eigenpairs of the covariance operator C0 as (λ0j , ψ0j )j≥1 and denote
(A.1) Ψ0 = (ψ
0
1 , ψ
0
2 , . . . , ), Λ0 = diag(λ
0
1, λ
0
2, . . . , ) ,
so that the parameter m can be expressed by the Karhunen–Loe`ve expansion as
(A.2) m(ξ) = m0 +
∑
j≥1
√
λ0jψ
0
j ξj ≡ m0 +Ψ0Λ1/20 ξ .
The prior measure of m can be fully represented by that of ξ, which is Gaussian
N (0, I), where 0 = (0, 0, . . . , ) and I = diag(1, 1, . . . , ). The MAP point of the pos-
terior measure is a parameter ξ1 ∈ Ξ that solves the following minimization problem
(A.3) min
ξ∈Ξ
J (m(ξ)) ,
where the ξ-parametric cost functional is given explicitly by (3.3) and (A.2)
(A.4) J (m(ξ)) = 1
2
||y − G(m(ξ))||2Γnoise +
1
2
ξ⊤ξ .
Note that we have used the eigendecomposition C−10 = Ψ0Λ−10 Ψ⊤0 in the second term.
We remark that the solution ξ1 ∈ Ξ implies that m1 ∈ E, the Cameron–Martin space
associated with the prior measure N (m0, C0). The Hessian of the ξ-parametric cost
functional J evaluated at the MAP point is given by
(A.5) HξMAP = D
2
ξJ (m(ξ))|ξ=ξ1 = Hξmisfit + I ,
where Hessian of the misfit term is obtained by applying the chain rule for derivative
(A.6) Hξmisfit =
(
Dm
Dξ
)⊤ (
D2mΦ(m)
) Dm
Dξ
∣∣∣
ξ=ξ1
= Λ
1/2
0 Ψ
⊤
0 HmisfitΨ0Λ
1/2
0 .
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Consequently, the covariance of the Gaussian measure N (ξ1, Cξ1 ) is given by
(A.7) Cξ1 =
(
HξMAP
)−1
=
(
Hξmisfit + I
)−1
= Λ
−1/2
0 Ψ
⊤
0 C1Ψ0Λ−1/20 .
Since the covariance operator C1 can be decomposed as C1 = Ψ1Λ1Ψ⊤1 , we have
(A.8) Cξ1 =
(
Λ
−1/2
0 Ψ
⊤
0 Ψ1Λ
1/2
1
)(
Λ
1/2
1 Ψ
⊤
1 Ψ0Λ
−1/2
0
)
=: LL⊤ ,
where by the compact and self-adjoint property of Cξ1 , i.e. there exist the eigenpairs
of Cξ1 , denoted as (Λξ1,Ψξ1), and there holds Cξ1 = Ψξ1Λξ1(Ψξ1)⊤, so that we can identify
L = Ψξ1(Λ
ξ
1)
1/2, so that L−1 = (Λξ1)
−1/2(Ψξ1)
⊤. We make the change of variables by
shifting ξ1, rotating (Ψ
ξ
1)
⊤ and rescaling (Λξ1)
−1/2 for ξ, i.e.
(A.9) ζ = L−1(ξ − ξ1) ,
for which we have Eρ[ζ] = 0 and Eρ[ζζ⊤] = I, so that ζ ∈ N (0, I); moreover, we have
(A.10) ξ = Lζ + ξ1 .
Replacing this ξ as a function of ζ in (A.2), we obtain
(A.11) m(ξ(ζ)) = m0 +Ψ0Λ
1/2
0 ξ1 +Ψ0Λ
1/2
0 Lζ = m1 +Ψ1Λ
1/2
1 ζ ,
where m1 = m(ξ1). Denoting m
1(ζ) = m(ξ(ζ)), we obtain the same parametrization
of the parameter m as in (3.10) derived in Section 3.3.
Our Hessian-based parametrization and the above re-parametric formulation are
therefore equivalent in the idealized case of no truncation in the Karhunen–Loe`ve
expansion of m with respect to the prior. However, in practice, only a finite number
of eigenmodes in such expansion can be computed. In [27], the authors first perform
a finite-dimensional truncation of the pre-parametric parameter (A.2), then solve
the minimization problem for the MAP point (A.3) in the subspace spanned by the
dominant eigenmodes of the prior, and finally compute the Hessian and its eigenmodes
projected onto such subspace. This may lead to discretization bias with respect to
the stochastic parameter, since directions that are well informed by the data may not
be correctly captured by the subspace of the dominant eigenmodes of the prior. In
contrast, our formulation does not involve truncation of the parameter according to
the prior measure and, therefore, allows to capture all the directions — resolved by
the spatial discretization of the parameter field — that are informed by the data.
Appendix B. Computation of the parametrization. Let Xh denote a finite-
dimensional subspace of X with Nh basis functions {φnh}Nhn=1, for instance finite ele-
ment space or spectral space, where h represents the mesh size or the reciprocal of
the spectral order, then we can approximate the parameter m by
(B.1) mh =
Nh∑
n=1
mnφ
n
h ,
where m = (m1, . . . ,mNh)
T is the vector of the coefficients in the basis function
expansion. Let M ∈ RNh×Nh denote the mass matrix with Mij = 〈φjh, φih〉, , i, j =
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1, . . . , Nh. Let A ∈ RNh×Nh denote the matrix corresponding to the elliptic differential
operator (2.14), given by
(B.2) Aij = 〈φih,Aφjh〉 = β〈Θ∇φjh,∇φih〉+ γ〈φjh, φih〉, i, j = 1, . . . , Nh.
Then we can compute the following inner products as
(B.3) 〈m1,Aαm2〉 =m⊤1 Aαm2, and 〈m1,A−αm2〉 =m⊤1 MA−1α Mm2
where Aα = (AM
−1)α−1A, α = 1, 2, . . . . The discrete eigenpairs of the prior covari-
ance operator C0 are obtained by solving the generalized eigenvalue problem
(B.4) MA−1α Mψ
0
j = λ
0
jMψ
0
j , j ≥ 1,
for which we can employ a Lanczos method [4] or a randomized method [17] that
involves O(αJ) elliptic PDE solves for computing J eigenpairs. Both methods get
rid of direct assembling of the matrix MA−1α M, which could be very expensive for
large-scale problems, i.e., Nh large.
To compute the discrete eigenpairs of the posterior covariance operator C1 in
(3.8), we first need to compute the MAP point as the solution of the optimization
problem (3.2), for which we apply a Newton-conjugate gradient method [3, 31], where
for the solution of the increment at each Newton step, we use conjugate gradient
method. At the MAP point, evaluation of the Hessian misfit term Hmisfit in a given
direction can be realized by solving one forward PDE and three additional linear
PDEs corresponding to the adjoint, the incremental state and adjoint problems as
illustrated in Section 5 for a specific model. Then the eigenpairs of the covariance
operator C1 in (3.8) can be obtained by solving two generalized eigenvalue problems.
By Hmisfit we (formally) denote the matrix version of the Hessian misfit term Hmisfit.
We solve the first generalized eigenvalue problem with λ1 ≥ λ2 ≥ · · ·
(B.5) Hmisfitψj = λjAαψj , j ≥ 1,
by Lanczos or randomized method, which involves O(J) PDE solves for J eigenpairs.
Then by algebraic manipulation we can write the posterior covariance matrix as [29]
(B.6) (Hmisfit + Aα)
−1 = A−1α −ΨJDJΨ⊤J +O

∑
j>J
λj
1 + λj

 ,
whereDJ = diag(λ1/(1+λ1), . . . , λJ/(1+λJ)), with J determined according to certain
criteria, e.g., λJ is small enough, and ΨJ = (ψ1, . . . ,ψJ). The second generalized
eigenvalue problem is also solved by Lanczos or randomized method
(B.7) M(A−1α −ΨJDJΨ⊤J )Mψ1j = λ1jMψ1j , j ≥ 1,
where (λ1j ,ψ
1
j)j≥1 are the eigenpairs corresponding to the covariance operator C1. We
remark that by solving the two step generalized eigenvalue problems, we don’t need
to assemble the Hessian matrix, which involves O(Nh) PDE solves, but only need to
perform O(J) PDE solves. Considerable computational saving can thus be achieved
for small J when the eigenvalues of the Hessian of the misfit term and the posterior
covariance decay fast.
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