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Abstract
We model panel data of crime careers of juveniles from a Dutch Judicial Juvenile Insti-
tution. The data are decomposed into a systematic and an individual-specific component,
of which the systematic component reflects the general time-varying conditions including
the criminological climate. Within a model-based analysis, we treat (1) shared effects of
each group with the same systematic conditions, (2) strongly non-Gaussian features of
the individual time series, (3) unobserved common systematic conditions, (4) changing
recidivism probabilities in continuous time, (5) missing observations. We adopt a non-
Gaussian multivariate state space model that deals with all of these issues simultaneously.
The parameters of the model are estimated by Monte Carlo maximum likelihood meth-
ods. This paper illustrates the methods empirically. We compare continuous-time trends
and standard discrete-time stochastic trend specifications. We find interesting common
time-variation in the recidivism behavior of the juveniles during a period of 13 years, while
taking account of significant heterogeneity determined by personality characteristics and
initial crime records.
Keywords: non-Gaussian state space modeling, nonlinear panel data model, binomial time
series, recidivism behavior, continuous time modelling.
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1 Introduction
Becker (1968) is often used as a starting point to model recidivism behavior (see Corman
and Mocan, 2000). According to this standard theoretical framework, the optimization of
individuals engaged in criminal activities, depends upon the expected payoffs of the criminal
activities. Instances are the return to legal labor-market activities and the costs of criminal
activities, such as conviction and punishment. Some studies provided evidence that increases
in criminal-justice sanctions reduce criminal activities (see Levitt, 1997), while others found
either a weak relationship, or none at all between the two (see Cornwell and Trumbull, 1994).
The analysis of official criminal trajectories of individuals is an important topic in the research
field of recidivism behavior. Effort has been expended on examining the changing frequency of
criminal activities over time, and distinguishing different criminal trajectories based on these
frequencies. Among others, Nagin and Land (1993), Nagin et al. (1995), D’Unger et al. (1998),
Roeder et al. (1999) and White et al. (2001) use semi-parametric Poisson models to handle
these trajectories. Other research has also dealt with criminal trajectories of specific types of
behavior, such as violent crime or serious offenders (see, among others, Brame et al., 2001,
and Piquero et al., 2001). The aim of this research was to assess trajectory groups based on
frequency, under the assumption that an offender’s membership stays fixed throughout the life
course. Nevertheless, this assumption is rather restrictive and not realistic.
There are several articles that deal with the identification of types of criminal behavior
and the interaction of these types (see Francis et al., 2004). Among others, Wiggins (1973),
Stander et al. (1989), Bijleveld and Mooijaart (2003), and Bartolucci et al. (2007) use Markov
Models. They assume that the offending pattern of a subject within a certain age period
depends only on a discrete latent variable representing the tendency to commit crimes, which
follows a first-order non homogeneous Markov Process. The model allows for the presence of
discrete covariates affecting the initial and the transition probabilities of the latent processes.
In this article we adopt a dynamic statistical model for the intensity of recidivism as mea-
sured in criminal records of the juveniles. We model the probability of committing a crime in
a certain calendar month using a non-Gaussian panel data model with multiple deterministic
factors and dynamic random effects. In order to do this, we explore the persistence and ex-
istence of common factors in calendar time in the crime careers of juveniles from the Dutch
correctional facility of Harreveld, a Judicial Juvenile Institution. Although not all juveniles had
a criminal record before entering the facility, we use the common term recidivism. The com-
mon factors are modelled in continuous time and may partly be attributed to macro measures
that influence the crime trickling down into this group. Since changes in these measures may
not directly affect crime, we specify the factors as smooth continuous time processes. In our
approach we further aim to distinguish between effects on the level of recidivism and on the
persistence of recidivism.
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The data allow us to distinguish age effects, cohort effects, personality characteristics and
social factors, variables which all have been measured during the stay at the juvenile justice
institution. Given the restricted number of individuals we limit ourselves here to one person-
ality characteristic, one general individual risk factor and a common time-varying risk factor.
Interesting personal characteristics are consciousness and intelligence. Generally important pre-
dictive factors are the individual criminal records before entering the juvenile justice institution
and the criminal record of relatives. An economic factor is family unemployment. All these
factors were found to be significant in a descriptive cross-section analysis of risk determining
the average level of recidivism (i.e. number of crimes per month), the probability of excessive
recidivism (extreme number of crimes per month) and the speed of recidivism (i.e. duration
until next crime) in an earlier analysis of the data by Van Der Geest, Bijleveld and Wijkman
(2005).
In the approach of this paper, the observed time series are decomposed into a systematic
and an individual-specific component, of which the systematic component reflects the general
community conditions and the criminological climate. We set ourselves to treat (1) shared
effects of each group to the same systematic conditions, (2) strongly non-Gaussian features of
the individual time series, (3) possible continuous time dynamics of an unobserved common
systematic condition, (4) changing probabilities of recidivism over time, (5) missing observa-
tions. This is a challenging task and innovative within a criminological context. We adopt the
non-Gaussian panel data model with latent dynamic factors of Koopman and Lucas (2007).
They have used the model in a credit risk analysis to identify common and idiosyncratic risk
factors for defaults of firms. Their non-Gaussian multivariate state space model can treat
all issues that we require for the analysis of recidivism simultaneously. However, we extend
their methodology by adopting continuous time processes for the unobserved common factors.
Econometric continuous-time models were first developed by Bergstrom. Harvey (1989, Chap-
ter 9) extended the continuous-time methodology to structural unobserved component models
for trend-cycle decompositions of economic data. Singer (1998) developed continuous-time for
time-varying parameter panel data models and Oud and Jansen (2000) discuss continous-time
state space modelling of panel data in a dynamic structural equations framework. As our panel
consists of many points in time, we can allow for different time series specifications of the trend.
We compare the continuous time model with the discrete time model of Koopman and Lucas
(2007).
The parameters of the models are estimated using computationally efficient state space
methods together with importance sampling techniques, see Durbin and Koopman (2001).
Methodological and computational developments allow us to analyse such complex and high-
dimensional data-sets in a fast and satisfactory way on a standard desk-top computer.
We show that the analysis of the Harreveld data-set using our modelling framework leads
to a better understanding of the recidivism behavior of juveniles. For example, we have found
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a significant downward common trend in the intensity of serious crime in our sample.
The outline of this paper is as follows. We start with a description of the model. Next we
will discuss the Monte Carlo estimation methodology used in order to estimate parameters of
the model. After that, we deal with the data and we present empirical results illustrating the
relevance of our method for the data at hand. Finally, some conclusions are presented.
2 The model for crime intensities
The dynamic model describes the criminal behaviour of a specific group of juveniles in calendar
time t = 1, . . . , T . The crime dynamics of these young adolescents are only observed after they
leave a program organised by the justice department as an alternative to a jail sentence. The
number of individuals grows in the beginning of the sample since the program started at the
beginning of the sample. Nearly all individuals are observed until the end of our sample.
The variable of interest is the intensity of juvenile crime as measured by the proportion
of juveniles committing offenses in a certain month of the year. This enables us to look at
common effects in calendar time, as is usual in the economic time series analysis of crime, see
e.g. Corman and Mocan (2000). In such analyses, trends, seasonals and structural changes
in crime levels are the key properties to be modeled and explained by common demographic,
economic and deterrence factors. Our approach examines whether a macro effect is important
in explaining offense levels after taking individual characteristics into account. The macro
effect is modeled as a continuous time unobserved component process and is common to all
individuals in the observed group. In this way we can assess whether general macro effects are
due to variations in juvenile crime or whether specific factors are more important. Policies for
reducing juvenile crime can then be targeted more effectively.
We distinguish different classes of offenses, indexed by s = 1, . . . , S. We condition on
a categorical background variable j for a personal characteristic and on an initial categorical
criminal record variable a with j = 1, . . . , J and a = 1, . . . , A. Our model uses the non-Gaussian
panel time series specification developed by Koopman and Lucas (2007). The basic structure
of this model is derived from a common framework in credit risk modelling. It decomposes
the probability of a default of a firm into systematic and firm-specific risk components, see
the influential framework of Gupton, Finger, and Bhatia (1997). In this paper we employ this
framework to model crime data, reversing the suggestion of Schmidt and Witte (1989) to use
ideas from statistical crime analysis to empirical bankruptcy modeling.
2.1 A dynamic limited dependent variable panel data model
The model specification builds on the well known limited dependent variable interpretation of
discrete choice models. We consider a latent index variable Iit for each juvenile i at time t for i =
3
1, . . . , N and t = 1, . . . , T . An offense is committed if the index variable falls below a threshold
cit. The threshold is individual-specific due to differences in the individual characteristics and
personal situations determining crime. Although characteristics are not typically time-varying,
personal situations can vary over time. To allow for dependence among the different individuals,
we assume that the index variable Ii(τ) is driven by a continuous systematic risk factor f(τ)
and an individual specific risk factor xi(τ),
Ii(τ) = ρif(τ) +
√
1− ρ2ixi(τ), i = 1, . . . , N, 0 ≤ τ ≤ n, (1)
compare Gupton et al. (1997). In order to identify the model we assume that the individual-
specific factors xi(τ) are serially and mutually independent, conditional on the systematic factor
f(τ). The parameter ρi in (1) determines the relative weights of the systematic and individual-
specific risk component in the crime intensity. Its value is strictly between 0 and 1. For ρi = 0,
crime is entirely triggered by individual-specific factors xi(τ). By contrast, for ρi = 1, the
variation in offenses is completely driven by the common factor f(τ). The weighting scheme in
(1) ensures identification of the final model below. We should note that identification is an issue
because Ii(τ) is not observed directly. The variances of f(τ) and xi(τ) need to be restricted.
In case the variances of f(τ) and xi(τ) are restricted to be unity, the correlation between Ii(τ)
and Ii′(τ) for i 6= i
′ equals ρiρi′ , or ρ
2
i for homogeneous entities ρi = ρi′ .
Instead of focusing on individual crime intensities over longer periods of time, we concentrate
on the aggregate offense level within subgroups of juveniles for relatively short periods of time.
Let ksjat denote the number of juveniles in offense class s, psychological category j, and initial
criminal record class a, observed at period τt, and let ysjat denote the number of offending
individuals in the category s, j, a and for period τt for t = 1, . . . , T . Then ysjat can be modelled
as a realization of a binomial distribution. We do not observe exogenous time-varying covariates,
but there are many reasons to believe that the offense intensity is time-varying for the juveniles
under scrutiny. The most obvious reason is the age distribution of the juveniles which changes
as time progresses in our sample. Also, economic conditions and government policies towards
juvenile crime can change over time. We treat the time-variation as an unobserved component
or latent factor f(τ). If the changing age distribution is the only time-effect causing the time-
variation in the offense intensity, we could interpret fˆ(τ) as a flexible estimator of the functional
form of the time effect of the changing age distribution.
The binomial variable ysjat is observed at time point τt and modelled conditional on the
systematic risk factor ft ≡ f(τt), i.e.,
ysjat|ft ∼ Binomial (ksjat, pisjat) , with ft = f(τt), (2)
for s = 1, . . . , S, j = 1, . . . , J , a = 1, . . . , A, t = 1, . . . , T , where pisjat is the conditional
probability of committing a crime in category s, j, a and time τt.
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Figure 1 shows plots of the proportions data for crimes of category s = 1, y2jat/k2jat, against
time τt for t = 1, . . . , T . The discreteness of the data is clearly visible. A Gaussian modelling
approach for this type of data should be rejected.
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Figure 1: Category 2 crime intensity data y2jat/k2jat, j = 1, 2, 3, a = 1, . . . , 4, against time τt for
t = 1, . . . , 165.
To reduce the number of parameters, we impose the following restrictions. First, we restrict
the thresholds ci to depend only on s, j, and a, i.e., ci = c¯sijiai . In particular, we impose the
additive structure
c¯sja = c¯0 + c¯1,s + c¯2,j + c¯3,a.
Dependence of different measures of crime intensity on personal characteristics, indexed by
j, and the initial criminal record, indexed by a, was found to be significant in earlier studies
of this data, see Van der Geest and Bijleveld (2006). In principle, we allow the correlation
parameter ρ2i to depend on crime category, on personal characteristics or initial crime record,
i.e., ρi = ρ¯sijiai .
From (1) and the restrictions imposed, it follows that
pisjat = Pr
xi(τ) ≤ c¯sja − ρ¯sjaft√
1− ρ¯2sja
 = F
 c¯sja − ρ¯sjaft√
1− ρ¯2sja
 (3)
where F (·) is a cumulative distribution function of the firm-specific risk factor. The probability
of offense can now vary between offense categories s, personal characteristics a, initial crime
records j and the time-varying risk factor f(τ).
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The unobserved risk process f(τ) is evolving in continuous time. We adopt a continuous
time trend model specification for the risk f(τ) with slope g(τ). A suitable model for the
slope is the continuous process dg(τ) = σgdw(τ) where w(τ) is standard Brownian motion with
σg > 0. A smooth trend model in continuous time is then obtained by
f(τ) = f(0) +
∫ τ
0
g(r)dr = f(0) + g(0)τ + σg
∫ τ
0
w(r)dr. (4)
The unknown coefficients for this model are the initial trend coefficient f(0) and g(0) together
with the standard deviation σg. We impose a unit conditional variance restriction, σg = 1 on
f(τ), because the standard deviation σg and the correlation ρ¯
2
sja cannot be identified simul-
taneously. Theoretical extensions to more general processes for f(τ) are straightforward in a
continuous time state space framework, see Harvey (1989, Chapter 9). Also generalizations to
models with multiple factors can be considered, see, e.g., Harvey (1989, Chapter 8).
Given that we have aggregated monthly data for approximately 13 years, we can also con-
sider a discrete-time speficiation, where ft follows a simple random walk where t is measured
in months. This is one of the models considered by Koopman and Lucas (2007):
ft = ft−1 + ηt, t = 1, . . . , T, (5)
where ηt is standard normally distributed and serially uncorrelated. In the empirical applica-
tion, we estimate several extended models.
Explanatory variables can be added to the model such as macroeconomic variables. Also
individual-specific covariates can be incorporated and more category types can be introduced in
the model. However, given the limited amount of information in the data, the current three-way
model with a limited amount of categories for the heterogeneity in individual characteristics
seems appropriate. Adding more categories and having more covariates may makes it impossible
to empirically identify all parameters. A sufficient amount of pooling is needed to obtain
reasonable estimates.
2.2 A model reformulation for the statistical analysis
The unknown parameters of our crime model are c¯sja, and ρ¯sja. To estimate these parameters
we develop a statistical model that allows feasible maximization likelihood estimation of the
parameters. The statistical model also provides the means for estimating the latent process f(τ)
(signal extraction). It is clear that standard linear estimation methods cannot be applied since
the model is non-Gaussian and depends on a continuous time latent process f(τ). Monte Carlo
simulation techniques are carefully designed and employed to carry out the task of estimation in
a computationally efficient way. This is a challenging task since the dimensions of the integrals
involved in dynamic limited dependent variables models are high. In the empirical section we
consider a set of models introduced in Section 2.1 with S = 1, J = 3, A = 4 and T = 165
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resulting in 165 observations of a 12× 1 vector. We also allow for up to 4 different risk factors.
All estimations proved computationally very feasible on ordinary desktop PCs.
We start with (2) and consider the conditional Binomial log-density function as given by
log p(ysjat|pisjat) = ysjat{log pisjat − log(1− pisjat)}+ ksjat log(1− pisjat) + log
(
ksjat
ysjat
)
, (6)
with ysjat = 0, . . . , ksjat. As the probability pisjat is bounded between zero and one, we introduce
the logit transformation
θsjat = log{pisjat / (1− pisjat)} (7)
such that F (·) in (3) is effectively the logistic distribution. This leads to the following convenient
expression for the log-density of ysjat,
log p(ysjat|θsjat) = ysjatθsjat − ksjat log(1 + exp(θsjat)) + log
(
ksjat
ysjat
)
, (8)
from which it follows immediately that the Binomial density belongs to the exponential family.
The model for the signal θsjat is specified as
θsjat = λ0 + λ1,s + λ2,j + λ3,a − (β0 + β1,j + β2,a)ft, (9)
where ft = f(τt) is the systematic risk factor of the index variable Iit in (1) at time τt. One of
the λ1,s (and of the λ2,j, λ3,a, β1,s, and β2,j) is restricted to zero to avoid multicollinearity in
equation (9). This statistical framework can be related to the model parameters in Section 2.1.
For example, if ρ¯saj = ρ¯aj one uses the relations
ρ¯2aj = (β0 + β1,a + β2,j)
2 / (1 + (β0 + β1,a + β2,j)
2),
c¯sja = (λ0 + λ1,s + λ2,j + λ3,a)
/√
1 + (β0 + β1,a + β2,j)2.
(10)
The latent factor ft ≡ f(τt) in (9) is obtained from the unobserved process f(τ) that is modeled
by the continuous time process (4). Other continuous time processes for f(τ) can be considered
in this context as well.
Since the observations are recorded at discrete time intervals, we wish to formulate the
continuous time process (4) by the discrete state space model(
ft+1
gt+1
)
=
[
1 δt
0 1
](
ft
gt
)
+
(
ηt
ζt
)
, t = 1, . . . , T, (11)
where ft = f(τt), gt = g(τt) and δt = τt+1 − τt. Furthermore, we have
ηt = σg
∫ τt+1
0
[w(r)− w(τt)]dr, ζt = σg[w(τt+1)− w(τt)],
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which follows from (4). It can be shown that these disturbances are normally and independently
distributed (NID) with zero means while their variances and covariance are given by
Var
(
ηt
ζt
)
= σ2gδt
[
1
3
δ2t
1
2
δt
1
2
δt 1
]
, (12)
see Durbin and Koopman (2001, §3.10.2). In our example δt could vary according to the length
of the month, measured in days. Because we don’t use the exact dates in calendar time, we
simply take δt = 1. We stress this is not a restriction imposed by the methodology. However,
this restriction allows us to compare our results with the simple discrete time specification
used by Koopman and Lucas (2007). The comparison of the two trend models illustrates the
flexibility of non-Gaussian state space modelling with respect to dynamic specification.
The crime intensity model can be represented as a non-Gaussian state space panel data
model with observation equation
ysjat ∼ p(ysjat|θsjat) = Binomial (ksjat, pisjat) , (13)
where pisjat = (1 + exp(−θsjat))
−1 and θsjat is given by (9). The dynamic latent factor processes
f(τ) and g(τ) together with the fixed effects λ0, λ1,s, λ2,j and λ3,a can be estimated simulta-
neously in this methodology. We represent the latent factors in discrete time and place them,
together with the fixed effects, in a so-called state vector αt that is modeled by the linear time
series process
αt+1 = Ttαt +Rtξt, ξt ∼ NID(0, Qt), (14)
for t = 1, . . . , T with α1 ∼ N(α¯0, P ). The vector α¯0 and the matrices Tt, Rt, Qt and P are
fixed and known matrices for t = 1, . . . , T . The signal is then given by
θsjat = Zsjatαt, (15)
where Zsjat is a deterministic selection vector for s = 1, . . . , S, j = 1, . . . , J , a = 1, . . . , A, and
t = 1, . . . , T . Some elements of the system matrices Tt and Qt and system vector Zsjat can
depend on unknown coefficients. These coefficients are collected in a parameter vector and
their estimation is discussed in the next section.
To illustrate the state space representation of our model, we consider an example with
S = A = 1 and J = 3 types of personal characteristics. The state vector becomes αt =
[λ0, λ2,1, λ2,2, ft, gt]
′ where ft and gt are modelled as in (11). Further, we restrict λ1,1 = λ2,3 =
λ3,1 = 0 for identification. In this example, the system matrices for the linear time series process
are given by
Tt =

I3 03×1 03×1
01×3 1 δt
01×3 0 1
 , Rt =
[
03×2
I2
]
,
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and Qt is given by (12). The state space vectors for the signal are given by
(Z ′1,1,1,t, Z
′
1,2,1,t, Z
′
1,3,1,t)
′ = (I3,−(β0 + β1), 03×1),
where β ′1 = (β2,1, β2,2, β2,3) and β2,3 = 0 for identification.
The joint model (13) and (14) is a special case of a nonlinear and non-Gaussian state space
model as discussed in part II of Durbin and Koopman (2001). In the next section we focus
on the estimation of the parameters λ and β by Monte Carlo maximum likelihood. We should
note that fixed effects, λ, are incorporated in the state vector αt and therefore estimated jointly
with latent factors ft and gt. The state vector is estimated as part of the Monte Carlo methods
used for the evaluation of the likelihood function.
3 Monte Carlo estimation
The statistical modelling framework presented in the previous section is non-Gaussian and
therefore standard time series methods such as the Kalman filter for the evaluation of the
likelihood function can not be used. The likelihood function is no longer of a closed form for
such general models and therefore can not be computed by analytical expressions. Simulation
techniques have been developed for classical estimation but also for Bayesian estimation ap-
proaches. In this paper we restrict ourselves to classical estimation that is based on maximising
the so-called Monte Carlo likelihood function.
3.1 Importance sampling
The model consists of a Binomial measurement equation (13) for y = (y1111, . . . , ySJAT )
′ with
Gaussian signal θ = (θ1111, . . . , θSJAT )
′ as given by (15). The signal θ is therefore a linear
function of the state vector α = (α1, . . . , αT )
′ modelled by (14). The density function of the
model is given by
p(y) =
∫
p(y, θ)dθ =
∫
p(y|θ)p(θ)dθ, (16)
where p(y|θ) is the Binomial density based on (8), that is p(y|θ) =
∏
t
∏
s,j,a p(ysjat|θsjat). Fur-
thermore, we have p(θ) as the Gaussian density. In case of non-Gaussian models, it is difficult
to evaluate the integral (16) directly. Simulation techniques provide flexible and possibly effi-
cient ways to numerically compute the likelihood function, that is p(y) for a realisation of y.
A standard simulation technique is importance sampling and is treated in the work of Ripley
(1987), Kloek and Van Dijk (1978) and Geweke (1989). Implementations of importance sam-
pling methods for state space time series models can be found in Shephard and Pitt (1997),
Durbin and Koopman (1997) and in part II of Durbin and Koopman (2001). The basic idea be-
hind the construction of the likelihood function is to sample from an importance density g(θ|y),
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which is ideally as close as possible to density p(θ|y). The likelihood may then be written as
p(y) =
∫
p(y|θ)
p(θ)
g(θ|y)
g(θ|y)dθ = Eg{p(y|θ)
p(θ)
g(θ|y)
}, (17)
where Eg denotes expectation with respect to importance density g(θ|y). A Gaussian im-
portance density is convenient since it is relatively straightforward to sample from. A linear
Gaussian model that is close to the non-Gaussian model may be obtained by equalising the
first and second derivatives of log p(y|θ) and log g(y|θ) with respect to θ. Solving the resulting
(linear) equations will give θˆ = Eg(θ) =
∫
θg(θ|y), see section 3.2 below.
Expression (17) can be simplified to the convenient formula
p(y) = g(y)Eg{
p(y|θ)
g(y|θ)
}, (18)
where g(y) is the Gaussian likelihood function of the approximating model which can be ob-
tained via the Kalman filter, see Durbin and Koopman (2001, §12.5) for further details.
An obvious estimator for the likelihood is pˆ(y) = g(y)w¯, where
w¯ =
1
M
M∑
i=1
wi, wi =
p(y|θi)
g(y|θi)
, (19)
and θi is a draw from importance density g(θ|y). In practice, the log of the likelihood function
is used to manage the magnitude of density values. For this purpose, we evaluate log pˆ(y) =
log g(y) + log w¯ + ”bias correction” and maximize it to obtain maximum likelihood estimates
of the parameters such as λ and β.
3.2 Constructing an importance density: the Binomial case,
To obtain an importance density we construct an approximating Gaussian model since gener-
ating samples for θ conditional on y is relatively straightforward when densities are normal. An
approximating linear Gaussian model is obtained by linearization based on equalising the first
and second derivatives of log p(y|θ) and log g(y|θ) (the latter is associated with approximating
Gaussian model). The linearization takes place around a current guess of the mode of θ, say
θ¯i, and a new guess of the mode, say θ¯i+1, is obtained from computing the conditional mean
from the linear Gaussian model. Note that the mean and mode are the same in a Gaussian
model. In more detail, we consider the Gaussian density g(y|θ) that corresponds to the linear
Gaussian model
y˜sjat = θsjat + usjat, usjat ∼ NID(0, Hsjat), (20)
for any permissible index values s, j, a and t, where y˜sjat and Hsjat are obtained by the lin-
earization conditions
∂ log g(y|θ)
∂θ
=
∂ log p(y|θ)
∂θ
,
∂2 log g(y|θ)
∂θ∂θ′
=
∂2 log p(y|θ)
∂θ∂θ′
.
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We note that p(θ) ≡ g(θ) and therefore the linearization also applies to the first and second
derivatives of the densities p(θ|y) and g(θ|y) with respect to θ. It follows that y˜sjat and Hsjat
depend on θ and for the linearization they are functions of yt and the current guess θ¯
i. In the
case of the Binomial density we obtain
y˜sjat = θsjat +Hsjatysjat − 1− exp(θsjat), Hsjat = k
−1
sjat(1 + exp(θsjat))
2 exp(−θsjat), (21)
for θsjat = θ¯
i
sjat. Given values for y˜sjat and Hsjat, the conditional mean of θsjat for the Gaussian
model (20) can be computed by the Kalman filter and smoothing algorithm. The resulting
estimate of θ is taken as the new guess of the mode, θ¯i+1. The sequence of new estimates of
θ converges to the mode of p(θ|y). For many different non-Gaussian log-densities, convergence
to θ¯t is very quick and typically takes five to ten iterations.
The model (20) with y˜sjat and Hsjat evaluated at the mode θ¯sjat is referred to as the “approx-
imating” linear Gaussian model and the corresponding density g(θ|y) is taken as the importance
density. By generating samples from g(θ|y) we effectively simulate θ’s at the location of the
mode of p(θ|y) and with a curvature implied by the approximating model. Drawing sam-
ples from g(θ|y) is based on model (20) and is relatively straightforward given the simulation
smoothing algorithms of de Jong and Shephard (1995) and Durbin and Koopman (2002).
3.3 Signal extraction: estimation of factors
Given parameter estimates for λ and β, the unobserved signal may need to be estimated. In
a similar way as we have obtained a Monte Carlo estimator of the likelihood function, we can
obtain estimates of θ by evaluating the conditional mean
θ¯ =
∫
θp(θ|y) dθ = p(y)−1
∫
θp(θ, y) dθ = p(y)−1
∫
θp(y|θ)p(θ) dθ, (22)
where density p(y) is given by (18). The same motivation as for the Monte Carlo estimator
p̂(y) applies such that the importance sampling estimator of θ¯ is given by
̂¯θ = ∑Mi=1 θi p(y|θi) / g(y|θi)∑M
i=1 p(y|θ
i) / g(y|θi)
, (23)
where θi is sampled from the importance density g(θ|y) for i = 1, . . . ,M . The estimation of θ
is referred to as signal extraction. When the signal consists of additive factors and covariates,
they can be estimated separately using the same approach as presented here.
4 The data
4.1 Sample
The basic sample selected for the present study consists of 270 males who had been treated in
the judicial institution Harreveld in the Netherlands, having been discharged between January
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1989 to June 1996. Inclusion criteria were a minimum length of stay in the institution of 2
months, and a complete penitentiary treatment dossier. Treatment for sexual offending was an
exclusion criterion. Juveniles may be treated in a judicial setting in the Netherlands for serious
behavioral problems such as delinquency (under a criminal law measure) or because their home
situation makes it impossible for them to remain at home (treatment is then imposed as a civil
law measure). Formal consent for the study had been obtained from the Netherlands Ministry
of Justice.
The sample cannot be considered representative for the population of males in juvenile
institutions in the Netherlands: Boendermaker (1999), who compared samples from different
juvenile institutions in the Netherlands, found juveniles in Harreveld over-representative for
serious developmental problems. The group studied here may thus be considered a fairly
serious group of juveniles. Descriptive analysis on psychological and background variables of
this sample in an earlier study supports this (Van der Geest, Bijleveld, and Wijkman, 2005).
4.2 Psychological and background data
From penitentiary treatment files we extracted a number of items. These items include the
dates of admission and discharge, (the type of) offences committed before admission, family
background and personality characteristics. Items about family background contain, among
other things, information about the criminal record of relatives and family unemployment. In-
telligence scores (mostly obtained through the Wechsler Intelligence Scale for Children-Revised
for the Netherlands (WISC-RN) or Raven Progressive Matrices) were turned into categories
according to prevailing norm values. The youths’ development of conscience was determined
on the basis of data from the file and any pre-trial reports, mainly on the basis of clinician’s
statements.
4.3 Conviction data
Post-release offending information in this study is based on convictions in official data. We used
Judicial Documentation (JD) abstracts of the Netherlands Ministry of Justice, that contain
information on every case that is registered at the Public Prosecutor’s Office and the ensuing
verdict. Abstracts also contain information on date of commission and the type of offence.
They span juvenile and adult offending, i.e. from age 12 up. Post release we were able to
collect data on recidivism over an average period of 12.5 years, including shorter follow up
times for 5 boys who had died young. On average, respondents were followed up onto age 30.
Using these data, for each respondent we coded per month after release whether he cate-
gorized as an offender. If so, we distinguished three types of offending: (0) No offending, (1)
Non-serious offending, (2) Serious non-violent offending, (3) Violent offending. Using a standard
classification for offenses in the Netherlands (“standaardclassificatie misdrijven” CBS, 2000),
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we defined one or more of the following offenses as non-serious offending: vandalism, traffic of-
fenses and all offenses under a special section of the criminal code (e.g. environmental offenses).
We defined one or more of the following offenses as serious offending: property offenses, drug
offenses, weapons violations, firearms regulations and arson. Violent offenses (including sexual
offenses) are defined as the third, most serious, type of offending.
In case of multiple offenses per month, a score is based only on the most serious offense,
irrespective to the number of offenses committed that month. As long as post-release conviction
data is available, respondents score (0) in months where no offense was registered. Variables re-
main empty from the moment a respondent’s conviction data are no longer available. Maximum
observation time is almost 16 years. Most juveniles have a shorter observation time. Depending
on the date of discharge, these juveniles have missing observations in the period 1989 to 1996.
This results in a dataset of approximately 190 variables that represent a respondent’s criminal
career.
5 Empirical Results
In the following we present an example of the application of the non-Gaussian dynamic factor
model to conviction data for 206 juveniles from the correctional facility of Harreveld. The
findings we present on the basis of this model and data set should be viewed as illustrative
and not as pertinent conclusions regarding the subject matter. There are many important
background variables with strong interrelationships that we do not consider in the illustration
below. Further, many categorical variables contain only a small number of individuals in
important categories. We therefore present these results with appropriate reservation.
We first analyze the data presented above in Figure 1 with a plot of our proportions data
for one type of crime, y2jat/k2jat, against time τt. The exact dates of the crimes are unknown
to us, so the dates on the horizontal axis of Figure 1 are only indicative. These data concern
the intensity of category 2 crimes, serious non-violent offending, per subgroup of juveniles as
reported from the conviction data. The construction of the dependent variable only requires
data on y2ajt and k2ajt. Category 2 crimes show the most interesting dynamics. They illustrate
the main value added of our approach. Below, we also present results for crimes in the first
and third category. In all cases we have left out the first sixteen and the last sixteen months
of conviction data to reduce the influence of artificial boundary effects in the trend estimation.
Our panel is very unbalanced, especially in the beginning of our sample and at the very end.
We start with only 13 individuals in the first year. In the beginning of the sample we have
many missing values as k2ajt is often equal to zero, due to the later dates of discharge for most
individuals. The maximum number of individuals is reached after 7 years and remains nearly
constant until the end of our sample. The results remain qualitatively similar if we use a slightly
longer time-series sample.
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We examine the possibly time-varying heterogeneity due to two factors. First, the level of
consciousness measured in the institution and second, the initial number of reported crimes
before entering the institution. Data for these factors are available for a maximum of 206
individuals and were found to be significant determinants of crime in earlier studies of this
data set. We split the sample in 3 times 4 subgroups as indicated in Table 1. In the context
of model (2) we take S = 1, J = 3 and A = 4. The time series sample size is T = 165,
and maxt
∑
j
∑
a kj,a,t = 206. We tried to incorporate deterministic age effects in the model by
adding an age category variable, but the sample turned out to be to small to measure significant
effects in this set-up.
For the dynamic component of the model we compare the continuous-time trend specification
(4) for f(τt) with the discrete-time model (5) and an IID specification for ft. Estimation of a
discrete time AR(1) specification for f(τt) following Koopman and Lucas (2007) did not lead to
satisfactory results, as the estimate of the autoregressive coefficient converged to 1. Instead of
the model with one common component we also consider S and J independent trends below. All
state space calculations were carried out using SsfPack, version 3 by Koopman, Shephard, and
Doornik (1999), see also Durbin and Koopman (2001, Ch. 14). The data processing, likelihood
optimisation and graphical analysis were done using the matrix programming language Ox of
Doornik (1999).
Table 2 presents the estimation results for our preferred scalar common trends models for
the binomial time series data for crime category 2, where f(τ) follows the continuous time
smooth trend specification of (4), and where ft follows the random walk specification of (5),
respectively, which are assumed to be identical for each subcategory. We first discuss the
estimates for the fixed effects λj,a. These estimates and their standard errors are very similar
for the continous time smooth trend model and the discrete time trend model. The initial
number of crimes is a significant determinant. The juveniles with a low number of pre-stay
crimes compared to the reference category of three or more crimes, continue to commit fewer
crimes after leaving. It may seem surprising that boys with one pre-stay crime turn out to
have a higher post-stay crime level than boys with two pre-stay crimes, but one has to realise
that both of these categories contain only 18 cases. Here we used the original categorisation
in the data, but there might be scope for additional pooling. Turning to the next explanatory
variable we note that the level of consciousness has a negative effect: the individuals with low
and lacunar conscience commit more crimes than the individuals with a sufficient conscience
and individuals with low conscience turn out to be the most criminal. The estimates of the
fixed effects seem sensible. Moreover, they are similar across different specifications for the
dynamic part of the model, as will become apparent below. The dynamic part of the models in
Table 2 contains only one parameter which measures the time variation in the scalar common
trend, a time-varying nonstationary random effect. We can safely state that these models with
a nonstationary random effect statistically outperform the model with an IID random effect
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presented below in Table 7 as the log likelihood value differs by more than 40 points. The
loglikelihood of the continuous-time smooth trend model is slightly lower than than for the
discrete-time random walk specification, but this difference does not seem significant.
One has to bear in mind that formal testing for nonstationary components does not auto-
matically follow from standard maximum likelihood (ML) theory, see, e.g. Nyblom and Harvey
(2001) for (large T -) asymptotic theory on this topic in Gaussian State Space Models. Park
and Phillips (2000) develop asymptotic theory in binary choice models for coefficient estima-
tion with observable regressors following stochastic trends. In the latter situation, conventional
ML based Wald tests apply in the usual way, although the convergence rate of the estimator
is nonstandard and the limit distribution of the ML estimator is mixed normal. Even if the
unobserved component is stationary one must take account of the possibility that one tests
for a (variance) parameter value that it on the boundary of the maintained hypothesis, again
leading to nonstandard asymptotic ML inference, see Andrews (2001).
The significance of the common trend factor is also confirmed by the smoothed estimates
of f(τ) presented in Figure 2. As expected the overall crime level is not constant over calendar
time, showing a significant decrease. The smooth continuous time trend starts to decline after
a few years, whereas the discrete time trend starts to go down around the middle of our sample.
Note that the scalings of the two trends and the corresponding β coefficients differ across the
two specifications. The continous time model implies a smoother function and tighter error
bounds as it enforces a more gradual decline of the implicit local observation weights which
define the trend estimate, see Durbin and Koopman (2001, section 4.6). Given the similar
likelihood values for two trend models, either interpretation of the time variation might be
valid.
The common downward trend might be a response to the overall aging of the individuals
in the sample or the effect of more severe and more effective punishment or a response to
decreasing returns on crime. Our data contains dates of birth of the individuals, but we were
not able to effectively use this variable in our model. The individuals are roughly between 24
and 34 years old at the end of our sample. We do not have individual-specific or macro-data
on other relevant time-varying explanatory variables for the crime careers.
Table 3 shows results for a vector common factor model, where β varies across the number
of pre-stay offenses. There is some evidence for different rates of time variation if one applies
a likelihood ratio test as the log likelihood is increased by nearly 8 points with the addition of
3 parameters. The Wald test on the equality of the βs does not indicate strong significance.
The crime intensity of the juveniles with 2 pre-stay crimes seems to be more volatile. Table 4
presents the estimates for the discrete-time vector common factor model with different βs for
different levels of consciousness. There is weak evidence that individuals with low and lacunar
consciousness have a lower time variation in crime rates. The continuous-time specifications in
Tables 3 and 4 show larger absolute t-values for the fixed effects and smaller absolute t-values
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for the dynamic parameters, compared to the discrete time specification. Otherwise the vector
common trend results are qualitatively similar across the two trend specifications.
Tables 5 and 6 present the independent trend alternatives of the models of Tables 3 and 4.
The changes in the trend are now assumed to be independent across the different categories.
As there are different trends for the different categories we remove the corresponding fixed
effects from the model without a deterioration in model fit. The independent trend models
do not outperform the vector common trend specifications. This is also illustrated by Figure
3, which shows the estimated independent dynamic factors corresponding to the model with
independent trends for consciousness levels, compare Table 6. The estimated factors follow very
similar trajectories. The decrease in crime seems to be most pronounced and the earliest for
individuals with sufficient consciousness. This conclusion holds for both the smooth continuous
time trend and the discrete time trend.
For comparison Table 7 shows the estimation results for the static scalar common factor
model with an IID specification for ft. The estimates for most λ’s are comparable to those of
the previous models, but the model fit is significantly worse. If one believes the overall crime
level to be stationary over time one can interpret the common λ in this model as the overall
mean of the crime intensity, which is estimated with a high precision under this unrealistic
assumption. The common λ does not have this interpretation in the nonstationary models that
we have used. In sum, the simple scalar common trend models of Table 2 seem to do a decent
job in describing the dynamics in crime rates for the second category. The model extensions
do not lead to significant improvements in model fit or to new interpretations of the effects of
the explanatory variables. The model can probably be simplified by pooling two initial crime
history categories. The continuous-time and discrete-time trends provide similar results.
To conclude the presentation of empirical results, we present estimates of the scalar common
factor model for crime categories 1 and 3 in Tables 8 and 9 and in Figures 4 and 5. Table 8
shows the results for the non-serious offenses. Comparing with the category 2 crime results in
Table 2 we see a similar important effect of the pre-stay number of crimes, but the consciousness
variable does not play a significant role. The common factor of category 1 crimes in Figure 4 is
trending upwards, in contrast to the decreasing category 2 trend in Figure 2. The explanatory
power is also relatively small. This conclusion holds for both trend models. It therefore does
not seem to make empirical sense to pool the time series data of the first two crime categories.
Table 9 shows the results for the violent crimes of category 3. Note that individuals that
were treated for sexual offending were excluded from our sample, a priori. This may explain
the absence of a significant effect of initial crime history on violent crime convictions. The
consciousness variable is only marginally significant if we single out the lowest category. The
corresponding Figure 5 shows no trend whatsoever in violent crimes. Apparently, there is not
enough information in our data to identify an interesting dynamic factor model for violent
crime careers.
16
6 Conclusions
We have modeled a panel data set of crime careers of juveniles from a Dutch judicial juvenile
Institution. The data are decomposed into a systematic and an individual-specific component,
of which the systematic component reflects the general time-varying conditions including the
criminological climate. Within a model-based analysis, we treat shared effects of each group
with the same background variables, strongly non-Gaussian features of the individual time-
series, unobserved common systematic conditions, changing recidivism probabilities over time,
and missing observations. We adopt a non-Gaussian multivariate state space model that deals
with all of these issues simultaneously. We compare specifications in continuous time and
discrete time. The parameters of the model are estimated by Monte Carlo maximum likelihood
methods.
This paper illustrates the methods by presenting new empirical findings on the time variation
in the recidivism behavior of approximately 200 juveniles over a period of 13 years. It turns
out that the juveniles with a low number of pre-stay crimes compared to the reference category
of three or more crimes, commit fewer serious crimes after leaving. We also note that the level
of consciousness has a significant negative effect. Individuals with low and lacunar conscience
commit more serious crimes than individuals with a sufficient conscience, and individuals with
low conscience turn out to be the most serious criminals.
As expected the overall level of serious crime is not constant over calendar time, showing a
significant decrease starting around the middle of our sample. This might be a response to the
overall aging of the individuals in the sample or the effect of more severe and more effective
punishment or a response to decreasing returns on serious crime. This systematic time variation
turns out be be important and significant for serious crime, less important for non-serious crime
and unimportant for violent crime.
In future research we shall investigate other specifications for the common trends. The
examination of the empirical behaviour of asymptotic tests for the presence and the rank of the
common component is also an interesting topic for furter research, as indicated by the articles
cited above in Section 5.
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Table 1: Frequency table background variables
consciousness
low lacunar sufficient
initial number
of offenses
0 6 16 29 51
1 2 9 7 18
2 2 10 6 18
3 or more 29 60 30 119
39 95 72 206
Table 2: Explaining Crime Category 2 with Scalar Common Trend models
Continuous Time Model (4) Discrete Time Model (5)
coefficient s.e. t-value coefficient s.e. t-value
λ common -3.01 0.120 -25.1 -3.26 0.241 -13.5
0 -0.851 0.108 -7.86 -0.849 0.110 -7.72
1 -0.142 0.128 -1.11 -0.141 0.134 -1.06
2 -1.17 0.199 -5.88 -1.17 0.199 -5.88
low 0.481 0.104 4.63 0.480 0.103 4.64
lacunar 0.357 0.0914 3.90 0.359 0.0900 3.99
β common 0.0873 0.0457 1.91 0.0593 0.0192 3.10
log likelihood -5846.07 -5845.95
Note: β for Continuous time model multiplied by 100
21
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−15
−10
−5
0
Continuous time scalar common factor Category (2) 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−20
−15
−10
−5
0
5
10
Scalar Common Factor Crime Category (2) 
Figure 2: Smoothed estimates fˆ(τt)±2 s.e. for the Scalar Common Trend models explaining category
2 crime. fˆ(τt) multiplied by 100 for Continuous time model. Compare Table 2.
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Table 3: Vector Common Trend models for Crime Category 2 with initial crime dependence
Continuous Time Model (4) Discrete Time Model (5)
coefficient s.e. t-value coefficient s.e. t-value
λ common -3.16 0.111 -28.5 -3.36 0.208 -16.1
0 -0.613 0.124 -4.94 -0.812 0.211 -3.85
1 -0.178 0.127 -1.40 -0.158 0.134 -1.18
2 -0.597 0.267 -2.24 -1.19 0.561 -2.12
low 0.482 0.103 4.67 0.478 0.104 4.60
lacunar 0.353 0.0910 3.88 0.355 0.0903 3.93
β common 0.0925 0.0529 1.75 0.0527 0.0179 2.95
0 0.0857 0.0617 1.39 0.0482 0.0258 1.87
1 -0.00836 0.0400 -0.209 -0.00479 0.0222 -0.215
2 0.239 0.171 1.40 0.138 0.0655 2.10
Wald test equal β’s 2.2626832 5.4073002
log likelihood -5838.65 -5838.07
Note: β for Continuous time model multiplied by 100
Table 4: Vector Common Trend models for Crime Category 2 with initial consciousness depen-
dence
Continuous Time Model (4) Discrete Time Model (5)
coefficient s.e. t-value coefficient s.e. t-value
λ common -2.85 0.152 -18.8 -3.17 0.342 -9.29
0 -0.856 0.108 -7.91 -0.854 0.109 -7.80
1 -0.133 0.127 -1.04 -0.132 0.134 -0.988
2 -1.16 0.199 -5.86 -1.17 0.200 -5.82
low 0.175 0.121 1.44 0.335 0.205 1.64
lacunar 0.114 0.104 1.10 0.260 0.161 1.61
β common 0.145 0.0858 1.69 0.0911 0.0314 2.90
low -0.0757 0.0540 -1.40 -0.0493 0.0238 -2.08
lacunar -0.0620 0.0455 -1.36 -0.0382 0.0194 -1.97
Wald test equal β’s 2.028 4.650
log likelihood -5841.59 -5841.26
Note: β for Continuous time model multiplied by 100
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Table 5: Explaining Crime Category 2 with Independent Trends per initial crime category
Continuous Time Model Discrete Time Model
coefficient s.e. t-value coefficient s.e. t-value
λ common -3.29 0.113 -29.0 -3.40 0.190 -18.0
low 0.514 0.105 4.91 0.486 0.103 4.72
lacunar 0.381 0.0911 4.18 0.365 0.0888 4.11
β 0 0.185 0.114 1.63 0.103 0.0403 2.56
1 0.0844 0.0698 1.21 0.0761 0.0498 1.53
2 0.278 0.159 1.75 0.180 0.0767 2.34
≥ 3 0.103 0.0887 1.16 0.0551 0.0190 2.89
log likelihood -5847.68 -5847.42
Note: β for Continuous time model multiplied by 100
Table 6: Explaining Crime Category 2 with Independent Trends per level of consciousness
Continuous Time Model Discrete Time Model
coefficient s.e. t-value coefficient s.e. t-value
λ common -2.73 0.0858 -31.7 -2.89 0.171 -16.9
0 -0.870 0.109 -7.99 -0.856 0.109 -7.88
1 -0.134 0.131 -1.02 -0.130 0.133 -0.980
2 -1.16 0.203 -5.72 -1.17 0.199 -5.88
β low 0.0690 0.0434 1.59 0.0482 0.0238 2.03
lacunar 0.0742 0.0405 1.83 0.0553 0.0220 2.52
sufficient 0.132 0.0682 1.93 0.0824 0.0295 2.80
log likelihood -5844.18 -5846.47
Note: β for Continuous time model multiplied by 100
Table 7: Explaining Crime Category 2 with a scalar Common IID Factor
coefficient s.e. t-value
λ common -3.53 0.0807 -43.7
0 -0.853 0.113 -7.56
1 -0.169 0.126 -1.34
2 -1.17 0.189 -6.16
low 0.468 0.103 4.56
lacunar 0.340 0.0861 3.95
β common 0.336 0.0555 6.06
log likelihood -5886.01
Note: β for Continuous time model multiplied by 100
24
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−10
0
  Continuous time Independent Factor low Consciousness 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−10
0
  Continuous Independent Factor Lacunar Consicouness 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−10
0
  Continuous Independent Factor Sufficient Consciousness 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−20
−10
0
10
Independent Factor Low Consciousness 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−20
−10
0
10 Independent Factor Lacunar Consciousness 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
−20
−10
0
10 Independent Factor Sufficient Consciousness 
Figure 3: Smoothed estimates of fˆ(τt, j)±2 s.e. for the Independent Trends model explaining category
2 crime. fˆ(τt, j) multiplied by 100 for Continuous time model. Compare Table 6.
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Table 8: Explaining Crime Category 1 with a Scalar Common Trend
Continuous Time Model (4) Discrete Time Model (5)
coefficient s.e. t-value coefficient s.e. t-value
λ common -4.54 0.215 -21.1 -4.75 0.368 -12.9
0 -0.535 0.122 -4.39 -0.535 0.121 -4.41
1 -0.442 0.184 -2.40 -0.443 0.192 -2.31
2 -1.11 0.244 -4.54 -1.11 0.246 -4.50
low 0.177 0.122 1.45 0.178 0.120 1.47
lacunar -0.176 0.110 -1.61 -0.171 0.110 -1.55
β common 0.178 0.0931 1.91 0.0755 0.0326 2.32
log likelihood -4007.06 -4005.81
Table 9: Explaining Crime Category 3 with Scalar Common Trend Models
Continuous Time Model (4) Discrete Time Model (5)
coefficient s.e. t-value coefficient s.e. t-value
λ common -4.65 0.130 35.8 -4.66 0.132 -35.3
0 -0.129 0.156 0.826 -0.129 0.159 -0.812
1 -0.434 0.272 1.60 -0.438 0.289 -1.51
2 -0.460 0.275 1.67 -0.463 0.280 -1.65
low 0.370 0.171 2.16 0.369 0.171 2.16
lacunar -0.0113 0.155 0.0729 0.001 0.157 0.005
β common 2.8 ∗ 10−6 0.022 1.3 ∗ 10−4 −1.1 ∗ 10−5 0.017 −7 ∗ 10−3
log likelihood -2217.583 -2217.51
Note: β for Continuous time model multiplied by 100
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Figure 4: Smoothed estimates fˆ(τt)±2 s.e. for the Scalar Common Trend models explaining category
1 crime. fˆ(τt) multiplied by 100 for Continuous time model. Compare Table 8.
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Figure 5: Smoothed estimates fˆ(τt)±2 s.e. for the Scalar Common Trend models explaining category
3 crime. fˆ(τt) multiplied by 100 for Continuous time model. Compare Table 9.
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