Much attention has recently been given to the construction of signaladapted orthonormal filter banks designed to optimize a particular objective function such as coding gain or a multiresolution criterion. For certain classes of filter banks, the optimum solution is a principal component filter bank (PCFB), which is siniultaireorrsly optimal for several objectives including the ones mentioned above. However, for the class of finite impulse response (FIR) filter banks, a PCFB in general does not exist. For this case, numerical techniques must be employed to find an optimum filter bank for a particular objective. In this paper, we present an iterative method for designing an overdecimated FIR filter bank optimized for energy compaction. The proposed algorithm is an eigenfilter method that is low in computational complexity. Simulation results show the merit of the proposed method, in that as the filter order increases, the filters designed behave more and more like those of the infinite order PCFB.'
INTRODUCTION
The problem of the design of optimal signal-adapted multirate filter banks has been of interest to the signal processing community on account of its applications in signal representation and data compression [S, 1, 81. Such filter banks are typically chosen to optimize a particular objective, such as coding gain or a multiresolution criterion, adapted to the input signal statistics. If no constraints are imposed on the orders of the analysiskynthesis filters, then the optimal filter bank for a number ofobjectives is an infinite order principal component filter bank (PCFB) [5, I]. Such a filter bank is sinrultaneously optimal for a wide variety of objectives, including those mentioned above. The corresponding optimal analysidsynthesis filters in this case turn out to be a series of compaction filters [SI. For many practical cases of inputs, these filters have an ideal bandpass response [SI and as such are unrealizable.
If we restrict the analysisisynthesis filters to be finite impulse response (FIR) filters, then designing an optimal signal-adapted filter bank becomes far more difficult, since a PCFB in general does not exist [I] . As a result, the filters must be designed to optimize a specific objective. In [IO] , the authors focused on maximizing the coding gain, whereas in [4] , the authors considered optimizing a multiresolution criterion. For both methods, suboptimal numerical techniques were employed. Despite this, in [4] , it was shown that for the multiresolution criterion under consideration, the design problem could be greatly simplified since the entire filter bank could be constructed by designing a single FIR compaction filter, followed by an appropriate Karhunen-Lodve transform (KLT).
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As such, much attention in the signal processing community has focused on the design of FIR compaction filters 14, 3, 61. In [4] , the authors proposed a linear semi-infinite programming (SIP) method for the design of such filters. Though their method is globally optimal for the problem considered, the required onhonormality condition is only satisfied on a discrete set of frequencies.
A window method for designing FIR compaction filters was proposed in [3] . Despite its low computational complexity and good performance, it is inherently suboptimal. In [6], a method for the design of globolly optimal FIR compaction filters was presented. This method, though globally optimal, becomes very computationally intensive as the filter order increases, and only applies for the specific case where the input is wide sense stationary (WSS).
In this paper, we present an iterative method to solve the FIR compaction problem for overdecimated filter banks, described below. The overdecimated,filter bank problem we focus on here is a generalization of the classical compaction filter problem in that it can be applied to design an arbitrary number of subbands (instead of only one for the classical problem). Here, the iterative method comes about by linearizing the'quadntic orthonormality constraints. Having done this, the problem can be easily solved using the eigenfiker approach [7] ,which,is u'ell known for its low computational complexity and numerical robustness (;.e. no inversion of ill conditioned matrices is required). Though the method is not guaranteed to be globally optimal, simulation results provided show its merits. In panicular, it can be seen that as the order increases, the designed filters behave more and more like the ideal compaction filters of the infinite order PCFB, consistent with intuition.
Overdecimated Filter Bank Signal Model
Here, we focus on the overdecimated uniform filter bank shown in Fig. 1 (a) . By overdecimated, we mean that the number ofchannels L satisfies L < A t , i.e. the number of subbands is strictly less than the decimation ratio [7] . In such a system, alias cancellation and perfect reconstruction are in general impossible. If we consider the following polyphase decompositions 171 of the analysis filters
H~( z )
and synthesis filters Fk(z) for 0 5 k 5 L -1, then the system of Fig. ] (a) can be redrawn as in Fig. I the vector signals x(n) and y(n) denote, respectively, the Af-fold blocked versions [7] of the filter bank input x ( n ) and output y(n).
0-7803-8104-1/03/$17.00 02003 IEEE and denote the psd of e(n) by See(=), then from (21, we have.
From Fig. I(b) and [7] , it can be shown that we have,
Substituting this into (3) leads to the following.
Hence, from (6), with the orthonormality constraint of ( I ) in effect, minimizing E from (2) 
ORTHONORMAL FIR ENERGY COMPACTION PROBLEM

Derivation Of The Energv Compaction Problem
From here on in, we will assume that the input x(n) to the overdecimated filter bank of Fig. 1 is cyclo wide sense stationary with period A t (CWSS(Af)) [7] , which is tantamount to saying that its AJ-fold blocked version x(n) from Fig. I (b) is WSS. Let us denote the autocomelation sequence and power spectral density (psd) ofx(n) by R,,(k) and Sxx(z), respectively. In addition to this stationarity assumption on x(n), we will also assume that the filter bank is orthonormal. This means that the matrices H(z) and
(For the tilde notation [7] recall that A(.) Ai ( 1 , '~~) for any
A(z).)
In other words, the matrix F(z) ispnmunitary. With the above assumptions on the input and filter bank, it can easily be shown that minimizing the error of the output is equivalent to cornpacring the energy of the signal w(n).
Suppose that we wish to choose H(z) and F(:) subject to the ollhonormality constraint of (I) to minimize the expected mean squared error between x(n) and y ( n ) , defined as follows.
x(n) -y(.) If we define the blocked filter error e(n) as e(n) or compacting the energy of the subband process w(n). It can be shown that if no length constraints are made on the matrix F(:) from 
Imposing The FIR Constraint On The Matrix F(Z)
Suppose now that in addition to the orthonormality constraint of (I), the matrix F(z) is causal and FIR of length N. In other words, suppose that we have the following, To analyze the orthonormality condition of_(l) with the FIR constraint on F(z) in effect, define G ( z ) P F(z)F(t). Then, from (I), in the time domain, we require, (IO) whereg(n) isthe impulseresponseofG(z). AssumingF(z) tobe causalandFIRasin(7j,theng(n) canonlybenonzerofor -(A-
, the orthonormality conditions of (10) only need to be satisfied for 0 5 n 5 h' -1.
For n = 0, (IO) can be expressed in terms of the matrix f as,
It should be noted that C from (12) is a function of the impulse response coefficients f(n). As such, the constraint in (12) is an iniplicir quadratic constraint. Combining (8).
(1 l), and (12), the energy compaction problem in the presence of the FIR constraint on F(z) can be expressed as follows. (9) and (12), respectively.
In general, the optimization problem of (13) irironli,rear. and noncoinw in terms of the elements of the matrix f. What makes the problem difficult to solve is the implicit quadratic constraint C f = 0 from (12). Using the iterative approach for solving the optimization problem of (13) to be discussed in the next section, it is possible to tum this implicit quadratic constraint into an e.rplicir h e a r constraint. Once, this constraint becomes linear, the optimization at each iteration can be solved exactly using the eigenJ2fw technique 171, which is low in complexity and numerically stable. Before shouaing this, we will first formally present the iterative algorithm for solving the optimization problem of ( 13).
PROPOSED ITERATIVE ALGORITHM FOR SOLVING THE FIR COMPACTION PROBLEM
In what follows, let fk(n) denote the impulse response f(n) at the k-th iteration. Also, define the A4N x L matrix r k and L ( N -1) x MN matrix C k as follows. . ' ( 0 fi(0)
>sed iterative algonthm is as follows.
Initialization: Choose any fo(n) which satisfies the orthonormality constraints of ( IO) . This can be easily done using the complete characterization of FIR paraunitary systems in terms of deEree one Householder-like building blocks [9, 71. Compute fa from fa(n).
Iteration: Fork 2 1, do the following. As we need € k = 0 in theory (from (12), (14), (IS), and (17)). terminate the iteration when we have,
where il&llF denotes the Fmbenius norm of ~k [Z] and 67. is a some small threshold value.
Before proceeding, it should be noted that there is no guarantee that the iterative algorithm u.ill converge to an olthonomal solution, although in simulations it often does so as shown below.
At present, there is no knoun method as to what should be done if the iteration fails to converge to an orthonormal solution. Furthermore, even if there is convergence, there is no guarantee that the resulting solution is globally optimal.
Despite this, often times in simulations such as those presented below, the algorithm performs well in terms of approaching the behavior of the ideal compaction filters of the infinite order PCFB. Also, the algorithm can be used for relatively large orders N, as the linearized optimization problem of (16) can be solved using the eigenfilter approach [7] . Wenow proceed to show bow to solve the linearized optimization problem of (16).
SOLUTION TO THE ITERATIVE OPTIMIZATION PROBLEM
Consider the linear constraint Ck-lfk = 0 from (16). This constraint holds iff the columns of fk lie in the null space of c k -1
[2]. Let Ux-, denote a unitary matrix whose columns span the null space of CX-,. If p denotes the dimension of the null space of Ck--l, then Uk_l is AZN x p. As the columnsoffk must lie in the null space of Ck-3, fk must be of the form fk = Uk-la for some arbitrary p x L matrix a . Hence, we have,
Given that C k --l is L (N -1) x A f N , we can easily argue that the dimension ofits null space p satisfies p 2 L. Hence, thylinear constraint C k -l f k = 0 transforms the problem of finding f k into that of finding the p x L matrix a. The qzantity a is arbitrary but must be such that the unitary constraint fifk = IL from (16) is satisfied. Clearly, from (19), we have,
upon exploiting the unitarity of Uk-1. As can be_seen, the constraints of (16) transform the problem of finding fk into that of finding a where a is allowed to by any p x L unitary matrix. Hence, the optimization problem of (16) can be recast as follows. , .
Once an optimal a has been found, the corresponding optimal fk can be found using!& = Uk-la. AS computing the optimal synthesis filter matrix fk requires the eigendecompsition of a particular matrix, it follows that the original linearized optimization problem of (16) To test the proposed iterative eigenfilter algorithm, we chose the input process x(n) to be a real WSS autoregressive process of order 4 (AR(4)) whose power spectrum S,,(ejw) is plotted in Fig.  2 . For all of the simulation results here, we used AT = 7, i.e. the block size of the filter bank used was chosen to he 7. Also, the matrix B from (21) was chosen to be IL for all examples. imated system (;.e. L = 1). The observed enor in onhonormality using the iterative eigenfilter method is shown in Fig. 3 in dB for two values of orders, namely N = 3 and 10. In order to observe the behavior ofour algorithm, we ran it for 500 iterations and opted not to choose a stopping threshold value 6~ from (18). As can be seen from Fig. 3 , proposed method is indeed converging toward an orthonormal solution for both cases of filter orders. The error I16kI/F saturates at around -300 dB for both cases, most likely due to quantization effects as a result of finite precision arithmetic.
To gauge the performance of the algorithm, a plot of the magnitude squared response of the resulting synthesis filter FO(Z) from Fig. I(a) is shown in Fig. 4 for the tu'o orders N = 3 and 10, along with that of the first filter of the infinite order PCFB. As can be seen, both FIR filters have a response close to that of the ideal compaction filter. Furthermore, the higher order filter offers a better approximation than the lower order one, in line with intuition. For a quantitative measure of the performance of the algorithm, we opted to calculate the compaction gain of the designed filters. This quantity is defined as [SI,
We first considered the design of a single channel of the overdec- Fig. 5 . Though the compaction gain increases monotonically as N increases, it appears to saturate well below the ideal compaction gain. At this time, it is not known why this phenomenon occurs. Despite this, however, for small orders, the obsened compaction gain is reasonably large.
To further test the algorithm, we then considered the des@ of two channels of the overdecimated system (Le. L = 2) and fixed the order to be N = 10. The observed error in orthonormality (in dB) as a function of iteration is shown in Fig. 6 . As before, it can be seen that the algorithm is converging to an orthonormal solution. The magnitude squared responses of the designed synthesis filters Fo(z) and FI(z) are shown in Fig. 7 along with those of the first two filters of the infinite order PCFB. From this, it is clear that the proposed algorithm is yielding filters close to the ideal compaction filters of the infinite order PCFB, as desired.
. .
CONCLUDING REMARKS
An iterative eigenfilter method for designing overdecimated FIR compaction filter banks was proposed and shown to be useful in simulations. Future research includes finding ways to guarantee the convergence toward an orthonormal solution and improving the performance of the algorithm in terms of cornpaction gain.
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