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Abstract
Investigation of Local Structure Anomalies at Low Temperature in URu2−xFexSi2
by
Ryan K. Dudschus
The Ru K, Fe K, and the U LIII absorption edge of URu2−xFexSi2 were investigated
by the EXAFS technique. No change in the electronic structure was found in the U
LIII absorption edge as the Fe concentration varied. Tiny changes in the electronic
structure were found in the Ru K absorption edge and the Fe K absorption edge in
relation to the Fe concentration. However, the variation in these structures are at
the limit of our resolution. The distance between U with its nearest U neighbor was
found to decrease from 4.12 A˚ to 4.11 A˚ as the concentration x of Fe increased from
x=0.00 to x=0.20. Position plots of U with its nearest Ru neighbor and nearest Si
neighbor indicate a decreases in distance as temperature decreases. Position plots of
Fe K edge show evidence for Fe doping on the Ru site acts as a chemical pressure; the
Fe-Si distance decreases by 0.05 A˚. The Debye-Waller factor was plotted as a function
of temperature which led to the finding of excess disorder in the Ru-Si, Ru-U, U-Ru,
and U-U pairs. The remaining atomic pairs fit the Debye model reasonably well. The
Ru-Si pair showed a significant increase in σ2 from 70 K to 25 K, indicating a split
Ru-Si peak. The Ru-U, U-Ru, and U-U pairs also showed a slight increase in disorder
at low temperature. A distortion model was constructed that followed these results
where the ab-plane of the tetragonal structure of URu2−xFexSi2 distorts from a square
xvi
to a rectangle, resulting in an orthorhombic structure in the low temperature region.
The elongation of the ab-plane is able to happen along either the a-axis or the b-axis
since Ru may have two distinct positions due to the splitting of the Ru-Si bond. This
orthorhombic distortion does not affect the U-Si or the Ru-Ru distances which agrees
with no excess disorder found in their corresponding σ2 plots. A resulting mix of this
effect on a local scale (few nm) will have the structure appear tetragonal to X-ray
diffraction techniques.
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Chapter 1
Introduction
URu2Si2 is one of the most interesting heavy fermion uranium based crystals. The
most interesting feature of URu2Si2 is mysterious phase transition that occurs at 17.5
K [11, 12, 13]. Resistivity measurements as temperature decreases reveal a sharp
minimum around 18 K and a local maximum around 17 K [13, 11]. Specific heat
measurements as a function of temperature reveal a sharp increase near 17 K [12, 13].
These results indicate a phase transition occurs at 17.5 K, along with a significantly
small U magnetic moment around 0.03 µB [14, 15]. This phase change appears to
be non-magnetic; However, this small magnetic moment suggests that there could be
an impurity in the sample, or some other lattice defect, or the electron spins are not
exactly aligned.
Through today, the order parameter of this phase transition is still unknown,
resulting in the name hidden order (HO) phase. Lately, it was discovered that under
moderate pressure, around 0.5 GPa, the HO phase gives way to a large moment
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antiferromagnetic (LMAFM) phase where the U magnetic moment increases to 0.4µB
[20]. Kanchanavatee et al. (2011) determined that Fe doping on the Ru site in
URu2Si2 behaves as a chemical pressure; the smaller size of Fe causes the structure
of URu2Si2 to contract, similar to that of an external pressure [21]. The HO phase
gives way to the LMAFM phase when the Fe concentration in URu2−xFexSi2 reaches
x=0.10 [21]. In this paper, we will use the EXAFS technique to investigate the
behavior of the lattice structure of URu2−xFexSi2 from 10 K to 300 K, in hopes that
the hidden order parameters might show up in the local structure. This chapter will
focus on the necessary background and theory behind the EXAFS technique, as well
as URu2−xFexSi2.
1.1 Photoelectric Effect
X-rays are a type of light that have high energy, on the order of thousands of
electron-volts (eV). This allows X-rays to penetrate and probe materials that are
opaque to lower energy forms of light. As a photon, or a quantum of light, is absorbed
by a material, its energy is transferred to an electron in the material. This excites
the electron to a higher energy level, if that level is not already filled.
The absorption of X-rays does not always happen. Electrons in an atom occupy
quantized energy states, while filling the lowest energy states first. These quantized
energy states, or bands, have widths that are attributed to multiple types of broad-
ening. All possible energy states are not filled, leading to a cutoff energy where all
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energy states below this cutoff energy are filled and all energy states above this cutoff
energy are empty. This cutoff energy is known as the chemical potential, or Fermi
level.
Above the chemical potential, the electron energy bands overlap due to the broad-
ening, resulting in the formation of a continuous empty energy band; low energy elec-
trons may be excited into this continuum band by x-rays if the x-ray energy is high
enough. Specifically, X-ray absorption occurs when the energy of an incident X-ray
exceeds the threshold for a given inner electron shell, such as the 1s orbital and the
2p orbital; less energy is required to excite higher energy electrons to the continuum.
Figure 1.1 shows a simplified depiction of the quantized energy states of a material.
Figure 1.1: Simplified model of the quantized electron energy states of an atom, which
are depicted by the horizontal lines. The energy Eo represents the energy required to
eject an electron from the K shell.
The lowest couple of energy states have labels that show the electronic configura-
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tion for each shell, as well as the corresponding principal quantum number and orbital
quantum number. If an incident X-ray has enough energy, it will eject an electron
from the atom, which places the ejected electron into a quasi-free state since it still
feels the potential from the core atom, or the atom that the photoelectron originated
from. This phenomena is known as the photoelectric effect and the ejected electron
is known as a photoelectron, and the energy needed to eject a photon is known as
the ionization energy. In Figure 1.1, Eo is the energy needed for an X-ray to eject an
electron from the K shell (1s orbital). An electron in the K shell is tightly bound to
the atom, which is called the core atom. Note that the ionization energy to eject an
electron from the K shell is unique for each atom.
When the absorption of these monochromatic X-rays are measured as a function
of energy, sudden steps are seen at the energies that are needed to eject an electron
from corresponding inner electron shell. These steps are known as absorption edges.
Figure 1.2 demonstrates the U LIII absorption edge.
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Figure 1.2: U LIII absorption edge transmission data with no Fe concentration taken
at 4 K.
As an electron from a deep energy level is ejected from its shell, it leaves behind
an empty energy state known as a hole. The lifetime of a core hole is on the order
of 10−16s, in which an electron in a higher energy state decays to fill the core hole,
since electrons occupy the lowest possible energy state. In order for the electron in
the higher energy state to drop down to occupy the lower energy state, it must emit
a photon whose energy is equal to the difference between the two energy states so
that energy is conserved. The emission of these photons are known as fluorescence.
Figure 1.3 depicts this process.
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Figure 1.3: Generalized photoelectric effect. An incident high energy photon (blue
wave) ejects a K shell electron, leaving behind a hole. An electron in the L shell
transitions to fill the hole, emitting a lower energy photon (yellow wave) in the process.
The emitted photon from the core hole decay process or the ejected photoelectron
may have enough energy to excite a higher energy electron of the core atom into the
continuum. This will leave behind another hole that will eventually decay and emit
another photon. This secondary photon emission process is known as the Auger effect
[1].
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1.2 Crystalline Solid
This section follows the discussion taken place in Solid State Physics by Ashcroft
and Mermin, and The Oxford Solid State Basics by Steven H. Simon.
A crystal is a material whose structure is in a highly ordered arrangement. The
structure of a crystal in real space (r-space) is described by it’s direct lattice, or where
the set of atomic positions in the crystal are defined by a basis which consists of a
set of linearly independent vectors, known as lattice vectors, where the addition of
any two lattice vectors results in a third vector that is in the set. The set of lattice
vectors in r-space ~R is defined as
~R = n1 ~a1 + n2 ~a2 + n3 ~a3, (1.1)
where n1, n2, and n3 are integers, and ~a1, ~a2, and ~a3 are the lattice vectors that make
up the basis. However, it is important to note that the choice of lattice vectors are
not unique. Figure 1.4 below shows a two dimensional case of lattice vectors.
7
Figure 1.4: Two possible arrangements of lattice vectors that form a basis for the
given crystalline structure.
A crystalline structure is also a periodic structure, which can be seen in Figure
1.4. If the basis of the r-space lattice vectors is moved to another atom in the crystal,
the same structure is recreated using the same basis; x → x + na, where n is an
integer, and a is the spacing between lattice points, or the lattice constant. This
allows a simplified form of the crystal to be constructed called a unit cell. A unit
cell is a select region of the crystalline structure that is chosen such that the entire
crystal may be reconstructed by a repeated tiling of the selected region. If a lattice
point is on the boundary of the unit cell, only the fraction of what is in the unit cell
is counted. There are a couple of different methods to construct a unit cell. Two
of the most popular methods are the primitive unit cell, which contains exactly one
lattice point, and the conventional unit cell, or Bravais lattice, which is chosen to
show the symmetry of the lattice based on an orthogonal basis. The basis of a unit
cell describes the position of each lattice point within the unit cell from a reference
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point. Figure 1.5 displays an example of both of these unit cells.
Figure 1.5: A conventional unit cell and a primitive unit cell for the given crystalline
structure.
It is useful to study the crystalline solid in reciprocal space, or k-space, since the
physics of a wave is described in terms of the wavenumber k. The wavenumber is
defined by k = 2pi
λ
, where λ is the wavelength of the propagating wave. The derivation
of the dispersion relation, or the relationship between frequency and wavevector (~k =
knˆ), for a 1 dimensional monatomic chain of atoms shows that the wavenumber is
also periodic by a spacing of 2pi
a
, where a is the lattice constant. This means that two
points in k-space are equivalent if the difference between them is an integer multiple
of 2pi
a
, or
Gm =
2pi
a
m = k1 − k2, (1.2)
where k1 and k2 are k-space lattice points, m is an integer, and Gm is the set of points
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that form the reciprocal lattice. A plane wave is generally described as
Aei(ωt−kx) = Aei(ωt−kna), (1.3)
where A is the amplitude of the wave, ω is the frequency, t is time, k is the wavenumber
of the wave, and x is the position of the wave. The r-space periodic condition has
already been inserted into the plane wave equation. The k-space periodicity results
in the plane wave being invariant under conditions of integer multiples of 2pi
a
, which
leads to
e−i2pimn = 1. (1.4)
This returns the same plane wave prior to inserting the periodic conditions. Gener-
alizing Eq. 1.4 to multiple dimensions allows for the reciprocal lattice to be defined
by
ei
~G·~R = 1, (1.5)
where ~G is the set of points that make the reciprocal lattice, and ~R is the set of points
that construct the direct lattice. From Eq. 1.5, the basis vectors for k-space are the
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following:
~b1 =
2pi ~a2 × ~a3
~a1 · (~a2 × ~a3) (1.6)
~b2 =
2pi ~a3 × ~a1
~a1 · (~a2 × ~a3) (1.7)
~b3 =
2pi ~a1 × ~a2
~a1 · (~a2 × ~a3) (1.8)
such that the set of all points in the reciprocal space ~G is defined as
~G = m1~b1 +m2~b2 +m3~b3, (1.9)
where m1, m2, and m3 are integers, and ~b1, ~b1, and ~b1 are reciprocal space lattice
vectors.
1.3 Space Groups
A crystal is made up of a periodic arrangement of one or more atoms at each
lattice points, as discussed in Section 1.2. There exists a certain arrangement of
atoms that may be grouped together such that the repetition of this group constructs
the structure of the crystal, known as a unit cell. One of the simplest forms of a
unit cell is the Bravais lattice, which is created by discrete translations amongst the
direct lattice. The application of other symmetry operations, such as reflection and
rotation, lead to 230 unique types of space groups. If two groups of Bravais lattices
11
have the same symmetry operations, then they are equivalent Bravais lattices. This
results in 14 possible Bravais lattices in three dimensions.
URu2Si2 has a simple tetragonal crystal structure that can be seen below in Figure
1.6.
Figure 1.6: Unit cell of URu2Si2. It has a tetragonal crystal structure with a I /
4mmm space group. The green spheres represent U atoms, the blue sphere represent
Si atoms, and the grey represent Ru atoms. The a-axis is in the direction of the
shortest U-U bond, as with the b-axis, but perpendicular to the a-xis. The c-axis is
perpendicular to both the a-axis and b-axis.
URu2Si2 belongs to the space group I 4/mmm, or space group 139. This means
that this crystal structure is highly symmetrical. This is shown in Table 1.1 below,
which was taken from cryst.ehu.es [9]. The structure that we used for URu2Si2 has
U placed at site a, Ru placed at site d, and Si placed at site e.
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Table 1.1: Symmetry of Space Group 139
Multiplicity Wyckoff Letter Site Symmetry
Coordinates
(0,0,0) + (1
2
,1
2
,1
2
)
32 o 1
(x,y,z) (-x,-y,z) (-y,x,z) (y,-x,z)
(-x,y,-z) (x,-y,-z) (y,x,-z) (-y,-x,-z)
(-x,-y,-z) (x,y,-z) (y,-x,-z) (-y,x,-z)
(x,-y,z) (-x,y,z) (-y,-x,z) (y,x,z)
16 n .m.
(0,y,z) (0,-y,z) (-y-,0,z) (y,0,z)
(0,y,-z) (0,-y,-z) (y,0,-z) (-y,0,-z)
16 m ..m
(x,x,z) (-x,-x,z) (-x,x,z) (x,-x,z)
(-x,x,-z) (x,-x,-z) (x,x,-z) (-x,-x,-z)
16 l m..
(x,y,0) (-x,-y,0) (-y,x,0) (y,-x,0)
(-x,y,0) (x,-y,0) (y,x,0) (-y,-x,0)
16 k ..2
(x,x+1
2
,1
4
) (-x,-x+1
2
,1
4
) (-x+1
2
,x,1
4
)
(x+1
2
,-x,1
4
) (-x,-x+1
2
, 3
4
) (x,x+1
2
, 3
4
)
(x+1
2
,-x, 3
4
) (-x+1
2
,x, 3
4
)
8 j m2m . (x,1
2
,0) (-x,1
2
,0) (1
2
,x,0) (1
2
,-x,0)
8 i m2m . (x,0,0) (-x,0,0) (0,x,0) (0,-x,0)
8 h m.2 m (x,x,0) (-x,-x,0) (-x,x,0) (x,-x,0)
8 g 2mm . (0,1
2
,z) (1
2
,0,z) (0,1
2
,-z) (1
2
,0,-z)
8 f ..2/m (1
4
,1
4
,1
4
) (3
4
,3
4
,1
4
) (3
4
,1
4
,1
4
) (1
4
,3
4
,1
4
)
4 e 4mm (0,0,z) (0,0,-z)
4 d -4m2 (0,1
2
,1
4
) (1
2
,0,1
4
)
4 c mmm . (0,1
2
,0) (1
2
,0,0)
2 b 4/mmm (0,0,1
2
)
2 a 4/mmm (0,0,0)
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1.4 Conditions for X-ray Scattering
Previously, it was discussed how an incoming X-ray with a high enough energy
is able to eject an inner shell electron. The incoming X-ray could scatter off of
an electron that surrounds an atom instead of being absorbed. If the atoms are
arranged in a periodic fashion to form a crystal, the scattered X-rays from each atom
will interact with each other and result in constructive and destructive interference.
1.4.1 Bragg’s Law
In 1913, Lawrence Bragg and William Henry Bragg discovered that crystals that
are bombarded with monochromatic X-rays, or X-rays of a single wavelength, at
specific incident angles form patterns of sharp intensity peaks [2]. In order to describe
the sharp peaks in intensity, Lawrence Bragg assumed that the atoms in the crystal
are equally spaced in parallel lattice planes that are separated by a distance d. It
is important to note that there are many different ways of labeling parallel lattice
planes in a crystal structure. He also assumed that elastic scattering occurs, where
the energy of the X-ray is conserved, as well as that specular reflection takes place,
or that the incident angle of reflection is equal to the angle of reflection. Bragg also
made the assumption that the incident monochromatic X-rays that are reflected from
successive lattice planes must constructively interfere with each other. Figure 1.7
models the method Lawrence Bragg used.
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Figure 1.7: Monochromatic X-rays scattering off of a family of lattice planes that
are separated a distance d apart. One of the two X-rays is shown to scatter off of
a neighboring lattice plane. The path length difference between the two X-rays is
2dsin(θ) = mλ.
In Figure 1.7, d is the distance between parallel lattice planes, θ is the angle with
respect to the lattice plane where the incident and reflected X-rays interact with the
lattice plane.
An incident monochromatic X-ray that interacts with an atom at a successive
lattice plane will travel more distance than an incident monochromatic X-ray that
strikes the lattice plane above. This extra distance traveled is known as the path
length difference 2∆r. A line perpendicular to both path lengths is drawn from the
tip of the shorter path length to the longer path length, which is shown in Figure 1.7.
Trigonometry determines that the path length difference between the two incident
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X-rays to be
2∆r = 2dsinθ
In order to maintain that the two scattered X-rays constructively interfere with
each other, the total path length difference should equal an integer multiple of their
wavelength, or
2dsinθ = mλ (1.10)
where m is an integer, and λ is the wavelength of the monochromatic X-rays. Eq.
1.10 is known as Bragg’s Law.
1.4.2 Laue’s Condition
Unlike Bragg’s Law, Max von Laue did not assume that the X-ray energy was
conserved, that specular reflection did not occur, and that certain lattice planes are
not considered. Instead, Laue treated the atoms in a crystal as being placed in the
direct lattice at points ~R, and that each atom is able to scatter the incident X-ray
in any direction. The assumption that the sharp peaks of intensity occur when the
scattered X-rays constructively interfere is still kept.
Let two atoms that will scatter incident X-rays be a distance d apart. Let the
incident monochromatic X-rays with wavelength λ travel in direction ~ˆn, with its
wavevector given as ~k = 2pi~ˆn/λ. Similarly, let the scattered X-rays with wavelength
λ travel in a direction ~ˆn′, with its wavevector given as ~k′ = 2pi ~ˆn′/λ. This is shown in
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Figure 1.8, where θ is the angle of incidence with respect to the distance d between
the two atoms, and θ′ is the angle of reflection with respect to the distance d between
the two atoms.
Figure 1.8: Two incident X-rays scattering off of two lattice points separated by a
distance d. The path difference is given by Eq. 1.11.
From Figure 1.8, it is seen that the total path length difference is
∆r + ∆r′ = dcosθ + dcosθ′ = d · nˆ− d · nˆ′ (1.11)
In order to make sure that the reflected X-rays constructively interfere, they must be
an integer multiple of their wavelength mλ
d · (nˆ− nˆ′) = mλ. (1.12)
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Multiplying both sides of Eq. 1.12 by 2pi
λ
results in
d · (~k − ~k′) = 2pim. (1.13)
However, this brief derivation only considers one set of scattering within the crys-
tal. The two atoms are located at points described by their corresponding direct
lattice vector. The entire set of direct lattice vectors ~R describes the location of every
atom where, by definition, the difference between two direct lattice vectors results
in another direct lattice vector. Therefore, the distance between two atoms in the
crystal is a direct lattice vector. This allows the distance between atoms in Eq. 1.13
to be replaced by the set of direct lattice vectors
~R · (~k − ~k′) = 2pim. (1.14)
This equation may also be rewritten as
ei(
~k′−~k)·~R = 1. (1.15)
The Laue condition definition is found by comparing Eq. 1.14 to Eq. 1.5, which is
the definition of the reciprocal lattice. The Laue condition is written as
~G = ~k′ − ~k, (1.16)
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where the difference between the incident and the outgoing wavevector must be a
reciprocal lattice vector.
1.4.3 Ewald Sphere Construction
In 1921, Paul Peter Ewald created a pictorial method to visualize the sharp in-
tensity peaks that are created by X-ray scattering by a crystal structure [3]. Let the
incident wavevector be ~k. In reciprocal space, draw a sphere of radius |~k|, where the
tip of the wavevector |~k| is at the origin of the sphere and the sphere intersects two
reciprocal lattice points. This results in the emission of a scattered wavevector ~k′ in
which the Laue condition is satisfied. Bragg’s law will also be satisfied for the family
of direct lattice planes that are perpendicular to the reciprocal lattice vector ~G that
is the difference between the incident wavevector ~k and the scattered wavevector ~k′.
The Ewald Sphere construction is depicted in Figure 1.9 below.
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Figure 1.9: Construction of an Ewald Sphere. Given the incident wavevector ~k, a
sphere of radius |~k| is drawn about an origin. Constructive interference will only occur
if the difference between the scattered wavevector ~k′ and the incident wavevector is
a reciprocal lattice vector ~G. As the length of ~k increases, the radius of the Ewald
sphere increases and sometimes a third point may also fall on the Ewald sphere. This
is the condition for a monochromator glitch formation.
Let the surface of the sphere be pinned to the two reciprocal lattice points that
it currently intersects, but is allowed to radially expand. The surface will eventually
intersect another reciprocal lattice point(s), resulting in multiple scattering cases to
occur. These multiscattering cases may create small sharp peaks in the data that are
known as glitches.
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1.5 Electron Scattering
If the binding energy of one of the inner shell electrons is Eo, that inner shell
electron will absorb an incoming X-ray of energy E > Eo and will be ejected from the
atom. If the lattice site potentials are ignored, the photoelectron will have an average
energy Ee defined as
Ee = E − Eo = p
2
2me
, (1.17)
where p is the momentum of the photoelectron, and me is the mass of the photoelec-
tron. The photoelectron has a velocity and direction associated with it. However, due
to the relative size of the electron, a wave-like description of the electron is necessary
in order to properly describe its velocity and direction. In 1924, Louis de Broglie
assumed that a moving mass behaves as a wave
λ =
h
p
which can be written in terms of the wavenumber k as
k =
p
~
where k is defined as k = 2pi
λ
, h is the Planck constant and p is the momentum of the
particle. Applying de Broglie’s theory, the wavenumber of the photoelectron is
k =
√
2meEe
~
, (1.18)
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where me is the mass of the photoelectron, and Ee is the energy of the photoelectron.
The direction that the photoelectron travels away from the core atom is not exactly
known, hence the photoelectron is treated as a spherical wave emitted from the core
atom. If the core atom is the only atom in the system, such as a monatomic gas, the
equation of this wave will be the free particle solution to the spherical Schro¨dinger
equation. However, there are neighboring atoms to take into account. The wave of
the photoelectron that scatters off of the nearby atoms creates new tiny spherical
waves called backscattered waves. This is portrayed in Figure 1.10.
Figure 1.10: Wavefunctions of the outgoing photoelectron and the backscattered pho-
toelectron. As an electron is ejected from an inner electron shell of its core atom, it
may be described as a wavefunction. This is represented by the black circles ema-
nating from the core atom. As the outgoing wavefunction scatters off of neighboring
atoms, the wavefunction will reflect back towards the core atom. This is represented
by the grey circles surrounding the backscattering atom.
This demonstrates that the wavefunction of the photoelectron will be a linear
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combination of the outgoing wavefunction and all of the backscattered wavefunctions:
Ψtotal = Ψoutgoing + Ψbackscattered. (1.19)
The outgoing wavefunction and all of the backscattered wavefunction will also be
superimposed on each other. This will lead to interference between these wavefunc-
tions at the absorbing atom. If the outgoing wave and the backscattered wave are in
phase, the two waves will constructively interfere with each other and the amplitude
of the total wavefunction will increase. If the ougoing wave and the backscattered
wave are out of phase, the two waves will destructively interfere with each other and
the amplitude of the total wavefunction will decrease. This interference is observed
as oscillations after the absorption edge, which can be seen in Figure 1.2.
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1.6 Einstein Model
The discussion below follows the Einstein model described in The Oxford Solid
State Basics by Steven H. Simon.
In 1907, Albert Einstein came up with a quantum-mechanical model that describes
properties of a solid state system. He assumed that each atom in the structure could
be treated as a harmonic oscillator, where all of the atoms in the lattice oscillate at
the same harmonic frequency, known as the Einstein frequency ωe.
A quantum simple harmonic oscillator in one dimension is known to have energy
eigenstates of
En = ~ωe(n+ 1/2)
where n = 0, 1, 2, . . . and ωe is the Einstein frequency. Statistical mechanics states
that the partition function all possible statistical ensembles of a system from which
properties of the system, such as expectation energy and heat capacity, may be de-
termined. The partition function for Einstein’s model in one dimension is then
Z =
∑
n≥0
e−βEn =
∑
n≥0
e−β~ωe(n+1/2)
=
e−β~ωe/2
1− e−β~ωe =
1
2sinh(β~ωe/2)
,
where β = 1
kBT
, kB is the Boltzmann constant.
24
The average energy of the system proposed by Einstein is given as
〈E〉 = − 1
Z
∂Z
∂β
= ~ωe
(
nB(β~ωe) + 1/2
)
, (1.20)
where nB is the Bose factor
nB(β~ωe) =
1
eβ~ωe − 1 .
The average energy in Eq. 1.20 may be rewritten as
〈E〉 = kBΘE
2
coth
(ΘE
2T
)
, (1.21)
where ΘE =
~ωe
kB
is the Einstein temperature.
The EXAFS technique is interested in the Debye-Waller factor σ2 to examine the
average lattice vibrations between a pair of atoms. Assume an isolated pair of bound
atoms where the bond between them may be represented by a spring with a spring
constant κ. The total energy of this system is given as
E =
1
2
MRv
2 +
1
2
κx2, (1.22)
where MR is the reduced mass, v
2 is the velocity of the two atoms, κ is the spring
constant, and x is the variation in the bond length. The average energy of this system
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is then
〈E〉 = 〈1
2
MRv
2 +
1
2
κx2〉
〈E〉 = 〈κx2〉 = κ 〈x2〉
〈E〉 = κσ2. (1.23)
The Debye-Waller factor is the ratio of the average energy of the system and the
spring constant of the atomic pair. The Debye-Waller factor for the Einstein model
is then
σ2E =
kBΘE
2κ
coth
(ΘE
2T
)
. (1.24)
This represents the temperature dependence of the mean square average of the dif-
ference of the displacement between atoms when fit to the Einstein model of a solid.
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1.7 Debye Model
The discussion below follows the Debye model described in The Oxford Solid State
Basics by Steven H. Simon.
In 1912, Peter Debye came up with a quantum mechanical model that was able
to describe a solid state system better than the Einstein model, which came to be
known as the Debye model. Debye assumed that vibrations of the atomic lattice, or
phonons, may be treated as phonons in a box, such that the crystal is treated as many
individual quantum oscillators. Each phonon has 3 modes of vibration ( 2 transverse
modes and 1 longitudinal mode), where each mode has the same velocity. Debye also
assumed that the system is periodic. This differs from the Einstein model, where
Einstein assumed that all of the atoms have the same oscillation frequency.
Each wavevector ~k will have 3 vibrational modes. The average energy of the
system is given as
〈E〉 = 3 4piL
3
(2pi)3
∫ ∞
0
dω
ω2
v3
~ω
(
nB(β~ω) +
1
2
)
=
∫ ∞
0
dωg(ω)~ω
(
nB(β~ω) +
1
2
)
,
where g(ω) is the density of states g(ω) = 12Npiω
2
(2pi)3nv3
, v is the velocity of the propagating
wave, n is the density of atoms in the material, and nB(β~ω) is the Bose factor. The
density of states contains the Debye frequency ωd, which is
ω3d = 6pi
2nv3 (1.25)
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and the Debye Temperature ΘD is
ΘD =
~ωd
kB
. (1.26)
However, a phonon cannot have infinite energy. Debye stated that there should
be as many modes as degrees of freedom in the system, or
3N =
∫ ωmax
0
dωg(ω),
where N is the number of atoms in the system and ωmax is the maximum frequency
for the system. This will also allow a maximum energy for the system given by
〈E〉 =
∫ ωmax
0
dωg(ω)~ω
(
nB(β~ω) +
1
2
)
(1.27)
The EXAFS technique is interested in the Debye-Waller factor σ2 to examine the
average lattice vibrations between a pair of atoms. The Debye-Waller factor was
related to the average energy of the system in Eq. 1.23. Inserting the density of
states equation and the Bose factor into the average energy for the Debye model, the
Debye-Waller factor for the correlated Debye model is given as
σ2D =
~
2MR
∫ ωmax
0
3ω
ω3D
coth
(
~ω
2kBT
)[
1− sin(
ω
v
Rij)
ω
v
Rij
]
, (1.28)
where MR is the reduced mass, and Rij is the distance between atom pair ij. The
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term in the brackets is known as the Debye correlation factor which determines if
the two atoms move in phase, out of phase, or somewhere in between with respect to
each other [4]. Eq. 1.28 represents the temperature dependence of the mean square
average of the difference of the displacement between atoms when fit to the Debye
model of a solid.
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1.8 Extended X-ray Absorption Fine Structure
Extended X-ray Absorption Fine Structure (EXAFS) is a type of X-ray Absorption
Spectroscopy (XAS) where the oscillations of the X-ray absorption coefficient above
the absorption edge are studied [5].
As a collimated beam of monochromatic X-rays travels through a material, the
intensity of the incident beam of X-rays decreases in intensity in proportion to the
thickness of the material
dI = −µIdX, (1.29)
where dI is the infinitesimal change in intensity, µ is the constant of proportional-
ity, known as the absorption coefficient, I is the intensity of the incident collimated
beam of monochromatic X-rays, and dX is the differential thickness of the material.
EXAFS is interested in measuring the absorption coefficient µ, which is determined
by integrating Eq. 1.29
µX = ln
(Io
I
)
, (1.30)
where Io is the incident X-ray intensity and I is the transmitted X-ray intensity. This
allows the absorption coefficient to be measure as a function of energy.
If there are no neighboring atoms, such as in a monatomic gas, the absorption
edge monotonically decreases after the absorption process. If there are neighboring
atoms, such as in a material, the photoelectron may scatter off of them in which the
outgoing wave and the incoming backscattered waves interfere to cause constructive
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and destructive interference, as discussed in Section 1.4. This results in an oscillation
in µ that begin at the absorption edge. However, the oscillations 40 - 50 eV above
the absorption edge is caused by a combination of single electron and multi-electron
effects. The oscillations beyond 40 - 50 eV is primarily caused by single electron
effect, which is needed for EXAFS. This region is called the fine structure.
The pre-edge contains absorption below the edge from other atoms that have no
structure. The region that includes the pre-edge through the oscillations 40 - 50 eV
above the absorption edge is known as the X-ray Absorption Near Edge Structure
(XANES) that is sensitive to electronic structure, as well as to other structures,
around the edge region. XANES partially overlaps with the beginning of the fine
structure typically around 40-50 eV above the absorption edge. XANES studies the
electronic structure of a material by examining the empty electron states near the
Fermi level.
In EXAFS, the variation of the absorption coefficient ∆µ(E) from the background
absorption coefficient µo(E) is of interest. The background absorption coefficient is
the non-oscillatory part of the absorption coefficient that would be present if there
were no backscattering. This variation in the absorption coefficient is then normalized
by the background absorption coefficient and is given by
χ(E) =
µ(E)− µo(E)
µo(E)
. (1.31)
The probability that a photon will excited an electron from an initial state i to a
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final state f is determined by the use of Fermi’s Golden Rule, in which the absorption
coefficient is proportional to
µ ∼ | < f |ˆ · ~r|i > |2, (1.32)
where ˆ is the polarization vector of the electric field of the incident X-rays, and ~r is
the position of the electron. The initial state i is the localized bound energy state of
a core electron, and the final state f is the corresponding ejected photoelectron and
the excited atom. χ(E) is converted from energy space to k space, since the waves
describing the photoelectron are in terms of the photoelectron’s wavevector, as shown
in Eq. 1.18. χ(k) is then written as
χ(k) = S2o
∑
i
|Fi(k)|
kr2i
e−2ri/λ(k)e−2k
2σ2i sin(2kri + φij(k)). (1.33)
The above equation, known as the EXAFS equation, is in a simplified form in which
the 1
r2
term is fixed over the width of a symmetric Gaussian distribution of distances,
which results in the exponentially dampening term e−2k
2σ2i . The EXAFS equation was
first derived by Sayers, Stern, and Lytle in 1971 where they assume that the atoms
in the substance acted as point scattering sources [6]. Other formal derivations of
the EXAFS equation have been achieved that investigates different properties that
spawn from the EXAFS formula [7] [8]. The terms in Eq. 1.33 are explained in the
paragraphs below.
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S2o is an amplitude reduction factor that accounts for multiple electrons processes.
When an x-ray is absorbed by an electron, the electron does not always leave the
core atom without interacting with the surrounding electrons. The initial electron
may interact with another electron and cause it to be excited to a higher bound
energy level. This is known as a shake up process. The initial electron may interact
with another electron and have enough energy to completely eject that electron as
well, which is known as a shake off process. Both processes cause a reduction in the
amplitude for the wavenumber k of the photoelectron of interest, which leads to S2o
to be less than one. This results in an overall reduction to the EXAFS signal.
The summation over the index i takes into account every possible scattering path.
If the same scattering path occurs more than once, it would be the same value added
each time that it occurs. S2o is taken out of the summation because the multiple
electron processes only pertain to the core atom.
The 1
r2i
factor is a result from the assumption of wavefunction of the photoelectron
to be spherical. ri is taken to be the distance from the core atom to the i
th neighboring
atom.
The function Fi(k) is known as the backscattering amplitude. This function repre-
sents the fraction of backscattered photoelectron’s wave that travels back to the core
atom. The backscattering amplitude depends on the wavenumber of each unique
backscattered wavefunction.
The first exponential term, e−2ri/λ(k), takes into account the lifetime of the hole
created by the photoelectron. It also takes into account inelastic scattering processes
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that contribute to a reduction in the overall EXAFS amplitude. The term λ(k) is the
mean free path of the photoelectron. The photoelectron may interact with electrons
that belong to the core atom, as well as interact with electrons that pertain to the
neighboring atoms. This term also takes into account the lifetime of the hole created
by the photoelectron.
The Debye-Waller factor σ holds valuable information that pertains to the struc-
ture of the crystal. The Debye-Waller factor is the root mean square average of the
difference of displacement from the average distance between atoms, or the amount of
disorder as it deviates from a perfect crystal. It contains a component that describes
the static disorder of the system and a component that describes the disorder due to
thermal vibrations. Only temperature dependent EXAFS measurements are able to
separate the static contribution from the vibrational component. It is defined as
σ2 = σ2stat + σ
2
vib, (1.34)
where σ2stat models the static disorder, and σ
2
vib models the thermal vibrations of the
system. The temperature dependence of the Debye-Waller factor could be fit to both
the Einstein model and the Debye model, which is discussed in Section 1.6 and Section
1.7, respectfully. The temperature dependence of the Debye-Waller factor could be fit
to the Einstein model and to the Debye model – i.e. using Eq. 1.24 for the Einstein
model or Eq. 1.28 for the Debye model.
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1.9 History of URu2Si2
URu2Si2 was first analyzed by Schlabitz et al. (1984), with the results originally
posted on an unpublished poster, which sparked interest in the substance [10]. The
heavy-fermion material URu2Si2 has a simple tetragonal crystal structure whose space
group is I 4/mmm, which is shown in Figure 1.11. It was found that URu2Si2 was
the first material where both superconductivity and a magnetic moment coexist, in
which both require the U 5f electrons [11].
Figure 1.11: Unit cell of URu2Si2. It has a tetragonal crystal structure with a I /
4mmm space group. The green spheres represent U atoms, the blue sphere represent
Si atoms, and the grey represent Ru atoms. The a-axis is in the direction of the
shortest U-U bond, as with the b-axis, but perpendicular to the a-xis. The c-axis is
perpendicular to both the a-axis and b-axis.
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Shortly after this poster, two other groups found an interest in URu2Si2. All three
of these research groups agreed that there was a magnetic transition from a param-
agnetic phase to another magnetic phase around 17.5 K, with a corresponding large
decrease entropy 0.2Rln(2) that is shown in Figure 1.12, as well as a superconducting
phase transition that occurs around 1 K [11, 12, 13].
Figure 1.12: Specific heat of URu2Si2 taken from Palstra et al. (1985). The top plot
shows C/T vs T2 and the bottom plot shows C/T vs T [12].
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However, they all had different hypotheses for the magnetic phase transition that
occurs at 17.5 K. Schlabitz et al. (1986) suggested that an antiferromagnetic phase
transition occurs around 17.5 K due to localized U 5f - electrons [11]. Palstra et al.
(1985) hypothesized that the magnetic phase transition at 17.5 K is a weak type of
antiferromagnetism [12]. Maple et al. (1986) suggested that the transition occurred
to do either a spin-density wave (SDW) or a static charge density wave (CDW) [13].
Further investigation by Broholm et al. (1987) and Isaacs et al. (1990) found that
this magnetic phase transition at 17.5 K under ambient pressure had a significantly
small U magnetic moment of 0.03± 0.01µB and 0.02± 0.01µB, respectively [14, 15].
It is now known that these three hypotheses are not correct. The order parameters
of this mysterious phase transition at 17.5 K are still unknown; The term hidden order
(HO) was adopted for the unknown phase that the paramagnetic phase transitions to.
Recent work by Booth et al. (2016) discovered that the U 5f - electrons are partially
delocalized with an occupancy nf ∼ 2.87, which stays consistent from 10 K to 300
K, by Resonant X-ray Emission Spectroscopy (RXES) [16]. This result is consistent
with the lack of significant U magnetic moment at low temperatures. Butch et al.
(2015) investigated this small U magnetic moment by neutron scattering and found
that it remain constant to low temperatures, which indicates a hybridization between
U f - electron states and conduction electrons [17]. Wray et al. (2015) discovered
that excited electrons in the U f-shell have symmetric properties by X-ray absorption
spectroscopy measurements and high-resolution resonant inelastic X-ray scattering
measurements [18]. The electrons pertaining to the U f2 shell behave as a doublet Γ5
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crystal field state of U [18].
The HO phase transition of URu2Si2 was also measured in high magnetic fields
and high pressure environments. De Boer et al. (1986) found out that the transition
to the HO phase does not occur at magnetic fields greater than around 36 T [19].
Instead, URu2Si2 transitions from its paramagnetic phase directly into a large moment
antiferromagnetic (LMAFM) phase. Amitsuka et al. (1999) investigated the pressure
dependence of URu2Si2 up to 2.5 GPa by examining the Bragg peaks created by
neutron scattering. It was determined that around 0.5 GPa, the HO phase gives way
to the LMAFM phase, where the U magnetic moment greatly increased from around
0.03µB to 0.4µB [20].
It was found that similar effects to that caused by an increase in pressure occur
when Fe is chemically substituted on the Ru site while remaining at ambient pressure,
known as a chemical pressure. This presents an opportunity to investigate both cases
to determine the differences between the HO phase and the LMAFM phase. In 2011,
Kanchanavatee et al. took specific heat, resistivity, and magnetization measurements
on URu2−xFexSi2 where the concentration x varied from x=0.00 to x=2.00. The
difference in entropy increases until it reaches a maximum entropy around x= 0.20.
After that point, the difference in entropy decreases, which Kanchanavatee et al.
suggest that the HO phase possibly transitions to the LMAFM phase [21]. This is
shown in Figure 1.13.
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Figure 1.13: The difference in entropy ∆S between the paramagnetic phase and the
HO phase vs Fe concentration x [21]. The peak at x= 0.2 followed by a decrease in
∆S suggests that the HO phase gives way to the LMAFM phase.
Ran et al. (2016) constructed a T - x phase diagram for URu2−xFexSi2 which
depicts a relation between the PM phase, LMAFM phase, and the HO phase in
the absence of a magnetic field. The HO phase gave way to the LMAFM phase
above x∼0.15 based on the difference of entropy between the paramagnetic phase
and the HO phase. The LMAFM phase was determined to be stable when the Fe
concentration was around x=0.10, where the HO phase transition occurs without
entering the LMAFM phase with a Fe concentration below x≈0.07, which is shown
in Figure 1.14 [22].
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Figure 1.14: T - x phase diagram of URu2−xFexSi2 in the absence of a magnetic field
created by Ran et al. (2016) [22].
Ran et al. (2017) took electrical transition measurements of URu2−xFexSi2 in DC
magnetic fields up to 45 T and pulsed magnetic fields up to 60 T. Unlike Kanchana-
vatee et al., the reentrance of the HO phase at x=0.15 and x=0.20 was noticed, where
Ran et al. suggest that the LMAFM is suppressed [23]. A 3 dimensional phase dia-
gram of temperature T vs Fe concentration x vs magnetic field H was created by Ran
et al. (2017), which shown in Figure 1.15.
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Figure 1.15: Phase diagram of URu2−xFexSi2 created by Ran et al. (2017). The three
axis are temperature T, Fe concentration x, and magnetic field H, where the magnetic
field was applied along the c-axis of the material [23]. The HO label represents the
hidden order phase. The HO∗ label represents the reentry of the hidden order phase.
The LMAFM label represents the large moment antiferromagnetic phase. The PM
label represents the paramagnetic phase. The FL label represents the field-induced
recovery of the normal metallic phase. The SDW label represents the occurance of
spin density waves. The P1 label represents a possible new phase [23].
In Figure 1.15, presented by Ran et al. (2017), there is an overlap of the HO phase
and LMAFM phase around x≈0.07 with no magnetic field, which then increases to
x≈0.20 as the magnetic field increases.
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Chapter 2
Data Collection Methods
This chapter will discuss the experimental methods used to collect data and the
process of converting the data from energy space to real space by EXAFS analysis.
The data were collected at the Stanford Synchrotron Radiation Lightsource (SSRL).
Synchrotron radiation is radiation emitted from radially accelerated charged particles
traveling at relativistic speeds [24]. Two types of data collection methods were used,
transmission and fluorescence, in order to measure the absorption coefficient µ as a
function of energy of a particular atom in the material of interest. The data collected
from each collection method is in energy space, or in units of energy (eV).
2.1 Creation of Monochromatic X-rays
Synchrotrons emit a continuous spectrum of X-rays, where the emitted X-rays are
polarized in the plane of the synchrotron ring [24]. A monochromator is used to select
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a specific energy of X-rays from a synchrotron and are typically two silicon crystals.
Each of the two crystals are cut parallel to one of their common lattice planes and are
placed in the path of the incoming X-rays prior to reaching the sample. This allows
for X-rays that satisfy Bragg’s law to only pass through the monochromator.
An issue is that Bragg’s law allows for multiple orders to exist, due to the integer
m. This will allow the monochromator to pass higher order harmonics, where m > 1,
to be transmitted. In order to reject higher harmonics with m > 1, one of the crystals
in the monochromator could be slightly rotated so that it is no longer parallel to the
other crystal. The rotation of one of the crystals allows for both of the crystals to
satisfy Bragg’s law with m=1, but one of the two crystals will not satisfy Bragg’s law
for higher harmonics [5]. This set up is shown in Figure 2.1.
Figure 2.1: Production of monochromatic X-rays from a synchrotron. As X-rays
are emitted from the synchrotron, they encounter a monochromator that consists of
two parallel crystals. The crystals act as a family of lattice planes, in which only
wavelengths that satisfy Bragg’s law are transmitted. One of the crystals may be
slightly rotated to only allow the lowest harmonic m = 1 through.
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2.2 Transmission Data Collection
In an EXAFS transmission experiment, the intensity of monochromatic X-ray
beam prior to and after the sample is measured in order to determine the absorption
coefficient as a function of energy, which is given by Eq. 1.30. The intensity Io is
the intensity that is measured before the sample, and the intensity I1 is the intensity
measured after the monochromatic X-ray beam is transmitted through the sample.
The intensity of the monochromatic X-ray beam is measured by the ionization of gas
in the detector.
The sample of interest is placed inside of a cryostat where a continuous flow of
liquid helium maintained the sample at some set temperature between 10 K and
300 K. Another sample, known as a reference sample, is placed in the path of the
monochromatic X-ray beam between the second detector I1 and the third detector
I2, which is beyond the reference sample. The reference sample used to compare to
the U LIII edge was uranium oxide UO2. The reference sample used to compare to
the Ru K edge was Ru foil. The third detector measures the intensity of X-rays I2
that are transmitted through the reference sample. The absorption coefficient of the
reference sample is given by
µrefXref = ln
(I1
I2
)
, (2.1)
where µref is the absorption coefficient of the reference sample, Xref is the thickness
of the reference sample, I1 is the intensity of the monochromatic X-rays prior to the
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reference sample, and I2 is the intensity of the monochromatic X-rays after they are
transmitted through the reference sample. The purpose of the reference sample is
to determine if the energy of the monochromatic X-ray is drifting slowly with time
by comparing the absorption coefficient of the reference sample with all scans of the
sample of interest. Figure 2.2 shows the experimental set up for transmission EXAFS
data collection.
Figure 2.2: Experimental set up for transmission mode. The sample is placed in
the cryostat and is perpendicular to the incoming beam of monochromatic X-rays.
A continuous flow of liquid helium is able to maintain the sample at low tempera-
tures. A reference sample is used in order to determine if the energy of the incoming
monochromatic X-rays is changing. Three gas ionization chambers are used to mea-
sure the absorption coefficient of the sample and the reference sample.
The data for the U LIII edge and the Ru K edge of URu2−xFexSi2 were collected
in transmission mode with the following concentrations x of Fe doped on the Ru site:
x=0.00, x=0.05, x=0.08, x=0.10, x=0.12, x=0.15, and x=0.20. These two edges had
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data collected in 3 scans at specific temperatures that range from around 10 K to
300K, with most of the data taken at low temperature in order to investigate the HO
at 17.5 K.
However, due to limited beamtime, we were not able to collect data for all concen-
trations. For the U edge, the samples with concentrations of x=0.05 through x=0.15
have data up to 300 K. The concentration x=0.20 concentration around 10 K had
four runs of data collection done, and the x=0.15 concentration at 300K only had one
run of data collection. For the Ru edge, samples with the concentrations of x=0.00,
x=0.08, and x=0.15 only have data up to 300 K.
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2.3 Fluorescence Data Collection
EXAFS fluorescence experiments are used when the absorption edge height of the
atom of interest is too small, usually around 0.1 to 0.15, in which case the signal
for EXAFS transmission experience will contain enough noise that leads to poor
data. The samples that EXAFS fluorescence experiments are performed on have a
low concentration of the atom of interest. The intensity of the fluorescence that is
measured is due to the radiation emitted when a higher energy state electron fills a
hole left by the photoelectron.
The sample is rotated by 45◦ with respect to the monochromatic X-ray beam. The
fluorescence detector is set next to the sample, but perpendicular to the monochro-
matic X-ray beam. The fluorescence does not have to pass through the fluorescence
detector, so a solid state detector could be used to measure the fluorescence intensity
IF . The fluorescence signal F for fluorescence data collection, which is related to the
absorption coefficient, is given by
FX =
IF
Io
≈ µX. (2.2)
Figure 2.3 shows the experimental set up for fluorescence EXAFS data collection.
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Figure 2.3: Experimental set up for fluorescence mode. The sample is placed in the
cryostat, but rotated 45◦ with respect to the incoming monochromatic X-rays. A
continuous flow of liquid helium is able to maintain the sample at low temperatures.
Fe foil is used as the reference sample for the Fe K edge in order to determine if the
energy of the incoming monochromatic X-rays is varying. Three gas ionization cham-
bers are used to measure the absorption coefficient of the sample and the reference
sample.
The data for the Fe edge were collected in fluorescence mode with the following
concentrations of Fe doped on the Ru site: x=0.05, x=0.08, x=0.10, x=0.12, x=0.15,
and x=0.20. This edge had data collected in 3 scans at set temperatures that range
from around 10 K to 300K, with most of the data taken at low temperature in order
to investigate the HO at 17.5 K.
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Chapter 3
Theoretical Calculations
The variation of the absorption coefficient χ(k) may be theoretically calculated
through a program called FEFF. FEFF determines the F(k) portion of the EXAFS
function (Eq. 1.33), or the effective backscattering amplitude, the phase shift φ(k),
as well as the mean free path of the photoelectron λ(k). The other variables in the
EXAFS equation turn into parameters in other fits (Chapter 5).
FEFF must be given the basis of the unit cell of the material of interest, as well as a
maximum distance that tells the program how many atoms to consider for each χ(k)
function. This necessary information is provided by an input file that designated
an atom as a core atom. This core atom will represent the atom from which the
photoelectron is emitted from.
Once FEFF has the correct information, it determines all possible scattering paths;
this is known as a path expansion approximation. This treats the first order terms
as the photoelectron scattering off of only one atom, second order terms as the pho-
49
toelectron scattering off of two atoms, and so on. These are known as legs, where
the direct scattering off of one atom is a 2-leg path. FEFF keeps up to 4-leg paths in
order to acquire an accurate calculation of χ(k).
The backscattering amplitudes are determined for each path. The output of FEFF
is written in terms of many individual χ(k) functions, each corresponding to possible
photoelectron scattering path that surrounds the core atom. These separate χ(k)
functions are known as theoretical standards. These standard files are used to fit to
the data, since they theoretical predict what χ(k) should look like where there would
be no systematic disorder or multiple electron effects. This corresponds to S2o = 1
and σ = 0 in the EXAFS equation shown by Eq. 1.33.
A simulation for each measured atomic edge was created by accounting for every
standard and performing a Fourier transform over the same correspond k-space range
so they may be compared to the data collected. The k-space range for each edge are
given in Chapter 4. Appendix A shows each theoretical simulation in r-space for each
edge, as well as each individual theoretical standard file that were used to fit each
corresponding absorption edge.
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Chapter 4
Data Reduction Procedure
This chapter will present the raw data of each investigated absorption edge in
e-space. A program called REDUCE was used to convert the data into k-space and
transform the data into r-space. The reduction process of each absorption edge will
be discussed. The theory behind this is discussed in Section 1.8.
4.1 Transmission Data Reduction
The data for the Ru K edge and the U LIII edge of URu2−xFexSi2 were collected in
transmission mode, as discussed in Section 2.2. Each absorption edge was observed
at various set temperatures that ranged from around 10 K to 300 K, with most of
the data focused in the low temperature region to investigate the HO phase. Figure
4.1 shows the U LIII edge taken at 4 K with a Fe concentration x=0.00.
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Figure 4.1: U LIII absorption edge transmission data with no Fe concentration taken
at 4 K.
Due to the experimental setup, the absorption edge of interest is not measured
exactly. There are contributions from absorption effects from other atoms in the sam-
ple, the apparatus, and even from the air in between the cryostat and the detectors.
These contributions are known as background effects and must be removed from the
data set as best so the absorption edge of interest may be properly investigated. A
polynomial is fit to the pre-edge data and is constrained above the edge using the
Victoreen formula so that after this fit is subtracted the slope of µ(E) has the correct
value. The Victoreen formula is given as
µ = Cλ3 −Dλ4, (4.1)
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where λ is the wavelength of the X-ray, and the coefficients C and D are known as
Victoreen’s coefficients. These are each based on the atomic number of the atom
of interest, and they allow for the calculation of the energy dependence of specific
absorption edges, such as a K edge or an L edge. This determines the slope that the
data should have once all background contributions have been removed. The values
for various Victoreen coefficients may be found in Appendix III of EXAFS: Basic
Principles and Data Analysis by Boon K. Teo (1986). The pre-edge fit for the U LIII
edge is shown in Figure 4.2.
Figure 4.2: U LIII absorption edge transmission data (black line) with no Fe concen-
tration taken at 4 K. The pre-edge was fit to a polynomial from 16914 ev to 17060
ev and constrained above the edge using the Victoreen formula (red line).
The solid black line in Figure 4.2 represents the entire transmission data collected
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for the U LIII edge at 4 K with no Fe concentration. The solid red line in Figure
4.2 depicts the constrained Victoreen fit of the edge from 16914 eV to 17060 eV:
the extrapolation above the edge is constrained to have the correct slope using the
Victoreen equation.
The resulting data are then normalized to unity by the division of ∆µ(E) =µ(E)
- µb(E) by the step height of the absorption edge µE′ , where µb(E) is the background
absorption and is depicted as the red line in Figure 4.2. Figure 4.3 shows the nor-
malized U LIII edge at 4 K with no Fe concentration.
Figure 4.3: Normalized U LIII absorption edge transmission data with no Fe concen-
tration taken at 4 K. The background contribution at the pre-edge had been removed.
Once the background contribution had been subtracted from the pre-edge and the
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data set had been normalized, another fit occurs to a region above the edge based
(post-edge) on the expected slope that should be present in that region in order to
extract the EXAFS oscillations χ(E), where
µ(E) = µo(E)(1 + χ(E)). (4.2)
µo(E) is the smooth background with no fast oscillations in the EXAFS region and
is represented by the red line in Figure 4.4.
Figure 4.4: Normalized U LIII absorption edge transmission data with no Fe concen-
tration taken at 4 K is shown as the solid black line. The post-edge fit to high energy
region is shown as the solid red line.
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The extracted function χ(E) was then converted into k-space by
k =
√
2me
~2
(E − Eo), (4.3)
where E is the energy of the incoming X-ray beam, Eo is the binding energy of one
of the inner shell electrons, and me is the mass of the photoelectron. This results in
χ as a function of the wave vector k. χ(k) is often multiplied by k to some power,
knχ(k), to amplify high k data if the signal-to-noise ratio is good. This results in
the amplitudes of the oscillations to be nearly constant with k, and generates the
sharpest possible peaks in r-space. For the U LIII edge, k = 1 with a power of 1 was
chosen. The k-space conversion of the U LIII edge with all concentrations at 4 K is
shown in Figure 4.5 below.
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Figure 4.5: U LIII absorption edge transmission data converted into k-space. The
data depicted were taken at 4 K.
Once the data are converted from e-space to k-space, a Fourier transform was
performed on knχ(k) over a finite k range [6]. The Fourier transform of knχ(k) of the
U LIII edge was performed over a k-space range from 3.5 A˚
−1 to 14.8 A˚−1. Figure 4.6
shows these Fourier transforms of URu2−xFexSi2 at various set temperatures with a
Fe concentration of x=0.05.
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Figure 4.6: The Fourier transform of kχ(k) for the U LIII absorption edge k-space
data. The data depicted had a Fe concentration of x=0.05. The set temperatures are
given in the legend.
The same process discussed above was applied to the Ru K edge data, the UO2
reference sample, the Fe foil reference sample, and the Ru foil reference sample. The
k-space and r-space figures for the Ru K edge may be seen in Appendix B.
4.2 Fluorescence Data Reduction
The data for the Fe K edge were collected in fluorescence mode, as discussed in
Section 2.3. Each absorption edge was observed at various set temperatures that
ranged from around 10 K to 300 K, with most of the data focused in the low tem-
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perature region to investigate the HO phase. Since Fe is the dopant in URu2−xFexSi2
at various concentrations, the signal of the Fe K absorption edge increased as the
concentration of Fe increased. This effect is seen in Figure 4.7.
Figure 4.7: Fe K absorption edge data taken in fluorescence mode. The three data
scans for each concentration were averaged in this figure due to small fluctuations
caused by the low concentration of Fe. All concentrations are plotted at 9 K to show
how the Fe K absorption edge signal increases as the concentration of Fe increases.
The Fe K edge data with a Fe concentration of x=0.05 taken at 9 K will be
examined. These data is shown in Figure 4.8.
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Figure 4.8: Fe K absorption edge data with a Fe concentration of x=0.05 at 9 K. This
was taken in fluorescence mode.
The background contributions need to be removed. Similar to the transmission
data, the pre-edge is fit to a function. However, the pre-edge for the Fe K edge was fit
to an 9th order polynomial that was extrapolated to a constant at high energy, rather
than being fit using the Victoreen formula. Due to the variation in the pre-edge for
each concentration, each pre-edge was fit to a 9th order polynomial over different fit
ranges along the pre-edge and was extrapolated to its own unique constant in the
high energy region. This is seen in Figure 4.9
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Figure 4.9: Fe K absorption edge fluorescence data (black line) with a Fe concentration
of x=0.05 taken at 9 K. An 9th order polynomial was fit to the pre-edge region (red
line) from 6872 eV to 7070 eV.
The solid line in Figure 4.9 represents the entire fluorescence data collected for
the Fe K edge at 9 K with a Fe concentration of x=0.05. The solid red line in Figure
4.9 portrays the 9th order polynomial fit to the pre-edge. The pre-edge fit of the Fe K
edge with x=0.05 at 9 K had a fit range from 6872 eV to 7070 eV and the 9th order
polynomial was extrapolated to a constant of 0.148. This 9th order polynomial fit to
the pre-edge is then subtracted from the total data.
The resulting data is then normalized to unity by the division of ∆µ(E) = µ(E)−
µb(E) by the step height of the absorption edge µE′ . Figure 4.10 shows the normalized
Fe K edge at 9 K with a Fe concentration of x=0.05.
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Figure 4.10: Normalized Fe K absorption edge fluorescnece data with a Fe concentra-
tion of x=0.05 taken at 9 K. The background contribution at the pre-edge had been
removed.
Once the background contribution had been subtracted from the pre-edge and
the data set had been normalized, we again do a post-edge background fit in order to
extract the EXAFS oscillations χ(E), as done for the U LIII edge and Ru K edge. The
post-edge fit for the normalized Fe K edge fluorescence data with a Fe concentration
of x=0.05 at 9 K is shown in Figure 4.11.
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Figure 4.11: Normalized Fe K absorption edge fluorescence data with a Fe concen-
tration of x=0.05 taken at 9 K is shown as the solid black line. The post-edge fit to
high energy region is shown as the solid red line.
The normalized fluorescence data that had the background contributions removed
from the pre-edge and post-edge was then converted into k-space by Eq. 4.2. This
results in χ as a function of the wavevector k. For the Fe K edge, we also use k-
weighting, knχ(k). The k-space conversion of the Fe K edge with all concentrations
at 9 K is shown in Figure 4.12.
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Figure 4.12: Fe K absorption edge fluorescence data converted into k-space. The
data depicted were taken at 9 K, where the three scans at each concentration were
averaged in order to reduce noise caused by the low concentration of Fe.
Once the data were converted from e-space to k-space, a Fourier transform was
performed on kχ over a finite k range [6]. The Fourier transform of kχ of the Fe
K edge was performed over a k-space range from 4.0 A˚−1 to 14.0 A˚−1. Figure 4.13
shows the Fourier transforms of URu2−xFexSi2 at various set temperatures with a Fe
concentration of x=0.05.
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Figure 4.13: The Fourier transform of the Fe K absorption edge k-space data. The
data depicted had a Fe concentration of x=0.05: all set temperatures taken are shown.
The three scans at each temperature were averaged to reduce noise caused by the low
concentration of Fe.
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Chapter 5
R-space Fits
The theoretical standards that were created by the FEFF program should resem-
ble the data well. This can be determined by fitting the theoretical standards to the
experimental data in r-space through a program called RSFIT. The theoretical stan-
dards were created under the assumption of no systematic disorder, i.e. σ = 0, or no
multiple electron effects. When the data is fit to a sum of theoretical standards, each
standard will have to be broadened, scaled, and shifted to obtain a good fit. Both the
experimental data and the theoretical standards must be Fourier transformed under
the same range. The final fit results and other relevant information are written out
to a file that will be used in another process.
The constraints of the amplitudes were fixed to the number of neighboring atoms
with the same bond length around the core atom in the known structure – see Fig.
1.9. Since a percentage of Fe replaced Ru, the amplitude of all standard files that
contained Ru, as well as Fe, had to account for the loss of Ru as the concentration of
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Fe increased. This was accomplished by instituting a dummy variable D1 = x
2
. The
amplitudes were also constrained by another dummy variable D2, which allowed for
S2o to vary. It was found that the U edge preferred S
2
o = 1.0, while the Fe edge and
the Ru edge preferred S2o = 0.8 and S
2
o = 0.9, respectfully.
The first two or three peaks were allowed to shift in r-space with no constraints
since these peaks have a big enough amplitude with low enough overlap with other
peaks to get a good fit. The further out in r-space, the more the individual peaks
constructively and destructively interfere with each other, resulting in a lower ampli-
tude for each peak and a worse overall fit. To overcome this, the r-space shift of the
standard files past the first 2 peaks were constrained to the second peak in terms of
a ratio between their bond lengths. This type of constraint makes the distances to
further neighbor peaks in the EXAFS data consistent with the known structure.
Every peak had no constraints on broadening, or the Debye-Waller factor σ. How-
ever, the Ru-U peak has the same bond length as the U-Ru peak in the U edge. Both
of these peaks had the same σ value that was determined from the RSFIT of the
Ru-U peak since the Ru edge was the first edge to be investigated.
A plot of a fit from each edge made by RSFIT is presented in Appendix C. Recall
that typically three scans were made for each edge at a set temperature, so the figures
that are shown in Appendix C portrays of one of those scans.
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Chapter 6
Results
The absorption edges at each Fe concentration around 10 K and 20 K were exam-
ined. We anticipated finding a change in electronic structure in the U LIII edge that
would be consistent with related findings, i.e. an increase in the U magnetic moment
above x=0.1 in the low temperature LMAFM phase.
6.1 Variation in Absorption Edges
The variation in each absorption edge was determined by investigating the XANES
region of the normalized absorption edge with the pre-edge subtracted off for the data
taken around 10 K and for the data taken at 20 K; The temperatures that correspond
to being below and above the HO phase transition. The variation of the absorption
edge for each reference sample at the low temperature and 20 K were examined.
The absorption edges for the UO2 reference sample, as well as for the Ru foil
68
reference sample, at both temperatures of interest varied slightly in energy; within 1
eV of each other. The relative shifts of the reference scans were determined to about
0.05 eV, using the x=0 sample as a fiducial scan. Using these relative shifts, the edge
position for each scan was corrected for these small energy drifts. There was more
variation in the absorption edge of the Fe foil reference sample; the three scans for
each concentration were averaged together. The normalization of the U LIII, Fe K,
and Ru K edges were modified slightly (a few percent change in amplitude) so that
the XANES overlapped well at the top of the edge.
The seven U LIII absorption edges shown in Figure 6.1 a and b overlap extremely
well; the positions vary by 0.1 eV or less, as depicted by the inset plots. No change
in the electronic structure is seen in the U LIII edge of URu2−xFexSi2 as the Fe
concentration is changed, particularly in the regime above x=0.1, for which the low
temperature phase is magnetic (AFM). The variation of the U LIII absorption edge
is shown in Figure 6.1.
69
Figure 6.1: The U LIII absorption edge at 4 K (a) and at 20 K (b) for all Fe concen-
trations. The inset plots focus on the variation of the U LIII absorption edge at the
half-height point. No change in electronic structure is seen.
The Fe K absorption edges of URu2−xFexSi2 at 9 K and 20 K were correctly
slightly, based on the positions of the Fe foil reference sample for each scan as done
for the other edges. The amplitudes of the XANES were slightly adjusted so all curves
overlap well above 7140 eV. This is seen in Figure 6.2.
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Figure 6.2: The Fe K absorption edge at 9 K (a) and at 20 K (b) for all Fe concen-
trations. The inset plots focus on the electronic structure that occurs in the Fe K
absorption edge at 7106.5 eV, but variations are close the signal-to-noise of the Fe K
edge data. At 7122 eV the x=0.05 sample differs slightly from the other samples.
The six Fe K absorption edges at both 9 K and 20 K show a couple of small
anomalies in the edge. The first one occurs around µ(E) = 0.24, which is portrayed
by the inset plot in Figure 6.2 a and b. The change in the electronic structure at
this location in the Fe K edge minimally vary. The second anomaly occurs around
µ(E) = 0.90, which also illustrates a larger variation in energy at the 20 K data set.
The Ru K absorption edges of URu2−xFexSi2 at 7 K and 20 K were shifted slightly
based on the positions of the Ru foil reference edges, as described above, and the
normalized amplitudes were adjust slightly so all files overlap above 22150 eV. Overall
the XANES for the seven samples overlap extremely well as shown in Fig 6.3, and
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variations in positions are 0.1 eV or less, which is close to our reproducibility limit.
Figure 6.3: The Ru K absorption edge at 7 K (a) and at 20 K (b) for all Fe con-
centrations. The inset plots focus on the electronic structure that occurs in the Ru
K absorption edge near 22132.5 eV; the amplitude variation is 0.5% or less at this
feature.
The Ru K edge at 7 K and 20 K show a tiny anomaly in the edge that takes place
around µ(E) = 0.94, which can be seen by the inset plots in both Figure 6.3 a and
b. The variation in amplitude is of order 0.5% for this electronic structure.
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6.2 Pair Distance and Debye-Waller Factor Plots
Once the standard files are correctly fit to the data, a program called PPROC
will read in the outfile generated from RSFIT and will compute the average and
relative error for bond length and the Debye-Waller factor, σ2, at each temperature.
Each σ2 data point will be will be represented by its own unique color according to
its respected Fe concentration, which will be given in the legend of each plot. The
Debye temperatures determined by the fit of each concentration at set temperatures
to the Debye model will be portrayed by the same color scheme applied to the σ2
data points. The Debye temperature will also be present in a legend in the σ2 vs
Temperature plot. If there is no excess disorder as low temperature, the σ2 data and
its corresponding Debye fit will be on the same plot, but each concentration will be
offset with respect to x=0.00 so they will not overlap with each other. If there is
excess disorder at low temperature, the σ2 data and the corresponding Debye fit will
be individually plotted along with an inset plot that will show the excess disorder at
low temperatures. The Debye fits for concentrations that have data at 300 K will be
represented by a solid line of its respectful color. The Debye fits that do not have
data at 300 K will be represented by a dashed line of its respectful color. This format
will be applied to each atom pair and for each edge.
We expect that the bond lengths between Fe and its nearest U, Si, and Ru neigh-
bors to decrease as temperature decreases, consistent with thermal expansion. We
expect that the Debye-Waller factor across all set temperatures for each peak will
73
follow the Debye model.
6.2.1 Pair Distance Plots
PPROC will generate the average distance between atoms with a relative error at
each set temperature. Relative errors for first neighbors are typically 0.003 A or less,
but absolute errors can be up to 0.01A from systematic effects. Errors for further
neighbors are typically between 0.01 and 0.02 A. Each bond length was plotted as a
function of temperature in order to investigate its temperature dependence. Each pair
distance plots show evidence of thermal contraction as temperature decreases. The
pair distances that are determined from diffraction also decrease as the temperature
is lowered; However, suitable data to show this effect were not found. Instead, the
pair distances from diffraction results found at 300 K are used and are portrayed by
a solid red line. These plots are shown in Appendix D.
The pair distance plots of U with its nearest Si, Ru, and U neighbors decrease
as temperature decreases, deviating from the distance predicted by diffraction. At
high temperature, the distance of each U peak also differs from diffraction. The pair
distance plot of the U-Si peak is shown in Figure 6.4. The Fe concentrations of x=0.00
and x-0.20 lack data above 100 K, and x=0.08 does not have 200K data. The U-Ru
and U-U plots may be seen in Figure D.2 and Figure D.3, respectively.
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Figure 6.4: The average distance between U and its closest Si neighbor as a function
of temperature. The distance between U and its closest Si neighbor was found to be
3.1715 A˚ based on diffraction at 300 K, and is depicted as the solid red line. There
is a discrepancy in comparison with diffraction at 300K; the EXAFS distances are
about 0.02 A shorter. 75
The pair distance plots of Fe with its nearest Si, Ru, and U neighbors is shorter
compared to the Ru-X pair distances at 300 K that is depicted by the red line in
Figure 6.5. The deviation from the Ru-X pair distances for each corresponding Fe-X
distance is evidence of the doping of Fe on Ru site acting as a chemical pressure.
A clear decrease in position as temperature decreases is observed as expected for
thermal contraction. Figure 6.5 shows the Fe-Si peak position plot. The remaining
Fe-Ru and Fe-U plots may be seen in Figure D.5 and Figure D.6, respectfully.
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Figure 6.5: The average distance between Fe and its closest Si neighbor as a function
of temperature. The distance between Fe and its closest Si neighbor was found to be
2.3683 A˚ based on diffraction at 300 K, and is depicted as the solid red line. The
Fe-Si bond is significantly shorter by roughly 0.05A compared to Ru-Si, which agrees
the concept of chemical pressure. 77
The pair distance plots of Ru with its closest Si, Ru, and U neighbors remain
constant as temperature decreases, as well as x increases. They are also close to
the distance predicted by diffraction at 300 K. Figure 6.6 shows the Ru-Si position
plot where the solid red line portrays the distance from diffraction at 300 K. The
remaining pair distance plots of Ru with its closest Ru and U neighbor may be seen
in Figure D.8 and Figure D.9, respectfully.
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Figure 6.6: The average distance between Ru and its closest Si neighbor as a function
of temperature. The distance between Ru and its closest Si neighbor was found to be
2.3683 A˚ based on diffraction at 300 K, and is depicted as the solid red line.
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6.2.2 Debye-Waller Factor Plots
PPROC will similarly extract and calculate the average σ2 with its relative error
at each set temperature. There are also systematic errors - e.g from choice of S2o, of
order 0.0004 A˚2. The relative errors are smaller, typically on the order of 0.0002 A˚2.
For each concentration, the σ2 results for each pair were fit to the Debye model, from
which a corresponding Debye temperature was determined. However, the U LIII edge
data and the Ru K edge did not have high temperature data for every concentration.
The concentrations that do not have data up to 300 K have been given in Section 2.2.
To overcome this, the Debye temperature was found for the concentrations that
had data through 300 K. A plot of x vs Debye Temperature was created, where a
line was fit through the data, from which the Debye temperature of the concentration
with no high temperature data was found. These plots are shown in Appendix E.
Ru K Edge Debye-Waller Factor Plots
The Debye fit for the Ru-Si σ2 vs temperature plot was done from 100 K - 320
K for all concentrations. This range was determined due to excess disorder that
develops below 70 K. The data are plotted in Figure 6.7 and have the unusual feature
that σ2 actually increases below roughly 70K. Note the very high correlated Debye
temperature for this pair, 713-786 K: this is the stiffest bond in the system.
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Figure 6.7: The Debye-Waller factor for each concentration of the first Ru-Si peak fit
to the Debye model. The Debye curve was fit across all data points from 100 K to
320K. The Debye curve deviates from the low temperature data, providing evidence
of excess static disorder. 81
The difference was taken between the σ2 data points and the Debye curve at each
concentration, which is shown in Figure 6.8.
Figure 6.8: Difference between the σ2 data points from the Ru-Si peak and the Debye
curve fit to them.
The excess disorder appears to begin around 70 K and increases until around 20 K
where it begins to decrease slightly. For samples with a 300 K data point, the Debye
curve fits the high temperature data points well.
The Debye fit for the Ru-Ru σ2 vs temperature plot was fit from 0 K - 320 K
for all concentrations. The Debye fits for the Ru-Ru peaks at each concentration are
shown in Figure 6.9 and the data fit the Debye model within error with no excess
disorder at low temperature.
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Figure 6.9: The Debye-Waller factor for each concentration of the first Ru-Ru peak
fit to the Debye model. The Debye curve was fit across all data points from 0 K to
320 K, and fit the low temperature data within the error of the data. No excess static
disorder is seen.
The Debye fit for the Ru-U σ2 vs temperature plot was fit from 100 K - 320 K
for all concentrations. This range was again determined due to static disorder at low
temperature. The Debye fits for the Ru-U peaks at each concentration are shown in
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Figure 6.10. The magnitude of the excess disorder is comparable to that for Ru-Si.
However, the low correlated Debye temperature that is around 210 K implies that
the Ru-U thermal contribution is large, implying a small relative change. Ru-U is
the third peak for the Ru edge data, while the corresponding U-Ru peak in U edge
data is the second peak; we will use the U-Ru results discussed in next section for
this pair.
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Figure 6.10: The Debye-Waller factor for each concentration of the Ru-U peak fit
to the Debye model. The Debye curve was fit across all data points from 100 K to
320K. The Debye curve deviates from the low temperature data for concentrations
with data up to 300 K, providing evidence of excess static disorder.
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The Debye temperature for each concentration is given in the legend that is located
in the bottom right corner of each panel in Figure 6.10. The Debye curve fits the
high temperature data points well, but excess disorder is present at low temperatures.
Inset plots were made for the concentrations that had data up to 300K in order to
show the static disorder at low temperature. The difference was taken between the
σ2 data points and the Debye curve only for concentrations with data up to 300 K,
which is shown in Figure 6.11.
Figure 6.11: Difference between the σ2 data points up to 300 K from the Ru-U peak
and the Debye curve fit to them.
The excess disorder continues to increase as the temperature is lowered down to
20 K, similar to that for the Ru-Si peaks in Figure 6.7.
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U LIII Edge Debye-Waller Factor Plots
The Debye fit for the U-Si σ2 vs temperature plot for all concentrations were done
from 0 K - 320 K. The concentrations x=0.00 and x=0.20 only had data up to 100 K,
so a good Debye fit was not able to be attained. Instead, the Debye temperature from
x=0.05 was used for x=0.00, and the Debye temperature from x=0.15 was used for
x=0.20. This method will be applied to the σ2 vs temperature plots for the U-Ru pair
and U-U pair. These Debye fits are represented by the dashed red lines. Within the
error of each data point, the Debye curve fits through all of the data nicely. The Debye
fits for the U-Si peaks at each concentration are shown in Figure 6.12. The correlated
Debye temperature is again very high (≈ 600K), and the thermal contribution to σ2
is therefor low; consequently the relative scatter appears high.
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Figure 6.12: The Debye-Waller factor for each concentration of the first U-Si peak fit
to the Debye model. The Debye curve was fit across all data points, and fit the low
temperature data within the error of the data. No excess static disorder is seen.
The Debye fit for the U-Ru σ2 vs temperature plot for all concentrations was fit
from 90 K - 320 K. For a fit over entire temperature range, the 100 K and 200 K data
points were below the Debye curve while the 300 K data point was always above the
Debye curve. This is shown in Figure 6.13.
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Figure 6.13: The Debye-Waller factor for each concentration of the first U-Ru peak
fit to the Debye model from 0 K to 300 K. The 100 K and 200 K data points for
each concentration are below the Debye curve and the 300 K data point for each
concentration was always above the Debye curve.
The data were then fit to the Debye model in the range of 90 K to 320 K for the
U-Ru peak at each concentration, as seen in Figure 6.14.
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Figure 6.14: The Debye-Waller factor for each concentration of the first U-Ru peak
fit to the Debye model. The Debye curve was fit across all data points from 90 K to
320K. The Debye curve deviates from the low temperature data, providing evidence
of excess static disorder.
The Debye curve fits through all of the high temperature data nicely, within the
error of each data point. However, the high temperature fit range again revealed some
excess disorder that developed below roughly 70K; this in excess of the value σ2static
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in Eq. 1.34. The Debye temperature for each concentration is given in the legend
that is located in the bottom right corner of Figure 6.14.
The difference was taken between the σ2 data points and the Debye curve at each
concentration that has a 300 K data point, which is shown in Figure 6.15.
Figure 6.15: Difference between the σ2 data points from the U-Ru peak and the Debye
curve fit to them from 90 K to 320 K.
The excess disorder continuously increases as the temperature decreases, although
very slightly below 25 K.
There were two Debye fits for the U-U σ2 vs temperature plot. One of the fit
ranges was from 0 K - 220 K. The Debye fits for the U-U peaks at each concentration
for the fit range of 0 K - 220 K are shown in Figure 6.16. The variation of the data
about the fit is similar to that for U-Ru and Ru-U.
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Figure 6.16: The Debye-Waller factor for each concentration of the first U-U peak fit
to the Debye model. The Debye curve was fit across all data points from 0 K to 220
K, and fit the low temperature data within the error of the data.
The data point at 100 K tends to always be below the Debye fit, while the 300 K
data point is above. This prompted a Debye fit done from 90 K to 320 K. The Debye
fits for the U-U peaks at each concentration over this fit range is shown in Figure
6.17.
92
Figure 6.17: The Debye-Waller factor for each concentration of the first U-U peak fit
to the Debye model from 90 K to 320K. The Debye curve follows the high T data well
but deviates significantly below about 70K, indicating additional excess disorder.
The Debye curve fits the high temperature well, within the error of each data
point. However, the excess disorder of the system that develops below 70 K as shown
in Figure 6.17 is similar to the U-Ru Debye fit in Figure 6.14. The difference was
taken between the σ2 data points and the Debye curve at each concentration that has
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a 300 K data point and is plotted in Figure 6.18.
Figure 6.18: Difference between the σ2 data points from the U-U peak and the Debye
curve fit to them from 90 K to 320 K.
The excess disorder increases until around 15 K, where it levels off.
Fe K Edge Debye-Waller Factor Plots
The Debye fit for the Fe-Si σ2 vs temperature plot was fit from 0 K - 320 K for
all concentrations. It is important to note that the Fe K edge data have much more
scatter due to the poorer signal-to-noise ratio because of the low concentration of Fe.
These Debye fits for Fe-Si are shown in Figure 6.19.
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Figure 6.19: The Debye-Waller factor for each concentration of the first Fe-Si peak
fit to the Debye model. The Debye curve was fit across all data points from 0 K to
320 K. The Debye curve fits the low temperature data within the scatter of the data.
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The data for x=0.15 and x=0.20 are noisy and have large fluctuations where the
cause for these have been undetermined. Despite the scatter in the data, the Debye
curve fits reasonably over the entire temperature range. The Debye temperature for
each concentration is given in the legend that is located in the bottom right corner of
Figure 6.19. The correlated Debye temperature for the Fe-Si fluctuates around 600
K, while the Ru-Si correlated Debye temperature is over 700 K. This indicates that
there is more thermal contribution in the Fe-Si pair than the Ru-Si pair, although
both being stiff bonds.
The Debye fit for the Fe-Ru σ2 vs temperature plot was fit from 0 K - 320 K for
all concentrations. These Debye fits are shown in Figure 6.20.
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Figure 6.20: The Debye-Waller factor for each concentration of the first Fe-Ru peak
fit to the Debye model. The Debye curve was fit across all data points from 0 K to
320 K. The Debye curve fits the low temperature data within the scatter of the data.
The low concentration of Fe in the samples result in considerable scatter in the
data. The data for x=0.15 and x=0.20 are noisy and have large fluctuations, but not
as much fluctuation as seen in the Fe-Si peaks. The Debye curve fits through all of
the data points within the scatter and the Debye temperature for each concentration
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is given in the legend that is located in the bottom right corner of Figure 6.20.
The Debye fit for the Fe-U σ2 vs temperature plot was also fit from 0 K - 320 K
for all concentrations, as shown in Fig 6.21. The 300 K data point for x=0.08 was
significantly below the Debye curve fit, which caused the low temperature data to not
be fit properly. The Debye fit for x=0.08 was done over the temperature range of 0
K to 240 K. The 220 K and 300 K data points had significant scatter for the Debye
curve. These two data point were excluded in the Debye fit done for x=0.15. The
Debye fits for the Fe-U peaks at each concentration are shown in Figure 6.21.
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Figure 6.21: The Debye-Waller factor for each concentration of the first Fe-U peak fit
to the Debye model. The Debye curve was fit across all data points from 0 K to 320
K. The Debye curve fits the low temperature data within the scatter of the data.
There is still some scatter due to a low concentration of Fe. The Debye curve fits
through all of the data points within the scatter, and no excess disorder is seen. The
Debye temperature for each concentration is given in the legend that is located in the
bottom right corner of Figure 6.21.
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Chapter 7
Discussion
We expected that the electronic structure that lead to the formation of a large
localized U moment would appear in the U LIII edge since the sample becomes AFM
above a Fe concentration of x=0.1. However, the variation of the U LIII edge in
URu2−xFexSi2 shows no clear change in the electronic configuration of U electrons as
a function of x, both at low T and at 20 K, as seen in Figure 6.1. Any shift in the
edge that is less than 0.1 eV is at the limit of our resolution.
Based on the small structure found in the Ru K edge XANES region, it might be
that Ru plays a larger role in the HO/LMAFM phase than previously thought. The Fe
edge in URu2−xFexSi2 also depicts two possible anomalies that indicate small changes
in the electronic structure about the Fe defect atoms.. Fe and Ru belong to the same
group in the periodic table and show similar patterns in their electron configuration
and in the XANES. This is seen by the anomaly that occurs around µ(E) ≈ 0.94
in both the Fe K edge and Ru K edge in Figure 6.2 and Figure 6.3, respectfully.
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However, these changes in both absorption edges are close to the observational limit
of the apparatus, and the Fe K edge has a poorer signal-to-noise ratio due to the low
concentration of Fe.
The pair distance plots, which are given in Appendix D, reveal some useful in-
formation. The distance between U and each of its 3 nearest neighbors decreases
by approximately 0.008 A˚ as temperature decreases from 300 K to around 10 K, as
expected. The U-Si distance is found to be 0.02 A˚ below 3.1715 A˚, the result from
diffraction, while the other two remaining U pairs agree with the diffraction distance.
A small effect due Fe doping on the Ru site is observed. The distance across all
U-X pairs decrease by approximately 0.003 A˚ as the Fe concentration increases. At
low temperatures, this distance varies for each U-X pair as the Fe concentration in-
creases. The U-Si pair distance decreases by 0.004 A˚, while the U-Ru and the U-U
pair distances decrease by 0.003 A˚. These effects are depicted in Figure D.1 - D.3
The pair distance plots of the Fe edge with its 3 nearest neighbors (Si, Ru, U) are
seen in Figures D.4 - D.6. The distances are significantly shorter than the correspond-
ing distances of Ru with its 3 nearest neighbors, since Fe is a smaller atom than Ru.
The solid red line in Figures D.4 - D.6 portray the distance of Ru-X pairs at 300 K to
show this result. At 300 K, the Fe-Si pair distance was 0.05 A˚ below the distance for
Ru-Si, while both the Fe-Ru pair distance and the Fe-U pair distance were approxi-
mately 0.02 A˚ below the distance found by diffraction for the corresponding Ru-Ru
bond and the Ru-U bond. This deviation from the Ru-X pair distances is evidence
of the doping of Fe on Ru site acting as a chemical pressure [21]. Also, each Fe peak
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exhibits thermal expansion since the distance between Fe and its 3 nearest neighbors
decrease as temperature decreases. The σ2 plots for the Fe K edge also confirm that
Fe is on the Ru site since the Debye model fits reasonably.
The distance between Ru and its three nearest neighbors agree with the distance
based on diffraction across all Fe concentrations at 300 K. Each Ru pair shows evi-
dence for thermal contraction as temperature decreases. No noticeable change in pair
distances is observed as the Fe concentration is increased. These pair distance plots
are given by Figures D.7 - D.9.
The Ru-Si peak in the Ru K edge data has a high Debye temperature that de-
creases from 786 K to 713 K as x increases from 0 to 0.2. The Debye model fits
the high temperature data well, but deviates from the low temperature data with
an unusual excess static disorder of 0.0004 A˚2. For this pair, the σ2 increases as
temperature is lowered until around 25 K, whereas in all thermal vibration models,
σ2 must decrease as T is lowered. This indicates a split Ru-Si peak with two slightly
different positions for the Ru atom.
The Ru-Ru peak in the Ru K edge data has an intermediate Debye temperature
that changes little as x increases from 0 to 0.2. This is comparable to the Fe-Ru peak
in the Fe K edge data, but about 15 K higher. The Debye curve fits through all the
data well, with no evidence of excess disorder developing at low temperatures.
The Ru-U peak in the Ru K edge data has a low Debye temperature that is nearly
constant as x increases from 0 to 0.2. The Debye curve fits the high temperature data
well for the concentrations that have high temperature data through 300 K, but shows
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excess static disorder of 0.0005 A˚2 at low temperatures. This indicates that the Ru-U
peak is also likely split.
The U-Si peak in the U LIII edge has a high Debye temperate that increases from
573 K to 599 K as x increases from 0 to 0.2. This high Debye temperature indicates
a stiff bond between U and its nearest Si neighbor. The Debye curve fits reasonably
well through all of the data, indicating no significant increase in local disorder for
U-Si. Any structural distortion would keep this bond length nearly constant due to
the very strong U-Si bond.
The U-Ru peak in the U LIII edge has a fairly low Debye temperature that increases
from 217 K to 229 K as x increases from 0 to 0.2. This indicated that there is a
weak bond between U and its nearest Ru neighbor. The Debye curve fit the high
temperature data well, but consistently deviates from the low temperature data by
nearly the same amount for each sample. This indicates that there is excess static
disorder in the system of 0.0004 A˚2, which implies that the U-Ru peak is slightly
split.
The U-U peak in the U LIII edge had a Debye fit done from 90 K to 320 revealed
a low Debye temperature that is very consistent as x increases from 0 to 0.2, which
indicates a weak effective bond between U atoms. The Debye model fits the high
temperature data well, but deviates from the low temperature data with excess dis-
order developing below 70 K of 0.0005 A˚2. This again would imply that the U-U pair
distribution is also slightly split.
The Fe-Si peak in the Fe K edge has a high Debye temperature that decreases
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from 625 K to 584 K as x increases from 0 to 0.2, which is lower than the Debye
temperature for from the corresponding Ru-Si peak in the Ru K edge by about 150
K. There is scatter in the data caused by the low concentration of Fe in each sample;
However, the Debye curve fits the data quite well when considering the larger scatter
for the Fe edge. There is no significant excess static off-set at low temperature. The
x=0.15 and x=0.20 concentrations are noisy and have large fluctuations at the 100
K and 160 K data points. This might be caused by the incident monochromatic
X-ray beam not being centered on the sample. However, this also could possibly be
a physical effect of the system. This could be resolved with more high temperature
data of the Fe K edge.
The Fe-Ru peak in the Fe K edge data has a Debye temperature that increases
from 382 K to 393 K as x increases from 0 to 0.2. This is comparable to the Debye
temperature of the Ru-Ru peak in the Ru K edge. There is scatter in the data that
is due to the low concentration of Fe in each sample. The Debye curve fits through
all of the data points well, without showing any evidence of excess disorder at low
temperature.
The Fe-U peak in the Fe K edge data has a low Debye temperature that fluctuates
as x varies from 0 to 0.2. This is comparable to the Ru-U peak in the Ru K edge,
but slightly higher. The Debye model fits well to this peak, with no evidence of static
disorder in the system.
The Debye temperature for each peak was determined from fitting the σ2 data
points to the Debye model, which allows for the effective spring constant for atom
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pairs to be found, as discussed in Section 1.6 and Section 1.7. The Debye fit for each
Ru K edge and U LIII edge pair was extended to cover the range from 0K to 1500K
in order to obtain the slope at high T. The bond strength was determined from this
slope by
κ =
kBT
σ2
(7.1)
where kB is the Boltzmann constant, T is the temperature and σ
2 is the Debye-Waller
factor.
The effective spring constant of the Ru-Si pair dominates the dynamics of the local
structure compared to the other effective spring constants of the other atom pairs.
The Ru-Si effective spring constant also decreases as the Fe concentration increases.
This is attributed to the replacement of Ru with Fe in the system. The Ru-Ru pair
remains almost constant, aside from the slight decrease due to the replacement of Fe
on Ru sites in the structure. The effective spring constants of the Ru-Si, Ru-Ru, and
Ru-U pairs are given in Table 7.1.
Table 7.1: Ru Effective Spring Constant to Nearest Neighbors
Concentration
Ru-Si Effective
Spring Constant
(eV/A˚2)
Ru-Ru Effective
Spring Constant
(eV/A˚2)
Ru-U Effective
Spring Constant
(eV/A˚2)
0.00 11.3 7.0 2.4
0.05 10.6 6.9 2.4
0.08 10.4 6.9 2.5
0.10 10.3 6.9 2.5
0.12 10.0 6.8 2.5
0.15 9.7 6.8 2.6
0.20 9.3 6.7 2.7
The effective spring constant of the U-Si pair appears to vary around 6.1 eV/A˚2.
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The effective spring constant increases from x=0.00 until it reaches a maximum value
at x=0.10, where it then decreases. The lack of high temperature data at x=0.00,
x=0.08, and x=0.20 may be the cause this variation. The effective spring constant
of the U-Ru pair and of the Ru-U pair are comparable to one another. The values of
the U-X effective spring constants are given in Table 7.2.
Table 7.2: U Effective Spring Constant to Nearest Neighbors
Concentration
U-Si Effective
Spring Constant
(eV/A˚2)
U-Ru Effective
Spring Constant
(eV/A˚2)
U-U Effective
Spring Constant
(eV/A˚2)
0.00 5.7 2.7 2.3
0.05 5.6 2.8 2.3
0.08 6.5 2.8 2.4
0.10 6.6 2.7 2.5
0.12 6.2 2.9 2.4
0.15 6.1 3.0 2.4
0.20 6.0 3.0 2.5
The effective spring constant of the Fe-Si pair decreases as more Fe is introduced
into the system. This is similar behavior for the effective spring constant of the Ru-
Si pair. The effective spring constant of the Fe-Ru pair remains consistent around
5 ev/A˚2. Compared to that of the Ru-Ru pair, the Fe-Ru pair is slightly weaker,
but appears to follow the same trend of increasing from x=0.00 to x=0.10, then
decreasing. Table 7.3 shows the effective spring constant for Fe and its 3 nearest
neighbors.
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Table 7.3: Fe Effective Spring Constant to Nearest Neighbors
Concentration
Fe-Si Effective
Spring Constant
(eV/A˚2)
Fe-Ru Effective
Spring Constant
(eV/A˚2)
Fe-U Effective
Spring Constant
(eV/A˚2)
0.05 7.4 4.7 1.9
0.08 6.8 5.1 1.8
0.10 7.0 5.1 1.7
0.12 6.7 4.7 1.7
0.15 6.5 4.8 1.7
0.20 6.4 4.9 1.9
The effective spring constant of the U-Ru pair and of the Ru-U pair are comparable
to one another. Also, the core atoms that have U as its nearest neighbor also have the
weakest effective spring constant. This implies that these pairings will be distorted
when some excess disorder is in the system.
The σ2 vs temperature plots allow for distortions of the local structure of URu2−xFexSi2
to be observed. The Ru-Ru pair and the U-Si pair do not have excess disorder at
low temperature. The Ru-Si pair has a significant increase in σ2 at low temperature
below 70 K which continues to increase until 20 K and the excess disorder at low
temperatures shows evidence of a split Ru-Si peak. The Ru-U, U-Ru, and U-U pairs
show a comparable increase in disorder at low temperature. A model of the local
structure distortion must accommodate these observations.
First, one needs a distortion that does not significantly change the Ru-Ru or U-
Si pair distances; these distortions must be accommodated by bond angle bending.
A distortion that will do this is an orthorhombic distortion in which the b-axis is
lengthened and the a-axis shortened, or vice versa. An example is shown in Fig
7.1 for the Ru-Ru pairs and U-Si pairs, where the displacements of the Ru or U
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atoms relative to the center of the square cross-section of the original tetragonal unit
cell. The displacements of Ru along the c-axis would be perpendicular to the Ru-Ru
distance and would also not change the Ru-Ru distance. Note that an orthorhombic
distortion at 45 deg would not work as it would require for example a compression of
two Ru-Ru distance and a lengthening of the other two.
Figure 7.1: Orthorhombic distortion of the Ru-Ru pair (a) and the U-Si pair (b). The
distance between the nearest Ru-Ru pair and the nearest U-Si remain constant.
This same orthorhombic distortion must be maintained for the Ru-Si pair. The
stiff Ru-Si bond, which is given in Table 7.1, suggests that the Ru atom may move
up or down along the c-axis. There are two Ru-Si bonds in the a-c plane and two in
the b-c plane. See Figure 1.11. Figure 7.2 depicts the two different possibilities for
the local distortion of the Ru atom.
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Figure 7.2: Orthorhombic distortion of the Ru-Si pair. The Si atoms (blue) will
either move together or move apart which dictates the displacement of the Ru atom
(yellow) along the c-axis. (a) shows the two Si atoms along the a-axis (a-c plane) to
move together, pushing the Ru atom up; similarly the separation of Si atoms along
the b-axis also shifts the Ru atom up. (b) shows the case to cause the Ru atom to
shift down along the c-axis.
The two Ru-Si bonds below the local Ru atom will either compress (move closer
together) or be under tension (move apart), while the two Ru-Si pairs above the local
Ru atom will have the opposite behavior. Figure 7.2a shows the bottom two Ru-Si
pairs under compression where the two Si atoms move closer together, and the top
two Ru-Si pairs under tension where the Si atoms move further apart. This will cause
the Ru atom to be displaced upwards on the c-axis. Figure 7.2b shows the opposite
distortion that causes the Ru atom to be distorted downwards on the c-axis. Thus
the local structure is distorted from a tetragonal local structure to an orthorhombic
local structure where two slightly different Ru-Si bond lengths are expected. Note
that this orthorhombic distortion also produces a splitting of the U-U distances, two
pairs become shorter and two longer.
From the results discussed above, a model of the distortion of the system was able
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to be constructed where the top half of the unit cell is depicted in Figure 7.3 below.
Figure 7.3: Top half of the unit cell for URu2Si2. The green spheres represent U.
The yellow spheres represent Ru. The blue spheres represent Si. The arrows dictate
the direction where each atom will travel as the temperature decreases, based on the
long axis of the orthorhombic distortion – here the b-axis. This results in a shift in
the ab-plane from a square to a rectangle. The elongation of the unit cell may occur
in either the a-axis or the b-axis.
If this were to occur locally in an ordered way, the left and right Ru atom (Ru 1) in
Figure 7.3 would move in the same direction, up, while the front and back Ru atoms
(Ru 2) would move in the opposite direction, down. This is similar to distortion of
the Ru and Si atoms due to the B1g phonon mode found by Buhot et al. (2015) [25].
We don’t know if all Ru-Si bonds become split or only a fraction of them. The up
and down displacements break 4-fold rotation symmetry which has been reported in
Raman experiments such as that by Buhot et al. 2015. When there are two possible
positions for an atom which are occupied randomly, that introduces entropy kB ln(2)
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per atom. If all entropy were removed then the change in entropy at low temperature
per mole would be 2R ln(2). The observed change for x = 0.00 is about 0.2 R ln(2)
and it increases to about 0.4 R ln(2) [21]. Figure 7.3 clearly shows how the a-b plane
will evidently shift from a square to a rectangle on local scale. The U-U pair will
have excess disorder in this model, which is seen in Figure 6.17. Therefore two U will
move together while the other two will move apart. In Figure 7.3, the U-U pair in the
b-c plane will move apart and the U-U pair in the a-c plane will move together. The
cause of this distortion is unknown. However, a random mix of these distorted unit
cells on the scale of a few nanometers may still cause the sample to appear tetragonal
in X-ray diffraction experiments.
111
Chapter 8
Conclusion
The XANES study of URu2−xFexSi2 shows that no clear evidence for significant
changes in the electronic structure were observed for all three atomic edges; However,
there are tiny changes in the electronic structure for the Fe K edge and the Ru K
edge. These anomalies suggest that Ru might play a larger role in the LMAFM
phase transition than previously expected. More data will be taken to investigate the
structure found in the Ru K edge and the Fe K edge.
The Ru K edge pair distance plots as a function of temperature showed that
the distance between Ru with its three nearest neighbors (Si, Ru, and U) remained
consistent with the distances determined by diffraction. The Fe K edge pair distances
are shorter than the corresponding pair distances for Ru and its 3 nearest neighbors.
For example the Fe-Si bond distance is about 0.05 A˚ shorter than Ru-Si bond distance.
This shortening of the Fe-X distances is consistent with the concept of a chemical
pressure effect. In addition, as the temperature decreases, the distance between the
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Fe atom and its three nearest neighbors (Si, Ru, and U) all decreases as expected
for thermal contraction. The U LIII edge pair distances also decrease as temperature
decreases, but deviate slightly from the distances found by diffraction.
Evidence of excess disorder was found in the Ru-Si, Ru-U, U-Ru, and U-U pairs.
The Ru-Si pair had a significant increase in σ2 at low temperature from around 70 K
to around 25 K, which provides evidence of a split Ru-Si peak. The Ru-Ru and U-Si
pairs did not show any evidence of excess disorder at low temperatures, indicating that
their bond lengths stay essentially constant as the local structure is distorted. Based
on these results, a distortion model of URu2−xFexSi2 was created. It was found that
the tetragonal structure distorted into an orthorhombic structure, where the square
a-b plane changed into a rectangular base. However, the determination of whether
the a-axis lengthens or contracts is unable to be determined since EXAFS focuses on
only the local structure of the material. If this occurs randomly, the material would
still appear to have a tetragonal structure in X-ray diffraction experiments.
Some concentrations in the U edge data and the Ru edge data lacked data in
the high temperature range. We plan to collect more data for all absorption edges
discussed in this thesis in the near future, especially in the high temperature range.
More high temperature data would determine more accurate fits to the Debye model
for the σ2 data, especially regarding the U-U pair to better determine the observed
excess disorder at low temperature. This could also possibly help determine if the
fluctuations in the Fe K edge data in the intermediate temperature range were caused
by excess noise during the data collection process, or if it is a real effect.
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Appendix A
Theoretical Simulations
Figure A.1: Theoretical simulation of the U LIII absorption edge created by the FEFF
program.
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Figure A.2: The 8 standard files used to fit the transmission data of the U edge. The
U-Ru peak at 3.162 A˚ is depicted as the solid black line. The U-Fe peak at 3.162 A˚
is depicted as the solid red line. The U-U peak at 4.131 is depicted as the solid blue
line. A multiscattering (MS) peak at 5.371 A˚, where the photoelectron scatters first
off of Si, then off of Ru, is depicted as the solid green line. The U-Si peak at 3.172
A˚ is depicted as the solid cyan line. The U-Si (second closest Si neighbor) at 3.554
A˚ is depicted as the solid magenta line. The U-Ru (second closest Ru neighbor) at
5.202 A˚ is depicted as the dashed black line. The U-Fe (second closest Fe neighbor)
at 5.202 A˚ is depicted as the dashed red line. Except for the MS peak, all plotted
peaks are for one neighbor.
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Figure A.3: Theoretical simulation of the Fe edge created by the FEFF program.
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Figure A.4: The 10 standard files used to fit the fluorescence data of the Fe edge. The
Fe-Si peak at 2.368 A˚ is depicted as the solid black line. The Fe-Ru peak at 2.921 A˚
is depicted as the solid red line. The Fe-U peak at 3.162 A˚ is depicted as the solid
blue line. The Fe-Ru peak at 4.131 A˚ (second closest Ru neighbor) is depicted as the
solid green line. A combination of two muliscattering (MS) peaks located at 5.006 A˚
is depicted as the solid cyan line. A MS peak at 3.829 A˚, where the photoelectron
scatters first off of Si, then off of Ru, is depicted as the solid magenta line. The Fe-Si
peak at 4.177 A˚ (second closest Si neighbor) is depicted as the dashed black line. The
Fe-Si peak at 4.762 A˚ (third closest Si neighbor) is depicted as the dashed red line.
The Fe-Ru peak at 4.789 A˚ (third closest Ru neighbor) is depicted as the dashed blue
line. The Fe-U peak at 5.202 A˚ (second closest U neighbor) is depicted as the dashed
green line. Except for the MS peaks, all plotted peaks are for one neighbor.
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Figure A.5: Theoretical simulation of the Ru edge created by the FEFF program.
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Figure A.6: The 9 standard files used to fit the transmission data of the Ru edge. The
Ru-Si peak at 2.368 A˚ is depicted as the solid black line. The Ru-Ru peak at 2.921
A˚ is depicted as the solid red line. The Ru-U peak at 3.162 A˚ is depicted as the solid
blue line. The Ru-Ru peak at 4.131 A˚ (second closest Ru neighbor) is depicted as
the solid cyan line. A muliscattering (MS) peak at 3.829 A˚, where the photoelectron
scatters first off of Si, then off of Ru, is depicted as the solid green line. The Ru-Si
peak at 4.177 A˚ (second closest Si neighbor) is depicted as the solid magenta line. A
MS peak at 4.434 A˚, where the photoelectron scatters first off of Si, then off of Ru,
is depicted as the dashed black line. A MS peak at 4.737 A˚, where the photoelectron
scatters first off of Si, then off of Ru, then finally off of Si is depicted as the dashed
red line. The Ru-Si peak at 4.762 A˚ (third closest Si neighbor) is depicted as the
dashed blue line. Except for the MS peak, all plotted peaks are for one neighbor.
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Appendix B
Data Reduction of the Ru K Edge
Figure B.1: Ru K absorption edge transmission data converted into k-space. This
procedure is discussed in Section 4.1. The data depicted was taken at 7 K with no
Fe concentration.
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Figure B.2: The Fourier transform of the Ru K absorption edge k-space data. The
data depicted had no Fe concentration at all set temperatures.
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Appendix C
RSFIT Fits
Figure C.1: The 8 standard files for the U LIII edge are used to fit the transmission
data of the U edge with no Fe concentration at 4 K by the RSFIT program. The red
plus symbols represent the U edge transmission data. The green line represents the
fit of the 8 standard files. The data were fit to the 8 standards from 2.5 A˚ to 5.3 A˚.
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Figure C.2: A fit of the Fe K edge EXAFS data to a sum of 10 standard files for
the fluorescence data by the RSFIT program. The red plus symbols represent the Fe
edge fluorescence data. The green line represents the fit of the 10 standard files. The
data were fit to the 10 standards from 1.8 A˚ to 4.5 A˚.
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Figure C.3: A similar fit of the Ru K edge EXAFS data to a sum of 9 standard
FEFF files using the RSFIT program. The red plus symbols represent the Ru edge
transmission data. The green line represents the fit of the 9 standard files. The data
were fit to the 9 standards from 1.8 A˚ to 4.0 A˚.
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Appendix D
Position Plots
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D.1 U Edge Position plots
Figure D.1: The average distance between U and its closest Si neighbor as a function
of temperature. The distance between U and its closest Si neighbor was found to be
3.1715 A˚ based on diffraction at 300 K, and is depicted as the solid red line. There
is a discrepancy in comparison with diffraction at 300 K; the EXAFS distances are
about 0.02 A˚ shorter.
126
Figure D.2: The average distance between U and and its closest Ru neighbor as a
function of temperature. The distance between U and its closest Ru neighbor was
found to be 3.1623 A˚ based on diffraction at 300 K, and is depicted as the solid red
line. The EXAFS distances are comparable to that of diffraction at 300 K.
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Figure D.3: The average distance between U and its closest U neighbor as a function
of temperature. The distance between U and its closest U neighbor was found to be
4.1308 A˚ based on diffraction at 300 K, and is depicted as the solid red line. The
EXAFS distances at 300 K is about 0.006 A˚ less than diffraction distance results at
300 K.
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D.2 Fe Edge Position plots
Figure D.4: The average distance between Fe and its closest Si neighbor as a function
of temperature. The solid red line resembles the distance of 2.3683 A˚ between Ru
and Si that is based on diffraction at 300 K. The Fe-Si bond is significantly shorter
by roughly 0.05 A˚ compared to Ru-Si, which agrees with the concept of chemical
pressure.
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Figure D.5: The average distance between Fe and its closest Ru neighbor as a function
of temperature. The solid red line resembles the distance of 2.9209 A˚ between Ru
and Ru that is based on diffraction at 300 K. The Fe-Ru bond is shorter than the
Ru-Ru distance based on diffraction at 300 K by approximately 0.03 A˚, which agrees
with the concept of chemical pressure. 130
Figure D.6: The average distance between Fe and its closest U neighbor as a function
of temperature. The solid red line resembles the distance of 3.1623 A˚ between Ru
and U that is based on diffraction at 300 K. The Fe-U bond is shorter than the Ru-U
distance based on diffraction at 300 K by approximately 0.02 A˚, which agrees with
the concept of chemical pressure. 131
D.3 Ru Edge Position plots
Figure D.7: The average distance between Ru and its closest Si neighbor as a function
of temperature. The distance between Ru and its closest Si neighbor was found to
be 2.3683 A˚ based on diffraction at 300 K, and is depicted as the solid red line. The
Ru-Si distance from EXAFS agrees well with diffraction at 300K.
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Figure D.8: The average distance between Ru and its closest Ru neighbor as a function
of temperature. The distance between Ru and its closest Ru neighbor was found to
be 2.9209 A˚ based on diffraction at 300 K, and is depicted as the solid red line. The
Ru-Ru distance from EXAFS agrees well with diffraction at 300K.
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Figure D.9: The average distance between Ru and its closest U neighbor as a function
of temperature. The distance between Ru and its closest U neighbor was found to
be 3.1623 A˚ based on diffraction at 300 K, and is depicted as the solid red line. The
Ru-U distance from EXAFS agrees well with diffraction at 300K.
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Appendix E
Debye Temperature vs x Plots
Figure E.1: The Debye temperature ΘD vs concentration x for the first 3 single
scattering peaks of the U edge. Only x=0.05, x=0.10, and x=0.12 had data up to
300K. A line was fit through the 3 data points corresponding to each individual peak.
The Debye temperature for the other concentrations were taken from the value on
the linear fit.
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Figure E.2: The Debye temperature ΘD vs concentration x for the first 3 single
scattering peaks of the Ru edge. Only x=0.00, x=0.08, and x=0.15 had data up to
300K. A line was fit through the 3 data points corresponding to each individual peak.
The Debye temperature for the other concentrations were taken from the value on
the linear fit.
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