In this paper, we show a clustering method supported on evolutionary algorithms with the paradigm of linear genetic programming. "The Straight-Line Programs (slp)", which uses a data structure which will be useful to represent collections of documents. This data structure can be seen as a linear representation of programs, as well as representations in the form of graphs. It has been used as a theoretical model in Computer Algebra, and our purpose is to reuse it in a completely different context. In this case, we apply it to the field of grouping library collections through evolutionary algorithms. We show its efficiency with experimental data we got from traditional library collections.
Introduction
Information Retrieval Systems (IRS) are a class of information systems concerned with databases composed of documents processing user queries, in order to facilitate access to relevant information. Many universities and public libraries use IRS to provide access to catalogs books, journals and other documents. In IRS, Cluster Analysis is the generic name for a wide variety of procedures that can be used to create a classification of objects and has been developed and used in many fields from social science to library and information science [1] . Document Clustering has attracted much interest in recent decades due to the relevance of the problem of finding the group that better describes a document.
Genetic Algorithms (GA's) are probabilistic search methods that apply natural selection for finding global optimum solution of optimization problems having feasible solutions [2] . In GA's a population of strings (called chromosomes), which encodes candidate solutions (called individuals) to an optimization problem, evolves toward better solutions. The chromosomes are selected for reproduction under the action of crossover and mutation to form new population. The new population is evaluated and re-used genetic operators up to achieve an optimal solution. Evolution has proven to be a very powerful mechanism in finding good solutions to difficult problems.
These concepts involve the preservation of the characteristics of the best exponents of a generation in the next generation; moreover one can introduce aleatory changes in the new generation composition by means of crossing over and mutation operations. This aleatory component prevents getting stuck into a local maximun from which you can not escape to reach a global maximun. This would represent one of the main advantages of genetic algorithm in opposition to the traditional search methods as the gradient method. Another advantage is its utility for real time applications, in spite of not providing the optimal solution to the problem it provides almost the better solution in a shorter time, including complex problems to solve by traditional methods.
The purpose of clustering is to divide a given group of objects in a number of groups (clusters). Once the optimization criterion is selected, the clustering problem is to provide an efficient algorithm in order to search the space of the all possible classifications and to find one on which the optimization function is minimized. Taking into account the quality of the solutions of GA in different types of fields and problems, it makes perfect sense to try to use it in clustering problems; also the flexibility associated with GA is one important aspect to bear in mind, because with the same genome representation and just by changing the fitness function one can have a different algorithm.
Furthermore, a slp consists of a finite sequence of computational assignments. Each assignment is obtained by applying some function (selected from given set) to a set of arguments that can be variables, constants or precomputed results. The slp structure can describe complex computable functions using fewer amounts of computa-tional resources than GP-trees. The key point for explaining this feature is the ability of slp's for reusing previously computed results during the evaluation process. Another advantage with respect to trees is that the slp structure can describe multivariate functions by selecting a number of assignments as the output set. Hence one single slp has the same representation capacity as a forest of trees. We study the practical performance of ad-hoc recombination operators for slp's. and we apply the slpbased GP approach to solve clustering of documents.
slp Structure
Straight line programs are commonly used for solving algebraic and geometric problems. An extensive study of the use of slp's in this context can be found in [3] . The formal definition of slp's we provide in this section is taken from [4] .
be a set of functions, where for each i, , each i f has arity , and let be a set of terminals.
The set satisfies that:
with
is a finite set of variables and is a finite set of constants. A straight line program (slp) over these functions is a finite sequence of computational instructions , where each , The number of instructions l is the length of P. 
Note that P' is the set of leaves of the graph G P and is a subset of terminals   1 m . By example, the next graph shows the directed graph associated with the slp described in Equation (1) (See Figure 1) The method for constructing the tree associated with a non-terminal variable k is a recursive process in each case calculated through subtrees. We can use this property to define a partial order as follows:
T Definition: Let a slp on the sets of functions and terminals. We define the relation "<<" on it as the one which, for:
, , a n d : , ,
If and only if
This relation "<<" is a partial order on the set of programs, in a similar way as the inclusion is a partial order in the power set of a given set.
Forest Associated with slp (See Figure 2)
Let a slp on the sets of functions and terminals. We define the forest associated with P as the set of trees:  is , where
is the set of maximal elements of P respect to the partial order «.
Example: Let the next slp on the set of functions and terms . 
Development of Evolutionary System for Document Clustering
Our evolutionary system makes use of concepts of Genetic Algorithm (GA) [5, 6] , that allows to increase its potentiality and versatility. In our proposal, an individual is considered as a chromosome that adopts a proper length (depending on the number of documents). Here, the individual is represented by a binary tree structure grouping all documents in its leaves, where a document is more related to some other if they are in a nearest branch. These structures are formed by nodes. In our system, there are terminal and non-terminal nodes connected by edges. The terminal nodes (leaf nodes) are documents. Each terminal node contains the vector representation of a document (represented by its characteristic vector). Thus, each document in the collection has a single terminal node. Each non-terminal node contains the result of the function of adaptation (fitness) for the two remaining nodes and the coordinates of the centroid of both. We apply the euclidean distance and the Pearson's correlation coefficient simultaneously to evaluate the fitness of our algorithm. This function must be minimized in order to get the solution for the given crossing and mutation operators designed for the problem.
The effects of different mutation and crossover rates had been compared. In this model documents are represented by vector of terms that they are obtained with NZIPF method [7] . We use term vectors, obtained applying a methodology of processing the documents [8] to obtain the best characteristic vectors, selected from the area defined by the use of the Zipf law [9] and the Goffman Point [10, 11] .
Because we work with evolutionary algorithms, it needs the adjustment of several parameters that make strong effect on the results. Therefore we have to carefully define the experimentation environment [12] and the dataset that we use in our tests. tion we can show in Figure 4 . ments to be grouped. Our chromosome is represented by a binary tree which is evaluated with a fitness based on a combination of distance and similarity measures, operating in pairs of vectors.
Initial Population
 a set of functions such that f i has arity a i for all i, 1≤ i ≤ n and let a set of terms as we introduced before. We describe the process for generating each of the slp initial population.
We call "global fitness" to fitness that corresponds to the non-terminal top level node (root node) and "partial fitness" the one obtained in the remaining non-terminal nodes. Therefore in the representation there are many "partial fitness" and a single "global fitness" for each individual (each tree).

For the first non-terminal variable u 1, select a function
this function f j1 randomly choose an element α i from the set of terms T. In general, for non-term variable u k , k > 1, also started choosing a function f jk F (from the set of given functions). The difference is now, for each argument i,
, choose at random an element in the set
In practice, we code each of these structures by a string, in which the zeros (0) denote non-terminal nodes and non zeros substrings represent each document.
Documents appears as an avatar (string) arranged between the zeros, which in polish notation describes the tree. The string is traversed in "preorder".
In practice, we must introduce an upper bound L for the length of the slp involved in the process of genetic programming. Therefore, the first step in the generation of each slp should consist of randomly selecting the length We have fixed 50 as the population's size, so we have 50 different trees for each test. We generate the individuals (chromosomes) in a random way. These chromosomes are called initial population that feed into genetic operator process [2, 5] . The length of a chromosome depends on the number of documents in the documental database. Genetic operators generate a new population from the existing one, placing similar documents into a given groups ( Figure 5 ). We should have all documents in our documental data base without repetition. This representation of the chromosome is a necessary condition for the algorithm.
For the first document collection (first string): The character "A" is an avatar that corresponds to the document 110, the character "5" with the document 5, the character "4" with the document 4, the character "2" to document 2, the character "a" with the document 95, the character "$" with the document 221.
For the second document collection (second string): The "&" character is an avatar that corresponds to the document 205, the character "F" with the document 97, the character "h" with the document 42, the character "3" with the document 3, the character "1" to document 1, the character "5" with the document 5 and the character "2" with the document 2.
Fitness Evaluation
Each individual has a "global fitness" and each node has a "partial fitness". We use two measures of the fitness Each of the strings is an individual, whose representa- function to calculate the distance and similarity between documents and to be able to form better clusters. Thus, the proposed fitness on the one hand try to maximize the similarity of documents and minimizing the distances between them, (see Table 1 ). where the α coefficient is the weight that balances the values of the distance (Euclidean) and of the value of similarity (α varies between 0 and 1), ie the coefficient of the convex combination of the distance and the inverse of the similarity, and each d i is represented by its characteristic vector.
Selection
After we evaluate population's fitness, the next step is chromosome selection. Selection embodies the principle of 'survival of the fittest'. Satisfied fitness chromosomes are selected for reproduction, for it, we apply the method of selection of the tournament, using a tournament of 2, and we apply Elitism in each generation using the strategy called GAVAPS (Genetic variation in the size of the population) [2, 13] using the concept of age and time of life, so that if an individual has better fitness will have more time to live. Therefore, this approach keeps elitism in subsequent generations.
Genetic Operator
With the slp data structure can be implemented genetic operators used in the field of evolutionary computing, allowing its full potential, such as:
2.5.1. Propossed Crossover Operator with the Structure slp As slp is coded as a finite sequence of operations and individuals have the same length, classical crossover methods, such as cross at one point, two point crossover and the uniform crossover can be adapted to this data structure. Here are the details:
with the same number of functions and terms. Then, the above crossover operators, act on these structures as follows:
At one point: Since breaking point
, crossing at a point operating on the slp P 1 and P 2 produces:
At two points: Given two break points
with i < j crossing at two points operating on the slp P 1 and P 2 produces:
uniform cross operating on the slp P 1 and P 2 produces:
where for all
If 0 then and 1 then and
Although it is possible to apply any of the discussed crossover operators with slp structure, we had to develop a new crossover operator to avoid the possibility of having a given documents twice in an individual.
Crossover Operator Used
We developed a crossover operator based on a crossover mask, which applies on the populations of individuals. First we selected two parent individuals by the method of the tournament, then we choose randomly one chromosome and this chromosome is used to define the mask for the crossing. We call the "parent mask chosen", the individual chromosome randomly chosen and "un chosen parent mask" the remaining one.
At the beginning the new individual will have as avatar the chromosome of the chosen parent mask. Then, the crossing is made by examining the chromosomes gene by gene from both parents. If genes are a non-terminal node (node 0), we keep the gene that corresponds to the mask of the father elected to the new individual child. But if we find terminal nodes (documents) in both parents' genes on the chromosomes, then we select the gene for the mask of the unselected parent, and this gene is sought and exchanged in the new individual with a corresponding gene of the mask of unelected father [14, 15] . For example, if we have 5 documents and we have the following chromosomes parents: Then, the new individual will always have documents that are not repeated (Figure 6 ).
Mutation Operator
The mutation operator is asexual and therefore acts on a single parent, making small random changes what will help to maintain diversity in the population that, otherwise, could tend to converge prematurely to a local optimum.
Let
be a set of functions such that f i has arity a i for all i, 1≤ i ≤ n and let be a set of terms as we introduced before. The first step in applying the mutation slp to slp P is to select a non-terms variable u i P randomly. After than, we select randomly, one of the arguments of the function f
tions non-terms variable u i . For the final step, we replace the argument by one from the set chosen randomly. Formally, the slp mutation operation is described:
a slp on the set of functions and terms and let
the variable non-terminal selected to be mutated, where f functions and .
 l
Mutation of the slp P at point i occurs:
,where
, , , , , , 
Stop Criteria
Stop criteria is used to determine when the algorithm stops. When the fitness value has no changes during a given number of generations we consider that we got a good individual, representing relations between documents. In any case the maximum number of generations is set to 4000.
Experiments and Results
For the real tests we have used documents from the "Reuters 21578" collection [16] , taking the distributions with greater dispersion of data (distribution 21, distribution 2, distribution 20, distribution 8) and documents of the collection of editorials of the Spanish newspaper "El Mundo".
Reuters 21578 is a documentary collection, one of the "de facto" standards within the domain of automatic categorization of documents, used by numerous authors. We have also used the collection in Spanish of the editorials of the newspaper "El Mundo" from the years 2006 and 2007, which has been classified manually into the document processing stage. Thus from both collections have taken representative samples of groups of documents. To verify the validity of our work, we used the distributions with higher dispersion. The comparative data is presented in Table 2 .
Samples were taken by selecting the documents from two categories of each documental collection, taking those categories that contain the greater quantity in documents. For the collection of the editorials of the newspaper "El Mundo", we apply the same approach, using the main categories that it has the thesaurus Eurovoc [17] . It was necessary to carry out a manual classification previously in each one of the editorials of the collection (1402 editorials). The Table 3 sample ordered the results obtained with the collection of the editorials alphabetically. Thus, the experiments with the GA, making five executions were carried out on each of the samples taken from experimental collections. The output of the experiment is the best fitness obtained and the convergence speed or the generation where the best fitness was gotten.
Finally, as a measure of the quality of the algorithm is able to serve the best solution obtained and the robustness, i.e. the average quality of the algorithm (average values of the various solutions obtained) [18] .
In experiments in our work environment, we used samples of documents collected randomly from "very few (20) , few (50), many (80) and enough (150)" documents, with the requirement that belonged to only two categories of Reuters or distribution of Editorials in Spanish. Each sample was processed with 5 different seeds, and each of the results was compared with a result from Kmeans method.
Because of its influence during the experiments, the choice of GA parameters has been analyzed in detail. We attended, the evolution of successes (groups assigned to each document which accords with the distribution), and the changing role of adaptation "fitness" used.
Determination of the Value of α in the GA
To determine this value of α, we use the distribution that has the highest dispersion of documents in the Reuters collection (distribution 21) and apply the GA varying the value of α in each of the tests with the usual parameters, always trying to test the effectiveness of the GA. We analyzed the relationship between fitness and the value of α (Figure 9) . In Table 4 , we show the results in determining the value of α with different samples of documents examined.
The results suggest that a value of α close to 0.85 provides better results because it gives us more effectiveness in terms of number of hits, and a better fitness for the algorithm. This is corroborated with other distribution of the collection.
Tests to Determine the Rate for Mutation and Crossover Operators
We began with an analysis of the system behaviour for different rate of the mutation operator in a wide range of values to cover all possible cases. Thus, for the rate of mutation operator in the range of: 0.01, 0.03, 0.05, 0.07, 0.1, 0.3, 0, 5, 0.7; that allows us to apply the mutation operator of GA in different circumstances and study their behaviour. To determine the optimal value of the crossover operator over an interval from 0.70 to 0.95; selecting high values to apply more frequently the crossing operator for the GA. As an index of the quality of the operator we have the number of hits of the GA. In Figre 10 , we show the average number of hits for samples u of 20, 80 and 150 documents for different mutation rates.
To help in the evaluation of the experimental results we define the hit factor as follows:
where a i is the average number of hits obtained by the GA and a 0 is the minimum average of hits obtained by the GA.
A fter experiments we conclude that the best mutation Figure 11 . Note that in the graph there is a faster fitness convergence for crossover rate equal 0.80. We conclude that there is a better behaviour of the GA when applying the mutation rate.
In addition, we analyze the incidence of crossover operator on the final results. The Figures 12 show the behavior of the hits average versus crossover rate with very few samples (20) , many (80) and many documents (150) respectively.
It makes clear that the GA perform better when using a rate of 0.80 for the crossover operator, regardless of the sample. Therefore, this value appears to be ideal if we maximize the efficiency of the algorithm, concluding that this the rate that gives us better results.
Finally, Table 5 sets out all the parameters that define the behavior of our GA.
Finally, note that using the parameters of the GA which we have determined, the evolution is similar to the one coming out from unsupervised algorithms, the algorithm evolves and looks for groups of related documents with no need of any additional information about the category the documents belong to.
Method of Assessing Results
For the analysis of results, study the following aspects: 1) Effectiveness of the cluster: It is the most important indicator comparing the results to address the quality of the cluster. The values obtained for the "best hits" have been analysed [19] (those who returned the best values in the function of adaptation) and the average values obtained in five runs of the evolutionary algorithm.
2) Evolution of fitness: Analyzing the evolution of fitness in each of the runs, for each of the samples of documents with the aim of determining their behaviour.
3) Convergence of the algorithm:
To ensure the robustness of GA, we analyzed the mean convergence of the algorithm on all executions.
In order to better compare the results, we introduced in the system parameters shown in Table 4 for all runs.
In addition, all results are compared with those obtained by the Kmeans supervised clustering algorithm in optimal conditions. Therefore, all experiments that evaluated the quality of the evolutionary algorithm were made in advance knowing the actual results, varying for each test the number of documents to cluster, and taking groups of two known categories of documentary collection. Thus, the results are always compared with real data obtained from the documentary process, being able to verify the efficiency of the GA [20] . In each run all the documents were processed by the evolving system with different seeds (5) that depended on the runtime system. In regard to Kmeans algorithm, it was executed with the same samples processed, passing as data the number of groups is desired, then also better compare the effectiveness the proposed algorithm against its performance in ideal conditions.
Better Results with Samples from Reuters Documents in the Collections (Collections in English)
Analyzed the behaviour for the four distributions of Reuters collection, the tables below (Tables 6 and 7, Tables   8 and 9 ) show the best result and the average result for each sample. In the following graphs (Figures 13(a)-(d) ), we show in percentage, the efficiency of the GA with different samples of documents in different distributions of the collection documents Reuters.
Better Results with Samples of Documents in the Collection of Publishers (Collections in Spanish)
In Table 10 , we perform the same treatment with the (Figures 14 and 15) show the effectiveness of the GA and the convergence of it.
In the overall, our algorithm gives good results with both documentary collections. We can say that at the end of the evolution and using all the parameters studied and configured for the algorithm, we offer a high effectiveness to perform both clustering of documents. Thus, the algorithm is stable and robust, independently of the sam- 
Conclusions
This work has done an extension of evolutionary algorithms, incorporating an slp data structure that improves the performance of the algorithm in its task of grouping documents. Considering the average results obtained on all samples in each of the used document collections, we see that good results are obtained, and it is feasible to extend and to design new data structures that can withstand the usual genetic operators, in order to use them in optimization problems. This paper has proposed a solution, using an evolutionary system for the problem of clustering documents. The system has been studied in relation to the number of documents to be processed. Experiments show good performance for collections of less than 150 documents, with hits Kmeans above algorithm. hus, we found that the effectiveness of our algorithm T exceeds Kmeans processing less than 150 documents, and equates this algorithm when processing more than 150 documents, and is therefore an alternative to consider for the grouping of documents with the added advantage that it do so unsupervised. Additionally, the fitness used by our algorithm, shows very little dispersion in all tests with different samples of documents when we use a value of α less than 0.85, in both document collections (Spanish and English), may be applied by the end user, to facilitate review of consultation documents, after conducting a search, with very little dispersion and unsupervised way. The genetic algorithm used is a semi supervised algorithm, which requires setting some parameters. The evolution determines the behavior of the algorithm, acting in a flexible manner to adjust rates for operators of the algorithm. For document clustering using a genetic algorithm was used combining two measurement functions (distance and similarity), to better characterize the relationship between the documents and found their proper behavior and we found experimentally that an appropriate value for the parameter α, which is involved in the formula that combines linearly and inverse distance metric of similarity of our fitness, has to take values close to 0.85. Exceeded this value, the contribution of both metrics will gradually and cease to be adequate. We used a mutation rate equal to 0.03 along with a crossover rate of 0.80, to ensure that our results are better than the Kmeans algorithm. Finally, we conclude that using an evolutionary approach with appropriate parameters, is a preferable alternative to traditional methods.
