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Abstract 
In this thesis we propose seven control charts for the process mean; one of those is of Shewhart -type and other 
six are of memory-type.  A control chart can be improved by using memory or past information, sensitizing 
rules or by using efficient estimators. We can find efficient estimators using auxiliary information. In this thesis, 
we have three estimators based on the auxiliary information including difference-in-difference estimator for 
population mean, which are found optimum in their class [see Awan and Shabbir (2014)]. According to 
Montgomery (2005) pp-169, Shewhat control charts are not very sensitive to small and moderate size process 
shifts, that’s why those are less likely to be effective in Phase II. So, to monitor small or moderate size process 
shifts in Phase II, memory control charts like CUSUM and EWMA are considered as alternate of Shewhart 
control charts. The difference-in-difference estimator is used in designing a Shewhart-type control chart in order 
to detect moderate size shifts in the process mean in Phase II. The performance of the proposed control chart is 
studied for known and unknown cases separately through a detailed simulation study. For the unknown case, 
instead of using reference samples of small sizes; large size reference sample(s) is (are) used as we can see in 
some of nonparametric control chart articles. In an illustrative example, proposed control charts are constructed 
for both known and unknown cases and are found better than EWMA and CUSUM control charts. By 
comparing ARL, the proposed control chart is found always better than Shewhart X - chart and in general better 
than classical EWMA and CUSUM control charts when we have relatively higher values of correlation 
coefficients and detection of the moderate shifts in the process mean is our concerned. Next six proposed control 
charts are of memory-type. We have four major memory-type control charts which are: CUSUM, EWMA, 
Moving Average (MA) and Progressive Mean (PM) control charts. All memory-type control charts like 
CUSUM and EWMA use memory in forward direction (say Forward-CUSUM and Forward-EWMA) in which, 
sufficiency of charting-statistic increases sample ( 1n  ) to sample in the forward direction till last sample of the 
group of size t , which has the highest sufficiency. Let we have Backward CUSUM chart, in which a classical 
CUSUM chart is designed from last sample to firs t sample in group of t  samples. In this thesis we propose a 
CUSUM-chart for process mean which takes the average of Forward and Backward CUSUMs,  in which each 
point of charting-statistic is based on ‘ tn ’ observations, hence sufficiency of each point is equal to the 
sufficiency of the last point of classical CUSUM chart. By using m  time period moving Backward CUSUM, 
second control chart is proposed, which can be used for both no FIR and FIR purposes; having an ability of 
using headstart value more than once (e.g. 6 times for 30t   and 25m  ) with little damage to ARL0 as 
compared to FIR CUSUM. In the same way, we also propose two EWMA-type charts by using Forward and 
Backward EWMAs and  m  period Moving Backward-EWMA. By using more than two memories, we can 
increase sensitivity of the control charts. In the last two proposed charts  (that are FourMems and SixMems) we 
use memory control charts six and eight times. In FourMems chart, Forward and Moving Backward CUSUMs 
of the Average of Forward and Moving Backward EWMAs are used. The proposed FourMems chart is using 
EWMA, CUSUM and MA schemes two times each. In SixMems chart six memories are used. The proposed 
SixMems chart uses memory charts eight times by using two times each of EWMA, CUSUM, MA and PM. The 
new memory-type charts are applied to three different data sets taken from different books of Quality Control. 
First data set has an upward shift, second has a downward shift and third has both types of shifts, in the process 
mean. In the first data set  mean and variance are known, in second data set mean is known and variance is 
11 
 
estimated and in the third both mean and variance are estimated by using same set of observations and reference 
samples. The proposed charts are compared with classical CUSUM, classical EWMA, FIR CUSUM, FIR 
EWMA, Mixed EWMA-CUSUM and HEWMA control charts in application. We have taken eleven well kno wn 
and competing control charts (Five others along with above six) for ARL comparison with proposed charts. In 
this thesis, our main focus is towards application in Quality Control.  
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Chapter 1 
 Introduction 
 
Variations always exist in the output of a production process, very small these may be in 
magnitude however. These variations are classified mainly in two types namely: common-
cause-variations and special-cause-variations. A production process cannot be free of 
common-cause-variations even it is designed and maintained very well and very carefully. 
Special-cause-variations occur because of some problem(s) in the system like computer or 
machine stopped working, poor quality of raw material, problem(s) in the tuning of 
equipment, operators cannot operate machines properly etc. A production process is said to 
be in-control if it has only common-cause-variation and out-of-control if it has special-cause-
variation along with common-cause-variation. These variations may result in changes in 
location and/or spread parameters of the production process. If a change in the location 
parameter of the production process has occurred then nonconforming items in the process 
output are resulted in greater number. 
Sometimes measures of central tendency such as mean (average), median or percentile points 
etc. can be used to measure the quality of items contained in a sample. For example consider 
a machine which is designed to fill instant coffee in each jar with 250 grams of coffee. It is 
impossible for this machine to fill coffee in jars with 100 percent accuracy. Coffee must be 
slightly over or slightly under the 250 grams in different jars. If a fault occurs in machine or a 
change in environment occurs then the distribution of fill volume will be disturbed. If change 
in the distribution is permanent and cannot be detected then more and more jars will be 
incorrectly filled. If change is in the form of overweight then it will be loss for producer and 
the additional weight of coffee will be a free product for consumers and vice versa. First we 
have to take successive samples of jars and then we can note either number of over/under 
filled jars in samples or we can measure the amount of coffee in each jar then taking average 
(mean) of these measurements in each sample. For achieving good quality net weight of 
coffee should be maintained. It is impossible without controlling and monitoring of output of 
the process.  
To control and monitor the quality of the output of some production process, Statistical 
Process Control (SPC) presents a lot of statistical procedures and techniques. The major 
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objectives of SPC are: to detect or to monitor the special-cause-variations from the process. 
By using SPC the quality of products can be increased. 
The SPC has a lot of statistical tools which can be applied in different stages. These tools 
comprises of descriptive techniques, summary measures (like histogram, scatter diagram 
etc.), process optimization and design of experiment etc. Control charts are also among these 
tools; which are being used to monitor a statistical process. 
This thesis aims at: 
This thesis is within the control chart domain of SPC, focusing in development of some new parametric variable 
control charts for univariate case in Phase II, by using existing control chart methodologies (Shewhart -type and 
memory-based) along with some new ideas. 
In the next of this chapter, our main focus will be the introduction of control charts, its 
important aspects, important control charts from literature, literature review, objectives of the 
thesis, data sets (which we use in the thesis) and layout of the thesis. 
1.1 Control Charts 
A control chart is used for on-line monitoring of a quality characteristic (measureable) in a 
production process in order to show whether the process is in state of in-control or out-of-
control. Shewhart was the first person, who laid the foundation of the control charts in 1925.  
1.2  Shewhart-type control chart 
 The Shewhart-type control chart by Shewhart (1931), is a graphical representation of 
the successive values of a statistic (commonly known as charting-statistic) calculated from 
observations taken on a certain quality characteristic, by taking it along the vertical axis with 
sample number or time along horizontal axis.  The charting-statistic will be shown as points 
on the chart and are customarily joined with straight-line segments. The Shewhart control 
chart has three additional straight lines (known as parameters of the Shewhart control chart) 
parallel to the horizontal axis. The centermost line is called Center Line (CL) . Lines above 
and below the CL are known as Upper Control Limit (UCL)  and Lower Control Limit 
(LCL)  respectively. These lines help user in making decision about the process, whether it is 
in the state of in-control or out-of-control. The decision can be made by checking the pattern 
or/and relative position with respect to control limits, of the plotted points of the charting-
statistic.  
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The basic purpose of the control chart is the detection of special-cause-variations in the 
process. If all points of a charting-statistic are plotted within the LCL  and UCL , the process 
is said to be in in-control state. But if a point(s) is (are) plotted outside of LCLand UCL
(means below LCL  or above UCL ) usually interpreted as alarm(s) or signal(s) of possible 
special-cause-variation. This signal is an alarm for the process that it is in out-of-control state. 
Now, the next step is to find the source of this variation in the process and then necessary 
action is to be taken for its elimination from the process. On the other hand if the process is in 
the state of in-control and no special-cause-variation is detected by the chart so far then we 
continue the procedure by taking successive samples in order to monitor the process further. 
 In the quality control charts samples are picked in groups. Alwin (2000) says “All control 
charts work on the basis that successive samples (also called subgroups of a given size 1n  ) 
are taken from a process at more or less regular intervals. From each of these samples, a 
number of sample statistics may be computed depending on the nature of individual process 
measurement e.g. the sample mean x .”   
The X -chart is good example of the Shewhart-type control charts. Let a variable (quality 
characteristic) of interest is denoted by X . To illustrate X -chart, let a group of t  successive 
samples  ; 1,2,..., ; 1,2,...,ijX i t j n   are drawn from  2; ,N X   , where n  is the size of 
the each sample (or sub-group) and t  is the size of a group. Let 0  and 
2
0  are known values 
of    and 2 , respectively. The sample means are  ; 1,2,...,iX i t .  Control limits for X -
chart are given as follows 
0
0LCL 3
n

  ,  0CL    and  
0
0 UCL 3
n

  , 
and probability limits are 
2
0
0LCL z
n


  ,  0CL    and  
2
0
0UCL z
n


  , 
where   is the false alarm rate or  risk of a type I error and is defined as “the risk of a point 
falling beyond the control limits, indicating an out-of-control condition when no assignable 
cause is present.” [see Motgomery (2005) pp-158]. If   and 2  are unknown then estimated 
values of these parameters can be used. 
1.3  More about control charts 
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A quality characteristic can be a variable or an attribute and control charts based on these are 
known as “variable control chart” (e.g. X , R  and S  charts etc.) and “attribute control 
chart” (e.g. p , c and np  charts etc.), respectively.  
This thesis focuses only univariate control charts which are based on single variable, whereas 
in multivariate control charts, more than one correlated variables are monitored 
simultaneously.  
The SPC is implemented typically in two phases: Phase I and Phase II. Phase I or 
retrospective phase is used to get better understanding and assessing the stability of a process. 
If a process is working around a specified target without any special-cause-variation, it is said 
to be in-control or stable. The Phase I is actually an iterative method and firstly trial control 
limits are taken. These limits are refined and revised then, to ensure the process is really in 
state of in-control. When control has been established and unknown parameters are estimated 
by using reference (or in-control) data, then Phase II begins.  
Phase II or prospective phase or monitoring phase helps on-line monitoring of the process. 
The objective of Phase II is the detection of special-cause-variation in the process by: taking 
successive samples (observations), calculating and plotting a suitable charting statistic and 
Phase II control limits.  
The parametric control charts are those in which parametric distribution of X  is assumed, 
mostly normality is assumed. 
  For performance evaluation of a control chart, power and ARL  (Average Run 
Length) are used. Power is the complement of the risk of Type II error; whereas, the risk of 
Type II error is defined as, “the risk of a point falling between control limits when it is really 
out of control.” [see Montgomery (2005) pp-158]. ARL is the mean of the distribution of a 
discrete random variable describing RLs  (run-lengths) whereas RL  is defined as: “number 
of points that must be plotted before a point indicates an out-of-control condition” [see 
Montgomery (2005)]. ARL is denoted by 0ARL when process is in-control and by 1ARL
when process is out-of-control. When a chart is designed for Phase I, power is used as 
performance evaluation and for Phase II, ARL is used for the same purpose. 
Shewhart type control charts takes into account only the current value and does not take any 
information from the past.  
1.4  Memory control charts 
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Memory control charts use information from the past along with the current information.  The 
four famous memory control charts are: Cumulative Sum  CUSUM  chart, Exponentially 
Weighted Moving Average  EWMA  control chart, Moving Average  MA control chart 
and Progressive Mean  PM  control chart. We present Tables 1.1-1.11 in which reproduced 
ARLs  for different control charts are given.  
1.4.1 CUSUM control chart 
CUSUM  takes the deviations of observations from some target value or 0 . The scheme is 
presented by Page (1954) for small and sustained shifts. CUSUM  has two approaches 
namely V-Mask and Tabular CUSUM [see Alwin (2000)]. Tabular approach uses two one 
sided CUSUM charting-statistics; that are CUSUMi
  and CUSUMi
 . The CUSUMi
  is 
calculated by accumulating those deviations which are above 0  along with an additional use 
of K , where K  is a constant  and known as reference or allowance value in the literature and 
is often taken as half of the difference between 0  and some 1 ; where 1  is a shifted mean. 
In CUSUMi
  deviations below 0  along with K  are accumulated. The CUSUMi
  and 
CUSUMi
 are given as 
 
 
0 1
0 1
CUSUM max 0,  ( ) CUSUM
CUSUM max 0,  ( ) CUSUM
i i i
i i i
X K
X K


 

 

   
   
               (1.1) 
where 0 0CUSUM CUSUM 0
   . The decision rule of the CUSUM  chart is based on 
another constant H  as: if CUSUMi H
  , it means ith sample is out-of-control and we have 
an upward shift in the process. Similarly if CUSUMi H
  , it means ith sample is out-of-
control and we have a downward shift in the process. We use K  and H  in the form 0K k  
and 0H h , where k  and h  are constants [Montgomery (2005)]. Table 1.1 gives ARL  for 
classical  CUSUM  at 0.5h   and  5.071k   and  5  at 0ARL 465  and 500 . 
1.4.2  EWMA control chart 
For the detection of small and moderate shifts in the process mean, Roberts (1959) suggested 
the EWMA control chart which is based on varying weights. Current observation (or sample) 
takes the weight equal to a  , which is  is known as weighting constant such that 0 1  . 
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The weight in EWMA control chart is geometrically decreasing as observations (or samples) 
in past get older and older. Defining EWMA statistic as follows 
  1EWMA 1 EWMAi i iX     ,                (1.2) 
where 
0 0EWMA   is an initial value. If 0  is unknown then average of initial data can be 
used. Control limits for EWMA  statistic are given as follows 
 
           (1.3) 
 
where L  is a constant and is known as coefficient of control limits. When we have large i , 
then control limits converges to the following limits 
0 0LCL  
2
i L

 

 

, 0CL    and 0 0UCL
2
i L

 

 

. 
The performance of EWMA chart is based on the selection of   value. The EWMA  chart is 
better for small and moderate shifts when   is small and is better for large shifts when   is 
large [Montgomery (2005)]. Table 1.2 shows ARL  values for classical EWMA  for different 
values of   0.05, 0.1, 0.2, 0.25 and  0.5  at 0ARL 500 . 
1.4.3 Moving Average (MA) control chart  
MA control chart is based on k  moving averages, where 2,3,...k   can be used.  MAi  is 
defined as   
1
MA
i
j
j
i
X
i



     for  i k    and 
1
0
MA  for 
k
i j
j
i
X
i k
k



 

, 
The variance of MAi  is:  
2
0MAiVar i   for i k  and    
2
0MAiVar k   for  i k . 
The 3-sigma limits are:    0 0 0LCL 3 MA  , CL  and  UCL MAi iSD SD       . 
 
 
2
0 0
0
2
0 0
LCL 1 1
2
 CL   
UCL 1 1
2
i
i
i
i
L
L

  



  

    
 

    
 
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For the detection of sustained shifts in the process, Lai (1974) investigated the performance 
of MA chart . For small shifts MA chart  is superior to Shewhart schemes and inferior to 
CUSUM schemes [see Alwin (2000)]. 
1.4.4 Progressive Mean (PM) control chart 
MA Chart  takes into account only ( 1k  ) past samples. Another chart which takes the 
current sample along with all of its previous samples with giving each sample equal weight, 
is known as PM-chart  by Abbass et al. (2013a).  PMi  is defined as  
1
0
PM
i
i j
j
i
X
i





.                 (1.4) 
The variance of  PMi is:  
2
0PMiVar
i

 . 
 Control limits for PM chart are 
0 0
0 0 0LCL 3  , CL   and  UCL 3
i i
 
       . 
ARLs  for classical PM-chart  at 0ARL 500  are given in Table 1.3. 
Table 1.1: ARLs  for classical CUSUM  at different shifts in mean at 0ARL 465  and 500  
h  k  
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 2.00 3.00 4.00 
5 0.5 465.4 139.2 38.1 17.1 10.4 5.8 4.0 2.6 2.0 
5.071 0.5 502.7 145.7 38.9 17.3 10.5 5.8 4.1 2.6 2.0 
 
Table 1.2: ARLs  for classical EWMA  chart for different values of   at 0ARL 500  
  L  
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 2.00 2.5 3.0 4.0 
0.05 1.615 500.0 84.1 28.8 16.4 11.4 7.1 5.2 4.2 3.5 2.7 
0.1 1.814 500.0 106.3 31.2 15.8 10.3 6.1 4.4 3.4 2.9 2.2 
0.2 1.962 499.5 150.4 41.9 18.2 10.5 5.5 3.7 2.9 2.4 1.9 
0.25 2.998 498.7 171.0 48.5 20.2 11.1 5.5 3.6 2.7 2.3 1.7 
0.5 5.071 499.2 254.6 88.7 35.9 17.5 6.5 3.6 2.5 1.9 1.3 
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Table 1.3: ARLs  for PM chart  at 0ARL 500  
Actual 
0ARL  
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 2.00 3.00 4.00 
500 498.0 47.1 19.1 11.2 7.6 4.5 3.2 2.0 1.4 
 
1.5  Some enhanced memory control charts 
 In the following we discuss some control charts which have been developed by several 
authors by using classical CUSUM and classical EWMA control charts. For each chart we 
give table of ARL performance.  
1.5.1 FIR-CUSUM control chart 
Lucas and Crosier (1982) has introduced FIR (Fast Initial Response) CUSUM . Using 
FIR-CUSUM  improved 1ARL  is obtained at the cost of 0ARL , which is reduced in this 
scheme. Special care should be taken in the application of FIR-CUSUM , because in sensitive 
process the scheme is undesirable [Bonetti et al. (2000)]. In common practice initial values 
are taken as: 
4
H
 (25% FIR) or 
2
H
 (50% FIR) or 
3
4
H
 (75% FIR). Table 1.4 shows ARLs  for 
50% FIR-CUSUM  at 0ARL 465  and  0A R L 5 0 0  with  5, 0.5h k   and 
 5.07, 0.5h k  . 
1.5.2 Weighted-CUSUM control chart 
The CUSUM  chart gives equal weight to all samples in the past. By using the classical 
CUSUM  chart and by giving different weights to the past observations, Yashchin (1989) 
generalized the classical CUSUM chart which is known as Weighted- CUSUM . It has three 
parameters k , h  and  ; where k  and h  are parameters of the classical CUSUM  chart  and  
  represents the value of the weight. The ARL performance for Weighted- CUSUM  chart at 
0ARL 500  for  0.5,3.16,0.7  and  0.5,3.97,0.9  as values of the set of parameters 
 , ,k h   are given in the table 1.5. For 1  , Weighted-CUSUM is converted into classical 
CUSUM chart. 
1.5.3 FIR-EWMA control chart 
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Lucas and Saccucci (1990) have proposed FIR-EWMA control chart. ARLs  for 25%, 50%  
and    75% FIR-EWMA  are  given in  Table 1.6  at  0ARL 500 . Steiner (1999)  has also 
proposed FIR-EWMAusing head-start values. 
1.5.4  Double-CUSUM control chart 
Waldmann (1995) has presented a CUSUM chart named as Double- CUSUM  chart, which 
uses two classical CUSUMs  simultaneously. Double- CUSUM  gives increased ARL as 
compared to classical CUSUM chart.  Let we have two CUSUMs  as 1 1CUSUM( , )h k  and 
2 2CUSUM( , )h k . Table 1.7 gives ARL  performance for Double- CUSUM  chart at 
0ARL 500  by taking CUSUM(2.6,3.3)  as first CUSUM  chart and CUSUM(6.8,3.3)  as 
second CUSUM  chart. 
1.5.5 Adaptive-EWMA control chart 
For small  ,  classical EWMA  chart is good for small shifts in the process mean and for 
large value of  , it is good for large shifts. But single EWMA  is handicap in detecting small 
and large magnitude of shifts in process mean simultaneously. Targeting this problem, 
Cappizzi and Masarotto (2003) has presented Adaptive-EWMA  (AEWMA ) chart, which 
performs better for smaller and larger shifts simultaneously. In AEWMA scheme, past 
observations are weighted by using suitably selected function of the current error. They used 
three error functions: (.)hu , (.)bs  and  .cub . Table 1.8 shows ARLs  for specified shifts in 
mean by choosing values of 1 0.25   and 2 4  , for above three functions at 0ARL 500 ; 
where 1  and  2  are  showing small and large shifts, respectively. 
 
 
1.5.6 Adaptive-CUSUM control chart by using EWMA estimator 
  Jiang et al. (2008) has proposed adaptive- CUSUM  using classic EWMA  statistic, 
by updating its reference value adaptively by taking an EWMA estimate and with assigning 
this estimate a suitable weighting function. Adaptive-CUSUM  has four parameters   , h ,   
and min

. ARLs  of Adaptive-CUSUM  at 0ARL 400  using 0.2   are given in Table 1.9. 
1.5.7 Mixed EWMA-CUSUM control chart 
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By mixing features of the classical CUSUM  and EWMA  control charts, Abbass et al. 
(2013b) has proposed Mixed EWMA-CUSUM  chart for location parameter. This chart is 
sensitive to small shifts in the process mean. Mixed EWMA-CUSUM  chart uses Mi
  and 
Mi
  statistics, which are given as 
 
 
0 1
0 1
M max 0,( ) a M
M max 0,( ) a M
i i i i
i i i i
Q
Q


 

 

   
   
                (1.5)
 where 0 0M M 0
    and   1Q 1 Qi q i q iX     , where 0 0Q   and 0 1q  . 
Mixed EWMA-CUSUM chart uses two quantities a i  and bi ; which can be shown as follows 
and    
2
*
0b b 1 1
2
iq
i q
q

 

   
  
. 
If M b  i i
    or M bi i
  , then point is considered out-of-control. ARLs  for Mixed 
EWMA-CUSUM control chart  with  0.1q  , 
*a 0.5  and *b 37.42  at 0ARL 500  are 
given in the Table 1.10. 
1.5.8  Hybrid-EWMA (HEWMA) control chart 
By mixing features of two classical EWMA control charts, Haq (2013) has proposed 
Hybrid-EWMA  ( HEWMA ) chart for the process mean. This chart is sensitive to small shifts 
in the process mean and is found better than Mixed CUSUM-EWMA  chart by Abbass et al. 
(2013b). HEWMA  statistic is defined as 
 1 1 1HE E 1 HEi i i     .                (1.6)   
and    
 2 2 1E 1 Ei i iX     .                (1.7)    
where 0 0E   , 0 0HE  , 10 1    and  20 1  .  
The variance of HEi  is given by 
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The control limits are given in the following 
0
0
0
LCL (HE )
    CL
UCL (HE )
i i
i i
L Var
L Var



 

 
 
where L  is a constant. ARLs  for 1 0.1  , 2 0.1000001   and  7.23L    for  0ARL 500   
are given in Table 1.11. 
Table 1.4: ARLs  for 50% FIR-CUSUM  at 0ARL 465  and  0ARL 500  
FIR 
Parameters ARL
0
 
Actual 
Shift 
h  k  0.00 0.25 0.50 0.75 1.00 1.50 2.00 3.00 4.00 
50% 5 0.5 465 430 122.2 29.1 11.5 6.4 3.4 2.4 1.6 1.2 
50% 5.07 0.5 500 467.4 127.5 29.4 11.5 6.4 3.4 2.4 1.6 1.2 
 
Table 1.5: ARLs  for Weighted- CUSUM  chart at 0ARL 500  for different k , h  and   
Values of parameters Shift 
k  h    0 0.5 1.0 1.5 2 
0.5 3.16 0.7 502.5 86.8 16.1 6.2 3.5 
0.5 3.97 0.9 503.7 55.0 11.6 5.6 3.6 
 
Table 1.6: ARLs  for FIR-EWMAwith  25%, 50%  and    75% FIR  at 0ARL 500  
 
Parameters 
FIR 
Shift 
0.00 0.25 0.50 0.75 1.00 2.00 3.00 
0.5,
3.071k
 

 
25% 497.1 254 87.8 35.1 16.9 3.3 1.7 
50% 487.2 250.8 86.0 33.9 15.9 2.9 1.5 
75% 479.0 243.8 82.7 31.8 14.5 2.4 1.3 
Table 1.7: ARLs  for Double- CUSUM chart at 0ARL 500  
Parameter values Shift 
1st CUSUM 2nd CUSUM 0 0.5 1.0 1.5 2.0 
1 12.6,  3.3h k   2 26.8, 3.3h k   506.1 26.9 9.8 5.4 3.5 
 
Table 1.8: ARLs  for Adaptive-EWMA  at 0ARL 500  chart using different error functions 
Function 
Shift 
0.25 0.50 0.75 1.00 1.50 2.00 3.00 
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(.)bs  135.0 42.7 22.0 13.9 7.1 4.2 2.0 
(.)hu  98.5 40.9 25.0 17.6 10.1 6.1 2.3 
(.)cub  97.0 41.5 25.7 18.2 10.5 6.4 2.4 
 
Table 1.9: ARLs  for Adaptive-CUSUM  chart at 0ARL 400  with 0.2   
  h  min

 
Shift 
0.00 0.25 0.50 0.75 1.00 1. 50 2.00 3.00 
2 5.105 0.5 400.2 67.3 25.7 14.7 9.9 5.7 3.8 2.0 
4 4.348 0.5 400.0 63.3 23.9 13.7 9.4 5.7 4.0 2.5 
 
Table 1.10: ARLs  for Mixed EWMA-CUSUM  scheme with 0.1q   at  0ARL 500  
Parameters 
Shift 
0.00 0.25 0.50 0.75 1.0 1.5 2.0 
*a 0.5 , *b 37.42  498.5 80.1 35.5 24.1 19.0 13.8 11.2 
 
Table 1.11: ARLs  for HEWMA chart with 1 0.1   and 2 0.1000001   at 0ARL 500  
Parameters 
Shift 
0.00 0.25 0.50 0.75 1.0 1.5 2.0 
1 0.1  , 2 0.1000001   505.6 86.4 28.1 16.2 11.3 7.2 5.4 
 
1.6 Parts and chapters breakup of the Thesis 
We have divided this thesis into three parts. ‘Part I’ contains chapter 1 that is “Introduction”. 
‘Part II’ contains chapter 2 that is “Efficient Estimators and Shewhart-type Control Chart for 
Location Parameter”. ‘Part III’ is about memory control charts and it contains chapters 3, 4 
and 5; those are “Two-Memories CUSUM control charts based on Forward and Backward 
CUSUMs”, “Two-Memories EWMA control charts based on Forward and Backward 
EWMAs” and “Four and Six Memories Control Charts”, respectively. The conclusion of the 
thesis is given in Chapter 6, which is also contains in ‘Part III’. 
1.7 Literature Review 
In the following, Literature Review is given for estimators and Shewhart-type control charts 
(i.e. for Part II) and for Memory-type control charts (i.e. for Part III).  
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1.7.1 Literature Review for Part II  
In survey sampling, efficient estimators for unknown population parameters are always in 
main focus of researchers and experts. The efficient estimators are also important in the 
quality control charts. The task of designing efficient estimators can be accomplished by 
using the auxiliary information along with the study variable. If variable under study is 
positively or negatively correlated with the auxiliary variable, the ratio, product or regression 
methods of estimation can be used effectively. Cochran (1942) was the first person, who used 
the auxiliary information in ratio and regression methods of estimation. 
Hansen et al. (1953) suggested the univariate difference estimator and Raj (1965) suggested 
multivariate difference estimator. Agarwal et al. (1997) proposed a difference type estimator 
using multi-auxiliary variables.  
Classical regression estimator is discussed in Cochran (1977) and Sukhatme and Sukhatme 
(1970). Shukla (1965) proposed the multiple regression estimators. Kiregyera (1984) 
proposed the regression type estimators, by using two auxiliary variables in two-phase 
sampling. Regression type estimators using multiple auxiliary information, were also 
proposed by different authors including Ahmed (1998), Dubey and Singh (2001), Hanif et al. 
(2009) and Hamad et al. (2013). Using two auxiliary variables, Kadilar and Cingi (2005) 
proposed some estimators using regression estimators. Samiuddin and Hanif (2007) proposed 
some regression type estimators in single and two-phase sampling.  
Use of known information of the auxiliary variable(s) is very common since last four 
decades. Sisodia and Dwivedi (1981) and Pandey and Dubey (1988) used known coefficient 
of variation of the auxiliary variable in designing ratio and product type estimators 
respectively. Singh (2001) used coefficient of skewness, coefficient of kurtosis and standard 
deviation of the auxiliary variable in designing the estimators for population mean in two-
phase sampling. Diana and Perri (2007) used known population variances and population 
means of the auxiliary variables in single phase sampling. Kadilar and Cingi (2006) used the 
known population correlation coefficient, coefficient of kurtosis and coefficient of variation 
of the auxiliary variables. If sufficient information about the auxiliary variables is known, 
then some other quantities can be used for example known coefficient of correlation between 
two auxiliary variables. 
We can find a variety of work on X -chart in literature, addressing different aspects of X -
chart. For example Bai and Choi (1995) gave robust X  and R  charts for skewed populations 
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and Daudin (1992) gave X -chart using double sampling instead of simple random sampling. 
Some other references are: Hillier (1969), Klien (2000), Chakraborti (2000), and Champ and 
Jones (2004). Jensen et al. (2006) gave a literature review of charts based on estimated 
parameters. Some more review in this regard is given in Chapter 2. 
When quality characteristic is correlated with some auxiliary variable(s), quality control chart 
can be improved. For example Mandel (1969) has given the regression control chart. Zhang 
(1984, 1985) have used the auxiliary information in designing of cause-selecting tpye control 
chart. Hawkins (1991) has introduced multivariate control charts by using regression-adjusted 
variables. Wade and Woodall (1993) gave prediction limits by doing modifications in 
Zhang’s (1984) control limits. Riaz (2008, 2011) suggested two control charts for location 
parameter using single auxiliary variable for Phase I. Riaz (2008) used one auxiliary variable 
based regression estimator in his control chart and has found that it is better than charts by 
Zhang (1984) and Wade and Woodall (1993). Some other references in this regard can be 
viewed in Asadzedah and Aghaie (2009) and Riaz (2008, 2011). 
1.7.2 Literature Review for Part III (Memory-type control charts) 
 Page (1954) introduced CUSUM  control chart. Bagshaw and Johnston (1975) 
investigated the effect of estimated variance on ARL of CUSUM  chart. Westgard et al. 
(1977) used combined Shewhart- CUSUM  structure in their study for presenting some 
control rules. Lucas (1982) suggested combined Shewhart- CUSUM  control schemes by 
using control limits of both Shewhart and CUSUM chart, simultaneously. Lucas and Crosier 
(1982) gave FIR CUSUM  by using a non-zero positive headstart value in place of zero. 
Yashchin (1989) suggested Weighted- CUSUM  chart. Reynolds et al. (1990) presented some 
CUSUM  charts using variable sampling interval. Waldmann (1995) presented the double 
CUSUM  control chart. Hawkin and Olwell (1998) gave the ARL performance of CUSUM
control charts. Sparks (2000) gave concept of ACUSUM  (Adaptive CUSUM ) chart. Sparks 
(2000) and Zhao et al. (2005) used two or more CUSUM charts  simultaneously in their 
charting schemes. Reynolds and Stoumbos (2004) suggested a CUSUM  chart by increasing 
its sensitivity. Jones et al. (2004) gave distribution of the run-lengths of the CUSUM  chart 
by using estimated parameters. Wu and Tian (2005) presented weighted-loss-function 
CUSUM  chart in order to monitor shifts in mean and variance of the production process. 
Zhao et al. (2005) proposed Dual-CUSUM  schemes for range of mean shifts. According to 
Khoo (2005) CUSUM  charts are capable to identify shifts in the process mean and variance. 
Khoo (2005) also identified the change points in the shift as well. Shu and Jiang (2006) 
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simplified the design of ACUSUM . Wu et al. (2007) suggested CUSUM  schemes for 
process mean and variance using variable sample sizes and variable sampling intervals. Jiang 
et al. (2008) presented Adaptive- CUSUM  schemes using EWMA statistic. Wu et al. (2009) 
enhanced the efficiency of ACUSUM . Chatterjee and Qiu (2009) proposed a class of 
distribution-free CUSUM  control chart schemes by using control limits based on 
Bootstrapping. Cappizzi and Masarotto (2010) introduced an algorithm for run-length of 
combined Shewhart- EWMA  schemes. Riaz et al. (2011) improved CUSUM  control chart 
using sensitizing rules. Singh and Prajapati (2013) studied effect of serial correlation on the 
performances of EWMA and CUSUM control charts. Haq et al. (2013) introduced improved 
FIR CUSUM  and EWMA  charts. Zhang et al. (2014) studied exponential CUSUM control 
charts using estimated control limits. 
 Roberts (1959) introduced classical EWMA control chart. RL  properties of EWMA
control chart with asymptotic (or constant) limits are studied by many for example: Roberts 
(1966), Robinson and Ho (1978), Crowder (1987, 1989), Lucas and Saccucci (1990) and Gan 
(1991). Ng and Case (1989) developed new control charts using EWMA scheme using 
sample ranges. Lucas and Saccucci (1990) suggested FIR EWMA scheme and combined 
EWMA with Shewhart chart to get better 1ARL  for small and large shifts. Lowry et al. 
(1992) suggested a multivariate EWMA control chart. Chandrasekaran et al. (1995) studied 
RL  properties of EWMA control chart with variance adjusted limits. Steiner (1999) obtained 
improved 1ARL  by proposing FIR EWMA with a headstart value to EWMA. Borror et al. 
(1999) worked on robustness of EWMA. Lu and Reynolds (1999) studied the effect of 
estimation on the EWMA charts for monitoring autocorrelated processes. Jones et al. (2001) 
studied the performance of EWMA control chart with estimated limits. Stoumbos and 
Sullivan (2002) and Testik et al. (2003) extended work of Borror et al. (1999) to multivariate 
case and concluded that multivariate EWMA is robust against the non-normality assumption. 
Cappizzi and Masarotto (2003) presented Adaptive-EWMA (AEWMA ) scheme. Reynolds 
and Stoumbos (2006) suggested some EWMA  charts to monitor mean and variance. Chen 
and Chen (2007) and Serel and Moskowitz (2008) used the “quadratic loss function” in 
EWMA  chart as the criterion of design. Zhang and Chang (2008) suggested a multivariate 
EWMA control chart by using individual observations to monitor process mean and variance. 
Simoes  et al. (2010) optimized AEWMA  and combined Shewhart-EWMA  schemes and 
compared their performances. Abbass et al. (2010) improved EWMA  control chart using 
sensitizing rules. Abujiya et al. (2013) improved EWMA chart by using median ranked set 
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sampling. Shen et al. (2013) introduced a new multivariate EWMA control chart. Haq (2013) 
introduced hybrid EWMA chart. Haq et al. (2014) studied the effect of measurement error on 
EWMAcharts by using schemes of ranked set sampling. 
Lucas (1982) gave Combined Shewhart- CUSUM  control schemes. Lucas and Saccucci 
(1990) presented the combined Shewhart- EWMA  control charting schemes, which gives 
smaller 
1ARL  for small and large shifts. Run-length distribution plays an important role in 
describing performance of a control chart. The RL  behaviour is mostly described byARL.  
Antzoulakos and Rakitzis (2008) suggested the use of SDRL (Standard Deviation of RL)  in 
describing the behaviour of  RL  along with ARL . Palm (1990) used percentile points of  
RL  for the same purpose. Gan (1993) used median of the RL  distribution. 
1.8 Objectives of the Thesis 
      In the following, objectives of the thesis are given, separately for ‘Part II’ and ‘Part III’.  
1.8.1 Objectives of Part II 
Kadilar and Cingi (2005) discussed the regression estimator Re 2( )gy based on two auxiliary 
variables, and gave its variance expression. According to Diana and Perri (2007),  Re 2gy  is not 
optimum in the class of estimators based on two auxiliary variables, because it uses sample 
estimates of total regression coefficients in spite of partial regression coefficients. Due to its 
non-optimality, it is conditionally better than classical regression estimator Re 1( )gy , classical 
ratio estimator ( )Ry  and product estimator ( )Py  even utilizing information of two auxiliary 
variables. The purposes in this regard, are as follows 
(i) To propose a regression type estimator as an alternate for Re 2gy , that is 
unconditionally better than R Re 1, ,P gy y y  and Re 2gy . 
(ii) To propose such regression type estimator, that is optimal in the class of 
estimators based on two auxiliary variables. 
(iii) To propose an efficient difference type estimator by utilizing some additional 
information of auxiliary variables such that population correlation coefficient and 
population regression coefficients etc. 
(iv) To design the efficient difference type estimator for the construction of an 
efficient control chart. 
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To monitor the small or moderate size shifts in the process mean in Phase II, memory control 
charts like CUSUM  and EWMA  are considered as best alternate of Shewhart-type control 
charts. If headstart value is not used in both charts, these charts will take some samples (may 
be greater than 10) before showing the first sample out-of-control, if a process has small or 
moderate size shift in the process mean. Shewhart chart are less likely used for monitoring 
the process, it is usually used to detect large shifts in the process. But some advantages of 
Shewhart-type control charts cannot be denied. Firstly, it can detect the shift in the process 
point to point and does not require previous observations (or samples) which shows that it 
does not require large number of samples (that is large t ). It means that it can work with 
smaller t , may be less than 10 in Phase II. Secondly, it gives change point earlier, if a large 
size shift occurs. These qualities of Shewhart-type control chart can be explored in Phase II, 
if we have a more sensitive control chart. Shewhart-type control charts can be improved by 
many ways, for example run rules or sensitizing rules are used to get better performance of 
Shewhart control charts [see Nelson (1984) and Klein (2000)]. Phase II is used for process 
monitoring because it is assumed in Phase II that process under study is reasonably stable. In 
this regard we know that, “Shewhart control charts are less likely to be effective in Phase II 
because they are not very sensitive to small and moderate size process shifts; that is, their 
ARL performance is relatively poor. Attempts to solve this problem by employing sensitizing 
rules are likely to be unsatisfactory, because the use of supplemental sensitizing rules 
increases the false-alarm rate of the Shewhart control charts.” [Montgomery (2005) pp-169]. 
So for moderate shifts, Shewhart control charts are less efficient. We have a number of 
estimators based on the auxiliary variable(s) in literature [see Awan and Shabbir (2014)] 
which are efficient and can be used as charting-statistics for the designing of a relatively 
sensitive Shewhart-type control chart to moderate size shifts for Phase II. Such estimator(s) 
are mostly based on some constant(s)/parameter(s). We always prefer known values of 
constant(s)/parameter(s), if these are available. But if the  constant(s)/parameter(s) is (are) 
unknown, it requires prior estimation. It may be a problem with using such estimator(s). But 
if the process is reasonably stable and we can get a large reference sample(s) in order to 
estimate or calculate these constants/parameters appearing in estimator(s) prior to use in a 
control chart, we can get an efficient Shewhart-type control chart using such an estimator. 
This new chart must be capable of earlier detection of a moderate size shift. 
Targeting this issue, a Shewhart-type control chart is proposed for monitoring process mean 
for moderate size shifts by using difference-in-difference estimator by Awan and Shabbir 
(2014). The proposed control chart is always better than Shewhart X -chart in detecting the 
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moderate shifts in the process mean. If the correlations between quality characteristic and 
auxiliary variables are high, the proposed chart is found better than EWMA  and CUSUM
control charts even, when moderate shifts are our main focus.  
There are many real situations in which information on two auxiliary variables is available. 
For example if someone is interested to monitor inner diameter of a shaft then its weight and 
outer diameter may be two auxiliary variables. In another example, if someone is monitoring 
the net weight of instant coffee in each jar, then weight and outer diameter of each empty jar 
may be auxiliary variables. 
1.8.2 Objectives of Part III 
If someone wants to improve a control chart in order to detect small and/or moderate size 
shifts in the process mean, he/she has to increase the sensitivity of a control chart. The use of 
memory (that is past information) is one of the ways of increasing the sensitivity of a certain 
control chart. The sensitivity can be increased by many other ways also, for example by using 
sensitizing rules or by using an efficient statistic or auxiliary information based estimator etc. 
Sensitive control chart is very useful in Phase II, in which a process is monitored mainly for 
small and moderate size process shifts. For monitoring of a process in Phase II, generally 
samples of size 1n  , are taken in a set or group of size ‘ t ’ (say). Obviously, for 1n   we 
have only ‘ t ’ single observations. If no shift is detected then for future monitoring of the 
process, we can proceed in two ways: In the first way we can take more samples in the 
continuation of the previous ‘ t ’ samples and in second way, we can have another group of ‘t
’ samples, which is picked independently from previous group(s). In the first way size of ‘t ’ 
is increasing with time. When someone is using Shewhart-type control chart, then first way is 
useless because of memoryless property of Shewhart-type control charts. But in case of 
memory control charts, first way matters a lot.  
Surely all items of in the group of ‘ t ’ samples have been observed and we have ‘tn ’ 
observations in all, hence we have ‘ t ’ statistics based on all observations of each sample. 
Actually, we have 1,2,...,i t  values of a certain statistic (may be mean, variance etc.). 
Therefore, for each value of i , memory chart uses i  values and rest ( t i ) values are not 
used. The number of unused values for i  are: 1, 2,..., ( 2), ( 1), 0i t t t t t t       . The 
reason is obvious because memory charts like EWMA  or CUSUM only take memory on one 
side, that’s why for ith value, ( 1)i   values are actually in memory and rest ( )t i  values are 
future values. We say this memory chart as Forward-Memory chart. Let we have a similar 
memory chart in backward direction starts from tth sample and ends at first sample, and say 
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this chart as Backward-Memory chart. In Backward-Memory chart, for particular value i  of a 
charting-statistic, we have ( 1)t i   values in memory and rest ( 1i  ) values remain unused. 
Then if on the each ith value, we combine Forward-Memory and Backward-Memory charting-
statistics by taking arithmetic mean, we find a new charting-statistic in which each ith value 
uses all ‘ t ’ values. For ith value of this new charting-statistic, ( 1i  ) values will be in the 
backward memory and ( )t i  values will be in the forward memory. In simple words, we 
have ( 1t  ) values in memory of each value of a charting-statistic. So if each sample in ‘t ’ is 
of size n , then each and every ith  value of charting-statistic is based on ‘tn ’ observations and 
not a single observation is unused now.  
If an estimator uses all available information (sample information and any other information 
about a specified parameter) to estimate a specified parameter, is said to be a sufficient 
estimator and this property is called sufficiency. In CUSUM-type  and EWMA-type  control 
charts, sufficiency is increasing with i , in observed samples. For both CUSUM and EWMA  
control charts, the sufficiency at ith value of a charting-statistic is more than the sufficiency of 
a charting-statistic at ( 1i  )th  sample. At the first point (that is at first sample) of CUSUM or 
EWMA charting-statistics, sufficiency is minimum and at the last point (or sample) 
sufficiency is maximum. The efficiency of each point can be increased by combining 
Forward-Memory and Backward-Memory charting-statistics. In this way each point of 
charting-statistic is based on ‘ tn ’ observations, hence more sufficiency can be achieved. The 
sufficiency for each and every point will be equal. Thus by using Forward-Memory and 
Backward-Memory charting-statistics in one control chart, more sufficiency can be achieved 
for each point of a charting-statistic. 
As discussed earlier, we have four memory-type control charts namely: Cumulative Sum
 CUSUM type, Exponentially Weighted Moving Average  EWMA type, Moving average 
 MA  type and Progressive Mean PM  chart. These memory control charts are used in 
combination with Shewhart-type control chart, for example combined Shewhart-CUSUM 
control chart by Lucas (1982) and combined Shewhart- EWMA  control by Lucas and 
Saccucci (1990). Abbass et al. (2013b) combined CUSUM  and EWMA  charts in the 
forward direction, hence used two memories. Similarly, Haq (2013) used two EWMAs  in 
order to develop a hybrid EWMA  chart. Using CUSUM , EWMA , MA  and PM  memory 
control charts in the forward and backward directions, we are proposing control charting 
schemes which will use two, three, six and eight times memory-type control charts. In this 
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way we will increase memories of a control chart. Two, four and six memories will be used 
in order to make a control chart more sensitive, in this thesis.  
Control charts including: classical CUSUM , classical  EWMA , Progressive Mean and 
enhanced versions of including: FIR-CUSUM, Weighted-CUSUM, FIR-EWMA, Double-
CUSUM, Adaptive-EWMA Adaptive-CUSUM using EWMA  estimator, Mixed EWMA-
CUSUM and HEWMA are examples of Forward-Memory charts. Let we say CUSUM and 
EWMA charts as Forward-CUSUM and Forward-EWMA chart, respectively. Similarly, by 
using Backward-Memory the CUSUM and EWMA charts become as Backward-CUSUM and 
Backward-EWMA chart, respectively. 
Using the average of Forward and Backward Cumulative Sums (CUSUMs ) we propose a 
memory control chart in chapter 3. Similarly, by using the average of Exponentially 
Weighted Moving Averages ( EWMAs ), we propose a memory control chart in chapter 4. 
We say these two charts as non-moving versions of the proposed charts. 
The idea of FIR  can also be incorporated with Forward and Backward memories. When a 
shift is detected in the process, FIR  in CUSUM and EWMA  is very useful in making these 
control charts more sensitive. In FIR CUSUM  and FIR EWMA charts, a headstart value is 
taken at the start of each control chart only once. But if a shift is detected, the sensitivity of a 
control chart can be increased by using headstart values more than once with a safeguard of 
balancing the chart, if in real there is no shift in the process has occurred. Here balancing 
means eliminating the effect of headstart value and it is achieved at the point where we get 
almost same values of charting-statistic with and without using headstart value. To meet this 
objective, we use moving average type idea with Forward and Backward CUSUMs  and 
Forward and Backward EWMAs . There are three ways of using moving averages: forward 
moving average, backward moving average and moving averages in both directions. We are 
not using third one, because we don’t want losing samples from both ends. We are not taking 
forward moving average also because we are not interested loosing past information as well. 
We use backward moving average. In moving averages simple averages are taken with 
moving period of size 2, 3, 4,... , but we will use moving time period size (say m ) more than 
or equal to 25 . We use 25m    and 30m   in this thesis. This large period is sufficient 
enough to get a chart balance if actually no shift has occurred in the process. This purpose is 
also achieved by using headstart at both ends and 25 or 30 samples are large enough to 
balance out statistics in case when actually no shift is detected. Since we use average of 
forward and backward CUSUMs  and average of forward and backward EWMAs , so 
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actually our head start value will become half if there is no shift in the process and gets more 
fruitful if shift has already occurred. Say these charts with moving memories as moving-
versions. In this way 
0ARL will not be disturbed so much as compared to FIR CUSUM and 
FIR EWMA charts but charts become more sensitive. The sufficiency in the moving versions 
is not same as in the non-moving versions.  
Using the average of Forward and m time period moving Backward Cumulative Sums (
CUSUMs ) we propose a memory control chart in Chapter 3. Similarly, by using the average 
of Forward and m time period moving Backward Exponentially Weighted Moving Averages 
(EWMAs) , we propose a memory control chart in Chapter 4. We say these charts as non-
moving versions of the proposed charts. 
By using more than two memories in one control chart at the same time, sensitivity of the 
control chart can be increased. By using memory charts six times, we propose a FourMems 
control chart in chapter 5. In this chart, Forward and Moving Backward Cumulative Sums (
CUSUMs ) of the average of Forward and m time period moving Backward Exponentially 
Weighted Moving Average ( EWMAs ) are used. This chart proposed chart is using each of 
EWMA , CUSUM and MA  schemes two times each. 
In another proposed SixMems control chart in chapter 5, we use six memories in one control 
chart. In this proposed SixMems control chart memory charts are utilized eight times by 
using two times each of EWMA , CUSUM , MA  and PM  schemes. 
Objectives of the thesis for control charts portion can be summarized as 
i) To design a control chart based on difference-in-difference estimator by Awan 
and Shabbir (2014) in order to detect moderate size shifts in the process mean. 
ii) To make such Memory-type control charts, those can utilize all available 
information for each point of their charting-statistics. 
iii)  To utilize Backward-Memory along with Forward-Memory in the proposed 
Memory-type control charts. 
iv) To increase the sufficiency of charting-statistic at each point or at each sample. 
v) To make such charting-statistics which has sufficiency at each point equal to the 
sufficiency of the last point for classical EWMA or CUSUM charting-statistics. 
vi) To make moving versions of the control chart which can be used for FIR and no 
FIR purposes. 
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vii) To make moving versions in such that we can introduce headstart value at more 
than one point, in order to make FIR version more sensitive for the small and 
moderate size shifts. 
viii)  To increase sensitivity of control charts by utilizing memories more than two 
times. Here in the thesis we have utilized memories four and six times. 
Four major objectives 
 To design an efficient Shewhart-type chart using difference- in-difference estimator.  
 To use backward memories along with forward memories. 
 To use headstart at more than one point. 
 To use more memories (2, 4, 6 are used in this thesis). 
 
1.9 Data sets to be used in the thesis 
 In the next section, two examples are given in the Chapter 2. First example is used to check 
the efficiency of proposed estimators. Second example is based on 20 samples of size 3; this 
example is used as an illustrative example of the proposed control chart. The data is given in 
the next chapter.  
For Section III, three data sets are taken. First data set (say Data 1) is taken from well known 
example from Montgomery (2005) pp-391. Second data set (say Data 2) is based on real data 
set (i.e. grease data) and is taken from Alwin (2000) pp.512. Third data set (say Data 3) is 
also based on real data set (i.e. pigmenet data) and is taken from Mitra (2005) pp-297. In the 
Data 1, we have known mean and variance, mean is known and variance is estimated in Data 
2 and both mean and variance are estimated by using same set of observations and reference 
samples in Data 3. The objective behind the selection of these data sets is to check proposed 
charts for different shifts, because in Data 1, 2 and 3, we have an “upward”, “downward” and 
“random” (it means shifts in both directions: upward and downward.)  shifts in the process 
mean, respectively. All three data sets are given in chapter 3.  
Data 1: Data set of the Example 8.1 [Montgomery (2005) pp-391] is taken, which contains 
30 observations; it means 30t  . In this data set, target value is 0 10  , standard deviation 
0 1   and 1n  . 
Data 2: Data set is taken from an Example from Alwin (2000) pp. 512. The statement of 
example is given below 
42 
 
“In the process of producing shaft seals used in automobile engines, grease is applied to the area of the seal 
surface which will be in contact with the shaft. The amount of grease is critical since it provides the initial 
lubrication in the start-up of a new engine before the oil has a chance to fully circulate. For correct operation, 
the amount of grease applied to the seal should be 0.10 gram (g) in weight. Too much grease can cause the seal 
to vulcanize, resulting in mal-function, while too little grease will cause the seal to run dry, resulting in seal 
damage. Departures in the mean level by more than 0.01 g are consid ered important enough for immediate 
corrective action.  Table (8.2) shows the results of 35 consecutive hourly samples of size 2, along with the 
corresponding sample means and range.” [Alwin (2000) pp. 512)] 
In this data set we have: 35t  , 2n  , 0 0.1   as the target value and  
2 0.012286 1.128ˆ 0.0077
1.414212
X
R d
    . 
Alwin (2000) has used 0.649K   in the classical CUSUM chart. 
Data 3: Data set is taken from an Example from Mitra (2005) pp. 297 and the statement of 
the example is given below 
 “The amount of a coloring pigment in polypropylene plastic, produced in batches, is a variable of interest. The 
process has up to this point been in control with an average range of 0.40 kg. For 20 random samples of size 5, 
the average amount of pigment (in kilograms) is shown in table ( 7-9 ).The process has up to this point been in 
control with an average range R  of  0.40 kg.” [Mitra (2005) pp. 297)] 
In this data set we have: 20t  , 5n  , 0.4R  , 
503.2
25.16
20
X    and 
2 0.4 / 2.326ˆ 0.07692074
2.2360685
X
R d
    . 
1.10  Outline of Chapters 
Outline for different chapters is given in the following. 
1.10.1 Outline of Chapter 2 
Chapter overview is given in 2.0.  Section 2.1 is about proposed estimators of population mean and 
is consisted of seven sub-sections (2.1.1-2.1.7). Section 2.1.1, along with notations and formulas; 
has a brief description of some estimators from literature. It contains mostly estimators those 
are used in designing of the proposed estimators. Section 2.1.2, contains a stepwise designing 
of the proposed estimators whereas Section 2.1.3 contains biases and variances of the 
proposed estimators. In the same section, properties (bias and variance) of the proposed 
estimators are given in case of a trivariate normal population. A theoretical comparison of 
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the proposed estimator with the mean per unit estimator for regression estimators based on 
one and two auxiliary variables is available in Section 2.1.4. In Section 2.1.5, a graphical 
comparison of the proposed estimators with other estimators is presented. Section 2.1.6 
contains a simulation study in which samples are drawn from artificial finite population using 
simple random sampling with and without replacement sampling procedures. In Section 2.1.7, 
conclusion is given. In Section 2.2.1, the proposed chart is designed. Section 2.2.2 contains 
performance of proposed control chart. Section 2.2.3 has an example. In this example X -
chart, EWMA  and CUSUM charts are also obtained for known case. Five charts are 
obtained using proposed scheme; out of five charts, one chart is for known and rest four 
charts are for unknown cases. Section 2.2.4 has comparison of proposed chart with X , 
EWMA  and CUSUM control charts. In Section 2.2.5 conclusion of the chapter is given.    
1.10.2  Outline of Chapter 3 
Chapter overview is given in 3.0. By taking Forward and Backward CUSUMs  a memory 
type control chart is proposed in Section 3.1. Another chart is also proposed by taking 
Forward and Moving Backward CUSUMs  in Section 3.2. In Section 3.3, performance of the 
proposed control charts is given. Section 3.4 has application of the proposed chart. In Section 
3.5 we have comparison of proposed chart with some existing charts. In Section 3.6 
conclusion of the chapter is given.    
1.10.3  Outline of Chapter 4 
Chapter overview is given in 4.0. By taking Forward and Backward EWMAs  a memory type 
control chart is proposed in Section 4.1. In Section 4.2, performance of the proposed control 
chart is given. Section 4.3 has application of the proposed chart with eight illustrative 
examples. Another chart is also proposed by taking Forward and Moving Backward EWMAs  
in Section 4.4. In Section 4.5, performance of the proposed control chart is given. Section 4.6 
has some illustrative examples. In Section 4.7 we have comparison of proposed chart with 
some existing charts. In Section 4.8 conclusion of the chapter is given.    
1.10.4  Outline of Chapter 5 
Chapter overview is given in 5.0. A FourMems control chart is proposed in Section 5.2. In 
Section 5.3, performance of the proposed FourMems control chart is given. Section 5.4 has 
two illustrative examples for FourMems chart. SixMems chart is also proposed in Section 
5.5. In Section 5.6, performance of the proposed SixMems control chart is given. Section 5.7 
has two illustrative examples. In Section 5.8 we have comparison of proposed FourMems and 
44 
 
SixMems chart with some existing charts. Section 5.9 has conclusion of the chapter. 
1.10.5  Outline of Chapter 6 
Conclusion of the thesis is given in chapter 6. 
 
 
Chapter 2 
 Efficient Estimators and Shewhart-type  
Control Chart for Location Parameter 
 
2.0   Chapter overview  
We propose three estimators for population mean and found optimum in their class. We 
propose a Shewhart-type control chart by using difference-in-difference estimator in order to 
detect moderate size shifts in process mean in Phase II. The performance of the proposed 
control chart is studied for known and unknown cases separately through a detailed 
simulation study. For the unknown case, instead of using reference samples of small sizes; 
large size reference sample(s) is (are) used. An illustrative example is also given in which 
proposed control charts are constructed for both known and unknown cases. By taking known 
case Shewhart X -chart, EWMA and CUSUM control charts are also given. By comparing 
ARL, the proposed control chart is compared with Shewhart X -chart, classical EWMA and 
CUSUM control charts. 
2.1  Proposed estimators for population mean 
In this Section, three estimators are proposed for the estimation of the population mean using 
two auxiliary variables.  
2.1.1 Introduction 
Let a random sample  ( , , ) : 1,2,...,i i iy x z i n  of size n is drawn from a finite population 
 ( , , ) : 1,2,...,i i iU y x z i N   of size N. Let y  be a study variable, whereas x  and z  are the 
auxiliary variables. Let 1
n
i
i
y
y
n


 , 1
n
i
i
x
x
n


  and 1
n
i
i
z
z
n


  are the sample means of  y , x  and 
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z  corresponding to the population means 1
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i
i
y
Y
N


 , 1
N
i
i
x
X
N


  and 1
N
i
i
z
Z
N


 , respectively. Let 
 
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i
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
 and 
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z z
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 


 are the sample variances of y , x  and z  
corresponding to the population variances 
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2
2 1
1
N
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y
y Yi
S
N

 


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 
2
2 1
1
N
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S
N
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
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
 and 
 
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2 1
1
N
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z Zi
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
, respectively.   Let 
xy
xy
y x
s
r
s s
 , yz
yz
y z
s
r
s s
  and xzxz
x z
s
r
s s
  be the sample 
correlation coefficients corresponding to the population correlation coefficients 
xy
xy
y x
S
S S
  , 
yz
yz
y z
S
S S
  and xz
xz
x z
S
S S
  , respectively.  Sample covariances are: 
  
1
1
n
i i
i
xy
x x y y
s
n

 
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
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1
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n
i i
i
yz
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
 


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  
1
1
n
i i
i
xz
x x z z
s
n

 


. The population covariances are: 
  
1
1
N
i i
i
xy
x X y Y
S
N

 


,  
  
1
1
N
i i
i
yz
y Y z Z
S
N

 


 and 
  
1
1
N
i i
i
xz
x X z Z
S
N

 


. 
The ratio, product and difference estimators are given as 
R
X
y y
x
 , 
P
x
y y
X
 , 
 Dy y k X x   ,                    (2.1) 
where k  is a constant. The optimal value of k  is equal to the population regression 
coefficient i.e. 
y
opt yx xy
x
S
k
S
   . Using optk  in (2.1), the estimator becomes 
 D yxy y X x   ,                   (2.2) 
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which is a regression estimator with known population regression coefficient. In (2.2), yx  is 
replaced with sample regression coefficient i.e. y
yx xy
x
s
b r
s
  we have the classical regression 
estimator as follows 
 Re 1g yxy y b X x   .                  (2.3) 
The variance of Re 1gy  is given by  
 2 2Re 1
1 1
( ) 1g y xyVar y S
n N

 
   
 
. 
Raj (1965) multivariate difference estimator is given by  
 
1
p
MD i ii
y w y k X x

     ,                  (2.4) 
where p  is the number of auxiliary variables. It actually weights p  univariate difference 
estimators by using iw  as weights such that 1 1
p
ii
w

 . In (2.4), ik  are constants.  
Agarwal et al. (1997) and Samiuddin and Hanif (2007) proposed the following difference 
estimator using two auxiliary variables, which is given by 
   AS 1 2y y t X x t Z z     ,                  (2.5) 
where 1t  and 2t  are unknown constants whose values are to be determined. The only 
difference between Agarwal et al. (1997) and Samiuddin and Hanif (2007) estimators lies in 
the values of 1t  and 2t . Former used 
1
1 2
1 t

 


  and 2
1 2
2t

 
 

; 1  and 2  are being partial 
regression coefficients.  Later used optimum values of 1t  and 2t , i.e. 21
1
y xy yz xz
x xz
S
S
t
  




 
 
 
  and  
22
1
y yz xy xz
z xz
S
S
t
  




 
 
 
. 
The variance of   ASy  is given by 
 2 2 2 2AS 2
1 1 1
( ) 1 2
1
y xy yz xz xy yz xz
xz
y S
n N
Var      

 
      
 
. 
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The classical regression estimator with using two auxiliary variables is given by
   Re 2g yx yzy y b X x b Z z     ,                               
(2.6) 
where yxb  and yzb  are sample regression coefficients ( y  on x )  and ( y  on z ), respectively; 
and we have 
y
yz yz
z
s
b r
s
 . The variance of  Re 2gy   is given by 
 2 2 2Reg2 2
1 1 1
( ) 1 2
1
y xy yz xy yz xz
xz
V r S
n N
a y     

 
     
 
. 
The Re 2gy  is efficient than Re 1gy , if  2yz xy xz   .  
Some authors also used known estimator in the expression of another estimator like 
regression-in-regression estimator by Kiregyera (1984) in two-phase sampling, in which a 
regression estimator is used in another regression estimator.  The regression-in-regression is 
given by 
   2 2K yz zxy y b z z b X x        ,                 (2.7) 
where 2y  and 2z  are second phase sample means of y  and z ,  respectively. Also z
  and x   
are first phase sample means of y  and x ,  respectively. 
2.1.2. Proposed estimators  
Rewriting (2.5), we have 
   2 1 2Dy y k X x k Z z     ,                  (2.8) 
where 1k  and 2k  are unknown constants whose values are to be determined.  
Defining difference estimators Dx  and Dz  as 
 D xzx x Z z    and   D zxz z X x   , 
where xxz xz
z
S
S
   and zzx xz
x
S
S
   are population regression coefficients ( x  on z ) and ( z  
on x ), respectively. Since a difference estimator is efficient than mean per unit estimator, so 
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we replace mean per unit estimators x  and z  by their respective difference estimators Dx  
and 
Dz  in (2.8). The form of estimator becomes difference- in-difference, which is given by 
     1 2DID xz zxy y k X x Z z k Z z X x                .               (2.9) 
For finding bias and variance of 
DIDy , we define relative errors.  
Let 
0
y Y
e
Y

 , 1
x X
e
X

  and 2
z Z
e
Z

   such that   0iE e  , 1 ,2, 3.i    
 2 20
1 1
yE e C
n N
 
  
 
,  2 21
1 1
xE e C
n N
 
  
 
,  2 22
1 1
zE e C
n N
 
  
 
,  
 0 1
1 1
xy x yE e e C C
n N

 
  
 
,  0 2
1 1
yz y zE e e C C
n N

 
  
 
  and  1 2
1 1
xz x zE e e C C
n N

 
  
 
, 
where  
y
y
S
C
Y
 , xx
S
C
X
   and  zz
S
C
Z
  are coefficients of variation. 
Equation (2.9) in terms of error becomes 
   0 1 1 2 2 2 1DID xz xzy Y Ye k Xe Ze k Ze Xe       .          (2.10) 
The variance of  DIDy  is given by 
     
2
0 1 1 2 2 2 1DID xz xzVar y E Ye k Xe Ze k Ze Xe        , 
or 
       
   
2 2 2 2 2 2 2
1 2 1
2
2 1 2
1 1
1 1 2
2 2 1 .
DID y xz x xz z x y xy yz xz
z y yz xy xz xz x z
Var y S k S k S k S S
n N
k S S k k S S
    
   
            
    
          
(2.11) 
Differentiating (2.11) with respect to 1k  and 2k , we get the optimum values of 1k  and 2k  i.e. 
(opt )
1 21
yx
xz
k




 and 
(opt )
2 21
yz
xz
k




. 
Since correlation xz  is known to us, so expression  21 xz  is a constant. 
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Substituting the optimum values of 
1k  and 2k  in  (2.11), the optimum value of the variance of  
DID( )yVar  is given by 
 2 2 2 2DID opt 2
1 1 1
( ) 1 2
1
y xy yz xz xy yz xz
xz
yar S
n N
V      

 
      
 
.            (2.12) 
Equation (2.12) shows that DID opt AS( ) ( )Var y Var y . Substituting values of 
(opt )
1k  and  
(opt )
2k   
in (2.9), the difference-in-difference estimator becomes  
     2 2
1 1
1 1
DID yx xz yz zx
xz xz
y y X x Z z Z z X x   
 
           
    
.             
(2.13) 
In our earlier discussion, the classical regression estimator in (2.2) was obtained by replacing 
yx  by its sample estimate yxb  in the expression of difference estimator in (2.3). We apply the 
same technique in difference-in-difference estimator, since we have an advantage that (opt )1k  
and  (opt )2k  can be written directly in the form of yx  and yz , respectively, with a known 
constant term  21 xz  in the denominator. By replacing yx  and yz  by their sample 
estimates yxb  and yzb  respectively in (2.13), we get difference- in-regression estimator as 
     2 2
1 1
1 1
DIR yx xz yz zx
xz xz
y y b X x Z z b Z z X x 
 
           
    
.             (2.14) 
2.1.3. Bias and variance of proposed DIRy  estimator  
Taking expectation on both sides of  (2.14), we have 
           
       
2
2
1
1
1
,
1
DIR yx yx xz yx xz yx
xz
yz yz xz yz xz yz
xz
E y E y XE b E b x ZE b E b z
ZE b E b z ZE b E b x
 

 

      
     
 
or 
         2
1
, , , ,
1
DIR xz yx zx yz yx yz
xz
Bias y Cov b z Cov b x Cov b x Cov b z 

     
. 
For asymptotic bias some additional relative error terms can be defined as 
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3
yx yx
yx
b
e



   and  4
yz yz
yz
b
e



  such that    3 4 0E e E e   [Singh (2003) pp. 540].  
Equation (2.14) in terms of error is given by 
     0 3 1 2 4 2 12 21 11 1
yx yz
DIR xz zx
xz xz
y Y Ye e Xe Ze e Ze Xe
 
 
 
       
 
.            
(2.15) 
Squaring and taking expectation on both sides of (2.15), we get 
       
2
2
0 3 1 2 4 2 12 2
1 1
1 1
yx yz
DIR xz zx
xz xz
E y Y E Ye e Xe Ze e Ze Xe
 
 
 
 
        
  
. 
Simplifying above expression up to the first order of approximation, we get 
   
 
 
2 2 2 2 2
2 2 2
22 2
1 1 1 1 2
1 1 1
2 2
.
1 1
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S S S S S S
     
  
      
 
 
      
    

  
  
  
   2 2.
1 1
1DIR y y xzVar y S R
n N
 
   
 
, 
where 
2 2
2
. 2
2
1
xy yz xy yz xz
y xz
xz
R
    

 


 is the multiple correlation coefficient. 
Another version of proposed estimator is stated below: 
Let we have a known value of yx  from previous study, census or from other source. So by 
replacing yz  by its sample estimate yzb  in (2.13), we get 1DIRy  estimator as follows 
     1 2 2
1 1
1 1
DIR yx xz yz zx
xz xz
y y X x Z z b Z z X x  
 
           
    
.            
(2.16) 
Similar estimator can be obtained if yz  is known instead of yx . 
The bias of 1DIRy  is given by 
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     1 2
1
, ,
1
DIR zx yz yz
xz
Bias y Cov b x Cov b z

   
. 
 The variance of 
1DIRy  is same as  DIRVar y . 
Let a random sample of size n  is drawn from a trivariate normal population (finite or 
infinite). Assume that population is large and joint distribution of y , x  and z  is a trivariate 
normal. According to Sukhatme and Sukhatme (1970), “assume that the population is large 
and the joint distribution of y and x is bivariate normal. Then using the result that in sample 
from a bivariate normal population, the sample means are distributed independently of the 
regression coefficient (Cramer ,1946)”. 
It means that  , 0yxCov b x  . If the statement works for trivariate normal, then we will have 
 , 0yxCov b x  ,  , 0yzCov b z  ,  , 0yxCov b z   and  , 0yzCov b x  .  To check whether it 
works for trivariate normal or not, a simulation study is carried out by taking different 
combinations of correlation coefficients and different sample sizes. In simulation study 
1,00,000 independent samples are drawn from a trivariate normal distribution by changing 
combinations of correlation coefficients  , ,xy yz xz    and sample size each time. In Table 
2.1, some results are given for four combinations (0.90, 0.90, 0.63),  (0.80, 0.80, 0.50),  (0.50, 
0.50, 0.60)  and  (0.30, 0.30, 0.30). 
Table 2.1: Simulated absolute covariances between sample regression coefficients and 
sample means of the auxiliary variables for different sample size. 
Combination n   Cov ,yxb x   Cov ,yzb z   Cov ,yzb x   Cov ,yxb z  
1 25 0.0000595 0.0005548 0.0004338 0.0002423 
50 0.0002405 0.0007239 0.0008329 0.0001562 
150 0.0000208 0.0000406 0.0000390 0.0000418 
2 25 0.0012712 0.0010134 0.0031414 0.00308504 
50 0.0002930 0.0006596 0.00034288 0.0007330 
150 0.0004013 0.0002131 0.00026814 0.0003843 
3 25 0.0018169 0.0039560 0.00321028 0.0015982 
50 0.0003602 0.0001084 0.00092359 0.0005658 
150 0.0002972 0.0000254 0.00000267 0.0003034 
4 25 0.0001787 0.0000216 0.00016496 0.0002083 
50 0.0006736 0.0005363 0.00207190 0.0006240 
150 0.0002972 0.0000254 0.00000267 0.0003034 
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Results mentioned in Table 2.1, show that all covariances are approximately equal to zero. So 
for trivariate normal population, we have 
       , , , , 0yx yx yz yzCov b x Cov b z Cov b z Cov b x    . 
So   0DIRBias y   and  1 0DIRBias y  . 
Let a random sample is drawn from an infinite trivariate normal population then variances of 
the estimators are 
     2 2 2 21
1
= 1 2DIR DIR y xy yz xz xy yz xzVar y Var y S
n
          . 
2.1.4. Comparison with other estimators 
We have proposed two estimators DIRy  and 1DIRy . Since both estimators have same variances, 
so either DIRy  and 1DIRy  can be used for comparison with other estimators. In the following 
the estimator DIRy  is compared with mean per unit estimator, classical regression estimator 
and regression estimator based on two auxiliary variables. 
(i) Comparison of DIRy  with mean per unit estimator 
    2 2.
1 1
- 0DIR y y xzVar y Var y S R
n N
 
   
 
, 
 (ii) Comparison of DIRy  with classical regression estimator 
     
2
2
Re 1
1 1
- 0g DIR y yz xy xzVar y Var y S
n N
  
 
    
 
, 
 (iii)  Comparison of DIRy  with regression estimator based on two auxiliary variables 
    2 2 2Re 2 .
1 1
- 0g DIR y xz y xzVar y Var y S R
n N

 
   
 
. 
Conditions (i) to (iii) are always true. 
2.1.5.  Graphical comparison with other estimators 
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In this section, the proposed estimators 
DIRy  and 1DIRy  are compared with y , Ry , Py , Re 1gy  
and  Re 2gy  estimators using following parameters of an infinite population with 50 as sample. 
Let 2 2 2 10,000y x zS S S   , 0.8, 0.6xy yz   ,  0.05 0.05 0.95xz   and 1
Y
R
X
 
  
 
. 
 
Figure 2.1: Variance/MSE  of different estimators. 
In Figure 2.1, variance/MSE is drawn along xz (starting with 0.05 with the same increment 
up to 0.95). This figure shows that Re 2gy  starts with proposed estimator DIRy  from lower 
values of xz , but it becomes inferior not only to Re 1gy  near about 0.35xz   and onward but 
also gets inferior to Ry  near about 0.4xz   and onward. It is clear that although proposed 
estimator DIRy  touches Re 1gy  for some points but never goes down to it. It also indicates that 
the proposed estimators are performing nicely as compared to Re 1gy . 
2.1.6.  Simulation study 
Simulation study is carried out by using sampling from a finite population using simple 
random sampling with replacement (SRSWR) and simple random sampling without 
replacement (SRSWOR) procedures.  
From a trivariate normal distribution, a random sample of size 1200 was drawn. Let we 
consider this sample as a finite population. The parameters have the following values 
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1200, 999.4758, 999.5767N X Z   , 
2 937.0567yS  , 
2 2956.7801, 922.4345x zS S  ,
0.9179xy  , 0.8903yz  , 0.6508xz   and 0.9999R  . 
From the above population, 1,00,000 samples of sizes 10, 25, 50, 100 and 250 were drawn 
independently using SRSWR and SRSWOR procedures. Percentage relative efficiency (PRE) 
were obtained by using the following expression 
 
 
Simulated Var
PRE= 100
Simulated Var
y
T
  
where  Re 1 Re 2 1, , , ,  and  R g g DIR DIRT y y y y y y .  
In Table 2.2, theoretical relative efficiencies based on known population parameters are 
presented. Table 2.3 and Table 2.4 show the PREs for SRSWR and SRSWOR procedures, 
respectively. 
Table 2.2: Theoretical PRE of different estimators. 
y  Ry  Re 1gy  Re 2gy  DIRy  
100 602.37 635.08 233.37 11620.59 
 
Table 2.3: PRE of estimators when using SRSWR procedure. 
n  y  Ry  Re 1gy  Re 2gy  DIRy  1DIRy  
10 100 603.96 552.51 205.09 1174.12 1679.35 
25 100 605.56 610.9 223.65 2985.77 4041.43 
50 100 592.25 615.19 229.62 5294.42 6518.47 
100 100 94.82 620.5 231.06 6805.35 7992.62 
250 100 600.88 630.22 232.13 9461.78 9756.86 
 
Table 2.4: PRE of estimators when using SRSWOR procedure. 
n  y  Ry  Re 1gy  Re 2gy  DIRy  1DIRy  
10 100 596.90 547.68 205.24 1172.99 1651.75 
25 100 598.02 602.70 224.95 3000.27 4042.28 
50 100 602.37 623.01 230.42 5493.67 6735.37 
100 100 599.93 625.85 231.80 7057.50 8131.08 
250 100 599.60 629.27 232.85 9323.13 9965.23 
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An additional simulation for 
1DIRy  was done for sample size 500 and PRE were found 10,687 
for SRSWR and 10,915 for SRSWOR. As sample size increases PRE of both 
DIRy  and 1DIRy  
approach to theoretical PREs. PREs of both estimated proposed estimators 
DIRy  and 1DIRy  are 
always better than Re 1gy and Re 2gy  .  
2.1.7 Conclusion of Section 2.1 
Variances of proposed estimators are approximately equal to the variances of the estimators 
by Agarwal et al. (1997) and Samiuddin and Hanif (2007), which are optimum in the class of 
estimators based on two auxiliary variables. On simplification it can be proved that proposed 
estimators used estimates of partial regression coefficients. Above two points are sufficient to 
prove that proposed estimators are optimum in the class of estimators based on two auxiliary 
variables. It is obvious that DIRy  is calculated directly from sample data and by using some 
known auxiliary information. It does not demand any extra information regarding with the 
study variable. Only regression coefficients are estimated which are also estimated in 
calculating the values of Re 1gy and Re 2gy . It is found that in trivariate normal population, 
estimators are unbiased. All types of comparisons (theoretical, graphical and simulation) 
show that proposed estimators DIRy  and 1DIRy  are always outclass the estimators
Re 1,  ,  ,  R R gy y y y  and Re 2gy . 
2.2  The proposed control chart 
In this section, a Shewhart-type DIDX -control chart has been proposed by using difference-in-
difference estimator by Awan and Shabbir (2014) to monitor moderate size shifts in the 
process mean in Phase II, This section is divided into five sub-sections from 2.2.1 to 2.1.5.  
2.2.1 The proposed Shewhart-type control chart for process mean in Phase II 
Let m  random samples   , , : 1,2,..., ; 1,2,...,ij ij ijX U V i m j n   each of size n  are drawn 
from a production process having a trivariate normal distribution with   as mean vector and 
  as variance-covariance matrix as: 
x
u
v

 

 
 
 
  
and 
2
2
2
x xu x u xv x v
xu x u u uv u v
xv x v uv u v v
      
      
      
 
 
   
 
 
, 
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where
x , u  and v  are means of X , U and V  respectively; 
2
x , 
2
u  and 
2
v  are variances 
of X , U and V , respectively; xu  is the correlation coefficient between X and U , xv  is 
correlation coefficient between X  and V  and uv  is correlation coefficient between U  and  
V . Here X  represents the quality characteristic where U and V  are the auxiliary variables. 
Rewriting the difference- in-difference estimator by Awan and Shabbir [2014] as 
     2 2
1 1
1 1
DID xu u uv v xv v vu u
uv uv
X X U V V U       
 
           
    
,     
(2.17) 
where xu  is a regression coefficient X  on U . Similarly,  xv  and vu  are other process or 
population regression coefficients. Sample means can be defined as : 1
n
i
i
X
X
n


 , 1
n
i
i
U
U
n


  and 
1
n
i
i
V
V
n


 . We know that DIDX  is an unbiased estimator of x , so  
  DID xE X  . 
The variance of DIDX  is given by 
 
 
 2 2 2 2
2
1
1 2
1
DID x xu xv uv xu xv uv
uv
Var X
n
      

    

 .                                  
(2.18) 
Based on DIDX  estimator, we propose Shewhart-type DIDX -chart for Phase II, in order to 
monitor shifts in location parameter i.e. x  of the process. The 3-sigma control limits of the 
proposed DIDX - chart are given as 
 
 
2 2 2
0 2
0
2 2 2
0 2
1
LCL 3 1 2
1
CL
1
LCL 3 1 2  
1
x
xu xv uv xu xv uv
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x
xu xv uv xu xv uv
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n
n

      



      

     


     

               
(2.19) 
The probability limits of the proposed DIDX -chart are given by 
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(2.20) 
In DIDX  and  Var DIDX we have a set (say S ) of quantities which are used in the 
construction of proposed DIDX -chart where S  is as follows 
  2, , , ,  , ,  , , ,  ,  .x u v x xu xv uv vu xu xv uvS              
In S , the auxiliary information is given in 1S , where  1 , , , ,  u v uv vu uvS       and we also 
know 2u  and 
2
v . Since auxiliary information is available so 1S  is fully known to us. Other 
values are given in 2S , where  22 , ,  , , , x x xu xv xu xvS       . 
If standards of a certain process are known, we have known values of x  and 
2
x . Kadilar 
and Cingi [2006] used known correlation coefficient. If the process is stable and we have 
enough information about xu  and  xv , these can be taken as known quantities. If  xu  and 
 xv are known then one can find xu  and xv , using 
x
xu xu
u

 

   and xxv xu
v

 

 . So 2S  
is fully known implies that S  is completely a known set.  
If 2S  is not known, we have to estimate all quantities of 2S  using Phase I sample(s) and 
consequently, we consider  23 ,  , , , x xu xv xu xvS      . The detailed study is given in 
Section 3.2. 
2.2.2. Performance of the proposed chart 
In studying the performance of DIDX -chart, ARL is taken as performance measure. This 
study is divided into: Known case and Unknown case.  
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(a) Known case 
When process is in the state of in-control then 
0ARL  of proposed DIDX - chart is  
 
0
1
ARL

 . 
When process is in out-of-control state, then 
1ARL  is defined as  
1
1
ARL
1 


, 
where 
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Substituting 1 0 xk     in the above equation, where xk  is the amount of shift in 0 , so 
 1   becomes 
  
  
2
2
2
2 2 2
2
2 2 2
1
1 1
1 2
1
.
1 2
uv
xu xv uv xu xv uv
uv
xu xv uv xu xv uv
k n
z
k n
z



 
     


     
 
 
    
    
 
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 
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    
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When we have 3-sigma limits, ARL becomes 
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Using simulation study we have found 
0ARL  and 1ARL , by taking the different 
combinations of correlation coefficients  , ,xu xv uv    for 3n  . Let random samples 
  , , : 1,2,..., 250000; 1,2,3ij ij ijX U V i j   each of size 3 , are drawn from a trivariate normal 
distribution with   as mean vector and   as variance-covariance vector as: 
100
100
100

 
 
 
  
and 
1
1 .
1
xu xv
xu uv
xv uv
 
 
 
 
  
 
  
 
We take 52 combinations of correlation coefficients  , ,xu xv uv   , 0ARL and 1ARL values 
are calculated using simulation by taking 0.002  . We can see that for higher values of xu  
and xv , 1ARL  are very small. In many combinations, we get unitARL before shift in mean 
is equal to 1, which indicates that proposed DIDX -chart is good for small and moderate shifts. 
Taking 3n  , ARL  values of proposed DIDX -chart for different combinations of correlation 
coefficients  , ,xu xv uv    are given in Table 2.5. 
In different combinations of correlation coefficients like  0.9,0.9,63  and  0.9,0.7,35 , 
correlation coefficient uv  is smaller than xu  and xv , ARL values are very small. It means 
proposed DIDX - chart is good when there is small multicollinearity in the process. If any one 
of the xu  or xv are small and uv  is large, ARL values are also small, for example for 
correlation coefficients  0.95,0.70,0.85  and  0.85,0.35,0.70 . 
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Table 2.5: ARL values of proposed DIDX - chart for different combinations of correlation 
coefficients  , ,xu xv uv    when 3n  . 
Combination 
, ,xu xv uv    
Shift 
0.00 0.25 0.5 0.75 1.0 1.5 2.0 2.5 
0.95,0.95,0.85 499.4 2.7 1.0 1.0 1.0 1.0 1.0 1.0 
0.95,0.95,0.95 499.7 15.0 1.9 1.0 1.0 1.0 1.0 1.0 
0.95,0.70,0.45 499.4 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.95,0.70,0.65 498.6 18.6 2.2 1.1 1.0 1.0 1.0 1.0 
0.95,0.70,0.85 501.5 9.6 1.4 1.0 1.0 1.0 1.0 1.0 
0.95,0.30,0.10 500.8 9.3 1.4 1.0 1.0 1.0 1.0 1.0 
0.95,0.30,0.35 501.0 22.2 2.6 1.2 1.0 1.0 1.0 1.0 
0.95,0.30,0.55 501.1 3.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.90,0.90,0.63 500.4 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.90,0.90,0.75 499.1 15.0 1.9 1.1 1.0 1.0 1.0 1.0 
0.90,0.90,0.90 498.9 40.3 5.0 1.6 1.2 1.0 1.0 1.0 
0.90,0.70,0.35 500.2 2.2 1.0 1.0 1.0 1.0 1.0 1.0 
0.90,0.70,0.60 499.5 41.3 5.1 1.7 1.1 1.0 1.0 1.0 
0.90,0.70,0.94 499.1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.90,0.40,0.10 499.5 21.1 2.5 1.1 1.0 1.0 1.0 1.0 
0.90,0.40,0.50 498.9 39.4 5.0 1.6 1.1 1.0 1.0 1.0 
0.90,0.40,0.75 499.2 1.7 1.0 1.0 1.0 1.0 1.0 1.0 
0.90,0.10,0.20 500.9 53.7 7.1 2.2 1.2 1.0 1.0 1.0 
0.90,0.10,0.40 499.6 26.7 3.6 1.3 1.0 1.0 1.0 1.0 
0.90,0.10,0.52 499.7 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.85,0.85,0.50 499.0 5.0 1.2 1.0 1.0 1.0 1.0 1.0 
0.85,0.85,0.60 499.6 22.5 2.6 1.7 1.0 1.0 1.0 1.0 
0.85,0.85,0.70 499.8 41.1 5.1 1.7 1.1 1.0 1.0 1.0 
0.85,0.35,0.50 498.1 83.2 12.4 3.6 1.7 1.0 1.0 1.0 
0.85,0.35,0.60 498.6 72.3 10.6 3.0 1.5 1.0 1.0 1.0 
0.85,0.35,0.70 498.8 44.7 5.6 1.8 1.1 1.0 1.0 1.0 
0.85,0.35,0.79 499.2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.80,0.80,0.41 499.4 20.8 2.5 1.1 1.0 1.0 1.0 1.0 
0.80,0.80,0.50 499.4 39.9 4.9 1.6 1.1 1.0 1.0 1.0 
0.80,0.80,0.70 499.0 75.2 11.1 3.3 1.5 1.0 1.0 1.0 
0.80,0.40,0.10 499.2 78.5 12.0 3.4 1.6 1.0 1.0 1.0 
0.80,0.40,0.30 498.8 102.9 17.8 5.0 2.1 1.1 1.0 1.0 
0.80,0.40,0.60 498.4 107.9 19.2 5.4 2.3 1.1 1.0 1.0 
0.80,0.40,0.80 498.4 58.9 8.0 2.3 1.3 1.0 1.0 1.0 
0.75,0.75,0.35 499.5 47.2 6.0 1.9 1.1 1.0 1.0 1.0 
0.75,0.75,0.50 499.9 76.3 11.5 3.2 1.6 1.0 1.0 1.0 
0.75,0.75,0.95 499.2 129.3 25.3 7.3 3.0 1.2 1.0 1.0 
0.70,0.70,0.10 500.6 26.5 3.1 1.3 1.0 1.0 1.0 1.0 
0.70,0.70,0.30 500.2 75.0 11.2 3.1 1.5 1.0 1.0 1.0 
0.70,0.70,0.50 500.8 107.5 19.2 5.3 2.3 1.1 1.0 1.0 
0.70,0.50,0.10 500.7 100.0 17.1 4.8 2.1 1.1 1.0 1.0 
0.70,0.50,0.35 500.9 132.8 26.4 7.4 3.0 1.2 1.0 1.0 
0.70,0.50,0.65 501.1 149.8 32.7 9.7 3.9 1.4 1.0 1.0 
0.70,0.50,0.95 500.7 148.6 32.0 9.4 3.8 1.4 1.0 1.0 
0.65,0.30,0.50 499.7 166.3 39.3 11.9 4.8 1.6 1.1 1.0 
0.65,0.30,0.70 500.2 155.9 34.8 10.5 4.2 1.5 1.1 1.0 
0.65,0.30,0.90 501.1 41.2 5.1 1.7 1.1 1.0 1.0 1.0 
0.60,0.40,0.10 501.0 154.6 34.2 10.2 4.1 1.4 1.1 1.0 
0.60,0.40,0.50 500.8 177.6 43.9 13.1 5.6 1.8 1.1 1.0 
0.60,0.40,0.90 500.2 158.5 35.4 10.6 4.3 1.5 1.1 1.0 
0.60,0.60,0.10 500.2 106.6 18.9 5.3 2.3 1.1 1.0 1.0 
0.60,0.40,0.35 500.0 140.6 29.3 8.5 3.5 1.3 1.0 1.0 
 
In the next discussion, we are assuming that xu  is larger than xv . We took different 
combinations of  , ,xu xv uv    and plotted simulated ARLs  for 5n   by taking 0.0027  .   
We have obtained 12 graphs (Figures 2.2-2.13). In each graph, we fixed values of xu  and 
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xv  with varying values of uv . For each combination of   , ,xu xv uv   , we have a separate 
ARL  curve. ARL of X -chart are also plotted in each graph. According to Awan and Shabbir 
(2014) difference-in-difference estimator always performs better than mean per unit 
estimator. Definitely control charts based on these two estimators will perform in the same 
way. In this study, we took 0.95,0.9,0.8,0.7,0.6xu  . We can take less than 0.6  values of 
xu , but since we are targeting the moderate size shifts in mean so we are taking higher 
values of 
xu . For lower values of xu  or xv , DIDX - chart is good for large shifts only. In 
each graph, four or five values of 
uv  for each combination  , ,xu xv uv    are used. Separate 
ARLs  curves for all these values of uv  are obtained in which any two curves are showing 
maximum and minimum ARLs . All other ARL curves for non-mentioned values of uv  will 
lie in between of these two curves. In the graphs we have used notation  D , ,xu xv uv    in 
place of proposed DIDX - chart for correlation coefficients  , ,xu xv uv   .  
 
Figure 2.2: ARL curves of the proposed DIDX -chart with 0.95 0.90,xu xv    and 
0.72, 0.80, 0.90, 0.99uv  . 
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Figure 2.3: ARL curves of the proposed DIDX -chart  with 0.95 0.5,xu xv    and 
0.21, 0.35, 0.50, 0.65, 0.74uv  . 
 
Figure 2.4: ARL curves of the proposed DIDX -chart with 0.9 0.9,xu xv    and 
0.63, 0.70, 0.80, 0.90, 0.99uv  . 
 
Figure 2.5: ARL curves of the proposed DIDX -chart with 0.9 0.5,xu xv    and 
0.10, 0.25, 0.45, 0.65, 0.82uv  . 
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Figure 2.6: ARL curves of  the proposed DIDX -chart with 0.9 0.1,xu xv    and 
0.1 0.25, 0.40, 0.52,uv  . 
 
Figure 2.7: ARL curves of the proposed DIDX -chart with 0.8 0.8,xu xv    and 
0.41, 0.50, 0.60, 0.80, 0.99uv  . 
 
Figure 2.8: ARL curves of  the proposed DIDX -chart with 0.8 0.5,xu xv    and 
0.1, 0.3, 0.5, 0.7, 0.9uv  . 
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Figure 2.9: ARL curves of  the proposed DIDX -chart with 0.8 0.1,xu xv     and 
0.1, 0.30, 0.50, 0.67uv  . 
 
Figure 2.10: ARL curves of  the proposed DIDX -chart with 0.7 0.7,xu xv    and 
0.1, 0.3, 0.5, 0.7, 0.9uv  . 
 
Figure 2.11: ARL curves of the proposed DIDX -chart with 0.7 0.4,xu xv    and 
0.1, 0.3, 0.5, 0.7, 0.93uv  . 
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Figure 2.12: ARL curves of the proposed DIDX -chart with 0.6 0.6,xu xv    and 
0.1, 0.35, 0.5, 0.65, 0.8uv  . 
 
Figure 2.13: ARL curves of the proposed DIDX -chart with 0.6 0.4,xu xv    and 
0.1, 0.3, 0.5, 0.7, 0.95uv  . 
(b)  Unknown case 
In the application of X -chart in Phase II, both   and 2  are known when standards are 
given and unknown when standards are not given. If both   and 2  are known, then these 
can be estimated using Phase I samples. Usually these samples of equal size are taken in 
groups, are known as reference samples. Some examples of estimation based on X -chart are: 
Ghosh et al (1981) and Del Castillo (1996) considered the case when the process variance is 
unknown. Quesenberry (1993) studied the effect of n  on estimated limits of X -chart and X -
chart. Chakraborti (2000) examined the performance of Shewhart X -control chart via ARL 
and  , using estimated limits of   and 2 , when one of   and 2  or both are unknown. 
Schoonhoven and Riaz (2009) investigated the effect of different estimators of   on the X -
chart performance. Some other references in this context are: Woodall and Montgomery 
(1999), Nedumaran and Pignatiello (2001), Jensen et al. (2006) and Chakraborti (2006, 
2007).   
The parametric control charts are those in which parametric distribution of X  is assumed 
such as normality. But in most applications, these parametric distributions are not known 
sufficiently. If limited or lack of knowledge about X  is available or when someone is 
concerned about the non-normality of X  and contamination in the distribution of X , 
nonparametric control charts are only choice as alternative. We have a lot of literature on 
nonparametric control charts: for example Woodall and Montgomery (1999) and Chakraborti 
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et al. (2001). Some authors used two-sample nonparametric statistics, using observed sample 
(or test sample) of size n  and a reference sample of size m . For example, Balakrishnan et al. 
(2009) introduced three nonparametric control charts of Shewhart-type, using “run” and 
“Wilcoxin-type rank-sum” statistics in order to detect shifts in the process. Balakrishnan et al. 
(2009) used reference samples of sizes 50, 100, 200, 500m   and 1000  in their study. 
Chakraborti and van de Wiel (2008) suggested a Shewhart-type nonparametric control chart 
for detecting shifts in the process location, using Mann-Whitney statistic. They used 
reference samples of size 50, 75, 100, 150, 300, 500,  750,m  1000, 1500  and 2000.   
In our study we did not take reference samples of small size as in the parametric control 
charts in which samples of small and equal sizes are taken in groups. We have used large 
reference samples as in nonparametric control charts. Our main focus in this section is to find 
out the value of the set  23 ,  , , , x xu xv xu xvS       using reference sample(s). In this study 
we find values of 0ARL  for the proposed DIDX -chart through a simulation study. We divide 
our study into two different scenarios. In the first scenario, we fixed reference sample size 
and simulate 0ARL values of the proposed DIDX -chart by varying correlation coefficient 
combinations  , ,xu xv uv   and sample sizes. We have checked the effect of estimation on 
0ARL values of proposed DIDX -chart by using different combinations  , ,xu xv uv    and 
different values of n . In second scenario we have checked the effect of estimation on 0ARL  
values of proposed DIDX -chart by using different sizes and number (say 1m ) of reference 
samples with fixed  , ,xu xv uv   . In first scenario, we took reference sample of size 
1000m   from in-control process and then values in 3S  were estimated. We have used 
control limits of X -chart. In these control limits we use known value of x , 0.0027   and 
1000m  . By drawing a sample from trivariate normal distribution of size 1000m   and then 
check whether this sample is within the X -chart limits or not. If sample is within the X -
chart limits, we pick it and estimate some or all quantities mentioned in 3S . Then we draw 
samples of size 1, 5, 10n   or 25  and calculated values of DIDX  and ARL  by using known 
set 1S  and estimate values of 3S  each time. We have also tried another method of drawing in-
control sample: we draw a single observation and check with limits of X -chart by taking 
0.0027   and complete 1000m   set and by using this set, we estimate the 3S  set. In the 
first scenario we have made four Cases (i) to (iv) based on the estimation of different values 
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of 
3S  by using reference sample of size 1000m   and taking sample size 1, 5, 10, 25n  . 
Cases (i)-(iv) are: 
Case (i)   2
x and xv are unknown and ,   and  xu xu xv   are known. 
Case (ii)  2  ,  x xv  and xu are unknown and  and  xu xv  are known. 
Case (iii)  2  ,  x xv   and xv are unknown and  and  xu xu   are known. 
Case (iv)  2 ,  , , x xu xv xu     and  xv  are unknown.  
In second scenario four Cases (a)-(b) are used with fixed  , ,xu xv uv    and fixed n  with 
varying size and number of reference samples. We use  0.9,0.9,0.8  as the value of 
correlation coefficient combination  , ,xu xv uv   .  
Case (a): 25m  , 1 10, 20, 30, 40, 80,  200m  . 
Case (b): 50m   and 1 5, 10, 15, 20, 40, 100m  . 
Case (c): 100m   and 1 3, 5, 10, 15, 20, 50m  . 
Case (d): 250,500,750,1000,2000,5000m   and 1 1m  .  
Tables 2.6 and 2.7 show 0ARL values of proposed DIDX - chart for different combinations of 
 , ,xu xv uv    using Cases (i) and (ii) respectively. Combinations of  , ,xu xv uv    are taken 
as (0.90, 0.90, 0.80),  (0.85, 0.35, 0.65),  (0.80, 0.80, 0.60),  (0.75, 0.75, 0.60),  (0.70, 0.50, 0.65)  and  (0.65, 
0.65, 0.45). Similarly, Tables 2.8 and 2.9 show 0ARL values of proposed DIDX -chart for 
different combinations of  , ,xu xv uv    using Cases (iii) and (iv) respectively. Combinations 
of  , ,xu xv uv   are taken as (0.90, 0.90, 0.80), (0.85, 0.35, 0.65), (0.80, 0.80, 0.60), (0.75, 0.75, 0.60), 
and (0.65, 0.65, 0.45). 
Tables 2.10-2.13 represent 0ARL values of proposed DIDX -chart for Cases (a) to (d) 
respectively, by taking  0.9,0.9,0.8  as  , ,xu xv uv   and using m  and 1m  as given in Cases 
(a) to (d). Sample size 3n   is used in all Tables 2.10-2.13.  
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In Tables 2.6-2.9, minimum 
0ARL are 497.5, 489.0, 496.2 and 496.2 and maximum are 
513.2, 510.9, 513.4 and 513.4, respectively. False alarm rates are in the range 0.0195 and 
0.00204. This indicates small distortion of type I error. When we see the Tables row wise for 
each combination we do not see much difference in each row which indicates that sample 
size is not a major problem in this estimator. In Tables 2.6-2.9, 
0ARL values are not so much 
different.  
According to Awan and Shabbir (2014), sample regression coefficients are unbiased 
estimator of population regression coefficients. It means in order to estimate 
xu  or  xv , 
number of reference samples matters. In this 
1m  should be large and m  may be 25 or above. 
But sample correlation coefficients are biased estimators for population correlation 
coefficients. So in case of estimating xu  or xv , m  should be large and 1m  does not matter.  
We have same results using simulation study. Table 6 shows that 25m   works very well for 
Case (i) for all choices of 1m  but for Case (ii), 1 20m   works well. Tables 2.11 and 2.12 
show that 50m   and 100  perform very well for Case (i) for all values of 1m  and for Case 
(ii), 1 20m   and 1 5m   are suitable for 50m   and 100 , respectively. Seeing Table 2.13, we 
conclude that Case (iii) gives good results for all choice of m  and Case (iv) is good when 
750m .  
Cases (a)-(c) perform well as compared to Case (d) for Case (i).  Case (c) worked well when 
1 5m  and Case (d) when 500m for Case (ii). For Cases (iii) and (iv) we recommend only 
Case (d) when 500m  and 1000m ,  respectively. 
Tables 2.14 and 2.15 show ARL values of proposed DIDX - chart for different combinations 
 , ,xu xv uv   using Cases (i) and (ii), respectively, with 100m  , 1 10m   and 3n  . Tables 
2.16 and 2.17 show ARL values of proposed DIDX - chart for different combinations 
 , ,xu xv uv   using Cases (iii) and (iv), respectfully and with 1000m  , 1 1m   and 3n  . 
Table 2.6: 0ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (i) with 1000m   and taking 1, 5, 10, 25n   
Combination
 , ,xu xv uv    
Sample size 
1 5 10 25 
(0.90 ,0.90, 0.80) 504.3 502.7 502.5 500.2 
(0.85 ,0.35, 0.65) 498.2 497.5 499.6 501.3 
(0.80 ,0.80, 0.60) 501.1 507.3 502.0 506.6 
(0.75 ,0.75, 0.60) 505.6 508.5 510.7 504.2 
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(0.70 ,0.50, 0.65) 503.8 504.9 507.5 513.2 
(0.65 ,0.65, 0.45) 508.9 513.2 505.2 511.9 
 
Table 2.7: 
0ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (ii) with 1000m   and taking 1, 5, 10, 25n   
Combination
 , ,xu xv uv    
Sample size 
1 5 10 25 
(0.90 ,0.90, 0.80) 495.7 490.8 493.6 490.5 
(0.85 ,0.35, 0.65) 489.0 494.7 494.3 496.4 
(0.80 ,0.80, 0.60) 503.5 504.9 503.6 500.8 
(0.75 ,0.75, 0.60) 508.1 507.2 506.0 501.4 
(0.70 ,0.50, 0.65) 510.9 507.1 504.1 506.2 
(0.65 ,0.65, 0.45) 508.3 505.8 504.8 501.6 
 
Table 2.8: 
0ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (iii) with 1000m   and taking 1, 5, 10, 25n   
Combination
 , ,xu xv uv    
Sample size 
1 5 10 25 
(0.90 ,0.90, 0.80) 498.4 506.9 503.3 496.2 
(0.85 ,0.35, 0.65) 511.9 511.9 511.5 513.4 
(0.80 ,0.80, 0.60) 508.7 503.6 508.8 505.9 
(0.75 ,0.75, 0.60) 502.0 500.5 500.9 500.7 
(0.65 ,0.65, 0.45) 508.5 499.3 502.2 507.7 
 
Table 2.9: 0ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (iv) with 1000m   and taking 1, 5, 10, 25n   
Combination 
 , ,xu xv uv    
Sample size 
1 5 10 25 
(0.90 ,0.90, 0.80) 515.0 516.4 511.7 517.6 
(0.85 ,0.35, 0.65) 501.1 496.1 500.5 498.8 
(0.80 ,0.80, 0.60) 518.8 511.1 517.3 517.7 
(0.75 ,0.75, 0.60) 507.2 511.3 511.1 510.2 
(0.65 ,0.65, 0.45) 510.6 510.3 505.5 509.7 
 
Table 2.10: 0ARL values of proposed DIDX - chart for combinations  0.9,0.9,0.8  
using Case (i) and Case (ii) with 25m  , 1 10, 20, 30, 40, 80, 200m   
Case 
1m  
10 20 30 40 80 200 
i 505.8 501.7 498.8 499.0 499.1 499.4 
ii 478.9 489.1 489.9 492.8 496.6 502.1 
 
 
Table 2.11: 0ARL values of proposed DIDX - chart for combinations  0.9,0.9,0.8 using  
Case (i) and Case (ii) with 50m   and 1 5, 10, 15, 20, 40, 100m   
Case 
1m  
5 10 15 20 40 100 
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i 505.5 503.7 502.5 502.4 498.1 498.8 
ii 484.4 486.5 487.7 491.9 497.1 498.1 
 
Table 2.12: 
0ARL values of proposed DIDX - chart for combinations  0.9,0.9,0.8  
using Case (i) and Case (ii) with 100m   and 1 3, 5, 10, 15, 20,  50m   
Case 
1m  
3 5 10 15 20 50 
i 507.2 504.1 502.7 501.6 497.2 497.8 
ii 484.3 494.7 503.3 497.2 502.9 502.0 
 
Table 2.13: 0ARL values of proposed DIDX - chart for combinations  0.9,0.9,0.8 using  
Case (i) - Case (iv)  with 250,500,750,1000,2000,5000m   and 1 1m   
Case m  
250 500 750 1000 2000 5000 
i 506.0 503.8 503.1 502.3 500.2 501.0 
ii 516.4 508.1 505.5 498.0 498.5 499.0 
iii 496.6 497.5 498.8 498.6 500.8 501.6 
iv 531.2 528.2 519.2 513.6 507.7 502.6 
 
Table 2.14: ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (i) with 100m  , 1 10m   and 3n   
Combination 
 , ,xu xv uv    
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 
(0.90 ,0.90, 0.80) 500.0 23.4 3.1 1.3 1.0 1.0 
(0.85 ,0.35, 0.65) 497.2 71.8 12.5 3.4 1.6 1.0 
(0.80 ,0.80, 0.60) 510.8 59.7 7.2 2.3 1.3 1.0 
(0.75 ,0.75, 0.60) 511.7 92.9 13.1 3.8 1.8 1.1 
(0.70 ,0.50, 0.65) 512.6 151.4 43.3 10.5 4.2 1.4 
(0.65 ,0.65, 0.45) 509.5 129.1 24.0 6.4 2.7 1.2 
 
 
 
Table 2.15: ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (ii) with 100m  , 1 10m   and 3n   
Combination
 , ,xu xv uv    
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 
(0.90 ,0.90, 0.80) 477.1 23.6 2.7 1.2 1.0 1.0 
(0.85 ,0.35, 0.65) 483.8 72.1 9.0 2.6 1.4 1.0 
(0.80 ,0.80, 0.60) 489.4 59.4 8.6 2.5 1.3 1.0 
(0.75 ,0.75, 0.60) 489.2 92.5 16.6 4.3 1.9 1.1 
(0.70 ,0.50, 0.65) 494.2 151.4 43.2 10.5 4.1 1.4 
(0.65 ,0.65, 0.45) 494.0 130.0 22.0 6.7 2.8 1.2 
 
Table 2.16: ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
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using Case (iii) with 1000m  , 1 1m   and 3n   
Combination
 , ,xu xv uv    
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 
(0.90 ,0.90, 0.80) 503.4 21.8 2.7 1.2 1.0 1.0 
(0.85 ,0.35, 0.65) 508.6 55.7 8.8 2.7 1.4 1.0 
(0.80 ,0.80, 0.60) 504.9 67.1 8.8 2.5 1.3 1.0 
(0.75 ,0.75, 0.60) 507.9 118.8 18.2 4.8 2.0 1.1 
(0.65 ,0.65, 0.45) 506.0 138.2 26.5 7.5 3.0 1.2 
 
Table 2.17: ARL values of proposed DIDX - chart for different combinations  , ,xu xv uv    
using Case (iv) with 1000m  , 1 1m   and 3n   
Combination
 , ,xu xv uv    
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 
(0.90 ,0.90, 0.80) 511.6 17.3 2.4 1.1 1.0 1.0 
(0.85 ,0.35, 0.65) 499.2 51.8 8.4 2.6 1.4 1.0 
(0.80 ,0.80, 0.60) 509.6 63.9 8.6 2.4 1.3 1.0 
(0.75 ,0.75, 0.60) 508.8 114.2 17.9 4.7 2.0 1.1 
(0.65 ,0.65, 0.45) 508.9 92.1 19.3 5.9 2.6 1.2 
 
2.2.3 An ilustrative Example 
Let 15 random samples   , , : 1,2,...,15; 1,2,3ij ij ijX U V i j   each of size 3  are drawn from 
a trivariate normal distribution  ,N    and 5 random samples 
  , , : 16,17,..., 20; 1,2,3ij ij ijX U V i j   are drawn from a trivariate normal distribution
 ,N   , where 
500 1 0.90 0.90
100 0.90 1 0.75
50 0.90 0.75 1

  
    
  
   
  and  
500.6
100
50

 
  
 
 
. 
We introduce a shift of size 0.6 in the mean. Table 2.18 contains the sample values, sample 
means ( X , U  and V ) and values of proposed DIDX -charting statistic for combination 
 0.90, 0.90, 0.75 . Data for proposed DIDX - chart is given in Table 2.18. 
Table 2.18: Data for proposed DIDX - chart for combination  0.90, 0.90, 0.75  using 3n   
Sample 
no. X  values U  values V  values X  U  V  DIDX  
1 499.81 499.97 497.16 99.65 100.23 96.62 49.59 50.60 48.28 498.98 98.83 49.49 499.84 
2 500.57 499.51 501.61 100.50 99.49 101.09 50.71 49.55 51.01 500.56 100.36 50.43 500.16 
3 501.05 501.15 501.16 101.15 101.00 101.09 50.93 51.60 51.35 501.12 101.08 51.29 499.90 
4 500.48 499.43 502.13 100.20 99.71 102.10 50.63 48.87 52.16 500.68 100.67 50.55 500.05 
5 501.42  500.87 499.34 101.48  100.35   99.88 50.96  51.69 49.36 500.54  100.57 50.67 499.91 
6 501.06  501.04 502.61 101.21  101.13 102.22 50.39  51.10 52.82 501.57  101.52 51.44 500.05 
7 500.56  499.13 499.34 100.44   99.59   99.97 50.51  48.90 49.29 499.67  100.00 49.57 499.90 
8 501.40  498.77 499.14 101.43   99.08   98.95 50.69  48.77 49.16 499.77  99.82 49.54 500.10 
9 500.71  499.76 500.08 100.20  100.27   99.47 50.59  49.50 49.60 500.18  99.98 49.90 500.25 
10 499.14  499.46 498.86 99.72  98.81 98.41 48.73  50.43 49.19 499.15  98.98 49.45 499.96 
11 499.97  500.61 500.18 99.61  100.62 100.08 50.85  50.50 50.78 500.25  100.10 50.71 499.84 
12 501.40  500.45 498.05 101.21  100.43   98.19 50.14  49.61 48.69 499.97  99.94 49.48 500.27 
13 501.02  499.37 499.47 101.40   99.56   99.71 50.22   49.25 48.46 499.95  100.23 49.31 500.19 
14 499.70  500.83 501.60 99.55  100.24 101.59 49.33  50.47 51.20 500.71  100.46 50.33 500.30 
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15 499.23  500.24 499.32 99.88  100.20   99.42 49.46  50.69 49.04 499.6  99.83 49.73 499.82 
16 501.32  500.76 500.94 100.81  100.59   99.42 51.03  49.45 50.94 501.01  100.27 50.47 500.62 
17 500.15  500.45 499.97 99.49  99.65 99.83 49.93  49.98 49.22 500.19  99.66 49.71 500.52 
18 500.42  500.99 501.84 99.53  100.48 101.37 49.93  50.00 51.20 501.08  100.46 50.37 500.65 
19 498.47  500.76 501.83 99.22   99.94 101.57 47.00  49.80 50.42 500.36  100.24 49.07 500.71 
20 500.25  499.46 501.13 99.15   99.07 100.59 50.11  48.64 50.19 500.28  99.6 49.64 500.67 
 
Fig. 2.14 contains X -chart for known case in which we have LCL 498.27  and 
UCL 501.73  by using 3-sigma limits. Here no point is above UCL , indicating no out-of-
control signal. Fig. 2.15 contains classic EWMA  chart for known case with =0.1  and
=2.814L . Here no point is above UCL , indicating no out-of-control signal. Fig. 2.16 
contains classic CUSUM  chart for known case with 0.5k   and =4.77h . Here point number 
6 is above UCL , indicating false-alarm but no out-of-control signal. Fig. 2.17 has proposed 
DIDX -chart for known case. Using 3-sigma limits we have LCL 499.69 and UCL 500.31  . 
Here last five points are well above UCL , indicating five out-of-control signals. In the rest of 
charts (Figures 2.18-2.21) we have use estimation of different values of 
 23 ,  , , , x xu xv xu xvS      under Cases (i)-(iv). In Figures 2.18-2.21, we have control charts 
for Cases (i)-(iv). For standard deviation we will use the following expression to obtain the 
estimated standard deviation 
 
 4
4 3
ˆ
4 1
xx
x
S mS
c m


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
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. 
Following Table 2.19 gives values of 3S according to four Cases (i)-(iv), based on a reference 
sample of size 1000. 
Table 2.19: Data of 3S , LCLand UCL for proposed DIDX - chart under Cases (i)-(iv) 
Case S  ˆ x  xu  xv  xu  xv  LCL  UCL  
i 0.990674 0.990922 0.9 0.881254 0.9 0.9 499.69 500.31 
ii 1.000407 1.000657 0.899803 0.880953 0.9 0.9 499.69 500.31 
iii 1.007930 1.008183 0.9 0.897422 0.9 0.896479 499.67 500.33 
iv 1.031501 1.031759 0.8935684 0.891096 0.8935684 0.90043626 499.66 500.34 
   
Note: bold numbers in Table 2.19, represent known values. 
73 
 
 
Figure 2.14: X control chart (known case). 
 
Figure 2.15: EWMA  control chart (known case) with =0.1 and =2.814.L  
 
Figure 2.16: CUSUM  control chart (known case) with =0.5k and =4.77.h  
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Figure 2.17: Proposed DIDX - chart for combination  0.90, 0.90, 0.75 under known case. 
 
Figure 2.18: proposed DIDX - chart for combination  0.90, 0.90, 0.75 under Case (i). 
 
Figure 2.19: Proposed DIDX - chart for combination  0.90, 0.90, 0.75 under Case (ii). 
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Figure 2.20: Proposed DIDX - chart for combination  0.90, 0.90, 0.75 under Case (iii). 
 
Figure 2.21: Proposed DIDX - chart for combination  0.90, 0.90, 0.75 under Case (iv). 
In Figures 2.18-2.21, we have four control charts based on values of 3S  for Cases (i)-(iv), 
respectively. In all charts in Figures 2.17-2.21, last five points are well out-of-control. In this 
application we conclude three important results. Firstly, control charts in Figures 2.18-2.21 
show five out-of control signals as we saw in Fig 2.17 under known case, which shows that 
the estimation of 3S using a reference sample has no serious effect on the performance of 
proposed DIDX - chart. Secondly, we can see that proposed DIDX - chart outclass the Shewhart 
X -chart in detecting the shift of size 0.6 in mean in this example. Thirdly, proposed DIDX -
chart also outclass EWMA control chart even using 0.1   in this example and also 
outclasses CUSUM  chart. 
2.2.4 Comparison of proposed control chart with X -chart, classical EWMA and 
CUSUM  control charts 
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In Table 2.20, ARLsof X -control chart, classical CUSUM  and EWMA control charts by 
using 3n   are given at 0ARL 500  in order to compare with proposed DIDX -control chart.  
Table 2.20: ARLs  of Shewhart X -chart, classical CUSUM  chart and classical EWMA  
chart for different   for 3n   
Shift X -Chart 
CUSUM
0.5k   
EWMA Chart 
0.05   0.1   0.2   0.25   0.5   
0.00 499.8 503.0 498.7 499.3 497.6 498.7 500 
0.25 241.9  52.4 35.7 40.6 56.3 65.5 117.6 
0.50 76.5 13.4 13.6 12.7 13.7 14.9 25.1 
0.75 27.3 7.1 8.3 7.3 6.8 6.9 9.1 
1.00 11.5 4.8 6.1 5.1 4.5 4.4 4.8 
1.50 3.2 3.0 4.0 3.3 2.8 2.6 2.4 
2.00 1.6 2.3 3.1 2.5 2.1 2.0 1.6 
2.50 1.1 1.9 2.5 2.1 1.7 1.6 1.2 
3.00 1.0 1.6 2.1 1.9 1.4 1.3 1.0 
 
By comparing Table 2.2 and Table 2.20, we can see that for all combinations  , ,xu xv uv    
proposed chart always performs better than Shewhart X -control chart. For higher correlation 
proposed chart performs better even classical EWMA  for all values of  mentioned in Table 
2.20, for small shifts. When xu  or xv  are more than 0.70, proposed chart is always better 
than classical EWMA  for 0.5 shift in mean. For moderate shifts (i.e. between 0.75 and 1.5) 
proposed chart is better than EWMA  chart when xu  or xv  greater than or equal to 0.6. For 
moderate shifts in mean following expression helps us to check that the proposed chart is 
better than EWMA  chart. The proposed chart is better than EWMA  chart if 
 2 2 22
1
1 2
1 2
xu xv uv xu xv uv
uv

     
 
    
 
. 
Similarly, proposed chart is also better than classical CUSUM  chart in general for moderate 
shifts in process mean.  
2.2.5. Conclusion of Section 2.2 
Generally Shewhart-type control charts are not used for monitoring the process in the Phase 
II. But Shewhart-type charts have some advantages over memory-type control charts (as 
discussed earlier). We propose a Shewhart-type control chart which can be used as an 
alternate of memory-type control charts to monitor the process in Phase II. If we have 
unknown cases, then in X , EWMA  and CUSUM control charts, we have to estimate 
parameters using Phase I reference samples. So, Phase I reference samples are not an issue in 
this proposed control chart. The proposed DIDX - control chart is strictly based on 
77 
 
combinations  , ,xu xv uv    and on a relatively stable process in order to pick reference 
sample(s) for estimation of some constant values.  If we are lucky enough to pick reference 
sample(s) from in-control process than we have a chart which uses a few samples to monitor 
it for moderate (as well as small) size shifts in the process mean in Phase II, irrespective of 
how large reference sample(s) is taken from Phase I. The proposed 
DIDX -control chart is 
better than classical EWMA  chart even for small shifts in mean. The advantages of using 
proposed chart over EWMA  and CUSUM charts are: proposed chart is of Shewhart-type 
which does not require large samples for monitoring of the process in the Phase II and it will 
detect change points earlier. If we have known case, we can use the proposed chart for small 
shifts in the process mean. But since proposed chart is based on estimation (if known case is 
not available), we recommend the proposed chart for moderate shifts in the process mean. 
Additionally, it is worth mentioning that this chart is recommended for only those processes 
in which auxiliary information is easily available and reference samples from Phase I are 
easily available. 
In the next part of the thesis, we have four chapters. In three chapters memory-type control 
charts are proposed and in the last chapter, conclusion of the thesis is given.  
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Chapter 3 
Two-Memories CUSUM control charts based on 
Forward and Backward CUSUMs 
 
3.0  Chapter overview 
Memory control charts like CUSUM and EWMA (say Forward-CUSUM and Forward-
EWMA), use memory in the forward direction in which, sufficiency of the charting-statistic 
increases sample (each of size 1n  ) to sample in the group of t  samples, with the highest 
sufficiency at last sample. In this chapter, we propose a CUSUM-chart for process mean 
which takes the average of Forward-CUSUM and Backward-CUSUM (which is designed 
from last sample to first sample in the group of t  samples); in which each point of charting-
statistic is based on ‘ tn ’ observations, hence sufficiency at each point is equal to the 
sufficiency of the last point of Forward-CUSUM. By using m  period Moving Backward-
CUSUM, another control chart is proposed, which can be used for both no FIR and FIR 
purposes; having an ability of using headstart value more than once (e.g. 6 times for 30t   
and 25m  ) with little damage to ARL0 as compare to FIR CUSUM. The proposed charts 
are compared with classical CUSUM, EWMA, FIR CUSUM, Mixed EWMA-CUSUM and 
HEWMA control charts in application and using ARL performances. Some other charts are 
also used in comparison. 
3.1.  Proposed AF&B-CUSUMs control chart 
Let we have two cumulative sums: Forward Cumulative Sum ( FCUSUM ) and Backward 
Cumulative Sum ( BCUSUM ). Let a group of t  successive samples 
 ; 1,2,..., ; 1,2,...,ijX i t j n   are drawn from  2; ,N X    and  0  is a known value of   
and let this is a target value. We can use known or estimated value of  .   In the following, 
we use samples of size 1n  . The FCUSUM  statistic is actually a classic CUSUM  statistic 
in the forward direction, starts from 1X  and ends at tX . Defining FCUSUMi  statistic as 
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 0
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FCUSUM
FCUSUM  .
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j
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i
i
X
X




 
  

       
 
(3.1) 
We propose two-sided CUSUM  chart, therefore, upper and lower sided statistics for 
FCUSUM are: FCUSUM i
  and FCUSUM i
 , which are defined as 
 
 
0 1
0 1
1
1
FCUSUM max 0, FCUSUM
FCUSUM max 0, FCUSUM  
i i i
i i i
X K
X K


 
 


     
     
     
 (3.2) 
where 1K  is a “reference” or “allowance” value. The initialized values for FCUSUM i
  and 
FCUSUM i
 are set as
 
0 0FCUSUM FCUSUM 0
   .
 
The Backward CUSUM  statistic is a classic CUSUM  statistic in the backward direction, 
starts from tX  and ends at 1X . The statistic BCUSUMi  is defined as 
 
1
0
1
0
1 1
1  .
BCUSUM
BCUSUM
t i
j
t i t j
t it j
X
X


 

   
 
 
  

           
(3.3) 
Upper and lower sided statistics for BCUSUM  are: 1BCUSUMt i

   and 1BCUSUMt i

  . We 
define 1BCUSUMt i

   and 1BCUSUMt i

   as 
 
 
1 1 0 1
1 0 1 1
BCUSUM max 0, BCUSUM
BCUSUM max 0, BCUSUM  
t i t i t i
t i t i t i
X K
X K


 
    
 
    
     
     
     
 (3.4) 
The initialized values for 1BCUSUMt i

   and 1BCUSUMt i

   are set as 
0 0BCUSUM BCUSUM 0
   . 
We propose a new charting-statistic which is the average of Forward and Backward 
Cumulative Sums (say AF&B-CUSUMs ). We use arithmetic mean as average, because we 
are interested in assigning equal weights to BCUSUM  and FCUSUM . So by taking 
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arithmetic mean of FCUSUMi  and 1BCUSUMt i  , we get the proposed charting-statistic 
AF&B-CUSUMsi  as 
1FCUSUM BCUSUMAF&B-CUSUMs
2
i t i
i
       
 (3.5) 
Then upper and lower charting statistics for (3.5) are: AF&B-CUSUMsi
  and 
AF&B-CUSUMsi
 , are defined as 
1
1
FCUSUM BCUSUM
AF&B-CUSUMs  
2
FCUSUM BCUSUM
AF&B-CUSUMs  
2
i t i
i
i t i
i
 
 
  
  




     
 (3.6) 
In our proposed AF&B-CUSUMs  control chart we use same reference value 1K  in 
FCUSUMi  and 1BCUSUMt i  . We can also use different reference values in FCUSUMi  
and 1BCUSUMt i  . Our decision is based on constant value 1H . In control chart, value of  
1H  gives a straight line, let we say 1H  as a decision line. A sample is out-of-control if 
1AF&B-CUSUMsi H
   or 1AF&B-CUSUMsi H
  . The proposed AF&B-CUSUMs  chart 
has two parameters 1K  and 1H . Defining constants 1k  and 1h  such that 1 1K k  and  
1 1H h , respectively.  By fixing 1k  and 1h , we can find 0ARL  value for the 
AF&B-CUSUMs  chart or by fixing 1k  we can find value of 1h  for desired 0ARL  value, 
using in-control process. Since 0.5k   is widely used choice for CUSUM  chart and we 
have good ARL properties of CUSUM  chart, when we use 0.5k   along with  4h   or 
5h   [Montgomery (2005)], that’s why we have obtained 1h  values for 1 0.5k   and by 
taking different values of 0ARL . Table 3.1 gives values of 1h , which are based on 
0ARL 168,  200, 400, 465, 500  and 1 0.5k  . Hawkins (1993) and Montgomery (2005) 
gave tables for h  and k  when 0ARL 370.4  is fixed. We also provide a table for 1h  and 1k  
by fixing 0ARL 370.4 . Table 3.2 gives values of 1h  for 1 0.25,  0.5, 0.75,  1.0, 1.25, 1.5k   
and 0ARL 370.4 . Table 3.3 show values of 1h , 0ARL , 0SDRL , 0MedRL  and in-control 
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percentile points (
10P , 25P  , 75P  and  90P ) for proposed AF&B-CUSUMs  chart at different 
0ARL . We use following formula for finding 1h  for desired  0ARL  value at a fixed 1k  value. 
0 0 0
1 1 1
ARL ARL ARL 
  .        
 (3.7) 
When the process is in-control, we have 0 0ARL ARL
   [Alwin (2000)]. We have written 
codes in R language to calculate 0ARL
  and  0ARL
 , separately. By fixing t  and 1k , each time 
we calculate RLs . Then we have obtained 1h  values when our calculated average of 
12,00,000  RLs  has become approximately equal to some particular 0ARL (prefixed). 
If we wish to replicate h  values for classic CUSUM  chart by using simulation, first we have 
to fix  k  and 0ARL  and then we have to take average of a certain number of RLs  (usually 
10,000  or  50,000  or  1,00,000 etc.). In order to get a single value of RL  or for a single 
iteration, we have to fix number of samples that is t , in our programing code.   This number 
must be more than 10,000  (i.e. 10,000t  ) because the maximum value of RL may be more 
than 10,000.  Abbass (2012) used 10,00,000t   (as number of samples) in codes for finding 
constants in Mixed EWMA-CUSUM , CS-EWMA  and Progressive Mean (PM) control 
charts. In classical CUSUM  and all the above charts by Abbass (2012), the number of 
samples will be picked and utilized by the code in each iteration, will be equal to RL value of 
that particular iteration. It means for each iteration value of t  will vary. For all these charts, t  
is not a fixed value. In other words we can say that when using a simulation we replicate h , 
by fixing number of samples (though these will vary in iteration to iteration) and number of 
iterations in the code. Values of 10,00,000t   or 10,000t   etc. are used to find the constant 
values for a certain control chart by using an in-control process. Once a value of h  (or any 
other constant) is established for a fixed 0ARL , this h  (or any other constant) value can  be 
used for any value of t , in application. Different authors have used different values of t  in 
the application of classic CUSUM  control chart; for example 15, 30t   and 35  are used by 
Mitra (2005), Montgomery (2005) and Alwin (2000), respectively.  
Surely, the procedure of finding 1h  values by simulation is done in the in-control process. In 
the simulation for finding 1h  at 0ARL 500 , we got 13351 as the maximum RL . That’s why 
we chose 15,000t  . For 0ARL 465  we have fixed 12,000t  , but for 0ARL 168 , 200 , 
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370.4  and 400 , we have used 10,000t  . We have to fix 15,000t   since we are using 
(3.7), for this purpose. If we use different approach as Abbass (2012) used then 12,000t   
(even 10,000t  ) is sufficient for 0ARL 500 . In this approach, instead of calculating 
0ARL
  and 
0ARL
  separately we obtain 
0ARL  using single code. In this way the maximum 
RL will be much lesser than 13351 in case of 0ARL 500 . In each iteration, the number of 
samples will be picked and utilized by the proposed chart will not be equal to RL value of 
that particular iteration. For each iteration, in finding RL  value, all t  (either 10,000 or 
12,000 or 15,000) samples are picked and utilized.  So t  will not vary in different iterations 
for RL , in the proposed charts, as we have discussed in last paragraph. Instead of using 
10,00,000t   as in Abbass (2012), we are using 15,000t  , 12,000t   and 10,000t  . 
Though, we fix 15,000t  , 12,000t   and 10,000t  , but we have found same values of 1h , 
when we checked for 0ARL 168, 0ARL 168  and 370.4  by using different values of t , 
that were 10,000t  . For example, for 0ARL 168 , we have almost same value of  1h  either 
by using 10,000t   or 75,00t   or  even 5,000t  .  
We are also proposing moving version of the AF&B-CUSUMs  chart (AF&MB-CUSUMs)  
in Section 3.2, in which m  period Moving Backward CUSUM (MBCUSUM)  is used.  In 
MBCUSUM  we have used 25 and 30 as the values of m  and found that 1h  values are same 
as in the proposed AF&B-CUSUMs . More, we checked 1h  values for 20 period 
MBCUSUM , and found same values as found in the proposed AF&B-CUSUMs . In 
AF&MB-CUSUMs  chart, for BCUSUM  we have successive sets of size m  for both 
statistics BCUSUMi
  and BCUSUMi
 . A set for thi  sample (if  1t i m   ) will be started 
at ( 1)i m  th sample  with initial value ‘0’ (if no headstart is used) and moving backward 
gets its maturity at thi sample. Since, we are using a straight decision line (i.e. 1H ) as  H  in 
the classical CUSUM  chart and because of randomness in the values of X  in the “in-
control” process, we get same values of  1h  in AF&MB-CUSUMs  chart with m  (where 
25m   and 30  are used)  as we got 1h  values in  AF&B-CUSUMs  with using t  (where 
10,000t  , 12,000  and 15,000  are used). It means the role of t  in AF&B-CUSUMs  chart 
is same as the role of m  in the AF&MB-CUSUMs  chart. A set of m  CUSUM values in 
backward direction works very similar as a set of t  CUSUM values in backward direction. In 
light of above discussion, we can say that the value of t  is not an issue in this proposed 
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control chart, so we can use any value of t , in application. We will use the 1h  values for 
20, 30t   and 35 , in application of the proposed control charts in this thesis.  
If  1n  , X  is replaced by X  in Eqs. (3.1) to (3.4).  Equations (3.2) and (3.4) become 
 
 
0 1
0 1
1
1
FCUSUM max 0, FCUSUM  
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 (3.8) 
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 (3.9) 
Thus 1 1K k   and  1 1H h  become  1 1K k
n

   and  1 1H h
n

 ,  respectively.  
Table 3.1: Values of 1h  for prop. AF&MB-CUSUMs  chart using 1 0.5k   and different 
0ARL  
0ARL  168 200 400 465 500 
1h  3.004 3.1 3.484 3.567 3.608 
 
Table 3.2: Values of 1h  for prop. AF&MB-CUSUMs  chart using different 1k  at 0ARL 370.4  
1k  0.25 370.4 0.75 1.0 1.25 1.50 
1h  5.177 3.442 2.67 2.196 1.843 1.544 
 
Table 3.3: Values of  1h , 0ARL , 0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  for  the proposed 
AF&MB-CUSUMs  chart at different 0ARL . 
1h  0ARL  0SDRL  0MedRL  10P  25P  75P  90P  
0.5 168.0 167.9 116 18 48 233 387 
0.5 199.6 199.7 139 21 58 277 459 
0.5 399.7 399.5 278 42 115 554 921 
0.5 465.5 464.5 324 49 134 645 1071 
0.5 500.2 499.3 348 54 144 693 1153 
0.25 370.4 373.8 256 36 104 515 858 
0.5 370.2 370.7 257 39 107 513 853 
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0.75 370.4 370.3 258 40 107 513 852 
1.0 370.2 369.2 257 40 107 514 851 
1.25 370.2 368.6 258 39 108 513 851 
1.5 370.8 369.5 258 39 107 515 854 
 
3.2. Moving version of the proposed control chart 
In this version instead of using Backward Cumulative Sum ( BCUSUM ), we are introducing 
m  period Moving Backward Cumulative Sum ( MBCUSUM ). For moving CUSUM we can 
proceed in three ways: moving forward (as in MA-chart), backward and in both directions. In 
taking moving forward CUSUM, we have take t  as we did in  AF&B-CUSUM chart. While 
taking moving forward and backward we will loss sufficiency for most values of charting-
statistic. By taking Backward Moving CUSUM we have an advantage of not fixing t . The 
simulation for constants in this chart behaves like simulation for constants in classical 
CUSUM. When we have 1t i m   , for each ith  sample, MBCUSUM  statistic is based on 
a set of m  samples starting from 1i mX    (or 1i mX   ) and ends at iX  (or iX ).  When we have 
1t i m   , then for each ith sample, MBCUSUM  statistic is based on a set of ( 1)t i   
samples starting from tX  (or tX ) and ends at iX  (or iX ). Let we have MBCUSUMi
  and 
MBCUSUM i
  as the upper and lower charting-statistics for MBCUSUM . Both statistics 
MBCUSUM i
  and MBCUSUMi
  are defined in the following for 1t i m    and 
1t i m   , separately.  But before introducing the MBCUSUM , first we define BCUSUM  
as follows 
 0
1
BCUSUM
m
j
i m i jX 

    ,   for 1t i m               
(3.10) 
where 1, 2,...,j m .  
Defining upper and lower statistics for  BCUSUM  as BCUSUM
i
j

 and BCUSUM
i
j

  in the 
following as 
 
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 
   for 1, 2,..., 1i t m             
(3.11) 
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where 1, 2,...,j m ., and setting  0 0BCUSUM BCUSUM 0
i i   . Upper and lower statistics 
for MBCUSUM  are MBCUSUMi
  and MBCUSUMi
 ; are defined as 
MBCUSUM BCUSUM
MBCUSUM BCUSUM
i
i m
i
i m

 



  for 1, 2,..., 1i t m               
(3.12) 
For 1t i m   , we have ( 1t m  ) values for MBCUSUMi
  and MBCUSUMi
 , with last 
values at 1i t m   . The last values of (3.12) can be written as 
( 1)
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(3.13) 
When we have 1t i m   , rest ( 1m ) values of MBCUSUMi
  and MBCUSUMi
  are 
defined in the following relations 
( 1)
1
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(3.14) 
By taking average of FCUSUM  and MBCUSUM , we get the desired Average of Forward 
and Moving Backward Cumulative Sums ( AF&MB-CUSUMs ) statistic.  We propose two-
tailed CUSUM type control chart and two statistics for this AF&MB-CUSUMs  chart are: 
AF&MB-CUSUMsi

 and AF&MB-CUSUMsi

. By taking the arithmetic means of 
FCUSUM i

 and MBCUSUMi

, we get upper statistic  AF&MB-CUSUMsi

 as 
FCUSUM MBCUSUM
AF&MB-CUSUMs
2
i i
i
 
              (3.15) 
and similarly, by taking the arithmetic means of FCUSUM i

 and MBCUSUMi

, we get 
lower statistic AF&MB-CUSUMsi

 as 
FCUSUM MBCUSUM
AF&MB-CUSUMs
2
i i
i
 
                           
(3.16) 
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  Here all constants values of 
1h  are same for proposed AF&B-CUSUMs  chart and 
AF&MB-CUSUMs , except for 30m   and 0ARL 400   we have 1 3.485h  . We can also 
use 
1 3.607h   instead of 1 3.608h   for 30m   and 25m   at 0ARL 500 . Values of 
0ARL , 0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  for proposed AF&MB-CUSUMs  chart 
with 25m   and 30m   at different 0ARL  are given in Table 3.4.  
We can also use values of 
1h  and 1k  provided in table 3.3 as it is, for both 30m   and 
25m  . By fixing 1k  each time we have calculated RLs . Then we have obtained 1h  values 
when our calculated average of 15,00,000  RLs  has become approximately equal to some 
particular 
0ARL (prefixed).  
Here in the proposed AF&MB-CUSUMs  chart role of t  is same as in classical CUSUM 
chart and not same as proposed AF&B-CUSUMs  chart. In classical CUSUM  and Mixed 
EWMA-CUSUM, CS-EWMA  and Progressive Mean control charts  by Abbass (2012), The 
number of samples will be picked and utilized by the code will be different for different 
iterations like classical CUSUM and Mixed EWMA-CUSUM charts. 
If 1n  , X  is replaced by X  in (3.11) we get the following  
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(3.17) 
Similarly, 1 1K k   and  1 1H h  become  1 1K k
n

   and  1 1H h
n

 ,  respectively.  
Table 3.4: Values of  0ARL , 0SDRL , 0MedRL ,  10P , 25P  , 75P  and  90P  for  the proposed 
AF&MB-CUSUMs  chart 
m  
0
ARL  0SDRL  0MedRL  10P  25P  75P  90P  
25 
168.3 168.5 117 18 49 233 388 
200.0 200.2 139 21 58 277 460 
370.1 370.3 256 39 107 512 853 
400.5 400.0 278 43 115 550 920 
465.8 465.0 324 50 134 647 1074 
500.4 498.5 349 52 145 695 1151 
30 
167.5 168.1 117 18 48 232 386 
199.6 199.2 139 21 58 277 459 
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370.9 370.2 257 39 108 515 854 
400.0 399.8 278 42 115 554 920 
465.4 464.7 323 50 133 646 1071 
500.0 498.7 348 53 144 694 1151 
 
3.3.  Performance of the proposed AF&MB-CUSUMs control chart 
The performance of the proposed AF&MB-CUSUMs  control chart is given in the following 
two subsections, separately for no FIR and FIR cases. We are not presenting performance of 
the proposed AF&B-CUSUMs  chart. The chart gives 141.1 and 1.1 ARL at 0.25   and 
0.75  , respectfully, at actual 0ARL 500 , while using 15000t   or 12000t  . But we 
want to show here the performance of proposed AF&B-CUSUMs  chart only. 
3.3.1  Performance of the proposed AF&MB-CUSUMs control chart under no FIR 
At actual 0ARL 400  and 0ARL 500 , ARLs  of  the proposed AF&MB-CUSUMs  chart 
are given with taking 25m   and 30m   in Table 3.5. 
 
Table 3.5: ARLs  of proposed AF&MB-CUSUMs chart at actual ARL0=400 and ARL0=500. 
m  
0ARL  
Shift 
0.00 0.25 0.50 0.75 1.0 1.50 2.00 
25 
400 398.3 125 25.3 5.0 1.4 1.0 1.0 
500 499.4 144.0 27.6 5.4 1.4 1.0 1.0 
30 
400 398.5 123.8 23.7 4.0 1.1 1.0 1.0 
500 499.7 142.8 26.0 4.3 1.2 1.0 1.0 
 
It shows that with both values of m , the proposed chart is good for small shifts in the mean 
and  better for medium shifts. The performance is better with using 30m   as compared to 
25m  . The proposed AF&MB-CUSUMs  chart has an ability of detecting shift of size 
1.5   in the process mean at first sample, with using sample of size 1n  . 
3.3.2  Performance of the  proposed FIR AF&MB-CUSUMs control chart  
In this section performance of the FIR version of the proposed AF&MB-CUSUMs  chart is 
given. We are not applying FIR  on proposed AF&B-CUSUMs  chart. We are using  25%,  
50%  and  75%  headstart in both FCUSUM  and MBCUSUM  statistics. 0ARL , 0SDRL , 
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0MedRL , 10P , 25P  , 75P  and  90P  of the  proposed 0%,  25%,  50%  and 75%  FIR
AF&MB-CUSUMs  control chart at 0ARL 465  are given in Table 3.6, by using 25m   
and 30m  . ARLs  of the proposed simple (no FIR) and FIR AF&MB-CUSUMs  control 
charts at 
0ARL 465  are given in Table 3.7. 
By comparing Tables 1.4 and 3.6, it can be seen that at actual 
0ARL 465 ,  we have 
0ARL 430  for 50% FIR  CUSUM . We have 0 4RL 8A 44.  and 448.7  for 
50%  FIR  AF&MB-CUSUMs  with 25m   and 30m  , respectfully. We can say that the 
distortion of “False Alarm Rate” is lesser in the proposed FIR  AF&MB-CUSUMs  chart as 
compared to FIR  CUSUM  chart. This distortion becomes very small when
25%  FIR  AF&MB-CUSUMs  is used. The comparison of Tables 1.4  and  3.7  is showing 
that the proposed FIR  AF&MB-CUSUMs  chart is better for all shifts than FIR  CUSUM  
chart even though we have higher values of 0ARL  with using FIR  AF&MB-CUSUMs  than 
FIR  CUSUM  chart. 
 
 
Table 3.6: Values of  0ARL , 0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  for  the  proposed  
FIR AF&MB-CUSUMs  chart with 25m   and 30 at 0ARL 465  
m  % FIR 
0
ARL  
0
SDRL  
0
MedRL  10P  25P  75P  90P  
25 
0% 463.5 461.7 320 49 133 643 1062 
25% 457.5 461.5 316 46 129 634 1059 
50% 444.8 455.1 304 37 120 622 1037 
75% 412.8 439.8 276 17 98 583 987 
30 
0% 463.6 462.4 320 49 134 644 1063 
25% 458.6 461.2 316 46 130 639 1058 
50% 448.7 459.3 307 37 121 628 1046 
75% 425.7 453 285 18 101 602 1016 
 
Table 3.7: ARLs  of the proposed Simple and  FIR AF&MB-CUSUMs  control chart 
m  % FIR 
Shift 
0.00 0.25 0.50 0.75 1.0 1.50 2.00 
25 
0% 463.5 137.5 26.9 5.3 1.4 1.0 1.0 
25% 457.5 133.2 24.2 4.3 1.2 1.0 1.0 
50% 444.8 123.0 20.0 3.2 1.1 1.0 1.0 
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75% 412.8 104.4 14.9 2.3 1.1 1.0 1.0 
30 
0% 463.6 136.4 25.2 4.2 1.2 1.0 1.0 
25% 458.6 133.4 23.0 5.5 1.1 1.0 1.0 
50% 448.7 125.4 19.3 2.6 1.1 1.0 1.0 
75% 425.7 110.0 14.7 2.0 1.0 1.0 1.0 
 
3.4  Application of proposed  control charts 
In the following two sections proposed control charts are applied on the Data 1, 2 and 3.  
Bold values with * in all tables of Section 3.4 are showing out-of-control points. 
3.4.1 Application of proposed AF&B-CUSUMs control chart 
The proposed AF&B-CUSUMs  control chart is applied to the data sets 1, 2 and 3. Four 
control charts are obtained in the following examples. Taking 0ARL 370.4  (i.e. 0.0027 
). The computation of each of three examples involves following steps. 
i) Reset 0 0FCUSUM FCUSUM 0
    and 0 0BCUSUM BCUSUM 0
   . 
ii) Starting at  iX  or iX , we calculate FCUSUM i
  and FCUSUM i
  in the forward 
direction by using (3.2) or  (3.8). 
iii)  Starting at  tX  or tX  we calculate 1BCUSUMt i

   and 1BCUSUMt i

   in the 
backward direction by using  (3.4) or  (3.9). 
iv) By using Eq. (3.6), we calculate AF&B-CUSUMsi
   and  AF&B-CUSUMsi
 . 
We are also giving Mixed EWMA-CUSUM   and HEWMA  control charts for all three data 
sets. We first find constant values of both these charts by setting 0ARL 370.4  and then we 
make these charts in each example. 
Examples 3.1: Proposed AF&B-CUSUMs  charts are obtained by using 1 0.5k   and 
1 3.442h    in Example 3.1 by using Data 1, in which we have 0 10  , 0 1  , 1n   and 
30t  . By using relations 1 1 0K k   and 1 1 0H h ,  we obtain 1 0.5K   and 1 3.442H  . 
Table 3.8 shows the computational summary in Examples 3.1. 
For the same data classical  EWMA 0.1  and classical CUSUM  control charts show last two 
points out-of-control [Montgomery (2005)]. We now apply Mixed EWMA-CUSUM  and 
HEWMA  to the same data. In Fig. 3.1 we have Mixed EWMA-CUSUM  control chart with 
0.1q  , which show all observations well in the in-control state. Mixed EWMA-CUSUM   
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control chart fails in detecting even a single point out-of-control. Similarly, we have 
HEWMA   chart with 1 0.1   and 2 0.1000001   in Fig. 3.2, which also fails to show even 
a single point out-of-control.   
 
Figure 3.1: Mixed EWMA-CUSUM  chart with 0.1   using Data 1. 
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Figure 3.2: HEWMA  chart with 1 0.1   and 2 0.1000001   using Data 1. 
 
Figure 3.3: Proposed AF&B-CUSUMs  control chart in example 3.1. 
In the Fig. 3.3, proposed AF&B-CUSUMs  control chart is showing 23rd point out-of-control. 
The CUSUM  control chart is showing last two points out-of-control with first detection is at 
point 29th point [Montgomery (2005)]. Here proposed AF&B-CUSUMs  chart detects one 
point less than CUSUM  chart, but gives an early detection at 23rd point. The proposed 
AF&B-CUSUMs  chart shows its supremacy in this application in the early detection of shift 
over classic CUSUM   chart and over Mixed EWMA-CUSUM  and HEWMA control charts, 
not only in the early detection of shift but also in showing the number of  out-of-control 
points. 
 
 
Table 3.8: Summary of the computation of  AF&B-CUSUMs  chart in Example 3.1 
Period i  
i
X  FCUSUM
i
  
1
BCUSUM
t i

 
 
AF&B-CUSUMsi
  
FCUSUM
i
  
1
BCUSUM
t i

 
 
AF&B-CUSUMs
i
  
1 9.45 0 0 0 0.05 1.77 0.91 
2 7.99 0 0 0 1.56 1.72 1.64 
3 9.29 0 1.61 0.805 1.77 0.21 0.99 
4 11.66 1.16 2.82 1.990 0 0 0 
5 12.16 2.82 1.66 2.240 0 0 0 
6 10.18 2.5 0 1.250 0 0.78 0.390 
7 8.04 0.04 0 0.020 1.46 1.46 1.460 
8 11.46 1 0.96 0.980 0 0 0 
9 9.2 0 0 0 0.30 0.30 0.300 
10 10.34 0 0 0 0 0 0 
11 9.03 0 0 0 0.47 0.47 0.470 
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12 11.47 0.97 1.15 1.060 0 0 0 
13 10.51 0.98 0.18 0.580 0 0 0 
14 9.4 0 0.17 0.085 0.10 0.1 0.100 
15 10.08 0 1.27 0.635 0 0 0 
16 9.37 0 1.69 0.845 0.13 0.13 0.130 
17 10.62 0.12 2.82 1.470 0 0 0 
18 10.31 0 2.70 1.350 0 0.17 0.085 
19 8.52 0 2.89 1.445 0.98 0.98 0.980 
20 10.84 0.34 4.87 2.605 0 0 0 
21 10.9 0.74 4.53 2.635 0 0 0 
22 9.33 0 4.13 2.065 0.17 0.17 0.170 
23 12.29 1.79 5.30 3.545* 0 0 0 
24 11.5 2.79 3.51 3.150 0 0 0 
25 10.6 2.89 2.51 2.700 0 0 0 
26 11.08 3.47 2.41 2.940 0 0 0 
27 10.38 3.35 1.83 2.590 0 0 0 
28 11.62 4.47 1.95 3.210 0 0 0 
29 11.31 5.28 0.83 3.055 0 0 0 
30 10.52 5.30 0.02 2.660 0 0 0 
 
Examples 3.2 (a) and 3.2 (b): Using Data 2, proposed AF&B-CUSUMs  charts are obtained 
using 1 0.649k   and 1 2.926h   in Example 3.2 (a) and 1 0.5k   and 1 3.442h   in Example 
3.2 (b). We are using 1 0.5k   for comparison with Mixed EWMA-CUSUM  and HEWMA . 
By using relations 1 1 ˆK k n  and 1 1 ˆH h n , we obtain 1 0.005K   and 
1 0.02253H   in Example 3.2 (a) and 1 0.00385K   and 1 0.0265H   in Example 4.2 (b), 
respectively. The summary of the computation in example 3.2(a) is given in Table 3.9. We 
now apply Mixed EWMA-CUSUM  and HEWMA  to the same data. Fig. 3.4 shows Mixed 
EWMA-CUSUM control chart with  0.2q  . The HEWMA  control chart with 1 0.2   
and 2 0.2000001   is given in Fig. 3.6. Summary of Figures 3.4-3.7 is given in Table 3.10. 
Table 3.9: Summary of the computation in Example 3.2(a) 
Sample i  iX  FCUSUM i
  
1
BCUSUM
t i

 
 
AF&B-CUSUMsi
  
FCUSUM
i
  
1
BCUSUM
t i

 
 
AF&B-CUSUMs
i
  
1 0.0935 0 0 0 0.0015 0.0015 0.0015 
2 0.1065 0.0015 0.002 0.0018 0 0 0 
3 0.098 0 0.0005 0.0003 0 0 0 
4 0.1125 0.0075 0.0075 0.0075 0 0 0 
5 0.0985 0.001 0 0.0005 0 0 0 
6 0.109 0.005 0.004 0.0045 0 0 0 
7 0.092 0 0 0 0.003 0.003 0.003 
8 0.104 0 0 0 0 0 0 
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9 0.0995 0 0 0 0 0 0 
10 0.1085 0.0035 0.0035 0.0035 0 0.003 0.0015 
11 0.09 0 0 0 0.005 0.0165 0.0108 
12 0.0835 0 0 0 0.0165 0.0115 0.014 
13 0.11 0.005 0.016 0.0105 0.0015 0 0.0008 
14 0.102 0.002 0.011 0.0065 0 0.0001 0 
15 0.108 0.005 0.014 0.0095 0 0.0071 0.0035 
16 0.116 0.016 0.011 0.0135 0 0.02 0.01 
17 0.104 0.015 0 0.0075 0 0.041 0.0205 
18 0.093 0.003 0 0.0015 0.002 0.05 0.026* 
19 0.106 0.004 0.0065 0.0053 0 0.048 0.024* 
20 0.1105 0.0095 0.0055 0.0075 0 0.059 0.0295* 
21 0.0985 0.003 0 0.0015 0 0.0745 0.0373* 
22 0.095 0 0 0 0 0.078 0.039* 
23 0.0855 0 0 0 0.0095 0.078 0.0438* 
24 0.0815 0 0 0 0.023 0.0685 0.0458* 
25 0.0945 0 0 0 0.0235 0.055 0.0393* 
26 0.096 0 0 0 0.0225 0.0545 0.0385* 
27 0.0805 0 0 0 0.037 0.0555 0.0463* 
28 0.0835 0 0 0 0.0485 0.041 0.0448* 
29 0.0965 0 0 0 0.047 0.0295 0.0383* 
30 0.0825 0 0 0 0.0595 0.031 0.0453* 
31 0.096 0 0 0 0.0585 0.0185 0.0385* 
32 0.082 0 0 0 0.0715 0.0195 0.0455* 
33 0.0885 0 0 0 0.078 0.0065 0.0423* 
34 0.098 0 0 0 0.075 0.0000 0.0375* 
35 0.0945 0 0 0 0.0755 0.0005 0.038* 
 
 
Figure 3.4: Mixed EWMA-CUSUM  chart with 0.2   using Data 2. 
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Figure 3.5: HEWMA  chart with 1 0.2    and 2 0.2000001   using Data 2. 
 
Figure 3.6: Proposed AF&B-CUSUMs   chart in example 3.2 (a). 
 
Figure 3.7: Proposed AF&B-CUSUMs  chart in Example 3.2 (b). 
Table 3.10: Summary of Figures 3.4-3.7 
Figure No. example Control Chart Total samples 
out-of-control 
samples 
First out-of-control  
sample 
Alwin (2000) CUSUM  35 9 27 
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Alwin (2000) EWMA (0.2)  35 9 27 
3.4 3.2 Mixed EWMA-CUSUM(0.2)  35 4 32 
3.5 3.2 HEWMA(0.2)  35 7 29 
3.6 3.2 (a) AF&B-CUSUMs  35 18 18 
3.7 3.2 (b) AF&B-CUSUMs  35 19 17 
 
It is obvious from Table 3.10 that the proposed AF&B-CUSUMs  control chart performs 
better than classical CUSUM , classical EWMA , Mixed EWMA-CUSUM  and HEWMA  
control charts in this application, not only in the early detection of shift but also showing 
more number of  out-of-control points. 
Examples 3.3: Taking Data 3, proposed AF&B-CUSUMs  control chart is obtained using 
1 0.5k   and 1 3.442h  . We have 25.16X  , ˆ 0.07692X  , 5n   and 20t  .  By using 
relations 1 1 ˆ XK k   and 1 1 ˆXH h   we obtained 1 0.03846K   and 1 0.26476H  . Classical 
CUSUM  chart is also applied to the same data with 0.5k   and 4.77h  . The 
computational summary for proposed AF&B-CUSUMs  control chart in example 3.3 is given 
in Table 3.11. We now apply Mixed EWMA-CUSUM  and HEWMA  to the same data. Fig. 
3.8 shows Mixed EWMA-CUSUM  control chart with  0.2q  . Fig. 3.9 shows HEWMA  
control chart with 1 0.2    and 2 0.2000001  .          
 
Figure 3.8: Classical CUSUM  chart for Data 3. 
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Figure 3.9: Mixed EWMA-CUSUM  chart for Data 3. 
 
Figure 3.10: HEWMA   chart for Data 3. 
 
Figure 3.11: Proposed AF&B-CUSUMs   chart in Example 3.3 
In Fig. 3.8, CUSUM  chart under Data 3, shows seven samples out-of-control. Two samples 
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downward shift. First downward shift is detected at sample number 7 and upward shift at 
sample number 12. Fig. 3.9 is showing that Mixed EWMA-CUSUM  chart which does not 
catch any shift (upward or downward) in this example. The HEWMA  chart in the Fig. 3.10, 
detects sample number 18 as out-of-control. The classical EWMA chart is showing four 
points out-of-control for same set of data [Mitra (2005)]. 
In Fig. 3.11, proposed AF&B-CUSUMs  chart is showing fourteen samples (4, 6, 7, 9 and 11-
20) out-of-control. Eleven samples indicating downward shift and three samples are 
indicating upward shift. Sample number 18 is detected by both statistics because of using two 
memories. Since, it is below 25.16X  , so we are considering this sample in those samples 
which are indicating downward shift.  It may happen while using the proposed chart when we 
have both types of shifts (upward and downward) in the process mean, because of using two 
memories at the same time. But target value or X  can be used in deciding which shift is 
shown actually. First downward shift is detected at sample number 4 and first upward shift at 
sample number 12. It is obvious form Figs. 3.8-3.11 that the proposed AF&B-CUSUMs  
control chart performs better than classical CUSUM , classical EWMA , Mixed 
EWMA-CUSUM and HEWMA control charts in this application, not only in the early 
detection of shift but also in the number of out-of-control points. 
 
 
Table 3.11: Summary of  the computation in Example 3.3. 
sample i  iX  FCUSUMi
  
BCUSUM i
  AF&B-CUSUMsi
  
FCUSUMi
  BCUSUM i
  
AF&B-CUSUMs
i
  
1 25.0 0 0.0046 0.0023 0.1215 0.1877 0.1546 
2 25.4 0.2015 0.2031 0.2023 0 0.0662 0.0331 
3 25.2 0.2031 0.0015 0.1023 0 0.3446 0.1723 
4 25.0 0.0046 0 0.0023 0.1215 0.4231 0.2723* 
5 25.2 0.0062 0.0015 0.0038 0.0431 0.3016 0.1723 
6 24.9 0 0 0 0.2646 0.38 0.3223* 
7 25.0 0 0.0092 0.0046 0.3862 0.1585 0.2723* 
8 25.4 0.2015 0.2077 0.2046 0.1077 0.0369 0.0723 
9 24.9 0 0.0062 0.0031 0.3292 0.3154 0.3223* 
10 25.2 0.0015 0.3046 0.1531 0.2508 0.0939 0.1723 
11 25.0 0 0.3031 0.1515 0.3723 0.1723 0.2723* 
12 25.7 0.5015 0.5015 0.5015* 0 0.0508 0.0254 
13 25.0 0.3031 0 0.1515 0.1215 0.6292 0.3754* 
14 25.1 0.2046 0 0.1023 0.1431 0.5077 0.3254* 
15 25.0 0.0062 0.0092 0.0077 0.2646 0.4862 0.3754* 
16 24.9 0 0.2077 0.1038 0.4862 0.3646 0.4254* 
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17 25.0 0 0.5062 0.2531 0.6077 0.1431 0.3754* 
18 25.1 0 0.7046 0.3523* 0.6292 0.0215 0.3254* 
19 25.4 0.2015 0.8031 0.5023* 0.3508 0 0.1754 
20 25.8 0.8031 0.6015 0.7023* 0 0 0 
 
3.4.2  Application of the proposed AF&MB-CUSUMs control chart 
The proposed AF&MB-CUSUMs  control chart is applied to the Data 1 and 2. We 
constructed twelve control charts in the following examples. In all examples we take
0ARL 370.4  (i.e. 0.0027  ). The computation of each example involves following steps. 
i) We reset 0 0FCUSUM FCUSUM 0
    and 0 0BCUSUM BCUSUM 0
    for no 
FIR case, and for FIR case reset as 0 0FCUSUM FCUSUM headstart
    and 
0 0BCUSUM BCUSUM headstart
   . 
ii) This step is same as Step (ii) in Section 3.4.1. 
iii)  Starting at  1i mX    (or 1i mX   ) , 1BCUSUM
i
t i

   and  1BCUSUM
i
t i

   are 
calculated in the backward direction by using (3.17) and then relations in (3.12) 
are used to find the MBCUSUMi
   and  MBCUSUMi
 . 
iv) We calculate last ( 1m ) values of  MBCUSUMi
   and  MBCUSUMi
  by using 
(3.14). 
v) By using (3.15) and (3.16), we calculate AF&MB-CUSUMsi
  and 
AF&MB-CUSUMsi
 . 
Examples 3.4: Taking Data 1, we obtain the proposed AF&MB-CUSUMs  charts by using 
1 0.5k   and 1 3.442h  . We get 1 0.5K   and 1 3.442H  . The proposed 
AF&MB-CUSUMs  control chart is presented in Fig. 3.12, by taking 25m   and without 
using headstart value. Since, we know that the last 10 values of Data 1 has 1  or 1 (since 
1  ) shift, that’s why we are using headstart value as ‘1’ in FIR  CUSUM  and  
FIR  AF&MB-CUSUMs  charts, in Figs. 3.13 and 3.15, respectively. In Figs. 3.14 and 3.16, 
50% FIR  CUSUM  and 50% FIR  AF&MB-CUSUMs  charts are obtained by using 
2 2.385H   and 1 2 1.721H   as headstart values, respectively. The summary of the 
computation for proposed FIR  AF&MB-CUSUMs  chart in Example 3.4 is given in Table 
3.12.  
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Figure 3.12: Proposed AF&B-CUSUMs  control chart for Example 4.4 by taking 25m  . 
 
Figure 3.13: FIR CUSUM  chart using Data 1 with head-start is equal to 1. 
 
Figure 3.14: 50% FIR CUSUM  chart using Data 1.  
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Figure 3.15: Proposed FIR AF&B-CUSUMs  chart in Example 3.4  
by taking 25m  and head-start value equal to 1. 
 
Figure 3.16: Proposed 50% FIR AF&B-CUSUMs  chart for Example 3.4 by taking 25m  . 
Proposed AF&MB-CUSUMs  control chart is presented in the Fig. 3.12, which shows 23rd 
point is out-of-control. In Figs. 3.13 and 3.14, FIR  CUSUM  charts show last two points out-
of-control whereas, FIR  AF&MB-CUSUMs  chart with ‘1’ head-start in Fig. 3.15 has 5 
points (23, 24, 26, 28 and 29) out-of-control. In Fig. 3.16, 50% FIR  AF&MB-CUSUMs  
chart has 10 points (20, 21, 23-30) out-of-control. Hence, proposed FIR  AF&MB-CUSUMs  
chart outclass the FIR  CUSUM  chart in this application, comprehensively. The proposed 
AF&MB-CUSUMs  chart with and without using FIR , is showing its supremacy in 
application over Mixed EWMA-CUSUM  and HEWMA  control charts, also. 
Table 3.12: Summary of  the computation in Example 3.4 (with FIR) 
Period 
i 
i
X  FCUSUM
i

 MBCUSUM(25)
i

 
AF&MB-
CUSUMs
i
  
(headstart=50%)  
FCUSUM
i

 
MBCUSUM(25)
i

 
AF&MB-
CUSUMs
i

(headstart=50%) 
AF&MB-
CUSUMs
i

(headstart=1) 
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1 9.45 0.671 0 0.3355 1.771 1.77 1.7705 0 
2 7.99 0 0 0 3.281 1.72 2.5005 0 
3 9.29 0 1.61 0.805 3.491 0.21 1.8505 0.805 
4 11.66 1.16 2.82 1.99 1.331 0 0.6655 1.99 
5 12.16 2.82 1.66 2.24 0 0 0 2.24 
6 10.18 2.5 0 1.25 0 0.78 0.39 1.25 
`7 8.04 0.04 0 0.02 1.46 1.46 1.46 0.02 
8 11.46 1 0.96 0.98 0 0 0 0.98 
9 9.2 0 0 0 0.3 0.3 0.3 0 
10 10.34 0 1.241 0.6205 0 0 0 0.26 
11 9.03 0 1.401 0.7005 0.47 0.47 0.47 0.34 
12 11.47 0.97 2.871 1.9205 0 0 0 1.56 
13 10.51 0.98 1.901 1.4405 0 0 0 1.08 
14 9.4 0 1.891 0.9455 0.1 0.1 0.1 0.585 
15 10.08 0 2.991 1.4955 0 0 0 1.135 
16 9.37 0 3.411 1.7055 0.13 0.13 0.13 1.345 
17 10.62 0.12 4.541 2.3305 0 0 0 1.97 
18 10.31 0 4.421 2.2105 0 0.17 0.085 1.85 
19 8.52 0 4.611 2.3055 0.98 0.98 0.98 1.945 
20 10.84 0.34 6.591 3.4655* 0 0 0 3.105 
21 10.9 0.74 6.251 3.4955* 0 0 0 3.135 
22 9.33 0 5.851 2.9255 0.17 0.17 0.17 2.565 
23 12.29 1.79 7.021 4.4055* 0 0 0 4.045* 
24 11.5 2.79 5.231 4.0105* 0 0 0 3.650* 
25 10.6 2.89 4.231 3.5605* 0 0 0 3.200 
26 11.08 3.47 4.131 3.8005* 0 0 0 3.440* 
27 10.38 3.35 3.551 3.4505* 0 0 0 3.090 
28 11.62 4.47 3.671 4.0705* 0 0 0 3.710* 
29 11.31 5.28 2.551 3.9155* 0 0 0 3.555* 
30 10.52 5.3 1.741 3.5205* 0 0.701 0.3505 3.160 
 
Examples 3.5(a)-3.5(h): In Examples 3.5(a) to 3.5(h), Data 2 is used. Fig. 3.17 shows 50% 
FIR CUSUM  with 0.649k   and 3.8h  . The detail of examples 3.5(a) to 3.5(h) is given in 
Table 3.13. The summary for Figs. 3.18 to 3.25 is given in Table 3.14 and the summary of the 
computation in example 3.5(a) is given in Table 3.15. 
Table 3.13: Detail of Examples 3.5(a) to 3.5(h). 
example Figure No. m  FIR in % 2k  2h  2K  2H  
3.5 (a) 3.18 25 0 0.649 2.926 0.005 0.02253 
3.5 (b) 3.19 25 50 0.649 2.926 0.005 0.02253 
3.5 (c) 3.20 30 0 0.649 2.926 0.005 0.02253 
3.5 (d) 3.21 30 50 0.649 2.926 0.005 0.02253 
3.5 (e) 3.22 25 0 0.5 3.442 0.00385 0.0265 
3.5 (f) 3.23 25 50 0.5 3.442 0.00385 0.0265 
3.5 (g) 3.24 30 0 0.5 3.442 0.00385 0.0265 
3.5 (h) 3.25 30 50 0.5 3.442 0.00385 0.0265 
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Figure 3.17: 50% FIR CUSUM  control chart using Data 2.  
 
Figure 3.18: Proposed AF&MB-CUSUMs  control chart in Example 3.5(a). 
 
 
 
 
 
 
Figure 3.19: Proposed 50% FIR AF&MB-CUSUMs  control chart in Example 3.5(b). 
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Figure 3.20: Proposed AF&MB-CUSUMs  control chart in Example 3.5(c). 
 
Figure 3.21: Proposed 50% FIR AF&MB-CUSUMs  control chart in Example 3.5(d). 
 
Figure 3.22: Proposed AF&MB-CUSUMs  control chart in Example 3.5(e). 
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Figure 3.23: Proposed 50% FIR AF&MB-CUSUMs  control chart in Example 3.5(f). 
 
Figure 3.24: Proposed AF&MB-CUSUMs  control chart in Example 3.5(g). 
 
Figure 3.25: Proposed 50% FIR AF&MB-CUSUMs  control chart in Example 3.5(h). 
Table 3.14: Summary of Figures 3.18-3.25. 
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3.17 3.5 50%  CUSUM  - 50 9 27 
3.18 3.5 (a) AF&MB-CUSUMs  25 0 18 18 
3.19 3.5 (b) FIR  AF&MB-CUSUMs  25 50 19 17 
3.20 3.5 (c) AF&MB-CUSUMs  30 0 19 17 
3.21 3.5 (d) FIR  AF&MB-CUSUMs  30 50 19 17 
3.22 3.5 (e) AF&MB-CUSUMs  25 0 19 17 
3.23 3.5 (f) FIR  AF&MB-CUSUMs  25 50 21 12 
3.24 3.5 (g) AF&MB-CUSUMs  30 0 19 17 
3.25 3.5 (h) FIR  AF&MB-CUSUMs  30 50 21 12 
 
It is obvious from Table 3.15 that without using FIR, the proposed AF&MB-CUSUMs  
control chart is well ahead of FIR  CUSUM  chart, classical CUSUM , classical EWMA , 
Mixed EWMA-CUSUM and HEWMA control charts, not only in the early detection of shift 
but also in the number of out-of-control points. Similarly, it is clear from Table 3.15 that with 
using FIR, the proposed AF&MB-CUSUMs  control chart is well ahead of FIR  CUSUM  
chart, Mixed EWMA-CUSUM  and HEWMA control charts, in the early detection of shift 
and in the number of  out-of-control points. 
 
 
 
 
Table 3.15: Summary of the computation in Example 3.5 (a) 
Period i 
i
X  FCUSUM
i

 MBCUSUM(25)
i

 AF&MB-CUSUMs
i

 FCUSUM
i

 
MBCUSUM(25)
i

 AF&MB-CUSUMs
i

 
1 0.0935 0 0 0 0.0015 0.0015 0.0015 
2 0.1065 0.0015 0.002 0.0018 0 0 0 
3 0.098 0 0.0005 0.0003 0 0 0 
4 0.1125 0.0075 0.0075 0.0075 0 0 0 
5 0.0985 0.001 0 0.0005 0 0 0 
6 0.109 0.005 0.004 0.0045 0 0 0 
7 0.092 0 0 0 0.003 0.003 0.003 
8 0.104 0 0 0 0 0 0 
9 0.0995 0 0 0 0 0 0 
10 0.1085 0.0035 0.0035 0.0035 0 0.003 0.0015 
11 0.09 0 0 0 0.005 0.0165 0.0108 
12 0.0835 0 0 0 0.0165 0.0115 0.014 
13 0.11 0.005 0.016 0.0105 0.0015 0 0.0008 
14 0.102 0.002 0.011 0.0065 0 0.0001 0 
15 0.108 0.005 0.014 0.0095 0 0.0071 0.0035 
106 
 
16 0.116 0.016 0.011 0.0135 0 0.02 0.01 
17 0.104 0.015 0 0.0075 0 0.041 0.0205 
18 0.093 0.003 0 0.0015 0.002 0.05 0.026* 
19 0.106 0.004 0.0065 0.0053 0 0.048 0.024* 
20 0.1105 0.0095 0.0055 0.0075 0 0.059 0.0295* 
21 0.0985 0.003 0 0.0015 0 0.0745 0.0373* 
22 0.095 0 0 0 0 0.078 0.039* 
23 0.0855 0 0 0 0.0095 0.078 0.0438* 
24 0.0815 0 0 0 0.023 0.0685 0.0458* 
25 0.0945 0 0 0 0.0235 0.055 0.0393* 
26 0.096 0 0 0 0.0225 0.0545 0.0385* 
27 0.0805 0 0 0 0.037 0.0555 0.0463* 
28 0.0835 0 0 0 0.0485 0.041 0.0448* 
29 0.0965 0 0 0 0.047 0.0295 0.0383* 
30 0.0825 0 0 0 0.0595 0.031 0.0453* 
31 0.096 0 0 0 0.0585 0.0185 0.0385* 
32 0.082 0 0 0 0.0715 0.0195 0.0455* 
33 0.0885 0 0 0 0.078 0.0065 0.0423* 
34 0.098 0 0 0 0.075 0 0.0375* 
35 0.0945 0 0 0 0.0755 0.0005 0.038* 
 
3.5  Comparison of the proposed chart with other control charts 
In this section, ARL comparison is made by using three graphs in which proposed simple and 
FIR  AF&MB-CUSUMs  charts with 25m   and 30m  , are compared with classical and 
FIR  CUSUM  charts. In Fig. 3.26, ARL  comparison is made for classical CUSUM  and 
proposed AF&MB-CUSUMs  control charts with 25m   and 30m  .  Fig. 3.26 shows that 
the proposed AF&MB-CUSUMs  chart with 25m   and 30m  , is better than classical 
CUSUM  chart. The Fig. 3.26 is also showing that the proposed AF&MB-CUSUMs  with 
30m   is better than the proposed AF&MB-CUSUMs  chart with 25m  . By using 25% 
and 50% FIR, ARLs  of proposed FIR  AF&MB-CUSUMs  control charts with 25m   and 
30m  , are compared with FIR  CUSUMcharts, in Figs. 3.27 and 3.28, respectively. Figs. 
3.27 and 3.28 are also showing that FIR  AF&MB-CUSUMs  is performing better than 
FIR  CUSUMchat,  specially when we have 0.5  . 
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Figure 3.26: ARL  curves for classical CUSUM  and proposed AF&MB-CUSUMs  
control charts with 25m   and 30m  . 
 
Figure 3.27: ARL  curves of  25%  and  50%  FIR  CUSUM  and proposed  25%  and  50% 
FIR  AF&MB-CUSUMs  control charts with 25m  . 
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Figure 3.28: ARL curves for  25%  and  50%  FIR  CUSUM  and proposed  25%  and  50% 
FIR  AF&MB-CUSUMs  control charts with 30m  . 
3.5.1 Comparison with CUSUM control chart 
Comparing Table 1.1 and Table 3.5, we conclude that proposed AF&MB-CUSUMs  chart 
with 25m   is same as CUSUM chart when =0.25  and is better for >0.25 . Similarly 
proposed AF&MB-CUSUMs  chart with 30m   is better than CUSUM chart for all shifts in 
the process mean.  
3.5.2 Comparison with EWMA control chart 
By comparing Table 1.2 and Table 3.5, we can say that the proposed AF&MB-CUSUMs  
chart with 25m   and 30m   is better than EWMA  chart with  0.2, 0.25   and 0.5  for 
all shifts.  The EWMA  chart with 0.05   and 0.1  is inferior as compared to the proposed  
AF&MB-CUSUMs  chart for 0.5  .  
3.5.3 Comparison with Progressive Mean (PM) control chart 
By making comparison of ARLs  in Table 1.3 and Table 3.5, it is clear that the proposed 
AF&MB-CUSUMs  chart with 25m   and 30m   is comprehensively better than PM chart 
when 0.75  ; it means for moderate and large size shifts in the process mean.  
3.5.4 Comparison with FIR-CUSUM control chart 
Comparing Table 1.4 and Table 3.5, it is obvious that the proposed AF&MB-CUSUMs  chart 
with 25m   and 30m   is better than FIR-CUSUM  chart for 0.5  . 
3.5.5 Comparison with Weighted-CUSUM control chart 
Tables 1.5 and 3.5 are showing that the proposed AF&MB-CUSUMs  chart with 25m   and 
30m   is better than Weighted- CUSUM  chart for 0.5   when   0.5,3.16,0.7  and 
 0.5,3.97,0.9   are used as the values of  , ,k h  . 
3.5.6 Comparison with FIR-EWMA control chart 
By comparing ARL  values of the proposed AF&MB-CUSUMs  chart with 25m   and 
30m   in Table 3.5 with ARL values of FIR-EWMA  chart, we conclude that 
AF&MB-CUSUMs  chart is better than  FIR-EWMA   chart for all shifts. 
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3.5.7 Comparison with Double-CUSUM control chart 
By comparing Table 1.7 and Table 3.5, we conclude that the proposed AF&MB-CUSUMs  
chart with 30m   is better than Double- CUSUM chart for 0.5   and the proposed 
AF&MB-CUSUMs  with 25m   is better than Double- CUSUM chart for 1  . 
3.5.8 Comparison with Adaptive-EWMA control chart 
Comparing Table 1.8 and Table 3.5, we conclude that the proposed AF&MB-CUSUMs  chart 
with 25m   and 30m   for 0.5   is better than Adaptive-EWMA  chart when  .bs  is 
used as error function. The proposed AF&MB-CUSUMs  chart with 25m   and 30m   is 
better than Adaptive-EWMA  chart with  error functions   .bs   and   .cub  for all shifts. 
3.5.9 Comparison with Adaptive-CUSUM using EWMA estimator   
Comparing Table 1.9 and Table 3.5, we can say that the proposed AF&MB-CUSUMs  chart 
with  30m   is better than Adaptive-EWMA  chart for 0.5   and  by using 25m  , 
proposed chart is better than Adaptive-EWMA  chart for 0.75  . 
3.5.10 Comparison with Mixed EWMA-CUSUM control chart  
By making comparison of Tables 1.10 and 3.5, it is clear that the proposed 
AF&MB-CUSUMs  chart with 25m   and 30m   is better than Mixed EWMA-CUSUM  
chart  for 0.5  . 
 
3.5.11 Comparison with Hybrid-EWMA (HEWMA) control chart 
By comparing Tables 1.11 and 3.5, we conclude that the proposed AF&MB-CUSUMs  chart 
with 25m   and 30m   is better than Hybrid-EWMA  chart for 0.5  . 
3.6 Conclusion of Chapter 3 
As we know that classical CUSUM ,  classical EWMA  and their enhanced versions like FIR 
CUSUM ,  FIR EWMA , Mixed EWMA-CUSUM  and HEWMA  control charts use 
memories only in the forward direction and sufficiency of charting-statistics for all these 
charts are gradually increasing point to point and attaining highest at the last point.  In this 
chapter two versions of CUSUM -type chart are proposed for process mean with mainly 
focusing application. The data sets with upward, downward and with both types of shifts in 
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the process mean have been used in the application portion. First version is using the average 
of Forward- CUSUM  and Backward- CUSUM . Each point of new charting-statistic is now 
based on all observed values and the sufficiency at each point is equal to the sufficiency of 
the last point of the classical CUSUM chart. The proposed chart is performing equally better 
for all types of data than classical CUSUM , EWMA , Mixed EWMA-CUSUM  and 
HEWMA  control charts. When data has both types of shifts at the same time, the Mixed 
EWMA-CUSUM and HEWMA  control charts do not perform well but proposed chart is 
performing very well in this data. In the second version of the proposed chart m  period 
Moving Backward- CUSUM  has used in place of Backward- CUSUM . The second version 
can be used for no FIR and FIR purposes; with ability of using headstart more than once and 
getting larger 
0ARL  as compare to FIR CUSUM . The second version with and without 
using headstart is found comprehensively better than classical CUSUM , EWMA , 
FIR CUSUM , FIR EWMA , Mixed EWMA-CUSUM  and HEWMA  control charts in 
application, and are also found well ahead in ARL  comparison. Six other competing charts 
are also compared using ARL , in which the proposed chart is showing its supremacy over all 
these charts.  
In the next chapter, two more control charts are proposed using Forward and Backward 
EWMAs and moving Backward EWMA, in the same style as we have done in this chapter 
using CUSUMs. 
 
 
Chapter 4 
Two-Memories EWMA control charts based on 
Forward and Backward EWMAs 
 
4.0  Chapter overview 
In this chapter, we propose an EWMA-chart for process mean which takes the average of 
Forward-EWMA and Backward-EWMA. Backward-EWMA is designed in the same way as 
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Backward-CUSUM in the last chapter.  By using m  period moving Backward-EWMA, 
another control chart is proposed, which can be used for both no FIR and FIR purposes; 
having an ability of using headstart value more than once with little damage to ARL0 as 
compared to FIR EWMA. The proposed charts are compared with classical CUSUM, EWMA, 
FIR CUSUM, Mixed EWMA-CUSUM and HEWMA control charts in application and in ARL 
performance. The proposed charts are also compared with some other competing charts by 
using ARL.  
4.1.  The proposed AF&B-EWMAs control chart 
Let we have two exponentially weighted moving averages: Forward Exponentially Weighted 
Moving Average ( FEWMA ) and Backward Exponentially Weighted Moving Average (
BEWMA ). Let a group of t  successive samples  ; 1,2,..., ; 1,2,...,ijX i t j n   are drawn 
from  2; ,N X   .  In the following, we will use samples of sizes 1n  . The FEWMA  
statistic is actually a classic EWMA  statistic in the forward direction, starts from 1X  and 
ends at tX . Defining a FEWMAi  with weighting constant 1  as  
 1 1 1FEWMA 1 FEWMAi i iX       or  
   
1
1 1 1 0
0
FEWMA 1 1 FEWMA
i
j
j
i
i i jX  


    ,            
 (4.1)
 
 where 0 0FEWMA 
 
.  
The mean and variance of  FEWMAi  
 
are given as 
  0FEWMAiE    
and 
  
22 2 1
FEWMA 1
1
1 1
2i
i
  

 
       
             
 (4.2)
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The Backward EWMA  statistic is also a classic EWMA  statistic in the backward direction, 
starts from tX  and ends at 1X .  Defining BEWMAi  with 2  as the weighting constant, as 
follows 
 2 21 1BEWMA 1 BEWMAt it i t iX          
Rewriting above equation in terms of i  as  
   2 2 2 0
0
1
BEWMA 1 1 BEWMA
t i
j
j
t i
i i jX  


 
    ,          
 (4.3)
 
where 0 0BEWMA 
 
.  
The mean and variance of  BEWMAi  
 
are given as 
  0BEWMAiE   
 
and  
 
22 2 2
BEWMA 2
2
( 1)
1 1
2i
t i
  

          
                
 (4.4)
 
We propose a new charting-statistic which is the Average of Forward and Backward 
Exponentially Weighted Moving Averages (say AF&B-EWMAs ) with 1  and 2  as 
weighting constants. Since we are interested in assigning equal weights to both of FEWMAi  
and BEWMAi , so we use the arithmetic mean of FEWMAi  and BEWMAi , 
AF&B-EWMAsi  is defined as 
           (4.5) 
 
The mean and variance of  AF&B-EWMAsi  
 
are given by 
  0AF&B-EWMAsiE   
and 
1 2FEWMA ( ) BEWMA ( )AF&B-EWMAs
2
i i
i
 

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1 2
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i t i 
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 (4.6)
 
As a special case when  
1 2    , 
 
the statistic AF&B-EWMAsi  in (4.5) and 
2
AF&B-EWMAsi
  
become as 
 1 1
1
AF&B-EWMAs FEWMA BEWMA
2
i i i iX

  

             
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     
2
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2 1 1 2
4 2i
i t i 
   

   
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Defining control limits for the proposed AF&B-EWMAs  control chart as   
     
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   
          
    
       
 (4.9)
 
where 1L  is a constant also known as coefficient of control limits and its value can be 
determined by fixing 0ARL . The proposed AF&B-EWMAs  control chart has three 
parameters: 1L , 1   and  2 . When  we have 1 2    ,  control limits are given by 
    
    
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0 1
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   


 
   

 
 
 
       
 

 
       
 
                
(4.10) 
When we have 2n  , we replace X  by X  in Eqs. (4.1) and (4.3), we get   
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Control limits in Eq. (4.9) thus become 
     
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(4.13) 
Lucas and Saccucci (1990) have presented different values of L  for classic EWMA control 
chart using asymptotic control limits which are given in (1.4), ignoring initial dips. In 
application, time varying limits are used which have early dips towards CL of the control 
charts as can be seen in Figures 4.9 and 4.10. These dips prevail for some samples, then after 
some samples we get straight limits. When the process is completely in-control and classic 
EWMA  statistic with smaller value of   ( 0.25  ) is initialized with 0 , then the early 
values of  EWMA  statistic remain well below of control limits (with dips), even though, if 
the process has small or moderate size shift; same EWMA  statistic, will take some samples 
before the detection of the first sample out-of-control. Thus we can say that the use of values 
of L  based on asymptotic limits is not an issue in EWMA control chart in application. In the 
control limits of the proposed control chart, we have little dips at the start and at the end. As 
it is clear from Figs. 4.1 to 4.8, the dips are much smaller as compared to dips in Fig. 4.9 and 
Fig. 4.12.  When 1 2    , these dips are equal (see Figs. 4.1, 4.5-4.8) but different when 
1 2    (see Figs. 4.2-4.4). For most sample points, control limits are asymptotically equal to 
the following  
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(4.14) 
The length of asymptotic limits depends on the value of t . For large value of t , these 
asymptotic limits prevail most of the time and dips will prevail for only a few points.  If 
someone wants straight (or asymptotic)  control limits for more points, then he /she has to 
take large t . By using relatively large values of 1  and 2  (see Figs. 4.7 and 4.8), control 
limits can be made more straightened. When 1 , 2  and n  are large, control limits becomes 
straightened for very early sample numbers (see Figs. 4.7 and 4.8).  When 1 , 2  and t  are 
large, control limits become straightened for most of points even by taking 1n  . The control 
limits of the proposed charts behave like classical EWMA chart at both ends because starting 
value of proposed charting-statistic is initialized with 0 . We have used asymptotic limits 
which are given in (4.14), in the simulation study in order to find out values of 1L  as is done 
in finding the values of L  for classic EWMA control chart.  Since limits have dips on both 
ends, and the nature of the statistic at both ends is same (both ends resemble the classic 
EWMA ), we take asymptotic limits. The other reason of using limits in (4.14) is the 
computational ease of getting more values of 1L , because by choosing these limits we got 1L
values symmetric with respect to 1  and 2 . It means 1L  is same for  1 2AF&B-EWMAs ,   
and  2 1AF&B-EWMAs ,  . It is also obvious from the Tables 4.1 and 4.3. In order to find 
out the values of 1L , we have fixed 0ARL 370.4  and 0ARL 500  in the simulation study. 
Each time we have picked pair of 1  and 2 . We have fixed 10,000t   and each time we 
have calculated RLs . Then we have obtained 1L  values when our calculated average of 
15,00,000 RLs  has become approximately equal to some particular 0ARL  (prefixed). 
 If we wish to replicate the L  values for classic EWMA  chart, we have to take more than 
10,000  samples for each value of RL . The L  value can be used for any value of t , once it is 
established for a fixed 0ARL . Different authors use different values of t  in the application of 
classic EWMA control chart; for example 20,30t   and 35  are used by Mitra (2005), Alwin 
(2000) and Montgomery (2005), respectively. Similarly, we use the 1L  values for 20,30t   
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and 35 . We have just fixed 10,000t  , but the values of 1L  were checked for different 
values of 10,000t   and found same. In the simulation for finding 1L  values at 0ARL 500 , 
we got 8991 as the maximum RL . That’s why we chose 10,000t  . The values of 1L  for 
proposed  1 2AF&B-EWMAs ,   chart at 0ARL 370.4  and 0ARL 500  are given in the 
Tables 4.1 and 4.3, respectively. Tables 4.2 and 4.4 show
0ARL , 0SDRL , 0MedRL , 10P , 25P  
, 
75P  and  90P   of the proposed  1 2AF&B-EWMAs ,   chart are given at 0ARL 370.4  and 
0ARL 500 , respectively. 
Table 4.1: Values of 
1L  for proposed  1 2AF&B-EWMAs ,   chart at 0ARL 370.4  
1  
2  
0.05 0.1 0.15 0.2 0.25 0.5 
   0.05  2.2267 2.4894 2.6547 2.7564 2.8225 2.957 
0.1 2.4894 2.5628 2.6674 2.7495 2.81 2.948 
  0.15 2.6547 2.6647 2.7216 2.777 2.8237 2.9465 
0.2  2.7564 2.7495 2.777 2.8126 2.8457 2.9481 
   0.25 2.8225 2.81 2.8237 2.8457 2.8698 2.9522 
0.5 2.957 2.948 2.9465 2.9481 2.9522 2.976 
 
Table 4.2: 0ARL , 0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  of the proposed 
1 2AF&B-EWMAs( , )   chart at 0ARL 370.4  
1  2  0ARL  0SDRL  0MedRL  10P  25P  75P  90P  
0.05 0.05 370.3 372.3 256 38 106 514 855 
0.05 0.1 370.7 370.3 257 40 107 513 852 
0.05 0.15 370.2 368.8 257 41 108 512 851 
0.05 0.2 370.6 368.8 257 41 109 512 851 
0.05 0.25 370.5 368.0 257 42 109 513 849 
0.05 0.5 370.8 368.2 257 41 109 513 851 
0.1 0.05 370.9 369.8 257 40 108 514 854 
0.1 0.1 370.5 369.5 257 40 108 513 853 
0.1 0.15 370.8 369.1 257 41 108 514 852 
0.1 0.2 370.2 368.0 257 41 108 513 849 
0.1 0.25 370.3 368.5 256 41 108 513 849 
0.1 0.5 370.2 367.9 257 41 108 512 850 
0.2 0.05 369.9 367.5 257 41 108 513 850 
0.2 0.1 370.3 368.5 257 40 108 513 851 
0.2 0.15 370.7 368.8 257 41 108 513 852 
0.2 0.2 370.7 369.0 257 41 108 514 852 
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0.2 0.25 370.5 368.7 257 40 108 514 851 
0.2 0.5 370.5 368.5 257 40 108 513 852 
0.5 0.05 370.5 369.4 257 40 107 513 854 
0.5 0.1 369.7 369.7 256 40 107 512 852 
0.5 0.15 370.4 368.4 257 40 107 513 854 
0.5 0.2 370.2 369.6 257 40 107 512 853 
0.5 0.25 370.7 369.9 257 40 107 513 853 
0.5 0.5 370.4 369.3 257 40 107 514 851 
Table 4.3: Values of 
1L  for proposed 1 2AF&B-EWMAs( , )   chart at 0ARL 500  
1  
2  
0.05 0.1 0.2 0.5 
   0.05  2.3595 2.6122 2.866 3.0525 
0.1 2.6122 2.683 2.86 3.0452 
  0.2 2.866 2.86 2.9188 3.0448 
0.5  3.0525 3.0452 3.0448 3.0690 
 
Table 4.4: 0ARL , 0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  of the proposed 
1 2AF&B-EWMAs( , )   chart at 0ARL 500  
1  2  0ARL  0SDRL  0MedRL  10P  25P  75P  90P  
0.05 0.05 499.7 501.0 345 52 143 693 1152 
0.05 0.1 499.8 497.6 347 54 145 693 1150 
0.05 0.2 499.8 497.4 346 55 146 691 1147 
0.05 0.5 500.3 497.5 347 55 146 694 1149 
0.1 0.05 500.2 498.3 346 54 145 693 1151 
0.1 0.1 500.0 497.6 347 54 145 694 1149 
0.1 0.2 499.8 497.2 347 55 146 693 1148 
0.1 0.5 500.7 498.1 348 55 146 694 1149 
0.2 0.05 499.6 497.0 347 54 146 692 1147 
0.2 0.1 500.0 497.4 347 54 145 693 1151 
0.2 0.2 500.4 498.5 347 54 145 694 1150 
0.2 0.5 500.2 497.6 347 54 146 693 1149 
0.5 0.05 499.4 497.6 347 54 145 692 1148 
0.5 0.1 500.0 499.0 347 54 145 693 1151 
0.5 0.2 500.5 500.3 347 54 145 693 1151 
0.5 0.5 499.8 499.6 345 54 144 694 1152 
 
When 1 2 1   , the proposed chart reduces to the Shewhart control chart. 
4.2 Performance of the proposed AF&B-EWMAs control chart 
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For different combinations of 
1  and 2 , ARLs  for proposed AF&B-EWMAs  chart at 
0ARL 500  are shown in the Table 4.5. Showing the intensity of the ARLs  is not our 
objective here, because we are using 10,000t  . We just want to check the behavior of 
proposed AF&B-EWMAs  for different values of 1  and 2 . The proposed AF&B-EWMAs  
chart is better when 
1 2   than 1 2  . In other words proposed AF&B-EWMAs  chart gets 
better and better as value of 
2  gets smaller and smaller. 
Table 4.5:ARLs  for proposed 1 2AF&B-EWMAs( , )   chart at 0ARL 500  
1  2
 
Shifts 
0.0 0.25 0.5 0.75 1.0 1.5 2 2.5 3.0 
0.05 0.05 499.7 47.6 6.3 1.3 1.0 1.0 1.0 1.0 1.0 
0.05 0.1 499.8 65.4 13.5 3.7 1.4 1.0 1.0 1.0 1.0 
0.05 0.2 499.8 87.1 23.0 8.9 3.9 1.2 1.0 1.0 1.0 
0.05 0.5 500.3 138.1 41.3 18.8 10.4 4.0 1.9 1.2 1.0 
0.1 0.05 500.2 58.9 9.8 2.4 1.1 1.0 1.0 1.0 1.0 
0.1 0.1 500.0 75.3 15.6 4.7 1.8 1.0 1.0 1.0 1.0 
0.1 0.2 499.8 97.4 24.0 9.2 4.2 1.4 1.0 1.0 1.0 
0.1 0.5 500.7 149.6 42.1 18.0 9.8 3.9 1.9 1.3 1.0 
0.2 0.05 499.6 77.8 14.6 4.5 1.9 1.0 1.0 1.0 1.0 
0.2 0.1 500.0 93.8 20.3 6.7 2.8 1.1 1.0 1.0 1.0 
0.2 0.2 500.4 118.7 28.8 10.6 4.9 1.7 1.1 1.0 1.0 
0.2 0.5 500.2 175.5 49.5 19.7 10.1 4.0 2.1 1.3 1.0 
0.5 0.05 499.4 125.6 27.8 8.8 3.8 1.4 1.0 1.0 1.0 
0.5 0.1 500.0 145.1 34.9 11.7 5.1 1.7 1.1 1.0 1.0 
0.5 0.2 500.5 173.0 46.4 16.8 7.6 2.5 1.3 1.0 1.0 
0.5 0.5 499.8 238.4 77.8 30.2 14.5 4.8 2.4 1.5 1.2 
0.25 0.25 500.0 139.4 35.3 13.2 6.3 2.2 1.2 1.0 1.0 
 
4.3   Application of proposed AF&B-EWMAs control chart  
In this section, we present eight examples by using Data 1, 2 and 3. We use 0ARL 370.4  
(i.e. 0.0027  ). The computation of each example involves following steps. 
v) Reset 0FEWMA   and  0BEWMA  . 
vi) Starting at  iX  or iX , FEWMAi  is calculated in the forward direction by using 
Eqs. (4.1) or (4.11). 
vii) BEWMAi  is calculated in the backward direction starting at  tX  or tX  by using  
Eqs. (4.3) or (4.12). 
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viii)  By using Eq. (4.5), we calculate AF&B-EWMAsi . 
Examples 4.1(a) and 4.1(b): In Example 4.1(a) and 4.1(b), Data 1 is used in which we have 
0 10  , 0 1  , 1n   and 30t  . For the same data classical EWMA(0.1)  control chart 
shows last two points out of control [Montgomery (2005)]. The proposed AF&B-EWMAs  
control charts are obtained by using 
1 2 1( 0.1, 0.1, .5628)2L     and 
1 2 1( 0.1, 0.05, .4894)2L     in Example 4.1(a) and 4.1(b), respectively. The 
computational summary for proposed AF&B-EWMAs  chart in Examples 4.1(a) and 4.1(b) is 
given in Table 4.6.  
 
Figure 4.1: Proposed AF&B-EWMAs(0.1,0.1)  chart in Example 4.1(a). 
 
Figure 4.2: Proposed AF&B-EWMAs(0.1,0.05)  chart in Example 4.1(b). 
In Example 4.1(a), the proposed AF&B-EWMAs(0.1,0.1)  chart is showing five out-of-
control points. Observation numbers 23, 24, 26, 28 and 29 are out-of-control. We get early 
detection at observation number 23. In example 3.1(b) proposed AF&B-EWMAs(0.1,0.05)  
chart is showing four out-of-control points. Observation numbers 26, 28, 29 and 30 are out-
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of-control. Observation number 24 is on the limit. We get early detection at observation 
number 26. The proposed chart AF&B-EWMAs  shows it supremacy in application not only 
in the number of out-of-control points but also in the early detection of shift over the classical 
EWMA , Mixed EWMA-CUSUM  and HEWMA  control charts (see Figs. 3.1 and 3.2). 
Table 4.6: Summary of the computation in Examples 4.1(a) and 4.1(b) 
no Obs. FEWMA (0.1)
i
 BEWMA (0.1)
i
 
AF&B-
EWMAs (0.1, 0.1)
i
 UCL  BEWMA (0.05)
i
 
AF&B-
EWMAs (0.1, 0.05)
i
 UCL  
1 9.45 9.945 10.00364 9.97432 10.36814 10.11457 10.02979 10.26245 
2 7.99 9.7495 10.06516 9.90733 10.38573 10.14955 9.94953 10.28501 
3 9.29 9.70355 10.29573 9.99964 10.39939 10.26321 9.98338 10.30196 
4 11.66 9.8992 10.40748 10.15334 10.41011 10.31443 10.10681 10.31491 
5 12.16 10.12528 10.26831 10.19679 10.41855 10.24362 10.18445 10.32491 
6 10.18 10.13075 10.05812 10.09444 10.42524 10.14275 10.13675 10.33267 
7 8.04 9.92167 10.04458 9.98313 10.43053 10.14079 10.03123 10.3387 
8 11.46 10.07551 10.26731 10.17141 10.43473 10.25136 10.16343 10.34336 
9 9.2 9.98796 10.13479 10.06137 10.43803 10.18775 10.08785 10.34693 
10 10.34 10.02316 10.23866 10.13091 10.44061 10.23974 10.13145 10.34963 
11 9.03 9.92384 10.2274 10.07562 10.4426 10.23446 10.07915 10.3516 
12 11.47 10.07846 10.36044 10.21945 10.44408 10.29785 10.18815 10.35298 
13 10.51 10.12161 10.23716 10.17938 10.44514 10.23616 10.17889 10.35387 
14 9.4 10.04945 10.20684 10.12815 10.44582 10.22175 10.1356 10.35433 
15 10.08 10.05251 10.29649 10.1745 10.44615 10.265 10.15875 10.35441 
16 9.37 9.98426 10.32054 10.1524 10.44615 10.27473 10.12949 10.35416 
17 10.62 10.04783 10.42616 10.23699 10.44582 10.32235 10.18509 10.35361 
18 10.31 10.07405 10.40462 10.23933 10.44514 10.30668 10.19037 10.35278 
19 8.52 9.91864 10.41513 10.16689 10.44408 10.30651 10.11258 10.35167 
20 10.84 10.01078 10.62571 10.31824 10.4426 10.40054 10.20566 10.35029 
21 10.9 10.0997 10.60189 10.3508 10.44061 10.37741 10.23855 10.34863 
22 9.33 10.02273 10.56877 10.29575 10.43803 10.3499 10.18632 10.34668 
23 12.29 10.24946 10.70641 10.47794* 10.43473 10.40358 10.32652 10.34443 
24 11.5 10.37451 10.53046 10.45249* 10.43053 10.3043 10.3394 10.34186 
25 10.6 10.39706 10.42273 10.4099 10.42524 10.24136 10.31921 10.33893 
26 11.08 10.46535 10.40304 10.4342* 10.41855 10.22249 10.34392* 10.33561 
27 10.38 10.45682 10.32782 10.39232 10.41011 10.17736 10.31709 10.33186 
28 11.62 10.57314 10.32202 10.44758* 10.39939 10.16669 10.36991* 10.32762 
29 11.31 10.64682 10.1778 10.41231* 10.38573 10.0902 10.36851* 10.32283 
30 10.52 10.63414 10.052 10.34307 10.36814 10.026 10.33007* 10.31743 
 
Examples 4.2(a), 4.2(b) and 4.2(c): In Examples 4.2(a), 4.2(b) and 4.2(c), Data 2 is used. 
The proposed 1 2AF&B-EWMAs( , )   charts are obtained using (0.2,0.05,2.7564) , 
(0.2,0.1, 2.7495)  and (0.2,0.2, 2.8126)  as values of  1 2 1, , L   in Examples 4.2(a), 4.2(b) 
and 4.2(c), respectively. Summary of computation in examples 4.2(a) , 4.2(b)  and 4.2(c)  is 
given in Table 4.7.  
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For the same data the classical EWMA(0.1)  control chart shows last nine points out-of-
control [Alwin (2000)] with first detection at 27th sample. For Figs. 4.3-4.5, the important 
points are given in Table 4.8. 
Table 4.7: Summary of the computation in Examples 4.2(a), 4.2(b) and 4.2(c) 
no 
Sample 
means 
FEWMA (0.2)
i
 BEWMA (0.05)
i
 
AF&B-
EWMAs (0.2, 0.05)
i
 BEWMA (0.1)
i
 
AF&B-
EWMAs (0.2, 0.1)
i
 BEWMA (0.2)
i
 
AF&B-
EWMAs (0.2, 0.2)
i
 
1 0.0935 0.0987 0.09932 0.09901 0.10044 0.09957 0.10098 0.09984 
2 0.1065 0.10026 0.09962 0.09994 0.10121 0.10073 0.10285 0.10155 
3 0.098 0.09981 0.09926 0.09953 0.10062 0.10021 0.10194 0.10087 
4 0.1125 0.10235 0.09933 0.10084 0.10091 0.10163 0.10292 0.10263 
5 0.0985 0.10158 0.09863 0.10011 0.09962 0.1006 0.10053 0.10105 
6 0.109 0.10306 0.09864 0.10085 0.09975 0.10141 0.10103 0.10205 
7 0.092 0.10085 0.0981 0.09947 0.09872 0.09979 0.09904 0.09995 
8 0.104 0.10148 0.09842 0.09995 0.09947 0.10047 0.1008 0.10114 
9 0.0995 0.10108 0.09812 0.0996 0.09897 0.10002 0.1 0.10054 
10 0.1085 0.10257 0.09805 0.10031 0.09891 0.10074 0.10013 0.10135 
11 0.09 0.10005 0.0975 0.09878 0.09784 0.09895 0.09804 0.09905 
12 0.0835 0.09674 0.0979 0.09732 0.09871 0.09773 0.10005 0.09839 
13 0.11 0.09939 0.09865 0.09902 0.1004 0.0999 0.10418 0.10179 
14 0.102 0.09992 0.09806 0.09899 0.09934 0.09963 0.10273 0.10132 
15 0.108 0.10153 0.09785 0.09969 0.09904 0.10029 0.10291 0.10222 
16 0.116 0.10443 0.09731 0.10087 0.09804 0.10123 0.10164 0.10303 
17 0.104 0.10434 0.09633 0.10034 0.09605 0.10019 0.09805 0.10119 
18 0.093 0.10207 0.09593 0.099 0.09516 0.09862 0.09656 0.09932 
19 0.106 0.10286 0.09608 0.09947 0.09541 0.09913 0.09745 0.10015 
20 0.1105 0.10439 0.09556 0.09997 0.09423 0.09931 0.09531 0.09985 
21 0.0985 0.10321 0.09477 0.09899 0.09242 0.09781 0.09151 0.09736 
22 0.095 0.10157 0.09458 0.09807 0.09174 0.09666 0.08976 0.09567 
23 0.0855 0.09835 0.09455 0.09645 0.09138 0.09487* 0.08846 0.0934* 
24 0.0815 0.09498 0.09503 0.09501* 0.09204 0.09351* 0.08919 0.09209* 
25 0.0945 0.09489 0.09574 0.09531* 0.09321 0.09405* 0.09112 0.09300* 
26 0.096 0.09511 0.09581 0.09546* 0.09306 0.09409* 0.09027 0.09269* 
27 0.0805 0.09219 0.0958 0.09399* 0.09274 0.09246* 0.08884 0.09051* 
28 0.0835 0.09045 0.0966 0.09353* 0.0941 0.09227* 0.09093 0.09069* 
29 0.0965 0.09166 0.09729 0.09448* 0.09527 0.09347* 0.09278 0.09222* 
30 0.0825 0.08983 0.09734 0.09358* 0.09514 0.09248* 0.09185 0.09084* 
31 0.096 0.09106 0.09812 0.09459* 0.09654 0.09380* 0.09419 0.09263* 
32 0.082 0.08925 0.09823 0.09374* 0.0966 0.09293* 0.09374 0.09150* 
33 0.0885 0.0891 0.09908 0.09409* 0.09822 0.09366* 0.09668 0.09289* 
34 0.098 0.09088 0.09964 0.09526* 0.09931 0.09509* 0.09872 0.09480 
35 0.0945 0.0916 0.09972 0.09566* 0.09945 0.09553* 0.0989 0.09525 
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Figure 4.3: Proposed AF&B-EWMAs(0.2,0.05)  chart in Example 4.2(a). 
 
Figure 4.4: Proposed AF&B-EWMAs(0.2,0.1)  chart in Example 4.2(b). 
 
Figure 4.5: Proposed AF&B-EWMAs(0.2,0.2)  chart in Example 4.2 (c). 
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Table 4.8: Summary of Figures 4.3-4.5 
Figure No. Control Chart Total Samples Out-of-control samples First detection 
3.5 Mixed EWMA-CUSUM(0.2)  35 4 32 
3.6 HEWMA(0.2)  35 7 29 
4.3 AF&B-EWMAs(0.2, 0.05)  35 12 24 
4.4 AF&B-EWMAs(0.2, 0.1)  35 13 23 
4.5 AF&B-EWMAs(0.2, 0.2)  35 11 23 
 
It is obvious from Table 4.8, that the proposed chart AF&B-EWMAs  performs better than 
classical EWMA , Mixed EWMA-CUSUM  and HEWMA control charts in this application. 
Examples 4.3(a), 4.3(b) and 4.3(c): Using Data 3, proposed 1 2AF&B-EWMAs( , )   charts 
are obtained using (0.2,0.2, 2.8126) , (0.25,0.25, 2.8698) and (0.5,0.5, 2.976)  as values of 
1 2 1( , , )L   in examples 4.3(a), 4.3(b) and 4.3(c), respectively. Summary of computations in 
Examples 4.3(b) and 4.3(c) is given in Table 4.9. 
Table 4.9: Summary of computations in Examples 4.2(b) and 4.2(c) 
no 
Sample 
means 
FEWMA(0.25) BEWMA(0.25) 
AF&B-EWMA 
(0.25,0.25) 
FEWMA(0.5) BEWMA(0. 5) 
AF&B-EWMA 
(0.5,0. 5) 
1 25 25.12 25.13737 25.12868 25.13143 25.08 25.10571 
2 25.4 25.19 25.18316 25.18658 25.26286 25.24 25.25143 
3 25.2 25.1925 25.11088 25.15169 25.12571 25.22 25.17286 
4 25 25.14438 25.08117 25.11277 25.05142 25.11 25.08071 
5 25.2 25.15828 25.10823 25.13325 25.10284 25.155 25.12892 
6 24.9 25.09371 25.07763 25.08567* 25.00568 25.0275 25.01659* 
7 25 25.07028 25.13685 25.10356 25.11136 25.01375 25.06256 
8 25.4 25.15271 25.18246 25.16759 25.22272 25.20688 25.2148 
9 24.9 25.08953 25.10995 25.09974 25.04545 25.05344 25.04944 
10 25.2 25.11715 25.17993 25.14854 25.1909 25.12672 25.15881 
11 25 25.08786 25.17324 25.13055 25.1818 25.06336 25.12258 
12 25.7 25.2409 25.23099 25.23594* 25.36359 25.38168 25.37264* 
13 25 25.18067 25.07465 25.12766 25.02719 25.19084 25.10901 
14 25.1 25.1605 25.09953 25.13002 25.05438 25.14542 25.0999 
15 25 25.12038 25.09938 25.10988 25.00875 25.07271 25.04073 
16 24.9 25.06528 25.1325 25.09889 25.0175 24.98635 25.00193* 
17 25 25.04896 25.21 25.12948 25.135 24.99318 25.06409 
18 25.1 25.06172 25.28 25.17086 25.27 25.04659 25.15829 
19 25.4 25.14629 25.34 25.24315* 25.44 25.22329 25.33165* 
20 25.8 25.30972 25.32 25.31486* 25.48 25.51165 25.49582* 
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Figure 4.6: Proposed AF&B-EWMAs(0.2,0.2)  chart in Example 4.3(a). 
 
 
      
Figure 4.7: Proposed AF&B-EWMAs(0.25,0.25)  chart in Example 4.3(b). 
 
Figure 4.8: Proposed AF&B-EWMAs(0.5,0.5)  chart in Example 4.3(c). 
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downward and one sample is indicating upward shift. First downward shift is detected at 
sample number 16 and upward shift at sample number 20 [Mitra (2005)]. In Fig. 3.9, Mixed 
EWMA-CUSUM is showing all samples as in-control. HEWMA  is showing one sample 
(i.e. 18th) as out-of-control in Fig. 3.10. In Example 4.3(a) proposed 
AF&B-EWMAs(0.2,0.2)  chart is showing three samples as out-of-control. Last 2 samples 
are indicating upward shift and 6th sample is indicating downward shift. In Example 4.3(b) 
proposed AF&B-EWMAs(0.25,0.25)  chart is showing four samples as out-of-control with 
last 2 samples and 12th are indicating upward shift and 6th sample is indicating downward 
shift. In example 4.3(c) proposed AF&B-EWMAs(0.5,0.5)  chart is showing five samples as 
out-of-control with last 2 samples and 12th are indicating upward shift and 6th and 16th 
samples are indicating downward shift. In example 3.3(c) 15th sample is on UCL.  
4.4  Moving version of proposed AF&B-EWMAs control chart 
Let we have two exponentially weighted moving averages: FEWMA (Forward Exponentially 
Weighted Moving Average) and m  time period MBEWMA (Moving Backward 
Exponentially Weighted Moving Average). Taking the same group of samples and same  
FEWMAi  with 1  as the weighting constant as in Section 4.1. 
Defining m  period MBEWMAi  with 2  as the weighting constant as 
   
   
1
2 2 2 0
0
2 2 2 0
0
1
1
MBEWMA 1 1 MBEWMA for 1
MBEWMA 1 1 MBEWMA    for 1
m
j
j
t i
j
i j
j
m
i m i j
t i
i
x i t m
x i t m
  
  





  
 
      
      


              
(4.15) 
where 0 0MBEWMA 
 
and we have 1, 2 ,...., 1i t m    when 1i t m    and 
2, 3,....,i t m t m t      when 1i t m   . The mean and variance of  MBEWMAi  
 
are 
  0MBEWMAiE   and 
 
 
22 2 2
MBEWMA 2
2
2( )2 2 2
MBEWMA 2
2
1
1 1 for 1, 2 ,...., 1
2
1 1 for 2, 3,....,
2
i
i
m
t i
i t m
i t m t m t

  


  

 
 
          
 
            
              
(4.16)
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We propose another charting-statistic which is the Average of Forward and Moving 
Backward Exponentially Weighted Moving Averages (say proposed AF&MB-EWMAs ) 
with 
1  and 2  as weighting constants and m  as moving period. Taking the arithmetic mean 
of FEWMAi  and  MBEWMAi  in order to get AF&MB-EWMAsi  as 
1 2FEWMA ( ) MBEWMA ( )AF&MB-EWMAs
2
i i
i
 
                  
(4.17) 
The mean and variance of  AF&MB-EWMAsi  
 
are given below 
  0AF&MB-EWMAsiE   
     
     
2
2 22 1 2
AF&MB-EWMAs 1 2 1 2
1 2
2
2 2( )2 1 2
AF&MB-EWMAs 1 2 1 2
1 2
1
for 1
for 1
1 1 1 1 2   
4 2 2
1 1 1 1 2   
4 2 2
i
i
i m
i t i
i t m
i t m
 
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 
 
    
 
 
  
  
    
          
     
    
          
     
 
The control limits are given below 
     
     
2 21 2
0 2 1 2 1 2
1 2
0
2 21 2
0 2 1 2 1 2
1 2
LCL 1 1 1 1 2
2 2 2
CL      for 1
UCL 1 1 1 1 2
2 2 2
i m
i m
L
i t m
L
 
    
 

 
    
 
   
          
    
   
   
          
    
 
 
and   
     
     
2 2( 1)1 2
0 2 1 2
1 2
0
2 2( 1)1 2
0 2 1 2
1 2
LCL 1 1 1 1 2
2 2 2
CL   for 1
UCL 1 1 1 1 2
2 2 2
i t i
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 
    
 
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 
    
 
 
 
   
          
    
   
   
          
    
 
As a special case when  1 2    ,  the charting-statistic AF&MB-EWMAsi  and variance 
become 
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The control limits for   1 2    , are given below 
 
  
 
    
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and 
    
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In the proposed control chart limits we have little dips at the start and at the end. When
1 2    , these dips are equal but different when 1 2  . In most time limits are 
asymptotically equal to 
  
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.  
In order to find out the values of 2L , we have fixed 0ARL 370.4  and 0ARL 500  in the 
simulation study. Each time we have picked pair of 1  and 2 . We have fixed 10,000t   and 
each time we calculated RL . Then we calculated average of 15,00,000 RLs  in order to find 
out 2L  values. Values of 2L  for proposed 1 2AF&B-EWMAs( , )   chart at 0ARL 500  and 
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0ARL 370.4  are given in the Tables 4.10 and 4.12, respectively. Table 4.11 shows 0ARL , 
0SDRL ,  0M e d R L, 10P , 25P  , 75P  and  90P  of  the proposed 1 2AF&MB-EWMAs( , )   are 
given at 
0ARL 500 . 
Table 4.10: 
2L  of prop. 1 2AF&MB-EWMAs( , )   chart at 0ARL 500  and 30m   
1  
2  
   0.05    0.1    0.2    0. 5 
   0.05  2.405 2.617 2.867 3.052 
0.1 2.632 2.685 2.861 3.044 
  0.2 2.875 2.863 2.918 3.045 
0.5  3.055 3.045 3.045 3.069 
 
Table 4.11: 0ARL , 0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  of proposed 
1 2AF&MB-EWMAs( , )   chart at 0ARL 370.4  and 30m   
1  2  0ARL  0SDRL  0MedRL  10P  25P  75P  90P  
0.1 0.05 370.3 368.4 257 40 108 513 850 
0.1 0.1 370.5 369.1 257 40 107 513 851 
0.1 0.2 370.7 369.0 257 41 108 513 851 
0.1 0.25 370.7 368.3 257 41 108 514 852 
0.1 0.5 370.5 368.3 258 41 108 513 851 
0.05 0.05 501.5 500.3 348 54 145 694 1153 
0.05 0.1 499.8     497.7 347 55 145 692 1147 
0.05 0.2 498.2 495.4 346 55 145 689 1144 
0.05 0.5 500.2 496.7 347 56 146 693 1149 
0.1 0.05 500.0 497.9 347 55 145 692 1151 
0.1 0.1 500.1 498.4 346 55 145 691 1149 
0.1 0.2 500.8 497.2 349 55 146 694 1148 
0.1 0.5 498.2 495.9 346 54 144 690 1146 
0.2 0.05 500.8 498.1 349 55 146 694 1149 
0.2 0.1 502.2 500.8 349 54 146 695 1154 
0.2 0.2 498.3 497.0 345       54 144 690 1146 
0.2 0.5 500.1 498.1 348 54 145 692 1152 
0.5 0.05 499.5 498.1 347 54 145 692 1152 
0.5 0.1 499.7 498.5 347 54 145 692 1148 
0.5 0.2 500.5 499.6      347 54 145 694 1151 
0.5 0.5 500.1 499.0      346 53 145 693 1153 
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Table 4.12: 
2L  of  prop. 1 2AF&MB-EWMAs( , )   chart at 0ARL 370.4  and 30m   
1  
2  
0.05 0.1 0.2 0.25 0.5 
   0.05  2.272 2.493 2.758 2.821 2.956 
0.1 2.508 2.565 2.750 2.810 2.949 
0.2  2.765 2.750 2.813 2.846 2.949 
   0.25 2.828 2.811 2.847 2.871 2.953 
0.5 2.959 2.949 2.949 2.952 2.975 
 
4.5  Performance of the proposed AF&MB-EWMAs chart 
For different combinations of 1  and 2 , ARLs  for proposed 1 2AF&MB-EWMAs( , )   
chart at 0ARL 500  are shown in Table 4.13. The proposed chart is good for small, 
moderate and  large shifts in mean for almost all values of 1  and 2 , but for smaller values 
of 1  and 2  the performance is better. The proposed 1 2AF&MB-EWMAs( , )   chart is 
better when 1 2   than 1 2  . In other words proposed 1 2AF&MB-EWMAs( , )   chart 
gets better and better as value of 2  gets smaller and smaller.  
Table 4.13: ARLs  for prop. 1 2AF&MB-EWMAs( , )   chart with 30m   at 0ARL 500    
1  2

 
Shift 
0.0 0.25 0.5 0.75 1.0 1.5 2 2.5 3.0 
0.05 0.05 499.7 57.5 10.7 2.7 1.2 1.0 1.0 1.0 1.0 
0.05 0.1 499.8 66.6 14.5 4.2 1.6 1.0 1.0 1.0 1.0 
0.05 0.2 499.8 85.6 22.8 8.9 3.9 1.2 1.0 1.0 1.0 
0.05 0.5 500.3 135.5 41.1 19.0 10.4 3.9 1.2 1.0 1.0 
0.1 0.05 500.2 69.0 14.2 4.4 1.7 1.0 1.0 1.0 1.0 
0.1 0.1 500.0 76.3 16.6 5.3 2.1 1.0 1.0 1.0 1.0 
0.1 0.2 499.8 97.4 24.0 9.3 4.2 1.4 1.0 1.0 1.0 
0.1 0.5 500.7 147.1 42.4 17.9 9.7 3.9 1.9 1.2 1.0 
0.2 0.05 499.6 90.9 19.7 6.7 3.0 1.2 1.0 1.0 1.0 
0.2 0.1 500.0 97.8 21.5 7.2 3.1 1.2 1.0 1.0 1.0 
0.2 0.2 500.4 118.2 29.1 10.6 4.9 1.7 1.1 1.0 1.0 
0.2 0.5 500.2 174.7 49.6 19.8 10.0 4.0 2.0 1.3 1.1 
0.5 0.05 499.4 125.6 27.8 8.8 3.8 1.4 1.0 1.0 1.0 
0.5 0.1 500.0 148.4 36.7 12.5 5.4 1.8 1.1 1.0 1.0 
0.5 0.2 500.5 172.5 46.7 16.9 7.6 2.5 1.3 1.0 1.0 
0.5 0.5 499.8 235.9 77.9 30.8 14.4 4.9 2.4 1.5 1.1 
 
4.6 Application of proposed AF&MB-EWMAs control chart  
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We use 
0ARL 370.4  (i.e. 0.0027  ) and Data 1 and 2  in the following examples. 
 Examples 4.4(a) and 4.4(b): We use Data 1 in Examples 4.4(a) and 4.4(b). The proposed 
50% FIR 1 2AF&MB-EWMAs( , )   charts are obtained by using (0.1,0.1,2.565)   and 
(0.1,0.05, 2.508)  as values of  1 2 2, , L   in Example 4.4(a) and 4.4(b). In the Fig. 4.9, 
50% FIR EWMA  is given with 0.1  . We define two classic EWMA  statistics with 
0.1   as 
 
 
1
1
EWMA1 1 EWMA1
EWMA2 1 EWMA2
i i i
i i i
x
x
 
 


  
  
                             
(4.20) 
with 0 0EWMA1 headstart    and  0 0EWMA2 headstart  , 
where 0headstart 0.5*
2





. 
 
Figure 4.9: FIR EWMA  chart for Data 1. 
Defining two statistics  1 2AF&B-EWMAs1 ,   and  1 2AF&B-EWMAs2 ,  in the 
following 
 
 
1 2
1 2
1 2
1 2
FEWMA1 ( ) MBEWMA1 ( )
AF&MB-MEWMAs1 ,
2
FEWMA2 ( ) MBEWMA2 ( )
AF&MB-MEWMAs2 ,
2
i i
i
i i
i
 
 
 
 




  
Defining FEWMA1i  and FEWMA2i  in the following 
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   
   
1
1 1 1 0
0
1
1 1 1 0
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FEWMA1 1 1 FEWMA1
FEWMA2 1 1 FEWMA2
i
j i
i i j
j
i
j i
i i j
j
x
x
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  






   
   


 
 
where 0 0FEWMA1 headstart    and  0 0FEWMA2 headstart  . 
Defining MBEWMA1i  and  MBEWMA2i  in the following 
   
   
1
2 2 1 2 0
0
1
2 2 2 0
0
MBEWMA1 1 1 MBEWMA1 for 1
MBEWMA1 1 1 MBEWMA1 for 1
m
j m
i m i j
j
t i
j t i
i i j
j
x i t m
x i t m
  
  

  


 

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      
      


 
and  
   
   
1
2 2 1 2 0
0
1
2 2 2 0
0
MBEWMA2 1 1 MBEWMA2 for 1
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m
j m
i m i j
j
t i
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j
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where 0 0MBEWMA1 headstart    and  0 0MBEWMA2 headstart  , 
where   20 1 2 1 2
1 2
headstart=0.5* 1 1 2
2 2 2
m  
  
 
   
      
    
 
 Summary of computation in Example 4.4 (a) is given in Table 4.14.  
 
Figure 4.10: Proposed 50% FIR AF&MB-EWMAs(0.1,0.1)  chart in Example 4.3(a). 
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Figure 4.11: Proposed 50% FIR AF&MB-EWMAs(0.1,0.05)  chart in Example 4.4(b). 
Table 4.14: Summary of the computation in Example 4.4 (a) 
no. Obs. 
FEWMA2 (0.1)
i
 
(MBEWMA2 0.1)
i
 
AF&MB-
EWMAs2
(0.1, 0.1)
i
 FEWMA1 (0.1)i
 
MBEWMA1 (0.1)
i
 
AF&MB-
EWMAs1
(0.1, 0.1)
i
 LCL UCL 
1 9.45 9.7409 9.994 9.8675 10.1491 10.0133 10.0812 9.6315 10.3685 
2 7.99 9.9332 10.0545 9.9938 9.9332 10.0758 10.0045 9.6139 10.3861 
3 9.29 9.8689 10.2839 10.0764 9.8689 10.3076 10.0882 9.6003 10.3997 
4 11.66 10.048 10.3943 10.2211 10.048 10.4207 10.2343 9.5895 10.4105 
5 12.16 10.2592 10.2537 10.2564 10.2592 10.283 10.2711 9.5811 10.4189 
6 10.18 10.2513 10.0418 10.1466 10.2513 10.0744 10.1628 9.5744 10.4256 
7 8.04 10.0301 10.0265 10.0283 10.0301 10.0627 10.0464 9.5691 10.4309 
8 11.46 10.1731 10.2472 10.2102 10.1731 10.2874 10.2303 9.5649 10.4351 
9 9.2 10.0758 10.1125 10.0941 10.0758 10.1571 10.1165 9.5616 10.4384 
10 10.34 10.1022 10.2138 10.158 10.1022 10.2635 10.1829 9.559 10.441 
11 9.03 9.995 10.1998 10.0974 9.995 10.255 10.125 9.557 10.443 
12 11.47 10.1425 10.3298 10.2362 10.1425 10.3911 10.2668 9.5555 10.4445 
13 10.51 10.1793 10.2031 10.1912 10.1793 10.2712 10.2252 9.5545 10.4455 
14 9.4 10.1013 10.169 10.1352 10.1013 10.2447 10.173 9.5538 10.4462 
15 10.08 10.0992 10.2545 10.1768 10.0992 10.3385 10.2189 9.5535 10.4465 
16 9.37 10.0263 10.2739 10.1501 10.0263 10.3672 10.1968 9.5535 10.4465 
17 10.62 10.0857 10.3743 10.23 10.0857 10.478 10.2818 9.5538 10.4462 
18 10.31 10.1081 10.347 10.2275 10.1081 10.4623 10.2852 9.5545 10.4455 
19 8.52 9.9493 10.3511 10.1502 9.9493 10.4792 10.2142 9.5555 10.4445 
20 10.84 10.0384 10.5545 10.2964 10.0384 10.6969 10.3676 9.557 10.443 
21 10.9 10.1245 10.5228 10.3237 10.1245 10.681 10.4027 9.559 10.441 
22 9.33 10.0451 10.4809 10.263 10.0451 10.6566 10.3508 9.5616 10.4384 
23 12.29 10.2696 10.6088 10.4392 10.2696 10.804 10.5368* 9.5649 10.4351 
24 11.5 10.3926 10.422 10.4073 10.3926 10.6389 10.5158* 9.5691 10.4309 
25 10.6 10.4133 10.3022 10.3578 10.4133 10.5433 10.4783* 9.5744 10.4256 
26 11.08 10.48 10.2691 10.3746 10.48 10.5369 10.5085* 9.5811 10.4189 
27 10.38 10.47 10.179 10.3245 10.47 10.4766 10.4733* 9.5895 10.4105 
28 11.62 10.585 10.1567 10.3709 10.585 10.4873 10.5362* 9.6003 10.3997 
29 11.31 10.6575 9.9941 10.3258 10.6575 10.3615 10.5095* 9.6139 10.3861 
30 10.52 10.6438 9.8479 10.2458 10.6438 10.2561 10.4499* 9.6315 10.3685 
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We know that in Data 1, last 10 points are out-of-control.  Fig 4.9, shows that last two points 
are out-of-control as we can see in classical EWMA . It means 50% FIR has no effect on the 
performance of EWMA  control chart using Data 1. 
In Figs. 4.9 and 4.10, we see that the proposed 50% FIR AF&MB-EWMAs(0.1,0.1)  and 
AF&MB-EWMAs(0.1,0.05)  charts are showing 8 points as out-of-control. Observations 23 
to 30 are out-of-control. The proposed 50% FIR AF&MB-EWMAs  control chart shows its 
dominancy in application, not only in the number of out-of-control points but also in the early 
detection of shift over the classical and 50% FIR EWMA  control chart. 
Examples 4.5(a), 4.5(b) and 4.5(c): In Examples 4.5(a), 4.5(b) and 4.5(c) Data 2 is used. The 
proposed simple (without FIR) and 50% FIR 1 2AF&MB-EWMAs( , )   control charts are 
obtained by using (0.2,0.2, 2.813) , (0.2,0.1, 2.750)  and (0.2,0.05, 2.765)  as values of 
 1 2 2, , L   in Examples 4.5(a), 4.5(b) and 4.5(c), respectively. Summary of computation in 
Example 4.5(c) is given in Table 4.14.  
It is clear from Fig. 4.12, that last nine points are out-of-control as we saw in classical 
EWMA  chart. It means 50% FIR  has no effect on the performance of EWMA  control 
chart. Summary for Figures 4.12-4.18, is given in Table 4.16.  
 
Figure 4.12: Proposed 50% FIR EWMA  chart for Data 2. 
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Figure 4.13: Proposed AF&MB-EWMAs(0.2,0.2) chart in Example 4.5(a). 
 
Figure 4.14: Proposed 50% FIR  AF&MB-EWMAs(0.2,0.2)  chart in Example 4.5(a). 
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Figure 4.15: Proposed AF&MB-EWMAs(0.2,0.1)  chart in Example 4.5(b). 
  
 
Figure 4.16: Proposed 50% FIR AF&MB-EWMAs(0.2,0.1)  chart in Example 4.5(b). 
 
Figure 4.17: Proposed AF&MB-EWMAs(0.2,0.05)  chart in Example 4.5(c). 
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Figure 4.18: Proposed 50% FIR AF&MB-EWMAs(0.2,0.05)  chart in Example 4.5(c). 
Table 4.15: Summary of the computation in Example 4.5 (a) 
no. 
Sample 
means 
FEWMA2 (0.2)
i
 MBEWMA2 (0.2)
i
 
AF&MB-
EWMAs2
(0.2, 0.2)
i
 FEWMA1 (0.2)
i
 MBEWMA1 (0.2)
i
 
AF&MB-
EWMAs1
(0.2, 0.2)
i
 LCL UCL 
1 0.0935 0.09632 0.10098 0.09865 0.10108 0.10099 0.10104 0.09479 0.10521 
2 0.1065 0.09835 0.10285 0.1006 0.10217 0.10286 0.10251 0.09451 0.10549 
3 0.098 0.09828 0.10194 0.10011 0.10133 0.10195 0.10164 0.09434 0.10566 
4 0.1125 0.10113 0.10292 0.10202 0.10357 0.10293 0.10325 0.09423 0.10577 
5 0.0985 0.1006 0.10052 0.10056 0.10255 0.10053 0.10154 0.09416 0.10584 
6 0.109 0.10228 0.10103 0.10166 0.10384 0.10104 0.10244 0.09412 0.10588 
7 0.092 0.10023 0.09904 0.09963 0.10147 0.09905 0.10026 0.09409 0.10591 
8 0.104 0.10098 0.1008 0.10089 0.10198 0.10081 0.10139 0.09408 0.10592 
9 0.0995 0.10068 0.1 0.10034 0.10148 0.10001 0.10075 0.09407 0.10593 
10 0.1085 0.10225 0.10012 0.10118 0.10289 0.10014 0.10151 0.09406 0.10594 
11 0.09 0.0998 0.09803 0.09891 0.10031 0.09805 0.09918 0.09405 0.10595 
12 0.0835 0.09654 0.10003 0.09828 0.09695 0.10006 0.0985 0.09405 0.10595 
13 0.11 0.09923 0.10416 0.1017 0.09956 0.1042 0.10188 0.09405 0.10595 
14 0.102 0.09978 0.10271 0.10125 0.10005 0.10275 0.1014 0.09405 0.10595 
15 0.108 0.10143 0.10288 0.10215 0.10164 0.10294 0.10229 0.09405 0.10595 
16 0.116 0.10434 0.1016 0.10297 0.10451 0.10167 0.10309 0.09405 0.10595 
17 0.104 0.10427 0.098 0.10114 0.10441 0.09809 0.10125 0.09405 0.10595 
18 0.093 0.10202 0.0965 0.09926 0.10213 0.09661 0.09937 0.09405 0.10595 
19 0.106 0.10282 0.09738 0.1001 0.1029 0.09751 0.10021 0.09405 0.10595 
20 0.1105 0.10435 0.09523 0.09979 0.10442 0.09539 0.09991 0.09405 0.10595 
21 0.0985 0.10318 0.09141 0.09729 0.10324 0.09162 0.09743 0.09405 0.10595 
22 0.095 0.10155 0.08963 0.09559 0.10159 0.0899 0.09574 0.09405 0.10595 
23 0.0855 0.09834 0.08829 0.09331* 0.09837 0.08862 0.0935* 0.09405 0.10595 
24 0.0815 0.09497 0.08899 0.09198* 0.095 0.0894 0.0922* 0.09405 0.10595 
25 0.0945 0.09488 0.09086 0.09287* 0.0949 0.09137 0.09314* 0.09405 0.10595 
26 0.096 0.0951 0.08995 0.09253* 0.09512 0.09059 0.09286* 0.09406 0.10594 
27 0.0805 0.09218 0.08844 0.09031* 0.09219 0.08924 0.09072* 0.09407 0.10593 
28 0.0835 0.09044 0.09043 0.09044* 0.09046 0.09143 0.09094* 0.09408 0.10592 
29 0.0965 0.09166 0.09216 0.09191* 0.09166 0.09341 0.09254* 0.09409 0.10591 
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30 0.0825 0.08982 0.09107 0.09045* 0.08983 0.09263 0.09123* 0.09412 0.10588 
31 0.096 0.09106 0.09322 0.09214* 0.09107 0.09517 0.09312* 0.09416 0.10584 
32 0.082 0.08925 0.09252 0.09088* 0.08925 0.09496 0.09211* 0.09423 0.10577 
33 0.0885 0.0891 0.09515 0.09212* 0.0891 0.0982 0.09365* 0.09434 0.10566 
34 0.098 0.09088 0.09681 0.09385* 0.09088 0.10063 0.09575 0.09451 0.10549 
35 0.0945 0.0916 0.09652 0.09406* 0.09161 0.10128 0.09644 0.09479 0.10521 
 
It is obvious that the proposed AF&MB-EWMAs  chart performs better than 50% FIR 
EWMA . More AF&MB-EWMAs  control chart is working same as AF&B-EWMAs  when 
we are not using FIR, so it also shows supremacy in application not only in the number of 
out-of-control points but also in the early detection of shift over the classical EWMA , 50% 
FIR EWMA , Mixed EWMA-CUSUM  and HEWMA  control charts. 
Table 4.16: Summary of Figures 4.12-4.18. 
Figure 
No. 
Control Chart FIR Status (in %age) Total Samples Out-of-control samples First detection 
3.4 Mixed EWMA-CUSUM(0.2)  0 35 4 32 
3.5 HEWMA(0.2)  0 35 7 29 
4.12 EWMA(0.2)  50 35 9 27 
4.13 AF&MB-EWMAs(0.2, 0.2)  0 35 11 23 
4.14 AF&MB-EWMAs(0.2, 0.2)  50 35 13 23 
4.15 AF&MB-EWMAs(0.2, 0.1)  0 35 13 23 
4.16 AF&MB-EWMAs(0.2, 0.1)  50 35 13 23 
4.17 AF&MB-EWMAs(0.2, 0.05)  0 35 12 24 
4.18 AF&MB-EWMAs(0.2, 0.05)  50 35 13 23 
 
4.7.  Comparison of proposed control chart with other control charts 
In this Section, first we obtain three graphs by using the proposed AF&MB-EWMAs  chart 
with different combinations of 1 2( , )   and classical EWMA  with  , 25%  and  50% FIR
EWMA  control charts with  . We have used 0.1  , 1 2( 0.1, 0.05)    and 
1 2( 0.1, 0.1)    in Fig. 4.19. We have used 0.2  , 1 2( 0.2, 0.05)   , 
1 2( 0.2, 0.1)    and 1 2( 0.2, 0.2)    in Fig. 4.20. Whereas 0.2  , 1 2( 0.5, 0.1)   , 
1 2( 0.5, 0.2)    and 1 2( 0.5, 0.5)    are used in Fig. 4.21. In all figures proposed 
AF&MB-EWMAs  control charts without using FIR  are always better than classical 
EWMA , 25%  and  50% FIR  EWMA  control charts.  
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Figure 4.19: ARL  curves of EWMA(0.1) , 25%  and  50% FIR EWMA(0.1)  and proposed 
AF&MB-EWMAs  charts with (0.1,0.05)  and (0.1,0.1)  as values of 1 2( , )  . 
 
Figure 4.20: ARL  curves of EWMA(0.2) , 25%  and  50% FIR EWMA(0.2)  and prop. 
AF&MB-EWMAs  charts with (0.2,0.05) , (0.2,0.1) and (0.2,0.2)  as values of 1 2( , )  . 
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Figure 4.21: ARL  curves of EWMA(0.5) , 25%  and  50% FIR EWMA(0.5)  and prop. 
AF&MB-EWMAs  charts using (0.5,0.1) , (0.5,0.2)  and  (0.5,0.5) as values of 1 2( , )  . 
4.7.1 Comparison with CUSUM control chart 
By comparing Tables 1.1 and 4.13, we conclude that the proposed AF&MB-EWMAs  chart is 
better than classical CUSUM  for all choices of 2  when 1 0.05   and for choices
(0.1,0.05) , (0.1,0.1) , (0.1,0.2) , (0.2,0.05) , (0.2,0.1) , (0.2,0.2)  and (0.5,0.05)  of  1 2( , )   
for small, moderate and large shifts. For other choices of 
1 2( , )   given in Table 4.13, the 
proposed AF&MB-EWMAs  chart is better than classical CUSUM  chart for large shifts 
only. 
4.7.2 Comparison with EWMA control chart 
By comparing Tables 1.2 and 4.13, we conclude that the proposed AF&MB-EWMAs  control 
chart with 1 2( , )   is better than classical EWMA  chart with   for small, moderate and 
large shifts if 1 2    . But for choices (0.05,0.1)  and (0.1,0.2)  of  1 2( , )   the proposed 
AF&MB-EWMAs  chart is better. For large values of 1 2( , )  , the proposed 
AF&MB-EWMAs  control chart is better than classical EWMA  chart for large shifts. When 
1.0  , the proposed chart is always better than classical EWMA  control chart. 
4.7.3 Comparison with Progressive Mean (PM) control chart 
By comparing Tables 1.3 and 4.13, we conclude that the proposed AF&MB-EWMAs  chart 
with 1 2( , )   is better than PM chart for 0.5   shifts if (0.05,0.05) , (0.1,0.05)  and 
(0.1,0.1)  choices of 1 2( , )   are taken. The proposed chart is always better than PM  chart 
for moderate shifts for (0.05,0.2) , (0.1,0.2) , (0.1,0.5) , (0.2,0.05) , (0.2,0.1) , (0.2,0.2) , 
(0.5,0.05) , (0.5,0.1)  and (0.5,0.2) . For all other combinations (given in Table 4.13), 
proposed chart is always better than PM chart for large shifts. 
4.7.4 Comparison with FIR-CUSUM control chart 
By comparing Tables 1.4 and 4.13, it is obvious that the proposed AF&MB-EWMAs  control 
chart with 1 2( , )   is better than FIR-CUSUM chart detecting 0.25   shifts for all 
combinations except (0.05,0.5) , (0.1,0.5) , (0.2,0.5) , (0.5,0.1) , (0.5,0.2)  and (0.5,0.5)  as 
values of 1 2( , )  .  
4.7.5 Comparison with Weighted-CUSUM control chart 
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Comparing Tables 1.5 and 4.13, it is clear that the proposed AF&MB-EWMAs  chart with 
1 2( , )   is better than Weighted- CUSUM  chart in indicating small, moderate and large shifts 
except for 
1 2( 0.5, 0.5)   . For 1 2( 0.5, 0.5)    proposed chart is better for large shifts. 
4.7.6 Comparison with FIR-EWMA control chart 
By comparing Tables 1.6 and 4.13, we can conclude that the proposed AF&MB-EWMAs  
control chart with 
1 2( , )   is better than FIR-EWMA  chart with 0.5   in detecting all type 
of shifts for choices (0.5,0.05) , (0.5,0.1) , (0.5,0.2)  and (0.5,0.5)  of  1 2( , )  .  
4.7.7 Comparing Double-CUSUM control chart 
By comparing Tables 1.7 and 4.13, we can say that the proposed AF&MB-EWMAs  control 
chart with 1 2( , )   is better than Double-CUSUM  if small values of 1  and 2  are used.  
4.7.8 Comparing with Mixed EWMA-CUSUM control chart 
Comparing Tables 1.10 and 4.13, we conclude that the proposed AF&MB-EWMAs  chart 
with 1 2( , )   totally outclasses Mixed EWMA-CUSUM  chart with 0.1q   for all shifts 
when  1 20.1, 0.05    and   1 20.1, 0.1    are used. The proposed chart with 
 1 20.1, 0.2    is better for 0.5   and with   1 20.1, 0.5    is better for 0.75  .  
4.7.9 Comparing with Hybrid-EWMA control chart  
By comparing Tables 1.11 and 4.13, it is clear that the proposed AF&MB-EWMAs  control 
chart with 1 2( 0.1, 0.05)    and 1 2( 0.1, 0.1)   , totally outclasses HEWMA  chart 
with 1 0.1  , 2 0.1000001   for all shifts in the process mean. The proposed 
AF&MB-EWMAs  chart with 1 2( 0.1, 0.2)    and 1 2( 0.1, 0.5)   , is good for 
detection moderate size shifts in the process mean.  
4.8  FIR performance of the proposed AF&MB-EWMAs 
ARLs  for the proposed AF&MB-EFIR WMAs  control chart at 0ARL 500  are given in 
Table 4.17. We have used 25% , 50%  and 75%  FIR . Table 4.16 shows that 0ARL  are not 
disturbed so much except for  1 20.5, 0.05    in the proposed control chart.  We can say 
that the distortion of “False Alarm Rate” is lesser in the proposed AF&MB-EFIR WMAs  
chart as compared to FIR  EWMA  chart. This distortion becomes very small when 
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AF&MB-EFIR WMAs  is used. When using 25%  FIR ,  It is clear that 0ARL  is very close 
to the actual value with using 25%  FIR   in the proposed chart. 
Table 1.5 contains ARLs  for FIR EWMA with 0.5  . When we compare ARLs  in Table 
4.17 with ARLs  of classical FIR-EWMAchart with 0.5   in Table 1.5, we observed that 
the proposed chart always better in detecting all type of shifts for all choices (0.5,0.05) ,
(0.5,0.1) , (0.5,0.2) and (0.5,0.5)  of 1 2( , )  . In the proposed chart case 0ARL  are not 
disturbed so much. 
Table 4.17: ARLs  for proposed AF&MB-EWMAs  control chart at 0ARL 500  
1  2  
% FIR 
Shift 
0.00 0.25 0.50 0.75 1.00 1.50 2.00 2.50 
0.1 0.1 
25 500.5 72.1 14.3 4.0 1.6 1.0 1.0 1.0 
50 480.0 65.3 11.6 3.0 1.3 1.0 1.0 1.0 
75 476.6 56.8 8.9 2.1 1.1 1.0 1.0 1.0 
0.2 0.1 
25 500.4 92.0 19.4 6.0 2.4 1.1 1.0 1.0 
50 496.9 85.8 17.0 4.8 1.9 1.0 1.0 1.0 
75 486.1 77.4 14.0 3.6 1.5 1.0 1.0 1.0 
0.2 0.2 
25 496.5 115.7 26.8 9.3 4.1 1.4 1.0 1.0 
50 492.3 111.1 24.3 7.8 3.2 1.2 1.0 1.0 
75 484.5  103.8 21.0 6.2 2.4 1.1 1.0 1.0 
0.5 0.05 
25 482.8 120.0 30.1 10.1 4.3 1.5 1.1 1.0 
50 437.4 96.1 23.9 7.8 3.2 1.2 1.0 1.0 
75 371.5 74.3 18.1 5.5 2.3 1.1 1.0 1.0 
0.5 0.1 
25 498.5 140.2 34.2 11.4 4.7 1.5 1.1 1.0 
50 493.4 131.7 31.3 9.9 3.8 1.3 1.0 1.0 
75 482.0 120.8 27.3 8.1 3.0 1.1 1.0 1.0 
0.5 0.2 
25 500.7 172.1 45.4 15.8 6.8 2.1 1.2 1.0 
50 496.7 168.5 43.1 14.4 5.8 1.7 1.1 1.0 
75 489.0 161.5 39.2 12.4 4.8 1.4 1.0 1.0 
0.5 0.5 
25 498.7 234.9 76.3 29.1 13.3 4.2 2.0 1.3 
50 495.4 231.5 73.5 27.2 11.9 3.5 1.7 1.2 
75 487.3 223.6 68.3 24.2 10.1 2.8 1.4 1.1 
 
4.9 Conclusion of Chapter 4 
In the same way as we did in the last chapter using classical CUSUM chart, two versions of 
EWMA-type (like CUSUM-type) charts are proposed for the process mean with mainly 
focusing application, by using classic EWMA chart. The same data sets have been used in the 
application portion as we used in Chapter 3. First version is using the average of Forward-
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EWMA and Backward-EWMA. Each point of new charting-statistic is now based on all 
observed values and the sufficiency at each point is equal to the sufficiency of the last point 
of classical EWMA -chart. The Proposed chart is performing equally better for all types of 
data than classical CUSUM, EWMA, Mixed EWMA-CUSUM  and HEWMA  control 
charts. When data has both types of shifts at the same time, the Mixed EWMA-CUSUM  and 
HEWMA  control charts do not perform well but proposed chart is doing very well in this 
data. In the second version of the proposed chart m  period Moving Backward- EWMA  has 
used in place of Backward- EWMA . The second version can be used for no FIR and FIR 
purposes; with ability of using headstart more than once and getting larger 
0ARL  as compare 
to EWMA. The second version with and without using headstart is found better than classical 
CUSUM, EWMA, FIR CUSUM, FIR EWMA, Mixed EWMA-CUSUM  and HEWMA  
control charts in application, and are also found well ahead in ARL  comparison. Four other 
competing charts are also compared using ARL in which proposed chart showed its 
supremacy.  
In the next chapter we propose two more control charts by using more than two memories at 
the same time. The new proposed charts are: FourMems and SixMems. 
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Chapter 5 
 Four and Six Memories Control Charts 
 
5.0  Chapter overview  
By using memory control charts six times, we propose a four-memory (FourMems) control 
chart in this chapter. In FourMems control chart, Forward and Moving Backward 
Cumulative Sums (CUSUMs) of the Average of Forward and Moving Backward 
Exponentially Weighted Moving Averages (AF&MB-EWMAs) are used. This proposed chart 
is using each of EWMA, CUSUM and MA schemes two times. Another Six-Mems control 
chart is proposed in this chapter in which six memories are used. In Six-Mems control chart, 
memory charts are utilized eight times by using two times each of EWMA, CUSUM, MA and 
PM control charts.  Both proposed charts are well illustrated with examples and compared 
with eleven well known control charts by using ARLs. Both proposed charts are found very 
sensitive for small shifts in the process mean. 
5.1 The proposed FourMems control chart 
Let we have two exponentially weighted moving averages: FEWMA (Forward Exponentially 
Weighted Moving Average) and m  period MBEWMA (Moving Backward Exponentially 
Weighted Moving Average) and statistic AF&MB-EWMAs  is calculated. Let we have two 
Cumulative Sums: FCSM(4)  (Forward Cumulative Sum) and m  time period MBCSM(4)  
(Moving Backward Cumulative Sum) based on AF&MB-EWMAs  statistic; where, “4” 
stands for four memories. By using AF&MB-EWMAsi  defined in (4.13), we define a 
Forward Cumulative Sum in the form of statistic FCSM(4)i  as follows
 0
1
FCSM(4) AF&MB-EWMAs
i
i i
j


  .                     
(5.1) 
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Upper and lower statistics for FCSM(4)i  are: FCSM(4)
i
j
  and FCSM(4)ij
   and  are defined 
as
 
 
0 2 1
0 2 1
FCSM(4) max 0,AF&MB-EWMAs FCSM(4)
FCSM(4) max 0, AF&MB-EWMAs FCSM(4)
i i i j
i i i j
K
K


 

 

     
     
,            
(5.2) 
where 
2iK  is the reference value, such that 
2 2 AF&MB-EWMAsii
K k   or                (5.3) 
     
     
2 21 2
2 2 1 2 1 2
1 2
2 2( 1)1 2
2 2 1 2 1 2
1 2
1 1 1 1 2 for 1 
2 2 2
1 1 1 1 2    for 1
2 2 2
i m
i
i t i
i
K k i t m
K k i t m
 
   
 
 
   
 
 
   
            
    
   
            
    
 (5.4) 
when  1 2    ,  the statistic 2iK  becomes 
    
    
2 2 2
2 2 1 2
2 2( 1)
2 2 1 2
1 1 1 2 for 1, 2,..., 1 
2 2
1 1 1             for 2, 3,....,
2 2
i m
i
i t i
i
K k i t m
K k i t m t m t
 
  

 
 

 
 
         
 
 
          
 
   
(5.5) 
where 2k  is a constant value.  Setting 0 0FCSM(4) FCSM(4) 0
i i   . 
We define m  period Moving Backward Cumulative Sum ( MBCSM(4) ), but before this, we 
are defining a Backward Cumulative Sum in the form of statistic BCSM(4)i  in the following. 
 When 1t i m    , BCSM(4)i  is defined as 
 1 0
1
BCSM(4) AF&MB-EWMAs            for 1, 2,..., 1
m
i t j
j
i t m 

     ,       (5.6) 
When 1t i m    , upper and lower charting-statistics of BCSM(4)i are: BCSM(4)
i
j

 and 
BCSM(4)ij

  and are defined as 
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 
 
0 2( ) 1
0 2( ) 1
BCSM(4) max 0, AF&MB-EWMAs BCSM(4)
BCSM(4) max 0, AF&MB-EWMAs BCSM(4)
i i
j m i j m i j j
i i
j m i j m i j j
K
K


 
    
 
    
     
     
 (5.7) 
where 1, 2,...,j m .,  setting 0 0BCSM(4) BCSM(4) 0
i i   . 
Two statistics for MBCSM(4)  are: MBCSM(4)i
  and MBCSM(4)i
  , and are set as 
MBCSM(4) BCSM(4)
MBCSM(4) BCSM(4)
i
i m
i
i m
 
 


   for 1, 2,...., 1i t m   .   
 (5.8) 
For 1t i m   , we have ( 1t m  ) values for MBCSM(4)i
  and MBCSM(4)i
 , with last 
values at 1i t m   . The last values of (3.12) can be written as 
( 1)
1
( 1)
1
MBCSM(4) BCSM(4)
MBCSM(4) BCSM(4)
t m
t m m
t m
t m m
   
 
   
 


  for 1i t m   .   
 (5.9) 
When we have 1t i m   , rest ( 1m ) values of MBCSM(4)i
  and MBCSM(4)i
  are 
defined in the following relations 
( 1)
1
( 1)
1
MBCSM(4) BCSM(4)
MBCSM(4) BCSM(4)
t m
i t i
t m
i t i
   
 
   
 


 for ( 2), ( 3),....,i t m t m t     .            
(5.10) 
By taking average of FCSM  and MBCSM , we get the desired Average of Forward and 
Moving Backward Cumulative Sums ( AF&MB-CSMs ) statistic.  Let we name 
AF&MB-CSMs  as FourMems . We propose two-tailed CUSUM  type control chart and 
upper and lower statistics for this FourMems  chart are: FourMemsi

 and FourMemsi

. By 
taking the arithmetic means of FCSM i

 and MBCSM i

, we get upper FourMems  in the form 
of FourMemsi

 as 
FCSM(4) MBCSM(4)
FourMems
2
i i
i
 
               (5.11) 
and similarly, by taking the arithmetic means of FCSM i

and MBCSM i

, we get lower 
FourMems  in the form of FourMemsi

 as 
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FCSM(4) MBCSM(4)
FourMems
2
i i
i
 
                (5.12)  
In our proposed FourMems  chart we have used same reference value  2iK  in the upper and 
lower statistics of FCSM(4)  and MBCSM(4) . Different 2iK  can be used. The proposed 
FourMems  chart has two parameters 2iK  and 2iH . Defining 2iH  as follows  
2 2 AF&MB-EWMAsii
H h   or                    (5.13) 
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(5.14) 
when  1 2    ,  the statistic 2iH  becomes 
    
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(5.15) 
where 2h  is a constant value.   Our decision is based on the value of 2iH . A sample is out-of-
control if 2FourMemsi iH
   or 2FourMemsi iH
  . In the Table 5.1 values of 2h  are given 
for 2 0.5k   and 0ARL 370.4  for 0.1, 0.2, 0.25, 0.4, 0.5 and  0.75   along with, 0ARL , 
0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  for FourMems  chart.  
Table 5.1: Values of 2h , 0ARL ,  0SDRL ,  0MedRL , 10P , 25P  , 75P  and  90P  of the proposed 
FourMems  chart at 0ARL 370.4  taking 2 0.5k   and different   . 
  
2h  0ARL  0SDRL  0MedRL  10P  25P  75P  90P  
0.1 22.280 370.2 359.6 261 48 115 509 839 
0.2 13.930 370.8 371.0 257 39 107 515 857 
0.25 11.568 370.7 375.1 255 35 104 516 860 
0.4 7.470 370.2 382.8 252 27 97 518 871 
0.5 5.960 370.3 387.9 250 23 92 521 876 
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0.75 3.882 370.3 402.3 243 17 79 524 895 
  
If  1n  , X  is replaced by X  in Eqs. (3.1) to (3.4).  For 1 2    , 2iK  and 2iH  in (5.5), 
and (5.15) thus becomes 
    
    
2 2 2
2 2 1 2
2 2( 1)
2 2 1 2
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K k i t m t m t
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 
          
 
    
(5.16) 
and 
    
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 
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(5.17) 
Similarly, the same can be done in (5.4) and (5.14). 
5.2  Performance of the proposed FourMems control chart 
The performance of the proposed FourMems  chart with 0.25  , 2 11.885h   at 
0ARL 400  is given in Table 5.2. ARLs  for proposed FourMems  with 
 20.1, 25.672h   and   20.2, 15.62h   at 0ARL 500  are given in Tables 5.3 and 
5.4, respectively. 
Table 5.2: ARLs  for proposed FourMems  chart with 0.25  , 2 11.885h   at 0ARL 400  
Shift ARL  SDRL  MedRL  10P  25P  75P  90P  
0.00 399.98 403.28 276 39 113 556 929 
0.25 48.03 53.96 31 1 7 69 118 
0. 50 5.35 9.81 1 1 1 5 17 
0.75 1.16 1.34 1 1 1 1 1 
1.00 1.00 0.00 1 1 1 1 1 
 
Table 5.3: ARLs for proposed FourMems  chart with 0.1  , 2 25.675h   at 0ARL 500  
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Shift ARL  SDRL  MedRL  
10P  25P  75P  90P  
0.00 499.85 480.40 353 70 159 688 1125 
0.25 48.00 46.50 37 1 15 68 108 
0. 50 5.54 9.74 1 1 1 3 19 
0.75 1.12 1.20 1 1 1 1 1 
1.00 1.00 0.00 1 1 1 1 1 
 
Table 5.4: ARLs for proposed FourMems  chart with 0.2  , 2 15.62h   at 0ARL 500  
Shift ARL  SDRL  MedRL  10P  25P  75P  90P  
0.00 502.2 498.7 350 57 148 694 1151 
0.25 51.28 54.17 36 1 12 73 122 
0. 50 5.92 10.27 1 1 1 7 19 
0.75 1.19 1.48 1 1 1 1 1 
1.00 1.00 0.00 1 1 1 1 1 
 
Tables 5.2-5.4 show that that the proposed FourMems  control chart is good for all types of 
shifts (small, moderate and large) in the process mean. 
5.3 Application of the proposed  FourMems control chart 
In the following proposed FourMems  control chart is applied on the Data 2. Since we have 
30m  , we are not applying the chart on Data 1 and 3, because these have 30t   and 20t   
respectively. Data 2 or grease data has 35 samples, each of size 2. Grease data has X=0.0971  
where target value is 0.1, with 5=0.378  downward shift in the process mean. Taking 
0ARL 370.4 . Bold values with * in Table 5.5 are showing out-of-control points. 
Examples 5.1 (a) and 5.1 (b): Taking Data 2, proposed FourMems  charts are obtained using 
2 0.649k   and 2 10.815h   in Example 5.1 (a) and 2 0.5k   and 2 13.93h   in Example 5.1 
(b). Summary of the computation in Example 5.1 (a) is given in Table 5.5.  
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Figure 5.1: Proposed FourMems  chart in example 5.1(a). 
 
Figure 5.2: Proposed FourMems  chart in example 5.1(b). 
Table 5.5: Summary of the computation in Example 5.1 (a) 
Sample 
Number 
FEWMA (0.2)
i
 MBEWMA (0.2)
i
 
AF&MB-
EWMA (0.2,0.2)
i
 FCSM(4)
i

 MBCSM(4)
i

 FourMems
i

 FCSM(4)
i

 MBCSM(4)
i

 FourMems
i

 
2 i
H  
1 0.0987 0.101 0.0998 0 0.0002 0.0001 0 0.0211 0.0105 0.02 
2 0.1003 0.1029 0.1016 0.0003 0.0016 0.0009 0 0.0285 0.0142 0.0211 
3 0.0998 0.1019 0.1009 0 0.0013 0.0006 0 0.0388 0.0194 0.0218 
4 0.1023 0.1029 0.1026 0.0013 0.0017 0.0015 0 0.047 0.0235* 0.0222 
5 0.1016 0.1005 0.1011 0.001 0.0004 0.0007 0 0.0552 0.0276* 0.0224 
6 0.1031 0.101 0.102 0.0017 0.0007 0.0012 0 0.0615 0.0307* 0.0226 
7 0.1008 0.099 0.0999 0.0006 0 0.0003 0 0.0649 0.0324* 0.0227 
8 0.1015 0.1008 0.1011 0.0007 0.0001 0.0004 0 0.0659 0.0329* 0.0228 
9 0.1011 0.1 0.1005 0.0002 0 0.0001 0 0.0681 0.034* 0.0228 
10 0.1026 0.1001 0.1013 0.0005 0.0003 0.0004 0 0.0697 0.0348* 0.0228 
11 0.1001 0.098 0.099 0 0 0 0 0.0721 0.036* 0.0229 
12 0.0967 0.1 0.0984 0 0.0016 0.0008 0.0005 0.0722 0.0364* 0.0229 
13 0.0994 0.1042 0.1018 0.0007 0.0043 0.0025 0 0.0716 0.0358* 0.0229 
14 0.0999 0.1027 0.1013 0.001 0.0035 0.0023 0 0.0745 0.0372* 0.0229 
0
0.01
0.02
0.03
0.04
0.05
0.06
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F
o
u
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s
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.6
4
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.5
)
Sample Number
FourMems+ FourMems- H2i
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15 0.1015 0.1029 0.1022 0.0022 0.0033 0.0027 0 0.0768 0.0384* 0.0229 
16 0.1044 0.1016 0.103 0.0041 0.0021 0.0031 0 0.0801 0.0401* 0.0229 
17 0.1043 0.098 0.1012 0.0043 0.0001 0.0022 0 0.0842 0.0421* 0.0229 
18 0.1021 0.0966 0.0993 0.0025 0 0.0013 0 0.0865 0.0432* 0.0229 
19 0.1029 0.0974 0.1002 0.0016 0 0.0008 0 0.0868 0.0434* 0.0229 
20 0.1044 0.0953 0.0998 0.0004 0 0.0002 0 0.088 0.044* 0.0229 
21 0.1032 0.0915 0.0974 0 0 0 0.0016 0.0889 0.0453* 0.0229 
22 0.1016 0.0898 0.0957 0 0 0 0.0049 0.0874 0.0461* 0.0229 
23 0.0984 0.0885 0.0934 0 0 0 0.0104 0.0841 0.0472* 0.0229 
24 0.095 0.0892 0.0921 0 0 0 0.0172 0.0785 0.0479* 0.0229 
25 0.0949 0.0911 0.093 0 0 0 0.0232 0.0717 0.0474* 0.0229 
26 0.0951 0.0903 0.0927 0 0 0 0.0294 0.0658 0.0476* 0.0228 
27 0.0922 0.0888 0.0905 0 0 0 0.0379 0.0595 0.0487* 0.0228 
28 0.0904 0.0909 0.0907 0 0 0 0.0461 0.0511 0.0486* 0.0228 
29 0.0917 0.0928 0.0922 0 0 0 0.0529 0.0428 0.0478* 0.0227 
30 0.0898 0.0919 0.0908 0 0 0 0.061 0.0361 0.0485* 0.0226 
31 0.0911 0.0942 0.0926 0 0 0 0.0673 0.028 0.0476* 0.0224 
32 0.0892 0.0937 0.0915 0 0 0 0.0748 0.0216 0.0482* 0.0222 
33 0.0891 0.0967 0.0929 0 0 0 0.0809 0.0142 0.0475* 0.0218 
34 0.0909 0.0987 0.0948 0 0 0 0.0851 0.008 0.0466* 0.0211 
35 0.0916 0.0989 0.0953 0 0 0 0.0889 0.0038 0.0464* 0.02 
 
Fig. 5.1 shows that the proposed FourMemscontrol chart is showing last 32 samples as out-
of-control. The proposed FourMemscontrol chart is showing downward shift in the process 
and hence showing process is out-of-control. Similarly, Fig. 5.2, indicates that the proposed 
FourMems  control chart has last 30 samples out-of-control.  
So in both Figs. 5.1 and 5.2, proposed FourMems chart detects a shift of size 5=0.378 at 4th 
and at 6th sample. 
5.5  The proposed SixMems control chart 
Let we have an exponentially weighted moving average of the form: Progressive Mean of 
Forward Exponentially Weighted Moving Average (PMF-EWMA ).  
  
We have the forward EWMA  in the form of statistic FEWMAi  in (4.1). The 
progressive mean of Forward EWMA is given as 
1
1
PMF-EWMA FEWMA
i
i k
ki 
  ,    
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1 1 1 0
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(5.18) 
The mean of  PMF-EWMAi  and variance of  PMF-EWMAi  are given below 
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 where 
2Var( )ix    for all  i ,  Cov( , ) 0i jx x   for  i j   and  
2Cov( , )i jx x    for  i j .  
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(5.19) 
when  1 2    ,  
2
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  in  (5.16)  becomes 
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(5.20) 
Defining  
( )BEWMA ij  at i  as 
 ( ) ( )2 2 1BEWMA 1 BEWMA
i i
j m i j jX         for  1, 2,...., 1i t m                     
(5.21) 
where 1,  2,...,  j m . 
 ( ) ( )2 1 2 1BEWMA 1 BEWMA
i i
j t j jX         for  ( 2), ( 3),...., 1,i t m t m t t          
(5.22) 
where 1,  2,...,  1j t i   . 
Let we have  m  period moving Backward EWMA at  i  of width m .  Defining  MBEWMAi  
at i , as follows  
( )MBEWMA =BEWMA ii m    for  1, 2,...., 1i t m   . 
( )
1MBEWMA =BEWMA
i
i t i     for  ( 2), ( 3),...., 1,i t m t m t t      . 
If we have 1, 2,...., 1i t m   , then each value of MBEWMAi  consists of m values of 
( )BEWMA ij , where 1, 2,...,j m . Similarly, If we have ( 2), ( 3),...., 1,i t m t m t t       
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then each value of MBEWMAi  consists of ( 1)t i   values of 
( )BEWMA ij , where 
1, 2,..., 1j t i   .  
Now, we will take the progressive mean of set of ( )BEWMA ij  values for each value of 
MBEWMAi , as follows
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
 
 Actually, PMMB-EWMAi is arithmetic mean of set of 
( )BEWMA ij  values at i , but 
since it denotes another memory in the form of progressive mean and we use same variance 
expressions as in (5.20), we call  this as progressive mean. 
The 
2
PMMB-EWMAi
  is defined as follows 
2 2
PMMB-EWMA PMF-EWMAi m
   for 1, 2,...., 1i t m   ,                 
(5.23)
 
2 2
PMMB-EWMA PMF-EWMA 1i t i
 
 
   for ( 2), ( 3),...., 1,i t m t m t t      .             
(5.24)
 
Taking arithmetic mean of PMF-EWMAs  and PMMB-EWMAs  we have 
APMF&PMMB-EWMAs . We call  APMF&PMMB-EWMAs  as G . By taking arithmetic 
mean of PMF-EWMAsi  and PMMB-EWMAsi , we have G i  in the form of 
PMF-EWMAs PMMB-EWMAs
G
2
i i
i

 ,                 
(5.25) 
where 0 0MBEWMA  . The mean and variance of G i  
 
are as follows 
  0GiE   and 
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(5.26) 
When we have 1 2    ,  then 
2
Gi
  in  (5.20)  becomes 
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(5.27) 
Let we have two Cumulative Sums FCSM(6)  (Forward Cumulative Sum) and m  period 
MBCSM(6) (Moving Backward Cumulative Sum) based on G i  statistic; where, 6 stands for 
six memories. We have upper and lower statistics for FCSM(6)  as: FCSM(6)i
  and 
FCSM(6)i
 , and are defined as 
 
 
0 3 1
0 3 1
FCSM(6) max 0,G FCSM(6)
FCSM(6) max 0, FCSM(6)
i i i i
i i i i
K
G K


 

 

     
     
                               
(5.28) 
where 3 3 ii GK k   are the reference values with 3k  as a constant. Set
FCSM(6) FCSM(6) 0i i
   .  Defining MBCSM(6)i  as 
when we have 1t i m     
 1 0
1
BCSM(6) G                     for 1
m
i t j
j
t i m 

     , 
For 1t i m    , upper and lower charting-statistics of BCSM(6)i are: BCSM(6)
i
j

 and 
BCSM(6)ij

,  are defined as  
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 
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(5.29) 
where 
3( ) 3 m i jm i j G
K k 
  
  are the reference values and 1, 2,...,j m . , and we have 
MBCSM(6)i
 and MBCSM(6)i
 as 
MBCSM(6) BCSM(6)
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i
i m
i
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(5.30) 
For 1t i m   , we have ( 1t m  ) values for MBCSM(6)i
  and MBCSM(6)i
 , with last 
values at 1i t m   . The last values of (5.30) can be written as 
( 1)
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(5.31) 
When we have 1t i m   , rest ( 1m ) values of MBCSM(6)i
  and MBCSM(6)i
  are 
defined in the following relations 
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(3.32) 
Taking arithmetic mean of FCSM(6)i

 and MBCSM(6)i

, we have SixMemsi

. Similarly,  
and arithmetic mean of FCSM(6)i

 and MBCSM(6)i

, we have SixMemsi

 statistics.  
SixMemsi

 and SixMemsi

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i i
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i i
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


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              (3.33) 
In our proposed SixMems  chart we have used same reference value 3iK  in  FCSM(6)  and 
MBCSM(6) . Different 3iK  can be used. The proposed SixMems  chart has two parameters 
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3iK  and 3iH . Defining constants 3k  and 3h  such that and 3 3 ii GH h  , respectively.  Our 
decision is based on the value of 
3H . A sample is out-of-control if 3SixMemsi iH
   or 
3SixMemsi iH
  . In Table 5.6 values of 
3h  are given for 3 0.5k   and 0ARL 370.4  for 
0.1, 0.2, 0.25, 0.4, 0.5   and 0.75  along with 0ARL , 0SDRL , 0MedRL ,  10P , 25P  , 75P  
and  
90P  for proposed SixMems  chart. If  1n  , X  is replaced by X  in (5.18), (5.21) and 
(5.22). 
Table 5.6: Values of 
3h ,  0ARL ,  0SDRL , 0MedRL , 10P , 25P  , 75P  and  90P  of  proposed  
SixMems  chart at 0ARL 370.4  taking 3 0.5k   and different    
  3h  0ARL  0SDRL  0MedRL  10P  25P  75P  90P  
0.1 19.13 370.5 290.0 296 85 160 501 755 
0.2 20.455 370.7 297.2 291 83 155 501 766 
0.25 20.68 370.3 297.8 290 83 154 500 765 
0.4 20.975 370.2 299.1 289 83 154 500 766 
0.5 21.075 370.4 299.3 289 83 154 500 767 
0.75 21.11 370.4 299.5 289 84 154 500 767 
 
5.6 Performance of the proposed SixMems control chart  
The performance of the proposed SixMems  chart with 0.25  , 3 21.595h   and at 
0ARL 400  are given in Table 5.7. ARLs  for proposed SixMems  with  30.1, 22.6h   
and   30.2, 24.08h   at 0ARL 500  are given in Tables 5.8 and 5.9, respectively. 
Table 5.7: ARL  for proposed SixMems  for 0.25  , 3 21.595h   at 0ARL 400  
Shift ARL  SDRL  MedRL  
10P  25P  75P  90P  
0.00 400.9 322.8 314 90 167 541 829 
0.25 29.8 24.5 24 7 13 39 61 
0. 50 1.65 2.42 1 1 1 1 2 
0.75 1.00 0.00 1 1 1 1 1 
1.00 1.00 0.00 1 1 1 1 1 
 
Table 5.8: ARL of  proposed SixMems  for 0.1  , 3 22.6h   and 0ARL 500  
Shift ARL  SDRL  MedRL  10P  25P  75P  90P  
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0.00 500.10 393.9 396 116 215 675 1020 
0.25 24.47 25.00 19 1 19 36 57 
0. 50 1.30 2.10 1 1 1 1 1 
0.75 1.00 0.00 1 1 1 1 1 
1.00 1.00 0.00 1 1 1 1 1 
 
Table 5.9: ARL  for proposed SixMems  for 0.2  , 3 24.08h   and 0ARL 500  
Shift ARL  SDRL  MedRL  10P  25P  75P  90P  
0.00 501.9 407.9 390 112 208 678 1039 
0.25 29.71 24.18 24 6 14 39 60 
0. 50 2.00 3.29 1 1 1 1 5 
0.75 1.00 0.06 1 1 1 1 1 
1.00 1.00 0.00 1 1 1 1 1 
 
Tables 5.7- 5.9 are showing that proposed SixMems  is good when shift in mean for all shifts 
in mean. The proposed chart is good for all sifts in the process mean. 
5.7  Application of proposed  SixMems control chart 
In the following proposed FourMems  control chart is applied on the Data 2.  Taking 
0ARL 370.4  (i.e. 0.0027  ). Bold values with * in Table 5.10 are showing out-of-control 
points. 
 Examples 5.2 (a) and 5.2 (b): Taking Data 2, the proposed SexMems  charts are obtained 
using 3 0.649k   and 3 15.94h   in Example 5.2 (a) and 3 0.5k   and 3 20.455h   in 
Example 5.2 (b). In Example 1.2, we have 0 0.1  , ˆ 0.0077n  , 2n   and  35t  . By 
using relations 3 3 ˆ iGK k   and 3 3 ˆ iGH h . Summary of the computation in Example 5.2 (a)  
is given in Table 5.10.  
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Figure 5.3: Proposed SixMems chart in example 5.2(a). 
 
Figure 5.4: Proposed SixMems chart in example 5.2(b). 
In proposed SixMems control chart in Fig. 5.3 all 35 samples are out-of-control. The 
proposed SixMems control chart is showing downward shift in the process and hence 
showing that process is completely out-of-control. Same results are shown in Fig. 5.4 by 
proposed SixMems control chart. 
So, proposed SixMems chart detects a shift of size 5=0.378 at very first sample. 
Table 5.10: Summary of the computation in Example 5.2 (a) 
Sample 
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
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
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i

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i

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i

 
3
H  
1 0.0987 0.0978 0.0983 0 0 0 0.0011 0.0487 0.0249* 0.0161 
2 0.0995 0.0977 0.0986 0 0 0 0.0018 0.0492 0.0255* 0.0163 
3 0.0996 0.097 0.0983 0 0 0 0.0029 0.0499 0.0264* 0.0165 
4 0.1003 0.0965 0.0984 0 0 0 0.0038 0.0499 0.0269* 0.0167 
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0 5 10 15 20 25 30 35
S
ix
M
em
s 
(0
.6
4
9
)
Sample Numbers
SixMems+ SixMems- H3i
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0 5 10 15 20 25 30 35
S
ix
M
em
s 
(0
.5
)
Sample Numbers
SixMems+ SixMems- H3i
159 
 
5 0.1005 0.0964 0.0985 0 0 0 0.0047 0.0498 0.0273* 0.0168 
6 0.101 0.0962 0.0986 0 0 0 0.0054 0.0499 0.0276* 0.0169 
7 0.1009 0.096 0.0985 0 0 0 0.0063 0.0491 0.0277* 0.0169 
8 0.101 0.0959 0.0984 0 0 0 0.0071 0.0483 0.0277* 0.0169 
9 0.101 0.0957 0.0984 0 0 0 0.0081 0.0474 0.0277* 0.0169 
10 0.1012 0.0955 0.0984 0 0 0 0.009 0.0465 0.0277* 0.0169 
11 0.1011 0.0954 0.0982 0 0 0 0.0101 0.0455 0.0278* 0.0169 
12 0.1007 0.0952 0.098 0 0 0 0.0115 0.0444 0.0279* 0.0168 
13 0.1006 0.095 0.0978 0 0 0 0.013 0.0431 0.028* 0.0168 
14 0.1006 0.0946 0.0976 0 0 0 0.0147 0.0416 0.0281* 0.0167 
15 0.1006 0.0942 0.0974 0 0 0 0.0166 0.0398 0.0282* 0.0167 
16 0.1009 0.0938 0.0973 0 0 0 0.0186 0.0379 0.0283* 0.0167 
17 0.1011 0.0934 0.0972 0 0 0 0.0207 0.0359 0.0283* 0.0167 
18 0.1011 0.0931 0.0971 0 0 0 0.0229 0.0339 0.0284* 0.0167 
19 0.1012 0.0929 0.0971 0 0 0 0.0251 0.0317 0.0284* 0.0167 
Table 5.10 cont. 
20 0.1014 0.0926 0.097 0 0 0 0.0274 0.0294 0.0284* 0.0167 
21 0.1015 0.0925 0.097 0 0 0 0.0298 0.0271 0.0284* 0.0167 
22 0.1015 0.0925 0.097 0 0 0 0.0321 0.0247 0.0284* 0.0167 
23 0.1013 0.0927 0.097 0 0 0 0.0344 0.0224 0.0284* 0.0168 
24 0.1011 0.0931 0.0971 0 0 0 0.0366 0.0201 0.0284* 0.0168 
25 0.1008 0.0935 0.0971 0 0 0 0.0388 0.0179 0.0284* 0.0169 
26 0.1006 0.0937 0.0971 0 0 0 0.041 0.0157 0.0283* 0.0169 
27 0.1003 0.0941 0.0972 0 0 0 0.0431 0.0136 0.0283* 0.0169 
28 0.0999 0.0947 0.0973 0 0 0 0.0451 0.0114 0.0283* 0.0169 
29 0.0997 0.0953 0.0975 0 0 0 0.0469 0.0094 0.0282* 0.0169 
30 0.0993 0.0957 0.0975 0 0 0 0.0487 0.0076 0.0282* 0.0169 
31 0.0991 0.0964 0.0978 0 0 0 0.0503 0.0058 0.028* 0.0168 
32 0.0988 0.097 0.0979 0 0 0 0.0518 0.0042 0.028* 0.0166 
33 0.0985 0.0981 0.0983 0 0 0 0.0528 0.0028 0.0278* 0.0163 
34 0.0982 0.0988 0.0985 0 0 0 0.0536 0.0017 0.0277* 0.016 
35 0.098 0.0989 0.0985 0 0 0 0.0545 0.0009 0.0277* 0.0157 
 
5.8 Comparison of the proposed FourMems and SixMems control charts with other 
control charts 
In Fig. 5.5, by using 0ARL 500 , ARL of proposed SixMems  control chart is compared 
with classical EWMA , 25% FIR EWMA , 50% FIR EWMA  and CUSUM control chart. 
We have used 0.2   in proposed FourMems  control chart, classical EWMA , 
25% FIR EWMA  and 50% FIR EWMA . Fig. 5.5 is showing that proposed FourMems  
control chart dominates not only classical EWMA  and  CUSUM  control chart but also 
25% FIR EWMA  and 50% FIR EWMA at all shifts in mean. It is obvious from Fig. 5.5 
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that proposed FourMems  control chart is much better for small shifts in mean. Similarly, in 
Fig. 5.6, by using 
0ARL 500 , ARL of proposed SixMems  control chart is compared with 
classical EWMA , 25% FIR EWMA , 50% FIR EWMA  and CUSUM control chart. We 
have used 0.2   in proposed SixMems  control chart, classical EWMA , 
25% FIR EWMA  and 50% FIR EWMA . We got same results as in proposed FourMems  
control chart. Comparing Figs. 5.5 and 5.6 we can say that proposed SixMems  control chart 
is better than proposed FourMems  control chart. 
 
Figure 5.5: ARL of proposed FourMems , EWMA , 25% FIR EWMA , 
50% FIR EWMA and CUSUM control charts. 
 
Figure 5.6: ARL of proposed SixMems , EWMA , 25% FIR EWMA , 
50% FIR EWMA and CUSUM control charts. 
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In the following subsections proposed FourMems  and proposed SixMems  control charts are 
compared with other charts. 
5.7.1  Comparison with classical CUSUM control chart 
By comparing Table 1.1 with Tables 5.3, 5.4, 5.8 and 5.9, we can see that both proposed 
FourMems  and SixMems  control charts are better than classical CUSUM  control chart for 
all shifts in the process mean. 
5.7.2 Comparison with classical EWMA control chart 
By comparing Table 1.2 with Tables 5.3, 5.4, 5.8 and 5.9,  it is obvious that both proposed 
FourMems  and SixMems  charts are well ahead than classical EWMA control chart for all 
shifts in the process mean. 
5.7.3 Comparison with Progressive Mean control chart 
By comparing Table 1.3 with Tables 5.8 and 5.9, it is obvious that proposed SixMems  
control chart is better than PM-chart for all shifts in mean. But comparing Table 1.3 with 
tables 5.3 proposed FourMems  chart is almost same as PM-control chart for =0.25 ,  but 
for all other shifts proposed FourMems  chart is superior than PM-chart. 
5.7.4  Comparison with FIR-CUSUM control chart 
By comparing Table 1.6 with Tables 5.3, 5.4, 5.8 and 5.9, it is obvious that both proposed 
FourMems  and SixMems  charts are much better than FIR-CUSUM control chart for all 
shifts in the process mean. 
5.7.5 Comparison with Weighted-CUSUM control chart 
From Tables 1.5, 5.3, 5.4, 5.8 and 5.9, it is obvious that both proposed FourMems  and 
SixMems  charts outclass Weighted-CUSUM chart for all shifts in the process mean. 
5.7.6  Comparison with FIR-EWMA control chart 
ARLs  for FIR-EWMA  with 25% FIR  and 50% FIR  at 0ARL 500  are compared in Fig 
5.3 and Fig 5.6 with proposed FourMems  and SixMems  control charts respectively, and are 
found much better than FIR-EWMAcontrol chart. 
5.7.7  Comparison with Double-CUSUM control chart  
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By comparing Table 1.7 with Tables 5.3, 5.4, 5.8 and 5.9, it is clear that both proposed 
FourMems  and SixMems  control charts are superior Double-CUSUM  control chart for all 
shifts in mean. 
5.7.8 Comparison with Adaptive-EWMA control chart 
By comparing Table 1.8 with Tables 5.3, 5.4, 5.8 and 5.9, it is obvious that both proposed 
FourMems  and SixMems  control charts are much better than the Adaptive-EWMA   
chart for all three functions. 
5.7.9  Comparison with Adaptive-CUSUM using EWMA estimator 
By comparing Table 1.9 with Tables 5.2 and 5.7, it is obvious that both proposed FourMems  
and SixMems  control charts are much better than Adaptive-CUSUM control chart for all 
shifts in the process mean. 
5.7.10  Comparison with Mixed EWMA-CUSUM control chart 
By comparing Table 1.10 with Tables 5.3 and 5.8, it is clear that both proposed FourMems  
and SixMems  charts are better than Mixed CUSUM-EWMA  chart for all shifts in the 
process mean.  
5.7.11  Comparison with HEWMA control chart  
By comparing Table 1.11 with tables 5.3 and 5.8, it is obvious that both proposed FourMems  
and SixMems  charts are better than HEWMA  control chart for all shifts in the process 
mean. 
5.8    Conclusion of the Chapter 5 
Both proposed FourMems  and SixMems  charts are better than eleven well known control 
charts in ARL comparison. In application, by using Grease data, we have very early 
detection. The FourMems  chart detects a shift of size 5=0.378  at 4th sample and SixMems  
chart detects a shift of size 5=0.378 at very first sample. The performance of both proposed 
FourMems  and SixMems  charts shows that using more memories we got very good results 
in application and ARls for small shifts in the process mean. 
In the next chapter conclusion of the thesis is given.  
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Chapter 6 
Conclusion 
 
We have proposed a Shewhart-type control chart which can be used as an alternate of 
memory-type control charts to monitor the process in Phase II. If we have unknown cases, 
then in X , EWMA  and CUSUM control charts, we have to estimate parameters using Phase 
I reference samples. So, Phase I reference samples are not an issue in this proposed control 
chart.  If we are lucky enough to pick reference sample(s) from in-control process, than we 
have a chart which uses a few samples to monitor it for moderate (as well as small) size shifts 
in the process mean in Phase II irrespective of how large reference sample(s) is taken from 
Phase I. The proposed DIDX  control chart is better than classical EWMA  and classical 
CUSUM charts even for small shifts in the process mean. If we have known case, we can use 
the proposed chart for small shifts in the process mean. But since proposed chart is based on 
estimation (if known case is not available), we recommend the proposed chart for only 
moderate shifts in the process mean. The chart is recommended for only those processes in 
which auxiliary information is easily available and reference samples from Phase I are easily 
available. 
As we discussed earlier that memory-type control charts like classical CUSUM ,  classical 
EWMA  and their enhanced versions like FIR CUSUM ,  FIR EWMA , Mixed 
EWMA-CUSUM and HEWMA  control charts use memories only in the forward direction 
only, that’s why these are Forward-Memory charts. In our proposed charts we have used 
memories in the forward and backward direction simultaneously. In this way, we have 
proposed two control charts and say these non-moving versions of the proposed control 
charts. The non-moving versions are AF&B-CUSUMs and AF&B-EWMAs. Using Forward 
and Backward memories in the same control chart simultaneously, we got following benefits. 
a)  Increased sufficiency of the charting-statistic. 
b)  Increased sensitivity of the charting-statistics.  
c) Good performance of new charting-statistics for all types of shifts.  
d) Good ARL performance for new charting-statistics. 
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In the moving-version of the proposed charts, m  period Moving Backward- CUSUM and 
Moving Backward-EWMA have used in place of Backward- CUSUM and Backward-
EWMA, respectively. We have four control charts for moving version, those are: AF&MB-
CUSUMs, AF&MB-EWMAs, FourMems and SixMems control charts; first two are based on 
two, third is based on four and last is based on six memories. We have following benefits 
while using moving versions and more than 2 memories at the same time. 
a)  This version can be applied with and without using headstart. 
b)  Headstart can be introduced more than once.  
c)  
0ARL  is not so much disturbed as compared to FIR CUSUM  and FIR EWMA. 
d)  ARL performance is increased as compared to FIR CUSUM  and FIR EWMA, even 
though we have larger values of 0ARL . 
e) The moving versions without using FIR are as effective in application as non-moving 
versions. The performance of moving versions without using FIR in application is 
same as non-moving versions. 
f) The moving versions with using headstart are very effective in application as 
compared to FIR CUSUM  and FIR EWMA. 
g) FourMems and SixMems charts, which are also moving versions forms with using 
more than two memories, are very good in application and in ARL performance.  
The overall thesis results for proposed Memmory-type charts can be summarized in the 
following 
i) Sufficiency of charting-statistics for all Forward Memories control charts is 
gradually increasing sample to sample and attaining highest at the last sample.  
But in proposed charts, each point of new charting-statistic is now based on all 
observed values and the sufficiency at each point is equal to the sufficiency of the 
last point of the classical CUSUM  or classical EWMA charts. In moving 
versions: AF&MB- CUSUM , AF&MB-EWMAs, FourMems and SixMems charts 
, sufficiency of last m  points is equal to the sufficiency at last point of CUSUM 
and EWMA chart and for all other points it is m  points more than as compared to  
CUSUM and EWMA chart. 
ii) Non-moving versions of the proposed charts AF&B-CUSUMs and AF&B-
EWMAs are performing much better for all types of data than classical CUSUM , 
classical EWMA , Mixed EWMA-CUSUM  and HEWMA  control charts.  
165 
 
iii)  When data has both types of shifts at the same time, the Mixed EWMA-CUSUM  
and HEWMA  control charts do not perform well but proposed charts are 
performing very well in this data.  
iv) Moving versions have better ARL performance with and without using headstart 
values and in application these are giving very nice results. ARL performance of 
the control chart is also increased and is compared with eleven control charts and 
found much better than all these. When no FIR is used in the proposed moving 
versions of the proposed charts AF&B-CUSUMs and AF&B-EWMAs are 
performing much better than classical CUSUM , classical EWMA , Mixed 
EWMA-CUSUM  and HEWMA  control charts in ARL comparison.  
v) When no FIR is used in the proposed moving versions of the proposed charts 
AF&B-CUSUMs and AF&MB-EWMAs are performing much better than 
classical CUSUM , classical EWMA , Mixed EWMA-CUSUM  and HEWMA  
control charts in application.  
vi) Proposed charts are compared with eleven control charts using ARL. These are: 
classical CUSUM , classical  EWMA , Progressive Mean, FIR-CUSUM, 
Weighted CUSUM, FIR-EWMA, Double CUSUM, Adaptive-EWMA Adaptive-
CUSUM using EWMA  estimator, Mixed EWMA-CUSUM HEWMA Control 
Charts. All control charts are better than those eleven charts for certain or all 
shifts, but FourMems and SixMems charts are much better for all shifts in mean. 
vii) The performance of both proposed FourMems  and SixMems  charts shows that 
using more memories we got very good results in application and ARLs  for small 
shifts in the process mean. 
viii)  Grease data has been applied on all proposed charts, which has 35 samples. 
Grease data has X=0.0971  where target value is 0.1, with 5=0.378  shift in the 
process mean. Mixed EWMA-CUSUM  is showing 4 points out-of-control, 7 by 
HEWMA, 9 by classical and 50% FIR CUSUM, 9 by classical and 50% FIR 
EWMA, 12 by proposed AF&B-EWMAs and AF&B-EWMAs, 13 by proposed 
50% FIR AF&MB-EWMA, 19 by proposed AF&B-CUSUMs, 21 by 50% 
proposed FIR AF&MB-CUSUMs, 32 by proposed FourMems, 35 by proposed 
SixMems chart are out-of-control.  
ix) In the grease data Mixed EWMA-CUSUM  detects first shift at 31th  sample, 
HEWMA at 29th sample, classical and 50% FIR CUSUM at 27th sample, classical 
and 50% FIR EWMA at 27th sample, proposed AF&B-EWMAs chart and 
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AF&MB-EWMAs at 23th sample, proposed 50% FIR AF&MB-EWMAs at 23th 
sample, proposed AF&B-CUSUMs and AF&MB-CUSUMs at 17th  and 12th  
sample respectively, proposed FourMems at 4th sample, proposed SixMems chart 
at 1st  sample.  
x) It is obvious from (vii) that using more memories we got very good results in 
application for small shifts in the process mean. 
xi) Similarly, by using more memories ARL performance is also increased for small 
shifts in the process mean. 
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