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Abstract: The operator, Oτ , that generates infinitesimal changes of the coupling
constant in N = 4 Yang–Mills sits in the same supermultiplet as the superconformal
currents. We show how superconformal current Ward identities determine a class of
terms in the operator product expansion of Oτ with any other operator. In certain
cases, this leads to constraints on the coupling dependence of correlation functions in
N = 4 Yang-Mills. As an application, we demonstrate the exact non-renormalization
of two and certain three-point correlation functions of BPS operators.
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1. Introduction
Maximally supersymmetric Yang-Mills in 4 dimensions has played a central role in the
development of duality in both field theory and string theory. At loci in the Coulomb
branch where some non-abelian gauge symmetry is unbroken, there exists an interacting
superconformal field theory parametrized by a coupling constant, τ , given in terms of
the Yang-Mills coupling constant and theta-angle by
τ =
θYM
2π
+
4πi
g2YM
. (1.1)
The superconformal field theory is defined by correlation functions of local operators.
There is, by now, convincing evidence that N = 4 Yang-Mills is invariant under an
SL(2,Z) strong-weak coupling duality group which acts on τ [1, 2]. For simply-laced
gauged groups, this duality can be naturally understood by viewing N = 4 Yang-Mills
as a torus reduction of the 6-dimensional (2, 0) chiral tensor theory [3]. The SL(2,Z)
duality group then corresponds to the symmetry group of the compactification torus.
What this picture intuitively suggests is that the coupling constant dependence of
correlation functions should be controllable to roughly the same degree as the space-
time dependence. Both dependences originate from diffeomorphisms in 6 dimensions.
The goal of this work is to explore the extent to which this statement can be made
precise. Consider a correlator of local operators,
〈O1(x1) · · ·On(xn)〉. (1.2)
To determine the coupling dependence, we want to evaluate
∂
∂τ
〈O1(x1) · · ·On(xn)〉, (1.3)
but this has two distinct contributions. The first comes from the explicit derivative act-
ing on each operator, while the second corresponds to the insertion of the holomorphic
part of the action [4],
∂
∂τ
〈
∏
i
Oi(xi)〉 = 〈 ∂
∂τ
(∏
i
Oi(xi)
)
〉+ i
4τ2
∫
d4z〈Oτ (z)
∏
i
Oi(xi)〉, (1.4)
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where the full action is given by
S =
i
4τ2
∫
d4z
{
τOτ (z)− τ¯O¯τ (z)
}
. (1.5)
What is special about Oτ is that it sits in the current multiplet of N = 4 Yang-Mills,
together with the stress-energy tensor, the supercurrents and the SU(4) R-symmetry
currents [4,5]. This is in agreement with our higher-dimensional intuition and will play
a crucial role in our analysis.
Although Oτ is not a current, we will show that its OPE with any other operator
is special in the same way that a current OPE is special. For example, for a scalar
operator O(y), this OPE takes the schematic form (suppressing all indices and details)
Oτ (x)O(y) ∼ 1|x− y|2{Q, [Q, {Q¯, [Q¯,O(y)]}]}
+
1
|x− y|{Q, [Q, {Q, [Q¯, {Q¯, [Q¯,O(y)]}]}]}+ . . . .
This expression captures all local operators in the same supermultiplet as O(y). It
omits operators that live in different supermultiplets. The precise form of the OPE is
derived in section 3.2. The OPE coefficients are, a priori, arbitrary functions of the
coupling. It is important to note that the most singular term we might have expected,
1/|x− y|4, does not appear on the right hand side.
The determination of this OPE leads to a number of results. In this paper, we
will show that the structure of the OPE together with superconformal Ward identities
leads to a non-renormalization theorem for two-point functions of 1/2, 1/4 and 1/8
BPS operators. We also show the exact non-renormalization of three-point correlators
of 1/2, 1/4 and 1/8 BPS superconformal primary operators. This non-renormalization
result extends to three-point functions of superconformal descendents of the current
multiplet via the results of [6]. However, it is difficult to extend our argument to
three-point functions of generic BPS operators. In cases where there are no instanton
corrections to a given correlator, we give an argument in section 4.4.1 for exact non-
renormalization. It is an interesting open question to prove (or disprove) exact non-
renormalization for generic BPS three-point correlators.
This non-renormalization result, originally conjectured for 1/2 BPS superconformal
primary operators in [7] and verified at 1-loop in [8, 9], has been argued using an on-
shell superspace formalism [10–16]. The non-renormalization of two and three-point
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functions involving 1/4 BPS operators has been conjectured and verified at 1-loop
in [17, 18].
In section 4.4.2, we show that the OPE coefficients between Oτ and any BPS
operator are not renormalized. This leads to a pretty formula for the integrated OPE
between Oτ and a BPS operator O,∫
d4zOτ (z)O(x) ∼
∑
i
O′i(x) + . . . , (1.6)
where O′i is also BPS and sits in the same supermultiplet as O. The omitted terms
involve long and semi-short operators. A much stranger renormalization result will be
described in a sequel [19]. It might also be possible to use our results to study the bonus
U(1)Y predictions described in [4, 20] and perhaps study extremal correlators [21].
2. Short and Current Multiplets
2.1 The structure of the multiplets
The superconformal symmetry group of N = 4 Yang-Mills is generated by 16 real
supersymmetry generators which we denote by Qiα, Q¯
i
α˙ where i = 1, . . . , 4 and α = 1, 2.
Our notation closely follows that of [22]. In addition, there are 16 superconformal
charges Siα, S¯α˙i and an SU(4)R symmetry with generators R
i
j . The structure of the
superconformal algebra is given in Appendix A.
There are superconformal multiplets of different sizes. A multiplet contains a state
of lowest conformal dimension which is annihilated by both the superconformal charges
and by the generators of special conformal transformations, Kµ. These properties define
the (unique) superconformal primary state, which we characterize by its SU(4)R Dynkin
labels [k, p, q] (k, p, q ≥ 0) and its spin quantum numbers (j, ¯) under Spin(3, 1) ≈
SU(2)L ⊗ SU(2)R. This state cannot be obtained by acting on any other state with
combinations of Qiα or Q¯
i
α˙. We denote this state by |k, p, q; j, ¯〉hw.
By acting on this state with Qiα, Q¯
i
α˙, we generate the remaining states in the mul-
tiplet. These states (including the superconformal primary) are conformal primaries.
Acting further on these states with Pµ generates conformal descendents. In this way,
we construct the entire multiplet. If the superconformal primary is annihilated by some
of the supersymmetry generators, the multiplet is reduced in size. It is akin to a BPS
particle. For example, if all the supercharges kill the superconformal primary then it
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must be the unique vacuum state. Standard short representations are annihilated by
8 supersymmetry charges (hence 1
2
BPS) [23]. If the superconformal primary is not
annihilated by any supercharges then the multiplet is long.
For a short representation, following [22], we choose a basis where
Qiα|k, p, q; j, ¯〉hw = Q¯jα˙|k, p, q; j, ¯〉hw = 0, (2.1)
for i = 1, 2 and j = 3, 4. We are free to act on the superconformal primary state by
any of the remaining 8 supersymmetry charges. As derived in Appendix B, a super-
conformal primary has quantum numbers [0, p, 0](0,0) in the terser notation [k, p, q](j,¯)
and conformal dimension ∆ = p.
The Q, Q¯ operators can be used to build a multiplet ‘up’ by acting on the supercon-
formal primary. On the other hand, the S, S¯ operators move us ‘down’ the multiplet.
We summarize the structure of the multiplet pictorially in diagram (2.2); the details
of the construction appear in Appendix B. The ւ denotes the action of Q while ց
denotes the action of Q¯) [6],
[0, p, 0](0,0)
ւ ց
[0, p− 1, 1]( 1
2
,0) [1, p− 1, 0](0, 1
2
)
ւ ց ւ ց
[0,p−2,2](0,0)
[0,p−1,0](1,0)
[1, p− 2, 1]( 1
2
, 1
2
)
[2,p−2,0](0,0)
[0,p−1,0](0,1)
ւ ց ւ ց ւ ց
[0, p− 2, 1]( 1
2
,0)
[1,p−3,2]
(0,12 )
[1,p−2,0]
(1,12 )
[2,p−3,1]
(12 ,0)
[0,p−2,1]
(12 ,1)
[1, p− 2, 0](0, 1
2
)
ւ ց ւ ց ւ ց ւ ց
[0, p− 2, 0](0,0) [1, p− 3, 1]( 1
2
, 1
2
)
[2,p−4,2](0,0) [0,p−2,0](1,1)
[0,p−3,2](0,1) [2,p−3,0](1,0)
[1, p− 3, 1]( 1
2
, 1
2
) [0, p− 2, 0](0,0)
ց ւ ց ւ ց ւ ց ւ
[1, p− 3, 0](0, 1
2
)
[0,p−3,1]
( 12 ,1)
[2,p−4,1]
( 12 ,0)
[1,p−3,0]
(1,12 )
[1,p−4,2]
(0,12 )
[0, p− 3, 1]( 1
2
,0)
ց ւ ց ւ ց ւ
[0,p−3,0](0,1)
[2,p−4,0](0,0)
[1, p− 4, 1]( 1
2
, 1
2
)
[0,p−3,0](1,0)
[0,p−4,2](0,0)
ց ւ ց ւ
[1, p− 4, 0](0, 1
2
) [0, p− 4, 1]( 1
2
,0)
ց ւ
[0, p− 4, 0](0,0)
(2.2)
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The dimension of this short representation is equal to 64
3
p2(p2 − 1). The conformal
dimensions range from p to p+ 4.
Let us now discuss the particular case of p = 2 which is central to our later
discussion. We shall also see how multiplet shortening occurs for this multiplet. This
is a 256-dimensional representation consisting of 128 bosonic and 128 fermionic degrees
of freedom. The multiplet is given by the following diagram [22]
[0, 2, 0](0,0)
ւ ց
[0, 1, 1]( 1
2
,0) [1, 1, 0](0, 1
2
)
ւ ց ւ ց
[0,0,2](0,0)
[0,1,0](1,0)
[1, 0, 1]( 1
2
, 1
2
)
[2,0,0](0,0)
[0,1,0](0,1)
ւ ց ւ ց ւ ց
[0, 0, 1]( 1
2
,0) [1, 0, 0](1, 1
2
) [0, 0, 1]( 1
2
,1) [1, 0, 0](0, 1
2
)
ւ ց ւ ց
[0, 0, 0](0,0) [0, 0, 0](1,1) [0, 0, 0](0,0)
(2.3)
Note that there is a difference between diagrams (2.2) (for p = 2) and (2.3), which we
now explain. First, there are 12 representations in (2.2) which involve p−3 as a Dynkin
label and they are absent for p = 2. This actually follows from the Racah-Speiser
algorithm discussed in Appendix B. One can show that all SU(4) representations
characterized by a highest weight state with −1 as a Dynkin label vanish using (B.12)
in the tensor product decomposition (B.11).
Second, there are 9 representations with p− 4 as a Dynkin label. For p = 2, using
the Racah-Speiser algorithm, it can be shown that 5 of them vanish in (2.2) and so do
not appear in (2.3). The 4 surviving ones are: [2,−2, 2](0,0) with ∆ = 4, [2,−2, 1]( 1
2
,0)
and [1,−2, 2](0, 1
2
) with ∆ =
9
2
and [1,−2, 1]( 1
2
, 1
2
) with ∆ = 5 and we have removed these
representations from (2.3) leading to multiplet shortening.
The reason we remove these representations is that they vanish after we impose
current conservation. In constructing the on-shell short multiplet, we will impose cur-
rent conservation. Without the on-shell condition, the dimension of the multiplet would
be incorrect. This will become explicit when we discuss the operators corresponding to
this representation. As an aside, note that for p > 2, there is no multiplet shortening.
For p = 3, the representations in (2.2) which have p−4 as a Dynkin label vanish directly
by the Racah-Speiser algorithm; we do not have to impose the equations of motion.
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For higher powers of p, all the Dynkin labels which appear in (2.2) are non-negative
and again there is no multiplet shortening.
2.2 More on the current multiplet
The p = 2 multiplet is the current multiplet [24]. We will need to identify operators
with the states of (2.3). The current multiplet contains the energy momentum tensor
Tµν ∼ [0, 0, 0](1,1), the supersymmetry currents Jµiα ∼ [1, 0, 0](1, 1
2
) and their conjugates
J¯µiα˙ ∼ [0, 0, 1]( 1
2
,1) and the R-symmetry currents R
µi
j ∼ [1, 0, 1]( 1
2
, 1
2
).
Apart from the currents mentioned above, the bosonic operators in the multiplet
are the real scalars Q[ij][kl] ∼ [0, 2, 0](0,0), the complex scalars E (ij) ∼ [0, 0, 2](0,0), Oτ ∼
[0, 0, 0](0,0), their conjugates E¯(ij) ∼ [2, 0, 0](0,0) and O¯τ ∼ [0, 0, 0](0,0). Lastly, there is
an antisymmetric 2-form B
[ij]
µν ∼ [0, 1, 0](1,0) and its conjugate B¯[ij]µν ∼ [0, 1, 0](0,1). It
is critical that Oτ sits in this multiplet.
The remaining fermionic operators in the multiplet are the spin-1
2
fermions χijk ∼
[0, 1, 1]( 1
2
,0), Λ
i ∼ [0, 0, 1]( 1
2
,0) and their conjugates χ¯i
jk ∼ [1, 1, 0](0, 1
2
) and Λ¯i ∼ [1, 0, 0](0, 1
2
).
These composite operators can be constructed in terms of the fundamental fields in the
abelian theory [24]. However, for most of our discussion, we will not need the classi-
cal expressions for the operators (note that some of the operators for the non-abelian
theory have been written down in [25]).
Current conservation leads to multiplet shortening as discussed before. To see this
note that
∂µTµν ∼ [1,−2, 1]( 1
2
, 1
2
), ∂µJ
µ
iα ∼ [2,−2, 1]( 1
2
,0),
∂µJ¯
µi
α˙ ∼ [1,−2, 2](0, 1
2
), ∂µR
µi
j ∼ [2,−2, 2](0,0).
The conservation of these currents leads to the vanishing of these four representations.
There are certain aspects of the current multiplet which will be useful later. We
restrict ourselves to the free abelian theory for this part of the discussion. This restric-
tion imposes no loss of generality since the operators in the non-abelian theory must
satisfy the same algebra. The supersymmetry transformations in this case (with gauge
covariant derivatives going over to ordinary derivatives and with all commutators set
to zero) are given by
δˆϕij =
1
2
(λiηj − λjηi) + 1
2
ǫijklη¯kλ¯l,
δˆλiα = −1
2
(σµν)α
βFµνη
i
β + 4i∂αα˙ϕ
ij η¯j
α˙,
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δˆAµ = −i(λiσµη¯i + ηiσµλ¯i), (2.4)
where η is a Grassmann parameter. It will be important to remember that the su-
persymmetry transformations are independent of the coupling with our choice of ac-
tion (1.5). We can construct the supersymmetry transformations of the current multi-
plet using (2.4), which we display [24]
δˆQijkl =
4
3
iη¯[kχ¯l]
ij − 2
3
iδ[i[kη¯mχ¯l]
mj] + h.c.,
δˆχkij =
3
4
{
iǫijmnσ
µνBkmµν η
n + iǫijmnEmkηn
−iσµRkµ[iη¯j] + 2iσµ∂µQklij η¯l
}
− trace,
δˆBijµν = −
1
2
ǫijklη¯kσ¯
ρσµνJρl − η[iσµνΛj] + 2
3
iǫijklη¯nσ¯
ρσµν∂ρχ
n
kl,
δˆE ij = η(iΛj) + 2
3
iǫmnk(iη¯kσ¯
µ∂µχ
j)
mn,
δˆRµij = −ηiJµj +
1
4
δijη
kJµk +
8
3
iηkσµν∂νχ
i
jk − h.c.,
δˆJµi = −σνTµν η¯i − 2(σρσ¯µν − 1
3
σµνσρ)∂
νRρkiη¯k
−(σρσσµν + 1
3
σµνσρσ)ǫiklm∂
νBklρσηm,
δˆΛi = −iηiOτ + σµ∂µE ikη¯k − σµν∂ρBijµνσρη¯j ,
δˆTµν = η
iσ(µ|ρ|∂
ρJν)i + h.c.,
δˆOτ = 2iη¯iσ¯µ∂µΛi + iηi(∂µJµi + 2σµσ¯ν∂µJνi), (2.5)
There are similar expressions for the conjugate operators. Note that the terms ηi∂µJµi
and ηiσµσ¯ν∂µJνi in the variation of Oτ do not appear in [24]. This is because both these
terms vanish classically by current conservation and the spin-1/2 anomaly cancellation
condition. However, both these conditions are violated in the quantum theory; this can
be seen by studying Ward identities where the violation is caused by contact terms.
We will analyze this violation in considerable detail in the following section where it
will become clearer why we require these additional terms in the supervariation of Oτ .
There are a few points worth highlighting in (2.5). First, as expected, the current
multiplet varies into itself. Also, note that Bijµν transforms into J
µ
i , while E ij does
not; this will also be important later. The variation of Qijkl contains no conformal
descendent. On the other hand, Tµν ,Oτ and O¯τ vary only into conformal descendents.
The remaining operators vary into combinations of primaries and descendents.
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From the supersymmetry transformations, we see that it is easy to recover (2.3).
For example, from the variation δˆχijk, we see that Q acting on χ
i
jk gives B
ij
µν and E ij,
while acting with Q¯ gives Rµij . The other term in δˆχ
i
jk is a conformal descendent.
2.3 The structure of δOτ
As a matter of notation, we will denote the superconformal primary in the representa-
tion [0, p, 0](0,0) for arbitrary p by Op. We will also denote the action of Q by δ and the
action of Q¯ by δ¯ as in [4]. Acting on operators, δrδ¯s stands for a sequence of graded
commutators; for example,
δδ¯2O ↔ [Q, [Q¯, [Q¯,O]±]∓]±.
Note that for all values of p, {Q, Q¯} is always zero (and never proportional to Pµ) for
the particular supercharges used in diagram (2.2). Therefore, starting from Op, we can
reach any conformal primary in the multiplet by acting suitably with δ and δ¯ operators
in an arbitrary way (up to an overall sign), without worrying about the ordering of the
operators.
For the current multiplet, it might appear from diagram (2.3) that δ5 = 0. This,
however, is not the case as we will now demonstrate. Consider the two-point correlator
〈Oτ (x)Oτ (y)〉. We can express this correlator in the form
〈Oτ (x)Oτ (y)〉 = 〈δ(δ3O2(x)Oτ (y))〉+ 〈δ3O2(x)δ5O2(y)〉 (2.6)
where the first term on the right hand side vanishes because δ kills the vacuum. By
computing both sides in the abelian theory, we can determine the structure of δ5O2 =
δOτ .
In the abelian theory, the operator Oτ is given by
Oτ = τ2
8π
(
FµνF
µν + iFµνF˜
µν − 4iλ¯iσ¯µ∂µλi + 4ϕ¯ij∂µ∂µϕij
)
(2.7)
where F˜ = ∗F . For clarity, let us first restrict to the terms in Oτ that depend only
on the field strength. We will show that the supervariation of these terms gives rise
to a conformal descendent (the analysis for the other terms is similar). Using the
supervariations (2.4), we see that
δˆOτ = −iτ2
2π
[
(Fµν + iF˜µν)(∂
µλiσν η¯i + η
iσν∂µλ¯i)
]
+ . . . (2.8)
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where the omitted terms are generated from varying the scalars and fermions of (2.7).
After some lengthy algebra, we can write this as
δˆOτ = 2i(η¯iσ¯µ∂µΛi + ηi∂µJµi) + . . . , (2.9)
which includes one of the terms of δOτ appearing in (2.5) and where
Λiα = (δ
3O2)iα = − τ24π (σµν)αβ (Fµνλiβ) ,
Jµiα =
(
δ2δ¯O2
)µ
iα
= − τ2
4π
(
Fρσ(σ
ρσσµλ¯i)α + . . .
)
. (2.10)
The omitted terms again involve (ϕ¯, λ). From the expression for Ji in (2.10), we see
that the spin-1/2 anomaly cancellation condition,
σ¯µJ
µ
i = 0, (2.11)
is trivially satisfied without using the equations of motion and so plays no role in (2.9).
We also see that
∂µJ
µ
i = −
τ2
4π
∂µ
[
(Fµν + iF˜µν)σ
νλ¯i
]
+ . . . , (2.12)
which vanishes on-shell. After using the Bianchi identity and the equations of mo-
tion (2.12) agrees with (2.8).
Let us compute the left hand side of (2.6) in free field theory. We use the gauge
field propagator in Feynman gauge given by
∆abµν(x− y) =
δabηµν
πτ2(x− y)2 . (2.13)
This satisfies the usual relation ∂2∆abµν(x−y) = −4πτ2 δ4(x−y)δabηµν . Using the contrac-
tion
〈F aµν(x)F bρσ(y)〉 =
δab
πτ2
[ηνσ∂
x
µ∂
y
ρ − ηνρ∂xµ∂yσ − ηµσ∂xν∂yρ + ηµρ∂xν∂yσ]
1
(x− y)2 , (2.14)
we deduce the relations
〈(F aµνF µνa)(x)(F bρσF ρσb)(y)〉 =
16
(πτ2)2
[
(∂µ∂ρ
1
(x− y)2 )
2 + 8π4(δ4(x− y))2
]
,
〈(F aµνF˜ µνa)(x)(F bρσF˜ ρσb)(y)〉 =
16
(πτ2)2
[
(∂µ∂ρ
1
(x− y)2 )
2 − 16π4(δ4(x− y))2
]
,(2.15)
while
〈(F aµνF µνa)(x)(F bρσF˜ ρσb)(y)〉 = 0. (2.16)
– 10 –
Note that up to total derivatives, the second equation in (2.15) is zero using(
∂µ∂ρ
1
(x− y)2
)2
=
(
∂2
1
(x− y)2
)2
= 16π4
{
δ4(x− y)}2 . (2.17)
After summing these various contributions, the left hand side of (2.6) yields
〈Oτ (x)Oτ (y)〉 = 3
2
{
δ4(x− y)}2 . (2.18)
The left hand side of (2.6) is non-vanishing – in fact, it is a contact term. What about
the right-hand side of (2.6)? Only the second term can be non-vanishing and indeed,
δ5O2 is a conformal descendent as we see from (2.9).
From (2.8), note that
(δOτ )iα =
iτ2
2π
∂µ
[
(Fµν + iF˜µν)σ
νλ¯i
]
α
. (2.19)
We now compute 〈Λαi(x) (δOτ )iα(y)〉. There is no sum over i or α, but it is easier to
evaluate the correlator by summing and dividing by 8. We use the fermion propagator
〈λiα(x)λ¯jβ˙(y)〉 =
i
πτ2
(σµ)αβ˙∂µ
1
(x− y)2δ
i
j (2.20)
and some lengthy but straightforward algebra to obtain
〈Λ(x)δO2(y)〉 ≡ 〈δ3O2(x)δ5O2(y)〉 = 3
2
{
δ4(x− y)}2 . (2.21)
As had to be the case, this is a contact term in agreement with (2.18).
So from this free field analysis, we see that δOτ ∼ ηi∂µJµi. It is similarly easy
to find the ηiσµσ¯ν∂µJνi term in δOτ as written in (2.5). To see this we consider
the full expression for Oτ in (2.7) and consider its supervariation. Including all the
contributions and integrating by parts, the total contribution gives
δOτ = iηi∂µJµi + 2τ2
π
(ηiσν σ¯µ∂µλ
j)∂νϕ¯ij . (2.22)
We now consider the complete expression for Ji,
Jµiα = −
τ2
4π
Tr(Fρσ(σ
ρσσµλ¯i)α − 2iϕ¯ij
↔
∂
µ
λjα − 4
3
i∂ν(σ
µνϕ¯ijλ
j)α), (2.23)
where we define Oi
↔
∂Oj = Oi (∂Oj)−(∂Oi)Oj . The extra terms beyond those of (2.10)
do not satisfy σ¯µJµi = 0 trivially; in fact, they satisfy
σ¯µJµi = −iτ2
π
ϕ¯ijσ¯
µ∂µλ
j, (2.24)
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which only vanishes on-shell. Using (2.24) to compute ηiσµσ¯ν∂µJνi, we recover the
expression given in (2.22). So (2.22) becomes
δOτ = iηi∂µJµi + 2iηiσµσ¯ν∂µJνi, (2.25)
giving us the desired relation in (2.5). So while δOτ vanishes on-shell, it is actually
non-vanishing because of contact terms. These contact terms can also be seen from a
Ward identity for condition (2.11) which we now deduce.
2.4 Ward identities
Let us begin by recalling the more familiar Ward identities involving the stress-energy
tensor. We will use these identities in the following section. Consider an operator, ΦI ,
with conformal dimension ∆I transforming in representation I of the Lorentz group
with generators (Sµν)
I
J . The Ward identities state that,
∂µ〈Tµν(z)ΦI1(x1) · · ·ΦIn(xn)〉 =
∑n
i=1 ∂νiδ
4(z − xi)〈ΦI1(x1) · · ·ΦIn(xn)〉,
〈T[µν](z)ΦI1(x1) · · ·ΦIn(xn)〉 = i2
∑n
i=1(Sµν)
Ii
Jδ
4(z − xi)〈ΦI1(x1) · · ·ΦJ (xi) · · ·ΦIn(xn)〉,
〈T µµ (z)ΦI1(x1) · · ·ΦIn(xn)〉 =
∑n
i=1∆Iiδ
4(z − xi)〈ΦI1(x1) · · ·ΦIn(xn)〉. (2.26)
The first and the last identities express the breakdown of energy-momentum conserva-
tion and conformal invariance. The second equation shows that the stress tensor is not
symmetric at the location of the operators inserted in the correlator.
The Ward identity for the supercurrent conservation, ∂µJ
µ
i = 0, is given by
∂µ〈Jαµi(z)ΦI1(x1) · · ·ΦIn(xn)〉 =
n∑
j=1
δ4(z − xj)〈ΦI1(x1) · · · [Qiα,ΦIj (xj)]± · · ·ΦIn(xn)〉.
(2.27)
The divergence of the supercurrent is non-zero at the positions of inserted operators in
the correlator.
In order to deduce the Ward identity for σ¯µJ
µ
i = 0, we first consider the Ward
identity for the superconformal current I iµα
∂µ〈I iµα(z)ΦI1(x1) · · ·ΦIn(xn)〉 =
n∑
j=1
δ4(z − xj)〈ΦI1(x1) · · · [Siα,ΦIj(xj)]± · · ·ΦIn(xn)〉.
(2.28)
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We now use the relation between these two currents given in [27] (see [28] for a recent
discussion)
I iµα(x) = xαα˙J¯
iα˙
µ (x). (2.29)
Inserting (2.29) into (2.28), using (2.27) and then taking the conjugate gives
(σ¯µ)
α˙α〈Jµiα(z)ΦI1(x1) · · ·ΦIn(xn)〉 =
n∑
j=1
δ4(z − xj)〈ΦI1(x1) · · ·
· · · [S¯α˙i − xα˙αj Qiα,ΦIj (xj)]± · · ·ΦIn(xn)〉.(2.30)
This is the desired Ward identity.
3. Constraining the Oτ OPE
3.1 Overview
The strategy we will use to determine the Oτ OPE makes use of the Ward identities of
the superconformal currents. More precisely, we start with the stress-tensor
T ∼ δ¯2δ2O2 (3.1)
whose OPE with an operator Φ is in part determined by Ward identities. What is
not determined by Ward identities are local operators in the T (z)Φ(x) OPE which do
not reside in the same supermultiplet as Φ. These can include long, BPS and semi-
short operators. Examples of semi-short multiplets include multi-trace operators; for
an example, see [26]. For example, the Konishi operator, Tr(φ2), can appear in the
T (z)T (x) OPE but is not determined by Ward identities. Since this operator is long,
its dimension is renormalized. Therefore, whether this term is singular in the OPE
depends on the value of the coupling. This same caveat will apply to all the OPEs that
we determine from Ward identities.
Peeling off a δ¯ in (3.1) results in the OPE of δ¯δ2O2 (which is the supercurrent, Jαµi)
with an arbitrary operator, modulo that caveat mentioned above. Since the OPE of
Jαµi is also determined in part by a Ward identity, this will allow us to check that the
peeling off procedure works. We will then remove the remaining δ¯ to determine the
OPE of δ2O2, which is not a current.
The next step is to construct δ3O2 by applying a δ and recursively using the known
OPE results. Finally, we apply δ to obtain the OPE of Oτ with any other operator. For
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a scalar operator, this OPE will depend on 15 coefficients ai(τ, τ¯). In section 4.4.2, we
will show that these 15 coefficients are independent of the coupling for BPS operators.
It should be noted that for N=1 supersymmetric theories, there exists a supermultiplet
of currents [27]. The lowest component of the multiplet is the R-symmetry current, the
middle component is the supercurrent, while the top component is the stress tensor.
The OPE of these currents collectively can be determined in superspace. Our peeling
off procedure will match these known results for the first step taking us from the stress
tensor to the supercurrent. For a recent discussion of the current supermultiplet and
its OPE structure, see, for example, [29].
3.1.1 The stress tensor OPE
The Ward identities (2.26) uniquely determine a class of terms in the OPE of the
stress-energy tensor. The most singular terms in the OPE are given by
Tµν(z)Φ
I(x) ∼ ΦI(x)∂µ∂ν 1
(z − x)2 + Φ
I(x)ηµνδ
4(z − x) +
[ i
2
(Sµν)
I
JΦ
J(x)δ4(z − x)
+
i
8π2
ΦJ (x)
(
Sλµ∂
λ∂ν + Sλν∂
λ∂µ
)I
J
1
(z − x)2
]
+less singular terms. (3.2)
These are all the most singular terms that involve operators in the ΦI supermultiplet.
The symbol ∼ in this equation indicates that we have ignored coefficients. Some of
the terms appearing on the right hand side can have coupling dependent coefficients
although the relative coefficient of the bracketed terms is precise. In particular, those
terms that contribute to the violation of scale invariance will generally be renormalized.
Now we need to express Tµν in terms of the supercharges and O2. From (2.5) we
deduce the following supersymmetry transformations:
[Qpα, Q
ij
kl] =
2
3
iδ[i[kδ
m
|p|χ
j]
ml]α − 4
3
iδ[ipχ
j]
klα, (3.3)
{Qnβ, χkijα} = −3
4
iǫijmnΣα
βkm − 3
8
iδk [iǫj]pmnΣα
βpm, (3.4)
[Q¯kα˙, Bijµν ] = −
1
2
ǫijkl(σ¯ρσµν)
α˙αJρlα +
2
3
iǫijnl(σ¯ρσµν)
α˙α∂ρχ
k
nlα, (3.5)
[Q¯kα˙, E ij] = 2
3
iǫmnk(i∂µχ
j)
mnασ¯
µα˙α, (3.6)
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and
{Q¯j α˙, Jµiα} = σναα˙Tµνδji + 2(σρσ¯µν − 1
3
σµνσρ)αα˙∂
νRρj i. (3.7)
Here,
Σα
βij = σµνα
βBijµν + δα
βE ij. (3.8)
Using these relations, after some tedious algebra, we find that
Tµν = (σµ)αα˙(σν)ββ˙{Q¯lβ˙, [Q¯kα˙, {Qjβ, [Qiα, Qijkl]}]}. (3.9)
We have set the irrelevent numerical factor on the right hand side of (3.9) to one.
Note that the right-hand side of (3.9) is manifestly symmetric in µ and ν, using the
fact that the various Q and Q¯ operators anti-commute. Also (3.9) satisfies T µµ = 0 by
construction. These classical constraints are violated quantum mechanically in accord
with (2.26).
3.1.2 The supercurrent OPE
Given the OPE (3.2), we now want to construct the supercurrent OPE by peeling off
a Q¯. We begin with the following relation:
[Q¯kα˙, {Qjβ, [Qiα, Qijkl]}] =
{
(σ¯µ)α˙βJαµl + (σ¯
µ)α˙αJβµl
}
, (3.10)
which leads to
Jαµl = (σµ)βα˙[Q¯
kα˙, {Qjβ, [Qiα, Qijkl]}]. (3.11)
Note that σ¯µJµi = 0 by construction, satisfying the classical spin-1/2 anomaly cancella-
tion condition. In deriving these relations, we do not pick up any descendents because
the possible descendents involve derivatives of either Rµii or χ
i
ijα, both of which vanish.
Now let us calculate the contribution of the three-point function to the integral∫
d4z〈Tµν(z)ΦI(x)ΦJ (y)〉, (3.12)
as z → x and also as z → y. Considering only the most singular terms in the OPE
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(3.2), this reduces to∫
d4z〈Tµν(z)ΦI(x)ΦJ (y)〉 = 〈ΦI(x)ΦJ (y)〉
(∫
Bǫx
d4z∂µ∂ν
1
(z − x)2 +
∫
Bǫy
d4z∂µ∂ν
1
(z − y)2
)
+2〈ΦI(x)ΦJ (y)〉ηµν + i
2
(Sµν)
I
K〈ΦK(x)ΦJ(y)〉+ i
2
(Sµν)
J
K〈ΦI(x)ΦK(y)〉
+
i
8π2
〈ΦK(x)ΦJ (y)〉
∫
Bǫx
d4z
[
Sλµ∂
λ∂ν + Sλν∂
λ∂µ
]I
K
1
(z − x)2
+
i
8π2
〈ΦI(x)ΦK(y)〉
∫
Bǫy
d4z
[
Sλµ∂
λ∂ν + Sλν∂
λ∂µ
]J
K
1
(z − y)2 , (3.13)
where Bǫx(B
ǫ
y) is a small ball of radius ǫ centered at x(y). From now on, we shall drop
the integrals for clarity and write this as
〈Tµν(z)ΦI(x)ΦJ(y)〉 = 〈ΦI(x)ΦJ (y)〉∂µ∂ν
(
1
(z − x)2 +
1
(z − y)2
)
+ηµν〈ΦI(x)ΦJ (y)〉
(
δ4(z − x) + δ4(z − y))
+(Sµν)
I
K〈ΦK(x)ΦJ(y)〉δ4(z − x) + (Sµν)JK〈ΦI(x)ΦK(y)〉δ4(z − y)
+〈ΦK(x)ΦJ(y)〉 [Sλµ∂λ∂ν + Sλν∂λ∂µ]I K 1
(z − x)2
+〈ΦI(x)ΦK(y)〉 [Sλµ∂λ∂ν + Sλν∂λ∂µ]J K 1
(z − y)2 , (3.14)
with the integrals around the various points implied. Now the left hand side of (3.14)
can we rewritten using (3.9) and (3.11),
〈Tµν(z)ΦI(x)ΦJ (y)〉 = (σν)ββ˙〈Jβµl(z)[Q¯lβ˙ ,ΦI(x)ΦJ(y)]〉. (3.15)
We now want to write down the OPE of Jαµi with Φ
I such that the right-hand side
of (3.15) yields all the terms in (3.14). We make the ansatz
Jαµi(z)Φ
I(x) ∼ [Qiα,ΦI(x)]±∂µ 1
(z − x)2 + [Qi
β,ΦI(x)]±(σµν)β
α∂ν
1
(z − x)2
+(Sµν)
I
J [Qi
α,ΦJ(x)]±∂
ν 1
(z − x)2 + (Sρλ)
I
J [Qi
β ,ΦJ(x)]±(σ
ρλσµν)β
α∂ν
1
(z − x)2
+
{
(Sµν)
I
J [Qi
β,ΦJ(x)]±(σ
νλ)β
α∂λ
1
(z − x)2 + (S
νλ)IJ [Qi
β,ΦJ(x)]±(σνµ)β
α∂λ
1
(z − x)2
}
+less singular terms. (3.16)
We have made this ansatz because all the terms on the right-hand side of (3.15) are
of the form 〈JΦδ¯Φ〉 while the right hand side of (3.14) behaves as 〈ΦΦ〉∂2( 1
z2
). It
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is therefore necessary for the OPE to have the form JΦ ∼ δΦ, so that terms like
〈δΦδ¯Φ〉 = 〈[Q,Φ]±[Q¯,Φ]±〉 arise on the right hand side of (3.15). Using {Q¯, Q} ∼ Pµ
such terms give derivatives, leading to Pµ〈ΦΦ〉. We need one more derivative in the
OPE in order to match (3.14) which suggests (3.16). Also, JΦ ∼ δ¯Φ is ruled out by a
mismatch of SU(4) indices. Finally, terms with higher numbers of δ and δ¯ operators
have been dropped because they lead to less singular terms.
We have used the relation [Qiα, Sµν ] = [Q¯
jα˙, Sµν ] = 0 which can be proven as
follows. the commutator [Qiα, Sµν ] could contain symmetry generators in the (1/2, 0)
or (3/2, 0) representations. However, there are no (3/2, 0) generators and the only
possible (1/2, 0) generator is Qiα. The superconformal generator, S
i
α, is in the (1/2, 0)
representation but is ruled out by its SU(4)R quantum numbers. So the most general
possibility is
[Qiα, Sµν ] = ci
j(σµν)α
βQjβ, (3.17)
which, on conjugation, yields
[Q¯iα˙, Sµν ] = c
i
j(σ¯µν)
α˙
β˙Q¯
jβ˙, (3.18)
where (ci
j)∗ = cij . Now consider the Jacobi identity
[Sµν , {Qiα, Q¯jβ˙}] + {Qiα, [Q¯jβ˙, Sµν ]} − {Q¯jβ˙, [Sµν , Qiα]} = 0. (3.19)
Using the relation [Sµν , Pλ] = 0, (3.19) gives
ci
j(σµνσλǫ)α
β˙P λ + cj i(σλǫ)α
α˙(σ¯µν)
β˙
α˙P
λ = 0. (3.20)
Contracting with (σµν)β
α, equation (3.20) yields
ci
j(σµǫ)β
β˙P µ = 0, (3.21)
which implies that ci
j = 0. The crucial step is that [Sµν , Pλ] = 0, i.e., momentum
commutes with ‘intrinsic’ angular momentum. On the other hand, for the ‘orbital’
angular momentum, Lµν , we know that
[Lµν , Pλ] = i(ηµλPν − ηνλPµ).
The Jacobi identity (3.19) for Lµν implies that the structure constant, c˜, in [Qiα, Lµν ]
satisfies c˜i
j = δi
j. This is exactly as it should be because using Mµν = Lµν + iSµν , this
gives
[Qiα,Mµν ] = (σµν)α
βQiβ.
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In summary, inserting (3.16) into (3.15), we obtain (to leading order) all terms in (3.14).
This justifies the OPE (3.16). As a check, we note that from (3.16), we obtain the
supercurrent Ward identity (2.27). Note that the Sµν terms do not contribute to the
Ward identity.
3.1.3 The δ2O2 OPE
Now given (3.16), we want to construct the OPE of δ2O2. So we need to peel off another
δ¯. Restricting to the most singular terms, we first calculate the three-point function
〈Jαµi(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉. (3.22)
Consider the contribution to the correlator as z → x and z → y. To leading order, we
see that
〈Jαµi(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉 = ±δj i(σν)αα˙〈ΦI(x)ΦJ (y)〉∂µ∂ν
(
1
(z − x)2 +
1
(z − y)2
)
±δj i(σµ)αα˙〈ΦI(x)ΦJ (y)〉
(
δ4(z − x) + δ4(z − y))
±iδj i〈ΦK(x)ΦJ (y)〉
[
Sµνσλ∂
λ∂ν + Sλνσνµσ
ρ∂λ∂ρ + S
νρσν∂ρ∂µ + S
ρλσν σ¯ρλ∂µ∂
ν
]I
αα˙K
1
(z − x)2
±iδj i〈ΦI(x)ΦK(y)〉
[
Sµνσλ∂
λ∂ν + Sλνσνµσ
ρ∂λ∂ρ + S
νρσν∂ρ∂µ + S
ρλσν σ¯ρλ∂µ∂
ν
]J
αα˙K
1
(z − y)2
±iδj i〈ΦK(x)ΦJ (y)〉[Sµνσν + Sρλσµσ¯ρλ]Iαα˙Kδ4(z − x)
±iδj i〈ΦI(x)ΦK(y)〉[Sµνσν + Sρλσµσ¯ρλ]Jαα˙Kδ4(z − y). (3.23)
We also need to make use of the relation
{Qjβ, [Qiα, Qijkl]} = ǫklmnΣαβmn, (3.24)
which follows from (3.3) and (3.4) and implies
[Qkβ˙,Σβmnα ]ǫikmnσ
µ
ββ˙
= Jµαi. (3.25)
Using (3.11) and (3.25), the left hand side of (3.23) can be written as
〈Jµαi(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉 = ǫikmn(σµ)ββ˙〈Σαβmn(z){Q¯kβ˙,ΦI(x)[Q¯j α˙,ΦJ(y)]±}〉.
(3.26)
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Exactly along the lines of section 3.1.2, we make a preliminary ansatz of the form
Σα
βij(z)ΦI(x) ∼ ǫ
ijkl
(z − x)2 [Ql
β, [Qkα,Φ
I(x)]±]∓
+i
ǫijkl
(z − x)2 (S
νρ)IJ(σµν)α
β [Ql
γ, [Qkδ,Φ
J(x)]±]∓(σρ
µ)γ
δ
+less singular terms. (3.27)
Using this ansatz, we can compute (3.26). There are terms of the form
〈[Q, [Q,Φ]], [Q¯, [Q¯,Φ]]〉
which give rise to 2 derivative terms like P 2〈ΦΦ〉. At the end, one obtains to leading
order, the expression in (3.23).
If we did not have the ΦI(x)ηµνδ
4(z − x) contact term in (3.2), there would be no
need for the second term in (3.16). However, in this case, the contact terms in (3.23)
which do not involve Sµν would not appear. Then the ansatz of (3.27) would not
work. So this ansatz works consistently only when contact terms are correctly taken
into acount. However, unlike the previous OPE expressions (3.2) and (3.16), (3.27) is
incomplete. There should be more terms in the δ2O2 OPE (note from (3.3) and (3.4),
we see that δ2O2 ∼ Σ). Let us explain why this is the case.
From the definition of Σ in (3.8), we see that it contains two types of terms:
• ǫγβσµνα γBijµν , which is antisymmetric in ij and symmetric in αβ.
• ǫαβE ij which is symmetric in ij and antisymmetric in αβ.
Clearly any term in the OPE of Σ with any ΦI should be one of these two types. In
fact, any term not of either form will not appear in the OPE. So schematically, we can
write
Σα
βijΦ ∼ σµνα βP [ij]µν + δαβQ(ij). (3.28)
With this definition,
BijµνΦ ∼ P [ij]µν +K[ij]µν , (3.29)
where σµνα
βK[ij]µν = 0 (for example, σ¯α˙µν β˙Z [ij]β˙ α˙ is a possible term in K[ij]µν ). Also by
definition
E ijΦ ∼ Q(ij). (3.30)
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It is easy to see that all the terms on the right hand side of (3.27) take the form
(σµν)α
βP [ij]Iµν , where
P [ij]Iµν = −
1
2
ǫijkl
(z − x)2 (σµν)α
β[Ql
α, [Qkβ,Φ
I(x)]±]∓
−i ǫ
ijkl
(z − x)2 (Sνρ)
I
J(σµ
ρ)α
β[Ql
α, [Qkβ,Φ
J (x)]±]∓. (3.31)
So all the terms that appear in (3.27) are terms in the OPE of Bijµν with Φ
I . This is
what we expect because (see (2.5)) under δ¯, Bijµν transforms into J
α
µi, while E ij vanishes
(modulo descendents). Schematically, δ¯B ∼ J and δ¯E ∼ 0. So on removing a δ¯ from
Jαµi in a correlator to obtain the terms in the Σ OPE, we should only obtain terms in
the BΦ OPE since E is in the kernel of δ¯. The descendent term plays no role because
it does not appear in our definition of the supercurrent (3.11).
From our prior analysis, we do not expect to see terms in the Σ OPE that arise
from E so (3.27) is incomplete. In order to obtain these terms in the OPE of E ij with
ΦI , we make use of the relations
[Qkα, E ij] = δk(iΛj)α, {Qjβ,Λiα} = iδj iδαβOτ ,
[Qi,Oτ ] = ∂µJµi + 2σµσ¯ν∂µJνi, (3.32)
(which follow from from (2.5)) to show that
∂µJ
µ
kβ + 2(σ
µσ¯ν∂µJνk)β = [Qkα, {Qjβ , [Qiβ, E ij]}]. (3.33)
We have set various numerical factors to one in this relation since their values will not
be relevant in the following analysis. Schematically, (3.33) has the form δ3E ∼ ∂J so
E is related to a current.
Using (3.33), we consider the equality
∂µ〈Jµiα(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉+ 2(σµσ¯ν)αβ∂µ〈Jνiβ(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉
= 〈Ekl(z){Qkβ, [Qlβ, {Qiα,ΦI(x)[Q¯j α˙,ΦJ(y)]±}]}〉. (3.34)
We will first evaluate the contribution to the correlators on the left-hand side of (3.34).
Using the Ward identities (2.27) and (2.30), we find
∂µ〈Jµiα(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉+ 2(σµσ¯ν)αβ∂µ〈Jνiβ(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉
= δ4(z − x)〈[Qiα,ΦI(x)]±[Q¯j α˙,ΦJ(y)]±〉+ δ4(z − y)〈ΦI(x)[Qiα, [Q¯j α˙,ΦJ (y)]±]∓〉
+∂zαα˙δ
4(z − x)〈[S¯α˙i − xαα˙Qiα,ΦI(x)]±[Q¯j α˙,ΦJ(y)]±〉
+∂zαα˙δ
4(z − y)〈ΦI(x)[S¯α˙i − yαα˙Qiα, [Q¯jα˙,ΦJ(y)]±]∓〉. (3.35)
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Eventually (from (1.4)) the insertion point of Oτ is to be integrated over z. This
simplifies the possible terms that need to be considered in the OPE. Using∫
d4z∂zµδ
4(z − x)f(x) = 0, (3.36)
we see that terms involving derivative(s) acting on delta functions can be ignored.
Hence, to leading order the terms that will be of relevance are given by
∂µ〈Jµiα(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉+ 2(σµσ¯ν)αβ∂µ〈Jνiβ(z)ΦI(x)[Q¯j α˙,ΦJ(y)]±〉
∼ [δ4(z − x) + δ4(z − y)]∂αα˙〈ΦI(x)ΦJ(y)〉. (3.37)
Note that all the contributions come from the ∂µJµi term only.
Next we need to evaluate the right hand side of (3.34) as z → x and z → y,
retaining the leading order terms. We make the ansatz
E ij(z)ΦI(x) ∼ 1
(z − x)2 [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓ + less singular terms, (3.38)
where the term on the right hand side is symmetric in ij by construction. Inserting
this ansatz into the right hand side of (3.34), we see from (3.35) that the equality holds
to this order. This OPE does not involve any Sµν terms at this order. So we can write
the complete OPE as
Σα
βij(z)ΦI(x) ∼ ǫ
ijkl
(z − x)2 [Ql
β, [Qkα,Φ
I(x)]±]∓ +
δα
β
(z − x)2 [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓
+i
ǫijkl
(z − x)2 (S
νρ)IJ(σµν)α
β [Ql
γ, [Qkδ,Φ
J(x)]±]∓(σρ
µ)γ
δ + less singular terms. (3.39)
It is important for our purposes to construct all the less singular terms in (3.39).
This is because we will use the δ2O2 OPE to recursively construct the Oτ OPE which
will have singular terms of different orders. All such terms can contribute to the
integral (1.4). Also, these terms will be needed when we check the consistency of
the δ2O2 OPE. Since these terms involve lengthy expressions, we present them in
Appendix C. The complete result for the δ2O2 OPE plays an important role in our
subsequent analysis, so we have also provided a number of checks on the OPE in
Appendix D.
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3.2 The OPE for Λ and Oτ
The final steps require us to determine the OPE structure for δ3O2 ≡ Λ and then
Oτ ≡ δ4O2 from the δ2O2 OPE. We will first express Oτ in terms of the supercurrents
and O2 using the relations
[Qkγ,Σα
βij] = ǫαγδk
[iΛj]β + δγ
βδk
[iΛj]α + δα
βδk
(iΛj)γ, {Qjβ,Λiα} = iδj iδαβOτ , (3.40)
which can be deduced from (2.5)
The supervariations of all the operators in the current multiplet depend only on
the combination Σ and not on B or E individually. Very schematically, from (2.5), we
see that
δˆχ ∼ Ση + . . . , δˆJ ∼ ∂Ση + . . . , δˆΛ ∼ ∂Ση¯ + . . . . (3.41)
So Oτ can be expressed as δ2 acting on Σ. Explicitly, using the supersymmetry trans-
formations leads to (dropping overall numerical coefficients)
Bijµν =
1
2
(σµν)α
βǫijkl{Qnα, [Qmβ , Qmnkl]}, E ij = ǫjlmn{Qlα, [Qkα, Qkimn]}, (3.42)
so that
Σα
βij = ǫijkl{Qmα, [Qnβ, Qmnkl]}+ δαβǫjklm{Qkγ , [Qnγ, Qnilm]}. (3.43)
Using (3.40), we see that
Λiα = [Qjβ,Σα
βij ], (3.44)
and finally we arrive at the desired relation between Oτ and Σ,
Oτ = {Qiα, [Qjβ,Σαβij ]}. (3.45)
Now consider the leading terms (3.39) in the Σ OPE. Acting with Qjβ on (3.39)
and using (3.44), we find that
Λiα(z)Φ
I(x) + Σα
βij(z)[Qjβ ,Φ
I(x)]± ∼ 1
(z − x)2 [Qjα, [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓]±
+i
ǫijkl
(z − x)2 (S
νρ)IJ(σµν)α
β[Qjβ, [Ql
γ , [Qkδ,Φ
J(x)]±]∓]±(σρ
µ)γ
δ + . . . . (3.46)
Using (3.39) once more in the second term on the left hand side of (3.46) gives the δ3O2
OPE
Λiα(z)Φ
I(x) ∼ 1
(z − x)2 [Qjα, [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓]± +
1
(z − x)2 [Q¯
i
α˙, [Q¯
jα˙, [Qjα,Φ
I(x)]±]∓]±
+i
ǫijkl
(z − x)2 (S
µν)IJ(σµν)β
γ[Qjα, [Ql
β, [Qkγ,Φ
J(x)]±]∓]± + . . . . (3.47)
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Acting on (3.47) with Qi
α and using (3.45), gives the relation
Oτ (z)ΦI(x) + Λiα(z)[Qiα,ΦI(x)]± ∼
1
(z − x)2 [Qi
α, [Qjα, [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓]±]∓
+
1
(z − x)2 [Qi
α, [Q¯iα˙, [Q¯
jα˙, [Qjα,Φ
I(x)]±]∓]±]∓ + . . . . (3.48)
On using (3.47) in the second term on the left hand side of (3.48), we arrive at the
most singular terms in the Oτ OPE
Oτ (z)ΦI(x) ∼ a1
(z − x)2 [Qi
α, [Qjα, [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓]±]∓
+
a2
(z − x)2 [Qi
α, [Q¯iα˙, [Q¯
jα˙, [Qjα,Φ
I(x)]±]∓]±]∓
+
a3
(z − x)2 [Q¯
i
α˙, [Q¯
jα˙, [Qi
α, [Qjα,Φ
I(x)]±]∓]±]∓ + . . . . (3.49)
The coefficients, ai, are generally functions of (τ, τ¯ ). Note also that the contributions
considered so far to the Oτ OPE (3.49) are independent of Sµν .
Some terms in (3.47) and (3.49) can be re-ordered at the expense of introducing
derivatives. This only lengthens the expressions so we will keep the displayed order-
ing. To illustrate this point, note that we can re-order (3.49) to give (ignoring the ai
coefficients)
Oτ (z)ΦI(x) ∼
(
−4π2δ4(z − x) + 1
(z − x)2∂
2 + 2∂µ
1
(z − x)2∂µ
)
ΦI(x)
+∂αα˙
(
1
(z − x)2 [Qi
α, [Q¯iα˙,ΦI(x)]±]∓
)
+
1
(z − x)2 [Qi
α, [Qjα, [Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓]±]∓ + . . . .
With this ordering, the leading singularity in the Oτ OPE appears to be a contact term
rather than a power law singularity. Indeed, if we were to permit integration by parts
(allowed, for example, when we integrate over z), all the leading singular terms can be
rewritten as contact terms.
The remaining contributions to the Λ and Oτ OPE can be deduced in a straightfor-
ward way from the expressions in (C.3), (C.6), (C.8) and (C.9). However, for simplicity,
we will restrict to ΦI which are Lorentz scalars transforming in any SU(4)R represen-
tation. This simplification means that we can set all Sµν terms to zero. It is a tedious,
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but straightforward, exercise to determine these terms should they be needed (we will
require these terms in [19]).
From the terms (C.3) in the Σ OPE, it follows that the Λ OPE gets contributions
Λiα(z)Φ(x) ∼
rµ
r2
∂µ[Qjα, {Q¯iα˙, [Q¯jα˙,Φ(x)]}] + r
µ
r2
∂µ[Q¯
i
α˙, {Q¯jα˙, [Qjα,Φ(x)]}]
+(σµν)α
β(σ¯µρ)α˙β˙
rν
r2
∂ρ[Qjβ, {Q¯iα˙, [Q¯jβ˙,Φ(x)]}]
+(σµν)α
β(σ¯µρ)α˙β˙
rν
r2
∂ρ[Q¯
i
α˙, {Q¯jβ˙, [Qjβ,Φ(x)]}], (3.50)
(dropping coupling constant dependent coefficients) while the Oτ OPE gets contribu-
tions
Oτ (z)Φ(x) ∼ a4 r
µ
r2
∂µ{Qiα, [Qjα, {Q¯iα˙, [Q¯jα˙,Φ(x)]}]}
+a5
rµ
r2
∂µ{Qiα, [Q¯iα˙, {Q¯jα˙, [Qjα,Φ(x)]}]}
+a6
rµ
r2
∂µ{Q¯iα˙, [Q¯jα˙, {Qiα, [Qjα,Φ(x)]}]}
+a7(σµν)α
β(σ¯µρ)α˙β˙
rν
r2
∂ρ{Qiα, [Qjβ, {Q¯iα˙, [Q¯jβ˙,Φ(x)]}]},
+a8(σµν)α
β(σ¯µρ)α˙β˙
rν
r2
∂ρ{Qiα, [Q¯iα˙, {Q¯jβ˙, [Qjβ,Φ(x)]}]},
+a9(σµν)α
β(σ¯µρ)α˙β˙
rν
r2
∂ρ{Q¯iα˙, [Q¯jβ˙, {Qiα, [Qjβ,Φ(x)]}]}, (3.51)
where a4, . . . , a9 are undetermined functions of the coupling.
It is easy to see that there are no terms in the OPE of Λ or Oτ with a Lorentz
scalar from (C.6). However, more contributions arise by considering (C.8) which gives
Λiα(z)Φ(x) ∼
rµ
r2
(σµ)ββ˙[Qjα, {Q¯iα˙, [Q¯jα˙, {Q¯kβ˙, [Qkβ,Φ(x)]}]}]
+
rµ
r2
(σµ)ββ˙[Q¯
i
α˙, {Q¯jα˙, [Q¯kβ˙, {Qkβ, [Qjα,Φ(x)]}]}]
+(σµν)α
β rλ
r2
(σν)γγ˙(σ¯
µλ)α˙β˙[Qjβ, {Q¯iα˙, [Q¯jβ˙, {Q¯kγ˙, [Qkγ,Φ(x)]}]}]
+(σµν)α
β rλ
r2
(σν)γγ˙(σ¯
µλ)α˙β˙[Q¯
i
α˙, {Q¯jβ˙, [Q¯kγ˙, {Qkγ, [Qjβ,Φ(x)]}]}](3.52)
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and
Oτ (z)Φ(x) ∼ a10 r
µ
r2
(σµ)ββ˙{Qiα, [Qjα, {Q¯iα˙, [Q¯jα˙, {Q¯kβ˙, [Qkβ ,Φ(x)]}]}]}
+a11
rµ
r2
(σµ)ββ˙{Qiα, [Q¯iα˙, {Q¯jα˙, [Q¯kβ˙, {Qkβ, [Qjα,Φ(x)]}]}]}
+a12
rµ
r2
(σµ)ββ˙{Q¯iα˙, [Q¯jα˙, {Q¯kβ˙, [Qkβ, {Qiα, [Qjα,Φ(x)]}]}]}
+a13(σµν)α
β rλ
r2
(σν)γγ˙(σ¯
µλ)α˙β˙{Qiα, [Qjβ, {Q¯iα˙, [Q¯jβ˙, {Q¯kγ˙, [Qkγ,Φ(x)]}]}]}
+a14(σµν)α
β rλ
r2
(σν)γγ˙(σ¯
µλ)α˙β˙{Qiα, [Q¯iα˙, {Q¯jβ˙, [Q¯kγ˙, {Qkγ , [Qjβ, ,Φ(x)]}]}]}
+a15(σµν)α
β rλ
r2
(σν)γγ˙(σ¯
µλ)α˙β˙{Q¯iα˙, [Q¯jβ˙, {Q¯kγ˙, [Qkγ, {Qiα, [Qjβ,Φ(x)]}]}]},(3.53)
where a10, . . . , a15 are further undetermined functions of the coupling. Finally, consid-
ering the contribution from (C.9), we find
Λiα(z)Φ(x) ∼ ǫijkl
rµ
r2
(σµν)β
γ∂ν [Qjα, {Qlβ, [Qkγ,Φ(x)]}], (3.54)
while there is no corresponding contribution to the Oτ OPE.
In summary, the complete Oτ OPE with a scalar Φ (modulo operators in different
supermultiplets) is given by the sum of the expressions (3.49), (3.51) and (3.53). The
coefficients (a1, . . . , a15) are generally undetermined functions of (τ, τ¯).
4. Some Properties of Correlation Functions
4.1 Operator normalization and contact terms
Now that we have established the form of the Oτ OPE, we turn to the structure of
correlation functions of local operators,
〈OI1(x1) · · ·OIn(xn)〉. (4.1)
We will always consider correlators of operators at separated points. Each correla-
tion function transforms in some representation of SL(2,Z). This need not be a singlet
representation, as shown for correlators involving the Konishi supermultiplet [30]. How-
ever, a correlator of BPS operators should map back to itself since each BPS operator
is uniquely specified by its quantum numbers. Such a correlator should transform
in a singlet representation of SL(2,Z) with fixed weights (w, w¯). Under an SL(2,Z)
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transformation,
τ →
(
aτ + b
cτ + d
)
, a, b, c, d ∈ Z (4.2)
a modular form, Θ(w,w¯), in a singlet representation transforms in the following way:
Θ(w,w¯)(τ, τ¯)→ (cτ + d)w(cτ¯ + d)w¯Θ(w,w¯)(τ, τ¯). (4.3)
The weights we assign to BPS operators should be correlated with their U(1)Y trans-
formation properties in a way described in [4].
The SL(2,Z) transformation properties of a correlation function are important
because the expression,
∂
∂τ
〈
∏
r
OIr(xr)〉 = 〈 ∂
∂τ
(∏
i
OIi(xi)
)
〉+ i
4τ2
∫
d4z〈Oτ (z)
∏
r
OIr(xr)〉, (4.4)
is not modular covariant at first sight. For the moment, let us restrict to correlators
transforming in singlet representations of SL(2,Z). Let us examine the explicit τ
derivative acting on each OIi,
∂
∂τ
OIi. (4.5)
The operator (4.5) has the same quantum numbers as OIi. In particular, the conformal
dimensions agree. If there is no degeneracy for operators with conformal dimension ∆i
then (4.5) must be proportional to OIi. This is the case for short operators. If there
is a finite-dimensional degeneracy then we can again choose a basis of operators for
which this statement is true. This leaves us with the freedom to rescale each OIi by a
function of (τ, τ¯). We can conclude that in this basis,
∂
∂τ
OIi = iαIi(τ, τ¯)
τ2
OIi. (4.6)
Using our final rescaling degree of freedom, we choose to set αIi to a constant. For the
current multiplet, the normalization of all operators is determined by the definition of
Oτ in terms of the action (1.5) together with the (coupling independent) supersymmetry
transformations.
Equation (4.4) must be SL(2,Z) covariant if the correlator transforms in a singlet
representation. It must therefore be the case that summing the tree-level contact terms
between Oτ and OIi together with the αIi from (4.6) has the net effect of replacing
iτ2
∂
∂τ
→ Dw, −iτ2 ∂
∂τ¯
→ Dw¯.
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We have defined modular covariant derivatives,
Dw = i
(
τ2
∂
∂τ
− iw
2
)
, D¯w¯ = −i
(
τ2
∂
∂τ¯
+
iw¯
2
)
, (4.7)
where (w, w¯) is the weight of the correlation function. These issues have been discussed
in [31].
To see whether this actually happens requires a computation of the tree-level con-
tact term between Oτ and each OIi . However, in perturbation theory, precisely this
piece of the contact term is scheme-dependent [32]. However, the full non-perturbative
theory must require the particular choice consistent with SL(2,Z). We will assume
that this contact term takes the value required by SL(2,Z) for long operators. Fortu-
nately, for a BPS superconformal primary, we will be able to determine the weight of
the operator (normalized in a particular way) by direct arguments without recourse to
any duality assumptions.
We now use the Oτ OPE given by (3.49), (3.51) and (3.53) to analyze the coupling
dependence of correlators using (4.4). It is difficult to control the right hand side
of (4.4) except for low-point functions where we know the exact space-time dependence
of the correlator. We will consider those special cases in a moment.
Let us focus on the contribution to the right hand side of (4.4) from z → xi. This
contribution is dominated by the singular terms in the OPE between Oτ and OIi. The
contribution to the integral from z far from xi is also present but will not be explicitly
displayed in the following equation. In other words, we rewrite (4.4) in the form
∂
∂τ
〈
∏
i
OIi(xi)〉 = 〈 ∂
∂τ
(∏
i
OIi(xi)
)
〉
+
i
4τ2
∑
j
∫
Bǫxj
d4z〈Oτ (z)
∏
i
OIi(xi)〉+ . . ., (4.8)
where Bǫxj is a ball of radius ǫ surrounding the point xj . The omitted terms refer to
the contribution to the integral from the region outside each ball.
The right hand side of (4.8) is a sum of integrated (n + 1)-point functions. In
an approximation where we neglect the contribution from outside the balls, we can
use the Oτ OPE to replace each (n + 1)-point function by an n-point function. In
cases where we know something about the space-time dependence of the correlator,
this approximation is sufficient to teach us something about the coupling dependence.
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This is essentially what we anticipated in the introduction. It will be interesting to
see what information can be gained by using this relation in conjunction with recent
results about the space-time dependence of 4-point functions [33–35].
4.2 Implications for two-point functions
We consider equation (4.8) restricted to two operator insertions. This analysis will
constrain combinations of the ai coefficients defined in section 3.2. This is also a good
warm-up for higher point functions. To simplify the Oτ OPE, let us take the inserted
operators to be space-time scalars.
∂
∂τ
〈O¯(x)O(y)〉 = 〈 ∂
∂τ
(O¯(x)O(y))〉+ i
4τ2
∫
Bǫx
d4z〈Oτ (z)O¯(x)O(y)〉
+
i
4τ2
∫
Bǫy
d4z〈Oτ (z)O¯(x)O(y)〉+ . . . . (4.9)
Also, we will consider cases where the operator O and its superconformal descendents,
δO and, δ2O, are conformal primaries. This is automatically the case if O is a super-
conformal primary; in this case, O¯ = O. For more general situations, this restriction
rules out the possibility O = δ¯Υ because then δO ∼ ∂µΥ is a conformal descendent.
These simplifications will enable us to calculate the correlation functions appearing on
the right hand side of (4.9) with more straightforward algebra.
We need to first determine the normalization of certain two-point functions. For
any conformal primary Φ,
〈Φ¯(x) δ¯δΦ(y)〉 = 〈Φ¯(x)Q¯j α˙QjαΦ(y)〉 = 4i∂xαα˙〈Φ¯(x)Φ(y)〉. (4.10)
This follows from conformal invariance; if Φ has conformal dimension ∆ then δ¯δΦ
has dimension ∆ + 1 so the correlator 〈Φ¯(x) δ¯δΦ(y)〉 vanishes if δ¯δΦ is a conformal
primary. We want to determine the exact coefficient appearing in this relation. Using
the supersymmetry algebra, we find that
〈[Qiα, [Q¯jα˙, Φ¯(x)]±]∓Φ(y)〉 = 2δijP xαα˙〈Φ¯(x)Φ(y)〉+ 〈Φ¯(x)[Qiα, [Q¯j α˙,Φ(y)]±]∓〉. (4.11)
We also observe that
〈Φ¯(x)[Qiα, [Q¯j α˙,Φ(y)]±]∓〉 = ∓〈[Qiα, [Q¯j α˙,Φ(y)]±]∓Φ¯(x)〉 = −〈[Qiα, [Q¯j α˙,Φ(x)]±]∓Φ¯(y)〉
= −〈[Qiα, [Q¯j α˙, Φ¯(x)]±]∓Φ(y)〉, (4.12)
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which when substituted in (4.11) yields the relation
〈[Qiα, [Q¯j α˙, Φ¯(x)]±]∓Φ(y)〉 = δijP xαα˙〈Φ¯(x)Φ(y)〉. (4.13)
Alternatively, one can deduce (4.13) in the following way: from the general arguments
above, we know that
〈[Qiα, [Q¯jα˙, Φ¯(x)]±]∓Φ(y)〉 = ρδijP xαα˙〈Φ¯(x)Φ(y)〉. (4.14)
The coefficient, ρ, should be independent of the inserted operators so we can fix it by
a convenient choice of Φ. We choose Φ = ϕ¯ij in the abelian theory and we consider
〈{Qkα, [Q¯lα˙, ϕij(x)]}ϕ¯ij(y)〉 = −iρδkl∂xαα˙〈ϕij(x)ϕ¯ij(y)〉. (4.15)
Using the supersymmetry transformations (2.4)
[Q¯k, ϕij] =
1
2
ǫijklλ¯l, {Qjα, λ¯iα˙} = 4i∂α˙αϕ¯ij,
we see that ρ = 1 in agreement with (4.13). We can similarly deduce
〈[Q¯j α˙, [Qiα, Φ¯(x)]±]∓Φ(y)〉 = δijP xαα˙〈Φ¯(x)Φ(y)〉, (4.16)
directly from the algebra, or by choosing Φ = ϕ¯ij and using the relations
[Qk, ϕ
ij] =
1
2
(δk
jλi − δkiλj), {Q¯j α˙, λiα} = −4i∂αα˙ϕij .
We now proceed to evaluate the integrals over Bǫx and B
ǫ
y in (4.9). Using the Oτ
OPE given by (3.49), (3.51), and (3.53), we can reduce the right hand side of (4.9) to
a collection of two-point functions, which we now evaluate.
We briefly explain the evaluation of one of the correlators, the remaining ones can
be evaluated in a similar way. Consider the a1 correlator in (3.49),
〈{Qiα, [Qjα, {Q¯iα˙, [Q¯jα˙, O¯(x)]}]}O(y)〉 = −〈[Q¯iα˙, O¯(x)]Q¯j α˙Qjα[Qiα,O(y)]〉
= −4i∂xαα˙[Q¯iα˙, O¯(x)][Qiα,O(y)]〉
= 32∂2x〈O¯(x)O(y)〉, (4.17)
where we have twice made use of (4.10). First we chose Φ = [Qi
α,O] (δO is a con-
formal primary by assumption) and then repeated the procedure with Φ = O. All
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the remaining correlators can be evaluated in a similar way. We list the results in
Appendix E.
Noting that derivatives obtained from {Q, Q¯} ∼ Pµ also act on the 1/r2 and rµ/r2
factors in the Oτ OPE, we find on substituting (4.17) and (E.1) that
1
16π
∂
∂τ
〈O¯(x)O(y)〉 = 1
16π
〈 ∂
∂τ
(O¯(x)O(y))〉 − 2πi
τ2
(A+ 2C)〈O¯(x)O(y)〉
+
i
4πτ2
(A+B + C)∂2〈O¯(x)O(y)〉
(∫
Bǫx
d4z
(z − x)2 +
∫
Bǫy
d4z
(z − y)2
)
+ . . . , (4.18)
where
A = 2(a1 + a3)− 3a2,
B = −2(a4 + a6) + 3a5 + 9
2
(a7 − 1
2
a8 + a9),
C = i (8a10 − 16a11 + 20a12 − 18a13 + 24a14 + 3a15) . (4.19)
Of the fifteen coefficients a1, . . . , a15 in the Oτ OPE, only the three combinations
of (4.19) appear in the final expression. The integrals over Bǫx and B
ǫ
y are each equal to
π2ǫ2; however, their precise values will not be relevant for us. Note that for two-point
functions, the coupling dependence is related to the space-time dependence of the same
two-point function. This is generically not the case for higher point functions.
We can now make use of the known space-time dependence of low point functions
(fixed by conformal invariance) to constrain the unknown coefficients in (4.18). For
two non-coincident points x and y and a scalar O, we use the relation
〈O¯(x)O(y)〉 = η(τ, τ¯)|x− y|2∆(τ,τ¯) (4.20)
where ∆ is the (possibly τ -dependent) conformal dimension of O which we substitute
into (4.4). The left hand side of (4.4) is obtained by differentiating (4.20), giving
∂
∂τ
〈O¯(x)O(y)〉 = 1|x− y|2∆
{
∂η
∂τ
− 2η∂∆
∂τ
ln|x− y|
}
. (4.21)
In order to evaluate the right hand side of (4.4), we use the known form of the correlator
of three fields (with ∆x = ∆y = ∆ and ∆z = 4), which is again fixed by conformal
invariance to be
〈Oτ (z)O¯(x)O(y)〉 = C
τ (τ, τ¯)
|z − x|4|z − y|4|x− y|2∆−4 , (4.22)
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which is valid for non-coincident points x, y and z. Equating these expressions (includ-
ing the explicit derivative) gives,
1
|x− y|2∆
{
∂η
∂τ
− 2η∂∆
∂τ
ln|x− y|
}
=
i
4τ2
Cτ
|x− y|2∆−4
∫
d4z
1
|z − x|4|z − y|4
+〈 ∂
∂τ
(O¯(x)O(y))〉. (4.23)
However, this is not quite correct. In (4.22), we have neglected contact terms that arise
when z → x and z → y. These terms play an important role in our following analysis,
as we shall discuss shortly.
First we need to evaluate the integral on the right hand side of (4.23). This integral
is UV divergent and so needs to be regularized. Following [36], we use differential
regularization. Because z 6= x and z 6= y in (4.22) we can use the formula for non-
coincident points, giving [36]∫
d4z
1
|z − x|4|z − y|4 = −
π2
4
∂2
{
ln2|x− y|2
|x− y|2
}
= −2π2 1|x− y|4 {1− 2ln|x− y|} .
(4.24)
The logarithmic term of [36] appears here in the form ln(M2x2), where M is a mass
scale. We have set M to one to match the corresponding expression on the left hand
side of (4.23). This equation therefore leads to(
∂
∂τ
− i(αO + αO¯)
τ2
)
η − 2η∂∆
∂τ
ln|x− y| = −iπ
2Cτ
2τ2
{1− 2ln|x− y|} , (4.25)
so that (
∂
∂τ
− i(αO + αO¯)
τ2
)
η = −iπ
2
2τ2
Cτ ,
∂∆
∂τ
= −iπ
2
2τ2
Cτ
η
, (4.26)
where the coefficients αO and αO¯ arise from the last term in (4.23). The second relation
shows that the conformal dimension depends on the coupling only via the ratio of the
correlator of three operators to the correlator of two operators. In order to see how
the contact terms modify (4.23) we now want to compare (4.25) with (4.18).
Using (4.20), we see that (4.18) reduces to
1
16π
∂
∂τ
〈O¯(x)O(y)〉 =
{
i(αO + αO¯)
16πτ2
− 2πi(A + 2C)
τ2
}
η
(x− y)2∆
+
i(A+B + C)
πτ2
∆(∆− 1)η
(x− y)2∆+2
(∫
Bǫx
d4z
(z − x)2 +
∫
Bǫy
d4z
(z − y)2
)
+ . . . . (4.27)
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We now want to compare (4.23) and (4.27). This is facilitated by treating the z integral
in (4.23) in the same manner as in (4.27) by dividing it up into balls, Bǫxi, surrounding
each insertion point, xi, together with the smooth contribution away from the insertion
points. The second term on the right hand side of (4.27) arises from a contact term
between Oτ and the inserted operators. This is precisely the contact term we neglected
in (4.23) so we will not be able to match this term. For the other terms, the expansion
of (4.23) gives
∂
∂τ
〈O¯(x)O(y)〉 − 〈 ∂
∂τ
(O¯(x)O(y)) = iCτ
4τ2(x− y)2∆−4
[ ∫
Bǫx
d4z
(z − x)4(z − y)4 +∫
Bǫy
d4z
(z − x)4(z − y)4
]
+ . . .
=
iCτ
4τ2(x− y)2∆
[∫
Bǫx
d4z
(z − x)4 +
∫
Bǫy
d4z
(z − y)4
]
+
iCτ
4τ2(x− y)2∆+2
[∫
Bǫx
d4z
(z − x)2 +
∫
Bǫy
d4z
(z − y)2
]
+O(
1
(x− y)2∆+4 ). (4.28)
The O(1/(x− y)2∆) terms contain UV divergent integrals. We can again evaluate the
integrals using differential regularization again [36], which gives∫
Bǫx
d4z
(z − x)4 = −
1
4
∂2x
∫
Bǫx
d4z
ln(z − x)2M2
(z − x)2 = −
1
4
∂2x
∫
Bǫ0
d4z
lnz2M2
z2
= 0, (4.29)
since the integral over Bǫ0 is independent of x. This is in agreement with (4.27). Also
terms of O(1/(x− y)2∆+4) appear with integrals of the form∫
Bǫx
d4z,
∫
Bǫx
d4z(z − x)2,
∫
Bǫx
d4z(z − x)4, · · · . (4.30)
These integrands are regular as z → x, and so they do not appear in the Oτ OPE
expansion and are absent from (4.27).
Equating the O(1/(x− y)2∆+2) terms in (4.27) and (4.28) gives
Cτ
64η
= (A +B + C)∆(∆− 1). (4.31)
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The contact term contribution in (4.27) together with the explicit τ derivative (ac-
counted for by (4.6)) of the inserted operators modifies the first equation of (4.26)(
∂
∂τ
+
32π2i
τ2
(A + 2C)− i(αO + αO¯)
τ2
)
η = −16π
τ2
(A+B + C)∆(∆− 1)η (4.32)
where we have used (4.31). Note that A+2C is generally a coupling dependent function.
The second equation in (4.26) leads to
∂∆
∂τ
= −16π
τ2
(A+B + C)∆(∆− 1). (4.33)
We now argue that contact terms cannot modify (4.33). From the left hand side
of (4.23), we see that any possible contact term contribution to ∂∆
∂τ
must include a factor
of ln|x− y|. However, in finding contact term contributions, we consider integrals over
Bǫx (and B
ǫ
y) and pick up the contributions when z = x (and z = y). However, these
integrals always result in a power series expansion in 1/|x−y| and not a ln|x−y| term.
So no contact term is generated.
4.3 Implications for BPS two-point functions
Let us start by considering the case where O is the superconformal primary of a BPS
multiplet; for example, O can be Op for a 1/2 BPS multiplet. Let O be annihilated
by Qαi so [Q
α
i ,O] = 0. In this case, further constraints are implied by superconformal
Ward identities. In the supercurrent Ward identity (2.27), take ΦI1 = [Q¯iα˙,O] and
ΦI2 = O,1
∂µ〈Jαµi(z)[Q¯iα˙,O(x)]O(y)〉 =
{
δ4(z − x)〈{Qαi , [Q¯iα˙,O(x)]}O(y)〉
+δ4(z − y)〈[Q¯iα˙,O(x)][Qαi ,O(y)]〉
}
. (4.34)
Using the relation,
[Qi,Oτ ] = ∂µJµi + 2σµσ¯ν∂µJνi, (4.35)
the left hand side of (4.34) reduces to
〈[Qiα,Oτ (z)][Q¯iα˙,O(x)]O(y)〉 − 2(σµσ¯ν)αβ∂zµ〈Jνiβ(z)[Q¯iα˙,O(x)]O(y)〉. (4.36)
1Note that if [Qαi ,O] = 0 then [Q¯iα˙,O] 6= 0. Otherwise, using {Q, Q¯} ∼ ∂µ gives ∂µO = 0 and O
must be proportional to the identity operator.
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The second term will vanish when we integrate over z by essentially the same argument
given around (3.35). The left hand side of (4.34) is then proportional to
∂α˙αx 〈Oτ (z)O(x)O(y)〉. (4.37)
Finally (4.34) yields the coupling independent relation
∂α˙αx 〈Oτ (z)O(x)O(y)〉 ∼
[
δ4(z − x) + δ4(z − y)] ∂α˙αx 〈O(x)O(y)〉. (4.38)
Integrating over z gives ∫
d4z〈Oτ (z)O(x)O(y)〉 ∼ 〈O(x)O(y)〉 (4.39)
(we need not worry about removing the ∂x in going from (4.38) to (4.39) because we
know the precise x-dependence of these correlators). So the only contributions from
the Oτ OPE are contact term contributions which means that
A +B + C = 0 ⇒ ∂∆
∂τ
= 0. (4.40)
We thus recover the known result that the conformal dimensions of BPS superconformal
primary operators are not renormalized.
To fix the metric on this subsector of BPS operators, we need to note that the
relation (4.34) is independent of the coupling. This is a rather important point which
can be seen as follows. Integrate both sides of (4.34) over z. For the right hand side,
the integration is trivial. The left hand side becomes∫
d4z ∂µ〈Jαµi(z)[Q¯iα˙,O(x)]O(y)〉 = 〈{Qαi , [Q¯iα˙,O(x)]}O(y)〉+ 〈[Q¯iα˙,O(x)][Qαi ,O(y)]〉
so the coefficient of proportionality in (4.34) is just a constant. However, we also need
to note that the supersymmetry variation of a BPS operator is not quantum corrected,
unlike the case of long operators. This follows, essentially, because the divergence of
the supercurrent sits in the same anomaly multiplet as T µµ . For an example of quantum
corrections to the supersymmetry variation of a long operator, see [20]. The only way a
coupling dependence could appear is if x approaches y and a long operator emerges in
the OPE of [Q¯iα˙,O(x)] andO(y). The quantum corrections to the supervariation of this
long operator encodes the coupling dependence of the correlation function. However, in
this case, what would remain is the 1-point function of a long operator which vanishes.
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The Ward identity has therefore taught us that the only relevant terms in the OPE
between Oτ and the inserted operators are the tree-level contact terms. So we conclude
that,
(
∂
∂τ
+
α
τ2
)η = 0, (4.41)
for some constant α and that A+ 2C is a constant independent of the coupling.
Lastly, we can set α to zero in the following way: we need to examine the solutions
to (4.41) and its conjugate equation. A quick inspection reveals that the only solution
for η is a single fixed power of τ2. However, we have the freedom to rescale O by powers
of τ2 in a way compatible with (4.6) (the value of αIi shifts by such a rescaling). Using
this freedom, we set α = 0 in (4.41) and conclude that η is a constant. With this
normalization, each BPS superconformal primary has modular weight (0, 0). This is
consistent with our expectations from S-duality [4].
The only supermultiplet with a canonical normalization is the current multiplet.
In particular, O2 appears with a single factor of τ2. In this case, we do not want to use
our rescaling freedom to change α. However, using the canonical normalization, we see
that the tree-level 2-point function,
〈O2(x)O2(y)〉 ∼ 1|x− y|4 ,
is coupling independent and non-zero. Therefore, in this case we find α = 0 auto-
matically with the canonical normalization. We conclude that 2-point functions of
superconformal BPS primary operators are not renormalized. This statement is non-
perturbative and applies to 1/2, 1/4 and 1/8 BPS multiplets. We might worry that in
an instanton background, half of the supersymmetries are broken so the Ward identi-
ties associated with the broken currents are inapplicable. However, we are still free to
choose any Jαµi in (4.34) which is preserved, and the rest of the argument is unchanged.
We can extend this result to two-point functions of BPS operators which are not
superconformal primaries. This follows fairly directly from [4]. First note that we are
free to move all the δ and δ¯ operators so that they act on one of the two inserted oper-
ators. We then observe that any two-point function of this kind satisfies the following
relation
〈O(x)δnδ¯mO(y)〉 ∼ δ(n,m) ∂ny 〈O(x)O(y)〉, (4.42)
which follows for the same reasons as (4.10). This two-point function is therefore also
not renormalized.
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It is worth noting that there can be contact term contributions to two-point correla-
tors. These contact terms are renormalized even for BPS operators, as shown explicitly
in [32]. Also, these contact terms can and do appear in correlators like (4.42) even
when n 6= m (in which case the correlator vanishes for separated insertion points).
4.4 Implications for BPS three-point functions
Let us consider the three point function 〈OI(x)OJ(y)OK(w)〉 where the operators are
BPS superconformal primaries at separated points. Using the result for conformal
primaries, we define the ring coefficients CIJK ,
〈OI(x)OJ(y)OK(w)〉 = C
IJK(τ, τ¯)
|x− y|∆IJK |x− w|∆IKJ |y − w|∆JKI , (4.43)
where ∆IJK = ∆I +∆J −∆K and ∂∆I∂τ = 0.
The coupling dependence, which follows from (4.4), is determined by
∂
∂τ
〈OI(x)OJ(y)OK(w)〉 = 〈 ∂
∂τ
(OI(x)OJ(y)OK(w))〉
+
i
4τ2
∫
d4z〈Oτ (z)OI(x)OJ(y)OK(w)〉. (4.44)
By analogy with the case of the two-point function, consider the Ward identity (2.27)
with ΦI1 = [Q¯iα˙,OI ], ΦI2 = OJ and ΦI3 = OK and where each O is annihilated by
Qi
α. Repeating our prior argument gives,
∂α˙αx 〈Oτ (z)OI(x)OJ(y)OK(w)〉 ∼[
δ4(z − x) + δ4(z − y) + δ4(z − w)] ∂α˙αx 〈OI(x)OJ (y)OK(w)〉, (4.45)
with the constant of proportionality again independent of the coupling. Indeed, the
constant is just the value of the contact term between Oτ and each inserted operator.
This same contact term appeared in the determination of BPS two-point functions.
In deriving (4.45), we have moved a Q around the correlation function just as in
the discussion around (4.36). If this Q hits a long operator, the relation might be
renormalized. Again, a long operator can only emerge from the OPE of two of the
inserted BPS operators. However, that would leave a two-point function of a long
and a BPS operator which always vanishes. The constant in (4.45) is therefore not
renormalized.
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As an aside, we should comment that had we considered a correlator of 4 BPS
operators, the conclusion would be different. In this case, the Ward identity no longer
guarantees the absence of quantum corrections: a long operator can emerge from two
short operators but now the resulting three-point function need not vanish. If all
possible three-point functions of this kind were to vanish (for other symmetry reasons)
then the 4-point function would again be protected from renormalization.
Returning to the three-point function, we note that integrating (4.45) gives,∫
d4z〈Oτ (z)OI(x)OJ (y)OK(w)〉 ∼ 〈OI(x)OJ(y)OK(w)〉. (4.46)
Thus (4.44) implies that
(
∂
∂τ
+
α′
τ2
)CIJK = 0 (4.47)
for some constant α′. Normalizing the operators as in section 4.3 so that the two-
point functions are independent of the coupling then trivially implies that α′ = 0;
the contribution from the explicit derivative together with the contact term with Oτ
vanishes separately for each operator. We conclude that the three-point functions of
BPS superconformal primaries are not renormalized.
4.4.1 Comments on three-point functions of descendents
It turns out that our non-renormalization proof does not extend simply to 3-point
correlators of descendents. For the special case of the current multiplet, the non-
renormalization result does extend to descendents. This follows from the analysis of [6]
where correlators of descendents were related to 〈O2(x)O2(y)O2(w)〉 using supercon-
formal symmetry.
For other BPS multiplets, we can demonstrate non-renormalization under the as-
sumption that (anti-)instanton corrections to the 3-point correlator vanish. The argu-
ment uses SL(2,Z) in the following way: any correlator of superconformal descendents
is of the form
〈δrδ¯r¯O1(x)δsδ¯s¯O2(y)δtδ¯ t¯O3(w)〉, (4.48)
where O1,O2 and O3 are BPS superconformal primaries. By moving around the δ and
δ¯ operators, these correlators can always be put in the form
〈O1(x)δmδ¯n¯O2(y)δpδ¯q¯O3(w)〉, (4.49)
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or its space-time derivatives. So it is good enough to analyze the coupling dependence
of (4.49). Note that neither δmδ¯n¯ nor δpδ¯q¯ yield conformal descendents by definition (if
they do, they would merely become space-time derivatives of correlators like (4.49)). To
study the coupling dependence of (4.49), we consider the OPE of O1(x) and δmδ¯n¯O2(y)
as x → y. Assuming (4.49) is non-vanishing (otherwise there is nothing to prove), we
see that the OPE is given by
O1(x)δmδ¯n¯O2(y) ∼
∑
k
gk(x− y)fk(g2YM , ∂µ)δuk δ¯vkO3(y) + . . . , (4.50)
where the omitted terms involve long operators as well as BPS operators which are not
(super)conformal descendents of O3. We assume no instanton corrections so that fk
is independent of θ. All the (super)conformal descendents of O3 are included in the
sum. In the k-th term, uk and vk are non-negative integers and the OPE coefficients
fk(g
2
YM , ∂µ) are a priori functions of the coupling. Clearly, the omitted BPS and long
operators do not contribute to (4.49). In fact, substituting (4.50) into (4.49) gives (as
x→ y)
〈O1(x)δmδ¯n¯O2(y)δpδ¯q¯O3(w)〉
=
∑
k δ
(uk+p,vk+q)gk(x− y)fk(g2YM , ∂µ)∂uk+py 〈O3(y)O3(w)〉. (4.51)
Since 〈O3(y)O3(w)〉 is coupling independent, in order to demonstrate the coupling
independence of (4.49), we need to show that fk(g
2
YM , ∂µ) is independent of coupling
for every k.
To see this, we consider the SL(2,Z) transformation properties of (4.50). The
BPS superconformal primaries O1,O2 and O3, are SL(2,Z) invariant. Also both
sides of (4.50) transform covariantly under SL(2,Z) because the left hand side is con-
structed purely out of BPS operators (Every omitted term involving a long operator
is also expected to transform covariantly, though the coupling dependent OPE co-
efficient and the operator need not do so individually). Let δ and δ¯ transform as
modular forms of weights (µ,−µ) and (−µ, µ) respectively. That they have weights
of the form (ν,−ν) follows because δδ¯ ∼ ∂µ as far as the SL(2,Z) structure is con-
cerned and ∂µ is SL(2,Z) invariant. Here the specific value of µ (which is 1/4) is
not needed. Now fk(g
2
YM , ∂µ) is also a modular form but, by assumption, it is inde-
pendent of τ1 = θ/2π. Hence, it can only be a power of τ2. So, let fk(g
2
YM , ∂µ) =
τk2 fk(∂µ). So the left hand side of (4.50) transforms as a modular form of weights
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((m− n)µ,−(m− n)µ), while the k-th term on the right hand side of (4.50) trans-
forms with weights (−k + (uk − vk)µ,−k − (uk − vk)µ). Equating these expressions,
we find that
(m− n)µ = −k + (uk − vk)µ, (m− n)µ = k + (uk − vk)µ, (4.52)
which leads to k = 0. Hence, (4.49) is independent of the coupling and (4.49) must
have an equal number of δ and δ¯ insertions. Thus the 3-point function of non-coincident
BPS superconformal descendents is not renormalized if fk in (4.50) is independent of
τ1.
4.4.2 A simplified integration formula
These results lead to a pretty formula for the integrated OPE ofOτ with a BPS operator
O. Consider the relation,
∂
∂τ
〈O(x)O′i(y)〉 = 〈
∂
∂τ
{O(x)O′i(y)}〉+
i
4τ2
∫
d4z〈Oτ (z)O(x)O′i(y)〉, (4.53)
where O′i(y) is any BPS operator. The left hand side vanishes by our prior non-
renormalization argument. The first term of the right hand side is zero if O′i(y) is
not in the same supermultiplet as O(x). In this case, the integrated 3-point function
vanishes.
If O′i(y) is in the same supermultiplet as O(x) then the explicit derivative term can
be non-vanishing but is always proportional to 1/τ2. This term must be cancelled by
the integrated 3-point function which must be exact at tree-level. It is easy to check
that
∫
d4zOτ (z) is zero on-shell so the 3-point function is purely a contact term.2 The
BPS operators in the integrated OPE between Oτ and O are therefore in the same
supermultiplet as O and arise only from tree-level contact terms in the OPE (up to
integration by parts). We therefore conclude that,∫
d4zOτ (z)O(x) ∼
∑
i
O′i(x) + . . . , (4.54)
where the omitted terms involve long and semi-short operators.
2There is a caveat worth mentioning: to see that
∫
d4zOτ(z) is zero on-shell requires integrating
by parts and throwing away a boundary term. In Euclidean space, we could consider an instanton
background in which we might need to consider this boundary term.
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4.5 A comment about generic three-point functions
The coupling dependence of generic correlators is given by
∂
∂τ
〈O(x)Ô(y)O˜(w)〉 = 〈 ∂
∂τ
(
O(x)Ô(y)O˜(w)
)
〉+ i
4τ2
∫
d4z〈Oτ (z)O(x)Ô(y)O˜(w)〉
= 〈 ∂
∂τ
(
O(x)Ô(y)O˜(w)
)
〉
+
i
4τ2
∫
Bǫx
d4z〈Oτ (z)O(x)Ô(y)O˜(w)〉+ . . . , (4.55)
where . . . includes integrals over Bǫy and B
ǫ
w, and over the region outside the balls.
Again, because we know the precise form of the space-time dependence of three-point
functions, it might be possible to learn about these correlators from the ball approxi-
mation.
After using the Oτ OPE, we note that the correlators on the right hand side gener-
ically involve different operators from those appearing on the left hand side of (4.55).
In order to see this, it is enough to consider a particular term in the integral over Bǫx.
Consider the a2 term in (3.49) which gives a contribution
ia2
4τ2
∫
Bǫx
d4z
(z − x)2 〈{Qi
α, [Q¯iα˙, {Q¯jα˙, [Qjα,O(x)]}]}Ô(y)O˜(w)〉. (4.56)
For example, take O = O2 and take Ô and O˜ to be superconformal primaries of long
multiplets. Then from (2.5), very schematically, we see that (4.56) contributes
a2
τ2
∫
Bǫx
1
(z − x)2
[
〈Tµν(x)Ô(y)O˜(w)〉+ 〈∂µRνÔ(y)O˜(w)〉+ 〈∂µ∂νO2(x)Ô(y)O˜(w)〉
]
+. . . ,
where . . . includes terms that involve derivatives acting on 1
(z−x)2
. So we see that the
operators involved differ from those in 〈O(x)Ô(y)O˜(w)〉, but they are all operators in
the same supermultiplet (here O2) as the original one. Clearly, this is also true for
higher point functions.
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A. The Superconformal Algebra
In this Appendix, we briefly review the superconformal algebra in four dimensions.
With metric ηµν = diag(−1, 1, 1, 1), the conformal algebra SO(4, 2) in d = 4 is given
by the commutation relations
[Mµν , Pσ] = i(ηµσPν − ηνσPµ), [Mµν , Kσ] = i(ηµσKν − ηνσKµ),
[Mµν ,Mρσ] = i(ηµρMνσ − ηνρMµσ − ηµσMνρ + ηνσMµρ), (A.1)
[D,Pµ] = iPµ, [D,Kµ] = −iKµ, [Kµ, Pν ] = −2iMµν − 2iηµνD,
where Mµν , Pµ, Kµ and D are the generators of Lorentz transformations, translations,
special conformal transformations and dilations, respectively. In d = 4, the conformal
algebra SO(4, 2) can be extended to the superconformal algebra SU(2, 2|4) by the
inclusion of the supersymmetry charges Qiα, Q¯
i
α˙ and superconformal charges S
iα, S¯α˙i ,
where i = 1, . . . , 4. These charges transform in the (anti-)fundamental representation
of the global SU(4) R-symmetry group. We denote the generators of the R-symmetry
group by Rij subject to the condition R
i
i = 0. The non-zero anti-commutation relations
between the supersymmetry charges and the superconformal charges are given by
{Qiα, Q¯jα˙} = 2δjiσµαα˙Pµ, {S¯α˙i , Sjα} = 2δji σ¯α˙αµ Kµ,
{Qiα, Sjβ} = 4[δji (Mαβ − i2δαβD)− δαβRji ], (A.2)
{S¯α˙i , Q¯jβ˙} = 4[δ
j
i (M¯
α˙
β˙ +
i
2
δα˙β˙D)− δα˙β˙Rji ],
where the Lorentz generators are expressed in a spinorial basis,
Mα
β = − i
4
(σµσ¯ν)α
βMµν , M¯
α˙
β˙ = −
i
4
(σ¯µσν)α˙β˙Mµν .
The non-zero commutation relations involving Mα
β, M¯ α˙β˙, the supersymmetry charges,
and superconformal charges are given by
[Mα
β, Qiγ ] = δγ
βQiα − 12δαβQiγ , [Mαβ, Siγ] = −δαγSiβ +
1
2
δα
βSiγ,
[M¯ α˙β˙, Q¯
i
γ˙] = −δα˙γ˙Q¯iβ˙ + 12δα˙β˙Q¯iγ˙, [M¯ α˙β˙ , S¯
γ˙
i ] = δ
γ˙
β˙S¯
α˙
i −
1
2
δα˙β˙S¯
γ˙
i , (A.3)
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while [Mµν ,Mρσ] in the spinorial basis gives
[Mα
β,Mγ
δ] = δγ
βMα
δ − δαδMγβ, (A.4)
[M¯ α˙β˙, M¯
γ˙
δ˙] = −δα˙δ˙M¯ γ˙β˙ + δγ˙β˙M¯ α˙δ˙.
The non-zero commutation relations involving the dilation operator, the supersym-
metry charges and the superconformal charges are given by:
[D,Qiα] =
i
2
Qiα, [D, Q¯
i
α˙] =
i
2
Q¯iα˙, (A.5)
[D,Siα] = − i
2
Siα, [D, S¯α˙i ] = −
i
2
S¯α˙i .
Those involving Pµ and Kµ are
[Kµ, Qiα] = −σµαα˙S¯α˙i , [Kµ, Q¯iα˙] = Siασµαα˙,
[Pµ, S¯
α˙
i ] = −σ¯α˙αµ Qiα, [Pµ, Siα] = Q¯iα˙σ¯α˙αµ . (A.6)
Finally, we list the defining relations for the R-symmetry generators
[Rij, R
k
l] = δ
k
jR
i
l − δilRkj , (A.7)
and their commutation relations with the super(conformal) charges
[Rij , Qkα] = δ
i
kQjα − 14δijQkα, [Rij, Q¯kα˙] = −δkj Q¯iα˙ +
1
4
δijQ¯
k
α˙, (A.8)
[Rij , S
kα] = −δkj Siα + 14δijSkα, [Rij, S¯α˙k ] = δikS¯α˙j −
1
4
δijS¯
α˙
k .
For unitary representations of the superconformal algebra, these operators satisfy the
conditions
Qiα
† = Q¯iα˙, S
iα† = S¯α˙i , Mα
β† = M¯ β˙α˙, R
i
j
† = Rji. (A.9)
B. The Properties and Construction of Short Multiplets
The short multiplet has special properties which can be deduced from the superconfor-
mal algebra. For example, states have conformal dimensions that are protected from
renormalization. In this Appendix, we will deduce some of these properties while de-
scribing the explicit construction of the multiplet. Our discussion again follows [22].
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We will need these explicit results in the main text so, for completeness, we list them
here.
First, we give explicit representatives for Mα
β, M¯ α˙β˙ and R
i
j. Writing
[Mα
β] =
(
J3 J+
J− −J3
)
, [M¯ α˙β˙] =
(
J¯3 J¯+
J¯− −J¯3
)
, (B.1)
where J3, J± (and J¯3, J¯±) satisfy the standard commutation relations of SU(2), we see
that (B.1) satisfies the commutation relations (A.4).
We can also express Rij in terms of the SU(4)R generators in the Chevalley basis.
That is, for every simple root αi (i = 1, 2, 3), we take ladder operators E±i = E±α
i
and
a Cartan generator hi chosen to satisfy
[hi, hj] = 0, [E+i, E−i] = δijh
j , [hi, E
±j] = ±AijE±j, (B.2)
where
Aij = 2
(αi, αj)
|αj|2 , (B.3)
are elements of the Cartan matrix of SU(4) given by
[Aij ] =
 2 −1 0−1 2 −1
0 −1 2
 . (B.4)
We can express any weight vector ~λ in terms of the fundamental weights with integral
coefficients specified by the Dynkin label [λ1, λ2, λ3]. Acting on the weight vector, we
note that
hi|~λ〉 = λi|~λ〉. (B.5)
Thus every representation has a highest weight state satisfying
hi|λ1, λ2, λ3〉hw = λi|λ1, λ2, λ3〉hw, (B.6)
and
E+i|λ1, λ2, λ3〉hw = 0. (B.7)
We now construct the matrices Rij
[Rij] =

1
4
(3h1 + 2h2 + h3) E
+
1 [E
+
1 , E
+
2 ] [E
+
1 , [E
+
2 , E
+
3 ]]
E−1
1
4
(−h1 + 2h2 + h3) E+2 [E+2 , E+3 ]
−[E−1 , E−2 ] E−2 −14(h1 + 2h2 − h3) E+3
[E−1 , [E
−
2 , E
−
3 ]] −[E−2 , E−3 ] E−3 −14(h1 + 2h2 + 3h3)
 .
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It is not hard to check that the defining relations (A.7) are satisfied by these represen-
tatives.
Now that we have explicit forms for the generators, we see that the the last two
equations of (A.2) yield non-trivial constraints on the conformal dimension of a short
superconformal primary state. Using the defining property (2.1), we see that for i = 1, 2
1
4
{Qiα, Slβ}|k, p, q; j, ¯〉hw =
(
∆
2
δli − Rli + jδli 0
0 ∆
2
δli − Rli − jδli
)
|k, p, q; j, ¯〉hw
+δli
(
0 0√
2j 0
)
|k, p, q; j − 1, ¯〉hw,
= 0. (B.8)
The conformal dimension, ∆, satisfies
D|k, p, q; j, ¯〉hw = i∆|k, p, q; j, ¯〉hw.
We see that j = 0 and that
(
∆
2
δli − Rli)|k, p, q; 0, ¯〉hw = 0 (B.9)
leading to
∆ =
1
2
(2p+ q), k = 0. (B.10)
Similarly, from the Q¯jα˙ constraint for j = 3, 4, we find that ¯ = 0, q = 0 and ∆ = p.
So the superconformal primary state of a short multiplet is given by [0, p, 0](0,0) with
conformal dimension ∆ = p.
We now summarize the construction of the short multiplets by acting with the
superymmetry charges Qiα and Q¯
j
α˙ (i = 3, 4; j = 1, 2) on the superconformal primary
state [0, p, 0](0,0). It will be very convenient to use the Racah-Speiser algorithm for
decomposing tensor products of representations (see Appendix B of [22] for a review
and various applications). The statement of the algorithm goes as follows: given two
representations RΛ and RΛ′ (where RΛ is the representation with highest weight vector
Λ = [λ1, · · · , λr], with r the rank of the group), the tensor product is given by
RΛ ⊗ RΛ′ ≃
∑
λ∈VΛ′
RΛ+λ, (B.11)
where VΛ′ consists of all the weight vectors for all the states in RΛ′.
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The algorithm further tells us that on the right hand side of (B.11),
Rλ = sign(σ)Rλσ , λ
σ = σ(λ+ ρ)− ρ. (B.12)
Here σ is an element of the Weyl group and ρ is the Weyl vector. So using this algorithm
we can construct the tensor product of two representations, where from (B.12), we note
that representations for which λ = λσ and sign(σ) = −1 vanish from the right hand
side of (B.11) and so do not exist in the tensor product decomposition.
In our applications, it tells us that when we are acting with the various super-
charges on a general representation [k, p, q](j,¯), we naively get all possible representa-
tions [k′, p′, q′](j′,¯′) obtained by adding the weights of the supercharges to [k, p, q](j,¯). Of
the resulting representations, the ones where (k′, p′, q′, j′, ¯′) are all non-negative are to
be kept. The other representations will have negative Dynkin labels. Some them vanish
identically using (B.12). The others we can remove using the equations of motion or
conservation laws (we will see an example of this shortly).
So we need to know the Dynkin labels of the various supercharges. They can be
obtained by computing [hi, Qjα], [h
i, Sjα] which gives,
Q1α ∼ [1, 0, 0](± 1
2
,0), Q2α ∼ [−1, 1, 0](± 1
2
,0),
Q3α ∼ [0,−1, 1](± 1
2
,0), Q4α ∼ [0, 0,−1](± 1
2
,0),
S1α ∼ [−1, 0, 0](± 1
2
,0), S
2α ∼ [1,−1, 0](± 1
2
,0),
S3α ∼ [0, 1,−1](± 1
2
,0), S
4α ∼ [0, 0, 1](± 1
2
,0), (B.13)
and for the conjugates,
Q¯1α˙ ∼ [−1, 0, 0](0,± 1
2
), Q¯
2
α˙ ∼ [1,−1, 0](0,± 1
2
),
Q¯3α˙ ∼ [0, 1,−1](0,± 1
2
), Q¯
4
α˙ ∼ [0, 0, 1](0,± 1
2
),
S¯α˙1 ∼ [1, 0, 0](0,± 1
2
), S¯
α˙
2 ∼ [−1, 1, 0](0,± 1
2
),
S¯α˙3 ∼ [0,−1, 1](0,± 1
2
), S¯
α˙
4 ∼ [0, 0,−1](0,± 1
2
). (B.14)
We can now go ahead with the construction of the short multiplet. Acting on the
superconformal primary state with the Q operators yields
[0, p, 0](0,0)
Q→ [0, p− 1, 1]( 1
2
,0)
Q2→ [0, p− 2, 2](0,0)
[0, p− 1, 1](0,0)
Q3→ [0, p− 2, 1]( 1
2
,0)
Q4→ [0, p− 2, 0](0,0),
(B.15)
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while acting with the Q¯ operators on the highest weight states of the various represen-
tations yields
[0, p, q](j,0)
Q¯→ [1, p− 1, q](j, 1
2
)
Q¯2→ [2, p− 2, q](j,0)
[0, p− 1, q](j,1)
Q¯3→ [1, p− 2, q](j, 1
2
)
Q¯4→ [0, p− 2, q](j,0).
(B.16)
These results lead to diagram (2.2) displayed in the main text.
C. The Subleading Terms in the δ2O2 OPE
In this Appendix, we determine the subleading singular terms in (3.39). One way to
obtain all the remaining terms in (3.39) would be to consider all the less singular terms
in (3.2) and (3.16) and repeat our prior analysis. However, that is a rather complicated
route since there are many subleading terms in (3.2) and (3.16)!
So we shall proceed by a different route. Because in (3.39), the leading term
goes like ∼ 1/|z − x|2, all the possible subleading terms go like ∼ 1/|z − x|. So the
number of these terms is far less than the number of subleading terms in (3.2) or (3.16).
Also, as discussed before, we saw from (3.28) that only terms with specific properties
under SO(3, 1) and SU(4)R arise in the OPE – this drastically reduces the possible
subleading terms in (3.39). So we shall directly write down all possible terms that go
like ∼ 1/|z−x| in (3.39) consistent with the various symmetries. This will give the full
OPE. The leading terms in (3.39) can be written schematically as,
1
z2
δ2Φ and
1
z2
δ¯2Φ. (C.1)
At O(1/(z − x)), the following terms are the only possibilities consistent with the
SO(3, 1) and SU(4)R structure of (3.39):
1
z
δ¯2∂µΦ,
1
z
δ2∂µΦ,
1
z
δ¯3δΦ and
1
z
δ3δ¯Φ. (C.2)
We now list the O(1/(z − x)) terms in the OPE for each of these cases (we use rµ
to denote (z − x)µ).
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(i) 1
z
δ¯2∂µΦ:
Σα
βij(z)ΦI(x) ∼ δαβ r
µ
r2
∂µ[Q¯
i
α˙, [Q¯
jα˙,ΦI(x)]±]∓
+(σµν)α
β(σ¯µρ)α˙β˙
rν
r2
∂ρ[Q¯
i
α˙, [Q¯
jβ˙,ΦI(x)]±]∓
+iδα
β(Sµν)IJ
rµ
r2
∂ν [Q¯
i
α˙, [Q¯
jα˙,ΦJ(x)]±]∓
+iδα
βǫµνρλ(S
µν)IJ
rρ
r2
∂λ[Q¯iα˙, [Q¯
jα˙,ΦJ(x)]±]∓
+i(σµν)α
β(Sµλ)IJ(σ¯ρλ)
α˙
β˙
rν
r2
∂ρ[Q¯iα˙, [Q¯
jβ˙,ΦJ(x)]±]∓
+iǫµνρσ(σµλ)α
β(Sνω)
I
J(σ¯ρτ )
α˙
β˙
rλrτrω
r4
∂σ[Q¯
i
α˙, [Q¯
jβ˙,ΦJ(x)]±]∓
+i(σµν)α
β(Sµλ)IJ(σ¯ρτ )
α˙
β˙
rνrρrλ
r4
∂τ [Q¯iα˙, [Q¯
jβ˙,ΦJ(x)]±]∓ + permutations. (C.3)
Unlike leading order where there are no E type Sµν terms, there are Sµν terms of both
E and B type at this order. There are several B type Sµν terms – for brevity, we have
written one for each distinct structure, with the remaining independent terms generated
by permutations. For example, by permutation, we should include terms like
i(σµν)α
β(Sµλ)IJ(σ¯
νρ)α˙β˙
rλ
r2
∂ρ[Q¯
i
α˙, [Q¯
jβ˙,ΦJ (x)]±]∓, (C.4)
which is a permutation of the fifth term of (C.3). Also among the permutations is
iǫµνρσ(σµλ)α
β(Sνω)
I
J(σ¯ρτ )
α˙
β˙
rλrτrσ
r4
∂ω[Q¯iα˙, [Q¯
jβ˙,ΦJ(x)]±]∓ (C.5)
which is related to the sixth term of (C.3).
(ii) 1
z
δ2∂µΦ:
Σα
βij(z)ΦI(x) ∼ ǫijkl r
µ
r2
∂µ[Ql
β, [Qkα,Φ
I(x)]±]∓
+iǫijkl(Sµν)IJ
rµ
r2
∂ν [Ql
β , [Qkα,Φ
J(x)]±]∓
+iǫijklǫµνρλ(S
µν)IJ
rρ
r2
∂λ[Ql
β , [Qkα,Φ
J(x)]±]∓
+iǫijkl(σµν)α
β(Sµλ)IJ(σ
ν
λ)γ
δ r
ρ
r2
∂ρ[Ql
γ, [Qkδ,Φ
J(x)]±]∓
+iǫijklǫµνρσ(σµω)α
β(Sνλ)
I
J(σρτ )γ
δ r
ωrτrλ
r4
∂σ[Ql
γ, [Qkδ,Φ
J(x)]±]∓
+iǫijkl(σµν)α
β(Sµλ)IJ(σρτ )γ
δ r
νrτrλ
r4
∂ρ[Ql
γ, [Qkδ,Φ
J(x)]±]∓ + permutations, (C.6)
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where the permutations include, for example,
iǫijkl(σµν)α
β(Sµρ)IJ(σρλ)γ
δ r
ν
r2
∂λ[Ql
γ, [Qkδ,Φ
J (x)]±]∓. (C.7)
In this case all the terms are B type.
(iii) 1
z
δ¯3δΦ:
Σα
βij(z)ΦI(x) ∼ δαβ r
µ
r2
(σµ)γγ˙[Q¯
i
α˙, [Q¯
jα˙, [Q¯kγ˙, [Qk
γ ,ΦI(x)]±]∓]±]∓
+(σµν)α
β rλ
r2
(σν)γγ˙(σ¯
µλ)α˙β˙[Q¯
i
α˙, [Q¯
jβ˙, [Q¯kγ˙, [Qk
γ,ΦI(x)]±]∓]±]∓
+iδα
β(Sµν)IJ
rµ
r2
(σν)γγ˙[Q¯
i
α˙, [Q¯
jα˙, [Q¯kγ˙, [Qk
γ,ΦJ (x)]±]∓]±]∓
+iδα
βǫµνρλ(S
µν)IJ
rρ
r2
(σλ)γγ˙[Q¯
i
α˙, [Q¯
jα˙, [Q¯kγ˙, [Qk
γ ,ΦJ(x)]±]∓]±]∓
+iδα
β(Sµν)IJ
rλ
r2
(σµνσλ)γγ˙[Q¯
i
α˙, [Q¯
jα˙, [Q¯kγ˙, [Qk
γ,ΦJ (x)]±]∓]±]∓
+i(σµν)α
β(Sµλ)IJ(σ¯ρλ)
α˙
β˙
rν
r2
(σρ)γγ˙ [Q¯
i
α˙, [Q¯
jβ˙, [Q¯kγ˙, [Qk
γ ,ΦJ(x)]±]∓]±]∓
+iǫµνρσ(σµω)α
β(Sντ )
I
J(σ¯ρλ)
α˙
β˙
rτrωrσ
r4
(σλ)γγ˙ [Q¯
i
α˙, [Q¯
jβ˙, [Q¯kγ˙, [Qk
γ ,ΦJ(x)]±]∓]±]∓
+i(σµρ)α
β(Sµτ )IJ(σ¯τν)
α˙
β˙
rρrλrν
r4
(σλ)γγ˙ [Q¯
i
α˙, [Q¯
jβ˙, [Q¯kγ˙, [Qk
γ ,ΦJ(x)]±]∓]±]∓
+permutations. (C.8)
In this case, there are only permutations of B type terms.
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(iv) 1
z
δ3δ¯Φ:
Σα
βij(z)ΦI(x) ∼ ǫijkl r
µ
r2
(σµ)γγ˙ [Ql
β, [Qkα, [Qm
γ , [Q¯mγ˙,ΦI(x)]±]∓]±]∓
+ǫklm[i
rµ
r2
(σµ)γγ˙[Ql
β , [Qkα, [Qm
γ , [Q¯j]γ˙,ΦI(x)]±]∓]±]∓
+iǫijkl
rµ
r2
(σν)γγ˙(S
µν)IJ [Ql
β, [Qkα, [Qm
γ, [Q¯mγ˙ ,ΦJ(x)]±]∓]±]∓
+iǫijklǫµνρλ
rρ
r2
(σλ)γγ˙(S
µν)IJ [Ql
β, [Qkα, [Qm
γ, [Q¯mγ˙ ,ΦJ(x)]±]∓]±]∓
+iǫijkl
rµ
r2
(σρλσµ)γγ˙(S
ρλ)IJ [Ql
β, [Qkα, [Qm
γ, [Q¯mγ˙ ,ΦJ(x)]±]∓]±]∓
+iǫijkl(σµν)α
β(Sµλ)IJ(σ
ν
λ)γ
δ rρ
r2
(σρ)θθ˙[Ql
γ , [Qkδ, [Qm
θ, [Q¯mθ˙,ΦJ(x)]±]∓]±]∓
+iǫijklǫµνρσ(σµλ)α
β(Sντ )
I
J(σρω)γ
δ(σσ)θθ˙
rωrλrτ
r4
[Ql
γ , [Qkδ, [Qm
θ, [Q¯mθ˙,ΦJ(x)]±]∓]±]∓
+iǫijkl(σµλ)α
β(Sµτ )IJ(σντ )γ
δ(σω)θθ˙
rωrλrν
r4
[Ql
γ , [Qkδ, [Qm
θ, [Q¯mθ˙,ΦJ(x)]±]∓]±]∓
+iδα
βǫklm(i(σµν)γ
δ(Sµν)IJ
rρ
r2
(σρ)θθ˙[Ql
γ, [Qkδ, [Qm
θ, [Q¯j)θ˙,ΦJ(x)]±]∓]±]∓
+iδα
βǫµρτσǫklm(i(Sµν)
I
J(σρλ)γ
δ(στ )θθ˙
rνrλrσ
r4
[Ql
γ, [Qkδ, [Qm
θ, [Q¯j)θ˙,ΦJ(x)]±]∓]±]∓
+iδα
βǫklm(i(Sµν)
I
J(σ
ρν)γ
δ(σλ)θθ˙
rµrλrρ
r4
[Ql
γ, [Qkδ, [Qm
θ, [Q¯j)θ˙,ΦJ(x)]±]∓]±]∓
+permutations, (C.9)
Note that every E term is an Sµν term. Also this is the only case where the permutations
include both E and B type terms. For example, the E type term
iδα
βǫklm(i(σµν)γ
δ(Sµλ)IJ
rν
r2
(σλ)θθ˙[Ql
γ , [Qkδ, [Qm
θ, [Q¯j)θ˙,ΦJ(x)]±]∓]±]∓. (C.10)
So including all these additional terms, we have the complete OPE of δ2O2. The leading
terms are given in (3.39), while the subleading terms are given in (C.3), (C.6), (C.8)
and (C.9).
D. Some Consistency Checks of the δ2O2 OPE
Since the δ2O2 OPE plays an important role in our analysis, we will perform some
consistency checks of this OPE here. The checks will involve computing the OPE of E
with selected operators.
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D.1 E(z)Λ¯(x) in free field theory
We consider the Λ¯ = δ¯3O2 operator which is given by
Λ¯i
α˙ = − 1
g2YM
(σ¯µν)α˙β˙Fµνλ¯i
β˙, (D.1)
and we want to compute
Ekl(z)Λ¯iα˙(x), (D.2)
in the free field theory, where E is given by
E ij = 1
g2YM
λiλj. (D.3)
A straightforward calculation yields that
Ekl(z)Λ¯iα˙(x) ∼ − i
8π2g2YM
δi
l(σ¯µνǫ)α˙β˙∂γβ˙
1
(z − x)2
(
Fµνλ
kγ
)
(x)− (k ↔ l), (D.4)
to leading order, where we have used the free fermion propagator (2.20). We now show
that the leading term in (3.39) given by
Ekl(z)Λ¯iα˙(x) ∼ 1
(z − x)2 [Q¯
k
β˙, {Q¯lβ˙, Λ¯iα˙(x)}], (D.5)
gives us (D.4) on integrating by parts. Since we will eventually integrate over z,
equivalence up to total derivatives is sufficient for us.
Using the relations
{Q¯iα˙, Λ¯j β˙} = δj iǫα˙β˙Oτ¯ , [Q¯i, O¯τ ] = ∂µJ¯ iµ + 2σ¯µσν∂µJ¯ iν , (D.6)
we see that (D.5) gives
Ekl(z)Λ¯iα˙(x) ∼ − 2δi
l
(z − x)2 (σ¯
µν)α˙β˙∂µJ¯
kβ˙
ν (x)− (k ↔ l). (D.7)
Now J¯ iα˙µ is given by
J¯ iα˙µ = −
1
g2YM
(
Fρσ(σ¯
ρσσ¯µλ
i)α˙ + 2iϕij
↔
∂
µ
λ¯j
α˙ +
4
3
i∂ν(ϕijσ¯µν λ¯j)
α˙
)
. (D.8)
Again, a straightforward calculation leads to
Ekl(z)Λ¯iα˙(x) ∼ 1
2g2YM
δi
l(σ¯µνǫ)α˙β˙∂γβ˙
1
(z − x)2
(
Fµνλ
kγ
)
(x) + (k ↔ l), (D.9)
where we have integrated by parts. The total contribution from the second and the
third terms in (D.8) cancels. So we see that up to an overall numerical factor, (D.4)
and (D.9) match exactly – demonstrating the existence of the leading term in the E
OPE in (3.39).
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D.2 E(z)δ¯O2(x) in free field theory
We consider this example because it is a case where the subleading terms in the E
OPE are needed for agreement with direct free field computations. Start with the δ¯O2
operator given by
χ¯ijk =
1
2g2YM
ǫijmn
(
ϕ¯mnλ¯k + ϕ¯knλ¯m
)
, (D.10)
to leading order and compute in free field theory
Ekl(z)χ¯ijα˙m(x) ∼ − i
4π2g2YM
ǫijpq∂α˙α
1
(z − x)2
(
δm
(kλl)ϕ¯pq + δp
(kλl)ϕ¯mq
)
α
(x), (D.11)
This expression can also be written as
Ekl(z)χ¯ijα˙m(x) ∼ − i
4π2g2YM
∂α˙α
1
(z − x)2
(
3δm
(kλl)ϕij + 2δm
[iϕj](kλl)
)
α
(x) (D.12)
using ϕ¯ij =
1
2
ǫijklϕ
kl. Now the leading term in the OPE (3.39) is schematically 1
z2
δ¯2χ¯ ∼
1
z2
Λ¯, which is not the correct term; hence we can conclude its coefficient vanishes.
Similarly, all the coefficients of all terms in (C.3), (C.6) and (C.8) must vanish as well.
Finally, we consider the terms in (C.9), whose contribution 1
z2
δ3δ¯χ¯ contains J and
χ. So we need to find the terms in (C.9) that reproduce (D.12) – these terms must
have non-vanishing coefficients. For this example, note that
(Sµν)
I
JΦ
J = (σ¯µν)
α˙
β˙χ¯
ijβ˙
m. (D.13)
Many of the E type Sµν term contributions in (C.9) vanish identically for this choice of
Sµν . For simplicity, we consider a particular non-vanishing term in (C.9). We shall see
that this term is sufficient to reproduce the structures appearing in (D.12). However,
we will not calculate any precise coefficients since other terms in (C.9) can also give
rise to the terms of (D.12) (also, the algebra is quite cumbersome).
Consider the term in (C.9) given by
Ekl(z)χ¯ijα˙m(x) ∼ iǫµρτωǫpqs(k(σ¯µν)α˙β˙(σρσ)γδ(στ )θθ˙
×r
νrσrω
r4
[Qq
γ, {Qpδ, [Qsθ, {Q¯l)θ˙, χ¯β˙ijm(x)}]}]. (D.14)
In order to proceed, we need the supersymmetry transformations from (2.5)
{Qlα, χ¯ijα˙k} = −3
4
i(σ¯µ)
α˙αRµ[ikδ
j]
l +
3
2
i(σ¯µ)α˙α∂µQ
ij
kl
− 3
16
i(σ¯µ)
α˙αδ[ikR
µj]
l +
3
4
i(σ¯µ)α˙αδ[ik∂µQ
j]m
ml, (D.15)
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[Qi, Tµν ] = σ(µ|ρ|∂
ρJν)i, (D.16)
[Qlα, R
µi
j ] = −δliJµjα +
1
4
δj
iJµlα +
8
3
i(σµν∂νχ
i
jl)α, (D.17)
as well as (3.3), (3.4), (3.5), (3.6) and (3.7). We then calculate (D.14) with a liberal
use of integration by parts. After some tedious calculations, we see that there are only
three distinct structures that contribute:
ǫijp(kχl)mpα(x)∂
α˙α 1
(z − x)2 , (D.18)
1
3
δm
[iǫj]pq(kχl)pqα(x)∂
α˙α 1
(z − x)2 , (D.19)
and
ǫijp(kδm
l)∂−1ν J
ν
pα(x)∂
α˙α 1
(z − x)2 . (D.20)
We will explain the meaning of the formal expression (D.20) momentarily. It is useful
to rewrite the χ term contributions using the relations
ǫijp(kχl)mp = − 1
g2YM
(
ϕijλ(kδm
l) + 3δm
[iϕj](kλl) − λ[iϕj](kδml)
)
, (D.21)
and
1
3
δm
[iǫj]pq(kχl)pq =
1
g2YM
(
δm
[iϕj](kλl)
)
. (D.22)
(The possibility
ǫijpqχ(kpqδm
l) =
1
g2YM
(
ϕijλ(kδm
l) − λ[iϕj](kδml)
)
(D.23)
is not linearly independent.)
We now consider the formal expression (D.20) and evaluate it. Using the definition
of J in (2.10), we see that
∂−1ν J
ν
p =
1
g2YM
(
i
2
ϕ¯pqλ
q − 4i∂−1ν (ϕ¯pq∂νλq)− ∂−1ν (Fρσσρσσνλ¯p)
)
, (D.24)
using ∂µ∂
−1
ν = ηµν . Now the second term in this expression, when inserted in (D.20),
vanishes on integrating by parts because on-shell
∂α˙α
1
(z − x)2∂
−1
ν (ϕ¯pq∂
νλq) (x) =
1
(z − x)2
(
ϕ¯pq∂
α˙αλqα
)
(x) = 0. (D.25)
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Similarly, the third term when inserted in (D.20) also vanishes on integrating by parts
because
∂α˙α
1
(z − x)2∂
−1
ν (Fρσ(σ
ρσσνλ¯p)α) =
1
(z − x)2 (σ¯µ)
α˙α(Fρσ(σ
ρσσµλ¯p)α) = (σ
ρσ)α
α × . . .
= 0. (D.26)
So we see that (D.20) is a well-defined local operator given by
ǫijp(kδm
l)∂−1ν J
ν
pα(x)∂
α˙α 1
(z − x)2 =
i
2g2YM
ǫijp(kδm
l) (ϕ¯pqλ
q
α) (x)∂
α˙α 1
(z − x)2 . (D.27)
It is more useful to simplify this using the relation
ǫijp(kδm
l) (ϕ¯pqλ
q
α) =
(
ϕijδm
(kλl) + 2λ[iϕj](kδm
l)
)
. (D.28)
From the expressions (D.21), (D.22) and (D.28), it is easy to see that we get all the
terms in (D.12). This provides constraints on the OPE coefficients from the terms (C.9).
In fact, we can write (D.12) as
Ekl(z)χ¯ijα˙m(x) ∼ 3i
8π2
∂α˙α
1
(z − x)2
(
ǫijp(kχl)mp +
20
9
δm
[iǫj]pq(kχl)pq
+iǫijp(kδm
l)∂−1ν J
ν
p
)
α
(x). (D.29)
We can now physically see the role of the last term in (D.29). Without this term, the
right hand side of (D.29) would contain a term proportional to
λ[iαϕ
j](kδm
l)∂α˙α
1
(z − x)2 , (D.30)
which does not appear on the left hand side of (D.29). Also, E and χ¯ are both elements
of the current multiplet which closes on-shell and so their OPE should involve only
operators in the current multiplet, which is seen to be the case.
D.3 The E(z)T (x) OPE
The prior two checks of the δ2O2 OPE involved free field theory. This final check
involves the full interacting theory. Let us consider the leading terms in the OPE of
the stress tensor with E , i.e., the T (z)E(x) OPE. Clearly, these terms (with z and x
interchanged) should appear in the E(z)T (x) OPE and we will demonstrate that this
is the case.
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First consider the TE OPE. From (3.2) we see that, to leading order,
Tµν(z)E ij(x) ∼ E ij(x)∂µ∂ν 1
(z − x)2 + E
ij(x)ηµνδ
4(z − x). (D.31)
Now consider the terms in the ET OPE. Since
δ¯2T ∼ B¯, δ¯3δT ∼ B¯ + E¯ , δ3δ¯T ∼ B + E ,
we see that only terms from (C.9) can be non-zero again. All the coefficients from (3.39),
(C.3), (C.6) and (C.8) must vanish. Among the terms in (C.9), we consider the con-
tribution of two terms to the ET OPE. First consider
E ij(z)Tµν(x) ∼ iǫklm(i(σλρ)γδ rσ
r2
(σσ)θθ˙ ×
{Qlγ, [Qkδ, {Qmθ, [Q¯j)θ˙, (SλρT )µν(x)]}]}, (D.32)
where
(SλρT )µν = −i(ηρµTλν − ηλµTρν + ηρνTµλ − ηλνTµρ). (D.33)
Using the supersymmetry variations of (2.5),
[Q¯i, Tµν ] = σ¯µλ∂
λJ¯ iν + σ¯νλ∂
λJ¯ iµ, (D.34)
{Qjα, J¯ iα˙µ } = (σ¯ν)α˙αTµνδj i + 2(σ¯λσµν −
1
3
σ¯µν σ¯λ)
α˙α∂νRλij , (D.35)
[Qk, R
µi
j ] = −δkiJµj +
1
4
δj
iJµk +
8
3
iσµν∂νχ
i
jk, (D.36)
and (3.4), we can evaluate (D.32). To simplify the computation, let us restrict to on-
shell non-vanishing contributions. Any additional contributions will only change the
value of the coefficients. On integrating by parts and using ∂µR
µi
j = 0 (on-shell), we
see that (D.32) becomes
E ij(z)Tµν(x) ∼ E ij(x)
(
∂µ∂ν
1
(z − x)2 + π
2ηµνδ
4(z − x)
)
. (D.37)
Next consider another term in the ET OPE given by
E ij(z)Tµν(x) ∼ ǫklm(i(σσρ)γδ(σω)θθ˙
rλrωrσ
r4
×
{Qlγ, [Qkδ, {Qmθ, [Q¯j)θ˙, (SλρT )µν(x)]}]}. (D.38)
Again evaluating this term gives
E ij(z)Tµν(x) ∼ E ij(x)
(
3∂µ∂ν
1
(z − x)2 − 2π
2ηµνδ
4(z − x)
)
. (D.39)
In this way, we recover the TE OPE structure from the ET OPE.
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E. Some Useful Two-Point Functions
In this Appendix, we list the results for the various two-point functions needed in
section 4.2. All derivatives act on x. For cases with δ2δ¯2 insertions:
〈{Qiα, [Q¯iα˙, {Q¯jα˙, [Qjα, O¯(x)}]}]O(y)〉 = −48∂2〈O¯(x)O(y)〉,
〈{Q¯iα˙, [Q¯jα˙, {Qiα, [Qjα, O¯(x)}]}]O(y)〉 = 32∂2〈O¯(x)O(y)〉,
(σµν)α
β(σ¯µρ)α˙β˙〈{Qiα, [Qjβ, {Q¯iα˙, [Q¯jβ˙, O¯(x)]}]}O(y)〉 = 8(ηρν∂2 − 4∂ν∂ρ)〈O¯(x)O(y)〉,
(σµν)α
β(σ¯µρ)α˙β˙〈{Q¯iα˙, [Q¯jβ˙, {Qiα, [Qjβ, O¯(x)]}]}O(y)〉 = 8(ηρν∂2 − 4∂ν∂ρ)〈O¯(x)O(y)〉,
(σµν)α
β(σ¯µρ)α˙β˙〈{Qiα, [Q¯iα˙, {Q¯jβ˙, [Qjβ, O¯(x)]}]}O(y)〉 = −4(ηρν∂2 − 4∂ν∂ρ)〈O¯(x)O(y)〉.
For cases with δ3δ¯3 insertions, we find that
(σµ)ββ˙〈{Qiα, [Qjα, {Q¯iα˙, [Q¯jα˙, {Q¯kβ˙, [Qkβ, O¯(x)]}]}]}O(y)〉 = 128i∂µ∂2〈O¯(x)O(y)〉,
(σµ)ββ˙〈{Qiα, [Q¯iα˙, {Q¯jα˙, [Q¯kβ˙, {Qkβ , [Qjα, O¯(x)]}]}]}O(y)〉 = −256i∂µ∂2〈O¯(x)O(y)〉,
(σµ)ββ˙〈{Q¯iα˙, [Q¯jα˙, {Q¯kβ˙, [Qkβ, {Qiα, [Qjα, O¯(x)]}]}]}O(y)〉 = 320i∂µ∂2〈O¯(x)O(y)〉,
and,
(σµν)α
β(σν)γγ˙(σ¯
µλ)α˙β˙〈{Qiα, [Qjβ, {Q¯iα˙, [Q¯jβ˙, {Q¯kγ˙, [Qkγ, O¯(x)]}]}]}O(y)〉
= −288i∂λ∂2〈O¯(x)O(y)〉,
(σµν)α
β(σν)γγ˙(σ¯
µλ)α˙β˙〈{Qiα, [Q¯iα˙, {Q¯jβ˙, [Q¯kγ˙, {Qkγ , [Qjβ, , O¯(x)]}]}]}O(y)〉
= 384i∂λ∂
2〈O¯(x)O(y)〉,
(σµν)α
β(σν)γγ˙(σ¯
µλ)α˙β˙〈{Q¯iα˙, [Q¯jβ˙, {Q¯kγ˙, [Qkγ, {Qiα, [Qjβ, O¯(x)]}]}]}O(y)〉
= 48i∂λ∂
2〈O¯(x)O(y)〉. (E.1)
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