Abstract: This paper presents a generalization of the minimax state estimation approach for singular linear Differential-Algebraic Equations (DAE) with uncertain but bounded input and observation's noise. We apply generalized Kalman Duality principle to DAE in order to represent the minimax estimate as a solution of a dual control problem for adjoint DAE. The latter is then solved converting the adjoint DAE into ODE by means of a projection algorithm. Finally, we represent the minimax estimate in the form of a linear recursive filter.
INTRODUCTION
This paper presents a generalization of the minimax state estimation approach to linear Differential-Algebraic Equation (DAE) in the form
where F, A ∈ R m×n . State estimation theory is one of the main tools in mathematical modeling. It is used, in particular, for parameter identification in oceanography [Heitz et al., 2010] or operational forecasts in meteorology and air pollution [Wu et al., 2008] . Mathematically, geophysical models are represented by systems of Partial Differential Equations (PDE) that make state estimation for those models very expensive from the computational point of view. In practice, different model reduction techniques are applied in order to get a reasonable computational time. For instance, the classical Galerkin projection method allows one to project the state of an infinite dimensional state equation, described by a PDE, onto a finite dimensional manifold and focus on the dynamics of the projection coefficients only. In the closed form this dynamics may be represented by the DAE (1): the main idea is to model the impact of the unresolved part of the state vector onto projection coefficients introducing the model error f and restricting it to belong to a certain subspace [Mallet and Zhuk, 2011] . Apart from the model reduction DAEs are applied in robotics [Schiehlen, 2000] . Pros and cons of using DAEs for modeling were discussed by Müller [2000] .
The common way of deriving a state estimate for DAE is to 1) convert the DAE into an Ordinary Differential Equation (ODE) transforming the matrix pencil F − λA to Weierstrass canonical form [Gantmacher, 1960] and 2) apply the classical Kalman Duality (KD) principle to the resulting ODE. For the detailed description of 1), we refer the reader to [Darouach et al., 1997] , [Gerdin This work was carried out during the author's tenure of an ERCIM "Alain Bensoussan" Fellowship Programme. This Programme is supported by the Marie Curie Co-funding of Regional, National and International Programmes (COFUND) of the European Commission.
et al., 2007] and citations there. We note that applying the matrix pencils theory to DAEs one restricts coefficients F and A (det (F − λA) = 0 for some λ) and might need to differentiate f . Although smoothness of f may be appropriate for control problems, it turns out to be a very restrictive assumption in the context of state estimation where f is the model error which is often represented by a measurable function with bounded L 2 -norm. In what follows we derive a minimax state estimate for DAE (1) without these limitations.
The main contribution of this paper is an optimal recursive state estimation algorithm for stationary DAEs in the form (1). The algorithm is applied to DAE directly that allows to avoid the restrictions imposed by the matrix pencils theory. To achieve this we transform the state estimation problem for DAE (1) to the dual control problem by means of generalized Kalman Duality (KD) principle proposed by Zhuk [2012] and the latter is then solved using a projection method. For the case of ellipsoidal G (see formula (7)) generalized KD states that the optimal estimateû(y) = t1 t0û T ydt of the linear function T F x(t 1 ) may be found as a solution of quadratic control problem for adjoint DAE:
If F = I then this statement reduces to the classical KD principle (see [Åström, 2006] ). In the general case, the set of all ∈ R m such that (2) has a solution -this set will be referred to as a minimax observable subspace L (t 1 ) -describes all possible directions in the state space of (1) that have the following property: if ∈ L (t 1 ) then the worst-case estimation error (see formula (9)) is finite. In other words, the estimateû(y) with finite worst-case estimation error may be constructed for the projection of F x(t 1 ) on L (t 1 ) only. It is worth noting that for all ∈ L (t 1 ) the estimate of F x(t 1 ) corresponds, in fact, to the solution of (1) which has the smallest eucledian norm and is, therefore, unique (see formula (5) and the following discussion). Therefore, there is no need to restrict F and A in order to force unique solvability for (1). Instead, it is sufficient to take from L (t 1 ) and so constraints are moved from F, A onto . We present a projection algorithm allowing one to convert (2) into equivalent ODE. It efficiently computes the minimax observable subspace and determines algebraic constraints for u imposed by the structure of (2). The algorithm splits DAE (2) into differential and algebraic parts (see (13)- (14)) and constructs an ODE (see (22)) such that all its solutions belong to the linear manifold defined by the algebraic part of DAE. This ODE is obtained applying a finite number of linear transformations (see (15)- (18)) to the differential part of DAE. We stress that in the general case the number of required transformations would be infinite if the DAE was non-stationary. An alternative way of constructing the set of all solutions for (2) is based on the theory of singular matrix pencils. We stress that this approach constrains u and its derivatives as well (see [Gantmacher, 1960, p.336,form.(79) ]) that, in turn, complicates the procedure of computing the optimal control. Transforming the cost function of the dual control problem we find an optimal estimateû using Pontryagin maximum principle. We note that necessary optimality conditions for linear quadratic control problem with stationary regular DAE as a constraint were derived in Bender and Laub [1987] . The general case of a singular non-stationary DAE was considered by Zhuk [2012] where Tikhonov regularization is used to derive optimality conditions. Although the approach of this paper is applicable to the class of DAEs with constant coefficients only, it gives exact necessary and sufficient optimality conditions in contrast to the general approach presented in [Zhuk, 2012] . Finally, we derive the minimax estimate in the form of the linear recursive filter. We refer the reader to [Milanese and Tempo, 1985] , [Chernousko, 1994] and [Kurzhanski and Vályi, 1997] for the basic information on the minimax framework. Minimax estimates for linear singular DAEs with discrete time were obtained by Zhuk [2010] . Let us note that our approach is applicable for the case of unbounded input f : indeed, one can always introduce an extended statex = (x, f ) , a new matrix F 1 = F 0 and add a dummy bounded input f 1 in (1). In this regard let us mention H ∞ framework [Başar and Bernhard, 1995] which allows one to deal with unbounded f . Connections between minimax and H ∞ frameworks were revealed in [Baras and Kurzhanski, 1995] . This paper is organized as follows. At the beginning of section 2 we describe the formal problem statement and definitions, and discuss ill-posedness of DAE. Then we present the dual control problem (Proposition 2) and projection algorithm (Proposition 3). At the end of the section the state estimation algorithm is derived (Theorem 4). In section 3 we consider a simple ODE with unbounded inputs and describe its minimax observable subspace and derive the minimax estimate. Section 4 contains conclusions. All proofs and technical statements are located in Appendix. Notation: R n denotes the n-dimensional Euclidean space; L 2 (t 0 , t 1 , R m ) denotes a space of square-integrable functions with values in R m (in what follows we will often write L 2 (t 0 , t 1 ) referring L 2 (t 0 , t 1 , R k ) where the dimension k will be defined by the context); H 1 (t 0 , t 1 , R m ) denotes a space of absolutely continuous functions with L 2 (t 0 , t 1 )-derivative; the prime denotes the operation of taking the adjoint: L denotes adjoint operator, F denotes the transposed matrix; R(L), N (L) denote the range and null-space of the operator L, P R (F )(P N (F )) denotes the orthogonal projection matrix onto the range (null-space) of the matrix F ; c(G, ·) denotes the support function of a set G; δ(G, ·) denotes the indicator of G: δ(G, f ) = 0 if f ∈ G and +∞ otherwise; x T y denotes the inner product of vectors x, y ∈ R n , x 2 := x T x; S > 0 means x T Sx > 0 for all x ∈ R n ; F + denotes the pseudoinverse matrix; I n denotes n × n-identity matrix, 0 n×m denotes n × m-zero matrix, I 0 := 0;
LINEAR MINIMAX ESTIMATION FOR DAES
Consider a pair of systems
where In what follows we assume that initial condition x 0 , input f and observation's noise η are unknown and belong to the given bounding set G . Our aim is to estimate the state F x(t 1 ) of (3) given observations y(t), t ∈ (t 0 , t 1 ). Let us briefly describe the main points of our strategy. In the case F = I the classical state estimation procedure (see [Åström, 2006] ) suggests to look for an estimate of a linear function (x) := T F x(t 1 ) in the class of linear functions u(y) := t1 t0 u T (t)y(t)dt, provided x solves (3) and the output y is given in the form (4). One computes an estimateû which is optimal with respect to some criteriã σ. Assuming that G is bounded,σ may be defined (see [Nakonechny, 1978] for details) as a worst-case estimation errorσ (t 1 , , u) := sup
where x is a unique solution of ODE (3) corresponding to data x 0 , f . In this case, the optimal estimateû solves the equationσ(t 1 , ,û) = inf uσ ( , u). In general case F ∈ R m×n (3) is solvable not for all x 0 and f , and so one needs to assume that there is at least one x 0 , f, η in G such that (3) has a solution. Further, if (3) is solvable for a given x 0 , f , it may have non-unique solution soσ(t 1 , , u) is not well-defined. In fact, any solution of (3) corresponding to the data x 0 , f admits the following representation:
where X 0 contains all x such that x solves (3) with x 0 = 0 and f = 0. We stress that the data x 0 , f determines x 1 uniquely and so we may define the worst-case error as follows:
where an additional sup is taken over the set X 0 . This allows one to eliminate the part of the solution x belonging to X 0 . Notice that, in contrast with ODEs, σ(t 1 , , u) may be infinite for some , u as X 0 is a linear subspace. This observation suggests to introduce a so called minimax observable subspace L (t 1 ).
T (t)y(t)dt is called a minimax estimate in the direction ( -estimate) if inf u σ(t 1 , , u) = σ(t 1 , ,û). The numberσ(t 1 , ) := σ(t 1 , ,û) is called a minimax error in the direction at time-instant t 1 ( -error). The set L (t 1 ) := { ∈ R m :σ(t 1 , ) < +∞} is called a minimax observable subspace.
We impose the following uncertainty description. Let (6) and let
It is easy to see that there is at least one (x 0 , f, η) ∈ G such that (3) has a solution x. A geometrical representation of the -estimate and error. Define a linear function
and note that (3) is equivalent to Lx(t) = (x 0 , f (t)) and X 0 = N (L). Since (x 0 , f, η) ∈ G we can write that:
so that -error is a support function of the convex set X = {(x, η) : (Lx, η) ∈ G } (10) The support function of X describes the distance of the supporting hyperplane H (u) := {(x, η) : F u (x, η) ≤ σ 1 2 (t 1 , , u)} from the origin. Then, the -estimateû defines a direction in a functional space L 2 (t 0 , t 1 ) such that the distance of H (û) from the origin is minimal and so in this direction the maximal deviation of elements of X from the origin is minimal.
Ifσ(t 1 , ) < +∞ then -estimateû is a unique solution of the following optimal control problem:
Next proposition presents the projection algorithm allowing to convert DAE to ODE.
Proposition 3. Take A 0 1,2 ∈ R n×n , A 0 3,4 ∈ R m×n and consider DAE dp dt (20)- (21) with p * := p, q * := q, k ∈ 0, s − 1 and dp
Let us defineĨ = Im 0p×m and set:
The next theorem describes the minimax observable subspace, -error and represents -estimate in the form of a linear recursive filter on a subspace. Theorem 4. Assume that s ≤ n is defined as in Proposition 3 and define dK dt
EXAMPLE
This example illustrates application of Theorem 4 to an ill-posed DAE which represents an ODE with unbounded inputs. As it was pointed out in Zhuk [2012] application of Pontryagin maximum principle to the dual control problem for this DAE would lead to the restriction of the minimax observable subspace. We apply a projection algorithm 16th IFAC Symposium on System Identification Brussels, Belgium. July 11-13, 2012
(Proposition 3) in order to preserve the structure of L (t 1 ). Then (3)- (4) has the following form:(ẋ := dx dt ):
Let
where x 1,2 0 , f 1,2 and η 1,2,3 belong to (7) and E in (6) is defined with Q 0 = I 2 , Q = I 2 , R = I 3 . We see that x 3,4 ∈ L 2 (t 0 , t 1 ) are arbitrary functions. In this case, by Proposition 2 the -estimateû of F x(t 1 ) may be obtained minimizing the worst-case error (24) over solutions to the adjoint DAE:
The structure of (25) is simple and so we can explicitly computeû minimizing (25). This will allow to compare the corresponding -estimate with the one derived from Theorem 4. (25) implies thatû 1,2 = −z 2 . Hence,û 3 is a unique solution to the following control problem
The optimality condition takes the classical form:û 3 = p whereż
Introducing k as a solution of the Riccati equationk = 3− k 2 , k(0) = 1 we find thatû 3 = kz 2 whereż 2 = kz 2 , z 2 (t 1 ) = 2 . Letx be a solution tȯ
Then it is easy to see thatû(y) = t1 t0û
T ydt = 2x (t 1 ) and sox represents a minimax state estimate. Now, let us use Proposition 3. We find that s = 2, L (t 1 ) = {0} × R and
withx 1,2 (t 0 ) = 0 and k1(t0) k2(t0) k2(t0) k4(t0) = 0 0 0 1 . From the first equation of (27) we see that k 1 = k 2 = 0 so that x 1 = 0 and the equation forx 2 coincides with (26). In order to generate y 1,2,3 we take t 0 = 0, t 1 = 1, x 3 = cos(t) and x 4 = sin(t), x 1 (0) = 0.1, x 2 (0) = −0.1, f 1 = f 2 = 0, η 1 = −0.1, η 2 = −0.2, η 3 = 0.3. In Figure 1 the -estimateû(y), and -error are presented. As L(t) ≡ {0} × R we see that x 1 is not observable in the minimax sense although y 1 = x 1 + η 1 is observed. This can be explained as follows: the derivative x 3 of x 1 may be any element of L 2 . It is not hard to compute that the expression for σ(t 1 , , u) contains T t0
x 3 z 1 dt and so σ(t 1 , , u) < +∞ if and only if z 1 (t) ≡ 0 for any t ∈ (t 0 , t 1 ). As z 1 is absolutely continuous it follows that z 1 (t 1 ) = 0. Hence, if 1 = 0 then -error is finite. If 1 = 0 then the only candidate forû 1 is the impulse Fig. 1 . -estimateû ε (y) =x 2 (t) (Dotted), errorσ(t, ) (DotDashed) and simulated trajectory x 2 (t) (Solid), t ∈ [0, 1]. It is easy to see that the minimax estimate is a "central" point of the set of all possible realizations of the "true" state x 2 . The estimate is "biased" due to the presence of unknown functions x 2 , x 3 . Nevertheless, the minimax error stays bounded at infinity that proves robustness of the -estimate with respect to unknown and possibly unbounded disturbances in the state equation. control δ(t 1 −t) 1 switching z 1 from 0 to 1 at time-instant t 1 . However, δ ∈ L 2 so that -error is infinite. In other words, the algebraic structure of the adjoint DAE (25) can not "compensate" the unbounded derivative of x 1 though it compensates the unbounded derivative of x 2 and so the minimax observable subspace is non-trivial in that direction. It is curious to note that minimax error in the direction (0, 1) stays bounded with time as the solution of Riccati equation is bounded at infinity.
CONCLUSION
In this paper we discuss the minimax state estimation approach for linear stationary DAEs with unknown but bounded initial condition, input and observation noise. Our approach is based on the generalized Kalman duality principle that allows to avoid constraints on DAE coefficients and input which are usually imposed in order to apply the theory of matrix pencils. The presented approach is relevant to high-dimensional numerical models that require state estimation algorithms in reduced form due to computational burden. In this case F might encapsulate the vectors which span a low dimensional reduced sub-space and the state of the resulting DAE describes the evolution of the projection coefficients. This reduction approach addresses stability issues of the classical Galerkin projection method (see [Mallet and Zhuk, 2010] for details). In perspective, we plan to apply the presented duality concept to stochastic DAEs. Another promising direction is an ensemble state estimation where one state is shared by different models and each model describes the dynamics of the same process reflecting various physical/chemical/numerical parameterizations for the same process (see [Garaud and Mallet, 2011] for an example in air quality modeling).
APPENDIX
Proof of Proposition 2. Generalized Kalman duality for DAEs in the form (3) with zero initial condition was presented in [Zhuk, 2012, Th.2.4 ]. The proof given there is based on the operator interpretation of DAEs (see geometrical representation of -estimate above). Applying the method of Zhuk [2012] (see the first part of the proof of Theorem 2.4) to the definition of operator L given by formula (8) it is easy to see that (11) has a solution and (see [Zhuk, 2012, frml.(2. 10)]):
where L is defined as follows:
Since (z 0 , v) ∈ N (L ) and z solves (11), it follows that z+v solves (11), and so taking the min in (.1) with respect to (z 0 , v) ∈ N (L ) is equivalent to minimize with respect to all possible d and z such that d : F d = 0 and z solves (11) for the fixed u: σ 1 2 (t 1 , , u) = min z solves (11) and F d=0
and min is attained atz,d. Noting that the support function of the ellipsoid G coincides with I , namely c
, u) and recalling (.3) we obtain σ(t 1 , , u) = min z solves (11) and F d=0
This completes the proof.
Proof of Proposition 3. Consider (14). It is solvable iff (I − P R (A 0 4 ))A 0 3 p(t) ≡ 0, and its general solution has the following form (see [Albert, 1972] 
. Using this we transform (13)-(14) into the equivalent form (k = 0): dp dt
3 ) and r 0 := n. There are three different possibilities: r 1 = r 0 , r 1 = 0 and 0 < r 1 < r 0 . Consider the case 0 < r 1 < r 0 . Define 16th IFAC Symposium on System Identification Brussels, Belgium. July 11-13, 2012 dp
We claim that for k = 1 any solution of (.7)-(.8) corresponds to some solution of (13)- (14) through ( (13)- (14) we have that p = p 0 and q = q 0 where p 0 , q 0 are defined by (20) and (21) (20) and (21) with p * = p and q * = q solve (13)- (14) by construction. This completes the proof.
Proof of Theorem 4. Define p := P R (F )z,q := P N (F )z, q := (q, u) and let A 0 1,2,3,4 be defined as above. We note that F z = F p and so (11) is equivalent to DAE (13)-(14). By statement 2) of Proposition 3 DAE (13)- (14) is solvable iff P s 0 (F + ) F = (F + ) F . This and Proposition 2 prove the second line in (23). As we saw above (11) is equivalent to DAE (13)-(14). Let us represent I in (12) as a function of p and q. Recalling that p(t 0 ) = F + F z(t 0 ) we write:
