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of On-line Learning Algorithms
Nicol` o Cesa-Bianchi, Alex Conconi, and Claudio Gentile
Abstract—In this paper we show how to extract a hypothesis
with small risk from the ensemble of hypotheses generated by
an arbitrary on-line learning algorithm run on an i.i.d. sample
of data. Using a simple large deviation argument, we prove tight
data-dependent bounds for the risk of this hypothesis in terms
of an easily computable statistic
￿
￿
￿
associated with the on-line
performance of the ensemble. Via sharp pointwise bounds on
￿
￿
,
we then obtain risk tail bounds for kernel Perceptron algorithms
in terms of the spectrum of the empirical kernel matrix. These
bounds reveal that the linear hypotheses found via our approach
achieve optimal trade-offs between hinge loss and margin size
over the class of all linear functions, an issue that was left open
by previous results.
A distinctive feature of our approach is that the key tools for
our analysis come from the model of prediction of individual
sequences; i.e., a model making no probabilistic assumptions on
the source generating the data. In fact, these tools turn out to be
so powerful that we only need very elementary statistical facts
to obtain our ﬁnal risk bounds.
Index Terms—Pattern recognition, statistical learning theory,
on-line learning, kernel functions, perceptron algorithm.
I. INTRODUCTION
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E view pattern recognition as a problem of learning
from examples. An example is a pair
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the label associated with it. Instances
￿ are tuples of numerical
and/or symbolic attributes. Labels
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symbols (the class elements) or to an interval of the real line,
depending on whether the task is classiﬁcation or regression.
A learning algorithm for pattern recognition (or learner for
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a label from
￿ to each element of
￿ . We call hypothesis any
function returned by a learner. Learning algorithms generate
hypotheses from speciﬁc families of functions, such as linear-
threshold functions, decision trees, or multivariate polynomi-
als. We call hypothesis space (denoted by
" ) the family from
which a learning algorithm picks its hypotheses.
We allow a learning algorithm to output hypotheses of the
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is a nonnegative and bounded loss function. For instance, in
binary classiﬁcation we may take
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G (the absolute loss function).
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We analyze learning algorithms within the framework of
statistical pattern recognition (see, e.g., [1]). In this framework
all the examples
￿
￿
￿
￿
￿
￿
￿
K
￿ are generated by independent draws
from a ﬁxed and unknown probability distribution on
￿
#
￿
L
￿ .
This assumption allows us to view the training set as a statis-
tical sample, and thus to investigate the learning problem as a
problem of statistical inference. In what follows, probabilities
M
and expectations
N will be understood with respect to the
ﬁxed and unknown underlying distribution according to which
all examples are drawn. Random variables are denoted in
upper case and their realizations in lower case. We use
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denote the pair
￿
￿
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￿
￿
￿
Q
R
￿ of random variables
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values in
￿ and
￿ , respectively, We also write the training
set as a vector-valued random variable
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In general, we would like a hypothesis
￿ to predict well
on examples drawn from the same source that generated the
training set for
￿ . In statistical pattern recognition, the success
of a hypothesis
￿ is measured by the risk of
￿ , denoted
by risk
￿
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￿
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￿ . We identify a generic learner A with the random
hypothesis
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input. Our goal is to keep the risk of
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c
small on most sample
realizations, that is,
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is taken with respect to the distribution of the training sample
O
e
S .
To achieve this goal, we can use the method of uniform
convergence, whose study was pioneered by Vapnik and
Chervonenkis [2] (see also [3], [4]). Let riskemp
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Uniform convergence means that, for all probability distribu-
tions, the empirical risk of
￿ is, with high probability, close
to its true risk uniformly over all
￿
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4
￿
y
￿
￿
8
6
(
9 -valued functions, a sufﬁcient (and also
necessary) condition for uniform convergence is that
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ﬁnite VC dimension
￿ — similar conditions apply to multi-
valued or real-valued function classes and bounded losses. If
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holds (for a proof of this result see e.g. [5]).
Uniform convergence implies that
" can be learned by the
empirical risk minimizer, i.e., by the algorithm returning the
hypothesis
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Once we have a uniform convergence result like (1), the risk
analysis for
b
c
is immediate. Let
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where we applied (1) in the ﬁrst and the last step.
A different approach to uniform convergence, pioneered
in [6], replaces the square-root term in (1) with the random
quantity
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universal constant. For example,
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VC-entropy [7], [8], the Rademacher complexity [9], or the
maximum discrepancy [10] of the class
" . In general, this
approach is advantageous when the mean of
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S is signiﬁ-
cantly smaller than
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are unlikely. In these cases such “data-dependent” uniform
convergence bounds are stronger than those based on the VC
dimension since, with high probability, we have
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In some cases, the statistic
"
S directly depends on the em-
pirical behavior of the hypothesis
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yielding bounds of the form
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Prominent examples of this kind are the bounds for linear-
threshold classiﬁers, where
"
S depends on the margin of
￿ [11], [12], [13], [14], and the bounds for Bayesian mix-
tures, where
"
S depends on the Kullback-Leibler divergence
between the data-dependent mixture coefﬁcients and the a
priori coefﬁcients [15]. Note that bounds of the form (2) leave
open the algorithmic problem of ﬁnding the hypothesis
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￿
)
￿
B
￿ and
"
S
￿
)
￿
￿
￿
Y
O
e
S
￿
￿ .
The techniques based on uniform convergence, which we
have seen so far, lead to probabilistic statements which hold
simultaneously for all hypotheses in the class. A different
approach used to derive data-dependent risk bounds yields
statements which only hold for the hypotheses generated by
learning algorithms satisfying certain properties. Examples
along these lines are the notions of self-boundinglearners [16],
[17], algorithmic stability [18], and algorithmic luckiness [19].
In this paper we follow a similar idea and develop a general
framework for analyzing the risk of hypotheses generated
by on-line learners, a speciﬁc class of learning algorithms.
Exploiting certain properties of on-line learners, we prove new
data-dependent results via elementary large deviation theory
(Section II), thus avoiding the sophisticated statistical tools
required by risk analyses based on uniform convergence. We
borrow results from the literature on prediction of individual
sequences (see, e.g., [20], [21], [22], [23], [24] for early
references on the subject, and [25], [26], [27], [28], [29], [30],
[31] for speciﬁc work on the pattern classiﬁcation problem).
Based on strong pointwise bounds on the sample statistic
governing the risk for a speciﬁc on-line learner, the kernel
Perceptron algorithm, we derive sharp tail risk bounds for
linear hypotheses in terms of the spectrum of the empirical
kernel (Gram) matrix (Section III). Though our bounds are
not easily comparable with previous spectral bounds based on
uniform convergence, there are two reasons for which ours
might be preferable: The empirical kernel matrices occurring
in our bounds are sparse, as they only contain a subset of
“support” examples; moreover, the linear hypotheses found
via our approach achieve optimal trade-offs between empirical
hinge loss and margin size over the class of all linear functions,
thus solving the algorithmic problem left open by results
like (2).
II. RISK ANALYSIS FOR ON-LINE ALGORITHMS
Unlike standard learning algorithms, on-line learners take in
input a hypothesis
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Our goal is to use the ensemble
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potheses generated by an on-line learner A to obtain a hy-
pothesis with low risk. An obvious choice is to pick
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S , i.e.,
the hypothesis that depends on the whole training set
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However, without making speciﬁc assumptions on the way A
operates, we cannot say about
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S much more than what could
be said based on standard uniform convergence arguments. In
what follows, we propose a different approach which derives a
hypothesis from the ensemble
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S can be easily computed as the on-line
algorithm is run on
O
+
S .
￿
S measures how good on average
each
c
￿
1
0
D did on the next example
￿
￿
P
￿
￿
Q
￿
￿ . In agreement
with this intuition, we now prove that
￿
S is close to the
ensemble’s average risk. Since we are working with bounded
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A direct application of the Hoeffding-Azuma inequality (a
generalization of Chernoff-Hoeffding bounds to sums of con-
ditionally zero-mean bounded random variables [32]) to the
random variables
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D proves the lemma.
We will be using this simple concentration result several times
in the rest of this section.
A. Risk analysis for convex losses
Using Proposition 1, it is now possible to derive a data-
dependent risk bound of the same form as the one mentioned
in Section I. Suppose that the decision space
$ of A is a
convex set and that the loss function
’ is convex in its ﬁrst
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is indeed a map from
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$ . It is now fairly easy to prove a data-dependent bound
on the risk of
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Proof: Using Jensen inequality and the linearity of
expectation,
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An application of Proposition 1 concludes the proof.
As a remark, we note that a version of Corollary 2 restricted
to the absolute loss was given in [33].
B. Risk analysis for general (bounded) losses
Proposition 1 tells us that at least one element in the
ensemble has risk not larger than
￿
S with high probability. In
this subsection we show how to identify such a hypothesis with
high probability and with no conditions on the loss function
other than boundedness. Our approach is related to a result of
Littlestone [34]. However, unlike Littlestone’s, our technique
does not require a cross-validation set.
The main idea for ﬁnding a hypothesis in the ensemble
whose risk is close to the ensemble’s average risk is to
compute the empirical risk of each hypothesis
c
￿ on the
sequence of remaining examples. Then, to compensate for
the fact that the hypotheses have been tested on portions of
the sample of different length, a different penalization term is
added to the empirical risk of each
c
￿ .
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is a penalization function. Note that the penalized empirical
risk is a sample statistic. Note also that the penalization
function explicitly depends on the conﬁdence parameter
v .
This somewhat unusual dependence comes from the need of
matching the size of the conﬁdence interval, at conﬁdence
level
6
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v , provided by the Chernoff-Hoeffding bound.
Our learner returns the hypothesis
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minimizing the penal-
ized risk estimate over all hypotheses in the ensemble, i.e.,
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Our proof technique builds on the concentration result con-
tained in Proposition 1, and proceeds essentially in two steps.
We ﬁrst prove that the true risk of
b
c
is close to the minimal
penalized risk over the random hypotheses in the ensemble
(Lemma 3); then we exploit the fact that, simultaneously for
all these random hypotheses, the true risk is close to the
corresponding empirical risk (Theorem 4 and Theorem 5).IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. ?, NO. ?, ? 2004 4
The proof of the next lemma is given in the appendix.
Lemma 3: Let
c
/
￿
8
W
8
W
>
W
X
￿
c
S
0
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The following theorem is our main result.
Theorem 4: Let
c
/
￿
8
W
8
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D be the ensemble of hy-
potheses generated by an arbitrary on-line algorithm A work-
ing with a loss
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empirical risk based on
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As a matter of fact, we will be proving the tighter statement
contained in Theorem 5 below. The bound in this theorem is
formally similar to model selection inequalities, such as those
in [10]. Theorem 4 is obtained by replacing the minimum over
y
.
t
￿
￿
{
| in the statement of Theorem 5 with
￿
Z
2
z
y .
Theorem 5: Under the assumptions of Theorem 4, we have
that
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Proof: Applying Lemma 3 with
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￿
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F we obtain
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We then observe that
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Now, it is clear that Proposition 1 can be immediately
generalized to the following set of inequalities, one for each
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Hence, setting for brevity
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we can write
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where in the last inequality we used (4).
Combining with Lemma 3 we have that, with probability at
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thereby concluding the proof.
It should be clear that both Theorem 4 and Theorem 5 could be
used to prove generalization bounds for speciﬁc algorithms. In
fact, for the sake of comparison to the existing literature, in the
rest of this paper we will be essentially employing Theorem 4.
Needless to say, one could recast our results (Theorem 6 and
Theorem 7 in Section III) in the style of Theorem 5, instead.
III. APPLICATIONS
As shown in Section II-B, we know how to extract, from the
ensemble
c
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￿
c
D
￿
>
W
8
W
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W
X
￿
c
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D of hypotheses generated by an
arbitrary on-line learner A, a hypothesis
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whose risk satisﬁes
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and
￿ is a universal constant. We now show applications of
this bound to kernel-based linear algorithms Using pointwise
bounds on
￿
S (i.e., bounds on
￿
S
￿
￿
S
￿
￿ holding for every
possible realization
￿
S of the sample
O
e
S ) we obtain sharp tail
risk bounds in terms of the spectral properties of the empirical
kernel Gram matrix generated during the algorithm’s run.
In the sequel we will be focusing on binary classiﬁcation
tasks with linear-threshold learners. A loss function naturally
associated to such tasks is the 0-1 loss, which we will be
handling through Theorem 4. As a matter of fact, analogs
of our results exist for, e.g., linear regression problems with
square loss. Clearly, for such convex losses we could use
Corollary 2, instead.
For binary classiﬁcation tasks we take
￿
1
2
0
￿
and
$
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￿
2
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￿
9 . The loss function is the standard 0-1 loss:
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line linear-threshold learners generate hypotheses of the form1
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￿
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￿
H
￿
B
￿ , where
￿
￿
￿
0
￿
is a so-called weight vector
associated with hypothesis
￿ .
We begin by considering the classical Perceptron algo-
rithm [35], [36], [37] in its dual kernel form, as investigated
in, e.g., [27], [38]. For an introduction to kernels in learning
theory the reader is referred to [39], or to [40] for a more
in-depth monography. Here, we just recall the following basic
deﬁnitions.
A kernel is a nonnegative function
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functions are also called positive deﬁnite). Given a kernel, we
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Hilbert space.
The hypothesis space for the kernel Perceptron algorithm,
run with kernel
￿
, is the space of functions SGN
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We will now prove a specialization of Theorem 4 to the
kernel Perceptron algorithm by using a known bound on
￿
S
for the ensemble of hypotheses generated by this algorithm.
The bound on
￿
S uses a loss function different from the 0-1
1Here and in what follows we use
)
+
*
,
.
- to denote vector transposition and
SGN
)
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*
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loss. Deﬁne the hinge loss
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Note that when using linear threshold functions the hinge
loss is an upper bound on the 0-1 loss; i.e.,
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We are now ready to state and prove the risk bound for the
kernel Perceptron algorithm.
Theorem 6: Let
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Proof: For each sample realization
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S , we upper bound
￿
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K
￿ using known generalizations of the Perceptron con-
vergence theorem (see, e.g., [26], [29]). An application of
Theorem 4 concludes the proof.
It is interesting to compare the above bound with the result
obtained in [9, Theorem 21] by Bartlett and Mendelson using
uniform convergence techniques. They prove that, for all ﬁxed
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holds with probability at least
6
^
5
v simultaneously for all
functions
￿ in the class of all (random) functions of the form
￿
U
￿
￿
￿
B
￿
2
S
}
￿
￿
~
D
￿
￿
￿
￿
￿
P
.
￿
Y
￿
￿
￿
*
￿
￿
D
￿
>
W
8
W
>
W
X
￿
￿
S
￿
0
and such that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
P
￿
￿
￿
P
￿
￿
￿
t
￿
￿
F
. The quantity
￿
-
￿
￿
S is similar to (5), but is based on a loss
’
-
￿ deﬁned by
’
-
￿
￿
b
￿
*
￿
￿
￿
￿
￿
Z
2
￿
￿
’
￿
￿
b
￿
*
￿
￿
￿
￿
￿ if
’
￿
￿
b
￿
B
￿
￿
￿
￿
￿
￿
t
/
6
6 otherwise.
2From an algorithmic standpoint, it should be observed that the minimum
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the number of mistaken examples of the hypotheses
 
￿
!
such that
￿
￿
￿
"
￿
$
#
%
￿
&
￿
’
.
While comparing (6) with (7), one should observe that
bound (7) holds for all functions
￿ of the above form; more-
over, the hinge loss terms obey the inequality
￿
-
￿
￿
S
￿
￿
￿
B
￿
￿
O
S
￿
￿
￿
t
￿
￿
￿
S
￿
.
￿
B
￿
Y
O
e
S
￿
￿ . On the other hand, the fact that (6) holds for a
speciﬁc function bears some crucial advantages over (7). In
fact, it solves the algorithmical issue of ﬁnding the function
￿
￿
￿
r
"
￿
optimizing the choice of
￿ . As a consequence, our
bound does not have a size parameter
￿ (which has to be
traded-off against
￿
-
￿
￿
S
). Moreover, the main square root term
of our bound only contains the trace (i.e., the sum of the
eigenvalues) of a small submatrix of the kernel Gram matrix.
The bound of Theorem 6 can be improved by using a
recently proposed variant [26] of the kernel Perceptron al-
gorithm. This variant, called (kernel) second-order Perceptron
algorithm, generates ensembles of hypotheses
c
￿ of the fol-
lowing form. Fix a sample realization
￿
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￿
D
￿
￿
￿
D
￿
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W
8
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>
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￿
and, as before, let
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c
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￿
’
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￿
2
/
￿
’
9 , the
set of indices of previously mistaken examples. Then
c
￿
￿
￿
￿
B
￿
C
2 SGN
￿
)
(
￿
￿
￿
)
*
￿
+
￿
p
-
,
￿
￿
0
D
/
.
￿
￿
￿
￿
B
￿
￿
￿
where:
0
,
￿
￿ is the
G
$
￿
￿
G
￿
G
$
￿
￿
G sparse kernel Gram matrix with
entries
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ for
￿
Y
￿
2
1
L
￿
$
￿ ,
0
+ is the
G
$
￿
￿
G
￿
G
$
￿
￿
G identity matrix,
0
(
￿ is the vector of elements
￿
￿ , for
￿
Z
￿
￿
$
￿
￿ ,
0
.
￿
￿
￿
￿
￿
B
￿ is the vector of elements
￿
￿
￿
￿
￿
￿
￿
￿
*
￿ , for
￿
C
￿
￿
$
￿
￿ ,
0
* is a nonnegative parameter.
We remark that the inverse matrix
￿
￿
*
3
+
p
4
,
7
￿
￿
￿
0
D does not have
to be recomputed at each step. Indeed, standard techniques
allow to incrementally update the inverse in time linear in the
size of the matrix.
For a detailed analysis of this algorithm we refer the reader
to [26]. Here we just note that for large values of
* the second-
order Perceptron algorithm approximates the behavior of the
standard (ﬁrst-order) Perceptron algorithm. Using a pointwise
bound on
￿
S provenin [26], we can show the following result,
which uses the same notation as the statement of Theorem 6.
This bound allows us to replace the trace of the kernel Gram
matrix occurringin both (6) and (7) with more detailed spectral
information.
Theorem 7: Let
c
/
(
￿
8
W
>
W
8
W
X
￿
c
S
0
D be the ensemble of hy-
potheses generated by the kernel second-order Perceptron
algorithm using kernel
￿
and run with input parameter
*
￿
x
y .
Then, for any
y
]
{
<
v
￿
t
 
6 , the hypothesis
b
c
minimizing the
penalized empirical risk based on
￿
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￿
F satisﬁes
risk
￿
b
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p
}
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n
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￿
P
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￿
￿
￿
F
￿
}
￿
n
!
 
￿
k
j
￿
￿
6
p
6
5
C
￿
￿
￿
7
*
g
￿
￿
￿
p
￿
￿
6
|
￿
=
j
￿
￿
￿
|
p
6
￿
￿
v
(8)
with probability at least
6
T
5
v , where
5
D
￿
>
W
8
W
>
W
￿
8
5
:
9
 
9 are the
(random) eigenvalues of the kernel Gram matrix including
only those instances
P
￿ such that
￿
￿
￿
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A simple comparison between (6) and (8) might go as
follows (the reader is referred to [26] for a more detailed
argument). First, notice that the two bounds only differ in the
kernel/eigenvalue terms under the square root sign. Now, the
sum
￿
￿
n
!
 
￿
￿
￿
P
￿
￿
￿
P
￿
￿ in (6) is actually the trace of the kernel
Gram matrix including only the instances
P
￿ with
￿
￿
￿
$ . In
turn, this trace equals the sum of the eigenvalues
￿
￿
n
!
 
5
C
￿ .
Therefore (6) has a linear dependence on the (random) eigen-
values
5
￿ , while (8) has only a logarithmic dependence. The
price we pay for this logarithmic dependence is the further
factor
*
R
p
￿
￿
n
!
 
￿
￿
￿
P
.
￿
￿
F
. Now, if a function
￿ achieving a
small value of
￿
￿ tends to be aligned to an eigenvector of the
kernel Gram matrix with a small eigenvalue, then this factor
tends to be small, too. In fact, if
￿ is perfectly aligned with an
eigenvector with eigenvalue
5 , then
￿
￿
n
!
 
￿
￿
￿
P
￿
￿
F
is exactly
equal to
5 . Hence, if parameter
* is suitably chosen, then the
product
￿
*
￿
p
}
￿
n
!
 
￿
￿
￿
P
￿
￿
F
￿
}
￿
n
!
 
￿
=
j
￿
￿
6
p
6
5
￿
￿
￿
*
K
￿
occurring in (8) can be much smaller then the trace
￿
￿
n
!
 
5
C
￿
occurring in (6).
Other examples of risk bounds involving the spectrum of the
kernel Gram matrix have been proven in [8] (see Theorem 5.2
therein) via uniform convergencetechniques. These bounds are
not readily comparable to ours. In fact, the results in [8] are
proven through covering numbers arguments which consider
the kernel Gram matrix
, of the whole sample, whereas our
Theorem 7 considers instead a submatrix of
, including only
instances
P
￿ with
￿
Z
￿
￿
$ . On the other hand, the results in [8]
are expressed in terms of the “large” eigenvalues of
, only
— where “large” is deﬁned terms of the margin of the data,
whereas our bounds are in terms of all the eigenvalues of this
submatrix (note however that the eigenvalues of this submatrix
cannot be larger than the corresponding eigenvalues of
, ;
rather, they are usually quite smaller). Furthermore, unlike
our bounds, the bounds proven in [8] appear to rely on the
assumption that there exists some
￿
￿
￿
￿ achieving zero risk.
Further data-dependent bounds for kernel-based linear al-
gorithms are derived in [11], [18], [19]. These bounds are not
expressed in terms of the spectrum of the kernel matrix, and
thus are not easily comparable to ours.
IV. CONCLUSIONS AND OPEN PROBLEMS
In this paper we have shown how to obtain sharp data-
dependent tail bounds on the risk of hypotheses generated
by on-line learning algorithms. The key analytical tools used
in the proofs are borrowed from the model of prediction of
individual sequences, an on-line learning model making no
stochastic assumptions on the way the sequence of examples is
generated. Surprisingly, these tools turn out to be so powerful
that we only need very elementary statistical inequalities to
complete the argument and obtain our ﬁnal risk bounds.
It is interesting to note that any learning algorithm can be
turned into an on-line algorithm (possibly at the expenses of
computational efﬁciency) by re-running it on the entire sample
after each arrival of a new example. Hence, our results of
Section II can be used to obtain data-dependent risk bounds,
expressed in terms of the sample statistic
￿
S , for any learning
algorithm. In this respect the advantage of genuinely on-line
algorithms is the existence of accurate bounds on
￿
S , derived
by exploiting the structure of the on-line learning process. No
such bounds are known for batch algorithms.
All the results we have presented have convergence rates
of the form
6
$
￿
￿
| . One might wonder whether it is possible,
in our framework, to achieve rates
6
￿
￿
| when
￿
S happens to
be small. Indeed, a more careful use of large deviation tools
(along with a more involved analysis) allows to sharpen the
results we have given here. As a simple example, the bound
of Corollary 2 could be replaced by
M
￿
￿
risk
￿
c
￿
￿
h
￿
S
p
￿
D
|
￿
=
j
|
v
p
￿
￿
F
￿
￿
S
|
￿
k
j
|
v
￿
t
v
￿
W
This bound has asymptotical rate
6
￿
￿
| whenever the cumulative
loss
|
￿
S
2
￿
S
￿
￿
~
D
’
(
￿
c
￿
1
0
D
￿
￿
P
.
￿
￿
￿
￿
￿
Q
￿
￿
￿
￿ of the underlying on-line
algorithm remains bounded. Though such sharper bounds are
very interesting in their own right, we believe they do not
add much to the overall approach of this paper in terms of
simplicity and conciseness; for this reason these bounds will
be investigated in a future paper.
We close by mentioning an important open question: Is it
possible to extend the results of Section II to the case when the
examples are not independent; e.g., when they are generated
by a stationary process?
APPENDIX
PROOF OF LEMMA 3
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where
￿ is a positive-valued random variable whose value will
be speciﬁed later. Now, if
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where in the last two inequalities we applied Chernoff-
Hoeffding bounds (see, e.g., [1, Ch. 8]) to the random variables
￿
￿ with mean risk
￿
c
￿
￿ .
￿
ACKNOWLEDGMENT
The authors would like to thank the anonymous reviewers,
and also the associate editor, for their many useful comments.
REFERENCES
[1] L. Devroye, L. Gy˝ orﬁ, and G. Lugosi, A Probabilistic Theory of Pattern
Recognition. Springer Verlag, 1996.
[2] V. Vapnik and A. Chervonenkis, “On the uniform convergence of relative
frequencies of events to their probabilities,” Theory of Probability and
its Applications, vol. 16, no. 2, pp. 264–280, 1971.
[3] V. Vapnik, “Inductive principles of the search for empirical dependen-
cies,” in Proceedings of the 2nd Annual Workshop on Computational
Learning Theory, 1989, pp. 3–21.
[4] ——, The Nature of Statistical Learning Theory. Springer Verlag, 1999,
2nd edition.
[5] P. Long, “The complexity of learning according to two models of a
drifting environment,” Machine Learning, vol. 37, no. 3, pp. 337–354,
1999.
[6] P. Bartlett, “The sample complexity of pattern classiﬁcation with neural
networks,” IEEE Transactions on Information Theory, vol. 44, no. 2,
pp. 525–536, 1998.
[7] S. Boucheron, G. Lugosi, and P. Massart, “A sharp concentration in-
equality with applications,” Random Structures and Algorithms, vol. 16,
pp. 277–292, 2000.
[8] R. Williamson, J. Shawe-Taylor, B. Sch¨ olkopf, and A. Smola, “Sample
based generalization bounds,” NeuroCOLT, Tech. Rep. NC-TR-99-055,
1999.
[9] P. Bartlett and S. Mendelson, “Rademacher and Gaussian complexities:
Risk bounds and structural results,” Journal of Machine Learning
Research, vol. 3, pp. 463–482, 2002.
[10] P. Bartlett, S. Boucheron, and G. Lugosi, “Model selection and error
estimation,” Machine Learning, vol. 48, pp. 85–113, 2001.
[11] A. Antos, B. K´ egl, T. Linder, and G. Lugosi, “Data-dependent margin-
based generalization bounds for classiﬁcation,” Journal of Machine
Learning Research, vol. 3, pp. 73–98, 2002.
[12] V. Koltchinskii and D. Panchenko, “Empirical margin distributions and
bounding the generalization error of combined classiﬁers,” Annals of
Statistics, vol. 30, no. 1, pp. 1–50, 2002.
[13] J. Langford, M. Seeger, and N. Megiddo, “An improved predictive
accuracy bound for averaging classiﬁers,” in Proceedings of the 18th
International Conference on Machine Learning, 2001, pp. 290–297.
[14] R. Schapire, Y. Freund, P. Bartlett, and W. Lee, “Boosting the margin:
A new explanation for the effectiveness of voting methods,” The Annals
of Statistics, vol. 26, no. 5, pp. 1651–1686, 1998.
[15] R. Meir and T. Zhang, “Generalization error bounds for Bayesian
mixture algorithms,” Journal of Machine Learning Research, vol. 4, pp.
839–860, 2003.
[16] A. Blum and J. Langford, “Microchoice bounds and self bounding
learning algorithms,” Machine Learning, vol. 51, no. 2, pp. 165–179,
2003.
[17] Y. Freund, “Self bounding learning algorithms,” in Proceedings of the
11th Annual Conference on Computational Learning Theory, 1998, pp.
127–135.
[18] O. Bousquet and A. Elisseff, “Stability and generalization,” Journal of
Machine Learning Research, vol. 2, pp. 499–526, 2002.
[19] R. Herbrich and R. Williamson, “Algorithmic luckiness,” Journal of
Machine Learning Research, vol. 3, pp. 175–212, 2002.
[20] N. Cesa-Bianchi, Y. Freund, D. Helmbold, D. Haussler, R. Schapire, and
M. Warmuth, “How to use expert advice,” Journal of the ACM, vol. 44,
no. 3, pp. 427–485, 1997.
[21] M. Feder, N. Merhav, and M. Gutman, “Universal prediction of indi-
vidual sequences,” IEEE Trans. on Information Theory, vol. 38, pp.
1258–1270, 1992.
[22] D. Haussler, J. Kivinen, and M. Warmuth, “Sequential prediction of
individual sequences under general loss functions,” IEEE Transactions
on Information Theory, vol. 44, pp. 1906–1925, 1998.
[23] N. Littlestone and M. Warmuth, “The weighted majority algorithm,”
Information and Computation, vol. 108, pp. 212–261, 1994.
[24] V. Vovk, “A game of prediction with expert advice,” Journal of Computer
and System Sciences, vol. 56, no. 2, pp. 153–173, 1998.
[25] P. Auer and M. Warmuth, “Tracking the best disjunction,” Machine
Learning, vol. 32, no. 2, pp. 127–150, 1998.
[26] N. Cesa-Bianchi, A. Conconi, and C. Gentile, “A second-order Per-
ceptron algorithm,” in Proceedings of the 5th Annual Conference on
Computational Learning Theory. LNAI 2375, Springer, 2002, pp. 121–
137.
[27] Y. Freund and R. Schapire, “Large margin classiﬁcation using the
Perceptron algorithm,” Machine Learning, pp. 277–296, 1999.
[28] C. Gentile and M. Warmuth, “Linear hinge loss and average margin,”
in Advances in Neural Information Processing Systems 10. MIT Press,
1999, pp. 225–231.
[29] C. Gentile, “The robustness of the
￿ -norm algorithms,” Machine Learn-
ing, vol. 53, no. 3, pp. 265–299, 2003.
[30] A. Grove, N. Littlestone, and D. Schuurmans, “General convergence
results for linear discriminant updates,” Machine Learning, vol. 43, no. 3,
pp. 173–210, 2001.
[31] N. Littlestone, “Redundant noisy attributes, attribute errors, and linear
threshold learning using Winnow,” in Proceedings of the 4th Annual
Workshop on Computational Learning Theory. Morgan Kaufmann,
1991, pp. 147–156.
[32] K. Azuma, “Weighted sums of certain dependent random variables,”
Tohoku Mathematical Journal, vol. 68, pp. 357–367, 1967.IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. ?, NO. ?, ? 2004 9
[33] A. Blum, A. Kalai, and J. Langford, “Beating the hold-out: Bounds
for
￿ -fold and progressive cross-validation,” in Proceedings of the 12th
Annual Conference on Computational Learning Theory, 1999, pp. 203–
208.
[34] N. Littlestone, “From on-line to batch learning,” in Proceedings of the
2nd Annual Workshop on Computational Learning Theory. Morgan
Kaufmann, 1989, pp. 269–284.
[35] H. Block, “The Perceptron: A model for brain functioning,” Review of
Modern Physics, vol. 34, pp. 123–135, 1962.
[36] A. Novikoff, “On convergence proofs of Perceptrons,” in Proceedings
of the Symposium on the Mathematical Theory of Automata, 1962, vol.
XII, pp. 615–622.
[37] F. Rosenblatt, “The Perceptron: A probabilistic model for information
storage and organization in the brain,” Psychological Review, vol. 65,
pp. 386–408, 1958.
[38] M. Aizerman, E. Braverman, and L. Rozonoer, “Theoretical founda-
tions of the potential function method in pattern recognition learning,”
Automation and Remote Control, vol. 25, pp. 821–837, 1964.
[39] N. Cristianini and J. Shawe-Taylor, An Introduction to Support Vector
Machines. Cambridge University Press, 2001.
[40] B. Sch¨ olkopf and A. Smola, Learning with kernels. MIT Press, 2002.
Nicol` o Cesa-Bianchi received a PhD in computer
science from the university of Milan in 1993. Since
2003, he is professor in computer science at the
department of Information Sciences, University of
Milan (Italy). His main research interests are sta-
tistical learning theory, game-theoretic prediction
models, and applied machine learning.
Alex Conconi received a M.Sc. degree in Computer
Science from the University of Milan (Italy) in 2000.
At present he is concluding a Ph.D. in Computer
Science in the same university. His research interests
are in the ﬁeld of machine learning and automatic
text classiﬁcation.
Claudio Gentile received a PhD in Computer Sci-
ence from the University of Milan (Italy) in 1999. He
is currently assistant professor in Computer Science
at University of Insubria, Varese (Italy). His research
interests are in statistical methods for machine learn-
ing, information theory, on-line algorithms and in-
formation retrieval.