1. Introduction. The purpose of this note is to introduce the notion of quadratic diameter and to apply it to a problem in analysis concerning the measure of the set of values taken by a real-valued differentiable function on its critical set. It was proved by A. P. Morse [3] that if f(x) is a real-valued function defined on an open set of an «-dimensional Euclidean space which is w-times continuously partially differentiable, then the set of values taken by/(x) on its critical set (i.e. the set of all x at which all first partial derivatives of f(x) vanish) is a set of one-dimensional Lebesgue measure zero. We shall give a simple proof of this result of Morse for the case n = 2, under a weaker assumption that the first partial derivatives of f(x) satisfy the Lipschitz condition. (It is mentioned in [3] that his condition can be weakened and that it is sufficient to assume that all (n -l)th partial derivatives of f(x) are totally differentiable; but this weakened condition is still stronger than our condition for the case n = 2.) It is, however, to be observed that our method seems to work only for the case n = 2, and the problem of discussing the possibility of similar approach for the higher-dimensional cases n>2 is still open.
2. Quadratic diameter. Let R={x, y, ■ ■ ■ } be a metric space with the metric d(x, y). For any subset 5 of R and for any two points x, y of S, the quadratic distance d(2)(x, y; S) of x, y with respect to 5 is defined by ( if Si and S2 are not disjoint, and
The proofs of these lemmas are easy and so omitted. Because of Lemma 2.1, d<-2)(x, y; S) may be considered as a quasimetric on 5. It is possible that dm(x, y ; S) = 0 for two different points x, y oí S (as will be shown in Lemma 2.3). In this case x, y are called d(2)-equivalent. It is easy to see that this relation of ¿(2)-equivalence is symmetric and transitive, and that for any xES the set E(x) of all y G S which is ¿(2)-equivalent with x is a closed subset of S. Further, d{2)(E(x), E(y)) =d(-2)(x, y; S) may be considered as a metric defined on the class of all equivalence classes E(x) of S.
It is to be noticed that S1CS2C-R and x, yG-^i imply (2.9) d^(x, y;Si) £<*<»>(*, y;S2), and that it is possible that the inequality holds in (2.9). Thus the quadratic diameter ô(2)(5) of 5 is not necessarily a monotone set function of S.
We do not need the following Lemmas 2.3, 2.4 in the proof of our main result in §4. But a similar argument plays an important role in the proof of Lemma 4.3. Then 22t-i (¿(*»-ii xi))2 = (l/p)(d(x, y))2, and this implies that ¿<2>(x,y;S)=0.
Corollary.
If S is a convex subset of a Euclidean space Rn (n ^ 1), íAe»S<»(5)-0. Corollary. If S is a subset of a metric space R such that any two points x,y of S can be connected by a rectifiable curve in S, then ô(2)(5) = 0.
The question then arises to determine, given a metric space R, whether or not there exists a connected subset S of R with the property that di2)(x, y; 5)>0 for any two different points x, y of 5. We shall show in §3 that in a Hubert space or in a Euclidean space Rn with w^3 there exists a simple curve 5={x(|0^i^l} such that dw(x" x,; S)>0 for any s, t with 0^s<t^l.
Examples of continuous curves with a positive quadratic diameter. Let S={xt\0^t^l}
be a curve in a Hubert space R with the following properties: (i) the vectors xt -x, and xt> -x,> are orthogonal if 0^s<t^s'<t'^l, (ii) d(xe,xt) = (t-syi2ii 0á5<*£l. Then it is easy to see that 
Then it is easy to see that 5 has the properties (i), (ii) above. It is to be noticed that from Lemma 2.4 follows that 5 is not rectifiable. In fact it is easy to see that It is easy to see that dm(x" xt; S)>0 for any s, t with 0^s<i^l.
On the other hand, it is impossible to construct similar examples in R2. In fact, as will be shown in Theorem 2 below, 5(2)(5)=0 for any compact connected subset S of i?2 and hence d(2)(x, y ; S) =0 for any two points x, y of a continuous curve 5 in i? (2) .
If we consider the case when S is compact but not connected, then it is clear that §(2)(5)>0. In fact, if S = SiUS2 is a decomposition of S into two disjoint compact subsets Si and S2, then there exists a constant tj>0 such that d(x, y)^»?>0 for any xG-Si, yES2 and hence S<2)(5) ^d™(x, y, S)^r)2>0 lor any xG-Si, yES2.
Thus it seems as if there is nothing we can conclude about ô<2) (5) in general. But we can show that if 5 is a compact subset of R2, then the quadratic variation v2(S) of S is zero, or in other words, that, for any ij>0, there exists a decomposition 5= Uf=1 5,-of 5 into a finite number of subsets Si, i = l, ■ ■ ■ , p, such that 2t-i8(2)("S»)
<rj. This will be proved in Theorem 1.
4. Quadratic diameter of a set in R2. then we see that (2) (*,I)GAi<n) t=l
where |AJn)| is the number of pairs (k, I) contained in A[n), i=l, 2, 3.
Since |AÍB)| g22", |Af | ^22» for all n and |A^n)| <€-22" for n>n0(e), it follows that the right-hand side of (4.17) is smaller than 2e + 2€ +50€1/2<?; if n>n0(e). This proves Theorem 1. In particular, if S= {xt\0^t^l} is a curve in a Hubert space or a Euclidean space Rn (n ^ 3) discussed in §3 with the property that d(2) (x8, xt; S) > 0 for any s, t with 0 ¿j 5 < / g 1, then f(xt) = t is a nonconstant function which satisfies the condition of Lipschitz of type Remark. It was shown by H. Whitney [4] that there exists a function f(x) =f(u, v) defined on the open unit square Q of R2 with continuous first partial derivatives which is not constant on a connected part of its critical set S(f). This fact shows that the continuity of the first partial derivatives is not sufficient for Theorem 4, and that something like the condition of Lipschitz of type (1, M) for the first partial derivatives of f(u, v) is necessary for Theorem 4.
If, on the other hand, all second partial derivatives of f(u, v) exist and are continuous, then the proof of Theorem 4 becomes much easier. In fact, in this case it is easy to see that, for any xES(f), there exists a neighborhood V(x) of x such that f(x) satisfies the condition of Lipschitz of type (2, e) on S(f)C\V(x). From this follows that, for any e>0, there exists a sequence of squares Qi, i Bibliography
