For the biharmonic problem, we study the convergence of adaptive C -Interior Penalty Discontinuous Galerkin (C -IPDG) methods of any polynomial order. We note that C -IPDG methods for fourth order elliptic boundary value problems have been suggested in [9, 17], whereas residual-type a posteriori error estimators for C -IPDG methods applied to the biharmonic equation have been developed and analyzed in [8, 18]. Following the convergence analysis of adaptive IPDG methods for second order elliptic problems [6], we prove a contraction property for a weighted sum of the C -IPDG energy norm of the global discretization error and the estimator. The proof of the contraction property is based on the reliability of the estimator, a quasi-orthogonality result, and an estimator reduction property. Numerical results are given that illustrate the performance of the adaptive C -IPDG approach.
interior node property nor does it involve marking by data oscillations. Although the basic ingredients for the proof (reliability, estimator reduction, and quasi-orthogonality) are the same as in [6] , their realizations are not straightforward and require to take into account the particular structure of the estimator. To our best knowledge this is the rst contribution containing numerical results for high order IPDG approximations of the biharmonic problem that con rm the theoretically achievable quasi-optimal convergence rates.
C -interior penalty Discontinuous Galerkin method
Let Ω ⊂ ℝ be a bounded polygonal domain with boundary Γ = ∂Ω. For a given function f ∈ L (Ω) we consider the biharmonic problem
(1.1b)
We use standard notation from Lebesgue and Sobolev space theory [27] . In particular, (⋅, ⋅) ,Ω and ‖ ⋅ ‖ ,Ω stand for the inner product on L (Ω) and the associated norm. Moreover, H k (Ω), k ∈ ℕ, refers to the Sobolev space with norm ‖ ⋅ ‖ k,Ω and seminorm | ⋅ | k,Ω , whereas H k (Ω) denotes the closure of C ∞ (Ω) with respect to the topology induced by ‖ ⋅ ‖ k,Ω . The Sobolev spaces with broken index s ∈ ℝ + can be de ned by interpolation and are referred to as H s (Ω) . Let T h (Ω) be a geometrically conforming simplicial triangulation of Ω. For D ⊆ Ω, we denote by E h (D) the set of edges of T h (Ω) in D. For T ∈ T h (Ω) and E ∈ E h (Ω) we denote by h T and h E the diameter of T and the length of E, and we set h := max {h − T | T ∈ T h (Ω)}. For two quantities A and B we write A ≲ B, if there exists a constant C > independent of h such that A ⩽ CB.
Denoting by P k (T), k ∈ ℕ, the linear space of polynomials of degree ⩽ k on T, for k ⩾ we refer to
as the nite element space of Lagrangian nite elements of type k (cf., e.g., [7] ). For D ⊆ Ω, we denote by N h (D) as the set of nodal points in D such that any v h ∈ V h is uniquely determined by its degrees of freedom
We note that V h ̸ ⊂ V and hence, V h is a nonconforming nite element space for the approximation of the biharmonic problem (1.2). In particular, for v h ∈ V h the normal derivative ∂v h /∂n exhibits jumps across interior edges E ∈ E where n is the unit normal vector on E pointing in the direction from T − E to T + E for E ∈ E h (Ω) and the exterior normal vector for E ∈ E h (Γ).
We further refer to M h (T h (Ω); ℝ × ) as the set of matrix-valued functions on
, is a × matrix with entries that are polynomials of order k.
Given a penalty parameter α > , the C -IPDG method for the approximation of (1.2) requires the computation of u h ∈ V h such that
(1.6)
Here, the mesh-dependent bilinear form a
We note that a IP h (⋅, ⋅) is not well de ned for v, w ∈ V which can be cured in terms of a lifting operator L :
We refer to [20, 21] 
where with a slight abuse of notation we have also used a IP h (⋅, ⋅) for that extension. The lifting operator satis es the following stability estimate. 
In view of (1.8) we nd
where n ∂T is the exterior unit normal on ∂T. Then, the trace inequality (cf., e.g., [29] ):
gives the assertion.
On V + V h we introduce the mesh-dependent C -IPDG norm
where | ⋅ | ,T stands for
It has been shown in [9] that for su ciently large penalty parameter α there exists a positive constant < such that
whereas there exists a constant C > such that for any α ⩾
(1.14)
In particular, it follows from (1.13) and (1.14) that (1.6) admits a unique solution u h ∈ V h .
Residual-type a posteriori error estimator and its reliability
For adaptive mesh re nement we consider the residual-type a posteriori error estimator
where the element residuals η T , T ∈ T h (Ω), and the edge residuals η E , E ∈ E h (Ω), as well as η E,c , E ∈ E h (Ω), are given by
For notational convenience we set
The termη h,c represents an upper bound for the consistency error
stands for the C conforming nite element space generated by the Argyris elements of the so-called TUBA family [2] . We use the enrichment operator (or recovery operator)
which is de ned by averaging according to
where p is any nodal point for V c h , N is any nodal variable at p, and ω
It follows from the mapping properties of E h established in [9] that there exists a constant C nc > , depending only on the local geometry of T h (Ω), such that
The following result shows that η h provides an upper bound for the IPDG energy norm of the discretization error u − u h . It can be shown by using similar techniques as in [8] .
Theorem 2.1. Let u ∈ V and u h ∈ V h be the unique solution of (1.2) and (1.6), and let η h be given by (2.1) and (2.2). Then, there exists a constant C R > , depending only on the local geometry of T h and on k, such that
Re nement strategy and estimator reduction
As a marking strategy for adaptive re nement we use Dör er marking [14] . To this end, we reformulate the estimator η h (cf. (2.1)) according to
Then, given a constant < Θ < , we compute a set M of elements T ∈ T h (Ω) such that
After having determined the set M, a re ned triangulation is generated by a recursive application of newest vertex bisection. Assuming a conforming initial triangulation that satis es a certain labeling condition, this leads to quasi-optimal cardinality (cf. Section 4 in [13] and Subsection 3.4 in [6] ). In particular, there exist constants < β < β , depending only on the initial triangulation, such that for each triangle T of re nement level ℓ it holds
where := / β /β and := / β /β . As in [13] (cf. also [6]), we can prove the following estimator reduction property.
Lemma 3.1. Let T h (Ω) be a simplicial triangulation obtained by re nement from T H (Ω), let u h ∈ V h , u H ∈ V H , and η h , η H be the associated C -IPDG solutions and error estimators, respectively, and let Θ > be the universal constant from (3.1). Then, for any τ > there exists a constant C τ > , depending only on the local geometry of the triangulations and on k, such that for (Θ) := ( + τ)( − − / )Θ there holds
Proof. By de nition of η h and taking into account the inverse estimates
where
inv , i = , , , are positive constants, depending only on the local geometry of the triangulations, we have
By an application of Young's inequality, in view of (1.11), (3.2) and observing α ⩾ , from (3.4) and the marking and re nement strategy we deduce the existence of C ER > , depending only on the local geometry of the triangulations and on k, such that for τ > there holds
which gives the assertion with C τ := ( + τ − ) C ER .
Remark 3.1. If we choose τ = − / and observe < Θ ⩽ , we have
Quasi-orthogonality
As a further signi cant ingredient of the convergence analysis, in this section we prove quasi-orthogonality of the C -IPDG approach. We rst provide a mesh perturbation result in Subsection 4.1 and then establish quasi-orthogonality in Subsection 4.2.
. Mesh perturbation result
In the convergence analysis of IPDG methods for second order elliptic boundary value problems, mesh perturbation results estimating the coarse mesh error in the ne mesh energy norm from above by its coarse mesh energy norm have played a central role in the convergence analysis as a prerequisite for establishing a quasi-orthogonality result (cf., e.g., [6, 19, 22] ). Here, we provide the following mesh perturbation result.
Lemma 4.1. Let T h (Ω) be a simplicial triangulation obtained by re nement from T H . Then, there exists a constant C P > , depending only on the local geometry of the triangulations and on k, such that for any ε > and v ∈ V + V H there holds
Obviously, there holds
Moreover, in view of (3.2) we have
Using (4.3) and (4.4) in (4.2) and observing − < , we nd
Using Young's inequality, (1.10), and (1.13), we nd
Further, taking Young's inequality and (1.10) as well as (4.3) into account, it follows that
Finally, using (4.6) and (4.7) in (4.5), we deduce (4.1) with C P := C L .
.
Quasi-orthogonality
The quasi-orthogonality result can be derived using the conforming approximations u c
h of (1.2) which are given as the unique solutions of
In particular, we assume that the data of the problem, i.e., the domain Ω and the right-hand side f , are such that the solution u of (1.2) satis es u ∈ H + (Ω) ∩ V for some > / . Then there exists a constant C ap > , independent of H and h, such that the following a priori error estimates hold true 
H it holds
where C nc is the constant from (2.4).
Proof. Due to (1.13) we have
On the other hand, in view of (2.4) it holds
Likewise, taking
Noting that − < , we conclude by using (4.12) and (4.13) in (4.11).
The quasi-orthogonality result reads as follows. The assertion now follows from (4.27) and (4.28a), (4.28b). ◻
Contraction property
We now use the error reduction property (3.3), the quasi-orthogonality (4.14), and the reliability (2.5) to prove the following contraction property. 
We choose δ such that
Solving for δ, we obtain
For instance, if we choose τ = τ * := − / and ε := /( C R C τ * ), we have ε < (due to < , C R > , C τ * > ), and, observing (3.6), it follows that
Looking for α such that
This concludes the proof of the contraction property.
The contraction property (5.1) is an essential ingredient to prove quasi-optimality of the adaptive approach with respect to a certain approximation class of functions depending on the regularity of the solution (cf. [6] for IPDG approximations of second order elliptic boundary value problems). where α(T), T ∈ T h (Ω), is the local index of elliptic regularity. We note that min(α(T), k − ) = z ≈ . for elements T having a vertex at the origin and min(α(T), k − ) = k − elsewhere. Consequently, the expected optimal convergence rates are slightly less than . for k = , . for k = , and . for k = . Figures 1 (right) , 3 (right), and 5 (right) show that these optimal convergence rates are asymptotically achieved by the adaptive algorithm. Moreover, as in case of IPDG methods for second order elliptic boundary value problems [19] and H-IPDG methods for Maxwell's equations [12] we observe a di erent convergence behavior depending on the choice of Θ in the Dör er marking. The e ectivity indices show a clear dependence on the polynomial degree k. 
