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V magistrskem delu preu£ite polkolobarje, njihove lastnosti in primere. Osredoto-
£ite se na polkolobarje matrik ter predstavite razli£ne denicije rangov matrik nad
polkobarji. Ker se ti rangi med seboj ne ujemajo kot v primeru matrik nad ko-
mutativnimi obsegi, predstavite neenakosti med njimi ter neenakosti rangov vsot in
produktov matrik nad polkolobarji.
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O rangih matrik nad polkolobarjem
Povzetek
Polkolobar S je algebrska struktura z dvema notranjima operacijama ⊕ in ⊙. Pri
tem je (S,⊕) komutativni monoid z enoto 0S, (S,⊙) monoid z enoto 1S, mnoºenje
je distributivno nad se²tevanjem ter velja, da se vsak element iz S pri mnoºenju z 0S
zmnoºi v 0S. Vendar pa ne obstajajo nujno inverzni elementi niti za ⊕ niti za ⊙. V
magistrskem delu bomo obravnavali polkolobarje, njihove lastnosti, razli£ne primere
in nekatere primere uporabe, predvsem optimizacijske. Osredoto£ili se bomo na
polkolobarje matrik. Pri teh bomo denirali razli£ne range, ki v splo²nem med seboj
niso enaki. Vemo, da je nad poljem veliko denicij rangov matrik, ki so med seboj
ekvivalentne. Te ekvivalence pa ne drºijo nujno za range matrik nad polkolobarjem.
V delu bomo dokazali nekatere neenakosti ter pokazali na primerih, da enakosti v
splo²nem ne veljajo. Dokazali bomo tudi nekatere neenakosti, ki veljajo za rang
vsote dveh matrik in za rang produkta dveh matrik.
Ranks of matrices over semings
Abstract
The semiring S is an algebraic structure with two binary operations ⊕ and ⊙, such
that (S,⊕) is an Abelian monoid with identity 0S, (S,⊙) is a monoid with identity
1S, multiplication is distributive over addition and 0S is an absorbing element for
multiplication. However, there might not exist inverse elements for ⊕ or for ⊙.
In this work we present semirings, their properties, various examples and some
examples of applications, in particular in optimization. We concentrate on the
semirings of matrices. We dene dierent ranks of matrices over semirings, which
in general do not coincide. We know that there are many equivalent denitions of
ranks of matrices over the eld. These equivalences need not hold for matrix ranks
over the semiring. In this work we prove some inequalities among ranks and show by
examples that the strict inequalities might apply. We also prove some inequalities
that hold for the rank of the sums of two matrices and for the rank of the product
of two matrices.
Math. Subj. Class. (2010): 16Y60, 15A03, 15A80
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Polkolobar je algebrska struktura v kateri sta denirani operaciji se²tevanje in mno-
ºenje, za kateri pa veljajo nekateri ra£unski zakoni. Operaciji bomo ozna£ili s ⊕
in ⊙, saj s tem poudarimo, da ne gre za obi£ajno se²tevanje in mnoºenje. Za obe
operaciji velja, da sta asociativni in za vsako od operacij obstaja element, za kate-
rega velja, da £e ga se²tejemo (pri mnoºenju mnoºimo) s poljubnim elementom, se
le ta ne spremeni. Pri se²tevanju bomo ta element imenovali nevtralni element, pri
mnoºenju pa enota. Poleg tega mora biti operacija se²tevanje komutativna, opera-
cija mnoºenje pa mora biti distributivna nad se²tevanjem. Za nevtralni element pa
velja lastnost absorbcije za operacijo mnoºenja. To pomeni, da £e poljuben element
polkolobarja pomnoºimo z nevtralnim elementom za ⊕, dobimo nevtralni element.
Vendar pa v polkolobarju ne zahtevamo, da imajo elementi inverzne elemente za se-
²tevanje in inverzne elemente za mnoºenje. Torej elementi lahko vsebujejo inverzni
element za ⊕, ali pa ne. O£itno je, da £e bi vsi elementi polkolobarja imeli inverze
za ⊕, bi bil polkolobar kar kolobar. e bo v polkolobarju imel inverz samo nevtralni
element, bomo ta polkolobar imenovali antinegativen polkolobar.
Z razvojem algebre so se v matematiki pojavili ²tevilni novi pojmi. Pojem pol-
kolobar je prvi uvedel ameri²ki matematik H. S. Vandiver, leta 1934. Kasneje so se
s polkolobarji ukvarjali ²e G. Boole, Hilbert, E. V. Huntington, J. S. Golan [8], K.
Glazek in drugi.
Pred pribliºno dvajsetimi leti se je razvila teorija tropske algebre. Eden od pio-
nirjev teorije je bil Imre Simon, matematik in znanstvenik iz Brazilije, ki je razlog
za nenavadni pridevnik, "tropski", tega polkolobarja. Pridevnik tropski so dodelili
francoski matematiki, med njimi je bil Jean-Eric Pin, in sicer v £ast brazilskemu
kolegu Simonu Imreju. Prvotna teorija je bila razvita v kontekstu diskretne mate-
matike in optimizacije. ele v zadnjih nekaj letih pa je dobila svojo mo£ tudi na
podro£ju kombinatorike, ra£unske algebre in algebrai£ne geometrije.
Tropske polkolobarje v literaturi pogosto najdemo tudi pod imenom max-plus alge-
bra. Gre za relativno novo podro£je matematike. Zdruºuje algebro, teorijo urejenosti
in diskretno matematiko. Tropska algebra je denirana nad realnimi ²tevili skupaj
z elementom negativna neskon£nost oziroma −∞, operaciji se²tevanja in mnoºenja
pa sta nam na prvi pogled denirani nenavadno. Dva elementa se²tejemo tako, da
vzamemo najve£je ²tevilo od teh dveh, mnoºimo pa ju tako, da ju se²tejemo. e
zapi²emo z matemati£nimi simboli, je
a⊕ b = max{a, b} in a⊙ b = a+ b,
za poljubna a, b ∈ R ∪ {−∞}. Da si bomo laºje predstavljali ra£unanje v tropskem
polkolobarju, si oglejmo spodnji tabeli za se²tevanje in mnoºenje
⊕ 1 2 3 4 5
1 1 2 3 4 5
2 2 2 3 4 5
3 3 3 3 4 5
4 4 4 4 4 5
5 5 5 5 5 5
⊙ 1 2 3 4 5
1 2 3 4 5 6
2 3 4 5 6 7
3 4 5 6 7 8
4 5 6 7 8 9
5 6 7 8 9 10
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Opazimo, da je se²tevanje in mnoºenje v tropskem polkolobarju ra£unsko manj zah-
tevno kot pa obi£ajno se²tevanje in mnoºenje. Pokazali bomo tudi, da velja posebna
oblika binomskega izreka v tropskem polkolobarju, in sicer velja
(a⊕ b)n = an ⊕ bn.
Ena od klasi£nih podro£ij matematike, kjer se pojavijo polkolobarji, je teorija
formalnih jezikov. Formalni jezik je katerikoli niz besed (kon£ni niz s simboli) iz
kon£nega nabora simbolov, ki jo imenujemo abeceda. Npr. a, bcd in baadd so
besede sestavljene iz abecede {a, b, c, d}. Torej je mnoºica {a, bcd, baadd} primer
jezika. Na nabor vseh jezikov iz izbrane abecede lahko gledamo kot na polkolo-
bar, kjer vsoto dveh jezikov razumemo kot njuno unijo. Produkt dveh jezikov pa
razumemo kot zdruºitev posameznih besed. Recimo produkt {a, e} in {b, c, d} je
enak {ab, ac, ad, eb, ec, ed}. Ti polkolobarji imajo pomembno vlogo v logi£ni in teo-
reti£ni ra£unalni²ki znanosti. Ve£ primerov polkolobarjev najdete v podpoglavju 2.2.
Videli bomo, da so polkolobarji mo£no orodje, saj nam nekatere nelinearne pro-
bleme pretvorijo v linearne. Posebej se bomo posvetili tropskim polkolobarjem. Za
motivacijo predpostavimo, da imamo dve letali, ki priletita vsaka iz svojega letali²£a
na glavno letali²£e. Na slednjem pa so razli£ne netrivialne povezave do dveh drugih
vzletnih stez, ki sta dani s £asom odhoda b1 in b2. Naloga je tako dolo£iti £as odhoda
prvega letala, ki ga ozna£imo z x1, in £as odhoda drugega letala, ki ga ozna£imo
z x2, da bosta letali pravo£asno pri²li do £asov odhoda b1 in b2 in £im bliºje tema
dvema £asoma. Ker mora biti £as od x1 do b1 ali b2 (podobno za x2) £im bliºje £asu
odhoda iz glavnega letali²£a, za neznanki x1 in x2 dobimo sistem
max{x1 + a11, x2 + a12} = b1
max{x1 + a21, x2 + a22} = b2. (1.1)
V jeziku tropskega polkolobarja prepi²emo sistem ena£b v
x1 ⊙ a11 ⊕ x2 ⊙ a12 = b1
x1 ⊙ a21 ⊕ x2 ⊙ a22 = b2,
oziroma kraj²e


















Torej smo dani nelinearni sistem (1.1) nad poljem realnih ²tevil prevedli na linearni
sistem (1.2) nad tropskim polkolobarjem. Nad poljem poznamo razli£ne metode za
re²evanje linearnih sistemov, recimo Gaussova eliminacijska metoda, LU razcep in
podobno. V nadaljevanju pa si bomo ogledali, kako v splo²nem re²imo sistem ena£b
nad tropskim polkolobarjem.
Izkaºe se, da so polkolobarji zelo pomembni tudi na podro£ju optimizacije. Re-
cimo, da imamo dan usmerjen in uteºen graf G. Ta naj predstavlja poti oziroma
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sprehode med dolo£enimi kraji. Uteºi lahko predstavljajo razdalje med dvema kra-
jema, kapaciteto prenosa med dvema krajema ali pa verjetnost, da pridemo iz enega
kraja v drugega. V tak²nih grah nas lahko zanima marsikaj. Na primer, ali obstaja
pot oziroma sprehod med dvema krajema, kateri sprehod ima najve£jo kapaciteto
oziroma zmogljivost med dvema krajema, kateri sprehod je najkraj²i med dvema
krajema ali kateri sprehod je najbolj zanesljiv med dvema krajema. Za te probleme
poznamo razli£ne algoritme, na primer za iskanje najkraj²ega sprehoda v grafu so
znani Dijkstrov algoritem, Bellman - Fordov algoritem in Floyd - Warshallov algo-
ritem. Vse te probleme pa lahko re²imo tudi s pomo£jo polkolobarjev. Vemo, da
uteºenemu grafu G pripada matrika sosednosti A. Da se pokazati, da pod dolo£enimi
pogoji obstaja limita zaporedja
A(1), A(2), A(3), . . . , A(k), . . . ,
kjer je A(k) = I ⊕A⊕ · · ·⊕Ak in Ai = A⊙ A⊙ · · · ⊙ A  
i
. Limito bomo ozna£ili z A∗
in ta nam pove za splo²en element (A∗)ij, koliko je skupna uteº sprehoda od to£ke
i do to£ke j.
Delo je organizirano na slede£i na£in. V drugem poglavju bomo denirali al-
gebrsko strukturo polkolobar. Posebej bomo poimenovali antinegativen polkolobar,
£e v njem noben element razli£en od nevtralnega elementa, ne bo vseboval inver-
znega elementa za se²tevanje. Sledili bodo razli£ni primeri, s pomo£jo katerih si
bomo laºje predstavljali denicijo polkolobarjev. Pri nekaterih bomo dokazali, za-
kaj so polkolobarji, ter si ogledali, ali so antinegativni. Po primerih si bomo ogledali
uporabo polkolobarjev. Razloºeni bodo predvsem optimizacijski problemi. Da pa
bodo ti problemi re²ljivi, bomo podali nekaj splo²ne teorije. V tem poglavju bomo
tudi pokazali, kako lahko s pomo£jo polkolobarjev nelinearen sistem pretvorimo v
linearen sistem. Postopek re²evanja linearnega sistema si bomo ogledali v tropskem
polkolobarju.
V tretjem poglavju bodo v ospredju rangi matrik nad polkolobarji. Vemo, da je
rang matrike nad poljem deniran kot ²tevilo linearno neodvisnih vrstic. Podobno
velja za stolpce in oba denirana ranga sta med seboj enaka. Poznamo razli£ne
na£ine kako poiskati rang matrike nad poljem, in sicer Gaussovo eliminacijo, LU
razcep,... In vsi ti postopki nam dajo isti rezultat. Popolnoma druga£e pa je v
polkolobarjih. Razlikujeta se lahko ºe ranga matrik denirana kot ²tevilo linearno
neodvisnih vrstic ali linearno neodvisnih stolpcev. Denirali bomo razli£ne range,
in sicer produktni rang, linijski rang, vrsti£ni rang, stolp£ni rang, vrsti£no ogrinjalni
rang, stolp£no ogrinjalni rang, najve£ji vrsti£ni rang in najve£ji stolp£ni rang. Torej
osem razli£nih rangov, za katere bomo pokazali, da si med seboj niso nujno enaki.
Med njimi pa veljajo dolo£ene neenakosti. Te bomo dokazali in preverili na razli£nih
primerih. Dokazali bomo eno izmed verzij Königovega izreka, ki za matrike iz sa-
mih nevtralnih elementov in enot pravi, da je najmanj²e ²tevilo vrstic in stolpcev, s
katerimi pokrijemo vse enote matrike enako najve£jemu ²tevilo enot v matriki, tako
da nobena od teh enot ni vsebovana v dveh ali ve£ vrsticah.
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V £etrtem poglavju se bomo posvetili rangu vsote dveh matrik in rangu produkta
dveh matrik. Najprej bomo dokazali, katere neenakosti veljajo, £e so matrike dane
nad poljem. Pokazali bomo neenakost za rang vsote dveh matrik, Sylvestrov zakon,
ki nam poda spodnjo in zgornjo oceno za produkt dveh matrik, ter Frobeniusovo
neenakost, ki nam pove, kako so povezani rangi produkta treh matrik z danimi ma-
trikami. V posameznih podpoglavjih si bomo podrobneje ogledali, £e te neenakosti
veljajo tudi v produktnem in linijskem rangu ter v razli£nih vrsti£nih in stolp£nih
rangih, ki smo jih denirali v tretjem poglavju. Dokazali bomo neenakosti, ki veljajo
za dolo£en rang matrike in si ogledali primere, v katerih je enakost lahko doseºena.
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2 Polkolobarji
V tem poglavju bomo denirali algebrsko strukturo polkolobar. Posebej bomo po-
vedali kaj je komutativen in antinegativen polkolobar, ter polkolobar brez deliteljev
ni£a. Sledili bodo razli£ni primeri polkolobarjev. Za nekatere izmed njih bomo po-
kazali, da so res polkolobarji in si ogledali njihove lastnosti. Sledila bo uporaba
polkolobarjev, kjer bomo za nekatere polkolobarje, denirane pod primeri, predsta-
vili tudi njihovo uporabo. Predstavljeni bodo optimizacijski problemi in problem
nelinearnih sistemov nad polkolobarji, ki jih lahko pretvorimo v linearne sisteme.
Ve£ o uporabi polkolobarjev in o re²evanju linearnih sistemov v polkolobarjih si
bralec lahko prebere v [5] in [9].
2.1 Denicija polkolobarja
Denicija 2.1.1. Polkolobar (S,⊕,⊙) je neprazna mnoºica elementov S, na kateri
sta denirani notranji operaciji se²tevanje ⊕ in mnoºenje ⊙. Pri tem mora veljati:
1. (S,⊕) je Abelov monoid z nevtranim elementom, ki ga ozna£imo z 0S,
2. (S, ⊙) je monoid z enoto, ki jo ozna£imo z 1S,
3. operacija mnoºenja je distributivna nad operacijo se²tevanja:
a⊙ (b⊕ c) = (a⊙ b)⊕ (a⊙ c)
(a⊕ b)⊙ c = (a⊙ c)⊕ (b⊙ c)
za vsaka a, b ∈ S,
4. nevtralni element 0S je absorbirajo£ element mnoºenja, t.j.
a⊙ 0S = 0S ⊙ a = 0S
za vsaka a, b ∈ S.
Denicija 2.1.2. Polkolobar S je komutativen, £e je operacija mnoºenja komuta-
tivna, t.j.
a⊙ b = b⊙ a
za vsaka a, b ∈ S.
Denicija 2.1.3. Polkolobar imenujemo antinegativen, £e noben element, razli£en
od nevtralnega elementa, nima inverznega elementa za se²tevanje.
Denicija 2.1.4. Element a polkolobarja S se imenuje delitelj ni£a, £e velja
a⊙ b = b⊙ a = 0S
za nek element b ∈ S, ki je razli£en od nevtralnega elementa. Pravimo, da je
polkolobar, ki ne vsebuje deliteljev ni£a, polkolobar brez deliteljev ni£a.
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2.2 Primeri polkolobarjev
Primeri so v matematiki zelo pomembni, saj si z njimi laºje predstavljamo abstraktno
teorijo. Hkrati pa se abstraktna teorija razvije preko razli£nih primerov, ki jih
obravnavamo na poenoten na£in. V tem razdelku bomo pregledali nekatere primere
polkolobarjev. Za nekatere bomo tudi preverili ali so polkolobarji, dolo£ili nevtralni
element za se²tevanje in enoto za mnoºenje.
1. Mnoºica naravnih ²tevil z ni£lo ter obi£ajnim se²tevanjem in mnoºenjem je
komutativen antinegativen polkolobar. Podobno velja za mnoºico pozitivnih
racionalnih ²tevil z ni£lo in mnoºico pozitivnih realnih ²tevil z ni£lo. Torej so
mnoºice
(N0,+, ·), (Q+0 ,+, ·) in (R+0 ,+, ·)
polkolobarji.
2. Vsak kolobar je o£itno tudi polkolobar. Kolobar o£itno ustreza aksiomom 1−3
v deniciji 2.1.1. Preveriti moramo samo aksiom 4, torej da je 0S absorbirajo£
element za mnoºenje. Ker velja
0S ⊙ a = (0S ⊕ 0S)⊙ a = (0S ⊙ a)⊕ (0S ⊙ a)
in ker v kolobarju lahko pri²tejemo nasprotni element −(0S ⊙ a), dobimo
0S = 0S ⊙ a,
kar pa je ravno denicija absorbirajo£ega elementa. Na podoben na£in preve-
rimo 0S = a⊙ 0S.
3. e sta v polkolobarju S nevtralni element 0S in enota 1S enaka, torej 0S = 1S,
preverimo, da je potem polkolobar S kar mnoºica S = {0S}. Denimo, da
je a ∈ S, kjer je a razli£en od nevtralnega elementa in enote. Potem je
a ⊙ 0S = 0S, saj je 0S absorbirajo£ element mnoºenja. Po drugi strani pa
je a ⊙ 1S = a, saj je 1S enota za mnoºenje. V zadnji enakosti uporabimo
predpostavko 0S = 1S in dobimo a ⊙ 0S = a. Iz prve enakosti in te sledi, da
je a = 0S. Torej je 0S res edini element polkolobarja S.
4. Naj bo M dana mnoºica, A in B pa njeni podmnoºici. Denirajmo ra£unski
operaciji
A⊕B = A ∪B
in
A⊙B = A ∩B.
Po znanih lastnostih unije in preseka mnoºic na poten£ni mnoºici P(M) za tako
denirani operaciji ⊕ in ⊙, postane mnoºica P(M) komutativen polkolobar.
Nevtralni element za se²tevanje je prazna mnoºica ∅, enota za mnoºenje pa
mnoºica M . Ker za nobeno neprazno mnoºico X ne velja
A⊕X = A ∪X = 0S = ∅,
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sledi, da noben element, razen nevtralnega elementa, nima inverznega elementa
za se²tevanje. Torej je ta polkolobar tudi antinegativen. Polkolobar tega tipa
imenujemo Boolov polkolobar. Oglejmo si, ali ta polkolobar vsebuje delitelje
ni£a. Za poljubno neprazno mnoºico A mora veljati
A⊙B = A ∩B = ∅,
kar pa je res za vsako mnoºico B, ki je disjunktna z mnoºico A. Torej Boolov
polkolobar lahko vsebuje delitelje ni£a.
5. e v zgornjem primeru poten£na mnoºica vsebuje samo dva razli£na elementa,
torej prazno mnoºico in mnoºicoM , imenujemo polkolobar binarni Boolov pol-
kolobar. Ozna£imo ga tudi z ({0, 1},∨,∧), kjer 0 predstavlja prazno mnoºico,







Iz leve tabele vidimo, da je nevtralni element za se²tevanje enak 0 in iz de-
sne tabele, da je enota za mnoºenje enaka 1. Uporabo binarnega Boolovega
polkolobarja si bomo ogledali v razdelku 2.3.1.
e pa v tabeli za se²tevanje pravilo 1⊕ 1 = 1 zamenjamo s pravilom 1⊕ 1 = 0








In to sta edina dva polkolobarja z dvema elementoma, saj so ostali elementi v
tabelah za se²tevanje in mnoºenje dolo£eni z aksiomi iz denicije polkolobarja.
6. Naj bo S linearno urejena mnoºica, v kateri obstajata natan£na zgornja meja
in natan£na spodnja meja. Za poljubna elementa a, b ∈ S denirajmo operaciji
a⊕ b = max{a, b}
in
a⊙ b = min{a, b}
Najve£ji element v mnoºici S ozna£imo z 1S, najmanj²i pa z 0S. Preverimo,
da s tema denicijama mnoºica S postane polkolobar, ki ga imenujemo veriºni
polkolobar.
(a) Mnoºica S je z operacijo ⊕ Abelov monoid:
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• Asociativnost: elimo pokazati, da velja
(a⊕ b)⊕ c = a⊕ (b⊕ c).
Po deniciji je
(a⊕ b)⊕ c = max{a, b} ⊕ c =
= max{max{a, b}, c} =
= max{a, b, c} =
in
a⊕ (b⊕ c) = a⊕max{b, c} =
= max{a,max{b, c}} =
= max{a, b, c}.
Na obeh straneh dobimo enak rezultat, kar pomeni, da je operacija
se²tevanja asociativna.
• Komutativnost: Ker velja
max{a, b} = max{b, a},
je a⊕ b = b⊕ a. Torej je operacija ⊕ komutativna.
• Nevtralni element: Ker za 0S ∈ S velja
0S ⊕ a = max{0S, a} = a,
za vsak a ∈ S, je po deniciji 0S nevtralni element.
(b) Mnoºica S je z operacijo ⊙ monoid z enoto:
• Asociativnost: Zaradi podobnih lastnosti operacij min in max, lahko
asociativnost mnoºenja preverimo na podoben na£in kot asociativ-
nost se²tevanja v (a).
• Enota: Ker za 1S ∈ S velja
1S ⊙ a = min{1S, a} = a
za vsak a ∈ S, je po deniciji 1S enota za mnoºenje.
Opazimo, da je tudi operacija mnoºenja komutativna, torej je veriºni
polkolobar komutativen.
(c) Preverimo distributivnost mnoºenja nad se²tevanjem:
a⊙ (b⊕ c) = (a⊙ b)⊕ (a⊙ c).
Po deniciji je
a⊙ (b⊕ c) = a⊙max{b, c} =
= min{a,max{b, c}} (2.1)
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in
(a⊙ b)⊕ (a⊙ c) = min{a, b} ⊕min{a, c} =
= max{min{a, b},min{a, c}}. (2.2)
Za medsebojne lege elementov a, b in c iz S imamo ²est moºnosti in za
vsako od teh preverimo zgornji vrstici (2.1) in (2.2). V primeru ko je
a ≥ b ≥ c je
min{a,max{b, c}} = min{a, b} = b
in
max{min{a, b},min{a, c}} = max{b, c} = b.
Na podoben na£in bi preverili ²e ostalih pet moºnosti. Na ta na£in smo
pokazali, da velja
min{a,max{b, c}} = max{min{a, b},min{a, c}} (2.3)
za vse a, b, c ∈ S in s tem pokazali distributivnostni zakon.
(d) Ker je
a⊙ 0S = min{a, 0S} = 0S
za vsak a ∈ S, je 0S absorbirajo£ element.
Pokazali smo, da je (S,⊕,⊙) komutativen polkolobar. Njegovo uporabo si
bomo ogledali v podpoglavju Uporaba polkolobarjev, pod 2.3.2.
7. Tropski polkolobar je deniran na mnoºici T = R ∪ {−∞} z operacijama
a⊕ b = max{a, b}
in
a⊙ b = a+ b.
Izkaºe se, da je mnoºica z deniranima operacijama komutativen polkolobar.
Nevtralni element je enak 0T = −∞, enota pa 1T = 0. Preverimo, da je ta
polkolobar tudi antinegativen. I²£emo taka elementa a, b ∈ T za katera je
a ⊕ b = 0T , oziroma max{a, b} = −∞. Kar pa je res samo za a = b = −∞.
Torej je tropski polkolobar res antinegativen.
Podrobneje si oglejmo potence elementov v tropskem polkolobarju. Naj bosta
a ∈ T in n ∈ N. V izrazu a⊙ a⊙ · · · ⊙ a  
n
operacija ⊙ ni obi£ajno mnoºenje,
zato ozna£imo potenco an z a⊙n. Po deniciji je
a⊙n = a⊙ a⊙ · · · ⊙ a  
n
= a+ a+ · · ·+ a  
n
= n · a.
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Iz tega pravila izpeljimo posebno pravilo binomskega simbola
(a⊕ b)⊙n = n · (a⊕ b) =
= n ·max{a, b} =
= max{n · a, n · b} =
= max{a⊙n, b⊙n} =
= a⊙n ⊕ b⊙n.
V podpoglavju Uporaba polkolobarjev, si bomo pod 2.3.5 ogledali uporabo
tropskih polkolobarjev.
8. Na mnoºici S = R+0 ∪ {∞} denirajmo operaciji
a⊕ b = min{a, b}
in
a⊙ b = a+ b.
Mogo£e je preveriti, da je dana mnoºica z deniranima operacijama polkolo-
bar. Imenujemo ga polkolobar najkraj²ih sprehodov. Nevtralni element je tak
element x ∈ S za katerega velja a ⊕ x = a oziroma min{a, x} = a za vsak
a ∈ S. Kar pa je res za x = ∞. Torej je 0S = ∞. Podobno je enota za
mnoºenje tak element y ∈ S, za katerega je a ⊙ y = a oziroma a + y = a za
vsak a ∈ S. Kar pa je res za y = 0. Torej je 1S = 0. O£itno je ta polkolobar
komutativen, saj je operacija mnoºenja, v tem primeru obi£ajno se²tevanje,
komutativna. Poglejmo ²e antinegativnost. I²£emo taka a, b ∈ S za katera je
a ⊕ b = 0S, oziroma min{a, b} = ∞. Kar pa je res za a = b = ∞. Torej je
polkolobar najkraj²ih poti res antinegativen. Uporabo polkolobarja najkraj²ih
poti si bomo ogledali v drugem podpoglavju, pod 2.3.3.
9. Na mnoºici S = [0, 1] denirajmo operaciji
a⊕ b = max{a, b}
in
a⊙ b = a · b.
Izkaºe se, da je dana mnoºica z deniranima operacijama polkolobar z nev-
tralnim elementom 0S = 0 in enoto 1S = 1. Polkolobar je o£itno komutativen,
saj je obi£ajno mnoºenje komutativno. Ker za noben x ∈ S ne velja
a⊕ x = max{a, x} = 0S = 0,
sledi, da noben element, razen nevtralnega elementa nima inverznega elementa
za se²tevanje. Torej polkolobar ni antinegativen. Uporabo tega polkolobarja
si bomo ogledali v drugem podpoglavju pod 2.3.4.
10. Naj bo S = {+,−, 0, ?} dana mnoºica znakov, ki predstavljajo predznake
realnih ²tevil. Znak + predstavlja predznak pozitivnih realnih ²tevil in znak
− predznak negativnih realnih ²tevil. Ker je ²tevilo 0 edino realno ²tevilo
brez predznaka, ga v na²i mnoºici S ozna£imo z 0. Znak ? pa pomeni, da
predznak ²tevila ni enoli£no dolo£en. Oglejmo si tabeli za operaciji se²tevanje
in mnoºenje
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⊕ + − 0 ?
+ + ? + ?
− ? − − ?
0 + − 0 ?
? ? ? ? ?
⊙ + − 0 ?
+ + − 0 ?
− − + 0 ?
0 0 0 0 0
? ? ? 0 ?
Ker sta obe tabeli simetri£ni £ez diagonali tabele, sta obe operaciji komuta-
tivni. Asociativnost obeh operacij sledi iz asociativnosti obeh operacij realnih
²tevil. Podobno velja za distributivnost operacije ⊙ nad operacijo ⊕. Iz leve
tabele vidimo, da je nevtralni element za se²tevanje element 0. V desni tabeli
pa vidimo, da je enota za mnoºenje element + in da je nevtralni element 0
absorbcijski element mnoºenja. Sledi, da je dana mnoºica komutativen pol-
kolobar. V levi tabeli za noben predznak x ∈ S ne velja a ⊕ x = 0S, kjer je
a ∈ S, oziroma a⊕ x = 0. Saj bi v tem primeru v levi tabeli morala obstajati
vrstica iz samih nevtralnih elementov, torej iz znakov 0. Sledi da polkolobar
ni antinegativen.
11. Na mnoºici N0 denirajmo operaciji
a⊕ b = v(a, b)
in
a⊙ b = D(a, b),
kjer z v(a, b) ozna£imo najmanj²i skupni ve£kratnik ²tevil a in b ter z D(a, b)
njun najve£ji skupni delitelj. Preverimo, da je s tema denicijama mnoºica N0
komutativen polkolobar.
(a) Mnoºica N0 je z operacijo ⊕ Abelov monoid:
• Asociativnost: elimo pokazati, da velja
(a⊕ b)⊕ c = a⊕ (b⊕ c).
Po deniciji je
a⊕ (b⊕ c) = a⊕ v(b, c) =
= v(a, v(b, c)) =
= v(a, b, c)
in
(a⊕ b)⊕ c = v(a, b)⊕ c =
= v(v(a, b), c) =
= v(a, b, c).
Na obeh straneh dobimo enak rezultat, kar pomeni, da je operacija
se²tevanja asociativna.
• Komutativnost: Ker velja v(a, b) = v(b, a), je a⊕ b = b⊕ a. Torej je
operacija ⊕ komutativna.
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• Nevtralni element: Ker za 0S ∈ N0 velja
0S ⊕ a = v(0S, a) = a,
za vsak a ∈ N0, je 0S = 1.
(b) Mnoºica N0 je z operacijo ⊙ monoid z enoto:
• Asociativnost: Preverimo na podoben na£in kot pri asociativnosti
operacije ⊕.
• Enota: Ker za 1S ∈ N0 velja
1S ⊙ a = D(1S, a) = a,
za vsak a ∈ N0, je 1S = 0.
Opazimo, da je tudi operacija mnoºenja komutativna, torej je dani
polkolobar komutativen.
(c) Preverimo distributivnost mnoºenja nad se²tevanjem:
a⊙ (b⊕ c) = (a⊙ b)⊕ (a⊙ c).
Po deniciji je
a⊙ (b⊕ c) = a⊙ v(b, c) =
= D(a, v(b, c))
in
(a⊙ b)⊕ (a⊙ c) = D(a, b)⊕D(a, c) =
= v(D(a, b), D(a, c)).
Za ²tevila a, b in c naredimo pra²tevilski razcep
a = pα11 · · · · · pαmm
b = pβ11 · · · · · pβmm
c = pγ11 · · · · · pγmm ,
kjer so nekateri eksponenti morda enaki 0. Potem po deniciji najve£jega
skupnega delitelja in najmanj²ega skupnega ve£kratnika sledi

















a⊙ 0S = D(a, 1) = 1 = 0S,
za vsak a ∈ N0, je 0S = 1 absorbirajo£ element.
Pokazali smo, da je (N0,⊕,⊙) komutativen polkolobar.
12. Naj bo A mnoºica £rk neke abecede. Z A∗ ozna£imo mnoºico kon£nih nizov
elementov iz A, torej mnoºico besed. Poten£no mnoºico mnoºice A∗ ozna£imo
z P(A∗) in jo imenujemo mnoºica jezikov. Za elementa L1 in L2 ∈ P(A∗)
denirajmo operaciji
L1 ⊕ L2 = L1 ∪ L2
in
L1 ⊙ L2 = {ω1ω2; ω1 ∈ L1, ω2 ∈ L2}.
Mogo£e je preveriti, da z deniranima operacijama mnoºica P(A∗) postane
nekomutativen polkolobar, ki ga imenujemo polkolobar formalnih jezikov. Nev-
tralni element za se²tevanje je prazna mnoºica ∅, enota za mnoºenje pa prazna
beseda {∅}.
13. e je S polkolobar, potem je mnoºica vseh n × n matrik nad danim polkolo-
barjem tudi (v splo²nem nekomutativen) polkolobar. Operaciji se²tevanja in
mnoºenja deniramo kot obi£ajno se²tevanje in mnoºenje nad matrikami, le da
v tem primeru uporabimo deniciji operacij iz polkolobarja. Torej, £e elemente
v matriki A ozna£imo z aij in elemente matrike B z bij, kjer 1 ≤ i, j ≤ n, je
element njune vsote enak
(A⊕B)ij = aij ⊕ bij
in element produkta




za vsaka 1 ≤ i, j ≤ n. Pri tem poudarimo, da znak ⊕ na levi in desni strani
ne predstavlja iste operacije. Na levi strani enakosti operacija ⊕ predstavlja
obi£ajno se²tevanje med matrikami, na desni pa se²tevanje v polkolobarju.
Podobno velja za mnoºenje. Od aksiomov za polkolobar iz denicije 2.1.1
preverimo samo distributivnost. Pokazati moramo, da za poljuben element na
(i, j)-tem mestu velja
(A⊙ (B ⊕ C))ij = (A⊙B)ij ⊕ (A⊙ C)ij.
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Po deniciji produkta in vsote dveh matrik velja
(A⊙ (B ⊕ C))ij =
n⨁
k=1




















= (A⊙B)ij ⊕ (A⊙ C)ij.
Ostale aksiome pokaºemo na podoben na£in. Nevtralni element za se²tevanje
v mnoºici matrik Mn(S) je matrika
On,n =
⎡⎢⎢⎢⎣
0S 0S . . . 0S
0S 0S . . . 0S
...
... . . .
...
0S 0S . . . 0S
⎤⎥⎥⎥⎦
in enota za mnoºenje matrika
In =
⎡⎢⎢⎢⎣
1S 0S . . . 0S
0S 1S . . . 0S
...
... . . .
...
0S 0S . . . 1S
⎤⎥⎥⎥⎦ .
Kadar bosta dimenziji teh dveh matrik jasni, ju bomo pisali kot O in I, torej
brez indeksov.
Na konkretnem primeru si oglejmo ra£unanje z matrikami nad tropskim pol-
kolobarjem, ki ga ozna£imo z Mn(T ).











Potem je njuna vsota enaka
A⊕B =
[









Produkt matrik A in B pa je enak
A⊙B =
[
1⊙ 0⊕ 2⊙−∞ 1⊙ 8⊕ 2⊙ 3















Mnoºenje ni komutativno, torej polkolobar ni komutativen. V na²em primeru














−∞ −∞ . . . −∞
−∞ −∞ . . . −∞
...
... . . .
...
−∞ −∞ . . . −∞
⎤⎥⎥⎥⎦ ,
enota za mnoºenje pa matrika
In =
⎡⎢⎢⎢⎣
0 −∞ . . . −∞
−∞ 0 . . . −∞
...
... . . .
...
−∞ −∞ . . . 0
⎤⎥⎥⎥⎦ .
14. Naj bo S polkolobar. Potem lahko deniramo polinom nad polkolobarjem S
kot
p(x) = a0 ⊕ a1 ⊙ x⊕ a2 ⊙ x⊙2 ⊕ a3 ⊙ x⊙3 ⊕ · · · ⊕ an ⊙ x⊙n,
kjer so ai ∈ S. Operaciji se²tevanja in mnoºenja polinomov deniramo tako
kot pri obi£ajnih polinomih. Torej se²tevamo po istoleºnih koecientih, mno-
ºimo pa po vseh elementih in zdruºimo po istoleºnih koecientih. Izkaºe se,
da s tema denicijama postane mnoºica polinomov nad polkolobarjem S pol-
kolobar. Nevtralni element za se²tevanje je o£itno polinom p0S = 0S in enota
za mnoºenje polinom p1S = 1S.
15. Algebrski strukturi M z operacijama ∨ in ∧ pravimo mreºa, £e zanjo veljata
asociativnost in komutativnost obeh ra£unskih operacij ter idempotentnost za
obe operaciji. Slednje pomeni, da za vsak element a ∈ M veljata pravili
a ∨ a = a in a ∧ a = a.
Poleg tega pa mora veljati ²e absorbcija, t.j.
a ∨ (a ∧ b) = a in a ∧ (a ∨ b) = a,
za vse elemente a, b in c ∈ M . e pa za mreºo velja ²e distributivnostni zakon,
jo imenujemo distributivna mreºa in ta je primer polkolobarja, saj zanjo veljajo
vsi aksiomi iz dencije polkolobarja. Oglejmo si primer distributivne mreºe na
mnoºici M = {0, 1, p, q}. Tabeli za denirani operaciji v tej mnoºici sta enaki
∨ 0 1 p q
0 0 1 p q
1 1 1 p q
p p p p 1
q q q 1 q
∧ 0 1 p q
0 0 0 0 0
1 0 1 p q
p 0 p p 0
q 0 q 0 q
Iz tabel preberemo, da je nevtralni element za se²tevanje enak 0, enota za
mnoºenje pa je enaka 1. Ker je desna tabela simetri£na £ez diagonalo, je
distributivna mreºa komutativen polkolobar. Ni pa antinegativen, saj v levi
tabeli ne obstaja vrstica iz samih nevtralnih elementov.
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2.3 Uporaba polkolobarjev
V tem razdelku bomo pregledali nekatere primere uporabe polkolobarjev pove-
zane s potmi v grah. Najprej ponovimo nekaj pojmov iz teorije grafov. Naj
bo V kon£na neprazna mnoºica in E poljubna druºina dvoelementnih pod-
mnoºic mnoºice V . Paru G = (V,E) pravimo graf na mnoºici to£k V = V (G)
in z mnoºico povezav E = E(G). Zanimali nas bodo usmerjeni gra. To so
gra, ki imajo usmerjene povezave. Oznaka za usmerjeno povezavo, ki gre od
to£ke u do to£ke v, naj bo u → v. Zaporedje to£k v0 → v1 → · · · → vk imenu-
jemo sprehod dolºine k, £e vi → vi+1 za 0 ≤ i ≤ k. Sprehod je enostaven, £e
so vse povezave na njem razli£ne.
Cikel grafa G je sprehod, v katerem je prva to£ka sprehoda enaka zadnji to£ki
sprehoda.
Uteºen graf je graf, na katerem je vsaki povezavi dodana uteº. Ta lahko pred-
stavlja razdaljo ali ceno. Torej ima vsaka povezava i → j dodano uteº wij ∈ S,
kjer je S polkolobar. e povezava med to£kama i in j ne obstaja, bomo pisali
wij = 0S.
Grafe predstavimo gra£no, tako da to£ke o²tevil£imo, povezave pa predsta-
vimo kot usmerjene daljice.
Matrika sosednosti grafa G je kvadratna matrika, indeksirana s to£kami da-
nega grafa. Element aij matrike sosednosti je enak wij, £e velja i → j, sicer
je enaka 0S. V matriki sosednosti neuteºenega grafa pa je element aij = 1, £e
obstaja povezava i → j, sicer je enaka 0.
Ve£ o teoriji grafov si bralec lahko prebere v [10].
Naj bo A ∈ Mn(S) dana kvadratna matrika sosednosti grafa G z uteºmi nad
polkolobarjem S. Za poljuben k ∈ N denirajmo matriki
Ak = A⊙ A⊙ · · · ⊙ A  
k
in
A(k) = I ⊕ A⊕ A2 ⊕ · · · ⊕ Ak.
Omenimo, da smo v podpoglavju 2.2 potenco Ak pisali kot A⊙k. Tukaj bomo
zaradi preglednosti znak ⊙ izpustili. Poudarimo le, da pri mnoºenju v potenci
ne gre za obi£ajno mnoºenje, ampak za mnoºenje v polkolobarju.
Matrika I je matrika sosednosti grafa z zankami, katerih v nadaljevanju na
grafu ne bomo risali. Zanka je sprehod od to£ke i do to£ke i, ki ne vsebuje
nobene povezave danega grafa.





Ogledali si bomo zadostne pogoje za obstoj matrike A∗. Dan naj bo uteºen
graf G, kjer je wij uteº na vsaki povezavi od to£ke i do to£ke j. S P kij ozna£imo
mnoºico vseh sprehodov v grafu G od to£ke i do to£ke j, ki vsebujejo to£no k
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povezav. S P (k)ij pa ozna£imo mnoºico vseh sprehodov grafa G od to£ke i do
to£ke j, ki pa vsebujejo najve£ k povezav. Za poljuben sprehod µ ∈ P kij, ki je
sestavljen iz zaporedja to£k i = i0 → i1 → · · · → ik = j, denirajmo skupno
uteº sprehoda kot
w(µ) = wi0i1 ⊙wi1i2 ⊙ · · · ⊙ wik−1ik .
Trditev 2.3.2. Naj bo dan uteºen graf G na n to£kah s pripadajo£o matriko
sosednosti A. Potem velja










Dokaz. (a) Trditev dokaºemo z indukcijo na ²tevilo k.
Za k = 1 dobimo A1 = A, kar je o£itno res.
Predpostavimo, da trditev velja za k in dokaºimo, da velja za k + 1.




(Ak)il ⊙ Alj =
= bi1 ⊙ aaj ⊕ bi2 ⊙ a2j ⊕ · · · ⊕ bin ⊙ anj,
kjer smo elemente matrik ozna£ili z (Ak)il = bil in Alj = alj. Po indukcij-
ski predpostavki je bi1 vsota uteºi sprehoda dolºine k od to£ke i do to£ke
1. In a1j je uteº povezave od to£ke 1 do to£ke j. Sledi, da je produkt teh
dveh uteºi uteº sprehoda dolºine k+1. Podobno velja za ostale produkte
v zgornji vsoti. Od koder sledi, da je zgornja vsota enaka vsoti vseh uteºi
sprehodov dolºine k + 1.
(b) Dokaºemo podobno kot to£ko (a).
Sprehodi v mnoºicah P kij in P
(k)
ij niso nujno enostavni. Lahko vsebujejo tudi
cikle. V splo²nem polkolobarju operacija ⊙ ni komutativna, kar pomeni, da
je uteº cikla i1 → i2 → · · · → ik → i1 odvisna od za£etne to£ke cikla. e je
za£etna to£ka cikla enaka i1 je skupna uteº enaka
wi1i2 ⊙wi2i3 ⊙ · · · ⊙ wiki1 .
e pa je za£etna to£ka enaka i2 pa je skupna uteº enaka
wi2i3 ⊙wi3i4 ⊙ · · · ⊙ wiki1 ⊙wi1i2 .
Ti dve vrednost pa sta v splo²nem razli£ni, saj mnoºenje ni nujno komutativno.
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Denicija 2.3.3. Element a ∈ S imenujemo stabilen reda p, £e je
a(p) = a(p+1),
kjer je a(k) = 1S ⊕ a⊕ a2⊕ · · ·⊕ ak za k ∈ N. Pravimo, da uteºen graf G nima
absorbirajo£ega cikla reda p, £e je uteº vsakega cikla stabilna reda p.
Trditev 2.3.4. Dan naj bo uteºen graf G in njegova pripadajo£a matrika so-





kjer vsota te£e po vseh sprehodih µ ∈ M ⊂ (Pij)(k), ki ne pre£kajo zaporedoma
ve£ kot p-krat vsako to£ko cikla grafa G.
Dokaz. Za dokaz trditve je dovolj pokazati, da poljubna pot, ki ve£ kot p-
krat zaporedoma pre£ka cikel danega grafa, ni vsebovana v trditvi 2.3.2 (b).
Sprehod µ od to£ke i do to£ke j naj zaporedoma pre£ka (p+ q)-krat cikel γll,
kjer je 1 ≤ q ≤ k − p. Naj bo G uteºen graf in γll cikel grafa G z za£etno
in kon£no to£ko l. Predpostavimo, da sprehod µ vsebuje najve£ k povezav.
Potem lahko µ zapi²emo kot
µ = µil(γll)
p+qµlj
in velja µ ∈ P (k)ij . Denirajmo sprehode
µr = µil(γll)
r+q−1µlj,
kjer je 0 ≤ r ≤ p. To so sprehodi, ki tudi gredo skozi cikel γll, vendar manjkrat
kot povezava µ. Torej manj kot (p+ q)-krat. Ima torej manj kot k povezav in
so zato tudi vsebovani v mnoºici P (k)ij . Torej so tako sprehod µ kot sprehodi
µr vsebovani v mnoºici P (k)ij in so to tudi vsi sprehodi od to£ke i do to£ke j.














(A(k))ij = w(µil)⊙ w(γll)q−1 ⊙
[




Sedaj uporabimo predpostavko, da graf G nima absorbirajo£ega cikla reda p,
torej da velja w(γll)(p+1) = w(γll)(p).Torej sledi
(A(k))ij = w(µil)⊙ w(γll)q−1 ⊙
[




oziroma, £e jo razpi²emo, dobimo
(A(k))ij = w(µil)⊙ w(γll)q−1 ⊙ 1S ⊙ w(µlj)⊕
⊕ w(µil)⊙ w(γll)q−1 ⊙ w(γll) w(µlj)⊕
⊕ w(µil)⊙ w(γll)q−1 ⊙ w(γll)2w(µlj)⊕
⊕ · · ·⊕













Sprehodi od to£ke i do to£ke j, ki vsebujejo najve£ k povezav, so torej vsota
sprehodov, ki prav tako vsebujejo manj kot k povezav in pre£kajo cikel grafa
G zaporedoma manj kot p-krat.
V posebnem primeru, ko je p = 0 vsak element iz polkolobarja imenujemo
stabilen reda 0. Potem pravimo, da G nima absorbirajo£ega cikla reda 0, £e
za vsak cikel γ grafa G velja
w(γ)⊕ 1S = 1S.
Denirajmo sedaj mnoºico P (k)ij (o), kot mnoºico vseh sprehodov P
(k)
ij , ki nobene
povezave ne pre£kajo ve£ kot enkrat. S Pij(o) pa ozna£imo mnoºico vseh
sprehodov poljubne dolºine od to£ke i do to£ke j, ki nobene povezave ne
pre£kajo ve£ kot enkrat. Potem velja naslednja trditev.
Trditev 2.3.5. Naj bo dan uteºen graf G s pripadajo£o sosednostno matriko
















Dokaz. Ena£aj (2.4) sledi iz trditve 2.3.4 za primer ko graf ne vsebuje absor-
birajo£ega cikla reda 0. Druga enakost (2.5) pa sledi iz (2.4) in dejstva, da
vsak sprehod vsebuje najve£ n − 1 povezav, saj graf vsebuje n to£k in noben
sprehod ne gre ve£ kot enkrat £ez povezavo v sprehodu.
Lema 2.3.6. e za nek m ∈ N velja, da je A(m) = A(m−1), potem je A(m+k) =
A(m−1), za vsa naravna ²tevila k.
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Dokaz. Dokaºimo z indukcijo na ²tevilo k. Za k = 1 velja naslednje, kjer smo
na drugem koraku iz zadnjih m+ 1 £lenov izpostavili matriko A,
A(m+1) = I ⊕ A⊕ · · · ⊕ Am+1 =
= I ⊕ A⊙ (I ⊕ A⊕ · · · ⊕ Am).
Sedaj uporabimo predpostavko A(m) = A(m−1) in dobimo
A(m+1) = I ⊕ A⊙ (I ⊕ A⊕ · · · ⊕ Am−1) =
= I ⊕ A⊕ · · · ⊕ Am =
= A(m) = A(m−1).
Torej je za k = 1 res A(m+1) = A(m−1). Predpostavimo sedaj, da za neko
naravno ²tevilo r velja lema, torej je A(m+r) = A(m−1). Potem je
A(m+r+1) = I ⊕ A⊕ · · · ⊕ Am+r+1 =
= I ⊕ A⊙ (I ⊕ A⊕ · · · ⊕ Am+r).
Uporabimo indukcijsko predpostavko in dobimo
A(m+r+1) = I ⊕ A⊙ (I ⊕ A⊕ · · · ⊕ Am−1) =
= I ⊕ A⊕ · · · ⊕ Am =
= A(m) = A(m−1).
Torej je res A(m+k) = A(m−1), ob predpostavki, da velja A(m) = A(m−1).
Izkaºe se, da v primeru ko obstaja matrika A∗, je m v lemi 2.3.6 enak n. Torej
da je limita A∗ doseºena ravno pri velikosti matrike A, zato je A∗ = A(n). Za
podrobnej²o razlago, kako pridemo do tega dejstva se bralec lahko prepi£a v
£etrtem poglavju v knjigi M. Gondrana in M. Minouxa [9].
Izrek 2.3.7. Naj bo dan uteºen graf G s pripadajo£o matriko sosednosti A.
e graf G nima absorbirajo£ega cikla reda p, ima zaporedje matrik {A(k)}∞k=1
limito, ki jo ozna£imo z A∗, in je doseºena za k ≤ n− 1,
A∗ = lim
k→∞
A(k) = A(n−1) = A(n) = . . .
Matrika A∗ re²i matri£ni ena£bi X = I ⊕ A⊙X in X = I ⊕X ⊙ A.
Dokaz. Da obstaja limita A∗ za zaporedje {A(k)}∞k=1, sledi iz trditve 2.3.5.
Matrika A∗ res re²i matri£no ena£bo X = I ⊕ A ⊙ X pri predpostavki A∗ =
A(n−1), saj velja
I ⊕ A⊙ A∗ = I ⊕ A⊙ A(n−1) =
= I ⊕ A⊙ (I ⊕ A⊕ · · · ⊕ An−1) =
= I ⊕ A⊕ A2 ⊕ · · · ⊕ An =
= A∗.
Podobno dokaºemo da A∗ re²i ena£bo X = I ⊕X ⊙ A.
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2.3.1 Problem obstojnosti in povezljivosti
Ta problem re²imo s pomo£jo binarnega Boolovega polkolobarja, torej na mno-
ºici S = {0, 1}, kjer je ⊕ = ∨, ⊙ = ∧, 0S = 0 in 1S = 1. Omenimo, da namesto
teh operacij lahko uporabimo tudi operaciji ⊕ = max in ⊙ = min.
Za dani graf G je matrika A denirana kot matrika sosednosti grafa G, torej
je element matrike A = [aij]ni,j=1 enak
aij =
{
1, £e i → j,
0, sicer.
Sprehod, ki vsebuje to£no k povezav med to£kama i in j, obstaja natanko
tedaj ko je (Ak)ij = 1. Podobno obstaja pot med to£kama i in j, ki vsebuje
najve£ k povezav, natanko tedaj ko je (A(k))ij = 1. Za vsako povezavo a grafa
G velja
1S ⊕ a = max{1S, a} = max{1, a} = 1 = 1S.
Sledi, da je poljubna povezava grafa G stabilna reda 0, od koder pa sledi, da
graf G ne vsebuje absorbirajo£ega cikla reda 0. Zato po izreku 2.3.7 sledi, da
obstaja matrika A∗. Ta nam pove, ali obstaja sprehod od to£ke i do to£ke j
ne glede na ²tevilo povezav med njima.






Recimo, da nas zanima ali obstaja sprehod iz to£ke 1 v to£ko 5, ki vsebuje tri
povezave. Od to£ke 1 do to£ke 5 lahko pridemo po treh razli£nih sprehodih,




0 1 1 0 0
0 0 0 1 1
0 1 0 1 1
0 0 0 0 1






0 1 1 0 0
0 0 0 1 1
0 1 0 1 1
0 0 0 0 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎦⊙
⎡⎢⎢⎢⎢⎣
0 1 1 0 0
0 0 0 1 1
0 1 0 1 1
0 0 0 0 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎦⊙
⎡⎢⎢⎢⎢⎣
0 1 1 0 0
0 0 0 1 1
0 1 0 1 1
0 0 0 0 1




0 0 0 1 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦ .
Ker je (A3)15 = 1, sledi da obstaja sprehod od to£ke 1 do to£ke 5, ki vsebuje tri
povezave. Po izreku 2.3.7 je matrika A∗ = A(n−1) = A(4) = I⊕A⊕A2⊕A3⊕A4
in je v na²em primeru enaka
A∗ =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
0 1 1 0 0
0 0 0 1 1
0 1 0 1 1
0 0 0 0 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
0 1 0 1 1
0 0 0 0 1
0 0 0 1 1
0 0 0 0 0




0 0 0 1 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1 1 1 1 1
0 1 0 1 1
0 1 1 1 1
0 0 0 1 1
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ .
Matrika A∗ nam pove kateri sprehodi obstajajo ne glede na dolºino sprehoda.
Element (A∗)15 je enak 1, kar pomeni da obstaja sprehod od to£ke 1 do to£ke
5 ne glede na ²tevilo povezav med to£kama i in j.
2.3.2 Problem najve£je zmogljivosti
V veriºnem polkolobarju S = R+0 ∪{∞}, z operacijama ⊕ = max in ⊙ = min,
kjer je 0S = 0 in 1S = ∞, re²imo problem najve£je zmogljivosti sprehodov. V
tem primeru je v grafu G vsaki povezavi dodana uteº, ki je iz polkolobarja S in
predstavlja zmogljivost oz. kapaciteto. V splo²nem ima povezava od to£ke i do
to£ke j zmogljivost aij ≥ 0. Zmogljivost povezave predstavlja najve£jo moºno
koli£ino, ki jo lahko po²ljemo po tej povezavi. Matrika Ak predstavlja najve£jo
zmogljivost sprehodov, ki vsebujejo k povezav grafa G. V realnem ºivljenju pa
nas ponavadi zanima najve£ja zmogljivost nekega sprehoda, ne glede na ²tevilo
povezav med za£etkom sprehoda in ciljem. Ta rezultat pa nam da matrika A∗.
Ker za vsako povezavo a grafa G velja 1S ⊕ a = max{1S, a} = max{∞, a} =
∞ = 1S. Sledi, da je poljubna povezava grafa G stabilna reda 0. Od koder pa
spledi, da graf G ne vsebuje nobenega absorbirajo£ega cikla reda 0. Zato po
izreku 2.3.7 sledi, da obstaja A∗ in ta je enaka matriki A(n−1).
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Oglejmo si konkreten primer. Dan imamo isti graf kot pri prej²njem primeru,












Recimo, da nas zanima sprehod najve£je zmogljivosti od to£ke 1 do to£ke 5,
ki vsebuje tri povezave. Na grafu opazimo
Sprehod 1 → 2 → 4 → 5 : min{1, 1, 0} = 0
Sprehod 1 → 3 → 2 → 5 : min{2, 2, 3} = 2
Sprehod 1 → 3 → 4 → 5 : min{2, 1, 0} = 0
max{0, 2, 0} = 2
Sledi, da je najve£ja zmogljivost sprehoda od to£ke 1 do to£ke 5, ki vsebuje




0 1 2 0 0
0 0 0 1 3
0 2 0 1 5
0 0 0 0 0





0 0 0 1 2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦ ,
kar pomeni da je res sprehod najve£je zmogljivosti enak 2, saj je (A3)1,5 = 2.
23
Oglejmo si ²e matriko A∗, ki je enaka
A∗ = I ⊕ A⊕ A2 ⊕ A3 ⊕ A4 =
=
⎡⎢⎢⎢⎢⎣
∞ 0 0 0 0
0 ∞ 0 0 0
0 0 ∞ 0 0
0 0 0 ∞ 0
0 0 0 0 ∞
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
0 1 2 0 0
0 0 0 1 3
0 2 0 1 5
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
0 2 0 1 2
0 0 0 0 0
0 0 0 1 2
0 0 0 0 0




0 0 0 1 2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
∞ 2 2 1 2
0 ∞ 0 1 3
0 2 ∞ 1 5
0 0 0 ∞ 0
0 0 0 0 ∞
⎤⎥⎥⎥⎥⎦ .
Matrika A∗ vsebuje zmogljivosti sprehodov ne glede na ²tevilo povezav v spre-
hodu. Element (A∗)15 je enak 2, kar pomeni, da je zmogljivost sprehoda od
to£ke 1 do to£ke 5 enaka 2, ne glede na dolºino povezav v sprehodu.
2.3.3 Problem najkraj²ega sprehoda
V polkolobarju S = R+0 ∪ {∞}, z operacijama ⊕ = min in ⊙ = +, kjer je
0S = ∞ in 1S = 0, re²imo problem najkraj²ega sprehoda oziroma najkraj²e
poti grafa G. V grafu G uteºi predstavljajo razdalje med to£kami. Grafu G
priprada matrika A z danimi razdaljami med to£kami. Matrika Ak predstavlja
najkraj²e sprehode, ki vsebujejo k povezav.
V realnem svetu pa nas ve£inoma ne zanima najkraj²i sprehod od to£ke i do
to£ke j, ki vsebuje dolo£ene povezave, ampak najkraj²i sprehod od to£ke i do
to£ke j, ki vsebuje poljubno ²tevilo povezav med njima. Ta problem pa nam
re²i matrika A∗, ki pa obstaja, £e dani graf ne vsebuje absorbirajo£ega cikla
reda 0. Za vsako povezavo a grafa G velja 1S ⊕ a = min{1S, a} = min{0, a} =
0 = 1S. Torej so v grafu G vse uteºi stabilne reda 0 in posledi£no graf ne
vsebuje absorbirajo£ega cikla reda 0, od koder pa po izreku 2.3.7 sledi, da
obstaja matrika A∗.














Pripadajo£a matrika A grafa G je enaka
A =
⎡⎢⎢⎢⎢⎣
∞ 10 2 ∞ ∞
∞ ∞ ∞ 3 3
∞ 5 ∞ 11 15
∞ ∞ ∞ ∞ 7
∞ ∞ ∞ ∞ ∞
⎤⎥⎥⎥⎥⎦ .
Za dano matriko izra£unamo potence A2, A3 in A4. Po izreku 2.3.7 je
A∗ = I ⊕ A⊕ A2 ⊕ A3 ⊕ A4 =
=
⎡⎢⎢⎢⎢⎣
0 ∞ ∞ ∞ ∞
∞ 0 ∞ ∞ ∞
∞ ∞ 0 ∞ ∞
∞ ∞ ∞ 0 ∞
∞ ∞ ∞ ∞ 0
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
∞ 10 2 ∞ ∞
∞ ∞ ∞ 3 3
∞ 5 ∞ 11 15
∞ ∞ ∞ ∞ 7




∞ 7 ∞ 13 13
∞ ∞ ∞ ∞ 10
∞ ∞ ∞ 8 8
∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞ ∞
⎤⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎣
∞ ∞ ∞ 10 10
∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞ 15
∞ ∞ ∞ ∞ ∞




∞ ∞ ∞ ∞ 17
∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞ ∞
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0 7 2 10 10
∞ 0 ∞ 3 3
∞ 5 0 8 8
∞ ∞ ∞ 0 7
∞ ∞ ∞ ∞ 0
⎤⎥⎥⎥⎥⎦ .
Dobili smo matriko, ki vsebuje najkraj²e sprehode, ne glede na ²tevilo povezav
v sprehodu. Element (A∗)ij predstavlja najkraj²i sprehod od to£ke i do to£ke
j. Na primer najkraj²i sprehod od to£ke 1 do to£ke 5 je dolg 10 enot.
e bi povezave uteºili s ceno, namesto z razdaljo, bi na podoben na£in re²ili
problem najcenej²e poti oziroma sprehoda.
e bi v tem polkolobarju operacijo ⊕ = min zamenjali z operacijo ⊕ = max,
bi dobili tropski polkolobar. Problem bi se potem glasil problem najdalj²e poti
oziroma sprehoda v danem grafu.
e bi imeli polkolobar z deniranima operacijama nad mnoºico R ∪ {∞}, bi
matrika A∗ obstajala le v primeru, ko bi bile vse uteºi grafa G pozitivne.
Saj je min{0, a} = 0 le za a ≥ 0 in zato so edini stabilni elementi reda 0 v
polkolobarju najkraj²ih sprehodov nenegativna ²tevila a ter element ∞.
2.3.4 Problem sprehoda z najve£jo zanesljivostjo
Dana naj bo mnoºica S = [0, 1]. Pokazali smo, da je dana mnoºica z ope-
racijama ⊕ = max in ⊙ = · polkolobar z nevtralnim elementom 0S = 0
in enoto 1S = 1. Dan naj bo usmerjen in uteºen graf G, v katerem uteºi
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predstavljajo verjetnost, da pridemo od ene to£ke v drugo to£ko. Problem
je, kako bi iz ene to£ke pri²li v drugo, tako da bi sprehod med njima ob-
stajal z najve£jo verjetnostjo. Matrika Ak predstavlja sprehode, ki vsebujejo
to£no k povezav, z najve£jo zanesljivostjo. Za vsako povezavo a grafa G, velja
1S ⊕ a = max{1S, a} = max{1, a} = a = 1S. Torej graf G ne vsebuje stabilnih
elementov reda 0 in posledi£no G ne vsebuje absorbirajo£ega cikla reda 0. Zato
po izreku 2.3.7 sledi, da obstaja matrika A∗ in je enaka A(n−1). Ta matrika
predstavlja sprehode z najve£jo zanesljivostjo ne glede na ²tevilo povezav v
sprehodih.













Potem je pripadajo£a matrika sosednosti enaka
A =
⎡⎢⎢⎢⎢⎣
1 0.2 0.7 0 0
0 1 0 0.3 1
0 0.5 1 0.3 0.2
0 0 0 1 0.1
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ .




1 0.35 0.7 0.21 0.35
0 1 0 0.3 1
0 0.5 1 0.3 0.5
0 0 0 1 0.1
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ .
Dobili smo matriko v kateri elementi predstavljajo najve£jo zanesljivost spre-
hodov med dvema to£kama, ne glede na ²tevilo povezav v sprehodu. Element
(A∗)15 je enak 0.35, kar pomeni da od to£ke 1 do to£ke 5 pridemo z zaneslji-
vostjo 0.35 in ta je najve£ja v grafu G. Ne vemo pa, koliko povezav vsebuje
ta sprehod.
2.3.5 Linearni sistemi v tropskem polkolobarju
V tem poglavju bomo predstavili ²e nekatere primere uporabe polkolobarjev.
Osredoto£ili se bomo na tropski polkolobar. Spomnimo se, da je ta deniran na
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mnoºici R∪{−∞} z operacijama a⊕b = max{a, b} in a⊙b = a+b, z nevtralnim
elementom 0T = −∞ in enoto 1T = 0. Predstavili bomo preprost primer, kjer
se nelinearen sistem ena£b s pomo£jo tropskega polkolobarja pretvori v linearen
sistem.
Za motivacijo si oglejmo preprost primer. Predpostavimo, da imamo dve letali,
ki priletita vsaka iz svojega letali²£a na glavno letali²£e. Na slednjem pa so
razli£ne netrivialne povezave do dveh drugih vzletnih stez, ki sta dani s £asom
odhoda b1 in b2. asovni let letala A in B do glavnega letali²£a zaporedoma
















Naloga je tako dolo£iti £as odhoda letala A, ki ga ozan£imo z x1, in £as odhoda
letala B, ki ga ozna£imo z x2, da bosta letali pravo£asno pri²li do £asov odhoda
b1 in b2 in £im bliºje tema dvema £asoma. Ker mora biti £as od x1 do b1 ali
b2 (podobno za x2) £im bliºje £asu odhoda iz glavnega letali²£a, nam spodnji
sistem re²i dan problem
max{x1 + d1 + a11, x2 + d2 + a12} = b1
max{x1 + d1 + a21, x2 + d2 + a22} = b2. (2.6)
V zapisu tropskega polkolobarja dobimo sistem ena£b
x1 ⊙ d1 ⊙ a11 ⊕ x2 ⊙ d2 ⊙ a12 = b1
x1 ⊙ d1 ⊙ a21 ⊕ x2 ⊙ d2 ⊙ a22 = b2
oziroma kraj²e
A⊙ x = b, (2.7)
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kjer je matrika A =
[
a11 ⊙ d1 a12 ⊙ d2
a21 ⊙ d1 a22 ⊙ d2
]
in vektorja b =
[
b1 b2
]T , x =[
x1 x2
]T . Torej smo dani nelinearni sistem (2.6) prevedli na linearni sistem
(2.7). Nad poljem poznamo razli£ne metode za re²evanje linearnih sistemov,
recimo Gaussova eliminacijska metoda, LU razcep in podobno. Sedaj pa si
oglejmo, kako v splo²nem re²imo sistem ena£b nad tropskim polkolobarjem.
Dan naj bo sistem ena£b⎡⎢⎢⎢⎣
a11 a12 . . . a1n
a21 a22 . . . a2n
...
... . . .
...














ali kraj²e A ⊙ x = b, kjer je A ∈ Mm,n(T ), x ∈ Mn,1(T ) in b ∈ Mm,1(T ).
Mnoºico re²itev sistema ozna£imo s S(A, b) in je enaka
S(A, b) = {x ∈ Mn,1(T ); A⊙ x = b}.
Denirajmo mnoºici N = {1, 2, . . . , n} in M = {1, 2, . . . ,m}.
Oglejmo si najprej trivialen primer, ko je b =
[
−∞, . . . , −∞
]T , torej enak
vektorju iz samih nevtralnih elementov. e so vsi stolpci v matriki A razli£ni
od stolpca iz samih nevtralnih elementov, je re²itev sistema enaka
S(A, b) =
{ [
−∞, . . . , −∞
]T }
.
e pa je le en stolpec v matriki A enak vektorju iz samih nevtralnih elementov,
A(k) =
[
−∞ . . . −∞
]T za nek k ∈ N , pa je re²itev sistema mnoºica
S(A, b) =
{ [
−∞ . . . −∞ ak −∞ . . . −∞
]T
; ak ∈ T
}
.
Podobno bi nadaljevali, £e bi v matriki A bilo ve£ stolpcev enakih stolpcu iz
samih nevtralnih elementov. V vektorju x bi na ustreznih mestih bili poljubni
elementi iz T .
Posebej se lahko hitro prepri£amo, da £e je poleg b tudi matrika A sestavljena
iz samih nevtralnih elementov, je re²itev sistema poljuben vektor iz tropskega
polkolobarja, torej S(A, b) = Mn,1(T ). e pa matrika A vsebuje same nev-
tralne elemente, vektor b pa ne, sistem nima re²itve.
























, saj iz ena£bemax{−∞+x1, 3+x2} = −∞
sledi, da je x2 = −∞. Potem pa iz ena£be max{0+x1, 8+x2} = −∞ sledi, da
je x1 = −∞. e pa element a11 = 0 zamenjamo z nevtralnim elementom −∞,











, kjer je a poljuben element iz T .
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Sedaj predpostavimo, da tako matrika A, kot vektor b ne vsebujeta samih
nevtralnih elementov. e je bk = −∞ za nekatere k ∈ M , potem za x ∈ S(A, b)
velja xj = −∞, £e je akj ̸= −∞, kjer je j ∈ N . Sledi, da k-te ena£be ni
potrebno upo²tevati skupaj z ustreznim stolpcem, kjer je akj ̸= −∞. Ustrezno
nastavimo xj = −∞. Oglejmo si na primeru.









Ker je b2 = −∞, pogledamo drugo vrstico matrike A. Element a22 je enak 1,
kar je razli£no od nevtralnega elementa, zato je v re²itvi druga komponenta
x2 = −∞. Ena£be sistema so tako enake
max{1 + x1,−∞} = 1
max{−∞+ x1,−∞} = −∞
max{2 + x1,−∞} = 2
Sledi, da druge ena£be v sistemu ne upo²tevamo in iz prve ter tretje ena£be






e pa element b3 = 2 zamenjamo z 1, pa dobimo sistem
max{1 + x1,−∞} = 1
max{−∞+ x1,−∞} = −∞
max{2 + x1,−∞} = 1
ki pa nima re²itve, saj ne obstaja x1, ki bi hkrati utrezal prvi in tretji ena£bi.
Naj bo sedaj vektor b ∈ Mm,1(R) tak²en, da so vsi elementi razli£ni od nevtral-
nega elementa. e matrika A vsebuje vrstico iz samih nevtralnih elementov,
sistem nima re²itve, saj v ena£bi max{−∞ + x1, . . . ,−∞ + xn} = a, kjer je
a realno ²tevilo, pridemo v protislovje. e pa je stolpec sestavljen iz samih
nevtralnih elementov, npr. stolpec A(j), pa je xj poljuben element iz T .
Sedaj naj bo A ∈ Mm,n(T ) in b ∈ Mm,1(R). Klju£no vlogo za iskanje re²itev
sistema A⊙ x = b ima vektor x̄ =
[
x̄1, . . . , x̄n





{aij ⊙ b−1i }
)−1
za j ∈ N.
Pri tem smo s c−1 = −c ozna£ili inverz za operacijo ⊕. Torej je
(aij ⊙ b−1i )−1 = bi − aij.
O£itno je x̄ ∈ Mn,1(R) in x̄j = min{bi ⊙ a−1ij ; 1 ≤ i ≤ m, aij ∈ R} za
1 ≤ j ≤ n. Za sistem A⊙ x = b denirajmo
Mj = {i ∈ M ; x̄j = bi ⊙ a−1ij } za j ∈ N.
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Izrek 2.3.10. Naj bo A ∈ Mm,n(T ) in b ∈ Mm,1(T \{−∞}). Potem velja
(a) A⊙ x̄(A, b) ≤ b,
(b) x ≤ x̄(A, b) za vsak x ∈ S(A, b),
(c) x ∈ S(A, b) natanko tedaj, ko je x ≤ x̄(A, b) in⋃
{j,xj=x̄j}
Mj = M,
(d) (A⊙ x̄)i = bi za vsaj en i ∈ M .
Dokaz. (a) Dokaºimo, da je poljuben element vektorja A⊙ x̄(A, b) manj²i ali
enak ustreznemu elementu v vektorju b. Naj bo k ∈ M in j ∈ N . Za
akj ∈ T \ {−∞} velja
akj ⊙ x̄j ≤ akj ⊙ bk ⊙ a−1kj = bk,
kjer smo uporabili x̄j = bk ⊙ a−1kj in a
−1
kj = −akj. e pa je akj = −∞, pa
ta neenakost sledi takoj. Potem je⨁
j∈N
(akj ⊙ x̄j) ≤ bk
za vse k ∈ M in neenakost je dokazana.
(b) Naj bo x ∈ S(A, b). Potem za vsaka i ∈ M in j ∈ N po (a) sledi
aij ⊙ xj ≤ bi.
e invertiramo to neena£bo in z leve strani pomnoºimo z aij dobimo
x−1j ≥ aij ⊙ b−1i .
Torej je leva stran ve£ja od desne za vse i ∈ M in od tod sledi, da je ve£ja
tudi od najve£jega elementa na levi strani, t.j.
x−1j ≥ max
i∈M
{aij ⊙ b−1i },





{aij ⊙ b−1i }
)−1
= x̄j.
Torej velja, da je xj ≤ x̄j, za vse j ∈ N .
(c) Najprej predpostavimo, da je x ∈ S(A, b). Iz (b) sledi, da je potem






Za poljuben k ∈ M in x ∈ S(A, b) velja bk = akj ⊙ xj > −∞, za vsaj en
j ∈ N . Vemo pa tudi, da je
x−1j ≥ x̄−1j ≥ aij ⊙ b−1i
za vsak i ∈ M . Torej imamo
x̄−1j = akj ⊙ b−1k = max
i∈M
{aij ⊙ b−1i }.
Torej je k ∈ M in xj = x̄j.
Dokaºimo ²e v drugo smer. Naj bo x ≤ x̄(A, b) in
⋃
{j,xj=x̄j}Mj = M .
Naj bo k ∈ M in j ∈ N . Potem v primeru, ko je akj = −∞, velja
akj ⊙ xj ≤ bk. e pa je akj ̸= −∞, pa je
akj ⊙ xj ≤ akj ⊙ x̄j ≤ akj ⊙ bk ⊙ a−1kj = bk.
Sledi, da je v obeh primerih A ⊙ x ≤ b. Hkrati pa je k vsebovan tudi v
nekaterih mnoºicah Mj za nekatere indekse j. In je zato xj = x̄j. In za
te indekse j so namesto neenakosti kar enakosti. Sledi, da je A⊙ x = b.
(d) e je (A⊙ x̄)i < bi za vse i ∈ M , potem je A⊙ (α⊙ x̄) ≤ b za nek α > 0.
Torej je α⊙ x̄ ve£ja re²itev sistema A⊙x ≤ b kot x̄, kar pa je v protislovju
z (b). Po (a) pa sledi, da ne velja (A ⊙ x̄)i > bi za noben i ∈ M . Torej
je res (A⊙ x̄)i = bi za vsaj en i ∈ M .
Sledi, da je x̄(A, b) vedno re²itev sistema neena£b A⊙x ≤ b. Sistem A⊙x = b
pa je re²ljiv natanko tedaj ko je x̄(A, b) re²itev danega sistema. Zaradi posebne
vloge re²itve x̄, jo imenujemo glavna re²itev ena£b A ⊙ x = b in neena£b
A⊙ x ≤ b. Glavna re²itev pa ni vedno re²itev sistema A⊙ x = b.
Naslednji posledici sledita iz izreka 2.3.10.
Posledica 2.3.11. Naj bo A ∈ Mm,n(T ) in b ∈ Mm,1(T \{−∞}). Potem
so naslednje izjave ekvivalentne:
(a) S(A, b) ̸= ∅,
(b) x̄ ∈ S(A, b),
(c)
⋃
j∈N Mj = M .
Naslednja posledica pa nam dolo£a merilo za enoli£no re²itev sistema A⊙x = b.
Posledica 2.3.12. Naj bo A ∈ Mm,n(T ) in b ∈ Mm,1(T \{−∞}). Potem
je S(A, b) = {x̄}, natanko tedaj ko je
(a)
⋃
j∈N Mj = M in
(b)
⋃
j∈N ′ Mj ̸= M za poljubno mnoºico N ′ & N .
Na konkretnem primeru si oglejmo izpeljane rezultate.
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Glavna re²itev sistema, vektor x̄, je po deniciji enak
x̄j = (max
i∈M
{aij ⊙ b−1i })−1 za j ∈ N.
Kar pomeni, da v zgornji matriki po stolpcih poi²£emo najve£je elemente in





Oglejmo si ²e mnoºice Mj za j = 1, 2, 3. Te so enake M1 = {2, 4}, M2 =
{1, 2, 5} in M3 = {3, 4}. Ker je M2∪M3 = M , in ne M1∪M2∪M3 = M , sledi
da x̄ ni re²itev danega sistema, temve£ je re²itev sistema enaka
S(A, b) = {
[
x1, . . . , xn
]T
;x1 ≤ 3, x2 = 1, x3 = −2}.
e v matriki danega sistema element a22 = −3 zamenjamo z a22 = −4, dobimo







Vidimo, da so v tem primeru mnoºice Mj enake M1 = {2, 4}, M2 = {1, 5}
in M3 = {3, 4}. Torej je M1 ∪ M2 ∪ M3 = M in je zato po posledici 2.3.12
vektor x̄ enoli£na re²itev danega sistema. e pa v matriki A element a12 = 2








V tem primeru pa so mnoºice Mj enake M1 = {2, 4}, M2 = {2, 5} in M3 =
{3, 4}. Torej nobena unija mnoºic M1, M2 in M3 ni enaka mnoºici M . Sledi,
da sistem v tem primeru nima re²itev.
Seveda pa to ni edini na£in re²evanja linearnih sistemov v tropskih polkolo-
barjih. Ve£ o re²evanju linearnih sistemov v tropskih polkolobarjih si lahko
bralec prebere v literaturi [5].
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3 Rangi matrik nad polkolobarji
V tem poglavju si bomo ogledali razli£ne denicije in primere rangov ma-
trik nad polkolobarji. Denirali bomo produktni in linijski rang matrik ter
posplo²eno diagonalo matrike. V Königovem izreku 3.1.10 bomo pokazali po-
vezavo med linijskim rangom in posplo²eno diagonalo. Omenili bomo povezavo
med vektorskimi prostori in vektorskimi polprostori. Slednji so denirani nad
polkolobarji. Ogledali si bomo krepko linearno neodvisnot in ²ibko linearno
neodvisnost nad polkolobarji. Nad poljem ti dve deniciji sovpadata, nad pol-
kolobarjem pa ne nujno. Denirali bomo ²e vrsti£ni rang, vrsti£no ogrinjalni
rang in najve£ji vrsti£ni rang ter podobno za stolpce. V splo²nem se ti rangi
med seboj razlikujejo, £e pa so denirani nad poljem, pa so med seboj enaki.
Slednje bomo povedali v izreku 3.2.1. Najpomembnej²i izrek tega poglavja
bo izrek 3.2.9, ki nam pove katere relacije veljajo med razli£nimi rangi matrik
nad polkolobarjem. Spomnimo se, da smo z Mm,n(S) ozna£ili mnoºico vseh
m × n matrik nad polkolobarjem S. Za dano matriko A ∈ Mm,n(S) bomo z
A(i) ozna£ili i-ti stolpec matrike A in z A(i) i-to vrstico matrike A. Omenimo
²e, da bomo od sedaj naprej produkt dveh matrik A ⊙ B zaradi preglednosti
pisali AB. Ve£ o rangih matrik nad polkolobarji si bralec lahko prebere v [2],
[3], [4] in [15].
3.1 Denicije
Denicija 3.1.1. Naj bo dana matrika A ∈ Mm,n(S) in A ̸= O. Produktni
rang matrike A je enak najmanj²emu naravnemu ²tevilu k, za katerega obsta-
jata matriki B ∈ Mm,k(S) in C ∈ Mk,n(S), da velja A = BC. V tem primeru
pi²emo rang(A) = k.
O£itno je k ≤ m in k ≤ n, saj lahko matriko A ∈ Mm,n(S) zapi²emo kot
A = ImA, oziroma kot A = AIn. Torej sledi, da je v splo²nem k manj²i ali
enak m oziroma n.
Primer 3.1.2. Za matriko, katere rang je enak 1, sta po zgornji deniciji
B ∈ Mm,1(S) in C ∈ M1,n(S). Torej jo lahko zapi²emo kot produkt stolp£nega
in vrsti£nega vektorja.
Trditev 3.1.3. Produktni rang matrike A je enak najmanj²emu ²tevilu matrik,
katerih vsota je dana matrika A in njihovi produktni rangi so enaki 1.
Dokaz. Naj za matriko A velja rang(A) = k in A = BC, kjer je B ∈ Mm,k(S)




Sledi, da smo matriko A zapisali kot vsoto k matrik za katere pa velja, da so
njihovi produktni rangi enaki 1.
Pokaºimo ²e, da matriko A ne moremo zapisati kot vsoto manj kot k matrik.
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Naj bo A =
∑l
i=1B
(i)C(i). Potem je A = BC, kjer je
B =
[









e bi bilo v vsoti matrik, ki je enaka matriki A, le k − 1 sumandov, potem je
A = BC in rang(A) = k. Produktni rang matrike A je torej enak najmanj²emu
²tevilu produktnih rangov matrik v vsoti, ki so enaki 1.
Primer 3.1.4. Oglejmo si zgornjo trditev za matriko
A =
⎡⎣ 0 1 11 0 1
1 1 1
⎤⎦
nad binarnim Boolovim polkolobarjem. Produktni rang matrike A je enak 2,
saj je
A =
⎡⎣ 0 11 0
1 1






⎤⎦⊙ [ 1 0 1 ]⊕
⎡⎣ 10
1
⎤⎦⊙ [ 0 1 1 ] .
S protislovjem dokaºimo, da produktni rang matrike A ne more biti enak 1.





⎤⎦⊙ [ d e f ] =
⎡⎣ a⊙ d a⊙ e a⊙ fb⊙ d b⊙ e b⊙ f
c⊙ d c⊙ e c⊙ f
⎤⎦ ,
iz prvega stolpca dobimo d = 1. e bi bil enak 0, bi bil prvi stolpec v dani
matriki iz samih 0, kar pa ni. Veljati mora, da je a ⊙ d = 0. Ker je d = 1, je
a = 0. Potem je a ⊙ e = 0, kar pa je v protislovju z elementom A1,2 matrike
A. Torej je produktni rang dane matrike res enak 2.
Denicija 3.1.5. S pojmom linija ozna£imo vrstico ali stolpec dane matrike.
Naj bo dana matrika A ∈ Mm,n(S). Linijski rang matrike A je najmanj²e
²tevilo k, tak²nih linij, da so vsi elementi matrike A, razli£ni od nevtralnega
elementa, pokriti s temi k linijami. Ozna£imo ga s t(A) in pi²emo t(A) = k.
Linije, ki dolo£ajo linijski rang matrike A, niso enoli£no dolo£ene. e lahko
elemente matrikeA, razli£ne od nevtralnega elementa, pokrijemo tako, da linije
ne vsebujejo vseh vrstic ali pa vseh stolpcev, hkrati pa jih je t(A), pravimo
tak²nemu pokritju pravo minimalno pokritje. e pa lahko elemente matrike
A, razli£ne od nevtralnega elementa, pokrijemo le z vsemi vrsticami ali pa le
z vsemi stolpci pravimo, da matrika A nima pravega minimalnega pokritja.
Primer 3.1.6. Naj bo dana kvadratna matrika A velikosti n×n iz samih enot
nad polkolobarjem S. Pokriti moramo vse elemente matrike A. Pokrijemo pa
jih lahko na dva na£ina, in sicer tako da pokrijemo vse vrstice ali pa pokri-
jemo vse stolpce. Torej je t(A) = n in matrika A nima pravega minimalnega
pokritja.
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Primer 3.1.7. Naj bo dana matrika
A =
⎡⎢⎢⎣
0 0 1 0
0 0 1 1
1 1 1 0
0 0 1 1
⎤⎥⎥⎦
nad binarnim Boolovim polkolobarjem. Potem je t(A) = 3, saj s pokritjem
tretjega in £etrtega stolpca ter tretje vrstice pokrijemo vse elemente matrike
A, ki so razli£ni od nevtralnega elementa, oziroma elementa 0. Pokaºimo ²e,
da ne moremo pokriti vseh enot z manj kot tremi linijami. Opazimo, da se
elementi A3,1, A1,3 in A2,4 nahajajo v razli£nih vrsticah in stolpcih. Torej
teh treh elementov ne moremo pokriti z manj kot tremi linijami. Sledi, da je
linijski rang matrike A res enak 3.
Oglejmo si primer, kjer linije, ki dolo£ajo linijski rang dane matrike, niso
enoli£no dolo£ene.
Primer 3.1.8. Naj bo dana matrika
A =
⎡⎣ 0 0 1 0 0 01 1 0 0 0 0
0 0 0 0 1 1
⎤⎦ ,
nad binarnim Boolovim polkolobarjem. Potem je t(A) = 3. Do tega dejstva
pa lahko pridemo na dva na£ina. V prvem na£inu pokrijemo vse enote z vsemi
vrsticami matrike A. V drugem na£inu pa pokrijemo enote z zadnjima dvema
vrsticama in s tretjim stolpcem matrike A. Prvi na£in pokrivanja elementov
torej ni pravo minimalno pokritje, drugi na£in pokrivanja elementov matrike
pa je pravo minimalno pokritje.
Denicija 3.1.9. Posplo²ena diagonala matrike A ∈ Mm,n(S) je tak²en niz
dolºinemin{m,n} elementov iz A, da nobena vrstica ali stolpec iz A ne vsebuje
dveh ali ve£ od teh elementov. Vsaka matrika, ki ni velikosti 1 × 1, vsebuje
ve£ posplo²enih diagonal.
V nadaljevanju bomo pokazali verzijo Königovega izreka [11], ki povezuje linij-
ski rang in posplo²eno diagonalo dane matrike. Izrek ima dolgo zgodovino, ki
je zbrana v knjigi Mirskya [12]. Königov izrek je v literaturi pogosto naveden
v terminologiji (0, 1) matrik. Kar pomeni, da so elementi v matriki enaki 0
ali 1. Naravno lahko Königov izrek posplo²imo na poljubne matrike velikosti
m× n.
Izrek 3.1.10 (König). Naj bo dana matrika A nad polkolobarjem S. Potem je
linijski rang matrike A enak najve£jemu ²tevilu neni£elnih elementov posplo-
²ene diagonale matrike A.
Dokaz. Dokaºimo z indukcijo na ²tevilo linij matrike A. Z d(A) ozna£imo
najve£je ²tevilo elementov posplo²ene diagonale matrike A, ki so razli£ni od
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nevtralnega elementa.
V primeru m = 1 ali n = 1, torej ko je dana matrika enaka vrstici ali stolpcu,
trditev drºi. Saj v primeru, ko vrstica (ali stolpec) vsebuje vsaj en element
razli£en od nevtralnega, je t(A) = 1 in d(A) = 1. Podobno, £e je vrstica (ali
stolpec) sestavljena iz samih nevtralnih elementov je t(A) = 0 in d(A) = 0.
Predpostavimo sedaj, da je m ≤ n. Iz denicije linijskega ranga in posplo²ene
diagonale sledi, da je d(A) ≤ t(A). Saj, ko v posplo²eni diagonali matrike A
izberemo en element, pomeni da si vrstice in stolpca pripadajo£ega elementa
ne moremo ve£ izbrati. Pri linijskem rangu pa velja, da ko izberemo eno vrstico
za linijo, lako izberemo tudi poljuben stolpec za linijo, in obratno.
Dokaºimo ²e, da je t(A) ≤ d(A). Slednje pokaºemo glede na na£in pokritja
linij.
(a) Predpostavimo, da matrika A nima pravega minimalnega pokritja ele-
mentov, razli£nih od 0S. Kar pomeni, da z linijami, ki denirajo li-
nijski rang pokrijemo ali vse vrstice ali pa vse stolpce dane matrike.
Potem sledi, da je t(A) = min{m,n}. V matriki A permutiramo li-
nije tako, da je na a11 mestu element razli£en od 0S. Torej obstajata
taki permutacijski matriki P in Q, da je A = PAQ. Potem izbri²emo
prvo vrstico in prvi stolpec matrike A in dobimo matriko A
′
velikosti
(m− 1)× (n− 1). Matrika A′ ne more imeti velikosti pokritja z linijami
manj²ega od t(A) − 1 = min{m − 1, n − 1}. Saj, £e bi imela pokritje z
najve£ t(A) − 2 linijami, bi lahko matriko A′ pokrili z najve£ t(A) − 2
linijami. Od koder pa bi sledilo, da ima matrika A
′
pravo minimalno po-
kritje oziroma, da ima matrika A pravo minimalno pokritje. Kar pa nas
pripelje do protislovja. Torej je res, t(A)− 1 = min{m− 1, n− 1}. Sedaj
uporabimo indukcijsko predpostavko na matriki A
′
. Torej na matriki A
′
velja, da je linijski rang te matrike enak najve£jemu ²tevilu neni£elnih
elementov v posplo²eni diagonali matrike A
′
. Ker je t(A
′
) = t(A)− 1, je




) = t(A)−1. Potem ima
matrika A to£no t(A) elementov razli£nih od 0S na posplo²eni diagonali.
Od koder sledi, da je d(A) ≥ t(A).
(b) Sedaj pa predpostavimo, da matrika A ima pravo minimalno pokritje
elementov, razli£nih od nevtralnega. Kar pomeni, da z linijami ne po-
krijemo ali vseh vrstic ali pa vseh stolpcev matrike A. tevilo pokritih
vrstic ozna£imo z e in ²tevilo pokritih stolpcev s f . Torej je t(A) = e+f .
Obstajata taki permutacijski matriki P in Q, da velja A = PAQ. V
matriki A torej permutiramo linije tako, da so te v prvih vrsticah in pr-
vih stolpcih matrike A. Torej imamo pokritih prvih e vrstic in prvih f





kjer je O matrika iz samih nevtralnih elementov velikosti (m−e)×(n−f).
Sedaj uporabimo indukcijski predpostavki na matrikah A1 in A2. Torej,
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da je d(A1) = e in d(A2) = f . Od koder sledi, da je d(A) ≥ d(A1) +
d(A2) = e+ f = t(A).
S tem smo dokazali, da je t(A) = d(A), torej da je linijski rang matrike A enak
najve£jemu ²tevilu elementov, razli£nih od 0S, posplo²ene diagonale matrike A.
Ta dokaz velja za poljubno pokritje dane matrike. Vemo, da ta niso enoli£no
dolo£ena. Torej £e matrika vsebuje pravo minimalno pokritje in prav tako
pokritje, ki ni minimalno, velja pravkar dokazan izrek v obeh primerih.
Na primeru si oglejmo pravkar dokazan izrek.
Primer 3.1.11. Dana je matrika
A =
⎡⎢⎢⎣
0 0 1 1 0 1
0 0 0 0 0 1
0 0 0 0 0 1
1 1 0 0 0 0
⎤⎥⎥⎦
nad binarnim Boolovim polkolobarjem. Linijski rang matrike A je enak t(A) =
3, saj s pokritjem prve in zadnje vrstice ter zadnjega stolpca pokrijemo vse
elemente matrike A, razli£ne od 0. Hitro se lahko prepri£amo, da z manj
kot tremi linijami ne gre. Posplo²ena diagonala matrike A z najve£ elementi,
razli£nih od 0, je denimo enaka pod£rtanim elementom v matriki⎡⎢⎢⎣
0 0 1 1 0 1
0 0 0 0 0 1
0 0 0 0 0 1
1 1 0 0 0 0
⎤⎥⎥⎦ ,
Torej je d(A) = 3. Seveda pa posplo²ena diagonala ni enoli£no dolo£ena.
Ampak tudi £e izberemo drugo kombinacijo vrstic in stolpcev, dobimo isti
rezultat, saj je 3 = t(A) = d(A) = 3.
Spomnimo se, kako je deniran rang matrike nad poljem. Naj bo dano polje F
in matrika A ∈ Mm,n(F ). Potem je rang matrike A po deniciji enak dimenziji
linearne ogrinja£e stolpcev matrike A, t.j.
rang(A) = dim
(
L{A(1), . . . , A(n)}
)
.
Rang matrike A je torej enak najve£jemu ²tevilu linearno neodvisnih stolp-
cev matrike A. Velja, da je rang matrike enak rangu transponirane matrike,
rang(A) = rang(AT ). Od koder sledi, da je rang matrike A enak tudi najve-
£jemu ²tevilu linearno neodvisnih vrstic. Da pa pridemo do denicije ranga
matrike, pa moramo najprej imeti denirane vektorske prostore. Oglejmo si
posplo²itev vektorskega prostora na polkolobarje.
Denicija 3.1.12. Vektorski polprostor V (S) nad polkolobarjem S, je nepra-
zna mnoºica z notranjima operacijama se²tevanja ⊕ in mnoºenja s skalarjem
α⊙ v, ki izpolnjuje naslednje pogoje:
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(a) (V (S),⊕) je Abelov monoid,
(b) 1S ⊙ v = v⊙ 1S = v,
(c) (r ⊙ s)⊙ v = r ⊙ (s⊙ v),
(d) (r ⊕ s)⊙ v = r ⊙ v⊕ s⊙ v,
(e) r ⊙ (u⊕ v) = r ⊙ u⊕ r ⊙ v,
za vsaka r, s ∈ S in vsaka u,v ∈ V (S).
Vektorski polprostor V (S) je torej deniran nad polkolobarjem S in operaciji
v S × S ter S × V (S) pomenita mnoºenje v S, oziroma mnoºenje vektorja s
skalarjem. Spomnimo se, da je vektorski prostor deniran nad komutativnim
obsegom t.j. poljem. Deniciji vektorskega prostora in polprostora pa se
razlikujeta tudi v deniciji. Za vektorski polprostor zahtevamo, da je (V (S),⊕)
Abelov monoid, v vektorskem prostoru pa Abelova grupa, torej skladno z
denicijo polkolobarja oziroma polja.
Linearno kombinacijo vektorjev deniramo podobno kot nad poljem R, le da
ra£unski operaciji nista obi£ajno se²tevanje in mnoºenje.
Denicija 3.1.13. Naj bo V (S) vektorski polprostor nad polkolobarjem S.
Potem za α1, α2, . . . , αn ∈ S in v1,v2, . . .vn ∈ V (S), vektor
α1 ⊙ v1 ⊕ α2 ⊙ v2 ⊕ · · · ⊕ αn ⊙ vn
imenujemo linearna kombinacija vektorjev v1,v2, . . .vn ∈ V (S).
Mnoºico vseh linearnih kombinacij vektorjev v1,v2, . . .vn ∈ V (S) imenujemo
linearna ogrinja£a. Ozna£imo jo z
L = {α1 ⊙ v1 ⊕ α2 ⊙ v2 ⊕ · · · ⊕ αn ⊙ vn}
kjer so αi ∈ S in vi ∈ V (S). Podmnoºica vektorjev A ⊂ V (S) je ²ibko linearno
neodvisna, £e v njej ne obstaja vektor, ki bi bil linearna kombinacija ostalih.
Mnoºica je ²ibko linearno odvisna, £e obstaja vektor, ki je linearna kombinacija
ostalih.
V polkolobarju lahko deniramo tudi krepko linearno neodvisnost. Nad poljem
ti dve deniciji sovpadata.
Opomba 3.1.14. Vektorji v1,v2, . . .vn ∈ V (S) so krepko linearno odvisni, £e
obstajata dve mnoºici I, J ⊆ K = {1, . . . , n}, I ∩ J = ∅, I ∪ J = K in skalarji
α1, . . . , αn ∈ S, ne vsi enaki 0, tako da je⨁
i∈I




Vektorji so krepko linearno neodvisni, £e taki dve mnoºici I in J ne obstajata.
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V literaturi krepko linearno neodvisnost najdemo tudi pod imenom Gondran-
Minouxjeva linearna neodvisnost, saj sta jo uvedla ravno matematika Gondran
in Minoux [1].
Mnoºica vektorjev, ki je krepko linearno neodvisna je seveda tudi ²ibko linearno
neodvisna. Na primeru si oglejmo, da obrat pa v splo²nem ne drºi.




i = 1, 2, 3, 4, nad tropskim polkolobarjem T . Preverimo, ali je ²ibko linearno
























Po razdelku 2.3.5 je pripadajo£a matrika z elementi aij ⊙ b−1i enaka⎡⎣ −3 −2 −10 0 0
3 2 1
⎤⎦
od koder takoj vidimo, da sistem nima re²itve, saj ne veljaM1∪M2∪M3 = M .
Podobno preverimo za ostale vektorje v1, v2 in v3. Opazimo, da noben vektor
ni linearna kombinacija ostalih treh vektorjev. Sledi, da je dana mnoºica ²ibko
linearno neodvisna. Vendar pa ni krepko linearno neodvisna, saj velja






























Denicija 3.1.16. Mnoºica B je baza vektorskega polprostora V (S), £e je
²ibko linearno neodvisna in linearna ogrinja£a vektorjev v1,v2, . . .vn ∈ V (S).
tevilo vektorjev v bazi imenujemo dimenzija vektorskega polprostora V (S).
Denicija 3.1.17. Vrsti£ni rang r(A) matrike A ∈ Mm,n(S) je enak dimenziji
linearne ogrinja£e vrstic matrike A. Stolp£ni rang c(A) matrike A ∈ Mm,n(S)
je enak dimenziji linearne ogrinja£e stolpcev matrike A.
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Denicija 3.1.18. Vrsti£no ogrinjalni rang sr(A) matrike A ∈ Mm,n(S) je
enak najmanj²emu ²tevilu vrstic, ki napenjajo vse vrstice matrike A. Stolp-
£no ogrinjalni rang sc(A) matrike A ∈ Mm,n(S) je enak najmanj²emu ²tevilu
stolpcev, ki napenjajo vse stolpce matrike A
Denicija 3.1.19. Matrika A ∈ Mm,n(S) ima najve£ji vrsti£ni rang mr(A) =
k, £e ima k ²ibko linearno neodvisnih vrstic in poljubnih k + 1 ²ibko linearno
odvisnih vrstic. Matrika A ∈ Mm,n(S) ima najve£ji stolp£ni rang mc(A) = k,
£e ima k ²ibko linearno neodvisnih stolpcev in poljubnih k + 1 ²ibko linearno
odvisnih stolpcev.
Primer 3.1.20. Za matriko
A =
⎡⎢⎢⎣
0 0 1 0
0 0 1 1
1 1 1 0
0 0 1 1
⎤⎥⎥⎦
nad binarnim Boolovim polkolobarjem iz primera 3.1.7 izra£unajmo zgoraj






















Sledi, da je dimenzija linearne ogrinja£e vrstic matrike A enaka 3, torej je
r(A) = 3. Podobno dobimo za stolp£ni rang v linearni ogrinja£i zadnje tri
stolpce matrike A. Torej je c(A) = 3.
Ker sta v matriki A dve vrstici enaki, je zagotovo ena od njiju vsebovana
v linearni ogrinja£i, zato lahko drugo tvorimo kot linearno kombinacijo treh
vektorjev iz linearne ogrinja£e. Sledi, da je vrsti£no ogrinjalni rang, sr(A) = 3.
Podobno velja za stolpce. Torej je tudi stolp£no ogrinjalni rang enak sc(A) =
3.
Najve£ji vrsti£ni rang matrike A je enak ²tevilu linearno neodvisnih vrstic, kar
je o£itno mr(A) = 3. In podobno je najve£ji stolp£ni rang enak mc(A) = 3.
Sledijo primeri, iz katerih vidimo da zgornje denicije rangov med seboj v
polkolobarjih niso nujno enake.






nad polkolobarjem distributivne mreºe iz primera 15 v podpoglavju 2.2 si










































































imata isto bazo, to je vektor
[
p q
]T in zato isto dimenzijo. Torej je c(A) =








, je najmanj²e ²tevilo vrstic, ki
napenjajo vse vrstice matrike A, enako sr(A) = 2. Prav tako je ²tevilo linearno
neodvisnih vrstic matrike A enako mr(A) = 2. Opazimo, da se vrsti£ni rangi
in vrsti£no ogrinjalni rangi med seboj razlikujejo. Podoben razmislek velja za
stolpce matrike A.
Primer 3.1.22. Oglejmo si primer, kjer se vidi, da je ogrinjalni stolp£ni rang











]T dobimo cel prostor Z+. Torej je c(A) = 1. Medtem ko
je sc(A) = 2, saj je
[
2 2
]T ̸= α · [ 3 3 ]T in [ 3 3 ]T ̸= α · [ 2 2 ]T .
Preden si ogledamo naslednji primer, denirajmo vektorski polprostor S[
√
p],




p] = {α1 ⊕ α2 ⊙
√
p; α1, α2 ∈ S}.
Preverimo, da so aksiomi za vektorski polprostor res izpolnjeni. Vektorski pol-
prostor S[
√
p] je polkolobar, od koder sledi, da je tudi Abelov monoid. Mno-
ºenje s skalarji je iz S ×S[√p]. Aksiom (b) iz denicije 3.1.12 sledi iz dejstva,
da imata polkolobarja S[
√
p] in S isto enoto. Aksiom (c) sledi iz asociativnosti
v polkolobarju S[
√
p]. Podobno aksioma (d) in (e) sledita iz distributivnosti
v S[
√






p] ∩ R+0 .












Potem je sc(B) = 2, ker je 3 −
√
7 ̸= α · (
√
7 − 2) in
√
7 − 2 ̸= α · (3 −
√
7).




7− 2). Torej generira prostor
stolpcev matrike B.
Primer 3.1.24. Naj bo S poljuben antinegativen polkolobar, kjer je 0S = 0
in 1S = 1. Potem relacija max{r(A), c(A)} ≤ t(A) ne drºi nujno. Naj bo dana
matrika
A =
⎡⎣ 1 0 1 11 1 0 0
0 1 1 0
⎤⎦ ∈ M3,4(S).
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Potem je r(A) = 3, saj ne obstaja linearna kombinacija poljubnih dveh vrstic,
ki bi bila enaka tretji vrstici. Podobno je c(A) = 4, saj ne obstaja linearna
kombinacija poljubnih treh stolpcev v matriki A, ki bi bila enaka £etrtemu
stolpcu. S pokritjem vseh vrstic pokrijemo vse nevtralne elemente v matriki
A. Zato je t(A) = 3.
To je tudi primer matrike, kjer se razlikujeta vrsti£ni in stolp£ni rang matrike.
V tem primeru je r(A) < c(A).
Primer 3.1.25. Relacija min{r(A), c(A)} ≤ t(A) ne drºi v polkolobarju Z+.
Naj bo dana matrika
A =
⎡⎣ 3 5 75 0 0
7 0 0
⎤⎦ ∈ M3,3(Z+).
Potem je dimenzija linearne ogrinja£e vrstic enaka 3, saj iz linearne kombina-
cije dveh poljubnih vrstic ne dobimo tretje vrstice. Podobno velja za stolpce.
Torej je r(A) = c(A) = 3. Medtem ko je t(A) = 2, saj s pokritjem prve
vrstice in prvega stolpca pokrijemo vse elemente matrike A, ki so razli£ni od
nevtralnega elementa 0.
Primer 3.1.26. V nekaterih polkolobarjih je najve£ji stolp£ni rang lahko ve£ji












Stolp£no ogrinjalni rang je enak sc(A) = 1, ker stolpec z elementom 1 napenja
vse stolpce matrike A. Medtem ko je najve£ji stolp£ni rang mc(A) = 2, saj
ima matrika B dva linearno neodvisna stolpca.
3.2 Relacije med rangi matrik
Naj bo dana matrika A ∈ Mm,n(S) nad polkolobarjem S in naj bo S ⊆ F , kjer
je F polje. Potem lahko na elemente matrike A gledamo tudi kot na elemente
iz polja F . Torej za matriko A velja tudi A ∈ Mm,n(F ). V tem primeru
ozna£imo z ρ(A) rang matrike A nad poljem F . Vemo, da velja naslednji
izrek.
Izrek 3.2.1. Naj bo dana matrika A ∈ Mm,n(F ), kjer je F polje. Potem velja
ρ(A) = rang(A) = r(A) = c(A) = sr(A) = sc(A) = mr(A) = mc(A).
Omenimo, da ko bomo v delu uporabili besedo rang (brez pridevnika), da
bo to rang matrike nad poljem, torej katerikoli rang od zgoraj na²tetih. V
nasprotnem primeru bomo jasno, s pridevnikom poudarili kateri od na²tetih
rangov je mi²ljen.
V splo²nih polkolobarjih pa izrek 3.2.1 ne velja. Za dokaz neenakosti med rangi
nad splo²nim polkolobarjem bomo potrebovali naslednje denicije in lemi.
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Denicija 3.2.2. Naj bo A ∈ Mm,n(S) in A = BC, kjer je B ∈ Mm,k(S) in
C ∈ Mk,n(S). Potem matriko B imenujemo levi delitelj matrike A in matriko
C desni delitelj matrike A.
e je matrika A levi delitelj matrike B in matrika B levi delitelj matrike A,
potem je matrika A levo asociirana z matriko B. Simetri£no deniramo desno
asociirana.
Lema 3.2.3. Matriki A in B imata enako linearno ogrinja£o stolpcev natanko
tedaj, ko sta levo asociirani.
Dokaz. Naj bosta matriki A ∈ Mm,n(S) in B ∈ Mm,k(S) levo asociirani. Po-
tem velja A = BC, za neko matriko C ∈ Mk,n(S) in B = AD, za neko matriko
D ∈ Mn,k(S). e zapi²emo produkt A = BC kot produkt matrike B, zapi-













=c1i ⊙B(1) ⊕ c2i ⊙B(2) ⊕ · · · ⊕ cki ⊙B(k).
Kar pa je linearna kombinacija vektorjev po stolpcih matrike B. Torej je
c1i ⊙B(1) ⊕ c2i ⊙B(2) ⊕ · · · ⊕ cki ⊙B(k) ∈ L{B(1), B(2), . . . , B(k)}.
Sledi, da je
L{A(1), A(2), . . . , A(n)} ⊆ L{B(1), B(2), . . . , B(k)}.
Podobno bi iz produkta B = AD pokazali, da velja
L{B(1), B(2), . . . , B(k)} ⊆ L{A(1), A(2), . . . , A(n)}.
Od koder pa sledi, da imata matriki A in B enako linearno oginja£o stolpcev.
Pokaºimo ²e v drugo smer. Naj imata matriki A ∈ Mm,n(S) in B ∈ Mm,k(S)
enako linearno ogrinja£o. Potem lahko v primeru
L{A(1), A(2), . . . , A(n)} ⊆ L{B(1), B(2), . . . , B(k)}
za poljubne c1i, c2i, . . . , cki ∈ S tvorimo linearno kombinacijo
A(i) = c1i ⊙B(1) ⊕ c2i ⊙B(2) ⊕ · · · ⊕ cki ⊙B(k),
za vsak 1 ≤ i ≤ n. Torej lahko konstruiramo matriko C ∈ Mk,n(S), za katero
velja A = BC. Na podoben na£in konstruiramo matriko D ∈ Mn,k(S), za
katero je B = AD.
Posledica 3.2.4. Dimenzija linearne ogrinja£e stolpcev matrike A je enaka
najmanj²emu ²tevilu stolpcev v njeni asociirani matriki.
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Lema 3.2.5. Naj bo dana matrika O ̸= A ∈ Mm,n(S) in naj zanjo velja
A = BC, kjer je B ∈ Mm,k(S) in C ∈ Mk,n(S). Potem je produktni rang
matrike A enak najmanj²emu ²tevilu stolpcev v matriki, ki je njen levi delitelj.
Dokaz. Naj bo dana matrika O ̸= A ∈ Mm,n(S). Naj velja A = BC, kjer
je B ∈ Mm,k(S) in C ∈ Mk,n(S). Produktni rang matrike A ozna£imo s k.
Potem je v produktu A = BC, kjer je B ∈ Mm,k(S) in C ∈ Mk,n(S), matrika
B levi delitelj matrike A. Sledi, da ima matrika B k stolpcev, kar pa je ravno
produktni rang matrike A.
e razpi²emo matrike po vrsticah, potem dobimo naslednjo lemo in posledico.
Lema 3.2.6. Matriki A in B imata enako linearno ogrinja£o vrstic natanko
tedaj, ko sta desno asociirani.
Posledica 3.2.7. Dimenzija linearne ogrinja£e vrstic matrike A je enaka naj-
manj²emu ²tevilu vrstic v njeni asociirani matriki.
Lema 3.2.8. Naj bo dana matrika O ̸= A ∈ Mm,n(S) in naj zanjo velja
A = BC, kjer je B ∈ Mm,k(S) in C ∈ Mk,n(S). Potem je produktni rang
matrike A enak najmanj²emu ²tevilu vrstic v matriki, ki je njen desni delitelj.
Izrek 3.2.9. Naj bo dan polkolobar S in naj bo A ∈ Mm,n(S). Potem veljajo
neenakosti
(a) rang(A) ≤ min{r(A), c(A)},
(b) r(A) ≤ sr(A) ≤ mr(A), c(A) ≤ sc(A) ≤ mc(A),
(c) rang(A) ≤ t(A),
(d) £e je S polkolobar in S ⊆ F , kjer je F polje, potem je ρ(A) ≤ rang(A).
Dokaz. Naj bo dan polkolobar S in naj bo matrika A ∈ Mm,n(S).
(a) Sledi iz posledice 3.2.4 in leme 3.2.5 ter dejstva, da je mnoºica levo aso-
ciiranih matrik podmnoºica mnoºice levih deliteljev matrike. Torej je
c(A) ≥ rang(A). In podobno, po posledici 3.2.7 in lemi 3.2.8 ter dejstva,
da je mnoºica desno asociiranih matrik podmnoºica desnih deliteljev,
sledi r(A) ≥ rang(A).
(b) Velja, da je mnoºica vektorjev, ki sestavlja linearno ogrinja£o, podmno-
ºica vektorjev, ki napenjajo vse vrstice matrike A. Slednja pa je pod-
mnoºica linearno neodvisnih vrstic. Torej velja r(A) ≤ sr(A) ≤ mr(A).
Podoben razmislek velja za stolpce matrike A. Torej velja tudi c(A) ≤
sc(A) ≤ mc(A).
(c) Naj bo A ∈ Mm,n in linijski rang matrike A enak k. e v matriki A
pokrijemo elemente, razli£ne od nevtralnega elementa, z e vrsticami in f
stolpci, je k = e+ f . Potem lahko permutiramo linije matrike A, tako da
bodo v prvih vrsticah in stolpcih matrike A. Torej imamo v matriki A
pokritih prvih e vrstic in prvih f stolpcev. Z drugimi besedami, podobno
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kot v dokazu Königovega izreka 3.1.10, obstajata permutacijski matriki
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kjer je ej vrsti£ni vektor, ki ima na j-tem mestu 1, povsod drugje pa 0.














Torej je PAQ = XY . e to enakost z leve strani pomnoºimo s P−1 in
upo²tevamo, da je P−1 = P T , saj je P permutacijska matrika, dobimo
AQ = P TXY.
Sedaj pa z desne strani pomnoºimo s Q−1 = QT in dobimo
A = P TXYQT .
Potem za B = P TX in C = Y QT , velja A = BC, kjer je B ∈ Mm,k(S)
in C ∈ Mk,n(S). Torej je rang(A) ≤ k = t(A).
(d) Naj bo S polkolobar in S ⊆ F , kjer je F polje. Znano je, da obstaja
faktorizacija matrike A z matrikama dimenzij m× ρ(A) in ρ(A)× n. Ne
obstaja pa faktorizacija matrike A z matrikama dimenzij m× k in k× n,
kjer je k < ρ(A). Sledi, da je rang(A) ≥ ρ(A).
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4 Rang vsote in produkta dveh matrik
V tem razdelku si bomo ogledali rang vsote in rang produkta dveh danih ma-
trik. e so matrike denirane nad poljem, potem velja nenenakost za vsoto
ranga dveh matrik, Sylvestrov zakon za rang produkta dveh matrik in Fro-
beniusova neenakost za rang produkta treh matrik, katere bomo pokazali v
izreku 4.0.1. Te neenakosti pa lahko ne veljajo za matrike denirane nad pol-
kolobarjem. V podpoglavjih si bomo najprej ogledali primer, kjer ne veljajo
denirane neenakosti in dokazali neenakosti, ki veljajo za dolo£en rang. Po-
svetili se bomo produktnemu in linijskemu rangu ter razli£nim vrsti£nim in
stolp£nim rangom, deniranih v tretjem poglavju. Trditve bomo podkrepili s
primeri in protiprimeri.
e so matrike denirane nad poljem, potem velja naslednji izrek.
Izrek 4.0.1. Naj bodo dane matrike A, B in C nad poljem F . Potem veljajo
naslednje neenakosti:
(a) Neenakost za rang vsote:
|ρ(A)− ρ(B)| ≤ ρ(A+B) ≤ ρ(A) + ρ(B),
(b) Sylvestrov zakon:
ρ(A) + ρ(B)− n ≤ ρ(AB) ≤ min{ρ(A), ρ(B)},
(c) Frobeniusova neenakost:
ρ(AB) + ρ(BC) ≤ ρ(ABC) + ρ(B).
Dokaz. (a) Dokaºimo najprej, da je ρ(A+B) ≤ ρ(A)+ ρ(B). Naj bosta ma-








B(1) B(2) . . . B(n)
]
.
Rang matrike A je enak ²tevilu linearno neodvisnih stolpcev oz. je enak
dimenziji prostora, ki ga napenjajo vektorji v stolpcih matrike A. Torej
je
ρ(A) = dim (L{A(1), . . . , A(n)}).
Podobno velja
ρ(B) = dim (L{B(1), . . . , B(n)})
in za matriko A+B ∈ Mm,n(F ),
ρ(A+B) = dim (L{A(1) +B(1), . . . , A(n) +B(n)}).
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Za poljuben vektor x ∈ L{A(1) +B(1), . . . , A(n) +B(n)} lahko zapi²emo
x = α1(A
(1) +B(1)) + · · ·+ αn(A(n) +B(n)) =
= (α1A
(1) + · · ·+ αnA(n)) + (α1B(1) + · · ·+ αnB(n)),
za α1, . . . , αn ∈ F . Sledi, da je x ∈ L{A(1), . . . , A(n)}+L{B(1), . . . , B(n)}.
S tem smo pokazali
L{A(1) +B(1), . . . , A(n) +B(n)} ⊆ L{A(1), . . . , A(n)}+ L{B(1), . . . , B(n)}.
Torej velja
ρ(A+B) = dim (L{A(1) +B(1), . . . , A(n) +B(n)}) ≤
≤ dim (L{A(1), . . . , A(n)}+ L{B(1), . . . , B(n)}).
Spomnimo se lastnosti dimenzij vektorskih prostorov, dim(U + V ) +
dim(U ∩V ) = dim(U)+dim(V ). Od koder sledi neena£ba dim(U +V ) ≤
dim(U) + dim(V ). Torej je
ρ(A+B) ≤ dim (L{A(1), . . . , A(n)}+ L{B(1), . . . , B(n)}) ≤
≤ dim (L{A(1), . . . , A(n)}) + dim (L{B(1), . . . , B(n)}) =
= ρ(A) + ρ(B). (4.1)
Dokaºimo ²e ρ(A + B) ≥ |ρ(A) − ρ(B)|. Predpostavimo, da je ρ(A) ≥
ρ(B). Potem po (4.1) velja
ρ(A) = ρ(A+B −B) ≤ ρ(A+B) + ρ(−B) = ρ(A+B) + ρ(B).
Od koder sledi
ρ(A+B) ≥ ρ(A)− ρ(B).
Podobno dokaºemo za primer, ko ρ(A) ≤ ρ(B).




AB(1) AB(2) . . . AB(p)
]
,
kjer so B(i) stolpci matrike B. Torej, £e je rang matrike A enak k, je rang
matrike AB lahko najve£ k. Sledi, da je
ρ(AB) ≤ ρ(A). (4.2)
In zato je po drugi strani tudi
ρ(AB) = ρ((AB)T ) = ρ(BTAT ) ≤ ρ(BT ) = ρ(B).
Sledi, da je ρ(AB) ≤ min{ρ(A), ρ(B)}.
Pokaºimo ²e drugo neenakost. Najprej opazimo, da velja





























≥ ρ(A) + ρ(B).
Od koder pa sledi





≥ ρ(A) + ρ(B).
(c) Naj bodo matrike A, B in C ustreznih velikosti, denirane nad poljem































≥ ρ(BC) + ρ(AB).
Neenakosti v izreku 4.0.1 pa nad strukturo, ki ni polje, ne drºijo nujno. V
nadaljevanju si bomo podrobneje pogledali neenakosti, ki veljajo za razli£ne
range matrik nad polkolobarji. Prej pa ²e denirajmo oznake za dolo£ene ma-
trike. Matrika Jm,n je matrika velikosti m × n, v kateri so vsi elementi enaki
enoti polkolobarja S. V£asih bomo matriko Jm,n pisali kot J , kjer bo njena
velikost znana iz konstrukcije matrike. Spomnimo se, da podobno pi²emo za
matriki I in O. Matrika Ei,j je matrika, ki ima na (i, j)-tem mestu element
enak enoti polkolobarja S, drugje so elementi enaki nevtralnemu elementu.
Z Ri ozna£imo matriko, katere i-ta vrstica je iz samih enot polkolobarja S,
drugje so elementi enaki nevtralnemu elementu. Podobno naj bo Cj matrika,
ki ima j-ti stolpec iz samih enot, drugje pa nevtralni element. Z Uk ozna£imo
k×k zgornje trikotno matriko iz enot polkolobarja S. Z Lk pa ozna£imo k×k
strogo spodnje trikotno matriko iz enot.
4.1 Produktni rang
V nadaljevanju bomo potrebovali produktne range matrik z dolo£eno obliko.
Zato si najprej oglejmo naslednje primere.
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Primer 4.1.1. (a) Izra£unajmo produktni rang identi£ne matrike
In =
⎡⎢⎢⎢⎣
1 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
⎤⎥⎥⎥⎦ ∈ Mn,n(S)
nad antinegativnim polkolobarjem S, kjer je 0 = 0S in 1 = 1S. Po
deniciji produktnega ranga, i²£emo tak²ni matriki B ∈ Mn,k(S) in C ∈
Mk,n(S), da bo veljalo BC = I in rang(I) = k, za najmanj²i moºen k.
Pokaºimo, da produktni rang matrike I ne more biti manj kot n. Pa
predpostavimo, da matriko I lahko zapi²emo kot produkt matrik B ∈
Mn,n−1(S) in C ∈ Mn−1,n(S). Potem sta zaradi (I)11 = 1 nek element
v prvi vrstici matrike B in istoleºni element v prvem stolpcu matrike C
oba enaka 1, oziroma velja B1i = Ci1 = 1 za nek 1 ≤ i ≤ n− 1. Vsi ostali
elementi v i-ti vrstici matrike C morajo biti enaki 0, saj so vsi elementi
identi£ne matrike, razen I11, v prvi vrstici enaki 0. Podobno so vsi ostali
elementi v i-tem stolpcu matrike B enaki 0. Isti premislek velja za vse
ostale vrstice in stolpce matrik B in C. Potem je ena vrstica v matriki
B, brez ²kode za splo²nost lahko predpstavimo da zadnja, sestavljena iz
samih 0. Kar pa nas pripelje v protislovje, saj je (I)nn = 1. Torej je res
rang(I) = n. (4.3)




1 1 . . . 1
0 1 . . . 1
...
... . . .
...
0 0 . . . 1
⎤⎥⎥⎥⎦ ∈ Mn,n(S)
nad antinegativnim polkolobarjem S. Podobno kot pri identi£ni matriki
tudi tukaj pokaºimo s protislovjem. Torej predpostavimo, da je produktni
rang matrike Un enak n − 1. Ker je element (Un)nn = 1, sledi da sta
elementa Bni in Cin enaka 1, za nek 1 ≤ i ≤ n − 1. Vsi ostali elementi
matrike Un so v n-ti vrstici enaki 0. Sledi, da so ostali elementi v i-
ti vrstici matrike C enaki 0. Podobno je element (Un)n−1,n−1 = 1 in
zato Bn−1,j = Cj,n−1 = 1 za nek 1 ≤ j ≤ n − 2. In ker so vsi ostali
elementi v predzadnji vrstici matrike Un enaki 0, so vsi ostali elementi v
matriki C enaki 0. Potem je en stolpec matrike C enak samim nevtralnim
elementom 0. Kar pa je v prostislovju z elementom (Un)11, ki je enak 1.
Torej res velja
rang(Un) = n. (4.4)
(c) S podobnim razmislekom kot v (b) pokaºemo, da je produktni rang spo-
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dnje trikotne matrike,
Ln ⊕ In =
⎡⎢⎢⎢⎣
1 0 . . . 0
1 1 . . . 0
...
... . . .
...
1 1 . . . 1
⎤⎥⎥⎥⎦ ∈ Mn,n(S),
enak rang(Ln ⊕ In) = n.






nad antinegativnim polkolobarjem S enak r.






nad antinegativnim polkolobarjem, ve£ji ali enak produktnemu rangu ma-
trike A. Predpostavimo, da je produktni rang blo£ne matrike X enak k.














kjer ima prva matrika v faktorizaciji k stolpcev in druga matrika k vrstic.
Sledi, da je A = MN , ki pa je tudi enaka produktu matrike M , ki ima k







Neenakost produktnega ranga se razlikuje glede na vrsto aritmetike znotraj
polkolobarja. Na primeru si oglejmo, da spodnja meja za rang vsote dveh
matrik, denirana v izreku 4.0.1 (a), v splo²nem ne drºi.
Primer 4.1.2. Naj bo S binarni Boolov polkolobar in naj bosta dani matriki
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 1 1 1
1 0 1 1 1 1 1
1 1 0 1 1 1 1
1 1 1 0 1 1 1
1 1 1 1 0 1 1
1 1 1 1 1 0 1




1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0




Lahko se prepri£amo, da za matriko A velja faktorizacija
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 1
1 1 0 0 0
0 1 0 1 1
0 1 1 1 0
0 1 1 0 1
0 0 1 1 1
1 0 1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
0 0 1 1 1 1 0
1 0 0 0 0 1 1
0 1 1 0 0 0 0
1 1 0 0 1 0 0
0 0 0 1 0 0 1
⎤⎥⎥⎥⎥⎦ ,
torej je produktni rang matrike A lahko najve£ 5. Produktni rang matrike
B, pa je po (4.3) enak 7. Matrika A ⊕ B je sestavljena iz samih enot in je
zato njen produktni rang enak 1, saj jo lahko zapi²emo kot produkt vrstice in
stolpca iz samih enot,
A⊕B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1

















| rang(A)− rang(B)| = rang(B)− rang(A) ≥ 7− 5 = 2 > 1 = rang(A⊕B).
Torej ne velja neenakost rang(A ⊕ B) ≥ | rang(A) − rang(B)|. V naslednji
trditvi si oglejmo, kaj lahko povemo o produktnem rangu vsote dveh matrik.
Trditev 4.1.3. Naj bo S antinegativen polkolobar in A,B ∈ Mm,n(S). Potem
veljajo naslednje neenakosti
(a) rang(A⊕B) ≤ min{rang(A) + rang(B),m, n},
(b) rang(A⊕B) ≥ 1.
Dokaz. Naj bo S antinegativen polkolobar in naj bosta dani matriki A,B ∈
Mm,n(S).
(a) Naj bo produktni rang matrike A enak k. Potem lahko matriko A za-
pi²emo kot A = BC, kjer je B ∈ Mm,k(S) in C ∈ Mk,n(S), kjer je
k ≤ m,n. Po trditvi 3.1.3 sledi, da je A =
⨁k
i=1 C
(i)D(i), kjer je C(i) i-ti
stolpec matrike C in D(i) i-ta vrstica matrike D. Podobno za matriko
B predpostavimo, da ima produktni rang enak l. Potem jo lahko zapi-
²emo kot B =
⨁l
i=1E
(i)F(i), kjer je E(i) i-ti stolpec matrike E ∈ Mm,l(S)
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Od koder sledi, da je rang(A ⊕ B) ≤ k + l = rang(A) + rang(B). Vsota
k + l pa ne sme presegati velikosti matrike A⊕B, zato je
rang(A⊕B) ≤ min{rang(A) + rang(B),m, n}.
(b) Zaradi antinegativnosti polkolobarja S ne obstajata dva elementa iz tega
polkolobarja, razli£na od nevtralnega elementa, ki bi se se²tela v nevtralni
element. Posledi£no ne obstajata dve matriki, ki bi se se²teli v matriko
iz samih nevtralnih elementov. Zato je A ⊕ B = O natanko tedaj, ko je
A = O in B = O. Sledi, da je rang(A ⊕ B) ≥ 1, ob predpostavki da
sta obe matriki A in B razli£ni od matrike O. V primeru, ko je A = O
in B ̸= O, je rang(A ⊕ B) = rang(B) ≥ 1 in podobno, ko je B = O in
A ̸= O, je rang(A⊕B) = rang(A) ≥ 1.
Primer 4.1.4. Dokaºimo, da je enakost v trditvi 4.1.3 (a) lahko doseºena.












nad binarnim Boolovim polkolobarjem. Potem je njuna vsota v primeru, ko












Potem po (4.3) in (4.5) sledi, da je
rang(Ar ⊕Bs) =
{
r + s, £e r + s < n,
n, £e r + s ≥ n.
Torej je rang(Ar ⊕ Bs) = min{r + s, n} = min{rang(Ar) + rang(Bs), n}. Z
enako idejo bi lahko pokazali tudi, da je enakost doseºena v primeru, ko je
m ̸= n.
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Primer 4.1.5. Dokaºimo, da je enakost v trditvi 4.1.3 (b) lahko doseºena.
Naj bosta dani matriki
A = Uk =
⎡⎢⎢⎢⎣
1 1 . . . 1
0 1 . . . 1
...
... . . .
...
0 0 . . . 1
⎤⎥⎥⎥⎦ in B = Ik ⊕ Lk =
⎡⎢⎢⎢⎣
1 0 . . . 0
1 1 . . . 0
...
... . . .
...
1 1 . . . 1
⎤⎥⎥⎥⎦
nad binarnim Boolovim polkolobarjem. Potem je po (4.4) produktni rang
matrike A enak rang(A) = k in podobno rang(B) = k. Matrika A ⊕ B je
enaka matriki Jk, katere produktni rang pa vemo da je enak 1. Oglejmo si ²e










Js,n−s Ls + Is
Jm−s,n−s Jm−s,s
]








je po (4.4) in (4.6) rang(Ar) = r. Na podobni na£in dobimo, da je rang(Bs) =
s. Samo v binarnem Boolovem polkolobarju pa velja Ar ⊕ Bs = Jm,n, saj je
0 ⊕ 1 = 1 in 1 ⊕ 1 = 1. Zato je rang(Ar ⊕ Bs) = 1 in je enakost doseºena v
binarnem Boolovem polkolobarju.
V bistvu nam ta dokaz pove ve£ kot to, da lahko imamo enakost v trditvi 4.1.3
(b). Namre£ matriki A in B sta lahko poljubnega produktnega ranga, njuna
vsota pa ima produktni rang enak 1.
V nadaljevanju bomo pokazali, da spodnja meja v Sylestrovem zakonu v izreku
4.0.1 (b) za produkt dveh matrik, v splo²nem ne drºi. Oglejmo si na primeru.
Primer 4.1.6. Nad binarnim Boolovim polkolobarjem S naj bosta dani ma-
triki velikosti n× n
A =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
1 1 0 · · · 0
1 0 1 · · · 0
...
...
... . . .
...
1 0 0 · · · 1
⎤⎥⎥⎥⎥⎥⎦ in B = AT =
⎡⎢⎢⎢⎢⎢⎣
1 1 1 · · · 1
0 1 0 · · · 0
0 0 1 · · · 0
...
...
... . . .
...
0 0 0 · · · 1
⎤⎥⎥⎥⎥⎥⎦ . (4.7)
Potem je po (4.4) rang(A) = rang(B) = n ter rang(AB) = rang(Jn,n) = 1.
Torej je rang(A) + rang(B)− n = 2n− n = n  rang(AB) = 1.
Trditev 4.1.7. Naj bo S antinegativen polkolobar, ter A ∈ Mm,n(S) in B ∈
Mn,r(S). Potem velja
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(a) rang(AB) ≤ min{rang(A), rang(B)},
(b) £e S nima deliteljev ni£a, potem velja
rang(AB) ≥
{
0, £e rang(A) + rang(B) ≤ n,
1, £e rang(A) + rang(B) > n.
Dokaz. Naj bo S antinegativen polkolobar in naj bosta dani matriki A ∈
Mm,n(S) in B ∈ Mn,r(S).
(a) Naj bo rang(A) = k. Potem lahko matriko A zapi²emo kot produkt
A = CD, kjer je C ∈ Mm,k(S) in D ∈ Mk,n(S). e upo²tevamo to in
asociativnost mnoºenja matrik, je produkt matrik A in B enak
AB = (CD)B = C(DB).
Sledi, da smo produkt AB zapisali kot produkt matrike C velikosti m×k
in matrike DB velikosti k × r. Torej ima matrika AB produktni rang
najve£ k. Podobno lahko matriko B, ki naj ima rang(B) = l, zapi²emo
kot B = EF , kjer je E ∈ Mn,l(S) in F ∈ Ml,r(S). Potem je
AB = A(EF ) = (AE)F,
kjer smo matriko AB zapisali kot produkt matrike AE velikosti m× l in
matrike F velikosti l × r. Torej ima matrika AB produktni rang najve£
l. Sledi, da je rang(AB) ≤ min{k, l} = min{rang(A), rang(B)}.
(b) Dokaºimo, £e je rang(A) + rang(B) > n, potem je AB ̸= O. Predposta-
vimo, da je AB = O. Potem obstaja neka permutacijska matrika Q, da
je v matriki A prvih k stolpcev razli£nih od samih nevtralnih elementov,
torej





kjer ima matrika A1 to£no k stolpcev. Polkolobar S nima deliteljev ni£a,
kar pomeni, da se noben produkt dveh elementov, razli£nih od nevtral-
nega elementa, ne more zmnoºiti v nevtralni element. Matrika B je zato





, kjer ima matrika
B1 najve£ n− k vrstic. Potem je rang(A) + rang(B) ≤ k + (n− k) = n,
kar pa je v protislovju z za£etno predpostavko.
Na primeru si oglejmo, da je v trditvi 4.1.7 (b) enakost lahko doseºena.


























0 0 . . . 0
1 1 . . . 1
...
... . . .
...







⎤⎥⎥⎥⎦ [ 1 1 . . . 1 ] ,
katero smo zapisali kot produkt stolpca in vrstice, torej je njen produktni rang
enak 1, za r, s ̸= 0. Podobno preverimo enakost v primeru m ̸= n.
Oglejmo si ²e primer, kdaj je lahko produkt matrik AB = O. Naj velja
rang(A) + rang(B) ≤ n. Pokaºimo, da je v tem primeru produkt AB lahko
enak O. Dan naj bo antinegativen polkolobar S. Naj bosta dani matrika







kjer je matrika X ∈ Mn−1,n−1(S). Potem je rang(A) = 1 in rang(B) ≤ n− 1.
Torej je vsota njunega produktenga ranga manj²a ali enaka n. Njun produkt
pa je AB = O. Sledi, da je rang(AB) = 0.
e pa je polkolobar S podmnoºica pozitivnih realnih ²tevil, ki so podmnoºica
polja R, lahko spodnjo oceno za produktni rang vsote dveh matrik v trditvi
4.1.3 (b) izbolj²amo. Zgornje ocene pa v splo²nem ne moremo izbolj²ati.
Trditev 4.1.9. Naj bo dan polkolobar S ⊆ R+0 in naj bosta dani matriki
A,B ∈ Mm,n(S). Potem velja
rang(A⊕B) ≥ |ρ(A)− ρ(B)|.
Dokaz. Po izreku 3.2.9 uporabimo, da je ρ(A) ≤ rang(A), saj je S ⊆ R+0 in R
polje. Na drugem koraku pa uporabimo neenakost, ki velja za range matrik
nad poljem, v izreku 4.0.1 (a), t.j.
rang(A⊕B) ≥ ρ(A⊕B) ≥ |ρ(A)− ρ(B)|.
Na primeru si oglejmo, da enakost v trditvi 4.1.9 lahko doseºemo.
Primer 4.1.10. e vzamemo matriki A = E1,1 ⊕ E1,2 ⊕ E2,1 in B = E2,2





1 1 0 . . . 0
1 0 0 . . . 0
0 0 0 . . . 0
...
...
... . . .
...
0 0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎢⎣
0 0 0 . . . 0
0 1 0 . . . 0
0 0 0 . . . 0
...
...
... . . .
...
0 0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1 1 0 . . . 0
1 1 0 . . . 0
0 0 0 . . . 0
...
...
... . . .
...
0 0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎦ .
Potem je ρ(A) = 2, saj matrika A vsebuje dve linearno neodvisni vrstici.
Podobno je ρ(B) = 1, saj je v matriki B samo ena vrstica razli£na od samih
nevtralnih elementov. Produktni rang vsote matrik pa je enak 1, saj je
A⊕B =
⎡⎢⎢⎢⎢⎢⎣
1 1 0 . . . 0
1 1 0 . . . 0
0 0 0 . . . 0
...
...
... . . .
...










1 1 0 . . . 0
]
.
Zato je enakost lahko doseºena in je v splo²nem ne moremo izbolj²ati.
V naslednjem primeru si oglejmo, da spodnje neenakosti v Sylvestrovem za-
konu in Frobeniusovi neenakosti pod izrekom 4.0.1 ne veljajo nujno niti v
primeru, ko je polkolobar S podmnoºica R+0 .
Primer 4.1.11. Naj bo dan polkolobar S = R+0 z obi£ajnim se²tevanjem in
mnoºenjem in naj bosta dani matriki
A =
⎡⎢⎢⎣
0 1 1 1
1 0 1 1
1 1 0 4
1 1 4 0
⎤⎥⎥⎦ ∈ M4,4(R+0 ) in B =
⎡⎢⎢⎣
1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1
⎤⎥⎥⎦ ∈ M4,4(R+0 ).
Za matriko B je o£itno ρ(B) = 2, saj ima dve vrstici linearno neodvisni. Tudi
njen produktni rang je enak 2, saj velja
B =
⎡⎢⎢⎣
1 1 0 0
1 1 0 0
0 0 1 1







⎤⎥⎥⎦[ 1 1 0 00 0 1 1
]
in se z kraj²im ra£unom lahko prepri£amo, da ne more biti manj kot 2. Ne
obstajajo tak²ne α1, . . . , αn ∈ R+0 , vsaj ena razli£na od 0, da bi veljalo α1⊙v1⊕
· · · ⊕ αn ⊙ vn = 0, kjer so vi vrstice matrike A. Zato je rang matrike A enak
ρ(A) = 4, saj so vse vrstice med seboj linearno neodvisne. Za produktni rang
matrike A se lahko z dalj²im ra£unom prepri£amo, da je enak rang(A) = 4.
Njun produkt pa je enak matriki
AB =
⎡⎢⎢⎣
1 1 2 2
1 1 2 2
2 2 4 4







⎤⎥⎥⎦ [ 1 1 2 2 ] ,
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ki jo lahko zapi²emo kot produkt stolpca in vrstice. Torej je po eni strani
rang(AB) = 1. Po drugi pa dobimo rang(A) + rang(B)− n = 4 + 2− 4 = 2.
Kar pa o£itno ni manj²e eli enako 1. Torej smo pokazali da rang(AB) 
rang(A) + rang(B) − n. Za Frobeniusovo neenakost pa dobimo 6 = 4 + 2 =
rang(AI) + rang(IB)  rang(AIB) + rang(I) = 1 + 4 = 5.
Podobno kot za produktni rang vsote dveh matrik tudi za produktni rang
produkta dveh matrik zgornje ocene ne moremo izbolj²ati. Lahko pa podamo
bolj²o spodnjo oceno.
Trditev 4.1.12. Naj bo S ⊆ R+0 in naj bosta dani matriki A ∈ Mm,n(S),
B ∈ Mn,k(S). Potem velja
rang(AB) ≥
{
0, £e ρ(A) + ρ(B) ≤ n,
ρ(A) + ρ(B)− n, £e ρ(A) + ρ(B) > n.
Dokaz. Naj bo S ⊆ R+0 in naj bosta dani matriki A ∈ Mm,n(S), B ∈ Mn,k(S).
Potem je produktni rang matrike ve£ji ali enak rangu matrike, saj je polkolobar
S podmnoºica polja R. Na drugem koraku pa uporabimo spodnjo mejo za rang
produkta dveh matrik v izreku 4.0.1 (b). Torej je
rang(AB) ≥ ρ(AB) ≥ ρ(A) + ρ(B)− n.
Primer 4.1.13. Dokaºimo, da je enakost v trditvi 4.1.12 lahko doseºena. e
vzamemo matriki A = E1,1 in B = I velikosti n × n nad polkolobarjem R+0 ,
potem je
A = AB = AI =
⎡⎢⎢⎢⎣
1 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1 0 . . . 0
0 0 . . . 0
...
... . . .
...








⎤⎥⎥⎥⎦ [ 1 0 . . . 0 ] .
Potem je ρ(A) = 1, saj matrika A vsebuje samo eno vrstico, ki je razli£na od
samih nevtralnih elementov. Podobno je ρ(B) = n, saj ima identi£na matrika
n linearno neodvisnih vrstic. Torej je po izreku ρ(A)+ρ(B)−n = 1+n−n = 1.
Produktni rang matrike AB pa je res enak 1, saj smo jo zapisali kot produkt
stolpca in vrstice.














za vsak par (r, s), kjer je 0 ≤ r, s ≤ n. Potem je o£itno rang(Ar) = r in
rang(Bs) = s. Njun produkt pa je v primeru r+s ≤ n enak ArBs = O in zato
rang(ArBs) = 0. V primeru ko pa je r+ s > n, pa je rang(ArBs) = r+ s− n.
Podobno lahko primer posplo²imo na m ̸= n ̸= k.
Na primeru si oglejmo, da Frobeniusova neenakost ne velja za produktni rang.
Primer 4.1.14. Naj bo matrika A denirana kot v (4.7) v primeru 4.1.6. Naj
bosta dani matriki B = I in C = AT . Potem je rang(AB) + rang(BC) =
rang(A)+ rang(AT ) = n+n = 2n in po drugi strani rang(ABC)+ rang(B) =
rang(AIAT )+rang(I) = rang(J)+rang(I) = 1+n. Ker 2n ni manj²i ali enak
n+1 za n ≥ 2, Frobeniusova neenakost v splo²nem ne drºi za produktni rang.
e pa je S podmnoºica polja R, pa velja naslednja verzija Frobeniusovega
izreka.
Trditev 4.1.15. Naj bo S ⊆ R+0 in naj bodo dane matrike A ∈ Mm,n(S),
B ∈ Mn,k(S) in C ∈ Mk,l(S). Potem velja
ρ(AB) + ρ(BC) ≤ rang(ABC) + rang(B).
Dokaz. Naj bo S ⊆ R+0 , A ∈ Mm,n(S), B ∈ Mn,k(S) in C ∈ Mk,l(S). Po
Frobeniusovem izreku velja ρ(AB) + ρ(BC) ≤ ρ(ABC) + ρ(B) in ker velja
rang(X) ≥ ρ(X), je
ρ(AB) + ρ(BC) ≤ ρ(ABC) + ρ(B) ≤ rang(ABC) + rang(B).
Primer 4.1.16. e vzamemo matrike A = B = C = E1,1 ∈ Mn,n(S), kjer je
S binarni Boolov polkolobar, je enakost v trditvi 4.1.15 doseºena. Podobno


















velikosti n × n in kjer je t najve£je celo ²tevilo manj²e od r+s
2
. Potem je v
primeru r ≤ s
ρ(ArBr,s) + ρ(Br,sCs) = r + t = rang(ArBr,sCs) + rang(Br,s).
In v primeru r ≤ s je
ρ(ArBr,s) + ρ(Br,sCs) = s+ t = rang(ArBr,sCs) + rang(Br,s).
Podobno lahko primer posplo²imo na m ̸= n ̸= k in n ̸= l.
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4.2 Linijski rang
V tem podpoglavju si bomo ogledali katere neenakosti veljajo za linijski rang
vsote in produkta dveh matrik.
Trditev 4.2.1. Naj bo S antinegativen polkolobar. Potem za matriki A,B ∈
Mm,n(S) velja
t(A⊕B) ≤ min{t(A) + t(B),m, n}.
Dokaz. Spomnimo se, da linije, ki dolo£ajo linijski rang matrike niso enoli£no
dolo£ene. Pokaºimo, da za poljubne linije, ki dolo£ajo linijski rang matrike
A, t.j. t(A) in za poljubne linije, ki dolo£ajo linijski rang matrike B, t.j t(B)
velja zgornja trditev. Potem njuno vsoto, matriko A ⊕ B, lahko pokrijemo z
najve£ t(A)+t(B) linijami, saj je polkolobar S antinegativen in se zato nobena
dva elementa, razli£na od nevtralnega elementa, ne moreta se²teti v nevtralni
element. Tako, da ne moremo pridobiti nobene linije ve£ v njuni vsoti. S to£no
t(A)+t(B) linijami pokrijemo matriko A⊕B v primeru, ko so linije v matrikah
A in B razli£ne. Torej nobena linija v matriki A ne pokriva iste vrstice ali
istega stolpca v matriki B, in obratno. Z manj kot t(A) + t(B) linijami pa
pokrijemo v primeru, ko vsaj ena linija v matriki A sovpada z linijo v matriki
B. V primeru, ko je t(A) + t(B) > m, pa je seveda najmanj²e ²tevilo linij
enako ²tevilu vrstic matrike A⊕B, torej m, saj i²£emo najmanj²e ²tevilo linij,
s katerimi pokrijemo vse neni£elne elemente matrike A⊕B.
Na primeru si oglejmo, da je enakost v trditvi 4.2.1 lahko doseºena.











nad binarnim Boolovim polkolobarjem. Potem je njuna vsota v primeru, ko












O£itno lahko v prvem primeru pokrijemo elemente enake 1 s t(Ar) + t(Br)
linijami, v drugem pa z vsemi vrsticami (ali stolpci). Sledi, da je
t(Ar ⊕Bs) =
{
t(Ar) + t(Br), £e r + s ≤ m,
m, £e r + s ≥ m.
Torej je t(Ar⊕Bs) = min{t(Ar)+t(Br),m}. Podobno lahko primer posplo²imo
na m ̸= n.
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Opazimo, da je ocena za zgornjo mejo linijskega ranga ista kot ocena pri pro-
duktnem rangu v trditvi 4.1.3, le da produktne range nadomestimo z linijskimi
rangi. Ocena za spodnjo mejo pa ne velja za linijski rang. Oglejmo si na pri-
meru.
Primer 4.2.3. Naj bosta dani matriki A,B = Jm,n nad poljem, katerega
karakteristika je enaka 2, npr. Z2. Potem je o£itno t(A) = t(B) = 2. Njuna
vsota pa je enaka matriki iz samih nevtralnih elementov, saj velja 1 ⊕ 1 = 0.
Torej je t(A⊕B) = t(Om,n) = 0. Torej ne drºi t(A⊕B) ≥ 1.
Za antinegativne polkolobarje pa lahko podamo bolj²o oceno kot za polkolo-
barje, ki so podmnoºica nekega polja ali splo²ne polkolobarje.
Trditev 4.2.4. Naj bo S antinegativen polkolobar. Potem za poljubni matriki
A,B ∈ Mm,n(S) velja
t(A⊕B) ≥ max{t(A), t(B)}.
Dokaz. Linijski rang vsote dveh matrik A⊕B, je vsaj toliko, kolikor je linijski
rang matrike A ali matrike B, saj se zaradi antinegativnosti ne moreta dva
elementa, razli£na od nevtralnega, se²teti v nevtralni element. Torej ne mo-
remo v vsoti dveh matrik dobiti manj linij, kot v eni od matrik. Zato je o£itno
t(A⊕B) ≥ max{t(A), t(B)}.
Primer 4.2.5. Dokaºimo, da je enakost v trditvi 4.2.4 lahko doseºena. Naj











nad binarnim Boolovim polkolobarjem. Potem za vse primere r = s, r < s in
r > s, velja da je t(A ⊕ B) = max{t(A), t(B)}. Podobno lahko preverimo ko
je m ̸= n.
Spodnja meja v izreku 4.0.1 (b) za produkt dveh matrik ne drºi za poljubne
polkolobarje. Poglejmo si naslednji primer.
Primer 4.2.6. Naj bosta dani matrikiA = B = Jn nad poljem s karakteristiko
a, kjer je a pravi delitelj ²tevila n. Potem je t(AB) = t(O) = 0, po drugi
strani pa je ρ(A) + ρ(B)− n = 1+ 1− n. Za dovolj velik n ne velja neenakost
t(AB) ≥ ρ(A) + ρ(B)− n.
Trditev 4.2.7. Naj bo S antinegativen polkolobar brez deliteljev ni£a. Potem
za poljubni matriki A ∈ Mm,n(S) in B ∈ Mn,k(S) velja
t(AB) ≥
{
0, £e t(A) + t(B) ≤ n,
t(A) + t(B)− n, £e t(A) + t(B) > n.
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Dokaz. Naj bo A ∈ Mm,n(S) in B ∈ Mn,k(S). Linijski rang matrike A ozna-
£imo s t(A) in matrike B s t(B). Po trditvi 3.1.10 je linijski rang matrike
enak najve£jemu ²tevilu neni£elnih elementov posplo²ene diagonale dane ma-
trike. Sledi, da imata matriki A in B posplo²eni diagonali s to£no t(A) in t(B)
elementi, razli£nih od nevtralnega elementa. Posplo²ena diagonala pa seveda
ni enoli£no dolo£ena. Za vsako permutacijo π denirajmo mnoºico indeksov
elementov, ki so razli£ni od nevtralnega elementa
GDπ(A) =
{
(i, π(i)); Ai,π(i) ̸= 0S, i = 1, . . . ,min{m,n}
}
.
Izberemo eno od permutacij in deniramo posplo²eno diagonalo matrike A,
katere elementi so enaki
D(A)i,j =
{
Ai,π(i), £e j = π(i),
0S, £e j ̸= π(i).
Na podoben na£in deniramo posplo²eno diagonalo matrike B in jo ozna£imo
z D(B). Ker je polkolobar S antinegativen, velja
t(AB) ≥ t(D(A)D(B)).
V primeru ko je t(A) + t(B) > n, je zaradi denicije matrik D(A) in D(B)
ter dejstva, da polkolobar ne vsebuje deliteljev ni£a, t(D(A)D(B)) vsaj t(A)+
t(B)− n. V primeru, ko je t(A) + t(B) ≤ n, pa je lahko t(D(A)D(B)) tudi 0.
S tem smo dokazali trditev.
Primer 4.2.8. Dokaºimo, da je enakost v trditvi 4.2.7 lahko doseºena. Naj











nad Boolovim polkolobarjem. V primeru, ko je r + s ≤ m, dobimo AB = O,
katere linijski rang je enak 0. Torej dobimo enakost v prvem delu trditve. Ko
pa je r + s > m, pa se dolo£ene vrstice matrike Ar in stolpci matrike Bs,
zmnoºijo v elemente razli£ne od nevtralnega elementa.
Na primeru si oglejmo, da za linijski rang ne velja zgornja meja v izreku 4.0.1
(b). Torej, da ne drºi t(AB) ≤ min{t(A), t(B)}. Pred tem se spomnimo, da
smo matriko katere i-ta vrstica je iz samih enot, drugje pa nevtralni element,
ozna£ili z Ri. Podobno smo matriko katere j-ti stolpec je iz samih enot, drugje
pa je nevtralni element, ozna£ili s Cj.
Primer 4.2.9. Dani naj bosta matriki nad binarnim Boolovim polkolobarjem
S, A = C1 ∈ Mn,n(S) in B = R1 ∈ Mn,n. Potem je
AB =
⎡⎢⎢⎢⎣
1 0 . . . 0
1 0 . . . 0
...
... . . .
...
1 0 . . . 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1 1 . . . 1
0 0 . . . 0
...
... . . .
...
0 0 . . . 0
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1 1 . . . 1
1 1 . . . 1
...
... . . .
...
1 1 . . . 1
⎤⎥⎥⎥⎦ .
Torej je t(AB) = n in t(A) = t(B) = 1. Sledi n = t(AB)  min{t(A), t(B)} =
1. Torej t(AB)  min{t(A), t(B)}.
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e pa je polkolobar antinegativen, lahko podamo naslednjo oceno.
Trditev 4.2.10. Naj bo S antinegativen polkolobar brez deliteljev ni£a. Potem
za poljubni matriki A ∈ Mm,n(S) in B ∈ Mn,k(S) velja neenakost
t(AB) ≤ min{tr(A), tc(B)},
kjer je tr(A) najmanj²e ²tevilo vrstic, ki pokrijejo neni£elne elemente matrike
A in tc(B) najmanj²e ²tevilo stolpcev, ki pokrijejo neni£elne elemente matrike
B.
Dokaz. Naj bo S antinegativen polkolobar brez deliteljev ni£a in naj bosta
dani matriki A ∈ Mm,n(S) in B ∈ Mn,k(S). Ozna£imo tr(A) = r in tc(B) = c.
Potem obstaja tak²na permutacijska matrika Q, da je matrika A oblike






kjer je matrika A1 velikosti r×n in ima r vrstic, ki ne vsebujejo same nevtralne
elemente. Podobno za matriko B obstaja tak²na permutacijska matrika P , da
je matrika B enaka





kjer je matrika B1 velikosti n× c in vsebuje to£no c stolpcev, ki ne vsebujejo














Matrika A1B1 je velikosti r×c. Zaradi antinegativnosti se nobena dva elementa
razli£na od nevtralnega elementa ne se²tejeta v nevtralni element. In podobno
se zaradi predpostavke, da je polkolobar S brez deliteljev ni£a, ne moreta dva
elementa zmnoºiti v nevtralni element. Zato je t(A1B1) ≤ min{r, c}. Kar pa
je isto kot t(AB) ≤ min{r, c} = min{tr(A), tc(B)}.
Primer 4.2.11. Enakost v trditvi 4.2.10 je doseºena v primeru 4.2.9. Splo-
²neje enakost lahko doseºemo tudi za vsak par (r, s), kjer je 0 ≤ r ≤ m in
0 ≤ s ≤ k in matrikama
Ar = E1,1 ⊕ · · · ⊕ Er,1 in Bs = E1,1 ⊕ · · · ⊕ E1,s.
Na primeru si oglejmo, da Frobeniusova neenakost ne velja za linijski rang.
Torej, da ne velja t(AB) + t(BC) ≤ t(ABC) + t(B).
Primer 4.2.12. Naj bodo dane matrike A = C1, B = R1 in C = O. Potem
se hitro prepri£amo, da je t(AB) + t(BC) = m+ 0 = m in t(ABC) + t(B) =
0 + 1 = 1. Sledi, da m ≤ 1, kar pa ne drºi.
e je S ⊂ R+0 , pa je potem po trditvi 4.1.15 in £e upo²tevamo ²e rang(A) ≤
t(A),
ρ(AB) + ρ(BC) ≤ rang(ABC) + rang(B) ≤ t(ABC) + t(B).
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4.3 Vrsti£ni in stolp£ni rangi
Zgornja meja za vsoto dveh matrik, v izreku 4.0.1, ne velja za vrsti£ni rang,
vrsti£no ogrinjalni rang in najve£ji vrsti£ni rang. Isto velja za stolpce. Oglejmo
si na primeru.
















nad polkolobarjem N0 z obi£ajnim se²tevanjem in mnoºenjem. V matriki A
je ²tevilo linearno neodvisnih vrstic enako 2, saj sta prvi dve vrstici enaki
zadnjima dvema, tretja vrstica pa je vsota prvih dveh. Torej je mr(A) = 2.








saj z linearnimi kombinacijami teh dveh vektorjev dobimo vse vrstice matrike
A. Sledi, da je r(A) = 2. In ker je po izreku 3.2.9 (b), r(A) ≤ sr(A) ≤ mr(A),
je sr(A) = 2. Podobno je v matriki B ²tevilo linearno neodvisnih vrstic enako
2, saj velja v1 = 1 · v2 + 1 · v3, v4 = 3 · v2 + 1 · v3 in v5 = 2 · v2 + 3 · v3, kjer
smo z vi ozna£ili i-to vrstico matrike B. Torej so vse vrstice enake linearni
kombinaciji druge in tretje vrstice. Zato je mr(B) = 2 in tudi r(B) = 2. Sledi









Lahko se prepri£amo, da je r(A⊕ B) = 5. Od koder po izreku 3.2.9 (b) sledi
sr(B) = mr(B) = 5. Sledi 5 = r(A ⊕ B)  r(A) + r(B) = 2 + 2 = 4 in
podobno za vrsti£no ogrinjalni rang ter za najve£ji vrsti£ni rang.
Podobno kot pri produktnem rangu za vsoto dveh matrik, tudi pri vrsti£nih
in stolp£nih rangih ne moremo podati najbolj²e ocene.
Trditev 4.3.2. Naj bo S antinegativen polkolobar. Potem za matriki O ̸=
A,B ∈ Mm,n(S) velja
c(A⊕B), r(A⊕B), sc(A⊕B), sr(A⊕B),mc(A⊕B),mr(A⊕B) ≥ 1.
66
Dokaz. Naj bo S antinegativen polkolobar in naj bosta dani matriki O ̸=
A,B ∈ Mm,n(S). Ker je S antinegativen, pomeni da se nobena dva elementa,
razli£na od nevtralnega elementa, ne moreta se²teti v nevtralni element. Kar
pomeni, da se dve matriki A,B ̸= O ne moreta se²teti v matriko iz samih
nevtralnih elementov. Torej vrsti£ni in stolp£ni rangi matrike A⊕B ne morejo
biti enaki 0 in so zato vsaj 1.
Preden pokaºemo primere, v katerih je enakost v tej trditvi doseºena, deni-
rajmo matriko A \ B. Pravimo, da je matrika A dominantna nad matriko B,
ko velja, da £e iz bij ̸= 0S sledi aij ̸= 0S. V tem primeru pi²emo A ≥ B.
e sta A in B matriki, katerih elementi so enaki enoti ali nevtralnemu ele-
mentu (torej so enaki 0S ali 1S) in velja A ≥ B, lahko deniramo matriko
A \B. Elementi matrike A \B so enaki
(A \B)ij =
{
0S, £e bij = 1S,
aij, sicer.
Primer 4.3.3. Pokaºimo, da je enakost v trditvi 4.3.2 lahko doseºena. Na pri-
mer pri matrikah A = B = E11 nad antinegativnim polkolobarjem S. Matrika
A ⊕ B je potem enaka matriki, ki ima samo element v prvi vrstici in prvem
stolpcu razli£en od nevtralnega elementa. Sledi, da ima vse range navedene
v trditvi 4.3.2, enake 1. Torej r(A ⊕ B) = sr(A ⊕ B) = mr(A ⊕ B) = 1 in
c(A⊕B) = sc(A⊕B) = mc(A⊕B) = 1.
Naj bo S binarni Boolov polkolobar. Za vsak par (r, s), kjer je 0 ≤ r, s ≤ m,
lahko deniramo matriki, pri katerih so rangi njune vsote tudi enaki 1. Naj
bosta



















, £e s = m.
(4.10)
Oglejmo si primer za m = 4, r = 3 in s = 2. Potem sta matriki enaki
A4 =
⎡⎢⎢⎣
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 1
⎤⎥⎥⎦ in B4 =
⎡⎢⎢⎣
1 0 1 1
1 1 0 1
1 1 1 1
1 1 1 1
⎤⎥⎥⎦ .
Potem je o£itno r(A4) = sr(A4) = mr(A4) = 3. In podobno za matriko B4 je
r(B4) = sr(B4) = mr(B4) = 2. V splo²nem je Ar = r in Bs = s. Ker pa je
Ar ⊕Bs = J , je zato r(Ar ⊕Br) = sr(Ar ⊕Br) = mr(Ar ⊕Br) = 1. Podoben
razmislek velja za stolpce danih matrik.
e pa je polkolobar S podmnoºica nekega polja, pa lahko podamo bolj²o oceno
za rang vsote dveh matrik kot je podana zgoraj v trditvi 4.3.2.
Trditev 4.3.4. Naj bo S ⊂ R+0 . Potem za matriki A,B ∈ Mm,n(S) velja
c(A⊕B), r(A⊕B), sc(A⊕B), sr(A⊕B),mc(A⊕B),mr(A⊕B) ≥ |ρ(A)−ρ(B)|.
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Dokaz. Po izreku 3.2.9 vemo, da je r(X), c(X) ≥ rang(X). Ker pa je S
podmnoºica polja R, je rang(X) ≥ ρ(X). Sledi
r(A⊕B), c(A⊕B) ≥ ρ(A⊕B) ≥ |ρ(A)− ρ(B)|,
kjer smo na drugem koraku uporabili spodnjo oceno za rang vsote matrik nad
poljem. Ker po izreku 3.2.9 (b) velja mr(A) ≥ sr(A) ≥ r(A) in mc(A) ≥
sc(A) ≥ c(A), sledi da so tudi ostali vrsti£ni in stolp£ni rangi ve£ji ali enaki
|ρ(A)− ρ(B)|.
Primer 4.3.5. Enakost v trditvi 4.3.4 je doseºena na primer pri matrikah
A = E1,1 ⊕ · · · ⊕ En−1,n−1 in B = J \ A nad polkolobarjem R+0 . Potem je
ρ(A) = n − 1, saj ima matrika A n − 1 linearno neodvisnih vrstic. Rang
matrike B pa je enak ρ(B) = n. Njuna vsota pa je A ⊕ B = J , katere vsi
vrsti£ni in stolp£ni rangi so enaki 1. Torej imamo
|ρ(A)− ρ(B)| = n− (n− 1) = 1
in
c(A⊕B), r(A⊕B), sc(A⊕B), sr(A⊕B),mc(A⊕B),mr(A⊕B) = 1.
Za vrsti£ne in stolp£ne range produkta prav tako ne moremo podati ocene, ki
bi bila odvisna od matrik A in B.
Trditev 4.3.6. Naj bo S antinegativen polkolobar brez deliteljev ni£a. Za
matriki O ̸= A ∈ Mm,n(S) in O ̸= B ∈ Mn,k(S) velja
c(AB), r(AB), sc(AB), sr(AB),mc(AB),mr(AB) ≥ 1
pri pogoju, da velja c(A) + r(B) > n.
Dokaz. Naj bo S antinegativen polkolobar brez deliteljev ni£a. Dani naj bosta
matriki A ∈ Mm,n(S) in B ∈ Mn,k(S), razli£ni od matrike O. Ozna£imo
c(A) = i in r(B) = j. Potem ima matrika A vsaj i stolpcev, razli£nih od
samih nevtralnih elementov in matrika B vsaj j vrstic, razli£nih od samih
nevtralnih elementov. Torej, £e je i + j > n, je produkt matrik AB ̸= O, saj
je polkolobar S po predpostavki antinegativen in brez deliteljev ni£a. Zato
vrsti£ni in stolp£ni rang matrike AB ne moreta biti enaka 0, ampak sta vsaj 1.
Za dokaz drugih rangov uporabimo izrek 3.2.9, torej mr(A) ≥ sr(A) ≥ r(A)
in mc(A) ≥ sc(A) ≥ c(A) in dobimo
c(AB), r(AB), sc(AB), sr(AB),mc(AB),mr(AB) ≥ 1.
Primer 4.3.7. Enakost v trditvi 4.3.6 lahko doseºemo v Boolovem polko-
lobarju. Naj bo S torej Boolov polkolobar brez deliteljev ni£a. V primeru















Potem je njun produkt enak ArBs = J , katerega pa so vsi vrsti£ni in stolp£ni
rangi enaki 1. Na podoben na£in lahko preverimo na primeru pravokotnih
matrik.
Opomba 4.3.8. Na primeru si oglejmo, da je pogoj v trditvi 4.3.6, c(A) +




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦ ∈ M5,5(S) in B =
⎡⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ ∈ M5,5(S).
Velja c(A) = 3 in r(B) = 2, torej je c(A) + r(B) = 3 + 2 = 5 ≥ n = 5. Njun












kjer je k + j ≤ n, velja AB = O.
e pa je S polkolobar, ki je podmnoºica nekega polja, pa lahko podamo bolj²o
spodnjo oceno za vrsti£ne in stolp£ne range produkta dveh matrik.




0, £e ρ(A) + ρ(B) ≤ n,




0, £e ρ(A) + ρ(B) ≤ n,
ρ(A) + ρ(B)− n, £e ρ(A) + ρ(B) > n.
Dokaz. Po izreku 3.2.9 vemo, da je r(X), c(X) ≥ rang(X). Ker pa je S
podmnoºica polja R, je rang(X) ≥ ρ(X). Sledi
r(AB), c(AB) ≥ ρ(AB) ≥ ρ(A)− ρ(B)− n,
kjer smo na drugem koraku uporabili spodnjo oceno za rang vsote matrik nad
poljem. Ostali rangi sledijo iz izreka 3.2.9.
Primer 4.3.10. Neenakost je v trditvi 4.3.9 lahko doseºena, za matriki A =
B = I, pri m = n = k. V tem primeru je r(AB) = r(I) = n. Po drugi strani
pa je ρ(A)+ρ(B)−n = n+n−n = n. Torej je enakost res doseºena. Enakost
pa je doseºena tudi v primeru druºine matrik pod (4.8), denirane v primeru
4.1.13.
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Spomnimo se, da smo v 4.2 v dokazu izreka 4.0.1 (b) pokazali, da velja ρ(AB) ≤
ρ(A), £e sta A in B matriki nad poljem. Prav tak²ne neenakosti veljajo tudi
nad polkolobarjem.
Trditev 4.3.11. Naj bo S antinegativen polkolobar. Potem za matriki A ∈
Mm,n(S) in B ∈ Mn,k(S) velja
c(AB) ≤ c(B), sc(AB) ≤ sc(B),mc(AB) ≤ mc(B)
in
r(AB) ≤ r(A), sr(AB) ≤ sr(A),mr(AB) ≤ mr(A).
Dokaz. Dokaºimo, da je sc(AB) ≤ sc(B). Naj bo sc(B) = r. Brez ²kode
za splo²nost lahko predpostavimo, da je mnoºica vektorjev {B(1), . . . , B(r)},
najmanj²a mnoºica stolpcev matrike B, ki napenjajo vse stolpce. Po predpo-
stavki poljuben stolpec matrike B napenja r stolpcev matrike B, torej lahko












Kar pa pomeni, da lahko stolpce matrike AB zapi²emo kot linearne kombi-
nacije vektorjev AB(1), . . . , AB(r). Torej sc(AB) ≤ r = sc(B). Na podoben
na£in dokaºemo ostale neenakosti.
Primer 4.3.12. Da je enakost v trditvi 4.3.11 doseºena si lahko ogledamo na












nad Boolovim polkolobarjem, kjer je 1 ≤ r, s ≤ n. Potem v primeru r > s
velja c(AB) = c(B), sc(AB) = sc(B) in mc(AB) = mc(B). V nasprotnem
primeru pa r(AB) = r(B), sr(AB) = sr(B) in mr(AB) = mr(B). V primeru
enakosti r = s pa so vsi na²teti rangi med seboj enaki. Na podoben na£in
pokaºemo za m ̸= n.
Omenimo, da neenakost sc(AB) ≤ sc(A) v splo²nem ne velja. Za protiprimer





∈ M1,3(N0) in B =




nad polkolobarjem N0. O£itno je sc(A) = 2, saj je 7 = 0 · 3 + 1 · 7. Hitro
se prepri£amo, da stolp£no ogrinjalni rang ne more biti enak 1. Za noben
a, b ∈ N0 ne moremo zapisati 7 = a · 3 ali 3 = b · 7, saj sta ²tevili 7 in 3 tuji si






za katerega pa je sc(AB) = 3. Torej imamo 3 = sc(AB)  sc(A) = 2.
Frobeniusova neenakost ne velja za vrsti£ne in stolp£ne range. Naj bosta dani
matriki A in C, denirani v primeru 4.3.3 pod (4.9) in (4.10). Matrika B pa naj
bo enaka I. Potem je r(AB)+ r(BC) = r(AI)+ r(IB) = r(A)+ r(B) = r+s.
Po drugi strani pa je r(ABC) + r(B) = r(AIB) + r(I) = r(J) + r(I) = 1+ n.




V delu smo ugotovili, da £e algebrski strukturi kolobar odvzamemo lastnost, da
ima vsak element inverzni element za se²tevanje, dobimo algebrsko strukturo
polkolobar, ki je prav tako mo£no algebrai£no orodje kot na primer kolobar.
Prikazali smo razli£ne primere polkolobarjev. Za nekatere izmed teh smo pri-
kazali tudi njihovo uporabo. Ugotovili smo, da so polkolobarji mo£no orodje
pri optimizacijskih problemih in pri re²evanju nelinearnih sistemov. Vsekakor
pa to niso edini na£ini uporabe polkolobarjev. Ve£ o uporabi polkolobarjev
najdete v [9].
Osrednja tema magistrske naloge so bili rangi matrik nad polkolobarji. De-
nirali smo osem razli£nih rangov in ugotovili, da v splo²nem med seboj niso
enaki. Ogledali smo si neenakosti za rang vsote in produkta dveh matrik. Pri-
merjali smo jih z neenakostmi rangov matrik nad polji, in sicer z Sylvestrovim
zakonom in Frobniusovo neenakostjo. Ugotovili smo, da le redkokdaj veljajo
iste neenakosti za matrike nad polkolobarjem. Nekatere ocene pa smo lahko
izbolj²ali nad polkolobarjem, ki je podmnoºica nekega polja. Obstajajo tudi
druge denicije rangov, ki jih v nalogi nismo omenjali, kot na primer Kapranov
rang in Barvinokov rang [1], [6]. Znan je tudi McCoyev rang, katerega izra£u-
namo s pomo£jo determinante. Slednja je v polkolobarjih denirana druga£e
kot v deniciji iz linearne algebre, saj v polkolobarjih nimamo deniranega
od²tevanja [14].
V delu smo opisali le del£ek teorije o polkolobarjih. Zanimivo bi bilo raz-
iskati geometrijo nad tropskim polkolobarjem. V algebrai£ni geometriji naj-
demo primere, kateri so algebrai£no in geometrijsko zapleteni. S pomo£jo
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