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Abstract
A conservative Newton system q¨ = −∇V (q) in Rn is called separa-
ble when the Hamilton–Jacobi equation for the natural Hamiltonian
H = 12p
2+V (q) can be solved through separation of variables in some
curvilinear coordinates. If these coordinates are orhogonal, the New-
ton system admits n first integrals, which all have separable Sta¨ckel
form with quadratic dependence on p.
We study here separability of the more general class of Newton
systems q¨ = −(cof G)−1∇W (q) that admit n quadratic first integrals.
We prove that a related system with the same integrals can be trans-
formed through a non-canonical transformation into a Sta¨ckel separa-
ble Hamiltonian system and solved by qudratures, providing a solution
to the original system.
The separation coordinates, which are defined as characteristic
roots of a linear pencil G−µG˜ of elliptic coordinates matrices, gener-
alize the well known elliptic and parabolic coordinates. Examples of
such new coordinates in two and three dimensions are given.
These results extend, in a new direction, the classical separability
theory for natural Hamiltonians developed in the works of Jacobi,
Liouville, Sta¨ckel, Levi-Civita, Eisenhart, Benenti, Kalnins and Miller.
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ity, cofactor pair systems.
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1 Introduction
The method of separation of variables for natural Hamiltonian systems is
well understood [4, 2]. In terms of (orthogonal) separation coordinates, the
natural Hamiltonian H(q, p) = 1
2
p2 + V (q) becomes
(1.1) H˜(x, y) = H(q(x), p(x, y)) = 1
2
n∑
i=1
H−2i (x) y
2
i + V (q(x)),
and separation means that its Hamilton–Jacobi equation, obtained by substi-
tuting yi = ∂S(x;α)/∂xi, admits an additively separated solution S(x;α) =∑n
i=1 Si(xi;α). After this substitution the Hamilton–Jacobi equation splits
into a system of first order ODEs for the functions Si(xi;α) and the solution
can be expressed by qudratures.
The well known Sta¨ckel theorem [13, 12] gives a necessary and sufficient
conditions forH−21 , . . . , H
−2
n and V (q(x)) to admit a separated solution of the
Hamilton–Jacobi equation. This Sta¨ckel condition is purely algebraic, and we
say that the Hamiltonian (1.1) has separable Sta¨ckel form if these conditions
are fulfilled. The change of coordinates q(x) to separation coordinates x is
a priori not known and the problem of finding these variables for any given
potential V (q) has been solved only recently [14].
For general dynamical systems x˙ = f(x), x = (x1, . . . , xn)
T, or for non-
canonical Hamiltonian systems z˙ = Π(z)∇H(z), where Π(z) is a Poisson
matrix, the notion of Hamilton–Jacobi separability is not well understood.
The reason is that for non-canonical Hamiltonian systems there is no natu-
rally associated Hamilton–Jacobi equation that can be solved by an additive
ansatz S =
∑n
i=1 Si.
In this paper we study systems of autonomous second order ordinary
differential equations of the form q¨ = M(q), q = (q1, . . . , qn)
T, where accel-
eration q¨ equals a force M(q), which does not depend on velocities q˙. Such
systems have been given the name Newton systems. We consider Newton
systems of a special type having a force M(q) that is quasi-potential in two
different ways M(q) = −(cof G)−1∇W (q) = −(cof G˜)−1∇W˜ (q), where G,
G˜ are elliptic coordinates matrices, cof G = (detG)G−1 and W (q), W˜ (q)
are quasi-potentials. Such cofactor pair systems naturally generalize separa-
ble potential Newton systems q¨ = −∇V (q) in Rn since the function W˜ (q)
becomes an ordinary potential for G˜ = I.
Any cofactor pair system can be written as a dynamical system q˙ = p, p˙ =
M(q), and is known to possess, in the extended phase space, a non-canonical
Hamiltonian formulation z˙ = Π(z)∇H(z), z = (q1, . . . , qn, p1, . . . , pn, d)T.
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These Newton systems have been proved to be integrable in a somewhat non-
standard way through embedding into a Liouville integrable system [7, 11].
In the first part of this paper we show that any cofactor pair system
q¨ = −(cof G)−1∇W (q) = −(cof G˜)−1∇W˜ (q) has a related system that can be
transformed through a non-canonical transformation into a canonical Hamil-
tonian system
x˙ =
∂H(x, y)
∂y
, y˙ = −∂H(x, y)
∂x
,
which has separable Sta¨ckel form (Theorem 2.1). A solution of the related
system then provides a solution of the cofactor pair system by rescaling the
time variable. This result indicates a simple and natural way of prescribing
the Hamilton–Jacobi separability property to dynamical systems that are not
canonical Hamiltonian systems. Such systems can be considered to be separa-
ble whenever there exists a transformation (usually not a canonical one) into
a canonical Hamiltonian system that admits the classical Hamilton–Jacobi
separability (see Remark 2.8 and Remark 2.9). This observation allows for
extending the concept of separability and the concept of solving through
separation of variables to large classes of dynamical systems that otherwise
could not be considered separable in the Hamilton–Jacobi sense.
Separability for generic cofactor pair systems has already been studied
[10], and separation coordinates in the extended phase space of variables
(q, p, d) have been derived using the theory of bi-Hamiltonian systems devel-
oped by the Milano school [9]. Separability for the more degenerate class
of driven cofactor systems has also been studied [8]. In this paper we ap-
proach the problem of separability without using the concept of extended
phase space and find a direct transformation into separation coordinates in
which the related system attains separable Sta¨ckel form. The advantage of
this approach is that it explains, on the level of differential equations, the
mechanism of separability and gives simple tools for solving these systems
without resorting to the geometrical language of the Milano school.
The second part of this paper studies cofactor-elliptic coordinates defined
as characteristic roots of a linear pencil G − µG˜ of two elliptic coordinates
matrices G, G˜. They separate cofactor pair systems and appear to be a
natural, however more complicated, generalisation of the elliptic coordinates.
Elliptic coordinates x1, . . . , xn play a central role in the classical sepa-
rability theory for natural Hamiltonians (1.1). They are defined as zeroes
of
1 +
n∑
i=1
q2i
z − λi =
n∏
j=1
(z − xj)
/ n∏
k=1
(z − λk)
where λ1, . . . , λn are parameters. The elliptic coordinates are mother of
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all orthogonal separable coordinates on Rn for the natural Hamilton-Jacobi
equations. This means that all other separation coordinates can be recovered
from the elliptic coordinates through certain proper or improper degenera-
tions of the parameters λi. For cofactor-elliptic coordinates we find a formula
[see (4.3)], which closely reminds of the above formula but encompasses con-
siderably more coordinate systems. These coordinates are usually not orthog-
onal in the ordinary Euclidean sense, but instead orthogonal with respect to
the scalar product (v, w) 7→ vTG˜w. For instance, in two dimensions, cofactor
elliptic coordinates x1, x2 are defined as solutions of
(q1 + εx)
2
λ1 − (1− ε)x+ ε2x2 +
q22
λ2 − x = 1.
For ε = 0 this equation defines two-dimensional elliptic coordinates. Thus
λ1, λ2 play a similar role as before, while for other values of the parameter ε,
the curves of constant value of x cover the plane in a complicated way. Their
pattern strongly depends on the relative values of λ1, λ2, and usually not
all points of the plane are parametrised through cofactor elliptic coordinates
x1, x2. In such domains separation takes place for complex values of x1, x2.
Several examples of these coordinates are given and illustrated by pictures.
In this paper we discuss and exemplify only the generic type cofactor-
elliptic and cofactor-parabolic coordinates that play a fundamental role for
cofactor pair systems. This study is the first step into a new fascinating world
of nonorthogonal separation coordinates defined by families of non-confocal
quadrics.
1.1 Properties of cofactor pair systems
Before discussing separability of cofactor pair systems, we need to define
them and recall some facts from [7].
An elliptic coordinates matrix is a matrix-valued function of q ∈ Rn that
can be written in the form
G(q) = αqqT + qβT + βqT + γ
[we refer to elements q = (q1, . . . , qn)
T of Rn as vectors and view them as n×1
matrices], where α ∈ R is a constant scalar, β ∈ Rn is a constant vector and
γ = γT is a real constant symmetric n×n matrix. By construction, G is also
symmetric.
A simple but very useful fact is that an arbitrary linear combination
of elliptic coordinates matrices is an elliptic coordinates matrix too. This
implies that all statements to be made about elliptic coordinates matrices
also hold for pencils G− µG˜ of elliptic coordinates matrices.
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For a quadratic matrix A, we write cof A to denote the corresponding
cofactor matrix, which is defined by (cof A)A = A(cof A) = (detA)I.
To a given elliptic coordinates matrix G, there is an associated vector
N = αq + β = 1
2
∇ trG
[∇ denotes the gradient operator ∂q = (∂/∂q1, . . . , ∂/∂qn)T expressed in
Cartesian coordinates]. If G is non-singular, it is possible to represent this
vector as
(1.2) N = 1
2
G∇ log detG
[we use logarithmic derivatives like ∇ logF formally to denote (1/F )∇F
regardless of the sign of F ]. The associated vector satisfies
(1.3) ∇(NT(cof G)N) = 2α(cof G)N.
A Newton system q¨ = M(q) in Rn is called a cofactor pair system if the
force can be generated in two different ways as
M(q) = −(cof G)−1∇W = −(cof G˜)−1∇W˜ ,
where
G(q) = αqqT + qβT + βqT + γ, detG 6= 0,
G˜(q) = α˜qqT + qβ˜T + β˜qT + γ˜, det G˜ 6= 0,
are two linearly independent nonsingular elliptic coordinates matrices. Here
W and W˜ are two functions on Rn called quasi-potentials. Clearly, these
quasi-potentials have to satisfy
(1.4) (cof G)−1∇W = (cof G˜)−1∇W˜ .
The Frobenius compatibility conditions for this system of equations, rewrit-
ten in terms of K = W/ detG and K˜ = W˜/ det G˜, are referred to as the
fundamental equations.
By defining
E = 1
2
q˙T(cof G)q˙ +W and E˜ = 1
2
q˙T(cof G˜)q˙ + W˜ ,
two quadratic first integrals of “energy type” are constructed. In fact, the
so-called “2 ⇒ n theorem” states that any cofactor pair system admits n
quadratic first integrals
E(k) = 1
2
q˙TA(k)q˙ +W (k), k = 0, . . . , n− 1,
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where the matrices A(k) are given by the generating function
cof(G+ µG˜) =
n−1∑
k=0
µkA(k).
The quasi-potentials W (k) are given as solutions to the differential equations
∇W (k) = −A(k)M,
which are integrable if the fundamental equations are satisfied by K =
W/ detG and K˜ = W˜/ det G˜. In particular, E(0) = E and E(n−1) = E˜.
In this paper, we focus on cofactor pair systems having the property that
the polynomial det(G−µG˜) has n functionally independent roots µ = uk(q).
We call such systems generic. In the generic situation, the functions uk(q)
are necessarily non-constant and give rise to the non-singular Jacobian
J = (∇u1, . . . ,∇un), det J 6= 0.
It is thus clear that we can define new coordinates as being the roots uk =
uk(q). For this change of variables we can write the chain rule compactly as
∇ = J∂u. The gradients ∇uk are G˜-orthogonal, (∇uj)TG˜∇uk = 0 for j 6= k,
and give rise to generalized metric coefficients ∆k = (∇uk)TG˜∇uk. Thus we
have the generalized orthogonality relation
(1.5) JTG˜J = ∆ = diag(∆1, . . . , ∆n).
Writing
X = G˜−1G,
we see from G − µG˜ = G˜(X − µI) that uk are eigenvalues of X . The
corresponding eigenvectors are the gradients ∇uk, so that X∇uk = uk∇uk
for all k, which we can write as
(1.6) XJ = JU , U = diag(u1, . . . , un).
This implies that X satisfies
(1.7) X∇ log detX = ∇ trX.
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2 Main separability theorem
In [7] it was shown that to any cofactor pair system q¨ = M(q) there is a
related bi-Hamiltonian system
d
dτ

qp
d

 =

 0
1
2
G p
−1
2
GT 1
2
(NpT − pNT) M + dN
−pT −(M + dN)T 0



∂q∂p
∂d

 (d det G˜)
in the extended (2n + 1)-dimensional phase space obtained by taking p = q˙
and introducing an extra variable d. On the hyperplane d = 0, the bi-
Hamiltonian system reduces to
(2.1)
d
dτ

qp
d

 = (det G˜)

 pM
0

 .
This system has the same trajectories as the system
(2.2)
d
dt

qp
d

 =

 pM
0

 ,
which clearly is equivalent to q¨ = M(q) when d = 0. Since the trajectories
are the same, the solutions to (2.1) and (2.2) differ only by a scaling of the
independent variable. So if the solution of (2.1) is known, the solution of
(2.2) can be obtained by substituting the correct expression τ(t) for τ . In
this sense, every cofactor pair system is equivalent to a Hamiltonian system.
Using these ideas, it has been shown that any cofactor pair system is
Liouville integrable (in a somewhat non-standard sense), provided that the
first integrals in the 2 ⇒ n theorem are functionally independent and in
involution.
For cofactor pair systems, explicit integration through the Hamilton–
Jacobi method has also been shown [10]. Guided by the theory of Darboux–
Nijenhuis coordinates for bi-Hamiltonian systems, the separation coordinates
(u, s, c) were introduced, where uk(q) are defined as roots of the polynomial
det(G+ µG˜), while
(2.3) sk(q, p) =
ΩT cof
(
G+ uk(q)G˜
)
p
ΩT cof
(
G+ uk(q)G˜
)
Ω
, Ω = GG˜−1N˜ −N,
and c = (det G˜)d. In these coordinates, the related system (2.1) takes the
form
d
dτ

us
c

 =

 0 I 0−I 0 0
0 0 0



∂u∂s
∂c

h(u, s, c),
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and the Hamiltonian h(u, s, c) attains separable Sta¨ckel form. When c = 0
one then obtains a 2n-dimensional canonical Hamiltonian system in (u, s)
variables, so the classical theory is applicable. The connection between the
(2n+1)-dimensional system and the cofactor pair system q¨ = M(q) is however
intricate and it is not easy to see the separation mechanism for cofactor pair
systems.
We will now give an alternative formulation of this result, in the spirit of
the classical Sta¨ckel approach. The techniques used in the proof are further
extensions of the results in [8].
Theorem 2.1 (Sta¨ckel separability for generic cofactor pair sys-
tems). Let d2q/dt2 = M(q) = −(cof G)−1∇W = −(cof G˜)−1∇W˜ be a cofac-
tor pair system in Rn written as a dynamical system
(2.4)
d
dt
(
q
p
)
=
(
p
M
)
with the related system
(2.5)
d
dτ
(
q
p
)
= (det G˜)
(
p
M
)
obtained by rescaling the vector field (2.4).
Suppose that the polynomial det(G− µG˜) has n functionally independent
roots µ = uk(q), so that they define new configuration coordinates uk = uk(q).
Define new momenta coordinates as
(2.6) sk = sk(q, p) =
1
∆k
n∑
i=1
∂uk
∂qi
pi
where ∆k = (∇uk)TG˜∇uk are generalized metric coefficients. In these new
coordinates we have:
1. The related system (2.5) has a canonical Hamiltonian formulation
(2.7)
d
dτ
(
u
s
)
=
(
0 I
−I 0
)(
∂u
∂s
)
H
with Hamiltonian
(2.8) H = 1
2
(det G˜)
n∑
i=1
∆is
2
i + W˜ (q(u)).
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2. The Hamiltonian (2.8) has separable Sta¨ckel form
H =
n∑
i=1
σ0(uˇi)
U ′(ui)
(
1
2
fi(ui) s
2
i + gi(ui)
)
,
where fi and gi are some functions of one variable. The Sta¨ckel matrix
is the Vandermonde matrix (A.6) and consequently, the coefficients
σ0(uˇi)/U
′(ui) are elements of its inverse (see Appendix A).
3. Systems (2.4) and (2.5) have a common set of n quadratic first integrals
E(k) =
n∑
i=1
σn−k−1(uˇi)
U ′(ui)
(
1
2
fi(ui) s
2
i + gi(ui)
)
, k = 0, . . . , n− 1,
where fi and gi are the same functions as above. These first integrals
are functionally independent and in involution. The Hamiltonian (2.8)
is given by H = E(n−1).
4. The Hamilton–Jacobi equations E(k)(u, ∂uS) = αk, k = 0, . . . , n − 1,
admit a common separated solution S(u;α) =
∑
Sk(uk;α). In partic-
ular, S is a solution to the last equation
1
2
(det G˜)
n∑
i=1
∆i
(
∂S
∂ui
)2
+ W˜ (q(u)) = αn−1
associated to the Hamiltonian (2.8). The corresponding Hamiltonian
system (2.7) and the cofactor pair system (2.4) can therefore be solved
by quadratures.
We shall clarify the content of this theorem and the connection with clas-
sical separability of natural Hamiltonian systems in the subsequent remarks.
Remark 2.2 (Change of coordinates). It is convenient to rewrite for-
mula (2.6) for the change of momenta coordinates in matrix notation. With
the previously introduced generalized metric matrix ∆ and the Jacobian J ,
we have
s = ∆−1JTp.
It is easy to see that if J is invertible, then so is the full phase space trans-
formation (q, p)→ (u, s).
Remark 2.3 (Definition of momenta). One can show that definition (2.6)
agrees with (2.3). The form (2.6) is however more suitable for our proof.
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Remark 2.4 (Comparison with the classical case). Any cofactor system
q¨ = −(cof G˜)−1∇W˜ admits a first integral of energy type, E˜ = 1
2
q˙T(cof G˜)q˙+
W˜ , by construction. Stated in a non-symmetric way, Theorem 2.1 says that
a cofactor system q¨ = −(cof G˜)−1∇W˜ is separable if there is an extra first
integral, also of energy type, E = 1
2
q˙T(cof G)q˙+W such that the eigenvalues
of G˜−1G are functionally independent.
A potential Newton system q¨ = −∇V is of cofactor type with G˜ = I,
and the accompanying first integral is the total energy E˜ = 1
2
q˙Tq˙ + V . The
theorem therefore says that it is separable if there is an extra first integral E
of cofactor type with functionally independent eigenvalues. Its existence also
implies the existence of a set of n first integrals.
Benenti [1] has shown that the separability of a potential Newton system
is equivalent to the existence of a very special first integral, corresponding
to a “characteristic” Killing tensor K. For instance, in the case of systems
separable in elliptic coordinates, this tensor is expressed through the “inertia”
tensor G = −qqT + diag(λ1, . . . , λn) as K = (trG)I − G. It has also been
noticed that the eigenvalues of G are separation coordinates in this case.
In our terminology, G is an elliptic coordinates matrix, and one can show
that the eigenvalues of G define elliptic coordinates (see Proposition 4.2),
which also justifies the terminology. Moreover, by the construction in the
2 ⇒ n theorem [7, Theorem 5.3], A(n−2) = (trG)I − G. When n = 2, we
thus have K = A(0) so that Benenti’s characteristic first integral is the same
as the first integral E considered here. However, when n > 2, the two types
of first integrals are different, even though they both imply separability for
the classical potential Newton system.
Remark 2.5 (Novel features). By using generalized orthogonality (1.5),
the transformation formula (2.6) for the momenta coordinates can be written
as
s = (G˜J)−1p.
This can be compared with the corresponding formula for a canonical trans-
formation of coordinates: a change of configuration coordinates q → u in-
duces a change of momenta coordinates p→ s according to
s = J−1p.
Thus we see that the change of coordinates considered in this paper is non-
canonical, unless G˜ = I, which, as mentioned before, specializes the theory
to the classical case of separable potential systems.
Another novel feature of this separability theorem is the fact that a related
system, having the same trajectories, is solved instead of the original system.
11
Again, if G˜ = I, the two systems coincide, and the theory specializes to the
classical case.
Remark 2.6 (t 7→ τ7 7 ). Solutions of the two systems (2.4) and (2.5) are related
by the function τ(t) defined as a solution to the differential equation
(2.9) det G˜(q ◦ τ) · dτ
dt
= 1,
where q is a solution to (2.5). Indeed, if (q, p) solves (2.5), then (q ◦ τ, p ◦ τ)
solves (2.4) as is easily verified by the chain rule:
d
dt
(q ◦ τ) =
(dq
dτ
◦ τ
)dτ
dt
= det G˜(q ◦ τ) · (p ◦ τ) · dτ
dt
= p ◦ τ,
and similarly for d(p◦τ)/dt =M(q◦τ). The solution of (2.9) can be obtained
by one further quadrature.
Remark 2.7 (2⇒ n theorem). The quadratic first integrals referred to
in Theorem 2.1 coincide with those given by the 2 ⇒ n theorem [7, Theo-
rem 5.3], as follows from the relation
(2.10)
(dq
dt
)T
cof(G+ µG˜)
(dq
dt
)
= (det G˜)
n−1∑
k=0
µk
n∑
j=1
σn−k−1(uˇj)∆js
2
j
proved below. This relation shows that the first integrals considered in the
two theorems have the same kinetic part and therefore have to be the same,
since the Hamiltonian (2.8) has a non-trivial quadratic dependence on all
momenta variables.
The separability theorem thus implies the 2 ⇒ n theorem in the case of
generic cofactor pair systems (since the separation coordinates u are possible
to define for such systems). See further Section 4.4.
Proof. We have that dq/dt = p, if t and τ are related as in Remark 2.6. Thus
dq
dt
= J−T∆s.
Further, the eigenvalue-eigenvector relation (1.6) gives GJ = G˜JU , so that
JTGJ = ∆U by generalized orthogonality (1.5). It is now clear that (when
−µ is not an eigenvalue of X)
(dq
dt
)T
cof(G+ µG˜)
(dq
dt
)
= det(G+ µG˜) sT∆
(
JT(G+ µG˜)J
)−1
∆s =
(det G˜) det(X + µI) sT∆(U + µI)−1s,
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which can be rewritten as a sum of products
(det G˜)
n∑
j=1
n∏
i=1
ui + µ
(uj + µ)
∆js
2
j .
By using (A.2), we can expand these products to find the right hand side
of (2.10).
Remark 2.8 (Hamiltonian separability for non-Hamiltonian sys-
tems). The example of cofactor pair systems indicates how to give meaning
to the concept of separability for general Newton systems q¨ =M(q) or more
general second order dynamical systems. Any such system can be considered
to be separable whenever there exist a transformation to new coordinates
(u, s) in which the transformed equations acquire the canonical Hamiltonian
form and the related Hamilton–Jacobi equation can be solved through a sepa-
rated ansatz S =
∑
Sk(uk). Such separation can be even more general when
the Hamiltonian for the transformed equations does not have the Sta¨ckel
form as is necessarily the case for cofactor pair systems.
Remark 2.9 (Separability of non-canonical Hamiltonian systems).
The related system has a non-canonical Hamiltonian formulation in the
(2n + 1)-dimensional phase space with coordinates (q, p, d), but it has no
directly related Hamilton–Jacobi equation. The transformation (q, p, d) →
(u, s, c) involving (2.3) given in [10] is non-canonical and gives the Hamil-
tonian system a canonical form in (2n + 1)-dimensional phase space, with
a Sta¨ckel separable Hamiltonian. In this sense, a non-canonical Hamilto-
nian system can be considered separable. The important thing is, that a
non-canonical Hamiltonian system has been turned (through a non-canonical
transformation) into a canonical Hamiltonian system for which the concept
of Hamilton–Jacobi equations and the concept of separability is well defined.
3 Proof of the separability theorem
In this section, we prove Theorem 2.1. The proof is rather long and technical,
but have been structured into subsections, to help the reader in keeping track
of the logic. To simplify the notation, we now use a dot for d/dτ .
3.1 Hamiltonian formulation
We begin by establishing a canonical Hamiltonian formulation of (2.5). First,
we transform the equations using the transformation (q, p)→ (u, s). Second,
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we show that the transformed equations can be expressed through the Hamil-
tonian (2.8).
In order to transform the equation q˙ = (det G˜)p, we use the chain rule in
the form q˙ = J−Tu˙ and the definition of the momenta coordinates written as
p = J−T∆s. When inserted, this gives immediately the equivalent form
u˙ = (det G˜)∆s
by canceling J−T. To give this equation a Hamiltonian formulation u˙ = ∂sH ,
we need to find a function H = H(u, s) such that ∂sH = (det G˜)∆s. This is
an overdetermined system of PDEs, which can easily be integrated to give
H = 1
2
(det G˜)
n∑
k=1
∆ks
2
k + F (u),
where F is an arbitrary function of u.
We now turn to the equation p˙ = (det G˜)M , and we use the representation
M = −(cof G˜)−1∇W˜ so that
(3.1) p˙ = −G˜∇W˜ .
The definition of the momenta coordinates gives ∂psi = ∆
−1
i ∇ui, so that
(3.1) is equivalent to the system
(∂psj)
Tp˙ = −∆−1j (∇uj)TG˜∇W˜ , j = 1, . . . , n.
To get further, we need the following variant of the chain rule.
Lemma 3.1 (Chain rule).
(∇uj)TG˜∇ = ∆j ∂
∂uj
.
Proof. The chain rule ∇ = J∂u together with G˜J = J−T∆ from (1.5) gives
(∇uj)TG˜∇ = (J−1∇uj)T∆∂u,
which equals∆j ∂/∂uj since J
−1∇uj forms the j:th standard basis vector.
From the usual chain rule we have
s˙j = (∇sj)Tq˙ + (∂psj)Tp˙,
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which together with Lemma 3.1 shows that (3.1) is equivalent to
s˙j = (∇sj)Tq˙ − ∂W˜
∂uj
, j = 1, . . . , n.
These equations can be given a Hamiltonian formulation s˙ = −∂uH with the
same Hamiltonian as above, if (∇sj)Tq˙ = −(∂/∂uj)(H − F ) and F = W˜ .
The latter condition can be taken as a definition since F is arbitrary, but it
remains to show the former condition. This is more complicated, and will be
carried out in the next section.
3.2 Kinetic part
We shall show that
(3.2) (∇sj)Tq˙ = − ∂
∂uj
(
1
2
(det G˜)
n∑
k=1
∆ks
2
k
)
.
This will be done using q˙ = (det G˜)p, which can be written as
q˙ = (det G˜)G˜Js,
since it is possible to express p = J−T∆s through
p = G˜Js
as follows from the generalized orthogonality (1.5).
We expand
(3.3) (∇sj)Tq˙ = (det G˜)
∑
a,e,f
∂sj
∂qa
G˜ae
∂uf
∂qe
sf .
The derivatives of sj can be calculated from s = ∆
−1JTp as
∂sj
∂qa
=
∑
b,c,d
∂
∂qa
(
∆−1j
∂uj
∂qb
)
G˜bd
∂uc
∂qd
sc,
where the expression G˜Js has been substituted for p after differentiation. To
simplify this, we use Leibniz’ rule and the generalized orthogonality (1.5) to
find
(3.4)
∂sj
∂qa
=
∂∆−1j
∂qa
∆jsj +∆
−1
j
∑
c
(
∇∂uj
∂qa
)T
G˜∇uc sc.
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The Hessian of uj appears here; we denote it by
Hj = ∇(∇uj)T
in the subsequent. By combining (3.3) and (3.4), we find
(∇sj)Tq˙ = (det G˜)∆j
∑
f
(∇∆−1j )TG˜∇uf sf sj+
(det G˜)∆−1j
∑
c,f
(∇uf)TG˜HjG˜∇uc sf sc,
which we rewrite as
(∇sj)Tq˙ = (det G˜)×([
∆j(∇∆−1j )TG˜∇uj +∆−1j (∇uj)TG˜HjG˜∇uj
]
s2j+
∑
k 6=j
[
∆−1j (∇uk)TG˜HjG˜∇uk
]
s2k+
∑
k 6=j
[
∆j(∇∆−1j )TG˜∇uk + 2∆−1j (∇uj)TG˜HjG˜∇uk
]
sk sj+
∑
k,ℓ,j 6=
[
∆−1j (∇uk)TG˜HjG˜∇uℓ
]
sk sℓ
)
(3.5)
to single out the coefficients of different products of sk.
In the next four propositions, we show that the coefficients of mixed
products vanish, and that the other coefficients are of the form
−1
2
∂
∂uj
(
(det G˜)∆k
)
.
For the proofs of these propositions, we need an elegant representation
formula for the gradients of the generalized metric coefficients. This formula
also yields useful identities when extended to the “off-diagonal” coefficients.
Lemma 3.2 (Representation formula). The gradient of (∇uj)TG˜∇uk
can be represented as
∇(δjk∆j) = HjG˜∇uk +HkG˜∇uj +
(
(∇uj)TN˜
)∇uk + ((∇uk)TN˜)∇uj.
Thus
∇∆j = 2HjG˜∇uj + 2
(
(∇uj)TN˜
)∇uj
and
HjG˜∇uk +HkG˜∇uj +
(
(∇uj)TN˜
)∇uk + ((∇uk)TN˜)∇uj = 0, j 6= k.
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Proof. By Leibniz’ rule,
∇
∑
a,b
G˜ab
∂uj
∂qa
∂uk
∂qb
=
∑
a,b
∇G˜ab∂uj
∂qa
∂uk
∂qb
+HjG˜∇uk +HkG˜∇uj .
The relation ∂G˜ab/∂qℓ = δaℓN˜b + δbℓN˜a now gives the desired representation
formula, from which the other two follow immediately.
Proposition 3.3. For all j = 1, . . . , n,
∆j(∇∆−1j )TG˜∇uj +∆−1j (∇uj)TG˜HjG˜∇uj = −12∆j
∂
∂uj
log
(
(det G˜)∆j
)
.
Proof. By writing the left hand side as
−1
2
(∇uj)TG˜
(
2∇ log∆j − 2∆−1j HjG˜∇uj
)
,
we can use Lemma 3.2 and (1.2) to further rewrite it as
− 1
2
(∇uj)TG˜
(∇ log∆j + 2∆−1j (∇uj)T(12G˜∇ log det G˜)∇uj) =
− 1
2
(∇uj)TG˜∇
(
log∆j + log det G˜
)
,
which, by Lemma 3.1, equals the right hand side in the proposition.
Proposition 3.4. For all distinct j, k = 1, . . . , n,
∆−1j (∇uk)TG˜HjG˜∇uk = −12∆k
∂
∂uj
log
(
(det G˜)∆k
)
.
Proof. Lemma 3.2 and the generalized orthogonality (1.5) shows that the left
hand side equals
−∆−1j (∇uk)TG˜
[
HkG˜∇uj +
(
(∇uj)TN˜
)∇uk + ((∇uk)TN˜)∇uj]=
−∆−1j
[
(∇uk)TG˜HkG˜∇uj +∆k(∇uj)TN˜
]
.
By using Proposition 3.5, we can further rewrite it as
− 1
2
∆−1j ∆k
[
(∇ log∆k)TG˜∇uj + 2(∇uj)TN˜
]
=
− 1
2
∆−1j ∆k(∇uj)T
[
G˜∇ log∆k + 2N˜
]
,
which, by (1.2) and Lemma 3.1, equals the right hand side in the proposition.
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Proposition 3.5. For all distinct j, k = 1, . . . , n,
∆j(∇∆−1j )TG˜∇uk + 2∆−1j (∇uj)TG˜HjG˜∇uk = 0.
Proof. The left hand side can be rewritten by applying Lemma 3.2 to the
factor∆j(∇∆−1j )T = −∆−1j (∇∆j)T, after which the result will vanish because
of the generalized orthogonality (1.5).
Proposition 3.6. For all distinct j, k, ℓ = 1, . . . , n,
(∇uk)TG˜HjG˜∇uℓ = 0.
Proof. Lemma 3.2 states that
HjG˜∇uk +HkG˜∇uj +
(
(∇uj)TN˜
)∇uk + ((∇uk)TN˜)∇uj = 0.
If this is multiplied from the left by (∇uℓ)TG˜, we have, due to the generalized
orthogonality (1.5),
(∇uℓ)TG˜HjG˜∇uk + (∇uℓ)TG˜HkG˜∇uj = 0.
By repeating this process for all other combinations of indices, we get two
more equations of this form. Together with three trivial symmetry relations
(∇uℓ)TG˜HjG˜∇uk − (∇uk)TG˜HjG˜∇uℓ = 0
that arise by transposition of the involved scalars, we get in total six homoge-
neous algebraic equations for six unknowns of type (∇uk)TG˜HjG˜∇uℓ. This
system is uniquely solvable, so the only solution is the zero solution.
The preceding four propositions together with (3.5) finally completes the
proof of (3.2).
3.3 Sta¨ckel form
In the following two propositions we show that the Hamiltonian (2.8) has the
Sta¨ckel form
H =
n∑
k=1
1
U ′(uk)
(
1
2
fk(uk) s
2
k + gk(uk)
)
,
where fk and gk are some functions of one variable only.
Proposition 3.7.
(det G˜)∆k =
fk(uk)
U ′(uk)
for some functions fk of one variable.
18
The proof follow the proof of Proposition 32 in [8].
Proof. We will prove that ∇[(det G˜)U ′(uj)∆j ] = λj∇uj for some function λj.
This identity implies the proposition, for if it is multiplied by (∇uk)TG˜ from
the left, it follows from Lemma 3.1 together with the generalized orthogonal-
ity (1.5) that (det G˜)U ′(uj)∆j only depends on uj.
In order to establish the above identity, let us calculate the gradient of
the identity det(G− ujG˜) ≡ 0; we get
(3.6)
∂
∂µ
det(G− µG˜)∇uj +∇ det(G− µG˜) ≡ 0, when µ = uj.
For the first term we have immediately
∂
∂µ
det(G− µG˜) = (−1)n(det G˜)U ′(uj), when µ = uj.
For the second term we use (1.2) applied with the pencil N − µN˜ to get
(3.7) ∇ det(G− µG˜) = 2 cof(G− µG˜)(N − µN˜).
Next, we multiply (3.6) by 2(NT − N˜TX) from the left to find
(−1)n(det G˜)U ′(uj)∆j + 4(N − ujN˜)T cof(G− ujG˜)(N − ujN˜) = 0
(we postpone the technical details to the end of the present proof). We have
now control over the gradient of (det G˜)U ′(uj)∆j ; it is proportional to
∇[(N − ujN˜)T cof(G− ujG˜)(N − ujN˜)] =
∂
∂µ
[(N − µN˜)T cof(G− µG˜)(N − µN˜)]∇uj+
∇[(N − µN˜)T cof(G− µG˜)(N − µN˜)], when µ = uj.
In fact, the last term here is also proportional to ∇uj, since
∇[(N − µN˜)T cof(G− µG˜)(N − µN˜)] = 2(α− µα˜) cof(G− µG˜)(N − µN˜)
and
2 cof(G− µG˜)(N − µN˜) = ∂
∂µ
det(G− µG˜)∇uj, when µ = uj,
as follows from (3.7) and (3.6).
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To complete the proof, we need to show two identities. The first one is
2(NT − N˜TX)∇uj = ∆j . From (1.2) applied with both N and N˜ and from
(1.7) we find
2(NT − N˜TX)∇uj = [(∇ log detG)TG− (∇ log det G˜)TG˜X ]∇uj =
(∇ log detX)TG∇uj = (∇ trX)TX−TG∇uj = (∇uj)TG˜∇ trX,
which by Lemma 3.1 equals ∆j.
The second identity we need to show is
(NT − N˜TX) cof(G− ujG˜)(N − ujN˜) =
(N − ujN˜)T cof(G− ujG˜)(N − ujN˜),
which is immediate once we have observed that (X − µI) cof(G − µG˜) =
det(X − µI) cof G˜ vanishes when µ = uj. Indeed,
(NT − N˜TX) cof(G− µG˜)(N − µN˜) =
(N − µN˜)T cof(G− µG˜)(N − µN˜)− N˜T(X − µI) cof(G− µG˜)(N − µN˜),
which in turn equals (N − µN˜)T cof(G− µG˜)(N − µN˜) when µ = uj.
Proposition 3.8.
(3.8) W˜ =
n∑
i=1
1
U ′(ui)
gi(ui),
for some functions gi of one variable.
Proof. The idea is to solve the Frobenius compatibility conditions for Equa-
tion (1.4) satisfied by any pair of quasi-potentials belonging to the same
cofactor pair system. In terms of u coordinates, this equation can be written
as XJ∂uW = (detX)J∂uW˜ , or
U∂uW = (detU)∂uW˜
with U = J−1XJ as in (1.6). Since U is diagonal, we find
∂W
∂uk
=
(∏
i 6=k
ui
)
∂W˜
∂uk
, k = 1, . . . , n.
For W to exist (we assume that it is in C∞), we require its mixed second
order partial derivatives with respect to k and ℓ to be equal. This gives
∂W˜
∂uk
+ uℓ
∂2W˜
∂uk∂uℓ
=
∂W˜
∂uℓ
+ uk
∂2W˜
∂uℓ∂uk
, k, ℓ = 1, . . . , n.
These equations can be written in the form ∂2(uk−uℓ)W˜/∂uk∂uℓ = 0, which
according to Corollary B.2 have the indicated solution.
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3.4 Quadratic first integrals
We shall now show that the functions
E(k) =
n∑
i=1
σn−k−1(uˇi)
U ′(ui)
(
1
2
fi(ui) s
2
i + gi(ui)
)
, k = 0, . . . , n− 1,
with fi from Proposition 3.7 and gi from Proposition 3.8, are first inte-
grals for the Hamiltonian system governed by the Hamiltonian (2.8), that
is, H = E(n−1). This fact can be expressed in terms of the Poisson bracket
as {H,E(k)} = 0. Since H has the same form as all other functions E(k), it
requires no extra effort to show that {E(k), E(ℓ)} = 0 for all k, ℓ. This means
precisely that all first integrals E(k) are in involution.
Proposition 3.9. The functions E(k) are first integrals in involution.
Proof. A straightforward calculation shows that
{E(n−k−1), E(n−ℓ−1)} =
n∑
a=1
fa(ua) sa
U ′(ua)
×
n∑
i=1
{
1
2
s2i
[
∂
∂ua
(
σk(uˇi)
U ′(ui)
fi(ui)
)
σℓ(uˇa)− ∂
∂ua
(
σℓ(uˇi)
U ′(ui)
fi(ui)
)
σk(uˇa)
]
+
[
∂
∂ua
(
σk(uˇi)
U ′(ui)
gi(ui)
)
σℓ(uˇa)− ∂
∂ua
(
σℓ(uˇi)
U ′(ui)
gi(ui)
)
σk(uˇa)
]}
.
This is identically zero since the expressions within square brackets vanish.
The only property of the functions fi and gi needed to see this is that they
only depend on one variable each.
If a = i, we have ∂σk(uˇi)/∂ua = ∂σℓ(uˇi)/∂ua = 0, so that it is possible to
take these symmetric polynomials outside the respective derivative, showing
that the two terms cancel.
If a 6= i, we can factor out fi(ui) or gi(ui) and thus have to show that
∂
∂ua
(
σk(uˇi)
U ′(ui)
)
σℓ(uˇa)− ∂
∂ua
(
σℓ(uˇi)
U ′(ui)
)
σk(uˇa) = 0.
Since ∂
(
1/U ′(ui)
)
/∂ua = 1/
(
U ′(ui)(ui − ua)
)
, it is equivalent to show that
(ui − ua) ∂
∂ua
σk(uˇi) σℓ(uˇa) + σk(uˇi) σℓ(uˇa)−
(ui − ua) ∂
∂ua
σℓ(uˇi) σk(uˇa)− σℓ(uˇi) σk(uˇa) = 0.
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From (A.3) and (A.4) follows that the left hand side can be written as
(ui − ua)σk−1(uiσℓ−1 + σℓ) + (uaσk−1 + σk)(uiσℓ−1 + σℓ)−
(ui − ua)σℓ−1(uiσk−1 + σk)− (uaσℓ−1 + σℓ)(uiσk−1 + σk)
in terms of elementary symmetric polynomials depending on all u1, . . . , un
except ui and ua. This expression is easily seen to vanish.
The first integrals E(k) are functionally independent as functions onR2n =
{(u, s)}. The standard test for this is that the differentials dE(k) should be
linearly independent. Here it is simple to verify this fact, since the matrix
(∂E(k)/∂sℓ) can be written as a product of two non-singular matrices: the
inverse Vandermonde matrix (A.5) and diag(f1, . . . , fn).
3.5 Solution by quadratures
We shall now use our previous results to obtain the solution of the cofactor
pair system (2.4) by quadratures.
We begin by noting that the first integrals separate in the following sense.
Denote by αk the constant value of E
(k), and consider the equations
(3.9) E(k)(u, s) = αk, k = 0, . . . , n− 1.
These equations can be put into matrix form as


σ0(uˇ1)
U ′(u1)
· · · σ0(uˇn)
U ′(un)
. . . . . . . . . . . . . . . . . . . . . . . .
σn−1(uˇ1)
U ′(u1)
· · · σn−1(uˇn)
U ′(un)




1
2
f1(u1) s
2
1 + g1(u1)
. . . . . . . . . . . . . . . . . . .
1
2
fn(un) s
2
n + gn(un)

 =

αn−1. . . .
α0

 ,
from which it is clear that they are equivalent to


1
2
f1(u1) s
2
1 + g1(u1)
. . . . . . . . . . . . . . . . . . .
1
2
fn(un) s
2
n + gn(un)

 = (−1)n+1

(−u1)
n−1 . . . (−u1)0
. . . . . . . . . . . . . . . . . . . . . .
(−un)n−1 . . . (−un)0



αn−1. . . .
α0

 .
Hence (3.9) is equivalent to the system
(3.10) 1
2
fk(uk) s
2
k + gk(uk) = (−1)n+1
n−1∑
i=0
(−uk)iαi, k = 1, . . . , n,
consisting of relations involving only the k:th coordinate pair (uk, sk).
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We then define a function S(u) =
∑
Sk(uk) by requiring the functions Sk
to be solutions to their respective “separation equations”
1
2
fk(uk)
(
dSk
duk
)2
+ gk(uk) = (−1)n+1
n−1∑
i=0
(−uk)iαi.
The function S so constructed will thus be a simultaneous separated solution
to the Hamilton–Jacobi equations
E(k)(u, ∂uS) = αk, k = 0, . . . , n− 1.
In particular this holds for the Hamiltonian H = E(n−1), that is, (2.8).
By means of the classical Hamilton–Jacobi method we can therefore obtain
the solution (u(τ), s(τ)) of the Hamiltonian system corresponding to H by
quadratures. By transforming this solution to (q, p) variables, we also have
the solution (q(τ), p(τ)) of the system (2.5).
Finally, to get the solution of the cofactor pair system (2.4), we need to
find the function τ(t) from the differential equation (2.9), which requires one
further quadrature. The solution for the cofactor pair system can then be
obtained as (q(τ(t)), p(τ(t))).
3.6 Conclusion
In Section 3.1 and Section 3.2 we established a canonical Hamiltonian form
for the system (2.5) related to the cofactor pair system (2.4). In Section 3.3
we showed that the corresponding Hamiltonian has Sta¨ckel form, which made
it possible to construct n quadratic first integrals in Section 3.4. In Sec-
tion 3.5 we used the Sta¨ckel form to separate variables in the corresponding
Hamilton–Jacobi equation, providing the solution to the related system. The
solution to the cofactor pair system was then obtained by rescaling the time.
This completes the proof of Theorem 2.1.
4 Separation coordinates for generic cofactor
pair systems
In the separability theorem we defined the separation coordinates uk for
the cofactor pair system d2q/dt2 = −(cof G)−1∇W = −(cof G˜)−1∇W˜ as
roots of the polynomial det(G− µG˜), provided that the functions uk(q) are
functionally independent. Equivalently it can be said that uk are eigenvalues
of X = G˜−1G, since det G˜ 6= 0.
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In order to better explain the nature of these separation coordinates, we
shall derive explicit formulas for the coordinate surfaces, which are “non-
confocal quadrics”. These formulas show how these new separation coordi-
nates relate to the well known elliptic and parabolic coordinates that fre-
quently occur in the classical separability theory.
4.1 Classical elliptic and parabolic coordinates
When G˜ = I, the cofactor pair system can be thought of as a classical
potential Newton system d2q/dt2 = −∇W˜ admitting an extra quadratic first
integral E = 1
2
q˙T(cof G)q˙ + W in addition to the energy integral. In the
generic case, the separation coordinates uk are then eigenvalues of G, which
define elliptic or parabolic coordinates as explained by the following three
propositions [7].
The first proposition shows that the matrix G can be given a particularly
simple standard form by a change of Euclidean reference frame q → Sq + v
(such an affine transformation is called Euclidean if S is an n×n orthogonal
matrix, STS = I, with detS = 1, and v ∈ Rn is a translation vector). Under
this transformation the quadratic forms
q˙T cof[G(q)]q˙ and q˙Tq˙
go into
q˙T cof[STG(Sq + v)S]q˙ and q˙Tq˙
so that we still have a potential Newton system with an extra quadratic
first integral. One can then give STG(Sq + v)S one of the stated standard
forms by a suitable choice of S and v, as in the proofs of Theorem 4.5 and
Theorem 4.10 below.
Proposition 4.1 (Standard form). Let G(q) = αqqT+βqT+qβT+γ, with
α ∈ R and β ∈ Rn not both zero, be an elliptic coordinates matrix. There is
a Euclidean change of reference frame q → Sq + v, which gives G one of the
following standard forms: if α 6= 0 then
G(q) = −qqT + diag(λ1, . . . , λn),
and if α = 0 but β 6= 0 then
G(q) = enq
T + qeTn + diag(λ1, . . . , λn−1, 0), en = (0, . . . , 0, 1)
T.
The following two propositions can easily be proved by using a Weinstein–
Aronszajn formula, as in the proofs of Theorem 4.5 and Theorem 4.10 below.
These propositions justify the name elliptic coordinates matrix for G.
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Proposition 4.2 (Elliptic coordinates). If
G(q) = −qqT + diag(λ1, . . . , λn),
then the eigenvalues u1(q), . . . , un(q) of G satisfy the rational equation
(4.1) 1 +
n∑
i=1
q2i
µ− λi =
n∏
j=1
(µ− uj)
/ n∏
k=1
(µ− λk),
which, if λ1 < · · · < λn, is the defining equation for elliptic coordinates uj
with parameters λk.
Proposition 4.3 (Parabolic coordinates). If
G(q) = enq
T + qeTn + diag(λ1, . . . , λn−1, 0), en = (0, . . . , 0, 1)
T,
then the eigenvalues u1(q), . . . , un(q) of G satisfy the rational equation
(4.2) 2qn − µ+
n−1∑
i=1
q2i
µ− λi = −
n∏
j=1
(µ− uj)
/ n−1∏
k=1
(µ− λk),
which, if λ1 < · · · < λn−1, is the defining equation for parabolic coordinates uj
with parameters λk.
Equation (4.1) define coordinate functions uk(q) as zeros of the rational
function (of µ) in the left hand side. It is easy to see that this function has
n distinct real roots u1(q), . . . , un(q) such that
u1 < λ1 < u2 < λ2 < · · · < un < λn
for each n-tuple (q1, . . . , qn) of non-zero reals qk. All these roots uk clearly
satisfy
n∑
i=1
q2i
λi − u = 1,
from which it follows that the hypersurfaces u(q) = c of constant value of
u(q) are confocal quadrics (quadratic surfaces) in Rn. Their character is
decided by the value of c: for c < λ1, the equation determines a family of
ellipsoids, for λ1 < c < λ2, a family of one-sheeted hyperboloids, and so on,
over various families of hyperboloids, until λn−1 < c < λn (when c > λn,
there are no real solutions for q). The functions uk(q) are then called elliptic
coordinates.
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Similarly, Equation (4.2) define parabolic coordinates uk(q) satisfying
u1 < λ1 < u2 < λ2 < · · · < λn−1 < un
and
u+
n−1∑
i=1
q2i
λi − u = 2qn,
which also define a family of confocal quadrics.
In both cases, the coordinate surfaces are orthogonal to each other as
follows from the generalized orthogonality condition (∇uj)TG˜∇uk = 0 with
G˜ = I. That is, the elliptic and parabolic coordinate systems are orthogonal
coordinate systems.
In general, for arbitrary cofactor pair systems G˜ 6= I, and the separation
coordinates are non-orthogonal with respect to the standard scalar product.
However, they are always orthogonal with respect to G˜(q).
4.2 Cofactor-elliptic coordinates
We shall now derive rational equations similar to (4.1) and (4.2) for coordi-
nates defined by two arbitrary elliptic coordinates matrices G and G˜. To this
end, we shall use a formula for the Weinstein–Aronszajn determinant [5]
det(I + AR),
where A and R are n × n matrices. If R is non-singular and A is of low
rank m, this determinant is effectively of dimension m×m, which can be seen
by changing to a suitable basis. However, the factorised representation AR
is not important here, so we will instead consider det(I +M), where M is
of low rank. (The general case then follows by observing that M = AR has
the same rank as A.)
Proposition 4.4 (Weinstein–Aronszajn). Let M be an n× n matrix of
rank m ≤ n. Given an orthonormal set {f1, . . . , fm} of vectors in Rn that
spans the range ofM, the Weinstein–Aronszajn determinant can be computed
as an m×m determinant:
det(I +M) = det(δij + fTj Mfk)mi,j=1.
In particular, for m = 1,
det(I +M) = 1 + fT1 Mf1,
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and for m = 2,
det(I +M) =
∣∣∣∣1 + f
T
1 Mf1 fT1 Mf2
fT2 Mf1 1 + fT2 Mf2
∣∣∣∣ .
Proof. Extend the given set {f1, . . . , fm} to an orthonormal basis {f1, . . . , fm,
fm+1, . . . , fn} for Rn. We represent M by a sum of m outer products as
M = ∑ma=1 fa f˜Ta with f˜a = MTfa. In the standard basis {e1, . . . , en}, the
corresponding matrix is then FTMF = ∑ma=1 ea e˜Ta , where F = (f1, . . . , fn)
and e˜a = F
Tf˜a. Thus in F
TMF all elements in rows m + 1, . . . , n vanish.
This implies the block form
det(I +M) = det(I + FTMF ) =
∣∣∣∣δij + f
T
i Mfj
0
∣∣ δkℓ
∣∣∣∣ ,
which shows that expansion of this determinant according to the last row
results in a new, lower-dimensional determinant of the same form. This
process can thus be repeated to eventually find an m×m determinant.
We now apply this proposition to the case when at least one of G and G˜
is quadratic in q, that is, at least one of α or α˜ is non-zero.
Theorem 4.5 (Cofactor-elliptic coordinates). Let G(q) = αqqT+ qβT+
βqT + γ and G˜(q) = α˜qqT + qβ˜T + β˜qT + γ˜, with not both α and α˜ zero, be
two elliptic coordinates matrices. Define a vector B = B(µ) in Rn and a
symmetric n× n matrix Γ = Γ (µ) as
B(µ) =
β − µβ˜
α− µα˜ , Γ (µ) =
γ − µγ˜
α− µα˜ .
Choose an orthogonal matrix S = S(µ) so that ST(Γ − BBT)S is diagonal
with eigenvalues λ1 = λ1(µ), . . . , λn−1 = λn−1(µ). Define a µ-dependent
Euclidean change of reference frame by Q(q) = ST(q +B).
If all λi(µ) are non-zero, the roots u1(q), . . . , un(q) of the polynomial
det(G− µG˜) satisfy the rational equation
(4.3) 1 +
n∑
i=1
Qi(q;µ)
2
λi(µ)
=
det G˜(q)
(α− µα˜)n ·
n∏
j=1
(uj − µ)
/ n∏
k=1
λk(µ).
Proof. In order to use Proposition 4.4, we rewrite the pencil G− µG˜ as
G− µG˜ = (α− µα˜)qqT + (β − µβ˜)qT + q(β − µβ˜)T + γ − µγ˜ =
(α− µα˜)[(q +B(µ))(q +B(µ))T + Γ (µ)− B(µ)B(µ)T] =
(α− µα˜)[A(q;µ) + T (µ)] = (α− µα˜)[I + A(q;µ) T (µ)−1]T (µ),
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where A = (q + B)(q + B)T and T = Γ − BBT. Using that G − µG˜ =
G˜(X − µI), we find
(4.4) det(I + AT−1) =
det G˜
(α− µα˜)n
det(X − µI)
det T
.
The left hand side can easily be calculated by invoking Proposition 4.4 for the
rank 1 matrix AT−1, and by diagonalizing the symmetric matrix T . Indeed,
by setting f1 = (q + B)/|q + B|, and by choosing an orthogonal matrix S
such that STTS = Λ = diag(λ1, . . . , λn), we have
det(I + AT−1) = 1 + fT1 AT
−1f1 =
1 + (q +B)TT−1(q +B) = 1 +
(
ST(q +B)
)T
Λ−1
(
ST(q +B)
)
.
Equation (4.3) now follows from (4.4).
As is indicated in the following remark, the coordinates that satisfy (4.3)
generalize the classical elliptic coordinates. Since these new coordinates nat-
urally arise in the theory of cofactor pair systems, we call them “cofactor-
elliptic” coordinates.
Remark 4.6 (Elliptic coordinates). If Theorem 4.5 is applied with
G(q) = −qqT + diag(λ1, . . . , λn) and G˜ = I,
then B = 0 and Γ = diag(µ−λ1, . . . , µ−λn), and we recover Proposition 4.2.
Example 4.7 (Cofactor-elliptic coordinates in R2). This example has
previously been studied by H. Lundmark, who calculated the relevant ex-
pression directly from the pencil G− µG˜ by completing squares.
Suppose that
G(q) =
(−q21 + λ1 −q1q2
−q1q2 −q22 + λ2
)
and G˜(q) =
(
2εq1 + (1− ε) εq2
εq2 1
)
,
where λ1, λ2 and ε are parameters. The case of one quadratic and one linear
elliptic coordinates matrix is in fact the most general, since if both G and
G˜ were quadratic, one could consider the pair G and G˜ − (α˜/α)G instead.
When ε = 0, we have the situation in Remark 4.6.
Following the notation of Theorem 4.5, we have B = (εµ, 0)T and Γ =
diag
(
(1− ε)µ− λ1, µ− λ2
)
, so that
Γ − BBT = diag((1− ε)µ− λ1 − ε2µ2, µ− λ2) and S = I.
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From the theorem we get the rational equation
1 +
(q1 + εµ)
2
(1− ε)µ− λ1 − ε2µ2 +
q22
µ− λ2 =(
2εq1 − ε2q22 + (1− ε)
) (u1 − µ)(u2 − µ)(
(1− ε)µ− λ1 − ε2µ2
)
(µ− λ2)
,
describing the relation between the separation coordinates (u1, u2) and the
Cartesian coordinates (q1, q2). The coordinate curves of constant µ = u are
quadrics given by
(4.5)
(q1 + εu)
2
λ1 − (1− ε)u+ ε2u2 +
q22
λ2 − u = 1.
This relation is more complicated to comprehend than the corresponding one
for elliptic coordinates. It is the signs of the denominators that determine
the kind of quadrics involved. Here we consider two cases: ε = 0 and ε = 1.
When ε = 0, (4.5) specializes to
(4.6)
q21
λ1 − u +
q22
λ2 − u = 1.
We assume that λ1 < λ2 (there is no qualitative difference in assuming
λ1 > λ2) and study the signs of the denominators as u varies. For u < λ1,
we have always (+,+) defining a family of confocal ellipses; for λ1 < u < λ2,
we have (−,+) defining a family of confocal hyperbolas; finally for u > λ2,
we have (−,−) for which there are no real solutions (q1, q2) to (4.6). These
two families of curves define 1-1 mappings of the region {(u1, u2) ∈ R2; u1 <
λ1 < u2 < λ2} onto each quadrant of the q1q2-plane; therefore we have a
coordinate system in the whole plane except on the q1- and q2-axes.
When ε = 1, (4.5) specializes to
(4.7)
(q1 + u)
2
λ1 + u2
+
q22
λ2 − u = 1,
and the picture is more complicated. First of all, if λ1 > 0, then λ1 +
u2 > 0, and we have (+,+) if u < λ2 and (+,−) if u > λ2. Also in this
case the equation define a family of ellipses and a family of hyperbolas, but
they are not confocal since the curves are being translated along the q1-axis.
The curves do not fill the entire q1q2-plane either, and we can only define a
coordinate system in certain regions of the plane. Figure 1 illustrates this
situation.
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Figure 1: Solutions to (4.7) with λ1 = 5, λ2 = 0 and −5 ≤ u ≤ 5.
Case Signs and curve types along the u axis
λ2 ∈ (−∞,−λ∗1)
(+,+)−−−−−→ λ2 (+,−)−−−−−→ −λ∗1
(−,−)−−−−−→ λ∗1
(+,−)−−−−−→
Ell Hyp Void Hyp
λ2 ∈ (−λ∗1, λ∗1)
(+,+)−−−−−→ −λ∗1
(−,+)−−−−−→ λ2 (−,−)−−−−−→ λ∗1
(+,−)−−−−−→
Ell Hyp Void Hyp
λ2 ∈ (λ∗1,+∞)
(+,+)−−−−−→ −λ∗1
(−,+)−−−−−→ λ∗1
(+,+)−−−−−→ λ2 (+,−)−−−−−→
Ell Hyp Ell Hyp
Table 1: Different solution types to (4.7) with λ1 < 0. Notation λ
∗
1 =
√−λ1.
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Figure 2: Solutions to (4.7) with λ1 = −5, λ2 = −3 and −5 ≤ u ≤ 5.
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Figure 3: Solutions to (4.7) with λ1 = −5, λ2 = 0 and −5 ≤ u ≤ 5.
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Figure 4: Solutions to (4.7) with λ1 = −5, λ2 = 3 and −5 ≤ u ≤ 5.
The picture is similar when λ1 < 0, except that three or four families
of curves are defined as is indicated by the combination of signs in Ta-
ble 1. Three different cases occur depending on the relation between λ2
and ±√−λ1. They are illustrated in Figures 2, 3 and 4.
Example 4.8 (Cofactor-elliptic coordinates in R3). We now extend
Example 4.7 in the case ε = 1 to three dimensions. We take
G(q) =

−q
2
1 + λ1 −q1q2 −q1q3
−q1q2 −q22 + λ2 −q2q3
−q1q3 −q2q2 −q23 + λ3

 and G˜(q) =

2q1 q2 q3q2 1 0
q3 0 0

 ,
where λ1, λ2, λ3 are parameters. As before, we find B = (µ, 0, 0)
T and
Γ = diag(−λ1,−λ2 + µ,−λ3) so that
Γ − BBT = diag(−λ1 − µ2,−λ2 + µ,−λ3) and S = I.
We get the rational equation
1 +
(q1 + µ)
2
−λ1 − µ2 +
q22
−λ2 + µ +
q23
−λ3 = q
2
3
(u1 − µ)(u2 − µ)(u3 − µ)
(−λ1 − µ2)(−λ2 + µ)(−λ3) ,
describing the relation between the separation coordinates (u1, u2, u3) and
the Cartesian coordinates (q1, q2, q3). The curves of constant µ = u satisfy
(q1 + u)
2
λ1 + u2
+
q22
λ2 − u +
q23
λ3
= 1.
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If λ3 > 0, there are always real solutions (q1, q2, q3) to this equation for any
given u. The character of the curves are determined by the relation between
λ1, λ2 and u, as explained in Example 4.7.
4.3 Cofactor-parabolic coordinates
We shall now investigate the separation coordinates in the case when none
of G and G˜ are quadratic, but at least one is linear, in q. That is, we assume
here that α = α˜ = 0 and that one of β and β˜ is non-zero. As in the case of
Theorem 4.5, we start with Proposition 4.4. In order to formulate and prove
a similar theorem, we need the following fact about “partial diagonalisation”
of symmetric matrices.
Proposition 4.9 (Partial diagonalisation). Let Γ be a symmetric n× n
matrix, and let {Bm+1, . . . , Bn} be an orthonormal set of vectors in Rn. There
exists an orthogonal matrix S with columns Sj = Bj for j = m + 1, . . . , n,
such that STΓS attains the block form
(
D C1
CT1 C2
)
,
where D is a diagonal m×m matrix, C1 is an m× (n−m) matrix and C2
is a symmetric (n−m)× (n−m) matrix. In particular, if m = n− 1, there
is a vector c such that
STΓS = diag(λ1, . . . , λn−1, 0) + enc
T + ceTn , en = (0, . . . , 0, 1)
T.
Proof. Take any orthogonal matrix S˜ with columns S˜j = Bj for j = m +
1, . . . , n. Then
S˜TΓ S˜ =
(
D˜ C˜1
C˜T1 C˜2
)
for some matrices D˜, C˜1 and C˜2. Choose an orthogonal m × m matrix P
such that PTD˜P = D and set
S = S˜
(
P 0
0 I
)
.
Then S has the stated last columns, and
STΓS =
(
PT 0
0 I
)(
D˜ C˜1
C˜T1 C˜2
)(
P 0
0 I
)
=
(
D C1
CT1 C2
)
where C1 = P
TC˜1 and C2 = C˜2.
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Theorem 4.10 (Cofactor-parabolic coordinates). Let G(q) = qβT +
βqT+γ and G˜(q) = qβ˜T+ β˜qT+ γ˜, with not both β and β˜ zero, be two elliptic
coordinates matrices. Define a vector B = B(µ) in Rn and a symmetric n×n
matrix Γ = Γ (µ) as
B(µ) =
β − µβ˜
|β − µβ˜| , Γ (µ) =
γ − µγ˜
|β − µβ˜| .
Take S = S(µ), λ1 = λ1(µ), . . . , λn−1 = λn−1(µ) and c = c(µ) from Propo-
sition 4.9 applied with Γ and {B}. Define a µ-dependent Euclidean change
of reference frame by Q(q) = STq + c.
If all λi(µ) are non-zero, the roots u1(q), . . . , un(q) of the polynomial
det(G− µG˜) satisfy the rational equation
(4.8) 2Qn(q;µ)−
n−1∑
i=1
Qi(q;µ)
2
λi(µ)
=
det G˜(q)
|β − µβ˜|n ·
n∏
j=1
(uj − µ)
/ n−1∏
k=1
λk(µ).
Proof. The proof is similar to that of Theorem 4.5, but more technical. We
rewrite the pencil G− µG˜ as
G− µG˜ = (β − µβ˜)qT + q(β − µβ˜)T + γ − µγ˜ =
|β − µβ˜|(B(µ)(q + V )T + (q + V )B(µ)T + Γ (µ)− B(µ) V T − V B(µ)T) =
|β − µβ˜|(A(q;µ) + T (µ)) = |β − µβ˜|(I + A(q;µ) T (µ)−1)T (µ),
where A = B(q + V )T + (q + V )BT = BqTV + qVB
T, which defines qV , and
where T = Γ − BV T − V BT and V is an as yet undetermined vector. We
get
(4.9) det(I + AT−1) =
det G˜
|β − µβ˜|n
det(X − µI)
det T
.
The left hand side can be calculated by invoking Proposition 4.4 for the
rank 2 matrix AT−1 by setting f1 = B and f2 =
(
qV − (qTVB)B
)
/a where
a2 = qTV qV − (qTVB)2. A straightforward calculation gives∣∣∣∣1 + f
T
1 AT
−1f1 f
T
1 AT
−1f2
fT2 AT
−1f1 1 + f
T
2 AT
−1f2
∣∣∣∣ = (1 + qTV T−1B)2 − (qTV T−1qV )(BTT−1B).
This is the point were it should be apparent that an ordinary diagonal-
isation of T does not help; the problem is the product T−1B, which would
attain the form SΛ−1STB, which is not very useful unless we can simplify the
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expression STB. However, Proposition 4.9 gives us an orthogonal matrix S
having B as last column, and therefore STB = en, which proves helpful.
The matrix S provides the decomposition STΓS = diag(λ1, . . . , λn−1, 0)+
enc
T + ceTn , which implies
STTS = diag(λ1, . . . , λn−1, 0) + en(c− STV )T + (c− STV )eTn .
We now want this to be diagonal with non-zero diagonal elements, since
we already have assumed that T−1 exists. Therefore we choose V so that
c− STV = 1
2
en, that is, we choose V = Sc− 12B. Thus
STTS = Λ = diag(λ1, . . . , λn−1, 1),
and the above expression for det(I + AT−1) becomes, with Q˜ = STqV ,
(1 + Q˜TΛ−1en)
2 − (Q˜TΛ−1Q˜)(eTnΛ−1en) = 1 + 2Q˜n −
n−1∑
i=1
Q˜2i
λi
.
Changing to the notation in the formulation of the theorem, Q˜i = Qi for
i = 1, . . . , n− 1 and 1 + 2Q˜n = 2Qn, which shows that (4.9) gives (4.8).
As in the elliptic case, the coordinates defined by (4.8) will be called
“cofactor-parabolic.”
Remark 4.11 (Parabolic coordinates). If Theorem 4.10 is applied with
G(q) = enq
T + qeTn + diag(λ1, . . . , λn−1, 0) and G˜ = I,
then B = en and Γ = diag(λ1 − µ, . . . , λn−1 − µ,−µ), so that S = I and
c = −1
2
µen. This gives Q = q − 12µen, that is, Qi = qi for i = 1, . . . , n − 1
and 2Qn = 2qn − µ. Proposition 4.3 is thus recovered.
Example 4.12 (Cofactor-parabolic coordinates in R2). Suppose that
G(q) =
(
λ q1
q1 2q2
)
and G˜(q) =
(
2q1 q2
q2 0
)
,
where λ is a parameter. Following the notation of Theorem 4.10, we have
B = (−µ, 1)T/N(µ) and Γ = diag(λ, 0)/N(µ), where N(µ) =
√
1 + µ2. In
Proposition 4.9 we can take
S =
1
N(µ)
(
1 −µ
µ 1
)
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so that
STΓS =
1
N(µ)3
(
λ −µλ
−µλ µ2λ
)
,
from which λ1 = λ/N(µ)
3 and c = (−µλ, 1
2
µ2λ)T/N(µ)3. The theorem gives
the rational equation
2
q2 − µq1
N(µ)
+
µ2λ
N(µ)3
− N(µ)
3
λ
(
q1 + µq2
N(µ)
− µλ
N(µ)3
)2
=
−q22
N(µ)2
· N(µ)
3(u1 − µ)(u2 − µ)
λ
.
For a fixed µ = u, we thus have
2
q2 − uq1
N(u)
+
u2λ
N(u)3
− N(u)
3
λ
(
q1 + uq2
N(u)
− uλ
N(u)3
)2
= 0,
which after multiplication by N(u) and expansion of the square simplifies to
(4.10) 2q2 − (q1 + uq2)
2
λ
= 0.
This equation defines a fan of parabolas centered at the origin, filling the
entire upper half plane when λ > 0, and similarly in the lower half plane
when λ < 0. This is illustrated in Figure 5.
Equation (4.10) allows for a global definition of the coordinates, as is
easily seen by solving the equation for u. Indeed, for a fixed λ we can take
u1(q) =
−q1 +
√
2λq2
q2
and u2(q) =
−q1 −
√
2λq2
q2
everywhere in the region {(q1, q2) ∈ R2;λq2 > 0}.
4.4 The functional independence assumption
We complete this study of the separation coordinates uk by giving a formula
that can be used to investigate whether the functions uk(q) are functionally
independent without having to calculate them explicitly. Recall that they
are functionally independent if det J 6= 0, where J = (∇u1, . . . ,∇un) is
the previously defined Jacobian. The formula is formulated in terms of the
coefficients in the polynomial det(X − µI), but if only G and G˜ are given
it is not necessary to calculate X = G˜−1G, since det(X − µI) = det(G −
µG˜)/ det G˜.
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Figure 5: Solutions to (4.10) with λ = 1 and −5 ≤ u ≤ 5.
Proposition 4.13 (A formula for the Jacobian J ). Let a0, . . . , an be
the coefficients in the characteristic polynomial of X defined by
det(X − µI) =
n∑
k=0
an−k (−µ)k,
and let uk be the roots of this polynomial. Then
(4.11) det(∇a1, . . . ,∇an) = det(∇u1, . . . ,∇un) ·
∏
j<k
(uj − uk).
Proof. Since ak = σk(u) for all k, the chain rule and (A.3) imply
∇ak =
∑
j
∂σk(u)
∂uj
∇uj =
∑
j
σk−1(uˇj)∇uj.
These relations can be put into matrix form as
(∇a1, . . . ,∇an) = (∇u1, . . . ,∇un) ·

σ0(uˇ1) . . . σn−1(uˇ1). . . . . . . . . . . . . . . . . . . . .
σ0(uˇn) . . . σn−1(uˇn)

 .
This implies (4.11), for the matrix
(
σj(uˇk)
)
is the transpose of the matrix
(A.7), which according to Appendix A has determinant
∏
j<k(uj − uk).
Remark 4.14 (An a priori functional independence check). It is pos-
sible to use the formula also to check if the quadratic first integrals defined by
a cofactor pair system are functionally independent. Indeed, in view of the
separability theorem, they are functionally independent if the functions uk(q)
are, and the formula shows that it suffices to check the coefficients ak(q).
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A Symmetric polynomials, etc.
In this paper we frequently encounter two types of elementary symmetric
polynomials. These are σi(u), which are defined by
(A.1)
n∏
i=1
(z + ui) =
n∑
i=0
zn−i σi(u),
and σi(uˇj), which are defined by
(A.2)
∏
i 6=j
(z + ui) =
n−1∑
i=0
zn−1−i σi(uˇj).
The symbol uˇj indicates that σi(uˇj) depends on all u1, . . . , un except uj. We
also extend these definitions to include σ−1(u) = 0 and σ−1(uˇj) = 0.
There are two sets of identities that provide a connection between these
polynomials. The first is
(A.3)
∂
∂uj
σi(u) = σi−1(uˇj), i = 0, . . . , n,
which follows by comparing the derivative of (A.1) with (A.2). The second
is
(A.4) σi(u) = uj σi−1(uˇj) + σi(uˇj), i = 0, . . . , n,
which follows by expanding the product in the left hand side of (A.1), except
for the factor (z + uj), using (A.2).
Closely connected with these polynomials are the products
U ′(uk) =
d
dz
∣∣∣∣
z=uk
n∏
i=1
(z − ui) =
∏
i 6=k
(uk − ui).
They arise in the inverse
(A.5) V−1 =

 σ0(uˇ1)/U
′(u1) . . . σ0(uˇn)/U
′(un)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
σn−1(uˇ1)/U
′(u1) . . . σn−1(uˇn)/U
′(un)


of the Vandermonde matrix
(A.6) V = (−1)n+1

(−u1)
n−1 . . . (−u1)0
. . . . . . . . . . . . . . . . . . . . . .
(−un)n−1 . . . (−un)0

 .
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By using (A.2), it is easy to check that the two matrices are each others
inverses: the element in position (j, k) in the matrix product V · V−1 is
n∑
i=1
(−1)n+1(−uj)n−i σi−1(uˇk)
U ′(uk)
=
(−1)n+1
U ′(uk)
n−1∑
i=0
(−uj)n−1−i σi(uˇk) = (−1)
2n
U ′(uk)
∏
i 6=k
(uj − ui) = δjk.
We recall the well known fact detV = ∏j<k(uj − uk). We also need the
determinant of the matrix
(A.7)

 σ0(uˇ1) . . . σ0(uˇn). . . . . . . . . . . . . . . . . . . . . . .
σn−1(uˇ1) . . . σn−1(uˇn)

 = V−1 · diag(U ′(u1), . . . , U ′(un)),
which consequently can be calculated as
det
(
σj(uˇk)
)
=
n∏
j=1
U ′(uj)
/∏
j<k
(uj − uk) =
∏
j<k
(uj − uk).
B The Levi-Civita equations
In the proof of Proposition 3.8, we need an explicit expression for the solution
to the system ∂2(ui − uj)V/∂ui∂uj = 0 of PDEs for V . The solution is
obtained by considering a special case of the following lemma, which deals
with a system of PDEs first derived by T. Levi-Civita.
In the formulation of the lemma, we use the concept of a Sta¨ckel matrix. A
Sta¨ckel matrix is a non-singular matrix Φ =
(
ϕij(ui)
)
, detΦ 6= 0, whose i:th
row only depends on ui, like, for instance, the Vandermonde matrix (A.6).
Lemma B.1. Suppose that Φ is a Sta¨ckel matrix with inverse Ψ = (ψij)
having non-vanishing elements in the first row. The solution of the system
of
(
n
2
)
PDEs
(B.1)
∂2V
∂ui∂uj
− ∂ logψ1j
∂ui
∂V
∂uj
− ∂ logψ1i
∂uj
∂V
∂ui
= 0 (i 6= j)
is
(B.2) V (u) =
∑
ψ1k fk(uk)
where fi are some functions of one variable.
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Proof. We will use the Levi-Civita separability condition [6, 1] to find the
solution of (B.1). This condition states that a Hamiltonian H(u, s) on R2n
with coordinates (u, s) is separable, that is, its corresponding Hamilton–
Jacobi equation H(u, ∂uS) = E admits a complete separated solution S =∑
Sk(uk), if and only if the equations
∂ijH ∂
iH ∂jH − ∂ijH ∂iH ∂jH + ∂ijH ∂iH ∂jH − ∂jiH ∂iH ∂jH = 0
are satisfied identically with respect to (u, s) for all distinct i, j = 1, . . . , n.
Here we write ∂i for ∂/∂ui and ∂
i for ∂/∂si. When this condition is applied
to the Hamiltonian H =
∑
ψ1ksk − V , we find
∑
(ψ1i ψ1j ∂ijψ1k − ψ1i ∂iψ1j ∂jψ1k − ψ1j ∂jψ1i ∂iψ1k)sk−
(ψ1i ψ1j ∂ijV − ψ1i ∂iψ1j ∂jV − ψ1j ∂jψ1i ∂iV ) = 0.
The vanishing of the terms involving V is equivalent to (B.1). Similarly, the
coefficient of sk vanishes if and only if ψ1k solves (B.1); below we will show
that this is in fact so. Thus, if V satisfies (B.1), there is a separated solution
S =
∑
Sk(uk) to the equation
∑
ψ1k ∂kS − V = 0, which implies (B.2) with
fk(uk) = ∂kSk(uk).
Claim: ψ1k solves (B.1). To prove this, we introduce the notation ϕ =
detΦ and ψijkℓ = ψikψjℓ − ψiℓψjk. We note that the product ϕψij is indepen-
dent of uj since it equals (−1)i+j times the determinant obtained by deleting
row j and column i in ϕ. Likewise, the product ϕψijkℓ is independent of uk
and uℓ since it equals (−1)i+j+k+ℓ times the determinant obtained by deleting
rows k, ℓ and columns i, j in ϕ [3]. In the same spirit, we state the identities
1
ϕψ1iψ1j
=
1
ϕψ1kij
(
ϕψkj
ϕψ1j
− ϕψki
ϕψ1i
)
and
ψ1k
ϕψ1iψ1j
=
1
ϕψ1kij
(
ϕψ1kkj
ϕψ1j
− ϕψ
1k
ki
ϕψ1i
)
,
which imply that
∂ij
1
ϕψ1iψ1j
= 0 and ∂ij
ψ1k
ϕψ1iψ1j
= 0,
respectively. On the other hand, by Leibniz’ rule,
∂ij
ψ1k
ϕψ1iψ1j
= ∂ij
(
1
ϕψ1iψ1j
)
ψ1k+
1
ϕψ1iψ1j
[
∂ijψ1k + ψ1i ∂j
(
1
ψ1i
)
∂iψ1k + ψ1j ∂i
(
1
ψ1j
)
∂jψ1k
]
.
The expression within square brackets thus has to vanish, which proves the
claim.
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It is easy to check that (B.2) satisfies (B.1) with arbitrary functions
fk(uk). One would therefore like to draw the conclusion that the general
solution of (B.1) is (B.2) with arbitrary functions fk(uk), but it seems very
hard to show this. From the above proof also follows that (B.1) can be put
into the suggestive form
∂2
∂ui∂uj
(
V
ϕψ1iψ1j
)
= 0,
but this does not seem to help in finding the general solution to the equations
by direct methods.
However, by applying the lemma with Φ being the Vandermonde matrix
(A.6), we establish the following.
Corollary B.2. The system ∂2(ui − uj)V/∂ui∂uj = 0 has the solution V =∑
fk(uk)/U
′(uk) where fk are some functions of one variable.
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