The method is herein evaluated for its capability of 
Introduction

40
Noise emission has become an issue with high social, 41 environmental and economic relevance throughout the 42 last years, especially in the field of aviation. More 43 and more strict regulations regarding aircraft engine 44 noise emissions therefore ensure that the understand-45 ing of noise generation mechanisms and on top of that 46 noise reduction measures remain a highly relevant re-47 search topic. However, substantial progress was made 48 in terms of fan, turbine and jet noise reduction for 49 example by increasing the overall engine bypass ra-50 tio. As a consequence, the relative contribution of 51 combustion noise to the overall noise level increased. 52 Therefore it is important to gain a detailed under-53 standing of combustion noise generation mechanisms 54 as a first step in order to be able to derive effective 55 noise reduction techniques.
56
The phenomenon of broadband combustion noise due 57 to the interaction of chemical processes with flow 58 unsteadiness can be in principle modeled in two 59 ways: The direct approach, meaning partially or fully 60 scale resolving compressible DNS or LES calculations, 61 which are often difficult to handle and computation-62 ally extremely expensive. As an alternative, there 63 are the so called hybrid approaches, separating CFD 64 (Computational Fluid Dynamics) and CCA (Compu-65 tational Combustion Acoustics [6] ) scales. They pro-66 vide a large potential for computational savings and 67 the possibility to apply specifically optimized meth-68 ods to each part of the problem [5] , since acoustic 69 pressure fluctuations are usually in the order of mag-70 nitude of the CFD computational error.
71
A fairly popular approach in hybrid techniques in 72 CCA is the limitation of scale resolving LES or 73 DNS to an assumed sound source region, where sev-74 eral methods have been developed in especially the 75 past twenty years with a variety of different source 76 term formulations and models for sound propaga-77 tion. Flemming et al. [18] for example made use of 78 Lighthill's acoustic analogy. They formulated a source 79 model based on the heat release expressed as density 80 Reacting CFD RANS simulations are carried out acoustic pressure fluctuations, which are transformed 139 to sound pressure spectra at arbitrary observer posi-140 tions.
141
The historical development of the herein presented 142 stochastic ansatz was outlined by Mühlbauer et al. 143 [33] , starting with stochastic non-reacting approaches 144 based on discrete Fourier modes in 1970 by Kraich-145 nan [26] followed by several modified approaches in 146 the 1990s [2, 1] and 2000s [25, 3] , when the term 147 of stochastic noise generation and radiation (SNGR) 148 arose. The SNGR approach was based on synthesiz-149 ing the turbulent velocity field with discrete Fourier 150 modes, fed by RANS mean flow quantities and mainly 151 applied to cold jets until then. The particular line of 152 development for the stochastic, particle based hybrid 153 ansatz with correlated sources which is pursued here 154 started with the introduction of the RPM (Random 155 Particle Mesh Method) by Ewert and Emunds [15] . 156 Their RPM realized sources with spatio-temporal cor-157 relations based on local turbulence statistics for the 158 applications mentioned previously.
159
The approach of combustion noise modeling utilized 160 in this work was derived by Mühlbauer et al. [33] 
Governing Equations
239
The governing equations for a reacting flow in their compressible and conservative form, transport equations for mass, momentum, energy and species mass fractions, are
for α = 1, 2, ..., N s − 1 species with mass fractions Y α and the chemical source term S α associated to each species. τ τ and D are the stress and diffusion tensor, while λ is the thermal conductivity. The term τ τ : ∇u represents the rate of work for shape change in the case of a constant volume. The component ∇ · (ρuu) in Eqn. (2) is defined as resulting in a column vector after application of the differential operator to the dyadic product ρuu. The same applies for the tensor of tensions in Eqn. (2), ∇ · τ τ . Pressure p and density ρ are inter-related by the thermal equation of state and the specific gas constant R is expressed in terms of the component mass fractions Y α and molar masses M α
Equations (1) to (5) describe compressible reacting flow. The enthalpy is defined as
with the heat capacity c p and the standard formation 240 enthalpy h 0 f,α at reference conditions for species α. 
Combustion Modeling
242
In the herein presented test-case, methane is burned with air under atmospheric conditions. Chemical reactions are modeled with a global reaction mechanism from Nicol et al. [35] , originally containing five reaction steps. However it is used in a three-step form,
since NO x formation is not investigated. Methane and oxygen become monoxide and water, the formation of carbon dioxide takes place from carbon monoxide and oxygen, while the dissociation reaction is carbon dioxide to carbon monoxide and oxygen, reading
Global chemical reaction systems can be generally expressed as
ν ′ α,r and ν ′′ α,r are the stoichiometric coefficients of educts and products for a given species α and reaction r. Equations (7) to (9) can then be cast from Eqn. (10) by summarizing over all species N s . On the numerical simulation side chemistry is treated with the Eddy Dissipation Model (EDM) in conjunction with Finite Rate Chemistry (FRC) [29] . The herein investigated burner operates in partially premixed mode. The EDM alone significantly overpredicts chemical rates, since it is based on the assumption of the reaction being mixing-controlled and kinetics to happen infinitely fast. Therefore, overall reaction rates are corrected with Arrhenius based, kinetics controlled FRC-rates, evaluated from
for a reaction r. Due to the use of this combined EDM/FRC model, partially premixed combustion is adequately depicted in the numerical simulation. The chemical source term in Eqn. (4) consequently is
with the molar masses M α of species α by summarizing over all modeled reactions N r . The reaction rates of EDM are
with the empirical constants A = 4 and B = 0.5. Y α are mass fractions of species α. ρ and τ T denote density and local integral turbulent time-scale of the flow. As mentioned earlier, EDM reaction rates are assumed to be controlled by mixing processes of fuel and oxidizer due to turbulence, which implies that chemical processes are infinitely fast. Mixing controlled reaction is expressed in Eqn. (13), where RR EDM r ∼ 1/τ T . As a consequence, reaction rates can be significantly overpredicted, especially in the case of local non-equilibrium effects [24] . Therefore, overall rates are evaluated with Eqn. (11) , which implies a correction with Arrhenius-function based FRC reaction rates. Those are evaluated from the products
with the concentrations C α [40] . k f,r and k b,r are the forward and backward rate constants which are fitted to the prevailing thermodynamic conditions. They are modelled by assuming the following temperature dependency:
where E a,r is the activation energy of reaction r with the respective dimensionless temperature exponent β r . T represents temperature and R is the universal gas constant.
Since the employed combustion noise source term formulation is temperature variance based, an additional transport equation [19] for the temperature variance is solved. It reads
with the model constant C T = 2. µ and P r are the 243 viscosity and the Prandtl number. Results of combustion noise simulation is not only validated with experimental data, but also evaluated against a direct, compressible method. Therefore, the Compressible Projection Method from Reichling et al.
[39] is taken into consideration. This approach extends the incompressible, pressure-based solver of the unstructured finite volume based CFD code THETA [10, 39] for the treatment of weakly compressible flows. It was developed based on projection schemes from Chorin [7] and Temam [47] . The CPM iteratively solves Eqns. (1) to (5) . First, the divergence constraint is computed at timestep n,
as well as an interim solution (*) of the velocity field u * ,
with ⊗ indicating the dyadic product. A pressure correction equation is then solved for
Here, ∆ L = ∇ T · (∇) and α pr is a projection scheme weighting factor. The pressure field becomes
and the velocity field is corrected on that basis,
The density is updated with the thermal equation for an ideal gas mixture,
and the final velocity vector becomes
On the basis of resulting flow field quantities at the 
The Source Term Formulation
270
The basis for the source term formulation derivation is a pressure-density relation
with a right hand side expression Φ from Candel et al. [6] , reading
with λ, the heat conductivity and V D α , the diffusion velocity of species α.Q is the volumetric heat release rate and M denotes the molecular weight. Equation (25) is recast by making use of an energy equation formulation, leading to a complete expression with the heat release represented by a function of temperature change,
According to Mühlbauer et al. [33] , this formulation is a complete representation of the source term as given by Eqn. (25) . Since usually applications with low Mach number flows are treated, the first term in Eqn.
(26) is assumed to be dominant over the second, representing the effects of turbulent velocity fluctuations and the second term is therefore neglected. The third term in Eqn. (26) comes into picture only if the average molecular weight of combustion products significantly differs from the educts and is therefore also not considered here for the application to methane-air combustion systems. Based on the first term of Eqn. (26), a right hand side processing rule for the source term formulation was obtained by transferring a pressure equation formulation Dp Dt
with the isentropic exponent γ = c p /c v , to the pressure equation form of the linearized Euler equations [33] . This procedure gives q p = (γpΦ) ′ = ρc 2 Φ−ρc 2 Φ, which is then applied to Eqn. (26). The resulting, temperature variance based source term expression, which is subject to stochastic sound source reconstruction, reads
For the application of the full scale laboratory combustor simulation, it is coupled with a modified set of linearized Euler equations
with the source term (Eqn. (28) The source term in Eqn. (28) is subject to stochastic sound source reconstruction. Therefore, the Fast Random Particle Method for Combustion Noise Prediction (FRPM-CN), as introduced by Grimm et al.
[20] is employed. Sound sources are built from convected white noise at each time-step according to local turbulence statistics from CFD simulations. The spatial filtering algorithm of sources can be generally described by
(32) A Gaussian shaped filter G is convoluted with a white noise field U. The FRPM grid is orthogonal and therefore highly efficient Purser filters [37, 38] are employed for the source filtering, represented by G. Integration of source components is performed over the source volume V s and the local amplitude scaling is realized according toÂ = R (x)/l 3 T (x), in order to achieve the appropriate sound source variance. The white noise field U is realized in a discrete form by mapping random values carried by floating particles onto a source field grid. This is done in FRPM, where particles are homogeneously seeded into the source region. Therefore, different kinds of flow field characteristics can be considered in the source region, like recirculation zones. This is a key aspect of the method and a decisive advancement compared to a preceding approach, RPM-CN [33] , where the source field is discretized based on CFD RANS flow field streamlines. Those advancements in source discretization and the use of highly efficient filtering algorithms make 3D FRPM-CN an accurate, universally applicable and computationally efficient tool for combustion noise source modeling in complex test cases. Besides the incorporation of local sound source extensions due to integral length-scales, turbulence effects have to be considered. Therefore, the spatial white noise field U is processed with a first order Langevin approach [14] in time for the realization of turbulence induced decay,
Equation (33) is a stochastic differential equation, realizing a long-term drift behavior with the first component on the right hand side, while the second -so called diffusion term -introduces a Gaussian distributed white noise forcing, for which the random values have to be chosen appropriately [12] .
0 is the mean CFD RANS velocity field. For ξ(x, t), the properties
hold. The brackets denote ensemble-averaging. For small separation distance r and time τ , the noise field U correlation can be expressed by taking into account the solution of Eqn. (33) and the source statistics from Eqn. (35),
or in words, the Langevin process induces an exponential decorrelation. The overall FRPM-inherent correlation function, resulting from the Langevin-induced decorrelation and the use of a Gaussian-shaped filter for the sound reconstruction procedure resulting from Eqn. (32), reads
(37) Equation (37) is used as the correlation function of combustion noise sources for the presented numerical simulations withR(x) = T ′′2 (x)/τ T (x) 2 . r and τ in Eqn. (37) are the separation distance and time, respectively, while τ T and l T are the local turbulent time-and length-scale. The source term formulation of Eqn. (28) is explicitly realized in FRPM-CN by
(38) The convective part of the substantial derivative in 286 Eqn. (28) [31, 11] and is essentially a hybrid URANS/LES for-366 mulation.
367
In total three different simulations are carried out. 368 Specifications are listed in Table 1 . 
CCA Setup
389
The acoustics simulations are carried out with the DLR inhouse CAA (Computational Aero-Acoustics) code PIANO, including the FRPM module for stochastic sound source reconstruction. Sound propagation in space is computed via a dispersion relation preserving (DRP) scheme from Tam & Webb [46] . For progression in time, a low-dissipation, low-dispersion four step Runge-Kutta scheme [22] is employed. The computational combustion acoustics grid is shown in 5 . The grid for the acoustics simulations is optimized with respect to the local growth rate of adjacent cells, since the finite difference DRP scheme requires smooth grid transitions. The air plenum is simplified, since the tube-connectors between the two swirlers would lead to very fine cells, due to a time step limit of t lim = (2.83l min )/(π(1 + Ma)) holding for stability reasons. The mesh is block-structured. It consists of 5.85·10 6 3D hexahedral elements with 7.52·10 6 nodes, distributed to 2696 blocks. The highest spatial resolution of the mesh is given in the regions around the tip of the averaged flame front, close to the swirler nozzle exit. A minimum lengthscale of l min = 9 · 10 −4 m with four discrete points per length is resolved in each spatial direction. The maximum growth rate of adjacent cells in critical regions is 5% and the spatial resolutions then result from the combustor blocking in combination with the use of a seven-point finite difference stencil. Mean flow field solutions for ρ,ũ,ṽ,w, p from the preceding CFD RANS simulations are interpolated onto the CCA grid via a statistical Kriging [27] algorithm. Inlet boundaries are treated with a radiation condition from Tam & Webb [46] and the combustor walls are modeled with the ghost point concept of Tam & Dong [45] . In the experiments, the combustor flow expands to an exhaust duct after a rapid acceleration and a following outlet tube. In the numerical simulation, an additional plenum is attached to the tube, in order to enforce a natural tube impedance exit with base flow. The outlet plenum in turn is surrounded by non-reflecting radiation boundary conditions and a damping sponge-layer is superimposed. Pressure sensors in the combustion chamber are located in the corner rails in the experiments, which are holding the optical access glass walls. Their positions are indicated in Fig. 4 . All dimensionless quantities are referenced to air plenum atmospheric conditions. Source region extensions in the numerical simulation are chosen by means of a discrete realization of Eqn. (28) , reading
Grimm et al., p. 9
As can be seen from Eqn. (38), the indicator ϕ in Eqn.
(39) represents a discrete form of the combustion noise source term for vanishing spatial and temporal separation. Or, in other words, it indicates regions in the combustion chamber where combustion noise sources according to Eqn. (28) are present. It is evaluated from the CFD RANS field solution and its profile on a combustor mid-plane is shown in Fig. 6 . Source field extensions are chosen accordingly. ϕ is normalized to its maximum value in the inner shear layer and values smaller than 5% are not considered. Two source regions are employed, while the reconstructed sources on each source field are weighted with sine-functions in the overlapping areas,
The weighting functions with overlapping sound 
403
Both source fields are discretized with a minimum 
Numerical Results
411
In the following section, selected results from the CFD 412 simulations with THETA and the combustion acous-413 tics simulations with PIANO and THETA (CPM) are 414 shown.
415
CFD Results
416
A steady-state reacting CFD RANS and two unsteady 5 CPU-hours on 16 * 16 Sandy-426 Bridge cores for the same number of residence times, 427 due to a smaller time-step compared to the IPM sim-428 ulation, which is needed for stability reasons.
429
Averaged x and y components of velocity, average 430 temperature and RMS of temperature along several 431 profile lines, as shown in Fig. 4 , are superimposed 432 with the respective experimental results in Figs. 8, 9 , 433 13 and 14. Furthermore, the degree of resolution of 434 turbulence in k-ω-SST-SAS simulations is analyzed in 435 Figs. 10 and 11. This is done by evaluating the ra-436 tio of turbulent to laminar viscosity r µ and the ratio 437 of resolved to overall kinetic energy r ke . Those two 438 criteria not only assess the turbulence resolution in a 439 LES-like simulation but also the region where the SAS 440 model operates in LES-like mode and where URANS 441 modeling takes place. 
469
Axial x-and y-velocity profiles in Fig. 8 and Fig. 9 , 
CCA Results
536
In preceding works, detailed validation of FRPM-CN 537 was carried out for jetflames [20] . In that context, 
578
The SAS simulation with the Compressible Projection 579 Method (CPM) also reproduces sound pressure levels 580 in the combustion chamber with consistency for all 581 investigated microphone positions. Nonetheless, low 582 frequency levels are slightly under-predicted and the 583 hybrid method seems to be superior for lower frequen-584 cies. This might be linked to the compressible SAS 585 not entirely resolving turbulent motion close to the 586 inner recirculation zone, as indicated in Fig. 11 .
587
CPM captures the helical flow instability at 1690Hz 588 in the presure spectrum shown in Fig. 16a . This phe-589 nomenon is also detectable in the CPM turbulence 590 spectrum in Fig. 12 . It cannot be depicted with 591 the sequential, hybrid FRPM-CN. However, acous-592 tical dynamics related to eigenmodes of the system 593 are perceivable in FRPM-CN simulations, resulting 594 in peaks in the numerically obtained spectra.
595
Absolute sound pressure levels predicted by the hy-596 brid and the direct approach show similar levels for 597 all the investigated measurement positions in the com-598 bustion chamber. This indicates that, in this partic-599 ular case, direct combustion noise is dominant com-600 pared to indirect noise, since indirect noise dynamics 601 are not depicted by the hybrid method. 5 CPU-hours, respectively. Ten combustor res-632 idence times were simulated with ∆t = 2.5 · 10 −7 s for 633 CPM, considering a significant amount of simulation 634 time for convergence with a residence time amounting 635 to 0.035s. This results in N CP M = 1.4 · 10 6 computed 636 time steps. Furthermore, due to the use of different 637 node architectures, the hybrid approach 3D FRPM-638 CN is more than one order of magnitude faster than 639 the investigated direct approach.
640
However, 3D FRPM-CN lacks the possibility to ac-641 count for thermoacoustic phenomena or the depiction 642 of the flow-instability as seen herein, which period-643 ically influences the flame and results in a spectral 644 peak. 645 
Conclusions
646
In the presented paper, a detailed comparison of a 647 hybrid and a direct approach for the simulation of 648 combustion acoustics in a laboratory scale combustor 649 featuring partially premixed, swirl stabilized combus-650 tion was carried out. The hybrid method is based on 651 turbulent statistic quantities which were taken from 652 a steady RANS method. Experimental data for the 653 mean flow field and combustion as well as two SAS 654 simulations with different solvers were used for the 655 validation and performance evaluation of the hybrid 656 approach. Sound pressure spectra were compared to 657 experimental data and simulation results of a com-658 pressible projection scheme (CPM) simulation. The 659 results of the presented work revealed that CFD-660 RANS simulations provided a reasonable flow field 661 and temperature distribution by little computational 662 effort but were inferior to LES/URANS results, as ex-663 pected.
664
The solution of an additional transport equation for 665 the temperature variance distribution on top of CFD-666 RANS results with global chemistry modeling showed 667 good agreement with experimental data in terms of 668 peak values but showed discrepancies for the shape 669 of overall profiles. It was demonstrated that both, 3D 670 FRPM-CN with RANS and CPM with SST-SAS were 671 capable of reproducing absolute sound pressure levels 672 in the combustion chamber.
673
The hybrid method 3D FRPM-CN predicted the tur-674 bulent combustion noise spectrum in good agreement 675 with experimental data in cases without strong ther-676 moacoustics with efficient and robust models and is 677 therefore highly suitable as a tool for the design of 678 noise reduction measures in all kinds of technically 679 
