1 5 3 1 a r t I C l e S During sleep, under anesthesia, and in vitro, neocortical activity shows low-frequency, large-amplitude oscillations known as slow oscillations, or UDS [1] [2] [3] [4] . UDS are thought to coordinate temporal interactions between neocortex and hippocampus [5] [6] [7] [8] [9] , and contribute to several forms of learning and memory [9] [10] [11] [12] [13] [14] [15] [16] . Thus, it is crucial to understand the precise mechanisms governing cortico-hippocampal interactions during UDS.
During sleep, under anesthesia, and in vitro, neocortical activity shows low-frequency, large-amplitude oscillations known as slow oscillations, or UDS [1] [2] [3] [4] . UDS are thought to coordinate temporal interactions between neocortex and hippocampus [5] [6] [7] [8] [9] , and contribute to several forms of learning and memory [9] [10] [11] [12] [13] [14] [15] [16] . Thus, it is crucial to understand the precise mechanisms governing cortico-hippocampal interactions during UDS.
Paradoxically, even though the neocortex is the primary source of excitatory input to the hippocampus, when neocortical activity shows synchronized UDS, the hippocampus exhibits large irregular activity (LIA) 17 , which has also been viewed as an additional slow oscillation 9, 18 that is only relatively weakly tied to neocortical UDS 7, 8 . Given that the entorhinal cortex is a gateway between the neocortex and the hippocampus, we hypothesized that the entorhinal cortex could contribute to this decoupling between neocortical UDS and hippocampal LIA. Particularly well-suited for this purpose would be entorhinal cortex layer III neurons (ECIII), which directly project to the hippocampal output area CA1 (refs. 19,20) . There are two major subdivisions of ECIII, lateral entorhinal cortex layer III (LECIII) and MECIII. Although MECIII neurons show spatially selective activity, including multiple grid fields and conjunctive activity 21, 22 , LECIII neurons show little spatial selectivity 23 and are thought to convey nonspatial information about objects [24] [25] [26] . Lesions of ECIII inputs to the hippocampus cause long-term spatial memory deficits 13 and disruption of hippocampal CA1 activity 27 , whereas genetic silencing of MECIII inputs to CA1 induces impairments of temporal association memory 16 .
Although there is substantial evidence indicating that ECIII neurons are important for generating normal hippocampal activity and hippocampus-dependent behavior, the precise mechanisms by which these neurons are involved remain unknown. In vitro studies have found that neurons in both lateral and medial entorhinal cortex can exhibit various forms of persistent activity [28] [29] [30] , whereby the neurons can decouple from their electrical or synaptic inputs and remain in a depolarized and spiking state after removal of such inputs. We hypothesized that persistent activity in ECIII neurons in vivo contributes to shaping cortico-hippocampal interactions and could explain their paradoxical decoupling. To test this hypothesis, we measured the membrane potential of these neurons in anesthetized mice during UDS oscillations, along with the local field potential (LFP) from parietal cortex and hippocampal CA1 spiking activity. Given that UDS oscillations are well-synchronized across the entire neocortex 1, 8, 31 , they provide a robust estimate of the temporal structure of neocortical inputs to the entorhinal neurons. Furthermore, we were able to use the sharp UDS transitions as a reference to precisely quantify the dynamics of cortico-entorhinal-hippocampal interactions [6] [7] [8] .
Our results indicate that MECIII neurons frequently generate persistent Up states that greatly outlast the neocortical Up state, spanning multiple cycles of the concurrent neocortical UDS. These persistent Up states were virtually never observed in LECIII neurons, and could not be elicited by direct depolarizing current injections, similar to those used in in vitro studies of entorhinal persistent activity [28] [29] [30] . Rather than completely decoupling from their neocortical inputs, MECIII persistent Up states consistently had durations that were quantized in units of the corresponding neocortical UDS cycles. Furthermore, CA1 neurons' spiking was strongly driven by MECIII persistent Up states, but was weakly inhibited when the LECIII neurons remained in the Up state throughout the ensuing neocortical Down state, thereby 'skipping' over and remaining active during at least one neocortical Down state. Notably, this definition differs from some studies that have referred to the neocortical Up states themselves as persistent activity 32 . Consistent with the visual impressions from the example neurons (Fig. 1c,d ), a substantial fraction of MECIII Up states were persistent (15 ± 1.4%), whereas very few LECIII Up states were classified as such (1.1 ± 0.29%; Fig. 1f ). In fact, LECIII persistent Up states did not occur more often than expected by chance (P = 1.0), whereas MECIII persistent Up states occurred far more often than chance (P = 2.4 × 10 −8 ; Supplementary Fig. 1 ). To verify that MECIII persistent Up states were also accompanied by persistent a r t I C l e S spiking activity throughout the skipped neocortical Down states, we computed their average Up state firing rates separately during neocortical Up and Down states. Although MECIII neurons' had significantly lower average firing rates during neocortical Down states (P = 1.9 × 10 −4 ), the differences were relatively small (neocortical Up state, 6.2 ± 0.35 Hz; neocortical Down state, 5.4 ± 0.28 Hz). Thus, MECIII neurons continued to spike robustly during persistent Up states, even during the neocortical Down states.
Divergence of MECIII and LECIII state transition timing
In addition to exhibiting persistent Up states, the UDS of MECIII neurons also had a starkly different temporal relationship to the neocortical UDS compared with LECIII neurons (as seen in Fig. 1c,d) . To quantify this, we first computed the cross-correlogram between membrane potential and LFP for each neuron. The peak correlation for MECIII neurons was substantially smaller and occurred at a much longer latency than that for LECIII neurons (Fig. 2a) , suggesting a weaker coupling to neocortical UDS in MEC than in LEC.
Such coupling could be different for Up-to-Down transitions (Down transitions) and Down-to-Up transitions (Up transitions), which cannot be inferred from the cross-correlations. Thus, we directly quantified the temporal differences between entorhinal state transitions and the corresponding neocortical state transitions. Both LECIII and MECIII neurons made Up transitions over a hundred milliseconds after the neocortical Up transition 8 , with MECIII neurons having Up-transition delays nearly twice as long as those of LECIII neurons (MECIII, 220 ± 16 ms; LECIII, 120 ± 18 ms; Fig. 2b) . The difference between MECIII and LECIII Down-transition delays was much larger, with LECIII neurons undergoing Down transitions nearly simultaneously with the neocortical Down transition (30 ± 26 ms), whereas MECIII neurons' Down transitions occurred over 500 ms after the neocortical Down transitions (540 ± 36 ms; Fig. 2c) , over half the duration of the average neocortical Up state. Notably, these greatly delayed Down transitions occurred consistently, even when the MECIII Up states were not persistent. Thus, the coupling of entorhinal neurons to neocortical activity was dependent on the entorhinal subregion and the neocortical state.
Persistence is independent of anatomical properties As the electrophysiological properties of superficial entorhinal neurons both in vitro [33] [34] [35] [36] [37] and in vivo 21 are strongly dependent on cell type and precise anatomical position, we examined whether the persistent Up states that we observed were dependent on those parameters. Although all of the MECIII and LECIII neurons described above showed clear pyramidal neuron morphologies, we also recorded from layer III MEC (n = 5) and LEC (n = 5) neurons with nonpyramidal morphologies 33, 34 . These nonpyramidal neurons exhibited largely similar properties as the respective pyramidal neurons, with the MECIII neurons showing clear persistent Up states and much longer Down-transition latencies, whereas the LECIII neurons' UDS closely followed neocortical UDS ( Supplementary  Fig. 2 ). Other properties, such as mean firing rates, Up and Down state amplitudes, and spike shapes, were largely independent of cell morphology. We also recorded from an MECIII interneuron, which did not show persistent activity (Supplementary Fig. 2) .
As both the intrinsic biophysical properties 35 and in vivo electrophysiological properties 21 of MEC neurons exhibit a gradient along the dorsoventral axis of MEC, we tested whether a similar dependence was present in the persistent activity of these neurons. We did not find any dependence of persistent activity, or Down-transition lag, on anatomical position in either MEC or LEC ( Supplementary  Fig. 3 ). This suggests that the mechanisms responsible for generating MECIII persistent activity may be separate from those that determine MEC layer II neurons' grid field spacing.
Relationship between persistent Up states and neocortical UDS
What is the role of neocortical inputs in governing the MECIII persistent activity? To understand this, we measured the duration of MECIII Up states in units of the corresponding neocortical UDS cycles (see Online Methods). Segments of the membrane potential were extracted around every Up transition, and these segments were sorted according to the duration of the ensuing Up state. The sorted segments were centered on the Up transition and assembled into a single matrix (shown for the MECIII cell depicted in Fig. 1; Fig. 3a) . The corresponding segments of the neocortical LFP (aligned to the MECIII membrane potential Up transition) were also assembled into a matrix (Fig. 3b) . This procedure revealed that the MECIII Up states had an integrally quantized relationship with neocortical UDS, lasting for integer multiples of neocortical UDS cycles with a constant offset.
For this example neuron, the membrane potential Up states persisted about 0.8-, 1.8-, 2.8-and 3.5-fold longer than the underlying neocortical UDS period (Fig. 3c) . The distribution of Up state durations measured in neocortical UDS cycles was therefore multimodal, with the modes having approximately integer spacing ( Fig. 3d and Supplementary Fig. 4) . Quantization of Up state durations was also clearly visible in the across-cell average distribution of MECIII Up state durations (Fig. 3e) . Notably, the first five peaks of this distribution had a nearly constant spacing of about one UDS cycle, illustrating quantization in the ensemble of cells that was apparent even in very long MECIII Up states. 
Persistent activity during natural sleep
We next sought to determine whether the persistent Up states in MECIII neurons would occur during drug-free, natural sleep. We first quantified the probability of Up states being persistent as a function of several different properties of the neocortical UDS that are known to relate to the depth of anesthesia 4, 38 . The amount of persistence of a given MECIII neuron was weakly, correlated with changes in neocortical Down state duration, peak UDS frequency and neocortical UDS duty cycle ( Supplementary  Fig. 5 ). Notably, in all three cases, the correlations were such that when the depth of anesthesia was lighter (that is, shorter neocortical Down states, higher UDS frequencies and a greater fraction of time spent in the Up state) the probability of persistent MECIII Up states increased. Cyclic alternations in brain state that occur during anesthesia and natural sleep may also influence persistent activity 4 ; however, these fluctuations occur over much longer time scales of minutes, and additional experiments are therefore needed to quantify these effects.
These results suggest that MECIII persistent Up states may occur at comparable or increased rates during natural sleep, where the slow oscillations are more similar to lighter anesthesia. To directly test this possibility, we measured the membrane potential of MECIII neurons in unanesthetized, sleeping mice. We found that MECIII neurons exhibit similar persistent activity during natural sleep (Fig. 4) . We emphasize that studying these phenomena under the more controlled anesthetized condition allows for more precise quantification of persistent activity, and the underlying mechanisms, in vivo. The transferability of our results to natural sleep is further supported by prior findings showing strong similarities of UDS between urethane anesthesia and natural sleep 4, 8, 39 .
Persistent Up states cannot be elicited by current injections Neurons in both the MEC and LEC can show persistent activity after depolarizing stimulation in vitro [28] [29] [30] . To determine whether similar mechanisms 40 contribute to the persistent activity that we found in vivo, we first considered whether persistent activity was related to a cell's membrane polarization. Although the Down state membrane potentials were not significantly different between MECIII (−74.9 ± 0.83 mV) and LECIII (−78 ± 1.4 mV) neurons (P = 0.12), we found that MECIII neurons had significantly more depolarized Up states (−52.5 ± 0.62 mV, P = 3.2 × 10 −7 ) and correspondingly larger UDS amplitudes (22.5 ± 0.57 mV, P = 5.6 × 10 −7 ) than LECIII neurons (Up state amplitude, −68 ± 2.0 mV; UDS amplitude, 10 ± 1.2 mV; Table 1 ). In addition, MECIII neurons had substantially higher average firing rates than LECIII neurons during Up states ( Table 1) . Despite the more depolarized Up states of MECIII neurons, however, neither Fig. 6 ). Thus, the more depolarized Up states of MECIII neurons alone could not account for the differences in persistence observed between MECIII and LECIII neurons. To determine whether electrical stimulation similar to that used in in vitro studies could elicit persistent activity in vivo, we injected depolarizing currents into MECIII neurons for 1 or 12 s, comparable durations to those used previously in in vitro studies [28] [29] [30] . These depolarizing current injections elicited robust increases in the spiking of MECIII neurons, with average increases of 170% (1-s injection) and 200% (12-s injection) from the spontaneous firing rate (Supplementary Fig. 7) . However, the neurons did not persist in the depolarized Up state following the termination of current injections of either duration. In addition, we also verified that LECIII neurons did not exhibit persistent activity following 12-s current injections (Supplementary Fig. 7) . Thus, the spontaneous persistent activity that we observed may depend on alternate mechanisms, such as network interactions, rather than to the cellular mechanisms that have been characterized in vitro [28] [29] [30] 40 .
MECIII persistent Up states drive hippocampal CA1 neurons
What is the effect of MECIII persistent activity on cortico-hippocampal interactions? To determine this, we simultaneously recorded neocortical LFP, MECIII neurons' membrane potential and spiking activity from the hippocampal output region CA1 that receives direct inputs from ECIII 19, 20 (n = 14; see Online Methods). Given that the relative strengths of LECIII and MECIII projections are graded along the proximodistal axis of CA1 20, 41, 42 , we recorded from the intermediate region of CA1 receiving inputs from both LECIII and MECIII neurons. Consistent with previous work, both during sleep 8,9,17 and anesthesia 7, 8 , CA1 activity exhibited LIA or irregular, npg a r t I C l e S slow fluctuations (Fig. 5a) . Although the neocortical LFP and LECIII neurons' membrane potentials had similar power spectra, the power spectra of MECIII neurons' membrane potential showed significantly lower peak frequencies (0.29 ± 0.018 Hz) than the neocortical LFP (0.46 ± 0.014 Hz, P = 6.9 × 10 −8 ; Fig. 5b) . The peak frequency of MECIII neurons' UDS was also significantly correlated with the fraction of persistent Up states (Spearman's rho: −0.49, P = 1.2 × 10 −3 ). Notably, CA1 MUA showed a similar power spectrum to MECIII neurons' membrane potential, with peak frequencies that were significantly lower than those of the neocortical LFP (0.24 ± 0.026 Hz, P = 4.9 × 10 −4 ), but comparable to those of the MECIII membrane potential (P = 0.081). Thus, both MECIII neurons and CA1 MUA showed significantly lower frequency UDS that was reflective of the MECIII persistent Up states. Although the CA1 spiking activity appeared to be only weakly related to neocortical UDS, it was clearly modulated by the UDS of the MECIII neurons (Fig. 5a) . To determine the specific dependence of CA1 MUA on neocortical and MECIII UDS, we performed a linear regression analysis using both the MECIII and neocortical states as predictors (see Online Methods). This confirmed that CA1 MUA was strongly positively modulated by MECIII Up states (P = 1.2 × 10 −4 ), whereas it was significantly negatively modulated by neocortical Up states (P = 0.013; Fig. 5c and Supplementary Fig. 8) . We also performed a within-sample analysis and found that within individual persistent MECIII Up states CA1 MUA rates were significantly reduced during the neocortical Down states (−0.39 ± 0.092 z, P = 1.2 × 10 −3 ).
To disentangle the specific influences of neocortical and MECIII Up and Down transitions on CA1 MUA in a time-resolved manner, we performed a second set of regression analyses incorporating separate coefficients for MECIII and neocortical state transitions at each time lag relative to CA1 MUA (see Online Methods). This analysis further illustrated that CA1 MUA was strongly locked to MECIII state transitions, whereas it was weakly inhibited during the neocortical Up states (Fig. 6a,b) . We then tested whether MECIII persistent Up states specifically contributed to shaping CA1 activity by computing the neocortical Down transition-triggered averages separately for neocortical Down transitions that were not skipped by MECIII persistent Up states (Fig. 6c) and those that were skipped (Fig. 6d) . Indeed, CA1 MUA showed a sustained response throughout the MECIII persistent Up states, which was clearly different from the response during nonpersistent states. Average CA1 MUA rates were significantly higher during persistent MECIII Up states than during nonpersistent states (P = 6.7 × 10 −3 ; Fig. 6e) . Furthermore, neocortical Up states exerted an even more pronounced suppressive influence on CA1 MUA in the persistent MECIII Up states (P = 1.7 × 10 −3 ; Fig. 6f) , as was also apparent in the example trace (Fig. 5a) . Thus, hippocampal activity was largely driven by the MECIII activity, particularly the MECIII persistent activity, and it was weakly inhibited by neocortical activity 7 . Notably, a substantial amount of unexplained variance of CA1 spiking remained even after accounting for the influence of MECIII activity, probably because CA1 neurons are also driven by CA3 inputs, which do not show clear UDS modulation 7, 8 .
Although the projections from MECIII and LECIII target different parts of CA1, MEC and LEC layer II projections converge onto the same populations of neurons in the dentate gyrus 20 . To determine whether similar patterns of persistent activity could be observed in the dentate gyrus, we analyzed UDS from dentate gyrus granule cells 7 (n = 10). Although these neurons exhibited clear UDS, with a similar short delay in the Up transition relative to neocortical UDS 7,8 , they did not exhibit persistent activity ( Supplementary  Fig. 9 ). This could either occur because entorhinal layer II neurons do not show persistence during UDS or because dentate gyrus and CA1 neurons integrate their inputs differently. We hypothesize the former mechanism, which remains to be tested.
Taken together, our results suggest a region-specific pattern of cortico-hippocampal interactions, whereby MECIII neurons produce a partial decoupling of the CA1 activity from neocortical UDS via their markedly delayed Down transitions and persistent Up states. Notably, we found that there was a strong correlation between a neuron's Downtransition lag and its probability of having persistent Up states, which was significant for both the MECIII (r = 0.45, P = 3.5 × 10 −3 ) and LECIII (r = 0.76, P = 2.4 × 10 −3 ) neurons (Fig. 7a) . This suggests that the two phenomena may be related by a simple stochastic mechanism, whereby entorhinal neurons exhibit variable hysteresis in their response to cortical state transitions. Neurons with longer Down-transition lags are therefore more likely to 'miss' a neocortical Down state entirely, resulting in more persistent Up states (Fig. 7b) .
DISCUSSION
Previous studies have shown that states of persistent depolarization and spiking can be induced in vitro in both LEC 29 and MEC neurons 28 npg a r t I C l e S using electrical, synaptic or pharmacological stimulation. We provide, to the best of our knowledge, the first direct evidence of persistent activity in ECIII neurons in vivo, occurring spontaneously and exclusively in MECIII, but not in LECIII, neurons. Current injections similar to those used in vitro could not elicit persistent activity in MECIII or LECIII neurons in vivo. This difference could be a result of the lack of spontaneous activity, reduced inhibition, and different ionic and neuromodulatory compositions in vitro, and suggests that both cellular and excitatoryinhibitory network mechanisms may be involved in in vivo persistent activity 43 . The observation that pyramidal and nonpyramidal neurons in MECIII showed similar degrees of persistence, whereas neither cell type showed significant persistent activity in LECIII, suggests that network mechanisms may be particularly important. Indeed, the termination of MECIII Up states in vitro depends on the activation of local inhibition 32 .
Our results provide additional evidence of the divergent electrophysiological properties of MEC and LEC neurons 21, 23, 26 , which are thought to provide distinct channels for spatial and nonspatial information relayed to the hippocampus [23] [24] [25] . Notably, MECIII and LECIII neurons are quite similar anatomically and physiologically, with similar cell types and basic physiological properties 33, 34 . The virtually all-or-none dissociation between MECIII and LECIII persistent activity is therefore surprising. This difference could either arise upstream of these structures or as a result of the precise network connectivity and balance between excitation and inhibition in these two networks. The observation that LECIII neurons were substantially less depolarized than the MECIII neurons during the Up state, but not the Down state (Table 1) , further implicates network mechanisms; however, the differences in Up state depolarization alone could not account for the lack of persistence in LECIII neurons. Indeed, recent theoretical work has shown that the duration of Up states compared with Down states is influenced by the precise connectivity between excitatory and inhibitory neurons 44 . These findings remained unchanged across a range of anesthesia depths, and we even found that the amount of persistence in MECIII neurons increased slightly when the depth of anesthesia was reduced (Supplementary Fig. 2 ), possibly as a result of increasing levels of neuromodulators, including acetylcholine, that facilitate persistent activity in vitro 28, 29 . In addition, our whole-cell measurements of MECIII membrane potential in naturally sleeping animals showed similar persistent Up states. However, the relatively longer duration of Down states observed under anesthesia, compared to normal sleep, allows unequivocal detection, and more accurate analysis, of the temporal dynamics of persistent activity and its influence on corticohippocampal interactions, which are thought to be critical for memory consolidation [9] [10] [11] [12] 45 . Although the inputs from ECIII neurons to the hippocampus are required for this process 13 , the effect of ECIII inputs on cortico-hippocampal interactions has remained unknown. A previous study 8 measured the membrane potential of entorhinal and hippocampal neurons using sharp electrodes in rats. They reported UDS oscillations in entorhinal cortex that were coherent with, but temporally delayed relative to, neocortical UDS, which is consistent with our findings. They neither differentiated between MEC and LEC nor reported any persistent activity. They did find reduced CA1 gamma power during the ECIII Up states, which is consistent with our finding of reduced CA1 activity during the LECIII Up states. A relatively weak and variable coupling between hippocampal activity and neocortical slow-wave sleep oscillations has been reported [7] [8] [9] 18 , with many CA3 and CA1 pyramidal neurons being most active during the neocortical Down state 7, 8 . This could be explained by our finding that CA1 activity is strongly tied to MECIII neurons' Up states, particularly the persistent Up states, resulting in the divergence of hippocampal and neocortical activity during slow-wave sleep. Although the MECIII persistent activity excited CA1 activity, the neocortical activity exerted a weak inhibitory effect. This could occur via the cortically phase-locked activity of certain hippocampal interneurons 6, 8 , possibly driven by LECIII inputs, or other afferent structures synchronized with neocortical UDS. As the MEC and LEC inputs to CA1 are segregated along the proximo-distal axis 20, 41, 42 , this suggests that activity in the distal part of CA1 would have greater correlation with LEC, and hence stronger correlation with neocortical UDS, whereas proximal CA1, which exhibits greater spatial selectivity, should show greater correlation with MEC. This remains to be tested.
Our results indicate that persistent activity, which is thought to mediate working memory 46 , occurs spontaneously during slow-wave sleep. These findings also suggest that, during the neocortical Down states, the hippocampal output is driven to a substantial extent by the MECIII neurons' persistent activity, which may influence the subsequent neocortical Up states, providing a bidirectional dialog between the two structures. The MECIII persistent Up states reported here could thus serve to produce the interleaved activation of old and new memories in the cortico-entorhinal-hippocampal circuit 12 , thereby facilitating the consolidation [10] [11] [12] [13] [14] [15] 45 of recently learned spatial information 47, 48 . In addition, persistent activity of MECIII neurons, similar to that reported here, could also occur during behavior and underlie the learning of temporal associations 16 and of long behavioral sequences 49 .
METHODS
Methods and any associated references are available in the online version of the paper.
Note: Supplementary information is available in the online version of the paper.

ONLINE METHODS
Animals, surgery and histology. Methods were similar to those described previously 6, 7 . Briefly, data were obtained from 49 C57BL6 mice (MECIII, 37 mice; LECIII, 12 mice) aged postnatal day 26-42 (30.9 ± 0.51, mean ± s.e.m.) weighing between 12.5 and 29.2 g (17.3 ± 0.43 g). Mice were anesthetized with urethane (between 1.2 and 2.0 g per kg of body weight, 1.64 ± 0.035 g per kg, intraperitoneal). There were no significant differences between the ages (P = 0.65, Wilcoxon rank sum test) or weights (P = 0.52) of the mice in which MECIII or LECIII cells were recorded. Similarly, the depth of anesthesia, as measured by several cortical UDS properties 38 , including peak frequency (P = 0.082), average Down state duration (P = 0.20) and average duty cycle (P = 0.37; Supplementary Fig. 5 ) was not significantly different between MECIII and LECIII recordings. Body temperature was maintained at 37 °C with the help of a heating blanket. The animals were head-fixed in a stereotaxic apparatus and the skulls exposed. A metal plate was attached to the skull and a chamber formed with dental acrylic, which was filled with warm artificial cerebrospinal fluid. Two 1-mm diameter holes, one for the LFP recordings and one for the whole-cell recordings, were drilled over the left hemisphere and the underlying dura mater was removed. For unanesthetized recordings, animals were not given urethane, but were operated under isoflurane (2%, vol/vol), which was discontinued after completion of surgery, after which animals were allowed to sleep naturally. Recordings were performed 2-6 h later.
After electrophysiological recordings, mice were killed by transcardial perfusion with 0.1 M phosphate buffer, followed by 4% paraformaldehyde solution (wt/vol), and 150-200 µm thick sagittal (for MEC) or coronal (for LEC) brain sections were processed with the avidin-biotin-peroxidase method. In the majority of slides, a subsequent Nissl stain was applied before embedding. This visualization of biocytin-filled neurons allowed the determination of cell type, layer and precise recording site. The layer III pyramidal neurons used in this study were distinguished from other excitatory neurons and interneurons by prototypical pyramidal cell morphology with a single prominent apical dendrite and characteristic dendritic branching. Neurons that were not clearly identified, or neurons for which the determination of layer was ambiguous, were excluded from analysis. Nonpyramidal neurons were defined by multipolar, stellate or complex morphology (more than one thick primary dendrite) plus dendritic spines. We made three-dimensional reconstructions of the dendritic tree and of the initial axonal segment from neurons with a Neurolucida system (Microbrightfield), from which the insets in Figure 1a ,b are taken. Dentate gyrus granule cell recording methods and cell identification have been described previously 7 . All experimental procedures were carried out according to the animal welfare guidelines of the Max Planck Society. electrophysiology and data acquisition. LFP were recorded with a single-shank multisite probe (NeuroNexus Technologies). LFP from posterior parietal cortex (2.0 mm posterior to bregma, 1.5 mm lateral from midline, approximately 400-500 µm below the cortical surface) was used for the analyses in this study. In vivo intracellular membrane potential was recorded in whole-cell configuration using borosilicate glass patch pipettes with direct current (DC) resistances of 4-8 MΩ, filled with a solution containing 135 mM potassium gluconate, 4 mM KCl, 10 mM HEPES, 10 mM phosphocreatinine, 4 mM MgATP, 0.3 mM Na 3 GTP (adjusted to pH 7.2 with KOH), and 0.1 or 0.2% biocytin (wt/vol) for histological identification. Whole-cell recording configuration was achieved as described previously 50 . Relative to bregma, the craniotomy for the membrane potential recordings was made around 4.5 mm posterior and 4 mm lateral for MEC neurons, and 3.5-4 mm posterior, 4.5 mm lateral and 4 mm ventral for LEC neurons. The average initial series resistance was 46 MΩ. Membrane potential values were corrected for the estimated junction potential of approximately +7 mV. Both LFP and membrane potential were recorded continuously on a Cheetah acquisition system (Neuralynx) for 1,140 ± 40 s (mean ± s.e.m.). That complete recording was used for subsequent analysis of spontaneous activity as described below.
In some experiments, current injections were done for 1 or 12 s. The amount of injected current was adjusted so that it led to depolarizations 1-2-fold greater than the maximum Up state amplitude. The required current injection amplitudes varied largely between neurons reflecting mainly variations in access resistance in the respective recordings.
The membrane potential was acquired by Axoclamp-2B (Axon Instruments) and fed into a Lynx-8 amplifier (Neuralynx). The membrane potential and LFP were recorded by an HS16 preamplifier (Neuralynx). LFPs were sampled at 2 kHz, low-pass filtered below 250, 425 or 475 Hz, and amplified 1,000-5,000 times. The membrane potential was low-pass filtered below 9 kHz, sampled at 32 kHz, and amplified 50-150 times. Simultaneously, the DC value of membrane potential was recorded by an ITC18 interface (Instrutech) under the control of Pulse software (Heka) or by a Micro1401 with Spike2 software (CED). Some of these DC-coupled data were recorded in discontinuous sweeps of 7 or 10 s, separated by 5 or 2 s, respectively.
In addition, in many experiments hippocampal MUA was simultaneously recorded from the CA1 region of the hippocampus. In these experiments, a deeper electrode of the multisite probe was positioned in the cell body layer of CA1, which was identified by a prominent peak in the MUA rate versus depth profile at a depth of approximately 1,300 µm from the cortical surface. These MUA signals were filtered between 600 and 9,000 Hz, and sampled at a rate of 32 kHz when an amplitude threshold was crossed. Spikes were taken as events with peak amplitudes greater than 30 µV.
Statistics and hypothesis testing. All analysis was performed with custom software using Matlab (MathWorks). We report central tendencies and variability as mean and s.e.m. All hypothesis tests were performed using two-sided nonparametric Wilcoxon rank-sum tests for equal medians. Wilcoxon signed rank tests were used for paired comparisons, or one-sample tests. Means and s.e.m. for LFP data are computed from all LFP recordings (pooled across MEC and LEC data sets). Correlations were computed using Spearman's rank correlation coefficient. A P value of less than 0.05 was considered to be significant. data preprocessing. All analysis was restricted to subthreshold fluctuations in the membrane potential by removing spikes from the membrane potential as follows. The temporal derivative of the bandpass-filtered (100 Hz to 8 kHz) membrane potential signal was computed and converted to units of z score. Times at which the derivate of the filtered signal exceeded a fixed threshold (10 z) were taken as spike times, and spike waveforms were then removed by replacing 3 ms of data following the onset of each spike by linear interpolation of adjacent values.
To determine the amplitude of the membrane potential signal in units of millivolts, we aligned the DC-coupled membrane potential data (recorded with either the Instrutech or CED hardware) with the high-pass filtered membrane potential and LFP data (recorded with the Neuralynx hardware). Such alignment was necessary because detection of membrane potential and LFP UDS was performed on the filtered data. This insured that the detection of UDS in the membrane potential and LFP signals was performed on signals acquired with identical hardware (and matched filtering properties), and also avoided problems with detecting UDS in discontinuously recorded DC-coupled membrane potential data. To align the signals, both the DC-coupled and filtered membrane potential signals were first high-pass filtered above 2 Hz. The DC-coupled signal was down-sampled to have the same sampling frequency as the filtered signal (2,016 Hz). The DC-coupled and filtered membrane potential signals were then aligned by finding the location of the maximal value of the cross-correlogram.
Up state amplitudes were given by the Up state conditional mean of the membrane potential signal. To reduce biases created by the positive skewness of Down state conditional membrane potential distributions, the Down state amplitudes were given by the conditional mode of the membrane potential distribution. Spike width was determined by finding the width at half-maximum of the average spike waveform (membrane potential high-pass filtered above 60 Hz). For both UDS amplitude and spike width calculations, only the first 20% of data were used for each recording to minimize the effects of changes in access resistance over the duration of the recording. For spike width calculations, only neurons with at least ten spikes were used for analysis. For ease of visual comparison between membrane potential and LFP signals, the LFP signals were inverted so that neocortical Up states corresponded to positive-going deflections.
explicit-duration hidden markov model detection of Up and down states.
Given that activity under urethane anesthesia is known to undergo periods of desynchronized activity in which UDS are absent 4,51 , we located such epochs and excluded them from all analysis. This was accomplished by first computing the spectrogram of the signal in 15-s overlapping windows using multi-taper methods (Chronux Matlab toolbox 52 ; http://chronux.org/) with a time-bandwidth product of 4, and seven tapers 53 . The maximum log power in npg the range of 0.05-2 Hz and the integral of the log power in the 4-40-Hz range were then used to locate desynchronized epochs in the data.
UDS of both membrane potentials and LFPs were classified using two-state explicit-duration hidden Markov models (EDHMMs), as described previously 54 . Briefly, membrane potential and LFP signals were first filtered in the lowfrequency (0.05-2 Hz) range. We then fit a Gaussian-observation EDHMM to the filtered signal, with inverse Gaussian models of the state duration distributions. Because the amplitudes of the Up and Down states could vary substantially over the course of an experiment, we allowed the means of the state-conditional Gaussians to be slowly varying functions of time by introducing time-localized window functions (rectangular windows of length 50 s) into the parameter reestimation procedure. After finding maximum likelihood parameter estimates of the EDHMM, the maximum likelihood 'Viterbi' state sequence was computed and used to define UDS in all analysis.
Assignment of corresponding neocortical-entorhinal state transitions. To determine the temporal relationship between neocortical and entorhinal state transitions, we developed an unbiased algorithm to assign a best correspondence between individual neocortical and entorhinal state transitions 54 . Each entorhinal Up (Down) transition was assigned (linked) to at most one corresponding neocortical Up (Down) transition, and vice versa. As there was not a one-to-one correspondence between entorhinal and neocortical UDS, not every state transition was assigned a corresponding transition. Entorhinal Up transitions were linked with corresponding neocortical Up transitions using a greedy search algorithm. In each iteration of the algorithm the entorhinal-neocortical Up-transition pair that was least separated in time was linked. This procedure was terminated once either all of the entorhinal or all of the neocortical Up transitions had been linked. Next, any crossed links were eliminated by removing the link between the Uptransition pair that was more separated in time. This served to preserve the same temporal ordering of the entorhinal Up transitions and their linked neocortical counterparts. After assigning corresponding Up transitions, a similar algorithm was used to link entorhinal and neocortical Down transitions. The relative timing of entorhinal state transitions was then computed with respect to their corresponding neocortical state transitions as defined above.
Entorhinal-neocortical Up state pairs were then defined as pairs of Up states with linked Up and Down state transitions, and similarly for Down states. Because there was not a one-to-one correspondence of entorhinal and neocortical Up states, some entorhinal Up states were found to correspond to more than one neocortical Up states. Such instances are referred to as persistent Up states. Specifically, any entorhinal Up state for which the Up and Down transitions were linked to state transitions of different neocortical Up states were defined as persistent entorhinal Up states (Supplementary Fig. 10 ). Entorhinal state transitions that were not linked with a corresponding neocortical state transition using this procedure were excluded from analysis of persistence and relative state transition timing.
Robustness of persistent Up states.
To make our definition of persistent Up states more robust to false detection of short-lived neocortical Down states, we required that any persistent Up state 'skipped' over at least one corresponding neocortical Down state whose duration was at least 0.5 s. Entorhinal Up states that skipped over neocortical Down states lasting less than this threshold duration were excluded from analysis. This requirement prevented entorhinal Up states from being identified as persistent as the result of the splitting of a corresponding neocortical Up state by a spuriously detected neocortical Down state. The minimum duration of 0.5 s was chosen because it constituted approximately 10% of neocortical Down states. All results were qualitatively similar without this criterion.
computing entorhinal state durations in units of neocortical UdS cycles.
To compute the duration of each entorhinal Up state in units of corresponding neocortical UDS cycles, the neocortical LFP signal was first shifted so that the corresponding Up transitions in the membrane potential and LFP were aligned. Each complete neocortical Up or Down state was then treated as 0.5 cycles, and the fraction of the next neocortical state completed before the membrane potential Down transition was added to get the duration of the membrane potential Up state (Supplementary Fig. 10 ).
Analysis of cA1 mUA. The instantaneous rate, r hpc (t ), of CA1 MUA was computed by binning spikes (4-ms bins), and smoothing the resulting time series using a Gaussian kernel (sigma = 50 ms). This estimate of the MUA rate was then normalized to have units of z score to allow for comparison across recordings. Several analyses were then performed to determine the influence of neocortical and MECIII UDS on CA1 MUA. First, to determine the effect of MECIII and neocortical state on CA1 MUA, we fit models of the form 
t t t t t
Where y MEC (t) (not to be confused with the x(t) above) is 1 at the time of an MECIII Up or Down transition, and 0 otherwise. Note that the parameters α(τ) and β(τ) in this case are computed for a series of time lags τ ranging from -τ max to τ max . Thus, this model quantifies the specific contributions of neocortical and MECIII Up or Down transitions at each time lag relative to CA1 MUA rates.
Spectral analysis. Power spectra were estimated using multi-taper methods (Chronux Matlab toolbox 52 ). Power spectra were computed in non-overlapping 50-s windows using a time-bandwidth product of three and five tapers 53 , and the averages across time windows (excluding desynchronized epochs) and tapers were taken.
