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Introduccio´n.
El presente trabajo es fruto de un proyecto de investigacio´n realizado gracias
a la beca Ikasiker, ofrecida por el Gobierno Vasco al alumnado universitario
que desea iniciarse en tareas de investigacio´n. En mi caso, adema´s del di-
rectordel trabajo, he colaborado con Agust´ın Santos y Antonio Ferna´ndez,
investigadores del instituto IMDEA Networks en Madrid, para desarrollar
un modelo matema´tico aplicable al registro de bloques en sistemas block-
chain.
Los dos objetivos principales del proyecto han sido:
(i) Adaptar el mecanismo Quid Pro Quo (QPQ) que Santos y Ferna´ndez
disen˜aron originalmente para resolver el problema de asignacio´n de
tareas de manera o´ptima [1] al registro de bloques en una blockchain
por orden preferente y demostrar que los resultados anal´ıticos del me-
canismo se mantienen. A lo largo del documento, llamamos a esta
adaptacio´n mecanismo QPQ a un nivel.
(ii) Disen˜ar este u´ltimo mecanismo con una nueva arquitectura que permi-
te ejecutar el mecanismo con un menor intercambio de informacio´n. En
este caso, denominamos al mecanismo QPQ a dos niveles. Basa´ndonos
en la misma idea, proponemos como trabajo futuro la extensio´n del
mecanismo a m niveles, m > 2.
La motivacio´n de adaptar el mecanismo Quid Pro Quo al registro de bloques
en blockchain por orden preferente es doble: por un lado, mencionamos que
la blockchain es una tecnolog´ıa innovadora de registro de datos cuyas apli-
caciones esta´n creciendo constantemente y, por otro lado, que los requisitos
que originalmente satisface el mecanismo Quid Pro Quo son tambie´n respe-
tados en esta nueva contextualizacio´n, tal y como explicamos en la memoria.
En cuanto a la estructura del trabajo, presentamos en el primer cap´ıtulo
una breve introduccio´n a los sistemas blockchain y al problema de asigna-
cio´n de recursos. El registro de bloques en blockchain por orden preferente
es un caso particular de e´ste u´ltimo problema.
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En el segundo y tercer cap´ıtulo presentamos y analizamos, respectivamen-
te, el mecanismo QPQ a un nivel. El mismo esquema es respetado para el
mecanismo QPQ a dos niveles en los dos siguientes cap´ıtulos. Finalmente,
terminamos el trabajo presentando las conclusiones del proyecto y propo-
niendo al lector cuestiones abiertas relacionados con el mecanismo.
Cap´ıtulo 1
Asignacio´n de recursos y
blockchain
El objetivo de este primer cap´ıtulo es introducir brevemente el concepto
de blockchain y presentar el problema de registro de bloques por orden de
preferencia, el cual es un caso particular de la asignacio´n de recursos. Por
u´ltimo, mencionamos las hipo´tesis generales en las que se basa el problema
considerado.
1.1. Introduccio´n a blockchain
La Tecnolog´ıa de Registros Distribuidos (DLT, por sus siglas en ingle´s) ha-
ce referencia a un enfoque innovador y en creciente evolucio´n de registro y
compartimento de datos a trave´s de mu´ltiples ledgers (libros de contabili-
dad), los cuales tienen el mismo registro de datos y esta´n controlados de
forma colectiva por una red distribuida P2P 1 de computadores, los cuales
se llaman nodos o jugadores [2].
Esta tecnolog´ıa permite a sus miembros registrar, compartir y validar si-
multa´neamente un ledger comu´n en el que cada transaccio´n de datos esta´
registrada y no puede ser posteriormente modificada. Adema´s, cabe destacar
que los datos son administrados de forma descentralizada: son los propios
nodos quienes tienen el control.
A d´ıa de hoy, el tipo de DLT ma´s conocido es blockchain. Esta funciona
usando criptograf´ıa y me´todos algor´ıtmicos para crear y legitimar la nueva
informacio´n an˜adida al ledger, pero a diferencia de otros tipos de DLT, los
datos se organizan en bloques que se unen formando una cadena digital.
1Una red P2P es una red de ordenadores que funcionan sin clientes ni servidores fijos;
actu´an simulta´neamente como clientes y servidores respecto a los dema´s nodos de la red.
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Gran parte del e´xito de blockchain es debido a que es la tecnolog´ıa sub-
yacente del Bitcoin, la moneda digital ma´s usada en todo el mundo. Por
ello, es frecuente asociar este tipo de DLT con las criptomonedas, a pesar
de ser muchas las aplicaciones de esta tecnolog´ıa, que asegura una manera
ma´s segura y rentable de crear y administrar bases de datos. Citamos, entre
otros, los siguientes a´mbitos donde se aplica blockchain [3] : almacenamien-
to en la nube distribuido, gestio´n de identidades, registro y verificacio´n de
datos, voto a trave´s de Internet y servicios de notar´ıa.
1.2. Asignacio´n de recursos
Uno de los problemas de blockchain es decidir que´ bloque an˜adimos a la
cadena cuando los jugadores que la comparten realizan propuestas diferen-
tes. Este problema es un caso particular de la asignacio´n de recursos, que
definimos formalmente a continuacio´n.
Definicio´n 1. El problema de asignacio´n de recursos es una tupla< R,N ,Θ >
donde:
(i) R = {r1, r2, ...} es un conjunto ordenado de recursos.
(ii) N = {n1, ..., nk} es un conjunto de nodos o jugadores, de taman˜o finito
k ∈ N.
(iii) Θ = {θj}kj=1 es un conjunto de variables aleatorias donde θj representa
las preferencias del jugador nj . Esta informacio´n es privada (solo es
conocida por el jugador nj). La preferencia de nj por un recurso r se
denota por θj(r).
En nuestro caso, los jugadores son los miembros que comparten la block-
chain. El conjunto de recursos son las posiciones de la cadena en la que los
jugadores an˜aden los bloques, las cuales se asignan de manera ordenada, es
decir, si la u´ltima posicio´n registrada en la cadena es rk, la siguiente posicio´n
subastada para el registro del siguiente bloque sera´ rk+1.
Las preferencias de los jugadores por registrar su bloque en cada posicio´n
rk sirven parar realizar el registro por orden preferente, es decir, en cada rk
se registrara´ el bloque propuesto por el jugador cuya preferencia por dicha
posicio´n es ma´s alta. La preferencia (o urgencia) por registrar un bloque en
la cadena puede variar segu´n el contexto en el que utilicemos blockchain, tal
y como justificamos en los siguientes ejemplos:
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Si la blockchain implementa una criptomoneda, como por ejemplo bit-
coin, los jugadores son los usuarios de dicha moneda, cuyas preferencias
por registrar sus bloques en la cadena dependen de las comisiones que
reciban por tal registro.
Consideremos una blockchain que ayuda a los bancos a reconciliar
cuentas. En este caso, los bancos (jugadores) pueden tener mayor ur-
gencia (preferencia) en registrar sus transacciones porque, hasta que
ello no ocurra, puede haber otros procesos esperando.
En el caso de implementar blockchain en micropagos (por ejemplo, la
compra de un cafe´), los jugadores ser´ıan los individuos que realizan el
pago, y sus preferencias en registrar su bloque puede ser mayores si
hasta que no quede registrado el pago no obtienen el producto por el
que pagan (en este caso, el cafe´).
1.3. Requisitos del modelo
El problema de registro de bloques a una blockchain cumple los siguientes
requisitos.
Medida de utilidad abstracta. La preferencia de un jugador por re-
gistrar su bloque en la cadena puede depender de diversos factores. Por
ejemplo, en caso de que la blockchain implemente una criptomoneda,
ante un mismo bloque un jugador puede primar el beneficio econo´mi-
co que le genera el hecho de registrarlo, mientras que otro puede dar
ma´s importancia a que queden registradas las transacciones impl´ıcitas
en el bloque. Por ello, suponemos que cada jugador utiliza su propia
me´trica y unidades para medir su preferencia por los recursos.
No hay sistema de pago. Asumimos que no es posible el pago entre
los jugadores2. Para que lo fuera, ser´ıa necesario que los jugadores
tuvieran la misma referencia monetaria (euro, dolar, ...). Sin embargo,
dado que cada jugador mide su coste en sus propias unidades, es dif´ıcil
encontrar dicha referencia.
Racionalidad de los jugadores. El hecho de que los jugadores sean
perfectamente racionales significa que estos son capaces de calcular
siempre la mejor estrategia, lo cual conlleva a veces a resolver proble-
mas muy complejos. Sin duda alguna, esto no es siempre posible y por
ello suponemos que los jugadores esta´n racionalmente limitados.
2Por ejemplo, un jugador podr´ıa pagar a otros para que declaren una preferencia menor
por an˜adir su bloque, y as´ı tener menos competencia.
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No hay entidad central. Tal y como hemos explicado anteriormen-
te, la blockchain es administrada de forma descentralizada, es decir,
funciona sin la presencia de una entidad central que indica a quien se
le asigna cada recurso.
Cap´ıtulo 2
Introduccio´n al mecanismo
QPQ a un nivel
El mecanismo Quid Pro Quo (QPQ) presentado en [1] se disen˜a original-
mente para repartir un conjunto de tareas entre un grupo de jugadores de
forma que el trabajo total realizado por el grupo sea mı´nimo. Para cada ta-
rea, los jugadores declaran los costes que les supone realizarla y finalmente
esta es asignada al jugador cuyo coste es menor.
Aqu´ı, en cambio, adaptamos el mecanismo para registrar bloques en una
blockchain por orden de preferencia, con el objetivo de maximizar el bene-
ficio total conseguido por el grupo de jugadores. De aqu´ı en adelante, nos
referimos a e´l como mecanismo QPQ a un nivel.
A continuacio´n, presentamos las restricciones que imponemos al modelo para
poder aplicar el mecanismo y despue´s nos centramos en explicar detallada-
mente el algoritmo.
2.1. Restricciones del mecanismo
En el cap´ıtulo anterior menciona´bamos los requisitos generales del problema
considerado. En adicio´n a ellos, presentamos ahora unas condiciones suple-
mentarias que garantizan un correcto funcionamiento del mecanismo QPQ
a un nivel en el contexto considerado.
Por un lado, suponemos que los jugadores esta´n bien identificados y que
el conjunto de todos ellos es invariante: no hay jugadores que dejen de par-
ticipar en la blockchain, ni nuevos nodos que se unan. Asumimos tambie´n
que cada vez que se vaya a registrar un bloque en la cadena, todos partici-
pan (es decir, todos realizan una propuesta) y que el jugador elegido por el
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mecanismo es efectivamente quien registra el bloque en la cadena. Adema´s,
la comunicacio´n entre ellos sera´
fiable. En particular, en el algoritmo que describimos los jugadores
intercambian sus preferencias por an˜adir su bloque a la cadena, y su-
ponemos que estos valores son recibidos correctamente.
concurrente. Suponemos que cada jugador env´ıa su preferencia por
an˜adir su bloque a la cadena antes de recibir los valores del resto de
jugadores.
Por ello, suponemos que las preferencias de los jugadores no esta´n correladas,
es decir, que las variables aleatorias {θj}kj=1 son independientes. Tambie´n
suponemos que estas son continuas.
2.2. Preferencias normalizadas
En un principio no podemos comparar las preferencias de los jugadores de
forma nume´rica, ya que cada uno de ellos utiliza su propia me´trica para
medirlas. Para hacer posible la comparacio´n, aplicamos la Transformada
Integral de Probabilidad (PIT)1 a las variables aleatorias que representan
las preferencias de los jugadores.
Definicio´n 2. (Transformada Integral de Probabilidad, PIT). Sea X una
variable aleatoria continua con una funcio´n de distribucio´n FX . Entonces,
la PIT define una nueva variable aleatoria Y = FX ◦ X .
Nuestro intere´s en la PIT es que sigue una distribucio´n uniforme en [0,1].
Proposicio´n 1. Sea X una variable aleatoria con una funcio´n de distri-
bucio´n continua FX . Entonces, la variable aleatoria Y definida por la PIT,
Y = FX ◦ X , sigue una distribucio´n uniforme normalizada.
Demostracio´n. Por ser FX una funcio´n de distribucio´n, la variable aleatoria
Y toma valores en el intervalo [0, 1]:
Y(y) = (FX ◦ X )(y) = FX (X (y)) ∈ [0, 1], ∀y ∈ Y.
Consideramos ahora la funcio´n de distribucio´n FY asociada a Y. Entonces,
1En ingle´s, Probability Integral Transformation.
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Si y 6 0, FY(y) = P [Y 6 y] = 0.
Si y > 1, FY(y) = P [Y 6 y] = 1.
Si y ∈ (0, 1), FY(y) = P [Y 6 y] = P [FX ◦ X 6 y].
FX es mono´tona creciente por ser funcio´n de distribucio´n, luego pode-
mos escribir
FY(y) = P [X 6 max{F−1X (y)}] = FX [max{x | FX (x) = y}] = y.
Queda as´ı demostrado que la funcio´n de distribucio´n FY coincide con la
uniforme normalizada y por lo tanto Y sigue dicha distribucio´n.
Motivados por este resultado, se define la preferencia normalizada del juga-
dor nj ∈ N como θ¯j := PIT (θj). Por construccio´n, estas nuevas variables
aleatorias siguen una distribucio´n uniforme en (0,1) y en consecuencia es
posible compararlas.
Adema´s, como las preferencias de los jugadores son independientes, las nor-
malizadas tambie´n lo son, por ser estas la composicio´n de cada θj y su
respectiva funcio´n de distribucio´n que es continua, luego medible. Esto es
un resultado inmediato que deducimos a partir del siguiente resultado rela-
cionado con variables aleatorias (ver Teorema 2 de la Seccio´n 4.2 en [4]).
Proposicio´n 2. Sea {Xi,j | 1 6 i 6 n, 1 6 j 6 ni} un conjunto de va-
riables aleatorias independientes sobre el espacio de probabilidad (Ω,F , P ).
Entonces, las nuevas variables aleatorias
fi(Xi,1, . . . ,Xi,ni), i = 1, ..., n,
donde fi : R→ R son funciones medibles, son independientes.
2.3. Mecanismo Quid Pro Quo
Por u´ltimo en esta seccio´n, presentamos en la Tabla 2.1 el algoritmo QPQ
a un nivel y a continuacio´n explicamos el mecanismo en detalle.
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Co´digo para el jugador nj y la posicio´n r de la cadena.
1: Estimar el valor θj(r) (preferencia de nj por registrar su bloque en r)
2: Calcular el valor normalizado θ¯j(r) = (PIT (θj))(r)
3: Declarar θ˙j(r) como preferencia normalizada
4: Esperar a recibir los valores declarados θ˙i(r) del resto de jugadores.
5: For all ni ∈ N do
6: if not GoF Test(θ˙i(r), Historici) then
7: θ¨i(r) ← Random(∪{θ˙x(r) | nx ∈ N , nx 6= ni})
8: else
9: θ¨i(r) ← θ˙i(r)
10: end if
11: Historici ← Historici ∪ {θ¨i(r)}
12: end for
13: Sea d = argmax{θ¨i(r) |ni ∈ N}
14: if d = nj then
15: El bloque de nj se registra en r
16: else
17: do nothing (El jugador d es quien registra su bloque en r)
18: end if
Tabla 2.1: Algoritmo QPQ a 1 nivel
Observamos que cada vez que se subasta una posicio´n r de la cadena, los
jugadores declaran un valor θ˙j(r) que representa su preferencia normalizada,
pero la cual puede no coincidir con θ¯j(r), su verdadera preferencia normali-
zada por la PIT .
Como los jugadores env´ıan los valores declarados antes de recibir las prefe-
rencias del resto (concurrencia) y estos son recibidos correctamente (fiabili-
dad), se mantiene la independencia de las preferencias declaradas.
2.3.1. Test de aceptacio´n
Con el objetivo de incentivar a los jugadores a declarar sus verdaderas prefe-
rencias, implementamos en el mecanismo un test de aceptacio´n que rechaza
los valores declarados que no representen la verdadera preferencias norma-
lizada. Este test es el mismo para todos los jugadores, de forma que ante
un mismo valor declarado, todos lo aceptan o todos lo rechazan. Tambie´n
por esta razo´n, todos usan el mismo histo´rico de valores (Historicj) para
cada nj : una lista que recoge las preferencias del jugador nj en las rondas
anteriores y que es utilizada por el test de aceptacio´n para comprobar si el
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valor declarado representa o no la verdadera preferencia normalizada.
En cuanto al test utilizado en el mecanismo, este puede ser cualquier test
de bondad de ajuste (test GoF , por sus siglas en ingle´s), como por ejemplo,
el test χ2, o el de Kolmogorov-Smirnov. Para el estudio de los resultados
anal´ıticos, consideraremos que el test es perfecto, es decir, si un jugador de-
clara su verdadera preferencia normalizada 2, entonces pasa el test; en caso
contrario, el test detecta que el jugador es deshonesto.
En general, el test GoF rechazara´ los valores declarados por un jugador
nj que no siguen la distribucio´n uniforme normalizada y/o que no son inde-
pendientes respecto a los valores guardados en el histo´rico Historicj .
2.3.2. Castigo
En principio, el valor declarado por nj es rechazado cuando no coincide
con su preferencia normalizada, es decir, cuando el jugador decide ser des-
honesto. Un posible castigo para los jugadores deshonestos podr´ıa ser, por
ejemplo, la prohibicio´n de poder registrar su bloque en esa ronda y tomar
tan solo los valores declarados que han pasado el test de aceptacio´n.
No obstante, cuando nj es deshonesto
3, el mecanismo genera para el jugador
un nuevo valor que denotamos por θˆj(r). Este se genera segu´n la distribucio´n
uniforme normalizada y de forma pseudoaleatoria a partir de las preferen-
cias declaradas en la ronda por el resto de jugadores (θ˙i(r), i 6= j). De este
modo, todos regeneran el mismo nuevo valor para nj , ya que si el valor fuera
calculado por cada jugador de forma aleatoria, podr´ıa darse el caso de que,
usando el mecanismo QPQ a un nivel, los jugadores obtuvieran distintos
ganadores para el registro del bloque en la cadena.
A pesar de que esta estrategia parece poco castigo para los jugadores des-
honestos, evita que los jugadores honestos sean fuertemente castigados en
caso de declarar su verdadera preferencia y que esta sea rechazada por el
test GoF 4. Adema´s, ello es un elemento crucial para asegurar que un juga-
dor siempre obtendra´ un mayor beneficio esperado declarando su verdadera
preferencia normalizada.
2De ahora en adelante y cuando no haya lugar a confusio´n, nos referimos simplemente
como preferencia normalizada.
3Decimos que un jugador es deshonesto cuando su valor declarado es rechazado por el
test GoF . En caso contrario, decimos que es honesto.
4Aunque para el ana´lisis del mecanismo consideremos el test GoF perfecto, en la pra´cti-
ca el test puede fallar y considerar para un jugador honesto que su valor declarado no
representa su preferencia normalizada.
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Una vez que aplicamos a todos el test de aceptacio´n, guardamos para cada
jugador el valor θ¨j(r), el cual coincidira´ con el valor declarado cuando este
pasa el test, y con el regenerado en la l´ınea 7 del algoritmo (Tabla 2.1) en caso
contrario. Son estos valores los que compara el mecanismo QPQ a un nivel
a la hora de determinar el jugador que registrara´ su bloque en la cadena, y
por ello nos referimos a θ¨j(r) como la preferencia de nj utilizada (o simple-
mente como la preferencia de nj , cuando no hay lugar a confusio´n con θj(r)).
Por u´ltimo, el algoritmo determina el jugador cuya preferencia θ¨j(r) es ma-
yor, y cuyo bloque se registra en la blockchain en la posicio´n considerada.
Cap´ıtulo 3
Ana´lisis del mecanismo QPQ
a un nivel
En este cap´ıtulo analizamos las propiedades matema´ticas del mecanismo
QPQ a un nivel, teniendo en cuenta las suposiciones explicadas en la sec-
cio´n anterior. Recordamos que los resultados expuestos y sus correspondien-
tes demostraciones son adaptaciones de los resultados propios del mecanismo
explicado en [1], adaptados en este caso al contexto explicado: registro de
bloques en una blockchain por orden preferente. Para ello, primero expone-
mos la notacio´n empleada en este cap´ıtulo y en segundo lugar, presentamos
los resultados anal´ıticos obtenidos.
3.1. Notacio´n
A lo largo del cap´ıtulo vamos a considerar el conjunto N de k > 1 juga-
dores. Las preferencias normalizadas (resp., declaradas) de cada jugador nj
esta´n representadas por las variables aleatorias θ¯j (resp., θ˙j). Asimismo, las
preferencias de nj utilizadas por el mecanismo para determinar quie´n efec-
tuara´ el registro (l´ınea 13 del algoritmo QPQ a un nivel) se denotan por
θ¨j . Recordamos que podemos referirnos a esta u´ltima variable simplemente
como preferencia del jugador nj .
En funcio´n de la verdadera preferencia normalizada, definiremos para cada
jugador nj una variable aleatoria P¯j que representa su beneficio (norma-




θ¯j(r), si nj registra su bloque en r.
0, en caso contrario.
1Nos referimos simplemente a esta variable como beneficio del jugador nj .
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Vemos que el beneficio de nj no depende del valor declarado θ˙j(r), sino de
la preferencia normalizada θ¯j(r), la cual solo conoce el propio jugador. Tam-
bie´n podemos observar que cuanto mayor es θ¯j(r), mayor es el beneficio que
supone a nj registrar su bloque en la posicio´n r.
Comentamos que, en caso de que el valor declarado por nj para registrar su
bloque en r no pase el test de aceptacio´n, denotamos el valor regenerado por
el mecanismo por θˆj(r). Ana´logamente, tambie´n en este caso denotamos el
beneficio de nj asociado a r por Pˆj(r).
De esta manera, diferenciamos entre el beneficio de nj cuando su prefe-
rencia declarada pasa el test de aceptacio´n (P¯j) y el correspondiente cuando
la preferencia declarada es rechazada por el test (Pˆj). Como para el ana´lisis
del mecanismo consideramos el test perfecto, estas dos variables aleatorias
representara´n el beneficio de nj cuando es honesto y deshonesto, respecti-
vamente.
3.2. Resultados principales
Esta seccio´n esta´ dividida en diferentes apartados. En el primero, demostra-
mos que el mecanismo QPQ a un nivel es o´ptimo cuando todos los jugado-
res son honestos y en los siguientes, probamos resultados que nos acercan
a demostrar que la mejor estrategia de un jugador para obtener el mayor
beneficio posible es ser honesto. Es decir, queremos demostrar, ∀j ∈ N , que
E[P¯j ] > E[Pˆj ].
3.2.1. Mecanismo o´ptimo para jugadores honestos
En primer lugar, probamos que el algoritmo es o´ptimo en el sentido de que,
si todos los jugadores son honestos, el beneficio total generado para todos
ellos es maximizado.
Proposicio´n 3. Si todos los jugadores son honestos, no existe ningu´n meca-
nismo M distinto del mecanismo QPQ a un nivel tal que, para un conjunto








donde P¯Mj es la variable aleatoria que representa el beneficio (normalizado)
del jugador nj asociado al mecanismo M .
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Demostracio´n. Supongamos que todos los jugadores son honestos y que exis-















Como en cada posicio´n r de la cadena solo puede ser registrado un bloque,
todos los jugadores tienen un beneficio nulo esperado, excepto aque´l que
registra el suyo. Considerando que usando los mecanismos M y QPQ a un
nivel los jugadores que registran su bloque en r son, respectivamente, nj y
ni, podemos escribir
P¯Mj (r) > P¯i(r).
Como todos los jugadores son honestos, el jugador que registra su bloque
en r usando el mecanismo QPQ a un nivel es aquel cuya preferencia nor-
malizada es mayor. En consecuencia, no hay ningu´n jugador cuyo beneficio
por registrar su bloque en r pueda ser mayor y por ello no existe ningu´n
mecanismo que cumpla (3.1).
3.2.2. Distribucio´n de las preferencias normalizadas
Un resultado ba´sico que utilizamos a lo largo de esta seccio´n es el que de-
mostramos en este apartado. Argumentamos que las preferencias que utiliza
el mecanismo QPQ a un nivel para determinar el jugador cuyo bloque sera´
registrado en la cadena (l´ınea 13 del algoritmo QPQ a un nivel) siguen
una distribucio´n uniforme en (0,1), y adema´s son independientes. Para ello,
diferenciamos dos casos:
Los jugadores son honestos. En este caso, los valores declarados
coinciden con las verdaderas preferencias normalizadas. Consecuente-
mente y por ser el test perfecto, tenemos que θ¨j(r) = θ¯j(r), ∀nj ∈ N .
Por tanto, se mantiene la distribucio´n uniforme normalizada y la in-
dependencia propia de las verdaderas preferencias normalizadas.
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Los jugadores son deshonestos. Cuando el valor declarado no coin-
cide con la verdadera preferencia normalizada, el mecanismo genera
para el jugador deshonesto un nuevo valor segu´n la distribucio´n uni-
forme normalizada. Adema´s, este nuevo valor esta´ generado de forma
pseudoaleatoria por lo que se conserva la independencia respecto a
las preferencias θ¨j(r) del resto de jugadores, coincidan o no con su
verdadera preferencia normalizada.
Comentamos que al considerar el test perfecto, no existira´n jugadores des-
honestos que pasen el test de aceptacio´n. En consecuencia, obtenemos el
siguiente resultado.
Proposicio´n 4. Las preferencias2 de los jugadores, θ¨j , j = 1, ..., k, son
independientes y uniformemente distribuidas en (0,1).
3.2.3. Jugador agregado
Un aspecto que simplifica el ana´lisis y que adema´s es compatible con el
modelo, es la idea de jugador agregado (aggregated player). Consideramos
que cada jugador nj compite contra otro ficticio que agrupa las preferencias
del resto. Llamamos a este jugador ficticio jugador agregado y, siguiendo la
notacio´n de teor´ıa de juegos [5], lo denotamos por n−j .
Definimos tambie´n la preferencia utilizada de nj por agregar su bloque en
una posicio´n r de la cadena como la preferencia utilizada ma´xima de los
jugadores en la agregacio´n. Denotamos este valor por θ¨−j(r), el cual puede
expresarse como sigue:
θ¨−j(r) := max{θ¯i(r) | 1 6 i 6 k, i 6= j}.
El objetivo de este apartado es calcular la distribucio´n que siguen las pre-
ferencias (utilizadas) del jugador agregado. Para ello, presentamos a conti-
nuacio´n el siguiente resultado.
Proposicio´n 5. Sean X1, ...,Xk, k > 1, un conjunto de variables aleatorias
independientes que siguen, respectivamente, una distribucio´n Beta(pj , 1),
pj ∈ N, ∀j ∈ {1, ..., k}. Entonces, la variable aleatoria
2Las preferencias utilizadas por el mecanismo QPQ a un nivel para determinar el
jugador cuyo bloque se registrara´ en la cadena.
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X := ma´x{Xj | 1 ≤ j ≤ k}
sigue una distribucio´n Beta(
∑k
j=1 pj , 1).
Demostracio´n. Primero, mencionamos que X es una variable aleatoria con-
tinua, por ser el resultado de aplicar la funcio´n ma´ximo (que es medible) a
un conjunto de k > 1 variables aleatoria continuas {X1, ...,Xk}.
Consideramos entonces FX , la funcio´n de distribucio´n de X , y calculamos
su valor para cualquier x ∈ R.
FX (x) = P [X 6 x] =
= P [ma´x{Xj | 1 ≤ j ≤ k} 6 x] =
= P [X1 6 x, ..., Xk 6 x].












donde fj(y) es la funcio´n de densidad asociada a Xj , la cual sigue una
distribucio´n Beta(pj , 1), ∀j ∈ {1, ..., k}. Esto es,
fj(y) =

pj · ypj−1, si y ∈ (0, 1).
0, en caso contrario.










0 pj · ypj−1 dy) = x(
∑k







0 pj · ypj−1 dy) = 1, si x > 1.
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j=1 pj)−1, si x ∈ (0, 1).
0, en caso contrario.
Por u´ltimo, recordamos que la funcio´n de densidad fβ asociada a una dis-




β(p,q) ·xp−1· (1− x)q−1, si x ∈ (0, 1).
0, en caso contrario.
En concreto, cuando p =
∑k
j=1 pj y q = 1 tenemos:






















(ii) En caso contrario,
fβ(x) = 0.
Como fX es igual a fβ en este u´ltimo caso, afirmamos finalmente que X
sigue una distribucio´n Beta(
∑k
j=1 pj , 1).
La distribucio´n que siguen las preferencias de los jugadores agregados se
calculan fa´cilmente a partir de esta proposicio´n.
Corolario 1. Las preferencias θ¨−j del jugador agregado n−j siguen una
distribucio´n Beta(k − 1, 1).
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Demostracio´n. Como la preferencia del jugador agregado es la mayor de las
preferencias de los jugadores que forman la agregacio´n, podemos expresar
θ¨−j como sigue:
θ¨−j := max{θ¨i | 1 6 i 6 k, i 6= j}.
Por la Proposicio´n 4, sabemos que las variables aleatorias θ¨i, i 6= j, son
independientes y uniformes en (0, 1). Adema´s, esta distribucio´n equivale con




β(1,1) · y0· (1− y)0 = 1, si y ∈ (0, 1).
0, en caso contrario.
Por construccio´n y aplicando ahora la Proposicio´n 5, podemos afirmar que
θ¨−j sigue una distribucio´n Beta(k − 1, 1).
3.2.4. Estrategias de los jugadores
En esta seccio´n calculamos el beneficio esperado por un jugador diferencian-
do el caso honesto (el jugador declara sus verdaderas preferencias normali-
zadas) y el deshonesto (el jugador declara cualquier otro tipo de valores).
Una vez realizado los ca´lculos, comparamos el beneficio esperado segu´n el
caso para demostrar que estos siempre esperan un mayor beneficio cuando
son honestos, independientemente de las estrategias3 del resto.
Para ello, es importante tener en cuenta que cuando se subasta una po-
sicio´n r de la cadena, un jugador nj obtiene un beneficio no nulo cuando es
su propio bloque el que se registra. Esto ocurre cuando la preferencia utili-
zada del jugador agregado n−j es menor que la del propio nj . Este hecho se
expresa como sigue:
θ¨−j < θ¨j(r).
Calculamos a continuacio´n el beneficio esperado por un jugador honesto.





3Las estrategias de un jugador se reducen ba´sicamente a declarar su verdadera prefe-
rencia normalizada (ser honesto) o cualquier otro valor (ser deshonesto).
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para cualquier estrategia del resto de jugadores.
Demostracio´n. Supongamos que nj es honesto. Entonces, para cualquier
posicio´n r ∈ R, tenemos que la preferencia θ¨j(r) coincide con la verdadera
preferencia normalizada θ¯j(r). El beneficio por registrar su bloque en dicha
posicio´n es entonces
P¯j(r) =
 θ¯j(r), si θ¨−j < θ¯j(r).
0, en caso contrario.






f(x)·P [θ¨−j < x] + 0·P [θ¨−j > x]
)
dx,
donde f(x) es la funcio´n de densidad asociada a θ¯j , la cual sigue la distri-




x·P [θ¨−j < x] dx.
Por el Corolario 1, las preferencias del jugador agregado siguen una distri-
bucio´n Beta(k−1, 1), independientemente de la honestidad de los jugadores
que lo forman. Por consiguiente, el beneficio esperado por nj cuando es






















Sin embargo, el beneficio esperado por nj cambia cuando este decide ser
deshonesto, tal y como demostramos en la siguiente proposicio´n.
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para cualquier estrategia del resto de jugadores.
Demostracio´n. Supongamos que nj es deshonesto. Ahora, para cualquier
posicio´n r ∈ R, su beneficio por registrar su bloque en dicha posicio´n es
Pˆj(r) =
 θ¯j(r), si θ¨−j < θˆj(r),
0, en caso contrario,
donde θˆj(r) representa el valor regenerado (de acuerdo a la distribucio´n uni-
forme normalizada) por el mecanismo QPQ a un nivel.






f(x)·P [θ¨−j < z]
)
dx,
donde f(x) es la funcio´n de densidad asociada a θ¯j , la cual sigue la distribu-
cio´n uniforme normalizada, y z representa el valor regenerado del jugador,




x·P [θ¨−j 6 z] dx.
De nuevo, el Corolario 1 nos garantiza que las preferencias de n−j siguen
una distribucio´n Beta(k − 1, 1). Por ello, podemos seguir que el beneficio
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Comparando estas dos u´ltimas proposiciones deducimos que usando el me-
canismo QPQ a un nivel, los jugadores obtienen mayor beneficio cuando son
honestos que cuando deciden mentir sobre sus preferencias.
Corolario 2. Para cualquier jugador nj ∈ N se cumple la siguiente de-
sigualdad:
E[Pˆj ] < E[P¯j ].
Demostracio´n. Supongamos por reduccio´n al absurdo que E[Pˆj ] > E[P¯j ].





⇐⇒ k + 1 > 2k ⇐⇒ 1 > k.
Hemos ca´ıdo en contradiccio´n, ya que el nu´mero de jugadores k es mayor
que 1 por hipo´tesis. Por lo tanto, se tiene que
E[Pˆj ] < E[P¯j ].
Cap´ıtulo 4
Introduccio´n al mecanismo
QPQ a dos niveles
El mayor problema del mecanismo QPQ a un nivel esta´ relacionado con su
implementabilidad en casos reales. En general, en los contextos donde se
utiliza blockchain (ver Seccio´n 1.2) el nu´mero de jugadores es muy grande y
a veces es inviable intercambiar las preferencias declaradas entre todos los
jugadores. Veamos un ejemplo.
Ejemplo 1. Suponemos una blockchain compartida por mil jugadores en la
que se aplica el mecanismo QPQ a un nivel para determinar que´ bloque se
an˜ade a la cadena. Como cada jugador tiene que enviar al resto su preferencia
declarada, el nu´mero total de mensajes intercambiados es en este caso
1000· 999 = 999 000.
Es decir, en el tercer paso del algoritmo QPQ a un nivel (ver Tabla 2.1)
tenemos que esperar a recibir un total de 999 000 mensajes.
Disen˜amos en este cap´ıtulo el mecanismo QPQ con una una nueva arquitec-
tura, el cual llamamos mecanismo QPQ a dos niveles. Este es una extensio´n
natural del mecanismo QPQ a un nivel, y ambos se utilizan para el registro
de bloques en una blockchain por orden preferente. Sin embargo, en compa-
racio´n con el mecanismo QPQ a un nivel, el nuevo disen˜o precisara´ de un
menor intercambio de mensajes para que el mecanismo sea ejecutado. Ello
nos permite aplicar el mecanismo QPQ a dos niveles en situaciones donde,
por ser el nu´mero de jugadores muy alto, el mecanismo QPQ a un nivel no
puede.
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4.1. Restricciones y fundamentos del mecanismo
Explicamos a continuacio´n, junto a las restricciones consideradas para ga-
rantizar un funcionamiento correcto, la idea en la que se fundamenta el
mecanismo QPQ a dos niveles.
En primer lugar, aplicamos las restricciones propias del mecanismo QPQ
a un nivel explicadas en el Cap´ıtulo 2: los jugadores esta´n bien identifica-
dos, la comunicacio´n entre ellos es fiable y concurrente y en cada ronda todos
publican sus preferencias, las cuales no esta´n correladas entre s´ı.
Por otro lado, explicamos la idea en la que se basa este nuevo mecanis-
mo:
Primero, se considera un conjunto de jugadores que comparten una block-
chain y se divide en n > 1 subconjuntos o clusters,
N1, . . . ,Nn,
de taman˜o k1 > 1, . . . , kn > 1, respectivamente. Consideramos que estos son
fijos: cada jugador pertenece a un u´nico mismo cluster en todas las rondas;
adema´s, su estructura y taman˜os los suponemos conocidos por todos los ju-
gadores.
Para determinar el ganador de cada cluster, es decir, el jugador del cluster
cuya preferencia por registrar su bloque es mayor, aplicamos el mecanismo
QPQ a un nivel (es decir, el mecanismo explicado en la seccio´n anterior) a
cada Nj y formamos un nuevo conjunto
N (1) = {n1, . . . , nn}.
donde n1, ..., nn representan los ganadores de los clusters N1, ...,Nn, respec-
tivamente.
Finalmente, el jugador cuyo bloque se registra en la cadena se determina
aplicando el algoritmo QPQ a un nivel a los ganadores de los clusters, es
decir, el conjunto N (1).
4.2. Algoritmo QPQ a dos niveles
Para el ana´lisis matema´tico, consideramos el conjunto de jugadores N divi-
dido en n > 1 clusters N1, ...,Nn de taman˜o k1 > 1, ..., kn > 1, respectiva-
mente. Es decir,
N = ∪kj=1Nj .
Cap´ıtulo 4. Introduccio´n al mecanismo QPQ a dos niveles 23
donde Nj = {nj,1, ..., nj,kj}, ∀j ∈ {1, ..., n}.
Observamos que ∀i ∈ {1, ..., kj}, el jugador nj,i pertenece a un u´nico cluster
Nj , y que el nu´mero total de jugadores es k =
∑n
j=1 kj .
A continuacio´n, presentamos el algoritmo QPQ a dos niveles y seguidamente
explicamos el mecanismo en detalle.
Co´digo para el jugador nj,i y la posicio´n r de la cadena.
1: Estimar el valor θj,i(r) (preferencia de nj,i por registrar su bloque en r)
2: Calcular el valor normalizado θ¯j,i(r) = (PIT (θj,i))(r)
3: Declarar θ˙j,i(r) como preferencia normalizada
4: Esperar a recibir los valores declarados θ˙j,v(r) del resto de jugadores en Nj
5: For all nj,v ∈ Nj do
6: if not GoF Test(θ˙j,v(r), Historicj,v) then
7: θ¨j,v(r) ← Random(∪{θ˙j,y(r) | nj,y ∈ N , nj,y 6= nj,v})
8: else
9: θ¨j,v(r) ← θ˙j,v(r)
10: end if
11: Historicj,v ← Historicj,v ∪ {θ¨j,v(r)}
12: end for
13: Sea nj = argmax{θ¨j,v(r) |nj,v ∈ Nj}
14: if nj = nj,i then
15: Esperar a recibir las preferencias de
nu = argmax{θ¨u,v(r) | 1 6 v 6 ku}, u 6= j
16: Sea N (1) = ∪nu=1{nu}
17: Sea d = argmax{θ¨u(r) | nu ∈ N (1)}
18: if d = nj,i then
19: El bloque de nj,i se registra en r
20: else
21: do nothing (El jugador d es quien registra su bloque en r)
22: end if
23: else
24: do nothing (El jugador nj es el jugador de Nj con mayor preferencia)
25: end if
Tabla 4.1: Algoritmo QPQ a dos niveles
En primer lugar se aplica al cluster Nj al que pertenece nj,i los mismos
pasos del algoritmo QPQ a un nivel: el jugador declara un valor θ˙j,i que en
principio representa su verdadera preferencia normalizada (θ¯j,i ). Para com-
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probarlo, aplicamos el test GoF a las preferencias declaradas por todos los
jugadores del cluster. Dicho test1 se basa en los valores declarados en rondas
anteriores de cada jugador nj,i, respectivamente, los cuales esta´n guardados
en una lista Historicj,i.
Consideramos aqu´ı tambie´n que el test es perfecto: si nj,i declara su ver-
dadera preferencia normalizada (es honesto), entonces pasa el test; en caso
contrario, el test detecta que el jugador es deshonesto y regenera un nuevo
valor θˆj,i(r). Este es generado segu´n la distribucio´n uniforme normalizada y
de forma pseudoaleatoria a partir de las preferencias declaradas en la ronda
por el resto de jugadores (θ˙j,v(r), v 6= i).
En ambos casos, el valor de nj,i que ha pasado el test o ha sido regene-
rado, segu´n el caso, se guarda como θ¨j,i(r) en Historicj,v.
En la l´ınea 13, el algoritmo calcula el jugador en Nj cuya preferencia θ¨j,i(r)
por registrar su bloque en r es mayor. Si no es nj,i, su bloque no sera´ re-
gistrado en r y el algoritmo se termina para el jugador. En caso de serlo, el
algoritmo continua considerando N (1) (el conjunto que agrupa los ganadores
de los n clusters) y las preferencias utilizadas de los jugadores que forman
dicho conjunto: max{θ¨u,v(r) | 1 6 v 6 ku}, u = 1, ..., n.
Por u´ltimo, el algoritmo determina el jugador de N (1) cuya preferencia por
registrar su bloque en r es mayor, y es dicho jugador quien finalmente re-
gistra su bloque en la cadena. Observamos que no hemos incluido a este
segundo nivel un test de aceptacio´n. La razo´n es que el test GoF considera-
do en la l´ınea 13 del algoritmo QP a dos niveles es perfecto: este acepta los
valores declarados por los jugadores honestos y rechaza los correspondientes
a los deshonestos.
Vemos que, en comparacio´n con el mecanismo QPQ a un nivel, este nue-
vo mecanismo precisa de menos mensajes para ser ejecutado.
Ejemplo 2. En una blockchain compartida por mil jugadores, cada vez que
queramos decidir que´ bloque an˜adir a la cadena utilizando el mecanismo
QPQ a un nivel, se precisa el intercambio de 999 000 mensajes, tal y como
hemos calculado en el Ejemplo 1.
En cambio, si dividimos el conjunto de jugadores en cincuenta clusters de
veinte jugadores cada uno y aplicamos el mecanismo QPQ a dos niveles, el
nu´mero total de mensajes intercambiados es entonces
1Al igual que para el mecanismo QPQ a un nivel, podemos utilizar cualquier test de
bondad de ajuste, como por ejemplo el test χ2 o el de Kolmogorov-Smirnov.
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50· (20· 19) + 50· 49 = 21 450.
Es decir, en cada cluster cada jugador comunica su preferencia declarada
solo a los jugadores de su cluster. Despue´s, los ganadores de los clusters
reciben las preferencias utilizadas (coincidan con la verdadera preferencia
normalizada o hayan sido regeneradas por no pasar el test de aceptacio´n)
de los ganadores de los clusters restantes.
Podemos calcular que utilizando el mecanismo QPQ a dos niveles, el nu´mero
de mensajes intercambiados para el registro de un bloque es, aproximada-
mente, cincuenta veces menor que usando el mecanismo a un nivel. Ello




Ana´lisis del mecanismo QPQ
a dos niveles
El objetivo principal de este cap´ıtulo es demostrar resultados ana´logos a los
probados para el mecanismo QPQ a un nivel en el Cap´ıtulo 3. Siguiendo
el mismo esquema, exponemos primero la notacio´n empleada a lo largo del
cap´ıtulo y en segundo lugar, presentamos los resultados anal´ıticos realizados
sobre el mecanismo.
5.1. Notacio´n
A lo largo del cap´ıtulo vamos a considerar el conjunto N de k > 1 jugado-
res tal y como explicamos en la Seccio´n 4.2. Las preferencias normalizadas
(resp., declaradas) de cada jugador nj,i esta´n representadas por las variables
aleatorias θ¯j,i (resp., θ˙j,i).
Las preferencias de nj utilizadas por el mecanismo QPQ a dos niveles para
determinar el ganador del cluster1 (l´ınea 13 del algoritmo QPQ a un nivel)
se denotan en cambio por θ¨j,i.
Al igual que para el mecanismo QPQ a un nivel, definiremos para cada
jugador nj,i la variable aleatoria P¯j,i que representa su beneficio (normaliza-
do) por registrar su bloque en la cadena. Para cada posicio´n r ∈ R tenemos
P¯j,i(r) =

θ¯j,i(r), si nj,i registra su bloque en r.
0, en caso contrario.
En caso de que el valor declarado por nj,i para registrar su bloque en r no
1El ganador del cluster es precisamente el jugador del cluster cuya preferencia utilizada
por registrar el bloque es mayor.
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pase el test de aceptacio´n, denotamos el valor regenerado por el mecanismo
por θˆj(r) y el beneficio de nj asociado a r por Pˆj(r).
Recordamos que asociado a cada jugador nj,i ∈ Nj existe un jugador agre-
gado formado por todos los jugadores del propio cluster excepto e´l mismo.
Denotaremos a este jugador por n−j,i y usaremos los mismos sub´ındices para
referirnos a sus preferencias (normalizadas, declaradas, utilizadas y regene-
radas) y su beneficio esperado.
Del mismo modo, las preferencias normalizadas, declaradas, utilizadas y
regeneradas de los ganadores de cada cluster Nj estara´n representadas res-
pectivamente por θ¯j , θ˙j(r), θ¨j(r) y θˆj(r), j = 1, ..., n.
Por u´ltimo, tambie´n existe un jugador asociado a cada nj ∈ N (1). Lo deno-
taremos por n−j , y usaremos el mismo sub´ındice para referirnos a cualquier
variable aleatoria que le haga referencia. En general, nos referiremos a n−j
como el jugador agregado asociado a cualquier jugador nj,i que pertenezca
a Nj .
5.2. Resultados principales
De forma ana´loga al Cap´ıtulo 3, en esta seccio´n presentamos primero que
el mecanismo es o´ptimo cuando todos los jugadores son honestos. Despue´s,
demostramos diferentes resultados que nos ayudan a probar finalmente que
un jugador obtiene mayor beneficio siendo honesto que siendo deshonesto.
5.2.1. Mecanismo o´ptimo para jugadores honestos
Al igual que para el mecanismo QPQ a un nivel, este nuevo mecanismo es
o´ptimo para jugadores honestos, en el sentido de que no existe otro tal que el
beneficio total de los jugadores sea mayor. Para claridad de la presentacio´n
del trabajo, dado que la demostracio´n de este resultado se asemeja al de la
Proposicio´n 3, la omitimos.
Proposicio´n 8. Si todos los jugadores son honestos, no existe ningu´n meca-
nismo M distinto del mecanismo QPQ a un nivel tal que, para un conjunto
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donde P¯Mj,i es la variable aleatoria que representa el beneficio (normalizado)
del jugador nj,i cuando utiliza el mecanismo M.
5.2.2. Distribucio´n de las preferencias normalizadas
Siguiendo el mismo argumento que para el mecanismo QPQ a un nivel, es
trivial demostrar que las preferencias utilizadas de todos los jugadores (θ¨j,i,
1 6 i 6 kj , 1 6 j 6 n) ya sean honestas y/o regeneradas por el mecanismo,
son variables independientes entre s´ı e uniformemente distribuidas en (0,1).
En particular, las preferencias de los jugadores de un mismo cluster con-
sideradas en la l´ınea 13 de la Tabla 4.1, o las del conjunto N (1) (l´ınea 17 de
la Tabla 4.1) son independientes y siguen la distribucio´n uniforme normali-
zada.
5.2.3. Jugador agregado
En esta seccio´n calculamos la distribucio´n que siguen las preferencias del
jugador agregado en un cluster Nj y en N (1), respectivamente. Para ello,
tomamos en consideracio´n la Proposicio´n 5 probada en el Cap´ıtulo 3.
Para calcular la distribucio´n que siguen las preferencias de un jugador agre-
gado en un cluster Nj , usamos el mismo argumento utilizado en el Corolario
1.
Corolario 3. Las preferencias θ¨j,i del jugador agregado n−j,i siguen una
distribucio´n Beta(kj − 1, 1).
Demostracio´n. Por definicio´n de jugador agregado, expresamos las preferen-
cias utilizadas de n−j,i como
θ¨−j,i := max{θ¨j,v | 1 6 v 6 kj , v 6= i}.
Por hipo´tesis, estas variables siguen la distribucio´n uniforme normalizada,
que equivale con la Beta(1, 1). Consecuentemente, por la Proposicio´n 5 po-
demos afirmar que θ¨−j,i sigue una distribucio´n Beta(kj − 1, 1).
A partir de este u´ltimo resultado, es trivial deducir la distribucio´n que siguen
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las preferencias de los ganadores nj de los clusters. Solo hace falta tener en
cuenta que estas pueden expresarse como sigue.
θ¨j := max{θ¨j,i | 1 6 i 6 kj}.
Corolario 4. Las preferencias θ¨j de nj siguen una distribucio´n Beta(kj , 1).
Este resultado nos ayuda a calcular la distribucio´n que siguen las preferen-
cias utilizadas de un jugador agregado en N (1).
Corolario 5. Las preferencias θ¨−j del jugador n−j siguen una distribucio´n
Beta(k − kj , 1).
Demostracio´n. Las preferencias utilizadas de n−j se pueden expresar como
θ¨−j := max{θ¨u | 1 6 u 6 ku, u 6= j}.
Por el Corolario 4, las preferencias θ¨u de nu, u = 1, ..., n, siguen una dis-
tribucio´n Beta(ku, 1). Aplicando entonces la Proposicio´n5, podemos afirmar
que θ¨−j sigue una distribucio´n Beta(n− kj , 1).
5.2.4. Estrategias de los jugadores
El objetivo de esta seccio´n es probar, al igual que para el mecanismo QPQ
a un nivel, que los jugadores obtienen un mayor beneficio cuando publican
sus verdaderas preferencias, independientemente de lo que haga el resto.
Es importante tener en cuenta que un jugador nj,i registrara´ su bloque en r
cuando su preferencia utilizada sea mayor que la de sus jugadores agregados
en Nj y N (1), respectivamente, es decir,
θ¨−j,i < θ¨j(r) y θ¨−j < θ¨j(r).
Calculamos a continuacio´n el beneficio esperado de un jugador honesto.
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Demostracio´n. Supongamos que nj,i es honesto. Entonces, para cualquier
posicio´n r ∈ R, tenemos que la preferencia θ¨j,ij(r) coincide con la verdadera
preferencia normalizada θ¯j,i(r). El beneficio por registrar su bloque en dicha
posicio´n es entonces
P¯j,i(r) =
 θ¯j,i(r), si θ¨−j,i < θ¯j(r) y θ¨−j < θ¯j(r).
0, en caso contrario.






f(x)·P [θ¨−j,i < x , θ¨−j < x]
]
dx,
donde f(x) es la funcio´n de densidad asociada a θ¯j , la cual sigue la distri-
bucio´n uniforme normalizada.
Observamos tambie´n que θ¨−j,i y θ¨−j se pueden expresar como
θ¨−j,i = ma´x{θ¨j,v | 1 6 v 6 kj , v 6= i}.
θ¨−j = ma´x{θ¨u,v | 1 6 u 6 n, u 6= j, 1 6 v 6 kj}.
Por la Proposicio´n 2 y lo explicado en la Seccio´n 5.2.2, deducimos que estas




x·P [θ¨−j,i < x]·P [θ¨−j < x] dx.
Sabemos que las preferencias de los jugadores agregados n−j,i y n−j siguen,
independientemente de la honestidad de los jugadores que lo forman, una
distribucio´n Beta(kj − 1, 1) y Beta(k − kj , 1), respectivamente (Corolarios
3 y 5). Consecuentemente, el beneficio esperado por nj,i cuando es honesto
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Observamos que el beneficio esperado por un jugador honesto es el mismo
usando los mecanismos QPQ a un nivel y a dos niveles (ver Proposicio´n 6).
En cambio, el beneficio esperado por nj,i cambia cuando es deshonesto.
Proposicio´n 10. El beneficio esperado por nj,i cuando es deshonesto es
E[Pˆj,i] =
1
2kj(k − kj − 1) .
para cualquier estrategia del resto de jugadores.
Demostracio´n. Supongamos que nj es deshonesto. Ahora, para cualquier
posicio´n r ∈ R, su beneficio por registrar su bloque en dicha posicio´n es
Pˆj,i(r) =
 θ¯j,i(r), si θ¨−j,i < θˆj(r) y θ¨−j < θˆj,i(r).
0, en caso contrario.
donde θˆj(r) representa el valor regenerado (de acuerdo a la distribucio´n uni-
forme normalizada) por el mecanismo QPQ a dos niveles.






f(x)·P [θ¨−j,i < z, θ¨−j < z]
)
dx,
donde f(x) es la funcio´n de densidad asociada a θ¯j , la cual sigue la distribu-
cio´n uniforme normalizada, y z representa el valor regenerado del jugador,
que sigue la misma distribucio´n.
Tal y como hemos explicado en la anterior demostracio´n, θ¨−j,i y θ¨−j son va-
riables independientes que siguen, respectivamente, las distribucionesBeta(kj−
1, 1) y Beta(k−kj , 1), independientemente de la honestidad de los jugadores
que lo forman. Por ello, el beneficio esperado por nj,i cuando es deshonesto








































2kj(k − kj + 1) .
Comparando estas dos u´ltimas proposiciones deducimos fa´cilmente que los
jugadores obtienen mayor beneficio cuando son honestos que cuando son
deshonestos.
Corolario 6. La siguiente desigualdad se cumple para cualquier jugador
nj,i ∈ N :
E[Pˆj,i] < E[P¯j,i].
Demostracio´n. Suponemos que E[Pˆj,i] < E[P¯j,i]. Por las Proposiciones 6 y
7, escribimos
1





k − kj + 1 < 2kj ,
1 +
kj
k − kj + 1 < kj + kj .
Efectivamente, se cumple la igualdad pues
Por hipo´tesis, todos los clusters son de taman˜o mayor que uno, luego
1 < kj .
Sabemos que k > kj , luego k − kj + 1 > 1. Consecuentemente,
kj · 1
k + 1− kj < kj .





En primer lugar, resaltamos que hemos probado para el mecanismo QPQ
tanto a uno como a dos niveles, por un lado, que es o´ptimo para jugadores
honestos (Proposiciones 3 y 8), y por otro, que independientemente de las
estrategias del resto de jugadores, un jugador siempre espera un mayor be-
neficio normalizado cuando es honesto (Corolarios 2 y 6).
Sin embargo, no debemos olvidar que tras estos resultados hay una serie
de hipo´tesis que no siempre se cumplen en escenarios reales, de ah´ı que el
mecanismo QPQ (a uno y a dos niveles) presenten algunas limitaciones que
explicamos a continuacio´n, y que dejamos como trabajo futuro a resolver.
(i) En el trabajo hemos supuesto que el conjunto de jugadores es fijo, es
decir, que no hay jugadores que abandonen la blockchain, ni nuevos
que se unan. Sin embargo, el nu´mero de usuarios de una blockchain
puede cambiar con el tiempo.
(ii) Tambie´n asumimos que cada vez que se subasta una posicio´n de la
cadena, todos los jugadores publican su preferencia por registrar su
bloque. No obstante, puede ocurrir que en una ronda un jugador no
tenga intere´s por registrar ningu´n bloque y por ello no tenga incentivo
por participar.
(iii) Otra limitacio´n podr´ıa ser que la negociacio´n sea muy fluida y no
siempre podamos contar con la informacio´n de todos los usuarios. Es
decir, tengamos que aplicar el mecanismo QPQ a un nivel (o a dos
niveles) aunque no hayan llegado todos los mensajes. Una primera idea




(iv) Hemos dado tambie´n por hecho que la comunicacio´n es concurrente
y que por lo tanto los jugadores no conocen los valores del resto a la
hora de publicar sus preferencias, pero podr´ıa darse el caso de que los
usuarios de la blockchain se comuniquen previamente entre s´ı, rom-
piendo entonces la independencia entre las preferencias. Proponemos
para el ana´lisis del problema en este caso la lectura de [6], art´ıculo
escrito por los mismos disen˜adores del mecanismo Quid Pro Quo en
el cual se estudia el problema de asignacio´n de recursos cuando los
jugadores son correlados.
Adema´s de estas cuestiones y siguiendo la l´ınea del trabajo, proponemos en
u´ltima instancia la generalizacio´n del mecanismo QPQ a m > 2 niveles, para
posibilitar as´ı la eleccio´n de, adema´s del nu´mero de clusters y sus taman˜os,
del nu´mero de niveles para reducir el intercambio de mensajes necesarios
para la ejecucio´n del mecanismo.
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