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A bstract
This thesis investigates possible methods for dose reduction for one of the  ^
main contributors to medical x-ray dose, th a t of fluoroscopic examinations.
Background information is provided on the subjects of radiation interaction '*
mechanisms, radiation dose measures, and the health risk from medical x-rays.
This illum inates a running them e of the thesis, namely the compromise between ^
image quality and low patient dose. F
Possible dose reduction m ethods using both spatial and tem poral image pro- 
cessing techniques are investigated. Edge detection is one of the most im portan t ^
sub-components of the spatial image processing system. The commonly used edge ‘
detectors are investigated from a theoretical viewpoint and their performances 
under Poisson noise conditions are compared using receiver operating character­
istic analysis. A new m etric is suggested for the quantitative comparison of the 
edge operators under high detection and low false alarm probability conditions.
An adaptive pulse dropping control system is created in order to use the 
image processing sub-systems with low-dose examinations. This control system 
determ ines the best x-ray tube pulse-rate based on the am ount of movement 
present in the image.
A m ethod of distributing the dose so th a t areas of high clinical im portance 
have a higher image quality than less im portant regions is discussed. This m ethod 
uses a wedge-shaped x-ray beam filter. The problem of varying pixel intensity 
due to the differing filter thickness is countered by rescaling the image.
The various image processing techniques are combined to create a low-dose 
imaging system. This system achieves a dose reduction of an order of m agnitude.
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Chapter 1
INTRODUCTION
1.1 M o tiv a tio n  A n d  O b jectiv es
Since diagnostic x-rays cause over eighty percent of the total collective man-made 
dose to the United Kingdom population it is essential for practical and ethical 
reasons to develop low-dose medical imaging systems.
The National Radiological Protection Board (NRPB) states th a t “. . . a t  low 
dose rates, the risk of induced neoplasia rises as a simple function of dose and 
does not have a DNA damage or DNA repair-related threshold com ponent” . The 
NRPB also states th a t .. in the present state of knowledge, it is appropriate to 
assume an increasing risk with increasing dose” [NRP95].
X-ray radiation causes an increased risk of fatal cancer, with a predicted figure 
of over six hundred people dying per year in the U.K. as a result of having medical 
x-ray exam inations. To pu t this figure in to perspective, it should be compared 
with the one hundred and sixty thousand cancer fatalities per year in to tal in 
the U.K. [NRP90]. In addition to fatal cancers, treatable cancers also occur with 
half the probability of fatal cancers.
C ounting the costs
A m onetary valuation of the harm  associated with x-ray exposure is given by the 
NRPB [NRP90] to be about twelve and half thousand pounds per m an Sievert. 
In 1990. the NRPB estim ated tha t seven and a half thousand m an Sieverts are 
wasted per year. If this wasted dose was prevented, over one hundred million 
pounds would be recovered.
The am ount of money expended on radiation protection from medical sources 
is much less than th a t of the nuclear industry, which spends up to five hundred 
thousand pounds per m an Sievert [RWS5].
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R educing the dose
The m ethods for reducing medical x-ray dose are restricted by the performance of 
the x-ray equipment and by the requirem ent of obtaining a clinically acceptable 
image. The NRPB concur with the need to m aintain high quality radiographic 
images in their statem ent [NRP90], “Efforts to reduce or control patien t doses 
should in no way jeopardise their potential clinical benefit” .
The approach taken in this thesis is one of optimal system design, where 
the term  “optim al” refers to a system th a t achieves the lowest possible dose 
for a clinically acceptable sequence. The only valid reasons for an x-ray system 
using a higher dose than the theoretically achievable level are those of m onetary 
restrictions and lack of currently available technology.
The design of an optim al system requires careful thought, due to the intricacies 
of the system components, the complex interaction mechanisms of m atter and x- 
] ay radiation, and the highly variable and Dasdalian way in which the radiologist’s 
visual system interacts with the displayed image. Each of these problems is 
discussed in this thesis.
System  optim isation
Many medical x-ray systems have their system param eters set to a constant value 
on a per examination basis. The selection of the param eter settings is usually 
performed by heuristic methods; this can have the consequence th a t the system 
is not optim ally configured for a particular exam ination (procedure/projection) 
or for a particular patient type (gender/ age/thickness). Indeed, surveys [NR.P90] 
have shown th a t entrance skin doses per him  can vary by as much as a factor of 
one hundred.
For a system to be clinically useful, it must be able to perform many different 
exam inations on all patient types. In fluoroscopy systems, the area of interest 
within the patient may change in both position and character during a single ex­
am ination. Therefore an optimal fluoroscopy system m ust be capable of dynam ic 
cliange. Such a system would use the lowest theoretical dose over a broad range of 
exam ination and patient types, while still producing clinically acceptable images 
for the given m onetary and technological restrictions.
A utom atic optim isation
One m ethod by which the system param eters can be optimised for a particular 
imaging scenario is Idv providing the system with the necessary inform ation and 
programm ing it to analyse this data and to optimally set the appropriate system 
\'aria.bles. The required information includes: the type of exam ination about to 
be performed, the patient's  size/weight, and which of the objects contained in 
the image is of particular im portance to the radiologist.
1.1. Motivation A nd  Objectives
At the s ta rt of an exam ination the system is optimised for a particular object. 
If the object of interest is changed during the exam ination the system may then 
not be optimised for the new situation. This change in object or scene often 
occurs in fluoroscopic exam inations because of:
1. The imaging of a different part of the p a tien t’s anatomy (patien t/system  
m ovement),
2. Geometrical change of the pa tien t’s anatomy, for example breathing.
3. Geometrical change in the image caused by movement of the system com­
ponents, for example using a different magnification or different x-ray pro­
jection angle.
4. A ppearance of a contrast m edium within the image area. The contrast 
m edium  is inserted into the patient by either injection, swallowing, or en­
ema.
The system param eters can be optimised by initially setting the system vari­
ables to values given by some heuristic function and then by using a series of 
image and dose quality factors to dyjiamicaUy change the system \'ariables until 
some overall quality factor is maximised. This m ethod of system control can 
easily cope with a sudden change in the imaging environment.
Further R equirem ents
.^11 optim al system needs to be extremely adaptive, knowledgeable and perhaps 
even pre-em ptive, since it has to cope with the following complicating factors:
• The purpose of the exam ination may change, for example, from looking for 
a saliva duct, to following a. contrast agent injected into th a t duct.
• The area of clinical interest is not in general the whole image. The area of 
interest to the clinician is likely to be ju st a few objects within the  image, 
and may alter during the exam ination.
The objects in the image may be moving. This movement may be due to, 
for example, heartbeat, or to the flowing nature of barium  in the bowels. 
The optim um  system param eters will be highly dependent on which object 
is of interest and on the speed and nature of its movement.
If a single object is of interest there is little reason to image other objects 
except for anatomically locating the object.
It is not enough for the system param eters to change only at the s ta rt of the 
exam ination. A continuously optimised system requires the system param eters
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to vary continuously during the examination. Continuous variation of a few 
param eters is already present on both new and old systems in the form of aperture 
control of the x-ray camera. Some new systems also have other dose reduction 
features such as the ability to dynamically vary the x-ray beam  energy, which 
takes into account the x-ray tube current and the type of exam ination being 
performed.
C ontents
This thesis investigates methods by which the x-ray system 's param eters can be 
actively optimised from a theoretical and practical viewpoint, in order to proceed 
towards the goal of an optimal diagnostic x-ray system. The investigation is 
heavily biased towards the use of image processing techniques to create both 
adaptive control and noise removal algorithms, as a way of producing a flexible 
low dose fluoroscopy system.
This thesis begins with an overview which includes a discussion on the goal of 
dose-reduction and gives an insight into the possible level of achievement towards 
tha t goal. The rest of the thesis is divided into five parts.
The first part deals with general background information required both for 
the o])timisation of the x-ray system variables, and for the estim ation of the  x-ray 
system 's dose level. Background information is also provided on the health risk 
from medical x-ray examinations.
The second part of the thesis deals with spatial image processing techniques 
and their application to a fluoroscopy system. One of the most common spa­
tial image processing m ethods is th a t of edge-detection. It is found th a t in the 
proposed adaptive fluoroscoiDV system, the performance of the edge-detector is di­
rectly related to the achievable dose reduction. For this reason it is im portant to 
be able to quantify the performance of the standard edge-detectors. A framework 
for quantifying the performance of edge-detectors on medical images is introduced 
using the characterisation of the Laplacian edge-detector as an example. This 
framework is applied to six standard edge-detectors so tha t comparisons can be 
performed.
In addition to the quantification of standard edge-detectors, a new edge- 
detector is proposed. This edge-detector is based on a statistical variance-ratio 
test and its performance can be characterised by the Chi" distribution. This new 
edge-detector is more correctly term ed a homogeneous-region detector since it 
identifies areas within the image that are unlikely to contain edge pixels.
In contrast to edge-detection m ethods, another class of spatial image process­
ing m ethods can reduce the high-frequency noise in an image by performing a 
smoothing operation. The drawback of smoothing the image is th a t the edges of 
objects within the image can become blurred. A range of methods are investi­
gated for the creation of an adaptive spatially-smoothing filter. These adaptive 
filters aim to smooth only the areas of the image tha t do not contain edges.
1.2. Dose Reduction Predictions
The th ird  part of this thesis deals with tem poral noise reduction techniques. 
An adaptive tem poral smoothing filter is produced which tem porally averages 
pixels th a t belong to stationary objects more than those pixels belonging to 
moving objects. By detecting and allowing for the movement of the x-ray cam era 
it is possible to improve the performance of the adaptive tem poral filter. This 
global linear image motion is detected using a m ultiple mask cross-correlation 
algorithm  based on normalised edge strengths.
The penultim ate part investigates system control aspects such as the frame 
ra te  and also brings together the second and th ird  parts in order to produce 
a novel adaptive spatio-tem poral noise reduction filter. This spatio-tem poral 
filter is used adaptively to remove the noise from a test fluoroscopy sequence. 
In common with all non-a priori noise removal techniques, removing the noise 
may also remove some of the desired signal. The methodology used for the noise 
removal is based on the underlying statistics of the quantum  processes. This 
strategy provides a strong foundation for the prediction of the optim al filter 
param eters.
The spatio-tem poral filter performs much better for high quality images. In 
order to produce high quality images whilst keeping the total exam ination dose 
constant an adaptive pulse dropping control system is constructed. This system 
reduces the pulse rate of the x-ray tube when no object motion is present, and 
increases the pulse rate  when the object moves more quickly.
The final part of this thesis contains a sum m ary and an appendix listing the 
tables and figures.
The design of the optim um  system investigated in this thesis is conceptualised 
in figure 1.1. This figure lists only the main components of the system. The full 
adaptive fluoroscopy system is shown in a later figure. The different blocks in 
the simplified system are discussed in the indicated chapters.
1.2 D o se  R ed u ctio n  P red ic tio n s
There are a variety of methods for reducing x-ray dose. By combining these 
m ethods, only a fraction of the current dose level might be required to perform 
a fluoroscopy exam ination. This section briefly lists these methods and makes 
a 1:all-park prediction for the total dose reduction th a t might be achieved in an 
optim al fluoroscopy system.
The following list indicates the estim ated dose savings for various dose reduc­
tion m ethods. The listed percentage dose reduction figures are approxim ate. The 
true figures will depend on the equipment used and on the radiologist's preference 
for the image quality level.
• X-Ray Fovea: 30% exposure reduction.
• Pulsed Fluoroscopy: 60% of the original exposure required.
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Figure 1.1: A simplified adaptive fluoroscopy system
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• O ptim um  Beam Energy Selection: 80% exposure required.
• Spatio-Temporal Filtering: 20% to 5% of the original dose.
•  Image Enhancement: No quantitative information available.
By combining these m ethods it appears th a t the exposure to the patients 
(and sta.ff) could be reduced to one fiftieth of the original dose level. This level is 
optim istic — the expected achievable level is thought to be an order of m agnitude 
less than  current exposure rate.
1.2.1 Other Requirements
The NRPB [NRP92] suggests th a t ideally, dose monitoring should be carried 
out continuously on every patient attending a particular x-ray facility. This 
m onitoring m ust be performed in order to comply with paragraph 2.12 of the 
''Guidance Notes for the Protection of Persons Against Ionising Radiation Arising 
from Medical and Dental Use'' [NRP88]. These guidance notes recommend th a t 
"After the exam ination has been carried out, arrangements should be m ade to  
ensure th a t details relevant to the estim ation of the radiation dose are inserted 
ill the p a tien t’s records."
An optim al system should therefore autom atically measure the dose to the 
patien t and enter this information directly into the patient's records.
1.3 S y ste m  D esig n
The main th rust of the dose reduction techniques investigated in this thesis is 
the selection of the x-ray system param eters and the particular image processing 
m ethods th a t facilitate a change in these param eters in order to reduce the dose 
level. The most im portant system param eters are the x-ray exposure values 
which consist of: the tube voltage (kV) and current (inA), and the x-ray pulse 
w idth and rate. O ther im portant param eters include the system orientation, the 
geometrical magnification, and the type of exam ination to be performed. The 
system m ust also decide on the degree of image processing to be performed.
The optim al system
Figure 1.2 shows one possible framework for an optimal fluoroscopy system. The 
following list describes the numbered system components.
1. Procedural Knowledge'. For example knowing th a t a particular radiologist 
is performing a barium  enema indicates:
• The likely organs present in the image.
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Figure 1.2: The optim um  system
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• The types of contrast agent used.
• The radiologist’s preferences.
2. Image Quality: This subject is discussed as an issue in system control (part 
4). The topic requires many aspects of psychophysics such as those dis­
cussed in section 1.5.
3. System. Evaluation: This topic is closely related to image quality. The 
system evaluation can be performed on either a psychophysics basis or on 
a physical basis (using for example, the modulation transfer function), A 
full discussion of this subject area, is beyond the scope of this thesis.
4. B.adiation Physics and Interaction Models: Radiation physics is an integral 
part of an x-ray imaging system. The aspects of radiation physics th a t 
relate to diagnostic x-ray systems are discussed in chapter 2.
5. Overall Dose and Dose Distribution: The risk to the patien t's  health from 
the x-ray examination is an im portant aspect in the optim isation of an 
imaging system. The risk and dose measures are discussed in chapter 3 and 
chapter 10.
6. Central Control: This topic is dependent on all the other system  compo­
nents and so cannot be implemented until the system framework has been 
finalised. User trials are required to optimise the control functions.
7. Adaptive System Parameter Control: P art 4 discusses the issues involved in 
setting the x-ray tube frame-rate.
S. Adaptive Movement Control: This is an im portant part of chapters 8 and
11.
9. Adaptive Spatial Edge Control: A solution to the problem of sm oothing an 
image while keeping object edges sharp is given in chapter 7.
10. Pulse Dropping: This m ethod of dose reduction is discussed in cha.pter 10.
11. Image Noise Reduction: Smoothing the image to reduce noise is split into 
two parts: spatial filtering (chapter 7) and tem poral hltering (chapter 8). 
These are combined in chapter 10.
12. Image Enhancement: This topic is not covered in this thesis. There is a 
subjective image quality improvement if image enhancement is performed. 
This may lead to the possibility of further dose reduction.
13. Magnification and Collimation: A low dose x-ray system would ideally au­
tom atically adjust the system magnification and collimation. The topic of 
a distributed dose collimator is investigated in chapter 10.
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14. Optimum Display Parameters: This topic includes, for example, displaying 
two images side by side for comparison purposes. Another category th a t 
m ight come under this topic is psychophysical phenom ena such as the op­
tim um  background light level and the optimum observer-m onitor distance. 
Psychophysical aspects are discussed in section 1.5.
15. Image Restoration: By predicting the x-ray beam scatter distribution, the 
image can be improved by removing the blurring effect of the scatter. This 
topic is discussed in section 1.6. It may also be possible to improve the 
sharpness of the final images by reversing the blurring processes intrinsic 
to the imaging system.
1.4 Im age P ro cessin g  Fram ew ork
Throughout this thesis the theoretical basis for measuring performance is th a t of 
statistical communication theory. An introduction to this theory is given here.
1.4.1 Statistical Communication Theory
The general objective of statistical communication theory is the develojDinent of 
a statistical description of messages and noise in order to predict the detection 
and false-alarm probabilities. A false-alarm is a spurious visual pattern  th a t may 
arise from the random character of the photon distribution.
In order to provide a statistical description of the signal, an analysis of the 
image sequences from many different fluoroscopy exam inations is required. A 
more achievable objective is to assume th a t a particular message has been trans­
m itted and to use a statistical description of the noise to predict the probability 
of detecting that message.
R esponse, detection , and false-alarm  probabilities
The probability of response [Pr ] is the likelihood th a t the object is thought to be 
present. The probability of response can be subdivided into two types of event 
probabilities: probability of detection (Pd), and probability of false-alarm (Pp).
Consider an image th a t comprises a simple test object on a uniform back­
ground. If a detection experiment based on finding the object in this image is 
repeated many times, then the detection frecpiency will be a random variable th a t 
has a Gaussian distribution. Similarly, the probability of counting a particular 
num ber of x-ray photons from the image background also has a Gaussian distri­
bution. If the mean num ber of x-rays from the background is B.  the probability 
[pO of counting x quanta from the background is:
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1 -(f-8)^
p t ( a : ) = - = = e  ''t (Li)
yj2nal
Where: = The variance of the background grey-level distribution.
B  = The mean number of photons from the background.
Making the substitution u =  gives the normalised Gaussian probability 
function {pQ with zero mean and unity variance:
Pn(^0 — /p:— G  ^ • (L2)y/ZTT
V is the difference between the normalised detected signal ( ^ )  and the estim ated 
normalised true signal ( ^ ) .
Control system s
To construct a decision-making system, let a response indicating th a t the object 
is present occur if the detected signal level exceeds a set threshold value (T).
By normalising the detected signal level, standard Gaussian probability tables 
can be used. Since Poisson statistics apply, for low contrast objects the back­
ground noise level is approxim ately equal to the background grey-level divided 
by the noise value and the mean grey-level will be approxim ately equal to the 
mean background value. If the signal is defined as the mean grey-level within the 
image, then the signal-to-noise ratio equals sigm.ai,. The normalised threshold 
level (L )  becomes synonymous with the threshold signal-to-noise level {k s n r ).
In high-contrast images, the background grey-level will be quite different from 
the object grey-level. In this case it is useful to define two more normalised 
threshold values: is the normalised threshold signal-to-noise level calculated
using the background grey-level distribution, and Ks is the normalised threshold 
signal-to-noise level calculated using the signal (object) grey-le^'el distribution.
D etection  probability
The detection probability, Pp, is given by the probability of the target signal 
being above the threshold le\'el (P).
Pd { T)  =  Ps { x) . dx
The grey-level distribution of target pixels {ps{^')) is symmetric around the m ean 
signal level S.
1
p s { x )  =  —  -  e (1.3)
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Using the signal normalised threshold and normal probability distribution, the 
detection probability becomes:
rco  ro o  r —Kf
Pd [T)  =  / Ps[x) .dx =  Pofieis) =  /  Pn{x) .dx =  I p n{ x ) . d x ,T V K £ —OC^
where,
T - S
fx, t  —— a.
This arrangem ent allows the integral to be calculated by using standard error 
function tables (^ (a )):
re 1 =  / ,—  e“5“ ,dx
J - o o  V27T
This error function is equivalent to the previous detection probability integral so,
P d„{«s) =
Pd {T) =  £ ---------   . (1.4)
False alarm probability
In the case of false-alarms it is assumed th a t the desired object is not present in 
the image. In this scenario all the pixels in the image will h a \e  the background 
distribution. The probability of false-alarm (Pp) is therefore the likelihood th a t 
the background signal (P ) will be above the decision threshold level (P). In other 
words the false-alarm probability is equal to the probability th a t the normalised 
background signal {B^■) is above the background normalised threshold value («&). 
So.
rex. r<xj r - K VPp(P) = pb{x) .dx Pp^iKh) -  / p n { x ) . d x  =  / pn{x)  .dx
J T  j  Kh J —CX>
where,
T - BKb — o-b
so.
PF„{f<^ b) =  S{--Kb).
The relationship between the threshold level and false-alarm probabilit}' is 
dem onstrated in figure 1.3.
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Figure 1.3; The relationship between false-alarm probability and the threshold 
\'alue
D etection  threshold level
The threshold of detectability is generally defined as the point at which the signal 
level is equal to the noise am plitude (SNR=1). The signal level is the difference in 
m ean grey-1 evels of the object and the background. The noise level is the standard 
deviation of the background. This SNR=1 situation is shown in figure 1.4. The 
threshold level can be chosen (in units of SNR.) for a desired level of detection 
probability or more usually for an acceptable false-alarm probability.
C hoosing th e false-alarm  rate
For exam ple, choosing «6=0 gives gives a 50% false-alarm rate, and «6=2 provides 
a false-alarm of about 1 in 50 trials. Note th a t choosing «6=0 is equivalent to 
not looking at the image at all and ju st guessing.
At this signal-to-noise level, 15%) of the observed events are false-alarms. This 
situation is shown in figure 1.5. Table 1.1 lists the probability of false-alarm for 
different values of the SNR threshold.
Rose (1973) gives the following well accepted argument for the choice of five 
( « 6 = 5 )  for the threshold level. An image of size 300x300 pixels has approxim ately 
10  ^ pixels in total, this means th a t for each picture there are about 10  ^ possible 
false-alarm occurrences. If a rate of only one false-alarm per picture is allowable.
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The Threshold Of Detection (SNR=1)
Signal
b = standard deviation of B
Background ( B )
Signal (_S )
S = B + Signal = B + b
Figure 1.4: A graph showing the relationship between decision threshold level, 
detection probability, and false-alarm probability, for SNR =  1
Threshold Level (T) And False Alarm Probabilities (p )
Background grey-level distribution
P(X)
T=B+b
P(X) Pp = 2%
' K = 2
XB T=B+2b
Figure 1.5: Example graphs showing the how the threshold level affects the false- 
alarm probability
SNR Thresh.(ACi,) 0 1 2 3 4 5 6
Prob.{S> Kt} 0.5 0.15 0.023 1.310-3 3.010-^ 3.0 10-' 2.0 10-®
Table 1.1: Relationship between SNR. threshold and the false-alarm probability
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then the probability of false-alarm m ust be less than 10^® per pixel.
The choice of SNR—5 for the signal-to-noise threshold may therefor seem to 
be overly conservative. The probability of a false-alarm is a random variable, 
so although the mean false-alarm probability might be one per picture, half the 
pictures will actually contain more than one false-alarm per picture. For this 
reason Rose leaned to the side of caution and chose the signal-to-noise threshold 
to be set a t five rather than four.
A radiographic image may typically consist of 1800^ pixels. If only one false- 
alarm  is perm itted  per pixel the threshold SNR should be set at be tte r than 
1/1800^ =  3 * 10“^, so Kfc =  5 would still suffice. Care m ust bo taken when 
defining the meaning of “signal” . The signal is generally defined as either the 
photon count for the object, or the difference in photon count between the object 
and the background.
D etection  thresholds for large objects
The above analysis still holds true when the objects are of greater size than a 
single pixel. However, it is more difficult to determine the signal level for objects 
larger than  one pixel than it is for single pixel objects. The signal level for a 
single pixel object is related to the pixeFs grey-level. For larger objects the signal 
level is given by the mean value of all the grey-levels in the object.
In order to find the mean grey-level value of the object it m ust be known 
which pixels in the image belong to the object and which do not. However the 
pixel classification is not known since the detection of the object is the actual 
purpose of the analysis.
R eceiver operating characteristics
Signal detection theory expands on the preceeding analysis with the use of Re­
ceiver Operating Characteristics (ROC). Receiver operating characteristic curves 
are displayed in the form of a graph and describe the behaviour of a system 
for different system param eters (such as the decision threshold level). They are 
useful for qualitatively comparing systems.
For a particular decision threshold level, a point on the ROC curve will provide 
the value of the probability of false-alarm for a. particular probability of correct 
detection. This is dem onstrated in figure 1.6.
1.5 P sy ch o p h y sics
The analysis of radiological x-ray images is performed by a radiologist. Since the 
final stage in the radiological system is the viewing of the image by the hum an 
eye, a good measure of image quality will be one th a t takes into account the 
various aspects of the human visual system.
20 Chapter 1. IN TR O D U C T IO N
A Typical Receiver Operating 
Characteristic Graph
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Figure 1.6: A typical receiver operating characteristic curve
A background knowledge of the relevant psychophysics of the hum an visual 
system is also beneficial for other reasons. For instance it would be useful to 
know how the observer's perception of image quality will change under various 
environm ental conditions. Another example is the perhaps surprising effect of 
decreasing the am bient lighting on the appearance of noise w ithin the image.
The observer performance is dependent not only on the intrinsic system per­
formance, but also on the system ’s application and on the factors th a t affect the 
search and detection abilities of the observer. The search and detection of objects 
in an image is dependent upon the scene character (spectral composition, radi­
ance, contrast, uniform ity), the difficulty of the visual task, the tim e available, 
the image size and magnification, and the display flicker.
Speed read
Self (1969) lists many param eters th a t affect the ability of people to carry out 
visual tasks. The following factors are im portant if single images have to be anal­
ysed very quickly: the scene (the to tal am ount of information and the am ount 
of each type of inform ation), the target object (location and intrinsic character­
istics), and the observer (training, a priori knowledge, and m otivation). Edge 
sharpness and image enhancem ent studies show tha t objects are more quickly 
found in images when the images appear sharp.
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Spatial averaging
Lega.ult (1971) found th a t by assigning an effective sampling aperture value to 
the. hum an eye, the otherwise unexplainable experimental results of m any authors 
could be reconciled (such as those given in Biberm an (1973)).
The requirem ent of an effective, sampling aperture is due to the fact th a t al­
though the eye can integrate over large areas, it actually only integrates effectively 
over small subtended angles (less than one degree). In fact the eye’s spatial inte­
gration is dependent on the edges of objects within the image. The integration is 
performed over an area th a t is within ten arc minutes from the edges of objects.
The optim ally viewed size of an object is a function of the displayed magnifi­
cation of the object and the viewing distance. The responsive cpiantum efficiency 
of the eye is estim ated to be about ten percent for m oderate light levels.
M ovies
Images of objects in motion are degraded both by physical aspects of the system, 
such as the frame rate  and the tem poral impulse response, and by psychophysical 
effects.
Rosell and Willson, in [Bib73], sta.te th a t objects moving at twenty degrees per 
second (about one picture-w idth per second at a viewing distance of one m eter) 
are detected with the same adeptness as with stationary objects. O bjects moving 
a t one hundred and twenty degrees per second (about one hundred pixels per 
frame) m ust be increased in size threefold over their threshold size (the smallest 
size at which the objects can be seen) if they are to be detectable with the same 
proficiency.
Tem poral averaging
The eye has a finite tem poral response. To avoid the possible waste of x-ray 
dose the tem poral response of the eye should be considered when deciding upon 
the m axim um  pulse rate  of the x-ray tube. Since the eye integrates over tim e, 
the signal-to-noise ratio of a video sequence, appears much better than when the 
video fram e is paused.
The integration tim e constant for the hum an eye varies with am bient light 
levels. Both Schade (1956) and Pearson (1975) found th a t the integration tim e 
for the eye varies from a fifth of a. second at luminance of 0.5m W m “ ,^ down to 
one tw entieth of a second a t 500mW m“  ^ (4mW =  10^®photons/sec).
D ecision  threshold
It is interesting to note th a t even very dimly lit scenes do not appear as noisy as a 
typical x-ray image. This is because the eye autom atically increases the decision 
threshold level at low light-levels. Since at low light levels (on a moonlight scene
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for example) the decision threshold has a high value, the photon noise is not 
observable. Increasing decision threshold level reduces the false-alarm probability. 
In other words a t high threshold levels only very strong signals are classified as 
objects, all the other signals and noise are ignored. The image noise therefore 
becomes “invisible” .
An x-ray image is viewed at much brighter light levels than would be expected 
for the am ount of noise in the image. Since the ambient lighting is high, the eye 
does not autom atically increase the decision threshold level to prevent the noise 
from being visible.
1.6 R esto ra tio n
R eversing im age blurring inherent in the fluoroscopy system
A m ajor cause of image degradation in older fluoroscopy systems (based on ^4di- 
con type detectors) is spatial and tem poral blurring. One possible m ethod for 
restoring the blurred image in order to form a sharp image is by deconvolving the 
blurred image with the point spread function of the detector. The deconvolution 
process will tend to boost high frequencies which unfortunately has the si de-effect 
of increasing the noise power in the image.
R eversing im age blurring due to scattered radiation
Another cause of blurring in the image is from scattered radiation. This blurring 
can be reduced by preventing the scattered radiation from reaching the detector.
The am ount of scattered radiation th a t reaches the detector is often reduced 
by inserting an anti-scatter grid on to the front of the detector. Although the 
use of the anti-scatter grid produces a sharper image it also has the detrim ental 
effect of absorbing a proportion of the transmission (not scattered or absorbed) 
x-rays. Since there are fewer transmission x-rays reaching the detector, the num ­
ber of incident x-rays must be increased. This causes the dose level from the 
exam ination to increase.
An alternative m ethod of reducing the image blurring due to the scattered 
radiation is to perform an image restoration technique. If the blurring func­
tion caused by the scattered radiation can be estim ated, then the image can be 
restored using the deconvolution technique.
M onte Carlo sim ulation
A hlonte Carlo simulation experiment was performed to estim ate the am ount and 
distribution of the blurring caused by scattered radiation. This simulation exper­
im ent was based on the EGS4 [NHR85] com puter code system. This work was 
kindly carried out by Ashoke Kundu at Surrey University Physics D epartm ent.
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The experim ent simulated the x-ray imaging of two simple human chest phan­
toms. The phantom  represents a chest sized block of water and a back-bone. The 
back bone is placed in one of two positions to estim ate the change in blurring 
due to x-raying the chest from the front and from the back. The sim ulated bone 
consists of calcium phosphate at a density of 1850 kgm "^. This value is actu­
ally slightly high for the backbone since the backbone is mainly t rabecula. The 
dimensions of the chest phantom  are shown in figure 1.7.
The num ber and type (scattered/ transm itted) of photons are measured at 
the indicated detector position. This detector position represents the imaging 
scenario where no geometrical magnification is used. For systems where some 
geometrical magnification is employed the detector will be located further from 
the body.
The param eters used in th e sim ulation
The incident x-ray beam consists of 80 ke'''^photons with a total of 320 million 
photons incident on the object. This photon energy is equal to a typical x- 
ray tube voltage however the actual average j^hoton enengy would be closer to 
40 ke''"% The cut-off energies for the EGS4 code were 1 ke^'^for photons. Electron 
transport effects were ignored.
R esults
The results of the Monte Carlo simulation are shown in figure 1.8.
The direct transm ission curve is the same for both bone positions. This is 
to be expected since the (logarithmic) transmission image is created by simple 
superposition of the attenuation coefficients.
The image produced by only the scattered radiation is shown in the middle 
of the graph. A large am ount of scattered radiation is incident to the detector. 
There is a drop in intensity for both simulations around the bone’s projected 
position.
The total detected x-ray beam profile is seen at the top of the graph. This 
shows th a t a sharper drop in intensity occurs for the lower bone position than  
for the upper bone position.
D iscussion of the M onte Carlo sim ulation results
The image created by only the scattered x-rays contains some structure and 
causes edge blurring.
The results show th a t the effect of scattered radiation is to produce more 
edge blurring when the bone is closer to the detector than when it is further 
a,way. This is thought to be due to the fact th a t the photoelectric absorption in 
bone increases with decreasing photon energy and tha t the Compton scattered 
photons have a lower energy than the non-scattered photons.
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Figure 1,7: Human chest phantom  used in the M onte Carlo sim ulation to estim ate 
the effect of scattered radiation on image quality
The Effect Of Scatter On Image Sharpness 
Results Of A Monte-Carlo Simulation
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Figure 1.8: Monte Carlo results for image degradation due to  scattered radiation
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W hen the bone is near to the x-ray tube, fewer lower energy Compton pho­
tons have been generated before the bone is reached. The apparent absorption 
coefficient of the bone is therefore greater when the bone is nearer the detector. 
Since the final image is related to the superposition of the absorption coefficients, 
the image created when the bone is near the detector will have a greater drop in 
intensity than  the image of the bone in the upper position.
A nother interesting result is th a t more photons in the detected signal arise 
from scatter events than come from the prim ary beam. The prim ary beam  is the 
transm itted  x-ray photons th a t have not interacted with the object. The graph 
shows th a t the scatter to prim ary ratio is f«l.S for this simulation experiment.
Only approxim ately 0.1% of the photons th a t are incident to the phantom  at 
a position directly above the detector actually reach the detector.
The fraction of photons detected could be increased by increasing the x-ray 
beam  energy, however this would have the detrim ental effect of reducing the 
image contrast. It is shown later (page 38) tha t increasing the x-ray beam  energy 
also increases the scatter to prim ary ratio.
1.7 Q u ality  V ersus D o se
Variables th at determ ine im age quality and their relationships
If an image has an area [A), a contrast (C). square pixels of width (c/), and a 
required signal-to-noise threshold {Kb), then the required number of photons per 
image (A',,) is [Ros73];
Np = ^  (1-6)
This equation shows th a t halving the intrinsic radiological contrast (C) or 
doubling the resolution (1/d), quadruples the required number of photons. Sim­
ilarly. if the decision threshold level (%&) is doubled then the num ber of photons 
is quadrupled.
There is an obvious link between resolution and contrast since, for the same 
num ber of photons, the resolution (1/d) is doubled if the radiological contrast 
is doubled and vice-versa. The relationship between the object area (A) and 
the contrast (C) is shown in figure 1.9. This figure contains disks of different 
diam eter and of different contrast. The area is reduced by a factor of four going 
across the image and the contrast is halved for each row going down the image. 
The ease of seeing the disks is dependent on their size and their contrast. The 
disks lying on the bottom -left to top-right diagonals are equally easy to detect.
Since fewer numbers of photons are required to resolve large objects, it may 
be possible to  detect features using a pyram idal type search algorithm. The algo­
rithm  initially searches for large objects and can therefore detect small contrast
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Figure 1.9: Resolution vs contrast test image
changes, then the search progresses to finer resolutions using the information 
discovered in a previous pass.
A measure of quality
.A frequently used measure of image quality is the signal-to-noise ratio of an 
im portant object in the image. Let,
S \ R  = Vr. -  Vb
Where: W =  Average Number of photons in object pixel.
\ b =  Average number of photons in background pixel.
Then:
Where:
S N R  =  ^ v ;  *
Vfc 
1:
1 -  a
/ l + a
a =
At high contrast levels (C —> 1). V’o Vf,. u —> 0.
1 — a
v/1 +  o 1
= >  SNRc^i = \JVo
For high contrast objects the value of image quality increases with the square 
root of the number of photons transm itted by that object.
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D ose
AU measures of dose are linearly related to  the  number of photons incident on 
the patient^; consequently, the dose to the patient is proportional to Vq. 
Therefore:
Image Quality oc ^/patient dose 
Patient Dose oc (Image Quality)^
In this example, in order to double the image quality, the dose to the patient 
m ust be quadrupled.
O ther factors
Factors th a t complicate the relationship between image quality and patient dose 
include other sources of noise, and the use of different measures of image qual­
ity. Nonetheless, even in more complicated models, there is a close relationship
between the dose level and the achievable image quality.
A compromise has to be found between the clinical efficacy of the image and 
the risk to the patient from the radiation. In most systems the highest achievable 
level of image quality is fixed by such param eters as electronic noise and the 
system resolution.
Im age averaging
For the image 'movies' used in fluoroscopy examinations, the SNR of a single im ­
age may be improved by averaging a num ber of adjacent images in the sequence. 
This temporal image averaging can be performed by inserting an image processing
unit between the detector and the display.
The improvement in image quality by a.veraging an image is simply the square 
root of the num ber of frames averaged. Alternatively, temporally averaging the 
sequence while keeping a constant SNR. level means th a t the dose can be decreased 
by the num ber of frames averaged.
Caveat
Simple tem poral a.veraging of the image sequence has the detrim ental effect of 
blurring any movement thus lowering the clinical usefulness of the image (but 
not the value of image, quality as defined by above equation).
The results of the tem poral averaging procedure may not be noticeable to 
the hum an observer. This is due to the fact th a t the response of the hum an eye 
is slow compared to the system frame rate, which means tha t the eye. itself is 
tem porally integrating the image sequence.
 ^A slight, correction factor for high dose rate is advocated [NRP95].
Part I
RADIATION QUALITY AND
DOSE
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Chapter 2
RADIATION
In a fluoroscopic exam ination, the probe used to image the patient is x-ray radi­
ation. It is therefore not surprising tha t radiation physics is a key factor in the 
design of a diagnostic medical x-ray system. The application of radiation physics 
is im portant in the following system components: Image quality, patien t dose, 
adaptive system param eter control and system control.
Image quality is affected by radiation physics because the image contrast and 
quantum  noise level of the image are determined by the relative and to tal x-ray 
absorption coefficients of the objects being imaged.
The patient dose is also affected by the energy and num ber of the photons 
and is discussed in more detail in chapter 3.
A daptive system param eter control is the autom atic determ ination of the op­
tim um  param eters of the x-ray imaging system. This autom atic control includes 
the ability to set the main x-ray tube variables — voltage, current, and pulse 
rate.
The present chapter provides background information on the radiation in­
teraction mechanisms that affect both the contrast and the signal to noise level 
in the final image. This information is also required for the later discussion of 
patient dose and autom atic param eter control.
2.1 In tro d u ctio n
The fundam ental component of a medical diagnostic x-ray system is the x-ray 
radiation itself. The radiation affects the quality of the image and also carries 
a risk to the patien t's  health. The design of a low-close medical x-ray imaging 
system recpiires a thorough knowledge of the way in which radiation interacts 
with m atter.
30
2.2. Radiation Quality 31
Im age quality versus dose
The more x-rays used to image a patient, the better the image produced. How­
ever, increasing the num ber of x-rays also increases the health risk to the patient. 
The compromise between image quality and radiation dose is discussed in this 
chapter by first elaborating on the relevant radiation measures.
In order to fully understand the different aspects of radiation physics to the 
optim um  system, this chapter provides general background information on:
• The various m anifestations of radiation.
• How radiation is used to image an object.
• The x-ray radiation interaction mechanisms present in typical x-ray imaging 
systems.
• The radiographic contrast and image noise.
2.2 R a d ia tio n  Q u ality
This section provides general background information on two basic areas, the 
various m anifestations of radiation, and the implem entation of x-ray radiation in 
typical medical imaging systems.
2.2.1 Types of Radiation
Radiation energies above lO e'^(ultra-violet light) are term ed 'ionising' — lOe’''^ 
is a benchm ark for the energy of the least bound electron in an atom. If the 
radiation can transfer more energy to the electron than the electron's binding 
energy, then the electron will escape from its orbit and cause damage to the 
surrounding molecules.
Even radiation energies below lOe'^'^are not axiomatically harmless since, at 
high power densities, damage can occur from localised heating. Furtherm ore, 
molecular bonds can be broken by energies below lOe '^A
Radiation with energy greater than lOe'^'^can cause direct ionisation of atoms 
and can easily disrupt molecular structure. Heavy-ion radiation can directly 
destroy molecular structure through collision events.
T ypes of radiation
Typical radiations are categorised in table 2.1 [Kno89]. For each type of radiation 
their penetration depth in solids is listed in parenthesis. The penetration depth 
is also term ed the characteristic distance or mean free path.
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Charged Uncharged
Heavy Nuclei (10"^?n) Neutrons (IOU7?)
Light Electrons (10"^??%) X-Rays (10“ U?7)
Table 2.1: Radiation types with (mean free path) values
The most frequent type of radiation employed in medical exam inations is x- 
ray radiation. A beam of x-ray radiation can be defined by the beam  geometry, 
energy spectrum , and total photon rate of the x-ray beam. The definitive property 
of a single x-ray photon is its frequency.
2.2.2 Imaging Systems
An image provides information regarding particular physical aspects of an object. 
In general, a single source-detector pair is used to obtain the image. The radiation 
em itted from the source interacts with the object and is then detected.
In current medical x-ray imaging systems, the detector and the source are on 
exactly opposite sides of the object. This arrangem ent of the system components 
is called a transmission imaging system.
Transmission imaging systems measure the attenuation of the radiation beam  
caused by x-ray photons interacting with the object. In diagnostic m edical sys­
tem s, the attenuation of the beam arises from two effects — absorption and 
scatter.
A bsorption and scatter
The detector in a simple transmission imaging system measures the num ber of 
photons tha t have not experienced an interaction while traversing the object, this 
is called the primary radiation.
The detector may also record those photons tha t have suffered single or mul­
tiple scatter events [secondary radiation) w ith the final scattering event being in 
the direction of the detector. These scattering events have a detrim ental effect 
on the appearance of the image.
Photon energy
X-ray photons can be generated over an energy range in excess of four decades 
(Ike^^lO M e^^. In general the lower energies are employed in diagnostic exami­
nations. The more energetic x-rays are applied in radiotherapy.
There are a m ultitude of distinct interaction mechanisms between photons 
and m atter. The photon energy and the composition of the m aterial determ ine
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the likelihood of occurrence for a particular interaction mechanism. In diagnostic 
investigations, the x-ray energies vary from the lOke’'""range (for breast exam i­
nations) up to lOOke’'"^(pelvic examinations).
Interaction processes
An inventory of the potential processes by which the x-ray may interact w ith 
m atter has been system atically tabulated by Fano (1953). The table is reproduced 
here and lists the participants in the interaction, and the different forms of energy 
transfer.
Kinds of interaction: X-Ray interaction with...
(1) atomic electrons
(2) nucleons
(3) the electric fields of nuclei or electrons
(4) the meson field surrounding nucleons
Interaction Effects
(a) Complete absorption
(b) Elastic scattering
(c) Inelastic scattering
There are twelve combinations between the kinds of x-ray interaction and the 
interaction effects. Not all of these combinations have been observed. The note­
worthy amalgams are given in the following table. The contents of the parenthesis 
refer to the labels in the previous table.
Complete Absorption Coherent Scatter Incoherent Scatter
Photoelectric (la )
Pair Production (3a)
Nuclei Photodisintegration (2a) 
Meson Production (4a)
Rayleigh (lb ) 
Thomson (2b) 
Delbruck (3b)
Compton (Ic)
Nuclear Resonance (2c)
2.3 D ia g n o stic  X -R ay  In teraction  M ech an ism s
W ithin the melange of observed interaction methods, there are only four im ­
portan t processes within the x-ray energy range lOke'^'^lOMeW They are the 
Compton effect-, the Photoelectric effect:  ^ Pair Production-, and Rayleigh scatter­
ing. In the diagnostic energy range (10ke’'"^200ke’‘‘^  however, the probability 
of Pair Production is zero (pair production dominates at energies above a few
M e n .
The three processes th a t dom inate the diagnostic energy range are all “group 
1” kinds of interaction — they occur between the x-ray photon and the atomic 
electrons. A description of these m ethods ensues.
2.3.1 Photoelectric Absorption
The photoelectric effect is the predom inant mode of x-ray interaction in the 
diagnostic imaging energy range for high Z m aterials (atomic numbers greater
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than about Z=15). The theoretical model of the photoelectric effect for x-ray 
energies >100ke''“^  requires the Dirac relativistic equations. On the whole, the 
photoelectric effect is not easily expounded by classical theoretical treatm ents 
[KnoS9].
The photoelectric effect is a complete absorption process, this implies th a t 
the to tal energy of the photon is consigned to the atom. Since both energy 
and m om entum  are conserved, a balanced mom entum  transfer requires th a t the 
interaction betides the whole atom and cannot take place with free electrons.
C ross-sections
The probability, or cross-section (cr), for a photoelectric interaction per atom  
(„(Tpe) grows with atomic number (Z) and diminishes with increasing photon 
energy An approxim ation for the photoelectric cross-section (neglecting
the k-edge effect) in the medical imaging energy range is:
aCTp^lbarns I atom) oc
This relationship is compared with the Mucal subroutine [BB95] in figure 2.1 for 
the element oxygen. The constant of proportionality was chosen to be 0.84 so 
tha t the two predictors m atched at 50ke'‘^
The true cross-section curve is complicated by absorption edges which cor­
respond to the atomic energy levels of the electrons within the atom. At the 
absorption edge energies, the cross-section curve exhibits discontinuous jum ps.
Fluorescent radiation is produced as a by-product of the photoelectric absorp­
tion and on average is em itted isotropically. The energy of these k-absorption 
edges can be approxim ated by:
Ek-edgt [heV)  % 0.01(Z — 1)^
2.3.2 Compton Effect
In Compton scattering, an x-ray photon is deflected by a charged particle. Comp­
ton scattering is an inelastic, incoherent, scattering process. A portion of the 
photon's energy is transferred to the particle when a. scattering event occurs.
Compton absorption represents the probability of energy being transferred 
from the x-ray to the electron due to the Compton interaction. Unlike the  pho­
toelectric effect, complete absorption does not take place.
2.3.3 Rayleigh Scatter
Rayleigh scattering transfers only a very small amount of energy to the absorber 
and it is a coherent scattering process. Rayleigh scattering can greatly contribute 
to the attenuation of the x-rav beam.
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The energy transfer to the atom  is small in comparison to the other interaction 
mechanisms. The recoil energy can reach a value of only twice the square of the 
photon energy divided by the mass-energy of the  recoiling atom , for example, a 
lOOke'^'x-ray im parts a maximum recoil energy of O.Se^^to an argon atom.
The Rayleigh scattering process occurs because of the coupling between elec­
trom agnetic waves and electrons. An electrom agnetic wave exerts a periodic 
force on an electron which causes the electron to vibrate at the frequency of the 
electrom agnetic wave.
A small fraction of the photon’s m om entum  is transferred, via the electron, 
to the atom  or lattice. The to tal cross-section is independent of photon energy.
Rayleigh scattering arises from the co-operative effect of all the electrons in 
an atom  which vibrate at the frequency of the x-rays. These vibrating electrons 
“em it” the scattered radiation. Since the interaction results from strong binding 
between the electron and the atom, the atomic differential scattering cross-section 
is often used for calculations instead of the scattering cross-section per electron.
2.3.4 Interaction Mechanism Summary
Scattering phenomenon are im portant in medical imaging because they degrade 
the appearance of the x-ray images. The scattering phenomenon comprise the 
Raleigh and the Compton processes. For low-Z m aterials such as bone, tissue 
and blood, these scattering processes dom inate over the photoelectric effect at 
diagnostic photon energies.
Figure 2.2 shows the energy at which the absorption and scattering interac­
tions ha\'e equal im portance for different atomic numbers. This graph was cre­
ated by writing a com puter program th a t was based around the Badyopadhyay- 
Boyanov x-ray cross-section subroutine (MUCAL) [BB95]. A cubic fit was calcu­
lated from this curve and was found to give a good approximation to the predicted 
values;
Z =  1.88 * -  2.87 % -f 0.2579E +  1.235
Conversely, the x-ray energy a t which the absorption probability equals the scat­
tering probability is given by,
E  =  1.25 * 10-^Z^ +  0.02Z^ -t- 3.674Z -  3.599
Where:
E  =  The photon energy measured in keW 
Z =  The atomic number.
E lem ental Com parison
The MUCAL x-ray cross-section subroutine was also used to calculate the con­
tributions from the various interaction processes for five m aterials — carbon,
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Figure 2.2: Both the x-ray energy and the atom ic num ber of the element d ictate 
w hether the absorption process or the scattering process is the dom inating in ter­
action mechanism. This graph shows the transition points where the probability 
of absorption is equal to the scattering probability
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oxygen, water, barium  and iodine. Carbon, oxygen and water are im portant ele­
ments for the x-ray visualisation of the human body, and barium and iodine are 
commonly used contrast agents (the la tte r being used intravenously).
The graphs of oxygen, carbon, and water are very similar. This result is 
expected because of their close atomic numbers. Close results are also found 
between iodine (Z=53) and barium  (Z=56). The graphs for water and iodine are 
shown in figures 2.3 and 2.4 respectively.
2.4  D iscu ss io n
Effects on the im age
The interaction mechanisms have differing effects on the image.
The photoelectric effect and Compton absorption solely produce contrast in 
the final image (due to the relative difference in interaction cross-section between 
m aterials).
Incoherent Compton scattering and Rayleigh scattering produce contrast in 
the image, but they also “smear" the image by scattering photons into the detec­
tor as shown in section 1.6. The extent of this smearing is estim ated by calculating 
the scatter to prim ary beam ratio and will depend on both the system geometry 
and whether an anti-scatter grid is imposed.
C ontrast and noise
The m ost desirable interaction mechanism is the photoelectric effect, since it 
generally has the highest difference in cross-section between m aterials a t low 
x-ray energies. The photoelectric effect also has the highest energy absorption 
cress-section. This means th a t this interaction im parts more energy to the object 
(higher dose) than  the other interaction mechanisms.
The consecpience of having a high interaction cross-section is th a t, at reason­
able dose levels, very few photons will reach the detector. Having only a few 
photons in the final image causes a large am ount of image noise [quantum, mot­
tle). A compromise must therefore be reached between good radiological contrast, 
image noise, and dose to the patient.
2.5 Sum m ary
This chapter is concerned with the reduction of x-ray radiation in medical proce­
dures. The interaction dynamics between x-rays and m atter and their effect on 
image quality is of great im portance to the goal of x-ray dose reduction.
The interaction dynamics of x-rays and m atter are complex, consisting of 
many different interaction mechanisms. The relative im portance of these mech-
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aiiisms is dependent upon the composition of the m aterial and on the energy of 
the x-ray radiation.
The most congruent x-ray energy for a particular application will depend 
on the composition of the subject m atter and the purpose of the exam ination. 
The determ ination of the optim um  energy demands an understanding of the 
interaction mechanisms involved, and the capabilities and constraints of typical 
x-ray imaging systems.
Chapter 3 
MANIPULATING PATIENT 
DOSE
This section extends the m easurement of x-ra.y radiation to the field of medi­
cal physics in order to discuss and calculate the harmful effects of x-rays. The 
described quantities are also used in the measurement and appraisal of medical 
x-ray imaging systems.
The purpose of a medical examination is to provide an answer to a particular 
medical question. The quality of a radiological image is a measure of the im age’s 
capability of aiding the radiologist to answer this question. The quality of a 
radiological image is dependent on, among other things, the am ount of radiation 
used to produce the image.
I'nfortunately. there is a health risk associated with radiation, so a com­
promise is required between the health risk of using high doses, and the health 
benefits of obtaining high equality images.
W here dose fits in
The analysis of the health risk to the patient for the x-ray procedure is an im­
portant factor in determ ining the optimal settings for the system param eters.
The most obvious control issue is the choice between image quality and patien t 
dose. By increasing the number of photons used to create the x-ray images, the 
better the signal to noise ratio becomes and so the higher is the image quality. 
However, doubling the number of photons used to produce the image also doubles 
l)oth the dose to the patient and the health risk from the examination,
.^n equally im portant consideration for image quality and patient dose is 
the change produced by varying the photon energy. However, the relationships 
between photon energy and image quality, and between photon energy and patient 
close are more complex than  for the photon numbers example,
40
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A utom atic  collim ation
The analysis of the doses to individual organs could be used as a control issue 
in an adaptive, com puter assisted, graded collimator. The collimator control 
algorithm  would decide the appropriate compromise between the required image 
quality for an organ and the radiation dose to th a t organ, taking into account its 
radiation sensitivity (see page 212).
3.1 R a d ia tio n  D o sim etry
A prerequisite to finding the optim um  radiation dose level is the determ ination of 
suitable measures of radiation dose. The following factors need to be measured:
1. The risk to the pa tien t’s health from the examination. This health risk is 
dependent upon the intensity of the source and the effect of the radiation 
on biological m aterial.
2. The interaction of the radiation with m atter. This is split into two subject 
areas:
(a) The interaction of the radiation with the tissues of the body.
(b) The interaction of the radiation with the detector.
By measuring these dose and interaction factors it is then possible to  predict 
both the risk to the patien t's  health, and the diagnostic benefit from a high 
quality image.
3.1.1 Charge and Energy Deposition
X-ray radiation has two interrelated effects on a material, tha t of ionisation and 
energy deposition:
1. The radiation can ionise some, of the atoms in the m aterial. The freed 
electrons produced in the interaction can go on to cause further ionisations 
and can also break molecular bonds.
2. The radiation can deposit energy into the material. The kinetic energy 
im parted to the m aterial can also break molecular bonds.
Com m on m easures
The m ost common measures of charge and energy deposition caused by the irra­
diation of an object are as follows:
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E X P O S U R E  — The ionising power of the radiation.
The exposure is a measure of the ionising power of the radiation. The unit 
of exposure (X ) is given by the charge {dQ) produced by the ionisation of 
a unit mass of air {dm) a t standard tem perature and pressure. The ions 
are created by secondary electrons which are completely stopped in the air. 
Exposure is measured in Coulombs per kilogram. A commonly used non-SI 
unit is the Rontgen.
A B S O R B E D  D O S E  — The energy absorbed per unit mass.
The absorbed dose {D) is a measure of the energy absorbed {E) by the object 
per unit mass (dm). The absorbed dose can be measured directly by using 
calorimeters; nevertheless it is normally calculated from the exposure. The 
SI unit for absorbed dose is the Gray which equals one .Joule per kilogram.
dm.
E N T R A N C E  S U R F A C E  D O S E  — The absorbed dose to air.
The entrance surface dose measures the absorbed dose to air at the point 
of intersection between the x-ray beam axis and the surface of the patient. 
This measure includes backscattered radiation and has the SI unit of Gray.
The entrance surface dose is often measured by the use of therm olum ines­
cent dose-meters which are attached to the skin as close as possible to  centre 
of the beam.
The measured dose is approximately th irty  percent higher when m easure­
m ents are made on the pa tien t’s surface as opposed to free air. This is due 
to backscatter from the body.
D O S E -A R E A  P R O D U C T  — The absorbed dose to air (no backscatter).
The dose-area product is the product of the spatially averaged entrance 
surface dose, and the area of the beam. It has units of Gray cm^. The dose- 
area product is measured using parallel plate ionisation chambers connected 
to electrometers.
N o te s
The exposure is a measure of the ionising power of the radiation beam  on air; it 
is not a direct measure of the ionisation of the patient. In contrast, the absorbed 
dose is dependent on the ol^ject in the radiation beam. It is therefore a be tte r 
measure of the damage done to the patient.
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Exam ination
Type
Reference 
ESD (niGy)
Lumbar Spine
Pelvis
Abdomen
Chest
Skull
30 (Lat.) 
10 
10
1.5 (Lat.) 
3 (Lat.)
Exam ination Type Dose. Area 
(mGy cm^)
Lumbar Spine 15
Pelvis 5
Abdomen 8
Barium  meal 25
Barium enema 60
Intravenous uranography 40
Table 3.1: Typical entrance surface doses (ESD) and dose-area products for var­
ions radiographie examinations
Although the entrance surface dose is the absorbed dose to air. it is dependent 
on the m aterial undergoing irradiation since the measure includes the backscatter 
radiation from the object.
R ecom m ended m easures
A report by the NR.PB [NRP92] recommends th a t dose measurements should be 
m ade for each radiograph (using entrance surface dose) and for the complete ex­
am ination (using dose-area product). Other dose measures tha t are more closely 
related to radiation risk cannot be measured directly (for example organ dose, 
effective dose, or the total energy im parted).
Typical values from the NRPB [NRP92] for entrance surface doses and for 
dose-area products are given in table 3.1.
3.1.2 Radiation Damage Measures
The biological damage caused by radiation impinging on a hum an organ is only 
loosely related to the total charge and energy deposited in the organ. A measure 
th a t is more closely related to the biological effect is the rate of energy deposition 
(the energy deposited per unit length). The am ount of energy deposited within a 
small region is more im portant a. measure than the total energy absorbed because 
of the way in which cancers are generated.
This subsection describes the radiation dose measures th a t include factors 
related to the energy deposition rate.
Linear E nergy Transfer
The severity of the damage caused by the radiation is directly related to the local 
ra te  of energy deposition along the particle track. The energy deposition ra te  is 
called the linear energy transfer (LET) of the radiation.
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The linear energy transfer is defined as the energy (in ke'""^ deposited per 
m icrom eter of m aterial, where only energy dej^osited along the track is included. 
The linear energy transfer rate is similar to the specific energy loss (-dE /dx) of 
the radiation but with adjustm ents for bremsstrahlung radiation.
B rem sstrahlung radiation deposits its energy far from the particle track (for 
example, the mean free path of a SOke^"^x-ray in water is approxim ately 4cm). 
This energy is not included in the calculation of the LET factor because LET is 
purely a measure of the severity of local damage.
The linear energy transfer is an indicator of the potency of the radiation type 
to cause biological damage.
E le c tro n  d a m a g e
The damage caused by x-rays is not due to the x-ray photon itself, bu t is due to 
the fast electrons (secondary radiation) liberated from the interaction between
the x-ray photon and the material. The to tal damage caused to the object by
x-ray radiation depends on:
• The num ber of electrons generated per photon.
• The average length of the electron track.
• The energy deposition rate.
• The total num ber of photons used in the examination.
D O S E  E Q U IV A L E N T  — The biological elfect of the radiation.
The dose equivalent [ H) i s  an approxim ate measure of the biological damage 
caused by performing the radiological examination. The SI unit of dose 
equivalent is the Sievert. It is calculated from the product of the absorbed 
dose [D] and a quality weighting factor (IT^).
H =  J:Wr D
T h e  q u a lity  fa c to r
The quality weighting factor is dependent on the type of radiation and converts 
the absorbed dose into the dose ecjuivalent. The quality factor is an empirical 
measure, it has units of SvGy“ L and is tabulated in table 3.2.
For x-rays, the quality factor is unity, therefore the dose equivalent (in Sv) and 
the absorbed dose (in Gy) have the same value. Alpha particles have a quality 
factor of 20. For example, a dose equivalent of 200 milli-Sieverts is delivered by 
alpha particles with an absorbed dose of 10 milli-Gray.
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LET in water Quality { W r) Ty%)e of Radiation.
(ke^^/.mi) Factor
<  3.5 1 Fast electrons and x-rays.
7 2 Low energy neutrons.
53 10 High energy neutrons.
175 20 Typical energy (8Me''“^  alpha particles.
Table 3.2: Radiation quality weighting factors and LET values for A'arious radi­
ation types
O rg a n  s e n s it iv i ty
Some organs manifest a greater radiosensitivity than others, therefore the estim a­
tion of the radiation risk to the pa tien t’s health should take into account which 
organs are undergoing irradiation. One such measure is the effective dose.
The effective dose is calculated by summing the tissue weighted dose im parted 
to each organ undergoing irradiation.
E F F E C T IV E  D O S E  — The dose-equivalent with tissue weighting factors.
The effective dose (E) is recommended by the ICRP [ICR91]. It is calculated 
from sum of the products of the dose ecpiivalent for each irradiated tissue 
{Ht ) and the tissue weighting factors (TTV)-
E  =  Eit W t H t
Like the dose equivalent, the effective dose is also measured in Sieverts. 
The NR.PB suggests th a t an occupational limit should be an effective dose 
of 20mSv per year.
T is su e  w e ig h tin g  fa c to rs
The tissue weighting factors, required to calculate the effective dose, are given in 
table 3.3.
At first it may seem strange th a t all the values are less than one, however 
the dose equivalent for each tissue is the energy im parted to one kilogram of the 
tissue. For an organ such as the thyroid its mass is considerably less than one 
kilogram and the tissue weighting factor takes this into account.
The tissue weighting factor also takes into account factors such as fatal cancer 
risk and an allowance for the loss of quality of life.
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Tissue or Organ Tissue Weighting Factor
Gonads 0.2
Red Bone Marrow, Colon, Lung, Stomach 0.12
Bladder, Breast, Liver, Oesophagus, Thyroid 0.05
Skin, Bone Surface 0.01
Rem ainder 0.05
Table 3.3: Tissue weighting factors
Artificial Radiation Sources UK Annual Collective 
Dose (man Sieverts)
Radiology 11200
Fluoroscopy and C.T. 4800
Nuclear medicine 1000
Weapons test fallout 550
hliscellaneous sources (mainly air travel) 550
All occupational doses 300
Nuclear power discharges 30
Chernobyl (first year) 2100
Table 3.4: Man made radiation sources
O ther aspects
The angular position of the incident x-ray beam dram atically changes the con­
version coefficients for the effective dose. This is because the im portant organs 
for effective dose calculations are towards the front of the body.
The effective dose, on average, decreases with increasing age. This is due to 
the fact th a t the am ount of overlying tissue th a t shields the internal organs tends 
to increase with age [NRP96].
3.2 T h e H ea lth  R isk  Prom  M ed ica l X -R a y s
The determ ination of the actual health risk due to x-ray radiation is a prerequisite 
for system control optimisation. To put this risk factor into i^erspective, it should 
be noted th a t natural background radiation comprises the bulk (85%) of the 
total dose to the United Kingdom population. The remaining radiation (15%) 
originates from m an-m ade sources. Table 3.4 shows tha t the m ajority of radiation 
arising from m an-m ade sources is in the form of medical x-ray radiation [NRP90].
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X-rays cause cancer
The health  risk from diagnostic x-ray exam inations manifests itself as an increase 
in cancer incidence, degenerative tissue diseases, and hereditary diseases [NRP95]. 
The risk of the la tter is much smaller than th a t of cancer [UNS93].
W ithin the typical diagnostic dose range, O.lmSv (chest PA) to 60mSv (bar­
ium enem a), the increased risk of cancer is a function of the received x-ray dose 
(although the severity of the cancer is not).
Risk m odels
The N R P B ’s discussion of the IC R P ’s 1990 recommendations [IGR.91] suggests 
th a t the m ultiplicative model is the best model for predicting the effect of irradi­
ation [NRP93]. The m ultiplicative risk model states th a t the risk of cancer due 
to the radiation is dependent on the background cancer rate.
W ith  the multiplicative model it follows th a t the danger from the radiation 
dose, after the la ten t period, is one of “excess risk” . In other words, the risk is 
relatT ’^e to the baseline cancer rate of the particular age group and population.
3.2.1 How X-Rays Cause Cancer
The tim e between the irradiation and the appearance of an associated tum our is 
term ed the latent period. The duration of the latent period varies with the age of 
the person and the tum our type. Some types of leukaemia and bone cancer have 
la ten t periods of a. few years whereas many solid tum ours take ten or more years 
to appear. This la ten t period is determ ined by the fact tha t many mechanisms are 
required to cause a cancerous tum our, the radiation dose being only the initiating 
step.
B asis for risk quantification
It is difficult to quantify the cancer risk due to medical x-rays, because the increase 
in risk is low, the background risk is high, and accurate dose figures are hard to 
obtain. The methodology for calculating the cancer risk is chiefly performed by 
combining the results of the following three different scientific areas:
• Epidemiology. These studies predom inantly consist of the statistics of the 
survivors of the Hiroshima and Nagasaki bombs. The survivors received 
acute doses often greater than one Gray. O ther cohort groups are, "at risk” 
members of the public, such as radiation workers and patients th a t have 
received high medical radiation doses.
• Dose response studies in animals. These dose response experim ents can be 
performed under well controlled conditions, however animals have different 
radio-sensitivities to humans.
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•  Cellular and molecular mechanisms of radiation tumourigenesis (using radi­
ation to induce a malignancy). This subject area covers a variety of topics, 
for example, somatic cells in vitro, germ cell muta.tions in vivo, and cell 
transforms.
How cancers are created
The induction of tum ours (neoplastic development) is a m ultistage process con­
sisting of initiation, promotion, and progression. In general, radiation tum ouri­
genesis is mono-clonal in origin (it only requires one m utated  cell) [UNS93] and, 
for solid cancers it follows the following stages:
• Neoplastic initiation occurs first by radiation induced damage to the chro­
mosomal DNA which is then misrepaired. This induces m utations which 
may be neoplastic [UNS93].
• Promotion  of the neoplasia may then occur. Prom otion means th a t the. neo­
plasia responds to normal growth stimuli bu t multiplies abnormally quickly, 
which leads to benign lesions in the tissue.
• After a latent period, neoplastic conversion to overt malignancy may occur.
• The m alignant cells may then undergo progression (abnormal growth) and 
may spread to other organs [metastasis).
For the above m ultistage process to be started, many genes in a single cell have 
to be altered, either by turning the genes on or by destroying them .
D ouble versus single strand damage
Radiation damage to one strand of the DNA duplex closely resembles the cellular 
damage th a t occurs through normal endogenous meta.bolic processes (biochemical 
reactions occurring naturally within the cell).
In the absence of exogenous agents (physical and chemical agents of ex tra­
cellular origin for example ionising radiation or tobacco smoke), each cell in the 
hum an body sustains about ten thousand DNA damage events per hour due to 
therm al instability and attack by chemical agents [NRP95]. The spontaneous 
cell m utation rate  however is only one in a thousand per cell generation for non­
specific chromosomal exchange. The capacity for error free repair is therefore very 
high. Single strand damage is easy to repair because the DNA base sequence on 
the undam aged strand can act as a tem plate.
For radiation induced damage there is a significant probability of sim ulta­
neously inducing coincident damage to both strands due to secondary electrons 
dumping a lot of energy in a small area. The probability of double strand damage 
is approxim ately linear with dose, with about 40 damage events occurring per 
cell per Gray.
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Exam ination Dose
mGy
Cancer 
Excess Risk
Frequency
%
Collective 
Dose %
Com puted Tomography 8.6 123x10-6 2.0 17
Barium  Enem a 15.5 225x10-6 0.9 14
Intravenous Urography 8.6 130x10-6 1.3 11
Pelvis 2.07 35x10-6 2.9 6
Limbs and Joint 0.06 0.87x10-6 25 1.5
Lum bar Spine 4.5 65x10-6 3.3 15
Barium  Meal 7.5 110x10-6 1.6 12
Abdomen 2.7 40x10-6 2.9 8
Chest 0.08 1.3x10-6 24 2
Skull 0.29 3.5x10-6 5.6 1.6
Dental 0.04 0.58x10-6 25 1
O ther Exam inations 5.5
Table 3.5: Typical dose levels for radiological exam inations
3.2.2 The Risk From Medical X-Rays
The risk estim ate for whole body exposure is given by the International Com­
mission on Radiological Protection [ICR91] to be four percent per Sievert for a 
working population and five percent per Sievert for a population of all ages. The 
radiation risk can be substantially higher if, instead of a whole body exposure, 
the dose is directed solely at a sensitive organ.
The rate  of exposure and the size of the x-ray dose may have some effect 
on the probability of causing cancer. A factor known as the dose and dose rate 
effectiveness factor  (DDREF) allows for these effects.
Some types of x-ray procedures are performed more frequently than others 
and have different effective dose ecpiivalents. Table 3.5 lists some exam ination 
types w ith their respective effective dose equivalents per exam ination, the lifetime 
risk of fatal cancer from the exam ination, the frequency of occurrence for each 
exam ination, and the collective dose (the product of frequency and effective dose 
equivalent) for each exam ination type.
Fluoroscopy type exam inations include barium  enema, intravenous urography, 
and barium  meal. Fluoroscopy exam inations contribute to nearly 50% of the 
to tal dose from all radiological examinations. For this reason the reduction of 
dose specifically in fluoroscopy exam ination is the aim of this thesis.
O ther risks
In addition to the risk of a fatal cancer there is also a risk of a trea tab le cancer 
occuring. Treatable cancers occur with approxim ately half the likelihood of fatal
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cancers. There is also a risk of severe hereditary disease from irradiation of the 
gonads. This is manifest with a probability of two percent per Gray. The likeli­
hood of gonad irradiation is reduced in a radiological exam ination by protecting 
the gonads with lead shields.
There is a high risk of cancer and brain damage to a foetus (6% per Gray and 
45% per Gray respectively). Almost all imaging of the pregnant uterus to assess 
fetal development is now performed using ultrasound.
The exposure level for the staff in a radiology departm ent is about one ten 
thousandth of the exposure to the individual iDatient.
3.3 R ed u c in g  M ed ica l X -R ay  D o se
A survey performed by the NRPB suggests th a t by reducing clinically unhelpful, 
repeated, and suboptim al x-ray examinations a large dose reduction is achievable. 
More specifically, a reduction of nearly half of the current x-ray collective dose 
might be possible w ithout detrim ent to patient care [NRP90]. The NRPB pro­
vides some possible procedures which would reduce this “wasted" dose. Amongst 
their recom mendations are:
• .Aibstaining from a list of unnecessary routine radiographs.
• Minimising the dose during fluoroscopy by encouraging the use of shorter 
exposure times, smaller x-ray beams and lower dose rates.
• Making periodic measurements of the patient entrance surface dose for a few 
common x-ray projections. This should be performed as part of a routine 
quality assurance program.
The mean entrance skin dose per film varies by factors of between five and 
twenty for different hospitals. This variation is chiefly due to differences in the 
sensitivity and reliability of the imaging equipm ent and the way in which it is 
operated.
A utom atic dose m easurem ent
The latest m ethod by which patient dose is measured is by the use of a dose-area 
product meter. This fits onto the x-ray tube and gauges the patien t dose for 
each exam ination. It may be possible to construct a more accurate system th a t 
estim ates the dose to the organs tha t are undergoing irradiation, whilst taking 
into account their appropriate tissue weighting factors.
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3.3.1 M ethods for dose reduction
There are a variety of m ethods by which the medical x-ray dose can be reduced, 
m any of which have been suggested by the NRPB. A selection of these m ethods 
is given in the following table.
Methods For Dose Reduction
Dose Savings 
(man Sv/year)
Elim inate clinically unhelpful exam inations 3200
Reduce the:
Repeat rate from 10% to 5% 600
Films used per exam ination to <  survey median value 2500
Fluoroscopy tim e to <  survey median value 1500
Hospital mean doses to <  survey th ird  quartile value 1.300
The NRPB also suggest methods for minimising the dose specifically from 
fluoroscopy exam inations [NRP90], these include:
• The use of image processors with noise reduction facilities.
• Only following barium  for short interm ittent, periods during barium  stud­
ies. Use short periods of fluoroscopy when compressing the lum en of the 
stomach, the duodenal cap, the ileum, and the colon.
• In m ost other exam inations the radiologist should use fluoroscopy to iden­
tify any abnorm ality so th a t so th a t a shot view can be taken.
• Collimate the beam to the smallest field possible.
• The tube current and voltage should be kept as low as possible while still 
providing adequate images.
• Reduce the dose when catheters and other metallic objects are being m a­
nipulated under fiuoroscoiDic control.
• Remove the anti-scatter grid during the filling phase of the barium  enem a 
or during placement of a small bowel tube.
N ew  techniques
The advent of digital imaging has brought many reductions in patient dose com­
pared to conventional systems by allowing digital spot imaging and digitally 
enhanced images. Chest imaging systems can now utilise slot or scanned beam 
radiography to reduce the effect of scattered radiation on the image.
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U sing high kV
The NRPB state: “There is little or no saving of radiation dose using high k'"^ 
techniques when a grid is used to elim inate scattered radiation. However, a useful 
reduction is achieved if an air gap is used. The high k^"^technique has a wider 
la titude and reduces the possibility of repeat” .
It should be borne in mind however th a t digital systems have a variable 
gam m a (gain), so in these systems the high k '^  technique is less im portant. 
Furtherm ore the NRPB also states th a t the IT"'”should be kept as low as possi­
ble [NRP90].
3.3.2 Effective Dose
Effective dose is becoming the standard measure in the UK for comparing the risk 
from diagnostic x-ray examinations. The recording of patien t dose inform ation 
should be autom atically placed in the p a tien t’s (electronic) records in order to 
satisfy NRPB recommendations [NRP88].
By using suitable conversion coefficients, estim ates for the effective dose can 
be m ade from the entrance surface dose or from the dose-area product [HJW94], 
Examples of these conversion factors using the dose-area. product and assuming 
a 2 mm alum inium  filtration, are shown in the following table.
k"-"- Head AP Shoulder AP Cervical Spine AP
60 0.020 0.027 0.174
100 0.043 0.050 0.245
The dose-area product is thought to be a. more accurate quantity than  the en­
trance surface dose since it takes account of the x-ray beam area which affects 
t he num ber of organs irradiated.
The conversion coefficients are low for views of the head and shoulders because 
there are few radiosensitive organs in this part of the body and since a portion 
of the beam misses the patient in these examinations.
Part II
SPATIAL IMAGE 
PROCESSING
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Term inology
The adaptive spatial filter control mechanism discussed in this thesis uses spatial 
image processing to find edges in the image. The following chapter discusses 
which of the many currently available edge-detectors is the most suitable for this 
task.
The term  “spatial image processing” is used here as a blanket term  to de­
note any m athem atical m ethod th a t can be applied usefully on a single image. 
This methodology splits the  set of all basic image processing techniques into two 
categories: those of spatial methods and those of tem poral m ethods. Temporal 
m ethods operate upon an ensemble of images and are discussed in a later section.
A particular image processing m ethod need not be applied in the spatial do­
m ain in order to be classed here as a “spatial image processing m ethod” . R ather, 
the term  simply means tha t the m ethod m ust be applicable to a single image. 
Under this definition, Fourier transforms, fractal and wavelet m ethods are in­
cluded as spatial image processing m ethods since they can be applied on a single 
image.
Im plem entation  in this thesis
There are many ways in which spatial image processing methods can be used in 
a fluoroscopy system. In this thesis spatial image processing is used for noise 
reduction and in the construction of an adaptive filter. Another im portan t use 
of spatial image processing is in object recognition, but since a priori knowledge 
is not used in this system th a t application is not pursued further.
Preprocessing
Preprocessing is commonly employed in aiding object m easurem ent and as a 
first stage of object identification. The most common preprocessing m ethods are 
either edge enhancem ent methods, or conversely, noise reduction m ethods. These 
two techniques are generally a t opposite ends of the spectrum  of preprocessing 
methods.
A nother use of spatial image processing is in control. Here it can be used in 
the quantification of image quality and object identification. It can also be used 
in the detection or checking of the system state, for example, aperture position 
and system magnification.
Spatial image processing is also used in image enhancement for display. This 
category encompasses: contrast measurem ent (contrast stretch, gam m a correc­
tion, false colour, and region based m ethods), noise reduction, and edge enhance­
ment.
The m ost reported use of spatial image processing is in the preprocessing of 
images. The most widely performed preprocessing technique is the detection of
56
edges (or more accurately the detection of intensity changes [HilS3]). This is the 
subject of the next two chapters.
Chapter 4 
THE LAPLACIAN  
EDGE-DETECTOR
This chapter performs an in-depth analysis of one aspect of spatial image process­
ing, th a t of the performance of edge-detectors in medical images. Edge-detectors 
are a key component of the image processing techniques used in this thesis. More 
specifically, the be tte r the edge-detector, the lower the dose to the patient. It is 
clearly im portan t to be able to quantify the performance of the edge-detectors 
for medical images.
The investigation begins with a discussion of the current simple m ethods of 
edge-detection. This discussion is followed by an analysis of a subset of the 
possible edge-detection m ethods under Poisson noise conditions.
The analysis uses both the false alarm  probability and the detection proba­
bility to  characterise the  filter. This analysis then logically leads into a receiver 
operating characteristic (ROC) description.
This chapter introduces the methodology used later in chapter 5 for the anal­
ysis of various standard edge operators. The methodology is presented by using 
the  Laplacian filter as an example.
4.1 E d g e -D e te c tio n  M eth o d o lo g ies
The various simple edge-detection methods have a very similar l)asis and the same 
techniques are used over and over again in widely different applications. The most 
common m ethods for edge-detection are based either on high-pass filtering or on 
gradient operations.
4.1.1 High-Pass Filtering
For speed reasons, the high-pass filter is nearly always im plem ented in real space. 
The im plem entation is performed as a convolution of the image with the filter
0 /
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kernel. For comparison, the frequency space im plem entation of the filter calcu­
lates the product of the filter frequencies and the frequency representation of the 
image.
The resulting multi-level filtered image is then generally thresholded to pro­
duce a binary image. This binary image shows only the position of the edges and 
not their strength.
There are a few m ajor problems with high-pass filtering based m ethods of 
detecting intensity changes:
High pass filters are sensitive to image noise. In general the  frequency 
bandw idth of image noise is higher than  th a t of the objects in the image. 
This has the consequence th a t boosting high frequencies (high-pass filter­
ing) tends to emphasise the noise in the image.
The bandwidth of the high-pass filter can be optimised for only one edge 
sharpness. For instance, an edge th a t has a small gradient will contain 
much lower frequencies than an edge whose intensity change is com pleted 
across only a few pixels.
If the spatial convolution method is used, a problem exists which corre­
sponds to th a t of the optim um  size of the frequency based bandw idth. In 
real space, the problem manifests itself as the optim um  choice of kernel size. 
A large kernel is best suited for finding slowly varying edges, however it is 
more likely to miss edges belonging to small objects.
It is not possible to discriminate between different types of edge pixel such 
as isolated pixels, single lines, and the edge of an object.
It is not clear what rôle the phase of the Fourier transform  plays, even
though it has been shown [0L81] th a t the phase carries most of the infor­
m ation for natural images.
4.1.2 Gradient Operators
An edge is the boundary between two regions th a t possess distinct signal prop­
erties. Assuming that these two regions are sufficiently homogeneous, then the 
edge can be found solely on the basis of the grey-level discontinuity.
The idea underlying most edge-detection techniques is the com putation of 
a local derivative operator, often finding both the first and second derivatives 
[GVV92]. The first derivative is found by taking the m agnitude of the gradient at 
each point in the image. The second derivative is generally found by using the 
Laplacian operator.
These and other implem entations of non-directional filters use a single kernel.
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E dge-detectors w ith m ultiple kernels
Edge-detecting filters are often im plem ented by using two or more sub-filters, the 
results of which are later combined to give the edge strength. These sub-filters 
are generally directional filters (they are optimised to detect edges th a t have a 
particular orientation) and are later combined to form a non-directional filter.
D irectional edge-detectors
The sub-filters can also be used independently to provide a directional edge- 
detection. This is useful when the orientation of the non-symmetric object is 
known, for example, in the detection of ribs by using a. vertical edge-detector 
[FCP76].
Filters in action
If the first derivative is positive at the leading edge of a homogeneous object 
then, as the filter tra.verses the object, the first derivative returns to zero. As the 
trailing edge of the object is traversed, the first derivative becomes negative.
If the second derivative is positive for the first part of the leading edge then 
it will be negative for the second part of the same edge. The second derivative 
has a zero crossing point exactly at the middle of the edge transition which lends 
itself for use as an edge locator [Hil83].
The gradient of the image a t location (x,y) can be found by combining (in 
quadrature) the separate x and y partial derivatives. A lternatively the gradient 
is often approxim ated by the simple addition of the modulus of the two separate 
gradients.
The edge direction can be found for the inverse tangent of the ratio of the 
two separate directional gradients.
Im plem entation
The im plem entation of the derivatives in digital form may be done in several 
ways. One m ethod is to use the modulus of the difference of two nearest neighbour 
pixels to give the gradient (horizontal neighbours give the x gradient and vertical 
neighbours to give the gradient in the y-direction). Alternatively, the diagonal 
pixels of the kernel can be used. This is equivalent to the first m ethod except th a t 
the x-y axis are rotated by 45 degrees. Both these methods can be im plem ented 
as two 2x2 kernels. An im plem entation using four 45 degree 2x2 masks is term ed 
the Roberts cross-gradient operator.
One 3x3 im plem entation of the gradient operator is performed by subtracting 
the last row from the first row. by subtracting the third column from the first 
column, and then summing the modulus of the two results. The associated kernels 
for performing this are called the Prewitt operators.
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R educing noise sen sitiv ity
The above digital im plem entations of the derivative operator tend to enhance 
noise. One m ethod to reduce the noise is to smooth in one direction while finding 
the derivative in the perpendicular direction. A particular im plem entation of this 
m ethod using a 3x3 mask is the well known Sobel operator.
Laplacian filter
By performing a second derivative on the image, the edge position can be found 
accurately. The second derivative operation is generally performed using the 
Laplacian filtei\ The second derivative operator is rarely used unaided for edge- 
detection since: it is very sensitive to noise, it produces double edges, and it can­
not be used to determ ine edge orientation (it is implemented as a non-directional 
operato r).
C om bining Laplacian and Gaussian filters
The fundam ental basis for the digital im plem entation of the Laplacian filter is 
th a t the centre pixel of the kernel is positive while the outer kernel pixels are 
negative. A common im plem entation for a 3x3 kernel, is where the centre pixel 
has a value of four, the corner pixels are set to zero, and the remaining pixels 
have a value of minus one (see figure 4.7 on page 70).
W hen the Laplacian filter is used for edge location it is often combined with a 
two dimensional Gaussian function whose width can be optimised for the am ount 
of noise in the image and /or the sharpness of the edges. This m ethod of edge 
location is discussed originally by [Hil83]. It has the advantage of coping with 
high noise levels and blurred edges.
Drawbacks of gradient operators
Similar problems for detecting edges occur for gradient operators as occur for 
frequency space based methods:
• G radient operators are sensitive to image noise. The effect of noise can 
be reduced by using semi-smoothing filters such as the Sobel filter and 
the Hildreth filter, however, there is not a global solution to the degree of 
smoothing tha t should be performed.
• No single kernel size is optim um  for all tasks. A large kernel is best suited 
for finding low-gradient edges, bu t it is more likely to miss edges belonging 
to small objects.
• Many edge-detection operators are based on finding edges th a t lie in a 
particular direction. In order to form a non-directional filter many separate 
edge kernels must be used [CF93].
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Com bined detection
The m ethods of edge-detection discussed so far do not differentiate between iso­
lated points, pixels th a t belong to lines, and pixels tha t belong to edges. One 
m ethod for overcoming this problem is by using Combined Deiection. This 
m ethod uses a series of orthogonal masks to detect, for example, either object 
edges or single lines. These masks are combined in different ways to form edge 
and line images.
Perform ance of com m on filters
U nfortunately the literatu re  rarely indicates the variation of the filter’s perfor­
m ance with object grey-level, edge contrast, different sized kernels, or the filter’s 
sensitivity to noise.
In medical imaging, sensitivity to noise is of param ount im portance since 
the perform ance of the image processing system will be restricted by the signal 
to noise ratio  of the image. This performance restriction in tu rn  lowers the 
achievable level of dose reduction.
A im
An im portan t cpiestion for the use of edge operators in medical imaging is, “W hat 
is the lowest detectable edge contrast for a particular edge operator?” . To be able 
to answer this question other inform ation m ust also be known. The discussion of 
this question, the determ ination of what information is also required to answer 
it. and its u ltim ate solution is the subject of the rest of this chapter.
4.2  T h e  A n a ly sis  Fram ew ork
Edge-detectors have two im portant performance attributes — the strength of their 
response to different edges under noisy conditions, and their sensitivity to noise.
T ypes of edges
A particu lar edge-detector will respond differently both for different strengths 
and for different types of edge pixels (term ed edgels). The different types of 
edgels include: lone pixels, lines, and the boundaries of objects.
In determ ining the position of an object boundary, all three types of edgels 
may be involved. For example, after spatial differentiation of the image, the 
object boundary edges will be converted into both line edgels and lone pixels.
Typical edge-detectors have differing noise tolerances. Some edge-detectors 
are speciffcally designed to be noise tolerant, often at the expense of their signal 
response.
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This chapter describes, and performs, an analysis of the Laplacian edge- 
detector, The methodologies used in this analysis are then applied in the  next 
chapter to a range of common edge detectors.
Scope of the analysis
The analysis concentrates on the edge detector’s response to object boundaries 
since these are deemed to be the most im portant aspects for the processing of 
medical images (there are very few lone points or lines in fluoroscopic images). 
The response of the edge detector to single oints is im portant however to the 
application of micro-calcification detection in mammography, bu t this thesis is 
restricted to medical fluoroscopy systems.
The analysis is also restricted to a particular noise type. It is difficult to 
provide a definitive analysis of how a filter performs under noisy conditions since 
there is an infinite variety of possible noise distributions. There are also two 
different types of noise (additive and multiplicative), both of which can occur in 
a fluoroscopic system.
N oise
Electrical system noise manifests itself in the form of additive noise. An image 
containing additive noise is equivalent to the simple addition of a featureless image 
containing only noise, and an image containing a noise-free perfect picture. X-ray 
photon noise on the other hand, is of the multiplicative variety. Here the  noise 
am plitude (the standard deviation of the photon count) increases as the photon 
count increases.
X-ray photon noise is of a type called Poisson noise, which means th a t the 
noise am plitude equals the square root of the photon count (the signal). Poisson 
noise therefore has the characteristic th a t the signal to noise ratio  equals the 
square root of the signal.
In an optim al x-ray system, the electrical noise is negligible since the system 
is dom inated by x-ray photon noise (it is a quantum-noise lim ited system). For 
this reason the analysis of the filter’s response to noise is restricted to images 
containing only quantum  noise.
Furtherm ore, noise with a simulated near “white” (flat) distribution is used. 
The noise is not strictly “white” since its bandw idth is lim ited by the resolution of 
the digitised signal. In a realizable fluoroscopy system, the frequency distribution 
of the noise will not be flat but will tail off towards high frequencies due to the 
system ’s modulation transfer function.
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Example Of Output Noise From The Laplacian Filter
Blank Image With A Background Value Of 1000. (Poisson Noise). 
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Figure 4.1: The output of a Laplacian filter when it is applied to a noisy blank 
image (mean=1000)
4.2.1 Typical Filter Output
If a typical edge-detector filter is applied to a region tha t contains an edge with 
Poisson noise, then the output of the filter will vary around some high average 
level. When the filter is over a noisy homogeneous region, such as the background, 
the filter output will also vary but with a much lower mean level.
The variation in the output of the filter is due to the noise in the original 
image since, like an edge, noise is an intensity variation. An edge is said to  be 
detected in the image if the filter output exceeds some threshold level. Llsually a 
fixed threshold level is used. If no edge is present in the image and the varying 
filter ou tpu t exceeds the threshold level, then the filter “m istakes” the noise for 
a true edge.
A tyiDical output of a Laplacian edge-detecting filter for a homogeneous image 
region in an image is shown in figure 4.1. This figure represents the output of the 
filter when it is applied to regions in a “blank” image, the regions are numbered 
on the abscissa axis of the graph. The image has a simulated mean photon count 
per pixel of 1000. Since the image has a Poisson noise distribution, the noise level 
is \/lOOO % 32. It should also be noted th a t the mean value of the ou tpu t of the 
filter is zero since no true edge is present.
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Scaling noise
If the m ean background level of the image is higher, then the absolute m agnitude 
of the noise present in the image would be greater. In this case the m agnitude 
of the output of the filter is also higher. The noise level in the filtered image is 
given by the standard deviation of the filter output.
The filters analysed in this thesis are based on convolution type operators. 
The convolution operation is a linear process (doubling the input doubles the 
output). From this result and the fact the noise in the image has a Poisson 
distribution, then for large average signal values the output of the filter also has 
an approxim ately Poisson distribution.
D ecision by threshold
The normal im plem entation of this type of filter is to pass the filter’s ou tpu t 
through a threshold stage. W hen the output of the filter exceeds the threshold 
value an edge is said to be present. Unfortunately it is very difficult to find a 
usable threshold th a t can guarantee th a t a false alarm (a mistake) will not be 
generated. The higher the value of the threshold, the lower the chance of a false 
alarm.
The relationship between the noise in the output of the filter and the mean 
level of the “blank” image can be found either experim entally or theoretically.
Figure 4.2 shows th a t a simple relationship exists between the variance of the 
filter ou tput (the variance is the square of the noise level) and the mean grey-level 
of the image. This graph was created by applying a Laplacian filter to featureless 
images th a t contained Poisson noise.
It is possible to predict the likelihood th a t a false alarm will be generated for 
a particular ])ackground level and threshold value.
4.2.2 Probability of False Alarm
The likelihood th a t the output of the filter will exceed some threshold factor 
when no edge is present in the image is term ed the false alarm probability. The 
Poisson distribution can be approxim ated by the Gaussian distribution for large 
(>20) mean values. The Gaussian distribution approxim ation greatly simplifies 
the following analysis because only the normalised Gaussian distribution need be 
used.
P robabilities and the norm alised Gaussian distribution
The probability tha t a random variable will exceed some level can be found by 
finding the area under the probability distribution above tha t level.
The Gaussian distribution can be scaled to form a normalised distribution 
by subtracting the mean value and dividing by the standard deviation. The
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Variance For The Laplace Filter
Graph to predict the probabilty of false alarm
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Figure 4.2: \ ’ariance in the output of the Laplacian filter compared to the signal 
le\'el of an featureless object tha t contains Poisson noise
normalised Gaussian distribution is shown in figure 4.3 and the area under this 
distribution (the probability of false alarm) is shown in figure 4.4. A more useful 
measure is the logarithm of the area since, in general, false alarm probabilities 
much less than 19( are required. The logarithm of the area is also shown, in red, 
in Figure 4.4.
C alculating the false alarm probability
The false alarm probability is determined for a particular mean background level 
by finding the noise am plitude of the filter at th a t background level, and then 
finding the area under a com mensurate Gaussian distribution for all values above 
the threshold value.
Equivalently, the normalised Gaussian distribution curve can be used. In 
this case the probability is determined by finding the area under the normalised 
distribution for values greater than the scaled threshold level. The threshold level 
is scaled by dividing by the output filter noise level.
An exam ple
If a noisy objectless image consists purely of background pixels with a mean 
value of 5000 then from figure 4.2. the filter will have an output noise (standard
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Normalised Gaussian Distribution
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Figure 4.3: The normalised Gaussian distribution
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deviation) of \/lO^ ~  316. The mean value of the filter’s output is zero.
The image th a t is created by applying the filter to the original image is called 
the edge image. If this edge image is thresholded at a value of. say, 470 then 
the probability of false alarm  will be equivalent to the area under the normalised 
Gaussian D istribution at a normalised threshold level of 470/316 % 1.5. Fig­
ure 4.4 gives the i^robability of false alarm, at a threshold of 1.5, to be about 6%. 
This means th a t about one in sixteen pixels in the thresholded edge image will 
be m istaken as belonging to an edge of an object.
4.2.3 Approximation To The Normalised Gaussian Area
The area under a Gaussian curve is the bounded integral of the Gaussian dis­
tribution. Unfortunately this integral cannot be solved analytically, however the 
probability values for the normalised Gaussian distribution are available from 
statistical tables.
The tabulated values are split into easily modelled sections on which regression 
analysis (up to fifth order) is performed. On some sections, au exponential or 
logarithm ic (base 10) function is fitted both for accuracy and because the data  
would require logarithmic extrapolation in the near zero probability regions.
P robability  as a function of threshold
The fitted equation is shown in equation 4.1 and the fit is displayed in figure 4.4.
1Q-1.29.10— 6_T.T8.10-' if - 5  >  /q,
1Q-4.42x10-5k|-Q.000864-0.0063k2-0.02k„-0.024 _.■) y ^  ^
O.OOObK’^  — 0.0T2/\.^ — 0.15k.^  — 0.5/vi -f- 0.5 if —0.2o !> ^  —2./
P j a  =  -0.396Kb 4- 0.503 if 0.25 > Aq > -0 .2 5
-O.OOOSk  ^ -  0.012k? +  0.15k? -  0.5Kb +  0.5 if 2.0 > Kb >  0.25
—K?/10^ -f- O.OIk? — 0.1k? -j- 0.4k? — Kb -}* 1 if 3.6 > Kb ^  2.0lQ-2.097Kf,+3.91 if >  3.6
(4.1)
Where:
Pfa =  the false alarm probability.
Kb =  the threshold value.
T hreshold as a function of probability
In addition to finding the area (P /q) above a given threshold \'alue (A'), there 
is conversely a need to find the required threshold for a particular \'aiue of false 
alarm  probability.
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Required Threshold Level For A Given 
False Alarm Probability
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Figure 4.5: Finding the threshold value for a particular false alarm probability
This is achieved by first finding the normalised threshold [Kb] from a fit­
ted equation and then rescaling the normalised value to find the desired output 
threshold.
The output of the fitted equation is shown graphically in figure 4.5 and is 
approxim ately as follows:
Let. L=\ og{ Pf a )  L' = \og{\ -  Pfa)
-1 0 '"
-  L'Vo -  I '^ I O  -  L'2 _  2L' -h 0.4 
-16 .7P 3  +  33.6P2 _  25.2P 4- 6.4
k6 = «  -3 .2 P 3 - f  4 .8 P 2 -4 .9 P -F  1.65 
-10 .6P 3  -F 12.2P2 -  7.3P -f 1.89
-  Z //5  -  13/10 -  L ^ - 2 L -  0.5
10'"
if I  >  -1 0 - '^  
if - 1 0 - '^  > L >  -0 .0 7  
i f -0 .0 7  > L >  -0 .155  
i f -0 .155  > L >  -0 .4 6  
if -0 .4 6  > L >  -0 .824  
if -0 .824  > I  >  -1 5  
i f -1 5  > L
(4.2)
Renormalising the threshold
These equations give the relationship between the normalised Gaussian distribu­
tion and the normalised threshold level. The normalised threshold level is simply 
the number of unity standard deviations from the origin. To find the threshold
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(A'), the normalised threshold is m ultiplied by standard deviation of the 
filter output.
4.2.4 Probability Of Detection
Calculating the probability of detection is a very similar process to the calculation 
of the false alarm probability. The first step is to find the relationship between 
the noise in the output of the filter, and the strength of the edge. This tim e 
however, the mean value of the signal is no longer zero but is a function of the 
edge strength.
The relationship between outpu t noise and edge strength is dependent on 
both the type of edge detected (point, line, or object edge) and the position of 
the edge with respect to the filter kernel. If the type and position of the edge is 
kept constant then for convolution type filters, the filter’s output is proportional 
to the edge strength.
Edge contrast strength
In this analysis, the edge strength is taken to be the mean object signal strength 
at unity contrast (the mean background value is zero). For non-unity contrast 
levels the characteristic curves will obviously be different, although the qualitative 
conclusions from the graphs will be the same.
For a zero contrast edge the object’s signal level is equal to the background 
signal level, so this situation is identical to the false alarm probability case. There­
fore at zero contrast, the probability of detection will be equal to the false alarm  
probability for all values of signal and threshold level.
4.3 A n a ly sis  O f T h e L aplacian  F ilter
M ultip lication  not convolution
Many gradient operators should in principle be implemented by convolving the 
filter kernel with the image. The convolution operation can be changed into a 
straight m ultiplication process if the filter kernel is diagonally symmetric.
Most filters are im plem ented as a 3 pixels wide and 3 pixels high kernel as 
shown in figure 4.6
A typical 3 by 3 im plem entation of the Laplacian filter is shown in diagram ­
m atical form in figure 4.7. It has the following prototype kernel coefficients:
Zi = Z-3 = Zj  = Zq = 0  
Z 2  = Z 4  = Zq = Zs =  — 1 
Z5 = 4
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Figure 4.6: A prototype 3x3 kernel operator
0 -1 0
-1 4 -1
0 -1 0
Figure 4.7: The 3x3 Laplacian filter kernel
Lim its of the analysis
The filter's response is modelled only for the object boundary type of edge pixel.
The position of the edge relative to the filter position is very im portant to the 
output m agnitude of the filter. The test edge is placed so as to give the maximum 
response of the edge-detecting filter as shown in figure 4.8.
How the filter works
The response of the filter operator is the sum of the product between each kernel 
element and the value of the corresponding image pixel. The object pixels are 
samples of a random variable (say A ) with a mean .V and a variance cr\r. The 
background pixels are samples of a random variable (V.) with a mean L and a 
variance ay.  The output (F ) of the filter is equal to the sum of the m ultiplication
adkero
Edge
Figure 4.8: The edge position relative to the 3x3 filter kernel
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of the filter coefficients (Z) with the corresponding image pixels (X  or K)-
F  =  ZiXi  -f Z 2 X2  +  Z^xs +  Z 4 X4 +  Z5 .T5 -f ZqXq +  Zjiji +  Zgj/2 +  Zqi/s
F  =  d— la ’2 +  Oa-3 H— la '4 +  4a's H— la-e +  0?/i H— l i / 2  4- Oj/3  
= >  F  ~  —X2  — a’4 +  4a’5 — xq — 1/2 .
Where: a,- and yi are samples of the random  variables 2L and F  respectively. 
Zj are the filter coefficients.
The m ean value of the output [F] is given by its expectation ( < ...> )  value:
F  — X2  — X4  +  4ag — Xq ~  y 2 '> — —3< % >  T 4< J^>  — <V >
= >  F  =  < X >  -  < Y >  =  X  -  ÿ .  (4.3)
The variance of the output is given by:
0~jr — 3(7^  T i 4^X "b ~  3(7^  T 16#% T C'y 
~  (Jp =  19(7 % T  < J y .
Since the variance of a quantum  lim ited noise distribution is equal to the mean 
value, the variance of the output is:
4  =  19% -f Ÿ .  (4.4)
False alarm characteristics
W hen a false alarm occurs there is by definition no object present in the image, 
therefore all the pixels are random variables from the background distribution
(y  ). This situation can be im plem ented into the current formulation by setting
the ob ject’s distribution equal to the background distribution (% =  Y_). In this 
situation the filter o u tp u t’s mean (F/a) and variance are:
Fja — y  — ÿ  — 0,
=  I9#y +  <Jy =  20(7y-.
This result is confirmed by experim ent as shown in figure 4.2.
D etection  characteristics
Wfiien a true edge is detected the object pixels have a different m ean to the 
background pixels. In the case where the background mean is zero (F  =  <jy =  0), 
the filter ou tpu t's  mean (F d ) and variance (cr^^) are:
f b  =  % _  0  =  %,
= 19(7^ T 0 =  19#%.
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Variance of the output from a Laplacian Filter
Poisson Noise, Background Levei=0
1.5e+05
Mean Filter Output = Object -  Background
Background Level = 0 
Variable Signal Level 
Fit: y = 19x■5 1.0e+05
O"o
8c
CO(Ô> 5.0e+04
O.Oe+00 20000 4000 6000 8000
Object Signal Level
P igure 4.9: Experim ental validation of detection characteristics of the Laplacian 
filter
Since (7^  ^ =  X ,
— 19X.
To confirm this theoretical prediction, the relationship between noise in the 
output of the filter and the strength of the edge is calculated experimentally. In 
this scenario the background level is zero, therefore the edge strength is simply 
equal to the mean object signal level. The result of applying the Laplacian filter to  
simulated images is shown in figure 4.9 from which it is observed th a t the output 
variance is indeed simply related to the mean object signal level by cTp^  =  19z.
4.3.1 Analysis of response probabilities
The probability of the filter ou tpu t exceeding some threshold level (T) is given 
by the area under the probability distribution curve above this level. This area 
is the same as the area under the normalised Gaussian distribution curve for a 
normalised threshold level (T}v), where
T - F  T  -  F
a[F\ (4.5)
Let the function tha t calculates the area above the level T/v for the normalised 
distribution curve be denoted A .  The probability [P) th a t the filter output
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exceeds the threshold level (T) is then equal to
T  -  F
P  =  A  [Tjv] =  A
For the Laplacian filter, substitu ting for F  and cr^ using equations 4.3 and 4.4 
gives
"T -  X  +  ÿ
P  =  A (4.6)V i 9 x  A y
This equation can be used to find the detection and false alarm probabilities 
of the 3x3 Laplacian filter for any given object and background signal levels.
C alculating the probability using the edge contrast
In some applications it is easier to use the edge contrast (C) rather than the 
background signal level. The definition of edge contrast varies from author to 
author. Here, the edge contrast is defined by
X  +
Rearranging this equation to eliminate X gives
C -  1
(4.7)
Y  =  - X C A l
Substituting this into ecpiation 4.6 for the Laplacian filter, results in
T - X -  X  ( £ ^ )
P  =  A
P  =  A (4.8)
The probability of a false alarm and the detection probability can be found 
from either equation 4.6 or equation 4.8.
False alarm probability
The probability of a false alarm occurs when there is no object present in the 
image. This is equivalent to the object pixels of figure 4.8 having the same 
distribution as the background pixels. From equation 4.7 this means th a t,
X  =  X 
P f a  =  A
C =  0
T (4 .9)
Chapter 4. THE LA P L A C IA N  ED G E-D ETEC TO R
Cumulative Histogram Of The Noise In The Output Of The Laplacian Filter 
Blank Image With A Background Value Of 1000. (+Poisson Noise).
10  ^Data Points.
O)
■o
0.3
0.0-400  -300 -200 -100 100 200 300 4000
Output Threshold Value
Figure 4.10; Experimental confirmation of the false alarm probability for the 
Laplacian filter for different thresholds at a mean background level of 1000
D e te c tio n  p ro b a b il i ty
The detection probability is investigated here for the optimum situation where 
the mean background value (1 )  is zero, therefore, from equation 4.7 the contrast 
is
y* =  0 = >  C’ =  1
so the optim um  probability of detection { Pd ) for the 3x3 Laplacian filter is
p { y  = o.c = i}.
' T - . X
VT9X (4.10)
4.3.2 Experimental Confirmation
.An experim ental confirmation of equation 4.9 is shown in figure 4.10 and fig­
ure 4.13. Figure 4.10 shows the overall false alarm probability distribution for an 
image with a mean background value of one thousand. The data in figure 4.10 
was created by repeatedly applying the Laplacian edge-detector to a noisy 3x3 
image.
The noisy image used in these simulations was constructed by creating a blank 
image with the appropriate mean background level and then adding Gaussian
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noise to  it. The variance of the Gaussian noise is set equal to the mean background 
level.
C reating Gaussian distributed noise
Gaussian distributed noise can be generated from noise tha t has a flat distri­
bution. The algorithm used in this thesis to generate the flat distributed noise 
( / )  is the linear congruential algorithm. Normalised Gaussian noise is then 
generated from this distribution using:
g  =  cos(27t/^) y - 2 1 o g ( / J .  (4 .11)
The required Gaussian distribution is then created by scaling this normalised 
distribution.
The ou tpu t of the filter is tabulated  in the form of a cum ulative histogram. 
The process was continued until the required number of samples (around one mil­
lion) were taken, depending on the required statistical accuracy. The cum ulative 
histogram  was inverted to indicate the num ber of pixels above the bin level, and 
then normalised to give the probability values.
Quick check
The probability of false alarm in figure 4.10 for an output threshold value of 
100 is around twenty percent. The logarithm  of the false alarm  probability is 
log'io[0*2] ~  —0.7. Figure 4.11 is produced using equation 4.9 and shows th a t 
a threshold value of 100 at this probability level occurs for background levels 
between values of 640 to 5120. This agrees with the true background level of 
1000 .
Thorough check
Figure 4.12 shows th a t at a false alarm  probability of 0.01% (logio(0.01%)=-4), 
the normalised threshold level is 3.75. This normalised threshold level can be 
scaled for any mean background level (1^) l^y multiplying it by the standard devi­
ation of the output of the Laplacian filter (V 20ÿ). Therefore background levels 
of 10 and 640 require thresholds of 53 (=3.75'^\/20 * 10) and 424 respectively for 
a 0.01%' false alarm  probability.
Graphs showing the experim ental results for this probability range and for 
background values of 10 and 640 are produced in figures 4.13 and figure 4.14 
respectively. The theoretical values of 53 and 424 compare favourably (within 
6%) to the experim ental values of 51.8 and 400 at a false alarm ])robability of 
10"^. The error is thought to be mainly due to the inaccuracy of the modelling 
of the area under the Gaussian curve at low probability values, and to a lesser 
extent, to the experim ental statistics.
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Determination Of The Required Threshold Level 
For A Desired False Alarm Probability
0.0
5120
-0.5
(100,-0.7)
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- 1.0
40 80-1.5 16C
2 The value as^ociated^ith each line is th^mean \  
background level. \
-2 .5
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-3 .0O)
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Threshold Level (filter output units)
Figure 4.11: The relationship between Pja, threshold, and mean background level
Required Normalised Threshold Level 
For A Given, Low, False Alarm Probability
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Figure 4.12: The com parative theoretical normalised P/a for different thresholds
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Probability of Output N oise  E xceeding The Threshold Level 
Background=10. Poisson Noise
1 e—03
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Threshold Level
Figure 4.13: The experim ental Pja for different thresholds at a mean background 
level of 10
Probability Of Filter Noise Exceeding The Threshold 
Background=640. Poisson Noise.
1 e—03
9e-04
8e-04
7e-04
6e-04
5e-04
LLI
4e-04
O 3e-04
9, 2e-04
1e-04
Q. Oe+00 400 450 550300 350 500 600
Threshold Level
Figure 4.14; The experimental Pja for different thresholds at a mean background 
level of 640 for the Laplacian filter
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Variation Of Threshold Level With Various Background 
Levels, For Particular False Alarm Probabilities
4.0
3.5
3.0
2.5
2.0
E 1.5 The value associated with 
each line is the mean 
background level.1.0
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0.0  —  
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Log,(,(Probabiltiy of False Alarm)
Figure 4.15: The theoretical P/a for different thresholds and m ean background 
levels for the Laplacian filter
Pf a  and threshold levels for different background levels
Figure 4.15 indicates the relationship for the Laplacian filter between the proba­
bility of false alarm  and the threshold level for various m ean background values. 
This log-log graph shows a steady increase in threshold value for increasing back­
ground level at a constant false alarm  probability.
All the given theoretical graphs were produced by taking the analytical equa­
tion for the false alarm  probability (equation 4.1) and an appropriate scaling 
factor for the mean background level (equation 4.9).
4 .4  R ece iv er  O p era tin g  C h a ra cter istic s
A common m ethod for the performance analysis of a system  com ponent is the plot 
of its Receiver Operating Characteristic (ROC)  curve [SP82]. The ROC curve is 
the plot of the false alarm probability (false-positive probability) on the ordinate 
axis against the detection probability (true-positive probability) on the abscissa.
For a constant edge contrast and a constant object signal level, a particular 
threshold value will provide a single point on the ROC graph. Sweeping the 
threshold level over a series of values produces a curve on the ROC graph (see 
for exam ple figure 4.16).
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Receiver Operating Characteristic For The 
Laplacian Filter
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Figure 4.16: The full ROC curve for the Laplacian filter at unity object contrast.
Mark of good and bad system s
The closer the ROC curve is to the top-left hand corner of the graph for a par­
ticular \a lue of contrast and object level, the better the .system is. The system 
is "better" in that it produces a higher detection level for a low false alarm 
probability le\el.
There are. howe\ er. many other measures of system performance from analysis 
of the ROC curve, for instance, the area under the particular ROC curve. Another 
system performance measure is the furthest distance the system 's ROC curve gets 
from the diagonal line.
The worst possible system has a diagonal line on the ROC graph which sig­
nifies that the detection probability is equal to the false alarm probability for 
all values of threshold level. This is the performance for a system that purely 
guesses whether the object is present.
The im portant region
For medical imaging the most im portant region for the ROC curve is at high 
detection probabilities (near 100%) and at false alarm probabilities of approxi­
m ately 10“ ' per pixel. This region is shown in figure 4.17. The 10“ ' probability 
level is im portant since it produces on average only one false alarm per image 
(page 17).
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Figure 4.17: The Laplacian filter ROC curve at low false alarm probabilities 
R O C s w ith  c o n tra s t
.Another useful ROC graph for the Laplacian filter is produced by holding the 
object signal level constant while varying the edge contrast as shown in figure 4.18. 
these ROC' curves are calculated using equation 4.8. This contrast-perform ance 
relationship is shown for the high system performance region in figure 4.19. From 
this graph it is seen that the general effect of lowering the contrast is to shift the 
ROC' curves to the right, towards worse false alarm probability \alues.
S u m m a ry
This chapter shows how the ROC for the Laplacian filter can be created from a 
theoretical viewport. The ROC is created by calculating how the detection and 
false alarm probabilities vary with threshold level.
One system performs better than another if its ROC curve is closer to the 
upper-left hand corner of the ROC graph.
Only part of the ROC graph is relevant to medical image analysis.
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ROC Curves For The Laplacian Filter
For Different Edge Contrast Levels. (Object Level=1000).
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Figure 4.18: The Laplacian filter ROC curve with contrast variation
ROC Curves For The Laplacian Filter
For Different Edge Contrast Levels. (Object Level=1000).
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Figure 4.19: The Laplacian filter ROC curve with contrast variation at high 
detection probabilities
Chapter 5 
ROC ANALYSIS FOR EDGE  
OPERATORS
The am ount of dose reduction th a t can be achieved using the image processing 
methods outlined in this thesis is very dependent on the performance of the  edge- 
detector. It is therefore im portant to be able to quantify the relative performance 
of possible edge-detectors. One measure of edge-detector performance is the 
receiver operating characteristic description.
The receiver operating characteristic (ROC) description compares the false 
alarm probability with the detection probability for various threshold levels. The 
ROC description is dependent upon two variables — the object signal level and 
the edge contrast. By investigating these two aspects separately, some interesting 
relationships are produced which lead to a. single performance descriptor.
This new performance descriptor is chosen to be the m etric th a t orders the 
different edge-detection operators into their suitability for use with m edical im­
ages.
5.1 T h e  O perators
The same procedure th a t was used to produce ROC curves for the Laplacian 
filter is now performed for other standard gradient operators. The initial results 
are the elucidation of the offset and scaling factor for each edge-detecting filter 
(operator).
The offset and scaling factor are required in order to determ ine the normalised 
threshold {T^^) value for each filter. The offset (Ô) is the mean value of the filter 
output. The scaling factor (.4) is the ratio of the standard deviation (<jJ of the 
original image and the standard deviation of the filter output [<Tc). Both these 
variables are dependent on the particular filter as well as on the object grey-level 
value and edge contrast.
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Background grey-level
Contrast
Object grey-level
False alarm probability
Threshold level
Detection probability 
Figure 5.1: The interdependencies of the variables used in ROC analysis
X > Y
Figure 5.2: The labelling of the pixels in the 3x3 filter kernel
Scaling factor =  .4 =  — .(Jo
Graphs are produced both for a varying object grey-le\el at a unity contrast 
level, and for a varying contrast level at a constant object grey-level. The results 
use the following identity:
(5.1
The interdependencies of the variables used in ROC analysis are shown dia- 
gram m atically in figure 5.1
O rientation
The analysis performed here assumes tha t the grey-le\'el at the top of the filter 
(A') is greater than the grey-level at the bottom  (! ') . In other words, the pixels 
labelled “X" in figure 5.2 have a higher mean value than those labelled "Y". The 
filters are orientated such that if this edge placement condition is satisfied, the 
output of the filter is positive when an edge is present.
5.2 R esu lts  O f T h eo retica l A n alysis
The norm alisation of the threshold level (Tv) is performed using:
T -  Offset T - Ù  T - 0Tv = ao * Scaling factor a,.,A
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The following list shows the results from finding the normalised threshold 
relationships for six common edge-detectors.
• P rew itt Operator:
1 1 1
0 0 0
-I -1 -1
Ta^  = T  -  3{X  -  Ÿ )  _  T -3 Â X 1  +  T) 
\/3(.Ÿ +  Ÿ) ~  ^3 X (1  -  R] '
• Sobel Operator:
1 2 1
0 0 0
-1 -2 -1
Tv — T  -  4{X  -  Ÿ )  _  T - 4 X { 1  + R)
V i ( T + T j  ~  ^ 6 X { i - R )
• Isolated Point Operator:
-1 -1 -1 ^  T - 3 { X ~ Ÿ )  
^  \/3(23.Y +  Ÿ)-1 8 -1
-1 -1 -1
Line Detection Operator:
-1 -1 -1 ^  _ T -  3(.Ÿ -  Ÿ)
2 2 2 ^ 3 { 5 X  +  Y)
A -1 -1
Roberts Operator:
1 0 T - ( X - Ÿ )  
V X  + Y0 -1
Laplacian Operator:
0 -1 0 T - { X - Ÿ )J^ N =
-1 4 -1 V19.Y +  V
0 -1 0
T ~ ' 3 X { 1 A R )
R)
T - Z X j l A R )  
/3 A '(5  -  R)
/ V ( l  -  R)
T - X [ l  + R)  
V V ( Ï 9 ^
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The next step
It is found th a t the output variance of each operator is not a good measure 
of their overall performance. However, from these normalised threshold (T‘i\r) 
relationships, the Receiver Operating Characteristic curves can be generated. By 
choosing a particular m etric of the ROC curves a concise and accurate summary 
m easure is found (and term ed the anchor value).
In order to construct a ROC curve both the false alarm and detection proba­
bilities m ust be found for a range of threshold levels. The false alarm probability 
is found using equation 5.1 by setting R  to  -1 (since the contrast is zero). The 
detection probability is found by calculating R  for the appropriate contrast value.
Graphs
Two ROC graphs were generated for each possible edge-detection operator. The 
first type of ROC graph shows the variation in operator performance with object 
grey-level but at a constant (unity) contrast level. The other graph type shows 
the ROC performance curve at various levels of edge contrast while keeping the 
object grey-level constant.
For the constant object grey-level ROC graph, the chosen constant value of 
the object grey-level was purposely varied between the operators so th a t data, in 
the area of interest was obtained. This interesting area is the range of detection 
probabilities lying between 95% and 100%).
R elationships betw een graphs
Not all the ROC graphs are displayed here since it was found tha t each filter type 
performed in a qualitatively similar manner. By using just one characteristic 
num ber, a ROC graph for one edge operator type can be converted into the ROC 
graph for a different edge operator. The determ ination of this characteristic 
num ber is now discussed.
5.2.1 A New Performance And Conversion Metric
A new m etric is introduced which is term ed the anchor value. This new m etric 
is used in the rest of the chapter to:
• Compare the performa.nce of the various operators.
• Convert from a ROC graph for one operator to a ROC graph for a different 
operator.
This new m etric is chosen over a wide variety of other possible ROC m etrics 
because it summarises all the information contained in the ROC curves into a 
single value. The tradition  ROC metrics only give a heuristic indication of system 
performance.
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Caveat
The new m etric should only be used within the present ver}- restricted application 
(the comparison of very similar filter operators at high detection probabilities). 
The anchor value m etric will fail if used more widely since the close similarities 
between the behaviour of the operators will no longer occur.
5.2.2 Constant Contrast ROC Curves
Figures 5.3 and 5.4 shows the constant contrast ROC curves for the Sobel edge- 
detector and the Point (isolated point) operator respectively.
Sobel ROC
The ROC curves at object signal spacings of 5 are shown in figure 5.3. This object 
grey-level spacing gives false alarm probability values separated by one decade 
(within the detection probability range 95%, to 100%). Note th a t the false alarm  
probability axis is logarithmic.
Anchor point
Figure 5.3 shows tha t at unity contrast an object grey-level of 35 produces a false 
alarm probability of around 10~® at a detection probability of 95% for the Sobel 
operator. The value of the object grey-level at a false alarm probability of 10“® 
and detection probability of 95% is used in this thesis to be the performance 
position (anchor point) for equating different edge operators.
Point ROC
Figure 5.4 shows the equivalent ROC graph for the point detection operator. 
For this operator, the required object grey-level at the anchor point is about 410. 
An approxim ately constant increase in grey-level produces a constant decrease in 
the logarithm of the false alarm probability. However, for this operator a signal 
increase of about 60 is required per decade false alarm probability.
C alculating the characteristic values
The ROC curve at an object grey-level of zero and at unity contrast is a straight 
line on a linear-linear ROC plot going through the origin and point [1,1]. This 
result can be used to calculate the logarithmic probability value at the point where 
the object grey-level=0 line has a detection probability of 95%,. This logarithm ic 
probability value is the offset used to calculate the grey-level change per decade.
For zero-level signals the detection probability is equal to the false alarm  
probability. So at a detection probability of 0.95 the false alarm level has a 
probability of logio(0.95) % —0.02.
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ROC Curves For The Sobel 3x3 Operator
(Unity Contrast)
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Figure 5.3: The Sobel operator ROC curve for object grey-level variation
ROC Curves For The Point 3x3 Operator
(Unity Contrast)
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Figure 5.4: The Point operator ROC curve for object grey-level variation
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Assuming th a t the required increase in grey-level is indeed constant for a 
decrease of one decade in false alarm probability, then the required change in 
signal level for a decade change in false alarm probability can be found as follows. 
Since the zero signal passes through =  for P d= 0.95, the grey-level
change per decade is simply the grey-level at the anchor position (P /a= 10“®, 
Pd = 0-95) divided by 7.98 (8-0.02 decades).
The point [10“®, 95%] was arbitrarily chosen to be the anchor position since 
a false alarm probability of 10“  ^ was felt to be the lowest probability within the 
lim it of the statistical accuracy of data  and 95% was deemed an appropriate level 
for the edge detection of a typical medical image.
5.2.3 Converting ROC graphs between filters
The object grey-level at the anchor position for each of the six filters is given in 
the following table.
These values directly indicate the performance of the edge-detecting filters.
O perator Prew itt Sobel Roberts Line Point Laplacian
\"alue at anchor 30 33 95 100 410 1050
Table 5.1; O perator characteristic anchor values (a small value indicates good 
performance)
The lower the value at the anchor point, the higher the performance of the 
edge-detector. This table indicates th a t the performance of the P rew itt and Sobel 
filters are very similar and the Laplacian filter performs worst at finding edges. 
These conclusions are only valid at high detection probability levels for images 
th a t contain Poisson noise.
By using the coefficients given in table 5.1, approxim ate ROC values for any 
of the operators can be found by examining a known operator's ROC curve and 
performing a simple scale change.
E x a m p le
The performance value of the Line operator can be found from the Point op­
e ra to r’s ROC graph (figure 5.4) and table 5.1. If the signal value of the Line 
operator is required at a false alarm probability of 0.001% (10~^) and a detection 
probability of 96%, then the following procedure is performed:
• Find the object grey-level value on the Point operator graph at the de­
sired ]3erformance level. From (figure 5.4). the object grey-level a t point 
[IO-TO.96] is Pd290.
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Figure 5.5: The Line operator ROC curve for object grey-level variation
• Divide this object grey-level by the characteristic value given in table 5.1 
for the Point operator (410). This division results in a normalised value for 
the object signal (290/410%0.7).
• Finally, multiply this value by the characteristic value for the Line operator 
(100). This process renormalises the object signal level for the Line operator 
(0.7"100=70).
This procedure predicts that an object grey-level of ~70 is required for the 
Line operator in order to achieve a false alarm probability of O.OOPX (lO"^) at a 
detection probability of 96%. This value is very close to the measured value as 
shown in figure 5.5.
5.2.4 Edge Constant ROC Curves
The variable contrast ROC graph for the Sobel operator is shown in figure 5.6.
In the variable contrast ROC graphs it appears that a constant change in 
contrast level leads to an approxim ately constant logarithmic shift in false alarm 
probability. By following the same arguments as for the variable grey-level case, 
one operator's variable contrast ROC graph can be concerted into another edge 
operator's variable contrast ROC graph.
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ROC Curves For The Sobel 3x3 Operator
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Figure 5.6: The Sobel operator ROC curve for contrast variation
Exam ples
The transform ation procedure can be dem onstrated by the problem of finding 
the required contrast level that provides a particular false alarm probability level 
at a given detection probability and object grey-level. This problem can easily 
be sohed if the required Pd =9NÂ.  If the Pd ^ 9 ôVi then a different approach is 
required.
Finding the unknown contrast value that achieves a 95% detection  
probability when the object-grey level is equal to the anchor value
If the required detection probability is 95% then the procedure to find the un­
known contrast value is simple. The anchor value gi\ en in table 5.1 is the ob jec t’s 
grey-level value at unity edge contrast and at a performance level of [10“®,0.95] 
(this refers to a point on the ROC graph). Now assuming that a constant change 
in contrast level leads to a constant logarithmic shift in false alarm  probability, 
a reduction of one decade in the false alarm probability will require an increase 
in object contrast of 1.0/-S~-0.T25.
This result is shown in figure 5.6 to be approximately valid for high contrast 
values but less accurate at low contrasts (the predicted contrast at a 10“  ^ false 
alarm probability is 1.0-((8-1 )"0.125)=0.12 instead of 0.27).
5.2. Results O f Theoretical Analysis 91
At other detection  probabilities when the object-grey level equals to  
the anchor value
In order to  find the required contrast level at a detective probability level above 
95%, a variable contrast ROC curve (for example figure 5.6) can be consulted. 
The contrast ROC graphs are nearly identical for all the different edge operators. 
For instance, compare figure 5.6 w ith the  Prew itt contrast ROC in figure 5.7. 
These very similar looking graphs occur because the two ROC curves are pro­
duced using different, judiciously chosen, object grey-levels. The chosen object 
grey-level used for each ROC is simply the anchor value for th a t operator.
Generally the desired grey-level will not be at the anchor value grey-level. How 
then does the contrast spacing vary for this new grey-level? Since the required 
object grey-level scales with the logarithm of the false alarm prol^ability then, as 
a rule of thum b, the edge contrast spacing is proportional to the object grey-level.
This heuristic relationship can be observed by comparing the contrast curves 
in figure 5.7 with those in a ROC graph th a t has twice the object signal strength 
(figure 5.8). These graphs show th a t there is indeed a loosely linear relationship 
between the object grey-level and the edge contrast value.
P rew itt exam ple
In order to find the required edge contrast for the Prew itt operator at: a grey- 
level of 58, a false alarm  probability of 0.03%>, and a detection probability of 98%, 
the solution is given by:
1. Finding the required contrast on the idealised Sobel ROC graph at a false 
alarm probability of 0.03% (log(0.03% )=—3.5) and a. detection probability 
of 0.98. Figure 5.6 gives a contrast level of 0.6 for this performance datum . 
This value is approxim ately the same for any of the idealised (object grey- 
level =  anchor value), variable contrast, edge operator ROC graphs.
2. The false alarm  probability is calculated as follows for the new object grey- 
level. Since the anchor grey-level for the Prew itt operator is 30 then at a 
signal value of 58, the new logarithmic false alarm probability value will 
be a factor of 58/30 decades lower (negative values) than the previous log­
arithm ic false alarm probability value of 10“ '^^. Therefore the new false 
alarm  probability will be %Q-3 5(58/30)_2Q-6.T,
3. At the anchor grey-level (30 for the Prew itt filter), a reduction in contrast 
of 0.125 produces a increase in false alarm probability of one decade at 
the anchor grey-level. Assuming the contrast spacing scales linearly with 
object grey-level, then a t a grey-level of 58, a one decade shift in false alarm  
probability requires a contrast change of 0.125*30/58 =  0.065.
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Figure 5.7: The P rew itt operator ROC curve for variations in edge contrast level
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4. The desired false alarm  probability is and the scaled false alarm  prob­
ability (found in step 2) is A probability increase of -3.5-1-6.77=
3.27 decades is required.
Since a one decade shift in false alarm probability requires a contrast change 
of 0.065, the desired contrast level m ust drop from 0.6 by 3.27*0.065 =  0.21. 
Therefore the required contrast level is the contrast on the reference Sobel 
graph a.t point [0.03%, 98%] (=0.6) minus the required drop in contrast level 
for the scaled Sobel false alarm probablity (0.21). The required contrast 
level is therefore 0.6-0.21 =  0.39.
Figure 5.8 shows the plot of the P rew itt operator ROC curve at grey-level 
of 60. This figure indicates th a t the predicted contrast of 0.39 for a false alarm  
probability of 10“ "^^ , at a detection probability of 98%, and at a grey-level of 58, 
is a surprisingly accurate prediction.
Caveat
These relationships are heuristic rules only and should not be used to calculate 
exact values for the performance of the edge operator. If an exact \'alue is required 
then an experim ental simulation should be performed since this will alleviate the 
errors in the theoretical relationships, including the error in the area under a 
normalised Gaussian distribution equation.
The similar behaviour in the performance of the edge-detectors has only been 
dem onstated in the interesting region (for this investigation) of 1.0 > > 0.95,
10“  ^ >  Pfa > 10“®. No conclusions have be drawn for operating performances 
outside this region.
Correlated output of directional filters
O ut of the six filters analysed, only the Laplacian and isolated point operator are 
non-directional filters. The other filters are combined with their 90 degree ro tated  
counterparts which results in a pseudo non-directional filter. It should be noted 
th a t when the two kernels are applied to the same image they do not produce 
independent results. The iDerformance of the pseudo non-directional filters will 
therefore be slightly worse (due to their correlated output) than might otherwise 
be expected.
5.3 A p p lica tio n  To A  T est Im age
The different performances of the Sobel and Laplacian edge-detectors are shown 
in figure 5.10 and 5.11 respectively. The test image is created using Rose’s test 
pattern  (figure 5.9, [Ros73]). Note th a t the gamma value for this printed page is 
not unity so the apparent contrast may not accurately represent the true contrast
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Figure 5.9: The Rose test image
values. The com puter's display was gamma corrected by running an interactive 
program supplied with the POV-RAY image rendering system [PR95].
The Rose test pattern  is comprised of different sized disks at different contrast 
levels. The diam eter and contrast of neighbouring disks is changed by a factor of 
two going across and down the image respectively. The test image has Poisson 
noise added to it and this noisy image is then edge-detected and thresholded. 
This procedure is followed with four original images with background values of 
10. 100. 1000 and 10000 which therefore have full contrast edge signal to noise 
ratios of approxim ately 3.2. 10. 32. and 100 respectively.
Sobel results
The result of applying the Sobel edge-detector to the Rose test image is shown in 
figure 5.10. The threshold level for each edge-detected test image is set by eye so 
that each image has a constant false alarm probability per image. The threshold 
levels on the edge-detected images are 162. 64. 22 and 10 which correspond to 
the 10. 100, 1000 and 10000 background grey-level test images.
Each edge-detected image is created by combining a Sobel vertical edge- 
detected image with a Sobel horizontal edge-detected image. The two images 
were combined by taking the square root of the sum of squared pixel values.
Laplacian operator results
The result of applying the Laplacian operator to the Rose test image is shown in 
figure 5.11. The threshold levels used to create this combined image were 182,
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Figure 5.10: Sobel edge-detector applied to a Rose test image containing Poisson 
noise. The mean background grey-levels are 10, 100, 1000. 10000 (left to right, 
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Figure 5.11: Laplacian edge-detector applied to a Rose test image containing 
Poisson noise. The mean background grey-levels are 10. 100. 1000. 10000
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110, 37 and 13 which correspond to the 10, 100, 1000 and 10000 grey-level test 
images.
Overall te st im age results
The Sobel operator obviously performs better than  the Laplacian operator for 
detecting edges in the noisy test images. This result confirms the theoretical 
analysis which culm inated in table 5.1. A low value in table 5.1 indicates th a t 
the edge operator performs well.
5.4 Su m m ary
Theoretical results have been presented which enable the accurate prediction of 
the performance of six common edge-detector operators.
If the edge contrast and object grey-level value are known then the appropri­
ate ROC curve details the relationship between the false alarm  probability and 
the detection probability. Alternatively, if the required false alarm probability, 
detection probability and edge contrast are known then a point on the ROC curve 
can be used to predict the required grey-level. This required grey-level is directly 
related to the lowest, possible dose level.
C hoosing the threshold level
By stating the edge contrast and object grey-levels, a single performance curve 
on the ROC graph is specified. The position along this curve is then identified by 
the specification of either the required detection level or the required false alarm  
probability level. From the specification of this point the required threshold level 
can the be found.
Inter-operator relationships
In the interesting area of the ROC curve (10"®<P/a<10“^, 0.95< P d < T 0) it was 
found th a t a simple relationship could be used to distill the inform ation contained 
in all the ROCs for the different filters into one table and one reference graph. 
These relationships can be used to predict approxim ate results for different values 
of edge contrast and object grey-level for any of the described filters.
The measurem ent of the system performance from ROC curves is ambiguous 
since many different metrics can be used. A new measure was found to be appli­
cable for edge-detection of medical images where a high detection probability is 
required. This measure is term ed the anchor value and is the object grey-level 
that causes a false alarm probability of 10“  ^ at a. detection probability of 0.95 and 
at a unity edge contrast level. This performance criterion is term ed the anchor 
point.
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Filter perform ance
The filters' performances have been shown to depend on the edge contrast and 
on the overall grey-level of the object. By using the ROC curve, the im portan t 
filter characteristics can be predicted.
A low anchor value signifies tha t at the anchor performance point, a low 
object grey-level can be used. Therefore edge ojDerators with lower anchor values 
perform bette r than  operators with high anchor values. This analysis is only 
stric tly  valid for the region of ROC curve (10“® <P/a<10“^, 0.95< P d < 1*0) and 
also only for the edge position shown in figure 5.2 on page 83.
Star perform ers
The anchor values indicate the following order for edge-detection performance 
of the tested  operators (worst performers first): Laplacian, Point detector, Line 
detector, Roberts, Sobel, and Prew itt.
The literature  describes the Laplacian filter as being very sensitive to  noise 
and the Sobel as being designed to perform well under noisy conditions. These 
qualitative statem ents are confirmed by the analysis performed here. It is sur­
prising tha t the P rew itt filter appears to perform better than the Sobel filter, if 
only marginally, since it is generally thought th a t this is not the case.
Caveat
For low grey-level values, the image will no longer be dominated by quantum  noise 
but will become dom inated by electrical noise since electrical noise is additive. 
In this situation, the theoretical analysis given in section 5.2 is is not strictly 
valid since the noise distribution was assumed to be multiplicative Poisson noise. 
However the general trends found in this chapter are likely to still be correct.
5.4.1 Discussion 
A utom atic  Thresholding
The inform ation provided by this performance analysis may be applied to enable 
dynam ic thresholding of an image. Dynamic thresholding has been reported in 
many papers, for example [vTS92], however the dynamic control mechanism is 
not based on the analytical performance of the filter but rather on some heuristic 
measure.
A dvantages of perform ance prediction
Using the analysis reported in this chapter it would be possible, for instance, to 
solve accurately the problem of a particular region in an image requiring a high 
detection probability while not being concerned about false alarms. This region
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would therefore have a low threshold level applied to it. A different object area 
in the same image on the other hand may require few false alarms so a higher 
threshold value would be used in th a t region.
A nother suitable problem is where a constant false alarm probability is re­
quired throughout the image although the mean grey-level varies across the image. 
By dynamically varying the threshold level to cope with the varying the mean 
grey-level the required constant false alarm probability can be achieved.
The analysis in this chapter is based on knowing the absolute photon num bers 
in order to choose the correct ROC curve for the edge operator. In a real system 
it is unlikely th a t the actual number of photons will be known. However the 
results produced in this chapter do not need an exact knowledge of the photon 
num ber in order to choose between different edge-detecting filters. Furtherm ore 
it is shown on page 6.2 th a t the noise in an area of the image can be calculated 
by assuming a locally homogeneous spatial or tem poral region.
Chapter 6 
A NEW  SPATIAL 
EDGE-DETECTOR
A new edge-detector is now proposed. This edge-detector is specifically designed 
for images th a t contain predictable noise levels and works in a very different 
m anner to  the previously discussed gradient operator edge-detectors. The in­
tended applications areas for the new edge-detector are as a preprocessing stage 
in organ/object recognition, and as a control mechanism for an adaptive spatial 
filter.
Im pie m e nt at i o n
The im plem entation of the new edge-detector differs to those previously discussed 
in chapter 5. The previous edge-detectors are implemented by convolving the 
filter kernel w ith samples of the image. The new edge-detector also samples the 
image but then a non-linear m ethod is performed. The non-linear m ethod is 
based on a statistical analysis algorithm.
How it works
Both the  tem poral grey-level variation of a single pixel and the spatial grey- 
level variation of a homogeneous region have a Binomial distribution. However, 
if a sampled part of the image contains two different objects then the  grey-level 
distribution of this sample will no longer be Binomial but will be at least bi-modal 
(the grey-level histogram  will contain at least two peaks).
The detection of whether or not a sampled area of an image possesses a given 
distribution, can be used to determ ine whether th a t area represents a single ho­
mogeneous object or not. This inform ation is highly relevant to the detection of 
edges since an edge is simply the set of pixels th a t separate two homogeneous ar­
eas. The determ ination of the presence of an edge is im portant for many reasons, 
for example, the prevention of spatial averaging from blurring edge details.
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6.1 B asic  P r in c ip les
The new edge-detection method described here assumes th a t the signal distri­
bution is known. For x-ray images, the photon noise distribution is Binomial 
and can be treated  as a Poisson distribution. This implies th a t for a normalised 
homogeneous region, the variance of the grey-level values is equal to  the average 
value.
Since the x-ray photon count at the detector has a Poisson distribution, then 
the pixel grey-level values th a t represent the captured image in the com puter can 
be scaled so th a t they also have a Poisson distribution.
R elationships betw een distributions
It is much easier m athem atically if the Gaussian distribution is assumed for the 
x-ray photon distribution rather than the Binomial or Poisson distributions. A 
short discussion of the background for making this Gaussian distribution assum p­
tion and the relationship between the Binomial, Poisson and Gaussian distribu­
tions [Lyo86] now follows.
The Binomial distribution is the true distribution for constant probability 
random  processes, for example the x-ray emission and x-ray absorption processes. 
The Binomial distribution is described by three variables, the probability [p) of 
an extent occuring per trial, the number of trials ( 7 7 ) ,  and the to tal num ber of 
successful events (,t). The Binomial distribution (Fg) is given by:
The mean num ber of successful events (Æ) and the variance (cr^) is given by:
.r =  pn,  =  ^ ( . r  — ,f )^Fg(.r) =  .f (1 — p)
If the probability {p) of a successful event occuring per trial is much smaller 
than unity, then the Binomial distribution reduces to the Poisson distribution. 
The mean value of this Poisson distribution (âi) is dependent on the product of the 
num ber of photons em itted from the x-ray source, the transm ission probability, 
and the detection probability.
The Poisson distribution (Fp) is given by:
Pp{x) = x\
X = pn. =  X.  p 1 (6.1)
If the probability of an event occuring per trial is much less than unity and 
the mean value of the distribution is large, for example >20. then the distribution
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can be approxim ated by the discrete Ga.ussian distribution [FeloTj. The discrete 
Gaussian distribution is:
Pg {x ) =  2 ’^v27T.r
X = pn, ~ x  p <  1, .r >  1 (6.2)
6.1.1 Additional Noise Sources
Extraneous noise sources occur even in an optimised system. These noise sources 
can generally be modelled as additive noise. For example, extraneous electrical 
noise generated by the detector is commonly treated  as an additive noise source. 
If the noise source is indeed additive then the variance of each pixel is increased 
by a constant am ount throughout the image.
^ to ta l “  ‘^ quantum  ^digitisation *^electrical other
= >  erf = (jf a . (6.3)
Where: a  =  (rfi^Uisation +  ^Lctrical +
The nen' edge-detector does not assume any particular noise distribution bu t 
it does require the variance to be. known.
6.1.2 Scaling The Probability Distribution
If a ra.ndom distribution (A ) is m ultiplied by a scaling factor ( / )  then the  resul­
tan t distribution has the following properties:
c  x > =  X =
< (X  -  .V)^> =  -  ,r)^ =  T f c - 4  -
Now let i i  =  /2 l
= >  < ' ^ > =  ÿ = A '  =  A *
i  ( E ( / ' . ) ■  -  i  (/■  D ' . i -  -  .  a ;.
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So, if Y_ — f2L  then,
y = f x  and af  =  (6.4)
If a random  variable is scaled by a factor ( / )  then the new mean will be scaled 
by /  and the variance will be scaled by p .  This result is independent of the 
distribution of X.
Averaging im ages
A nother useful result which can be used in both spatial and tem poral image 
processing is when images are averaged. In this situation there is a com plicating 
factor in th a t the calculation of the variance is dependent on whether the noise in 
the images is completely independent. For instance, if the images are read from a 
video-tape, then it is possible th a t the image noise will contain some background 
video-tape structure. Another source of correlated (non-independent) image noise 
is from the combination of photon noise and the image lag inherent in many image 
capture devices. Non-independent noise can lead to a higher variance than  would 
otherwise be expected.
.Averaging an ensemble of N pixels produces a new random variable (T ) which 
has the properties:
_  rci -f  X- 2  T ...X]\r
—  -  TV
r2
and = cov[.ri,
\\'here:
cov[X-, X J  =  covariance =  j  ~  ^V  i
U ncorrelated noise
If the ensemble of images to be averaged contains independent noise then  the 
covariance is zero. The previous equations show th a t the mean value rem ains 
constant while the variance is reduced by a factor of the num ber of images aver­
aged. The resultant signal to noise level (SNR) will therefore increase by a factor 
of the square root of N\
a
N
SNR., =  = r ^  = 4 -  = — \/jV =  SN R,\/ÏV .Noise ay <r,.
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6.2 T h e  V arian ce-R atio  T est
This section describes the basis for the new variance-ratio edge-detector. The 
section starts by investigating the expected variance level of homogeneous objects 
in the image, and discusses how this is used to create an edge-detector. A more 
direct m ethod of edge-detection using the same m ethod is also discussed.
If the assum ption is m ade th a t all extraneous noise sources are additive then 
the pixel distribution can be modelled by scaling the detector signal by some 
factor ( / ) .  Therefore T =  / X  and, from equation 6.3 and equation 6.4,
< X > =  X ,  and <{ X  -  X f >  = af  =  af  -f o
= »  < Y > = f X ,  and < ( Y - Ÿ f >  = f a f  = f a l  + f a
The Poisson approxim ation to the quantum  noise distribution equates the 
variance and the signal level (equation 6.1), so the expected \ ariance [af)  becomes
( 7 > < ( y - ÿ ) S  =  f X - ( - f a .  (6.5)
C alculating /  and a
The factors /  and a  for a particular system are either constant or determ inable
by the system control variables. .As a last resort the factors may be approxim ated
from an image by analysing the dark and light areas in the image. The noise in 
the bright areas will be dom inated by quantum  noise therefore the variance of 
the bright areas will be approxim ately p x .  The dark areas have a small mean 
grey-level { x « a ) .  so the variance of these areas will approxim ate the value p a .
M easuring the variance
The m easured variance [af.) of a sample image region containing N pixels is found 
from
7^» =  ^ < { y  -  ÿ f >  =  ^ { y  -  a?-  (6.6)
The test
The test proposed here compares the expected variance {af} and the measured 
variance (n^ ) by calculating the ratio  ((^ )
^ _  measured variance _  af,  
expected variance af
Using equations 6.5 and 6.6 this variance-ratio m etric becomes:
(6.7)0 = p x  -f P a  ‘
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N oise com plicates the test
It has ju s t been stated th a t for a homogeneous region the result of the variance- 
ratio test (^) should be unity. Although this expectation is correct, it is only the 
mean value of this ratio th a t is unity; each individual value will deviate from 
unity. This is due to the random nature of the noise causing a variation in the 
measured variance values. The variation in the mean and variance occurs because 
a finite num ber of samples are used to calculate the mean and the variance. The 
variance in the values of the ratio test is related to the num ber of samples used 
in the test. The degree of this variation can be predicted.
How the ratio varies
The distribution of the S ratio is not Gaussian and is also dependent on the 
sample size (A^). The 6  ratio distribution is actually the ChU distribution 
and can be found from standard statistical tables.
6.2.1 The Chi  ^ Distribution
The ChU distribution is generally used to check whether a particular experim en­
tally determ ined random variable has the expected distribution. In statistical 
terminology the problem is posed as, “Do the observed sample data. sujDport the 
null hypothesis th a t the probability distribution is G aussian?".
Suppose a sequence of measurements {yi, 7/2 - • • -  î/n) are samples of a Gaussian 
distributed random variable (T) th a t has a mean ÿ and variance af.  These 
samples may be standardised as follows in order to form a normalised random  
variable A :
.T, =  (6.8)
< X > = 0 .  < { X - X f >  = l
Where:
ÿ =  The mean value of the samples.
Gy = The standard deviation of the samples.
This normalised random variable (A ) has zero mean and unity variance. Since 
the distribution of the samples is not known for certain, the mean (ÿ) of the 
original random  variable and the variance crj have to be estim ated from the 
samples.
The Chi^ sta tistic
The following statistic (Z) is now constructed from the normalised random  vari­
able (A ):
Z =  .Tj T .r  ^ 4- ' ' T .r^ (6.9)
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This random  variable (Z) can be shown to possess the Chi^ distribution 
The ChU distribution has the following probability density function (Fc(z)),
0 otherwise J
Where:
e =  The natural num ber % 2.718
77. =  The number of independent random  variables (or degrees of freedom).
The Chi^ sta tistic  and the variance-ratio test
Substituting 6.8 into 6.9,
z= [ÿizlX + ... + fy’'-y'''
a
Z =  X '  =  nSy expect t
The ChU statistic (Z) is thus simply related to the previously stated variance 
ratio test (6^.
W ith  confidence
The area under the Chi^ distribution above the threshold limit gives the proba­
bility th a t the value of the random variable will be above tha t lim it. W hen this 
one-sided measure is used on the Chi^ distribution it is term ed a goodness-of-fit 
test.
Unlike the threshold lim it used for edge-detection, the variance-ratio test can 
also be performed using a two-tail probability limit. This measure provides the 
confidence interval for population variance.
Two tailed exam ple
For 10 degrees of freedom ( 7 7  ), find the threshold limits (confidence interval) th a t 
gives a confidence coefficient of 0.8,
P  ( 0  <  < 6 ^  =  80%
From tables the required values are
Pio(4.87 <  \ "  <  15.99) =  80%
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The renormalised confidence limits for the theoretically- expected variance 
are given by
T(rr — ï - ' f  -  f  P- CTe ' ~
Here:
a =  4.87
h = 1-5.99
n — The num ber of independent random  variables =  10
E(a‘ -  .rp  =  n -  ,r)^) =  naf,  =  lOcr^
0.63.J.< y < 2. iy
or.
0.5m < < 1.6(7
So lo be 80% confident th a t the sample has the expected distribution when there 
are 11 samples (10 degrees of freedom), the measured variance m ust be between 
0.5 and 1.6 times the expected variance.
U ses of the ChP distribution
A common use of the Chi^ statistic is for checking electronic equipm ent such as 
radiation detectors. If the Chi^ probability test results in either a very high ChP 
probability (>0.98). or. a very low Chi^ probability (<0.02) then the sample is 
considered to be abnormal and the equipment is treated  as being suspect [Kno89].
6.2.2 Application To Form An Edge-Detector
The area under the Chi^ distribution indicates the probability th a t the variance- 
ratio varies by within a given am ount from unity for a homogeneous region. An 
edge is deemed present in the sample area if the variation of the Chi^ statistic  
exceeds some predeterm ined level. The Chi^ statistic can be w ritten as:
-  -î.)" =  -  1 ) § -  (6-10)
Where: (N-1) equals the degrees of freedom of the system.
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C alculating the Chi^ probability
The area under the Chi^ distribution is found for small sample sizes by combining
the tables of [CCS3] and [Yam67]. For large sample sizes (A'>100), the area
under the ChP distribution can be approxim ated by the area under the Gaussian 
distribution as follows:
— 9 [\/277, — 1. l] )  (6.11)
77 =  A^—1. (6.12)
Where:
=  GhP distribution with n degrees of freedom.
=  Area under the Gaussian with a mean ;r and variance cr^ .
77 =  Number of degrees of freedom.
N =  Number of samples.
E xam ple of using the Gaussian distribution approxim ation
Qu.:
W hat is the ChP threshold value th a t the variance-ratio exceeds with a prob­
ability of 1% for a sample size of 101?
Ans.:
The normalised threshold th a t gives the required probability is determ ined 
by the area under a normalised Gaussian distribution. This normalised threshold 
value can be found from tables or from equation 4.2 on page 68. The normalised 
threshold (T}v) for a probability of 1 % is 2.33. This normalised threshold value 
is then rescaled for use with the Chi^ test. The normalised threshold can be 
rescaled by using
T  = T vy /ôÿ  +  F
(see page 72). The Chi" test requires, by equation 6.11, th a t the variance in the 
above ecjuation to be unity (<7^=1) and offset value to be F = \ /2 n  — 1.
For a sample size of 101 there are 100 degrees of freedom (equation 6.12), so 
the required mean (F ) for equation 6.11 is \/2  * 100 — 1 =  14.1. This gives a 
new threshold value of 16.43 {T—Tn + F  ~  2.334-14.1). This value is then then 
squared, and finally, divided by two (equation 6.11) to give the Clii^ threshold 
value of 134.97. The tabulated  value is 135.81 so in this example the prediction 
using the Gaussian approxim ation has an error of 0.6%>.
P lot of the Chi^ and Gaussian probabilities
The ChP threshold levels are plotted in figure 6.1 against the degree of freedom 
of the sample, for different probabilities of exceeding the threshold level. The 
Gaussian area approxim ation curve is also drawn on this graph for comparison
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Chi Threshold Values Vs Number of D egrees of Freedom  
For Various Levels of Probability of Exceeding The Threshold 
140.0
120.0
2os:tn<o
6
100.0
80.0
The values indicate the 
probability that the Chi^  threshold will be exceeded.
0.005
0.010
0.025
0.050The red curve is generated by using the Gaussian 
approximation for a 
probability level of 0.010
0.950
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0.990
0.995
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40.0 60.0
Degrees of Freedom
80.0 100.0
Figure 6.1: The Chi^ distribution
purposes. The Gaussian area approximation curve was generated by using equa­
tion 4.2 (on page 6 8 ) and equation 6.11.
6.2.3 Directly Testing For An Edge
4 lie variance-ratio test based on the hypothesis that a particular type of edge is 
present is more complicated than the test based on the hypothesis tha t no edges 
are present.
If a particular type of edge is expected in an image then it is possible to cal­
culate the expected variance of that edge. It is then possible to use the variance- 
ratio statistic to test whether a particular distribution fits the expected edge 
distribution within a set confidence limit.
Analysis
Suppose that a sampled image area contains two homogeneous objects as shown 
in figure 6.2. One object is represented by a random variable X_ and contains 
])ixels. while the other is represented by Y_ and contains \ y  pixels. Now,
< A > =  .r. < 1 L > =  y-
The edge position for this test using a 3 by 3 mask is shown in figure 6.2. This 
edge has .Vj- = 6  pixels with a distribution A and Ny='S pixels with a distribution
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ackground
Figure 6.2: Edge position for the Chi^ test (3x3 mask)
y_ and a contrast (C).
C  = X  -  YX  + y
If this sampled area is represented by a random variable Z with N~ samples, 
then the mean of this distribution will be
= = <  z > =  - ÿ - { X j , x  + Xy ÿ ) .
W here
A'c =  A’x 4- Xy.
The variance of Z is calculated as follows:
crl =  < { z  — z Ÿ >  = <  >  -f <  >  —2 <  ~5 >
a l  = <  -  25 <  c >
= >  a l  — z'  ^ — 5^.
Now.
and.
Ak Ak
al  =  —- ^Aj. + Ay — ÿ- (A^ + 2A^Ay xy
But,
Xr x^ = X r (7 l+  X ,  x \
So the variance of the edge grey-levels is.
a^ =  —  a'^ . +  Ay (7^  +  .v^  Aj. ^1 -  Ay ^1 -  -  .rÿ " ^  ^
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Figure 6.3: Any inhomogeneous region is detected
This equation could in principle be used to calculate the probability distri­
bution of the variance-ratio (cr^/cr^), where the expected ratio is th a t of the 
hypothesis that a particular edge is present.
From this variance-ratio test, the detection probability could then be deter­
mined for the expected edge strengths. However, since the edge position and 
strength are not known a priori m medical images this statistical test is not used. 
Instead, the test for homogeneous regions is used, and it is assumed th a t any 
region which is not found to be homogeneous must contain an edge. It should be 
noted that this test does not differentiate between figure 6.2 and figure 6.3 but 
treats them  both as edges.
6.3 P rob ab ility  O f E dge P resen ce  False A larm
1 he area under the Chi-Squared distribution cannot be found analytically. One 
solution is to fit a ])ower series to the tabulated data. Strictly, the area under 
the Chi-Squared distribution is dependent on the number of degrees of freedom, 
so a separate fit would be required for each separate sample size.
The area under the Gaussian distribution is a good approxim ation for the 
Chi^ distribution for sample sizes above 100. Furtherm ore, figure 6 . 1  indicates 
tha t, for the purpose of edge-detection. the Gaussian approxim ation is a good 
enough fit to the Chi^ distribution for all degrees of freedom.
Checking the Gaussian approxim ation
To check the accuracy of the Gaussian approximation to the Chi^ distribution, 
experim ents are performed for three sample sizes. These sample sizes are 9 pixels 
(3 by 3 sub-image). 101 pixels, and 1001 pixels. There are no tabulated values 
for 99 degrees of freedom or for values above 1 0 0  degrees of freedom. Eight, one 
hundred and one thousand degrees of freedom curves are generated using the 
Gaussian approximation.
Both the tabulated points and the fitted Gaussian approximation curves are 
shown in figure 6.4. By scaling the data this figure is able to show the results for 
all three sample sizes in the same graph. The data is scaled by subtracting each
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data, value by its degree of freedom and then dividing the result by its degree of 
freedom value.
R esults
W ithin the confines of the tabulated  da ta  values (probabilities ranging from 95% 
to 0.1%, the area under a. Gaussian fit is, at worst, in error by 1 0 % for the 8  
degrees of freedom curve and in error by 3% for the 100 degrees of freedom curve. 
No tabulated  values were obtainable for the 1000 degrees of freedom test. The 
Gaussian fit is expected to improve for higher degrees of freedom.
It is found th a t the error will increase further for very small probability values 
outside the tabulated  probability range. Figure 6.5 compares the Gaussian fit to 
an experim entally generated probability curve for regions greatly outside the 
tabulated  10”  ^ probability lim it. For high degrees of freedom the fit will be 
better.
U sing th e Chi^ test
In order to calculate the false alarm probabilities a decision has to be made on 
the threshold-level criterion im plem entation method. The im plem entation of the 
threshold-level is as follows: If the result of the Chi-Squared test is less than  a 
chosen threshold level then the conclusion is drawn th a t the test image contains 
a homogeneous region with the expected noise distribution.
Threshold level versus false alarm probability
The required threshold levels are found for a range of false alarm  probabilities 
and for all three test mask sizes (3x3, 9x9, 31x31). The results are shown in 
figure 6 .6 .
6.3.1 Important Result
The calculation of the false alarm probability for the Chi-Squared distribution 
does not involve the actual grey-level of the samples. The im plication of this is 
th a t, unlike the previously discussed edge-detectors, the false alarm  probability 
of the variance-ratio edge-detector is independent of signal size.
This surprising result is verified by performing an experimental simulation. 
Eight featureless images are created with background grey-level A'alues of: 1 , 64, 
343. 1000, 2197, 4096, 6859, and 10648. Each image contains 9 pixels. Poisson 
noise is then added to these small blank images and the Chi-Squared ratio found. 
This procedure is repeated 50,000 times and the results are converted to form 
eight false alarm probability curves (one for each grey-level value). The resulting 
graph is shown in figure 6.7 where it is seen th a t the performance curves precisely 
overlap each other.
6.3. Probability O f False Alarm
Comparison of Tabulated and Fitted 
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Figure 6.3: F it to the area under the Chi^ distribution
False Alarm Probability for tfie Variance Ratio Test
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Figure 6.4: Comparison of experim ental da ta  and theoretical fit, for low proba­
bilities and 8  degrees of freedom
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False Alarm Probabilities for the Chi Distribution
Mask Sizes: 3x3, 9x9, 31x31
II
S’Q
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Figure 6 .6 : False alarm probability curves vs scaled variance-ratio threshold (Chi^ 
threshold/d .f.) for the Chi^ distribution
Experimental False Alarm Probabilities For The Chi Distribution 
3x3 mask, 8 signal level, zero contrast.
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Figure 6.7: Experim entally derived false alarm  probability curves for the ChF 
distribution (8 df) showing 8  overlapping performance curves
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Equation 6.10 shows th a t the Chi-Squared statistic is equal to the product 
of the variance-ratio {S) and the number of degrees of freedom (?%). This can be 
re-w ritten as
6 = ^  ^  n n
The vertical axis of figure 6 . 6  is the Chi-Squared threshold-level divided by the 
num ber of degrees of freedom ( = ^ ) ,  in other words it represents the variance- 
ratio test ( ^ ) .  The graph represents the probability th a t the result of applying 
the variance-ratio test to a homogeneous region will be above some threshold 
level and therefore generate a false alarm.
If the threshold level were to be set at St =32 then a 3x3 mask ( =  ^ = 3 2 /8 = 4 )  
will generate a false alarm when placed over a homogeneous region with a prob­
ability of 10“^’'* =  0.004% as shown in figure 6 .6 . If a threshold level of 6^=32 
is used for a 9x9 mask (32/80=0.4) it will generate a false alarm  greater than 
10“ ’ ( 1  in 10) and so would be im practical. The threshold level m ust therefore 
\'ary for different sized kernels. The required threshold level is however easy to 
predict.
6.4 P ro b a b ility  O f E d g e-D etec t io n
The calculation for the edge-detection probability using the homogeneous based 
\ariance ratio test is more complicated than the calculation for the edge false 
alarm probability. This is because when an edge is present in the sample region 
it is no longer possible to predict the probability distribution of the variance-ratio 
test. The edge-detection probability can however be found by experiment.
The first step in the experim ental m ethod for finding the detection probability 
is to create featureless edge images th a t contain Poisson noise. The variance 
of each image is then determined and used to construct the variance-ratio by 
dividing by the expected variance of the null hypothesis. This expected variance 
is the mean grey-level value of the image area.
The variance-ratio is then compared with the threshold value and if it is 
greater th a t this value then an edge is said be present somewhere within the image 
area. This procedure is repeated 50 million times and the detection probabilities 
calculated by constructing a cumulative histogram of the variance-ratio values.
R esults
The results of the simulations are shown in figure 6 .8 . The curves show the 
detection probabilities for five signal levels (ranging from 1 0  to 30). The signal 
levels are chosen because they lie in the interesting probability region for ROC 
analysis.
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Experimentally Derived Detection Probabilities
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Figure 6 .8 : Detection probabilities of 3x3 Clii^ test for various signal levels for 
full (unity) contrast edges
6.5 R ece iv er  O p eratin g  C haracteristics
The receiver operating characteristics for the new edge-detector are now calcu­
lated based on a 3x3 kernel. The first stage for finding the ROC is the determ i­
nation of the false alarm probability.
For accuracy, a fit to the experim ental false alarm probability curve was used 
specifically for the 3x3 mask. The power series equations used to fit to the 
tabulated  values are:
Let. / =  1i i( P /q)
- 0 .3 1 /+  1.05 if 0.0 <  P  < 0.02
-0 .3 8 / +  0.78 if 0 . 0 2  <  P  < 0.15
- 2 5 .8P" +  6 8 .IP'* -  G8.9P^ +  33.8P= -  9.5P +  2.4 if 0.15 <  P  <  1 . 0
(6.13)
P f a  =
19.96e-^-°^®^' if A' >  2.3
9.27e-2-'3A- if 2.3 >  Py, >  1.78
3.491e-2-i2^^' if 1.78 >  Py, >  0.9
|Q - O .H / \5 + 0 .4 6 A ' ^ - 0 ,6 1 A ' ’ - 0 .1 5 A ‘H o .0 3 7 A '- 0 .0 0 1 6  if 0 0 >  A' >  0 9
(6.14)
The other stage in constructing the ROC is the determ ination of the detection 
probability. The detection probability is found by experiment by creating the test 
edge, adding Poisson noise to it and testing for a homogeneous region. The.
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ROC For New Variance-Ratio Test Based Edge Detector
Variable Signal Level, Unity Edge Contrast.
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Figure 6.9; Receiver operating characteristics for the 3x3 variance-ratio test at 
different signal levels
distribution of the variance-ratio test is then determined. This procedure is 
repeated for various signal levels and at various edge contrasts.
Com parison to other edge-detectors
From figure 6.9 it is seen th a t the signal level at the anchor position (Pyc, —10”®, 
P(/=95%) and unity contrast, is 23. This result compares favourably with the 
gradient operator edge-detectors shown in table 5.1 (page 8 8 ). This suggests 
that this new edge-detector will perform better than the other edge-detectors, at 
least for high contrast edges on images th a t contain Poisson noise.
Figure 6.10 shows th a t the filter’s performance falls off quickly with edge con­
trast. The new filter’s performance becomes equivalent with th a t of the P rew itt 
filter at a signal level of 23 and a contrast value of 60%± 5%. For a signal level 
of 23. the Prew itt filter out-performs the new filter for edge contrast levels below 
609L
As the signal level increases the contrast performance of the new filter also 
improves. For example, at an object grey-level of 60, the performance of the new 
filter becomes equivalent to the Prew itt filter at an edge contrast of 40% ± 1 0 %.
Sum m ary
The variance-ratio edge-detection out-performs all the standard gradient op­
erators discussed in the pre\'ious chapter for high signal levels (object grey-
6.6. Implementation 117
1.00
0.99
g  0.98
è
I
mQ
ROC Curves For The Variance-Ratio Test
Variable Contrast, Signal=23.
0.96
0.9510
/The number associated with,each 
curve'gives the edge contract value.
/l.O 0.9 / 0.8 0.7 0.6 0.5
10^ 10”® 10’® iF" ÏP
False Alarm Probability
10" 10"
Figure 6.10: Receiver operating characteristics for the 3x3 variance-ratio test at 
different contrast levels. The signal value of 23 corresponds to the filter’s anchor 
value
levels >23) and high contrast edges {>60%). The higher the signal level, the 
better the com parative performance of the new edge-detector.
A m ajor ad^'antage for using the variance-ratio test as an adaptive edge- 
detector is th a t it is simple to predict the required threshold-level to achieve a 
particular false alarm rate. In fact for the variance-ratio edge-detector. the false 
alarm probability is independent of the background grey-level. For all the com­
monly used edge-detectors the threshold value must be varied with background 
grey-level if a uniform false alarm probability is to be produced.
6.6 Im p lem en ta tio n
The variance-ratio edge-detection can be implemented using a checkerboard (non­
overlapping) mask arrangem ent. Each mask region is flagged as either containing 
an edge, or as being a homogeneous region. This contrasts with the convolution 
type edge-detectors which are usually im plem ented by overlapping masks, where 
the result of each mask is assigned to the centre pixel.
In order to produce an edge-detected image with a particular false alarm  
probability for the image as a whole, then:
• For checkerboard masks, the required false alarm probability for a small 
mask should be chosen to be smaller than the required false alarm  prob­
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ability for a large mask. This is because the small mask is placed on the 
image more times so for the same false alarm rate per image the false alarm  
probability per pixel m ust be smaller,
• For overlapping masks, with one mask per pixel, then the required false 
alarm  probability should be made independent of the mask size. Noise 
correlation will occur between overlapping masks. The larger the overlap, 
the more identical pixels are included in two adjacent masks.
Chapter 7 
ADAPTIVE SPATIAL 
SMOOTHING
Spatial filtering can reduce the noise in medical images. Spatial filtering can be 
performed by low-pass frequency filtering the image, or equivalently by perform­
ing local sm oothing using an averaging operator.
Frequency domain based low-pass filters m aintain image integrity be tte r than  
those of the spatial domain [Jas93]. Low-pass frequency domain filters have 
the detrim ental effect of blurring sharp edges and therefore reducing the spatial 
resolution of the image. Spatial domain based filters also cause blurring, bu t 
they are more easily adapted to form non-linear filters than their frequency based 
counterparts.
A daptive filtering
If the edge positions in the image are known prior to smoothing, then it is possible 
to avoid edge blurring in the image while still reducing image noise. This m ethod 
of varying the am ount of filtering performed on differing regions in the image is 
term ed adapUve spatial filtering. The ideal result of an adaptive spatial filtering 
process is an image th a t contains sharp (but possibly noisy) edges and low noise 
homogeneous regions.
The optim um  filter to reduce noise in an image sequence is likely to depend 
on the radiological exam ination being performed. For example, McCollough et 
al (1989) used the noise correlations found in dual-energy digital subtraction 
angiography images to improve the signal to noise ratio of the image sequence. 
The m ethod had the. advantage th a t edge-detection is not necessarily recpiired.
C ontents
The analysis of an adaptive filter is split into two parts: the behaviour of the 
spatial filter, and the. control mechanism th a t changes the filter depending on the
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Figure 7.1: The 3x3 averaging filter kernel
presence of edges.
The first section of this chapter deals with the effect th a t a spatially sm ooth­
ing filter has on the image. The second section is concerned with the adaptive 
control mechanism for the filter. This topic includes discussions on: the choice of 
the edge-detector, the possible im plem entation m ethods, and the all im portant 
control function. The result of applying these technicpies to test images is then 
dem onstrated.
7.1 Linear Spatia l S m ooth in g  F ilters
The simplest spatially smoothing filter is the averaging filter. This filter works 
by first calculating the average grey level value of a group of pixels th a t surround 
and contain the current pixel, and then setting the value of the current pixel to 
this average value. This calculation is performed for every pixel in the image. An 
example of a 3x3 kernel for performing spatial averaging is shown in figure 7.1. 
Each cell of the convolution kernel has a value of one-ninth since this makes the 
kernel equivalent to summing the nine pixels and dividing the result by nine.
The theoretical basis for performing the averaging function is the assum ption 
tha t the pixels in the local area surrounding the current pixel are all samples 
of the same random variable. In other words if it were not for the noise in the 
image, all the pixels contained in a small area would have the same value. The 
statistically correct m ethod for calculating the mean value of a random  variable 
is to average together all the samples of the random variable. This is exactly the 
behaviour of the averaging filter kernel.
The am ount of noise reduction possible for the spatial averaging filter is de­
pendent on the num ber of pixels used in the calculation. If the num ber of pixels 
in the averaging kernel is 1. then for all noise distributions the noise level in the 
averaged image [cXav) is a factor of \ f l  less than the noise in the original image
(<7).
GNew Noise Level = gav = —pv /
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Figure 7.2: Edge blurring due to spatial averaging. The sharp edge (left) has 
become blurred (right). This blurred edge has a lower gradient than the original 
edge
Im age blurring
If edges are present in the image then the assumption tha t the image is locally 
homogeneous is invalid. The result of averaging such an image is th a t the edges 
in the image become blurred. The degree of blurring is dependent on the orig­
inal sharpness of the edge, the kernel size of the averaging filter, and of course 
the chosen definition of “blurring’'. This effect of image blurring is m ost easily 
seen in a one dimensional edge signal. Such a signal and its spatially averaged 
counterpart are shown in figure 7.2. The sharp edge has become blurred.
Test im age exam ples
The two effects of noise reduction and edge blurring are dem onstrated by applying 
a 13x13 averaging filter kernel to a test image (background value =  100). The 
original test image is shown in figure 7.3 and a contrast enhanced version of the 
result of the averaging process is shown in figure 7.4.
Figure 7.5 shows the effect of applying a non-square (5x19) averaging filter 
to a test image th a t has a background level of 10. This figure shows th a t the 
1)lurring is much greater in the vertical direction.
The image noise th a t is not removed by the averaging filter has a very distract­
ing appearance. The residual image noise in figure 7.5 appears most prom inently 
at the size of the filter kernel. This is thought to be due to a psychophysical 
effect where the higher the frequency of the noise, the more prom inent the noise 
appears. Noise frequencies above the filter’s cutoff frequency are removed so the 
highest noise frequency left in the image is at the cutoff frecpiency. In real space 
this cutoff frequency corresponds to the kernel size.
C utoff frequency
The cutoff frequency value of a rectangular averaging filter is inversely propor­
tional to the filter dimensions. The frequency response of this filter is found by 
taking the Fourier transform of a one dimensional averaging kernel. The result 
is displayed in figure 7.6. This figure shows th a t the frequency response of the 
averaging filter is not ideal in th a t it is non-zero beyond the cutoff frequency.
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Figure 7.3: Poisson noise test image with a mean background grey-level value
of 1 0 0
Figure 7.4: .A contrast enhanced result of averaging (13x13 kernel) figure
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Figure 7.5: A contrast enhanced result of averaging figure 7.3 using a non-square 
(5x19) kernel
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1.0 -
0)CC
r
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
Square ‘averaging’ kernel
/  \
0.0 0.1 0.2 0.3 0.4
Frequency (Multiples of Pixel Frequency)
0.5
Figure 7.6: Normalised Frequency Response of an averaging filter
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T he “Ideal” sm oothing filter
The frequency spectrum  of an Ideal low-pass filter has a step function which is 
unity for low frequencies and zero at frequencies above the cutoff frequency. The 
ideal filter therefore passes, with no attenuation, all frequencies below the  cutoff 
frequency and completely stops all frequencies above the cutoff frequency.
The ideal filter has the drawback tha t it can produce ringing (ghost edges) 
around sharp objects. The cause of the ringing artefact can be deduced from 
the convolution theorem and by taking the inverse Fourier transform  of the ideal 
filter. The result of the inverse Fourier transform is similar to the varying line 
in figure 7.6 which means th a t the edge will be reproduced at each bum p on the 
line. This edge repetition corresponds to the observed ringing effect.
Other filters
A good compromise between the low-pass frequency resi^onse of the ideal filter 
and the reduction of ringing artefacts is the Butterw orth filter. The B utterw orth 
low-pass filter has two para,meters: the cutoff frequency (Fc) and the order (rr). 
The order dictates the filter’s roll-off rate which is the sharpness of the transition 
between the low-pass region and the high-pass region. The B utterw orth filter is 
defined by the relationship:
Where D  is the distance of the spatial frequencies [p, u) from the origin:
D{p.l^) =  +  7^)2
Equation 7.1 shows th a t the attenuation of the Butterw orth filter at the cutoff 
frequency =  Fc)  is 50%. The choice of cutoff frequency is often based
on the distribution of the image power spectrum . In typical natural images, 90% 
of the to tal power is below one th irtie th  of the pixel frequency. However an image 
with only one percent of the high frequency energy removed still exhibits some 
blurring.
A daptive averaging
All the filters discussed so far reduce the image noise but they also all blur 
edges in the image. W hat is required is an adaptive spatial filter th a t performs 
more averaging on areas on the image th a t contain homogeneous regions and less 
averaging on regions th a t contain edges.
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7.2 A d a p tiv e  Spatia l F ilter  C ontrol
The first step in creating a filter th a t adaptively smooths edges less than homo­
geneous regions, is to determ ine the position of the edges in the image. Once the 
edge positions are known, the filter can be prevented from smoothing these edge 
pixels.
P roblem s
U nfortunately it is not a trivial m atter to obtain the edge positions if the edges 
are of low contrast. In medical images there is also the considerable problem 
of x-ray photon noise. As discussed in chapter 4 there m ust be a compromise 
between edge-detection probability and the false alarm rate caused by the noise.
A nother problem for the edge-detector is th a t of low gradient edges. It is 
difficult to detect both these diffuse edges and sharp edges using a single edge- 
detector. However it is possible to apply a range of edge-detectors in order to 
find all the edges in an image.
The first decision to be made in the construction of the adaptive edge-detector 
is the choice of the edge-detector. The traditional edge-detectors of chapter 4  
suffer form the result th a t their receiver operating characteristic (ROC) curves 
vary for different signal sizes. These edge-detectors reciuire a rule th a t calculates 
their decision threshold le\'el based on the current signal size.
A different approach
.4 better, bu t com putationally more complex, edge-detector is the new variance 
based edge-detector described in chapter 6 . This edge-detector has a be tte r re­
ceiver operating characteristic than the traditional edge-detectors and more im ­
portantly, its false alarm probability is independent of noise. This means th a t 
the threshold-level can be easily calculated in order to achieve an acceptable false 
alarm  probability. Even though the signal level varies over the image, the false 
alarm probability for a set threshold level is the same throughout the image.
Im plem entation
The adaptive edge-detector can be implemented in at least two different ways:
1 . Vary the size and /or shape of the smoothing filter kernel depending on the 
probability of an edge being present at each point in the image.
2 . Average the whole image and then use the edge-detected image to add back 
in the pixels at and around the edges.
Both m ethods recpiire some form of heuristic control function in addition to 
the choice of the edge-detector and the smoothing filter. Three possible control 
functions are investigated here:
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1 Continuous control function
1A Edge probability based 
IB Signal probability based
2  Binary control function
2A Edge threshold
7.2.1 Edge-Probability Based Control 
M ethod lA
This section discusses the adaptive edge-detector im plem entation where the size 
of the smoothing kernel is varied depending on the probability of an edge being 
present at each point in the image. This m ethod requires the determ ination of 
the optim um  relationship between the probability th a t an edge is present and the 
size of the filter kernel for th a t probability.
If each edgel is treated  independently, image artefacts may occur. For exam ­
ple. if the current pixel has a low probability of being an edge, a large smoothing 
kernel is used. However if the current pixel is next to an edge then the use of 
a large filter will cause the pixel value to be averaged together w ith pixels th a t 
belong to a different object. Experim entation shows th a t this procedure produces 
unacceptable blurring around, but not on, the edges of objects. Blurring does not 
occur on the actual edges because these pixels have only small averaging kernels 
applied to them .
It is found however tha t for extremely high noise levels (SNR =  1 .0 ) the filter 
performed very well with much less visible edge blurring.
To prevent pixels near edges from using large averaging masks th a t overlap 
the edges, additional constraints m ust be used so tha t a better mask size can be 
found.
Possible constraints
One possible constraint to prevent blurring is to check the pixels surrounding 
the current pixel. These local pixels can then be compared to the current pixel 
in order to construct a weighting factor. This factor is then used in a weighted 
averaging algorithm. There are many possibilities for constructing the weighting 
factor, for instance:
1 . It could be based on the pixels’ dissimilarity from the current pixel and also 
their distance from the current pixel.
2 . A statistical test could be used to determine the likelihood th a t the pixels 
came from the same distribution.
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3. A large weighted-average mask could be used. The weighting factors for 
the pixels are a function of the edgel strengths of each pixel compared to 
the edgel strength of the centre pixel.
Im plem entation  of the constraint
The th ird  suggested constraint algorithm  is to use a similarity m easure based on 
the pixel’s edge strength.
The rationale behind this m ethod is as follows. Assuming th a t the current 
pixel is from a homogeneous region, then its edge strength is small. For small 
edge strengths, the weighting factors for the averaging kernel are biased towards 
other pixels th a t are also from a homogeneous region. If on the other hand the 
current pixel has a strong edge strength, then the similarity measure biases the 
weighted averaging kernel toward pixels w ithin the mask tha t also have strong 
edge strengths.
A suitable sim ilarity measure was heuristically found to be:
,,,/m = tL:: Iffc --N  
Where:
1T[?] =  The weighting factor for the averaging kernel at position i.
E c  ~  The edge strength of the current pixel. The current pixel is the
centre pixel of the mask.
F[?] =  The edge strength of the pixel at position i in the mask.
A" =  A norm alisation constant which equals the sum of all the
weighting factors W[i].
R esults
This im plem entation was applied to the noisy Rose test image using a  7x7 
weighted averaging kernel and with an edge map produced by a 3x3 Sob el edge- 
detector. The results are shown in figure 7.7.
This m ethod produces unacceptable blurring around edges for large mask 
sizes. The reason behind this is seen by considering a pixel ju st outside one of 
the disks. Such a pixel will have a small edge strength since it is not a. true 
edge pixel. W hen the averaging mask is centred on this pixel the m ask will also 
contain pixels on either side of the disk’s edge. The algorithm then performs 
a weighted average of the pixels in the mask, weighting the pixels' contribution 
towards pixels w ith small edge strength.
Since pixels on both sides of the edge have low edge strengths, the pixels 
belonging to the disk are strongly used for the pixel just outside the disk. This 
has the effect of biasing the grey-level values of the pixels outside the edge towards 
the value of the disk pixels. This results in a blurred edge. The effect may be 
less of a problem with wide (slowly varying) edges and with small masks.
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Figure 7.7: Edge probability based control: adaptive spatial filter of the Rose 
test image based on an edge similarity measure
7.2.2 Signal Level Based Control 
M e th o d  IB
For a high noise image, large averaging masks are required to reduce the im pact 
of the noise. Therefore a different similarity measure which results in less blurring 
of sharp edges must be sought. .4n obvious similarity measure is based on the 
difference in grey-levels between the centre pixel and the surrounding pixels. Here 
the assumption is simply that local pixels with the same grey-level value belong 
to the same object. A similarity measure that is found to work well is:
H-[,l =  1 1 ^ A'
Where:
W[i] =  The weighting factor for the averaging kernel at position i.
Gc = The signal level of the current pixel.
G'[/] =  The signal level of the pixel at position i in the mask.
.V =  .4 normalisation constant which equals the sum of all the
weighting factors H’[?].
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Figure 7.8: Signal level based control: adaptive spatial filter of the Rose test 
image based on a signal sim ilarity measure
R e s u lts
This im plem entation was applied to the noisy Rose test image using a 29x29 mask 
size. The results are shown in figure 7.8. This figure shows that the high contrast 
edges are kept sharp which is extremely encouraging since in most noise reduction 
m ethods a 29x29 mask size is unacceptably large due to the amount of blurring 
it produces. If the display contrast is increased then even the smallest and lowest 
contrast disks can be seen, although at the expense of increased perceived noise.
T in k e r in g
Since the noise in the image has a Poisson distribution a small change between 
local pixel signal strengths is more significant in a low signal region than in a high 
signal regions. The similarity measure should be more forgiving for high signal 
regions. This is achieved by using:
A _  |Gc-G[i]h^
„•[,] _  V------------------------------------------------------- (7.2)
The result of this similarity measure is indeed an improvement as can be seen in 
the figure 7.9 which is created using a 19x19 mask.
_30_________________  Chapter 7. A D A P T IV E  SPATIAL SM O O TH ING
Figure 7.9: Biased signal level control: adaptive spatial filter of the Rose test 
image based on equation 7.2
7.2.3 Edge Threshold Based Control 
M ethod 2B
.Another class of methods for controlling an adaptive filter would be to use an 
image that indicates the definite positions of edges rather than the probability of 
there being an edge present.
The advantage of this method is that the edge-detection mechanism can be 
clearly separated from the algorithm tha t implements the smoothing of the image. 
The disadvantage is that in order to produce a binary image the edge probability 
image must be thresholded. The method therefore requires the determ ination of 
the threshold for the edge-detector and the determ ination of the optim um  size of 
the linear smoothing filter kernel.
D em onstration
This edge position based method of adaptive image smoothing was implemented 
by first creating a control image. This control image was produced by applying 
a 3x3 Sobel filter to the original image and then thresholding it at one quarter 
of the maximum edge value. This threshold value was chosen to allow a small 
amount of noise to be falsely classified as edgels. This was done to dem onstrate 
the appearance of misclassification in the final image. In a more conservative
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Figure 7.10: Method 2B: adaptive spatial filter of the Rose test image
control mechanism misclassification should not occur.
The Rose image with a background grey-level value of 100 was used as the 
test image (figure 7.3 on page 122). This test image was smoothed with a 13x13 
averaging filter. .Any original image pixels within a distance of 6  pixels from the 
edgels of the control were added back onto the smoothed image. The resulting 
adap ti\e ly  smoothed image is shown in figure 7.10.
7.3 M u lt ip le  R eso lu tio n  E x ten sio n
The techniques for adaptive edge filtering discussed so far are based on edge- 
detecting the image with a set kernel size edge-detector and then smoothing 
the image with a set kernel size smoothing filter. A desired extension to these 
techniques is the ability to determ ine the optim um  kernel sizes on a pixel.
7.3.1 Miiltiple-Resoliitioii Edge Based Threshold Control
V a ria b le  s m o o th in g  f il te r  size
To improve the performance of the adaptive filter the averaging kernel size can 
be varied depending on the distance the current pixel is away from an edge.
In this im plem entation the amount of smoothing performed is dependent on 
the distance the pixel to be smoothed is away from an edge pixel. For example.
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if the nearest edge pixel is twelve pixels away then an 1 1 x 1 1  averaging operation 
is performed.
A simple im plem entation of this m ethod is to edge-detect the image using an 
operator whose kernel size is Jixn. After this operation, for all the pixels th a t 
are not found to be edgels, the following statem ent is assumed: Since the nxn  
edge-detection kernel did not find an edge when placed over the current pixel, 
the nearest edgel to the current pixel m ust be further away than n  pixels. These 
non-edge pixels can then safely be smoothed using a nxn  smoothing kernel.
The next step is to edge-detect the original image using a n - 1  by ?r-l kernel 
and smooth remaining non-edge pixels using an rr-l by 7%-l kernel. Only pixels 
th a t were identified as edgels in the previous step but are identified as non-edges 
in this step are smoothed.
This process is repeated until a 1x1 kernel size is reached.
A ctual im plem entation
The actual im plem entation is slightly less ambitious than the above algorithm  
because only the following averaging kernels are used: 19x19, 13x13, 9x9, 5x5, 
and 3x3. The adaptive filter is created by first smoothing the image with the 
19x19 filter. The next step is to check each pixel to ascertain whether there is 
an edge] w ithin a 13x13 mask centred on the pixel. Again the threshold is set to  
allow a small amount of noise to be misclassified as edgels. This dem onstrates 
the effect of such misclassification in the final image.
If there is an edge present, then the pixel is replaced by the equivalent pixel 
from the 13x13 averaged image. Each pixel in the resultant image is then checked 
to see if there is an edgel within a 9x9 mask centred on the pixel, and so on until 
all then sm oothing operators have been performed. The final step is to add back 
the pixels th a t correspond to the edges. The result of performing this process on 
the Rose test image (figure 7.3) is shown in figure 7.11.
7.3.2 Multiple-Resolution Edge-Based Probability Con­
trol
A nother possible adaptive filter im plem entation m ethod is to perform straight 
averaging but with the constraint th a t the mask size is dependent on the  to tal 
edge strength within the mask.
M ethods which use the probability of there being an edge present m ake no 
definite decision as to whether a pixel is actually an edge or not. Under this 
regime the choice of mask size m ust take into account the to tal probability of 
there being an edge within the mask.
An algorithm  to determ ine this probability could simply be based on the 
average edge strength within the mask. The mask size then grows until the 
average edge strength exceeds a threshold value at which point the previous mask
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Figure 7.11: M ultiple-resolution spatial filter using an edge-based thresholded 
control applied to the test image (background grey-level=1 0 0 )
size is used to perform a local average for that pixel. The procedure continues 
until every pixel in the image is analysed and averaged.
S en sitiv ity  boost factor
The average edge strength measure has the drawback that as the mask size grows 
it becomes more insensitive to single edges. To counter this fact, a scaling factor 
is applied to the average edge strength before the threshold comparison is per­
formed. A scaling factor m ethod that works well is to scale by a negati^'e power 
of the mask width.
Only square masks are used. This algorithm therefore requires two optim isa­
tion param eters: the edge strength threshold level, and the ]Dower param eter for 
the scaling factor. Another param eter required for the actual im plem entation of 
the algorithm  is the m axim um  mask size that is to be applied. This param eter 
is required to prevent the algorithm from being too slow and also to constrain 
the adaptive control mechanism in order to prevent excessive smoothing of the 
image.
Im plem entation
This adaptive smoothing algorithm (based on local edge probabilities) was im­
plem ented by separating the determ ination of optim um  mask size step from the
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Figure 7.12: The result of applying the multiple-resolution spatial filter (using 
edge probability level control) to the Rose test image
actual averaging of the image step. The optim um  mask sizes for each pixel were 
gathered together to form a control lmage. This control image therefore contains 
])ixel values ranging from one (meaning no smoothing is to be performed on th a t 
|)ixel) up to the maximum mask size (meaning that the pixel belongs to a large 
homogeneous region so perform the maximum allowable smoothing).
The result of applying this algorithm to the noisy Rose test image using a 3x3 
Sobel filter and with the following control param eters is shown in figure 7.12:
1. Threshold level =  one third of the maximum edgel strength.
2. Exponent for the scaling factor =  -0.55.
3. Maximum smoothing mask size = 1 9 .
The control image for this adaptive filter is shown in figure 7.13. The light 
areas indicate no smoothing of the corresponding pixel in the Rose image, the 
dark areas indicate maximum smoothing of the corresponding pixels.
7.3.3 Multiple-Resolution Edge And Smoothing Control
The next logical extension for multi-resolution control is to vary both the av­
eraging mask kernel size and the edge-detector kernel size. In order to do this
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Figure 7.13: The edge probability level based control image used to  produce 
figure 7.12
optimally, the edge-detector is changed from the Sobel detector to a new detector 
based on the Chi^ distribution (see chapter 6 ).
This change is performed because the Sobel edge-detector looks for straight 
edges. This is acceptable for small kernels since e\'en cur\ed edges are locally 
linear. Howe\'er for large kernel sizes, the edges may not be linear or alternatively 
they may be smaller than the kernel size. .Also the false alarm probability is 
dependent on the background grey-level.
The Chi^ edge-detector on the other hand is not strictly an "edge" detector. 
In reality it is a homogeneous region detector. Once a homogeneous region has 
been identified by this detector, smoothing of that region can then be performed 
by an averaging filter. However the P/a and Fp  \alues ha \c  been calculated as 
if it were an edge-detector.
Threshold level
The threshold value that determ ines whether a region is homogeneous or not, is 
determ ined by the allowed false alarm probability for the image. The false alarm  
probability of this edge-detector is independent of the overall signal level within 
the region (figure 6.7. page 113). However it is probably more desirable to set 
the threshold based on the edge-detection probability, unfortunately tha t m ethod 
would be more complicated since the edge-detection probability is dependent on
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Figure 7.14: Contrast enhanced edge-detected images resulting from the applica­
tion of the Chi^ operator to the noisy Rose test image (background value=100). 
The kernels sizes are 3x3. 9x9. 19x19, and 31x31 (left to right, top to bottom )
the signal level (figure 6 .8 . page 115).
Example
In order to dem onstrate the performance of the variance-ratio edge detector, 
the edge detector was applied to the noisy Rose test image. Four variance-ratio 
edge-detectors with kernel sizes: 3x3, 9x9. 19x19. and 39x39. were applied to the 
Rose image producing four edge-detected images. These four images are contrast 
enhanced and reduced in size for display in figure 7.14. The larger the kernel 
size, the larger the edge rings around the disks.
Implementing strategy
One possible im plem entation could use the edge probability for each pixel in order 
to weight the averaging kernel but instead a thresholded image is used. Each edge 
image is thresholded at a particular probability level. The correct threshold is 
found by choosing a required false alarm probability level and using the Gaussian 
approxim ation to the Chi^ distribution.
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Figure 7.15: M ultiple-resolution Chi^: thresholded control images with kernel 
sizes of 3x3, 15x15. 31x31. and 63x63
Thresholded edge results
The result of thresholding the edge probability image is shown in figure 7.15. The 
thresholds for the control images (kernel sizes of 3. 15, 31, 63) were determ ined by 
eye so as to give an acceptable false alarm rate. .Although this process appears 
to be arbitrary, when the chosen thresholds were compared to the theoretical 
thresholds for a false alarm probability of 0 .0 1 %. a high degree of correlation was 
found. This relationship is shown in figure 7.16.
Control image
The four edge-detected threshold images shown in figure 7.15 were combined to 
produce a control image. The control image is used as an input to the adaptive 
averaging algorithm. This algorithm smooths each pixel in the test image using a 
kernel size tha t is a function of the value of the corresponding pixel in the control 
image. If an edgel is present in the corresponding pixel of the control image 
(control image pixel is white) then the pixel in the test image is not averaged. If 
an edgel is not present (control image pixel is black) then the pixel is averaged 
with a kernel the size of the Chi^ edge-detector’s kernel.
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The Relationship Between The Obsen/ationally Acceptable Threshold 
Level And The Theoretical Level For A False Alamn Probability Of 0.01 %
5000.0
Theoretical threshold 
level for a false alamn 
probability of 0.01% 
per pixel.
4000.0
3000.0 Acceptable threshold 
level determined by 
eye.
2000.0
1000.0
0.0 2000.0 3000.0 4000.0 5000.01000.00.0
Number of pixels in mask (Degrees of Freedom + 1 )
F igure 7.16: Comparison of threshold levels determined by eye and the theoretical 
threshold levels
Single kernel results
Figure 7.17 shows the result of performing the adaptive averaging threshold-based 
algorithm on the noisy Rose test image, using a single kernel size of 3x3 and a 
false alarm probability of 3.5% per pixel. Figure 7.18 shows the result of using 
19x19 kernel.
The threshold levels were chosen to produce a high probability of false alarm 
so that the effect of misclassifying the pixels can be seen. Misclassification can be 
most clearly seen in figure 7.18. Pixel misclassification appears as small objects 
on a very smooth background. In a tem poral sequence these misclassifications 
would appear in different positions and so should not lead to a mis-diagnosis. The 
threshold level could be increased to reduce the false alarm probability, although 
this would have a detrim ental effect on the detection probability.
.Another noticeable problem in figure 7.18 are the artefacts around the edges 
of the disks. These are due to the classification of the pixels as being close to an 
edge which prevents those pixels from being averaged. The result of not averaging 
them  is the production of the distracting texture around the edges of the objects.
This texture is not so apparent in figure 7.17 due to the much smaller edge- 
detecting kernel used to create its control image. However figure 7.17 exhibits a 
high noise level in the background regions due to the smaller kernel used in its 
averaging filter.
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Figure 7.17: Adaptively averaged threshold based algorithm using a 3x3 kernel 
applied to the test image
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Figure 7.18: Adaptively averaged threshold based algorithm using a 19x19 kernel 
applied to the test image (background= 1 0 0 )
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Figure 7.19: Top: Rose image adaptively averaged (edge threshold based) using 
seven different sized kernels. Bottom: Control images. Left: P /a = 0 .1 % per pixel. 
Right: Pfa=0.0\Vc per pixel. The false alarm probability is the probability th a t 
an edge pixel is incorrectly predicted to be present
Multiple resolution kernel results
.A multiple resolution filter could be constructed by combining the 3x3 and 19x19 
kernel sized filters so that a large averaging kernel is used in large homogeneous 
regions, a smaller averaging kernel is used in locally homogeneous regions and no 
averaging is performed on inhomogeneous regions.
An edge-detecting part of the multiple resolution filter is constructed with 
seven different sized square kernels with widths: 3, 5, 7, 9. 15. 31, and 63. The 
thresholds for these filters are autom atically calculated from the Gaussian ap­
proximation to the Chi^ distribution. The calculated threshold value is different 
for each different sized kernel. The control image again indicates the size of the 
filter that should be used on each pixel in the test image.
In order to indicate how this filter works, figure 7.19 shows two adaptively 
filtered images (top) and their associated control images (bottom ). The left 
column is created using edge thresholds with false alarm probability levels of
0.1% per pixel. The right column is created with false alarm probability levels of
0.01% per pixel. The top right image is shown in full size in figure 7.20.
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Figure 7.20: Adaptively averaged Rose image using seven kernels sizes and the 
Chi^ edge-detector at a Pfa=0.01% per pixel. This image is an enlarged version 
of the top right image of figure 7.19
Fine adjustments
It is found that false alarms in the small filter kernel produce more d istract­
ing artefacts than false alarms in large filter kernels (this effect is discussed in 
section 6 . 6  on page 117). For this reason the threshold for each of the seven 
filter kernels is adjusted to produce different false alarm probability levels. The 
threshold levels are shown in the graph of figure 7.21.
The result of applying this visually adjusted, edge-based control-threshold, 
adaptive multiple-resolution filter to the noisy Rose image is shown in figure 7.22.
A slight variation on the Chi^ m ultiple resolution edge and smoothing control 
m ethod is to use the centre pixel value instead of the average value of the kernel 
as the value for the expected value. It was found however tha t this produced a 
noisier image with no corresponding increase in detection likelihood.
7.4 A p p lica t io n  To R ea l F luoroscop ic  Im ages
The left image of figure 7.23 shows an original x-ray image of a head exam ination. 
This image was captured from an analogue fluoroscopy system which possessed 
poor spatial and tem poral resolution, and stored on VHS video tape. The image 
sequence was then read from the video tape and digitised to 8 -bits.
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Threshold Levels For Different Kernel Sizes Determined By Eye. 
Taking Into Account The Differing Effects of F alse  Alarms For Each Kernel S ize . 5000.0
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> 3000.0 I-
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1 0 0 0 .0  r
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Number of pixels in mask (degrees of freedom + 1)
Figure 7.21; Experimentally determined threshold levels weighted for kernel size 
and used in the edge-based thresholded control function
G
Figure 7.22: The noisy test image after adaptive averaging using visually adjusted 
thresholds for the various kernel sizes. The resulting image is contrast enhanced
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R escaling to  obtain Poisson statistics
The pixel values in the digitised image no longer represent the original num ber 
of photon counts. Since the Chi^ filter assumes the image obeys Poisson statis­
tics, the digitised image was rescaled. The rescaling procedure assumes th a t the 
image has undergone only linear processes in its conversion from photon counts 
to digitised grey level values.
C alculating the scaling factor
The scaling factor was calculated by sampling a small, locally homogeneous region 
in the image and finding its mean and variance values. A calculation was then 
performed to ascertain the grey level scaling factor recjuired to make the m ean of 
this region equal to its variance. The scaling factor was found to be approxim ately 
15 which indicates th a t the open field part of the image has a photon count of 
around 3000. This figure is not unreasonable.
R esults
The scaled image is shown in the left part of figure 7.23. This figure also displays 
the result of applying both the adaptive Ghi^ filter (centre) and a 7x7 median 
filter (right). Both processed images show a significant increase in image quality. 
The image processed with the adaptive Ghi^ filter possesses slightly be tte r edge 
reproduction than the median filter.
7.5 D iscu ss io n
O ptim al control function
The threshold control function determines the trade-ofi" between spurious signals 
(noise) and sensitivity to low contrast edges. In other words the compromise is 
between signal detection and false alarm  probability.
For all the methods discussed in this chapter it is difficult to find an optimal 
control function. The control function determines the amount of filtering per­
formed for a given edge strength. Furtherm ore an optim um  control function for 
one radiologist may well be different from th a t of another radiologist.
The im portance of low contrast edges and the problems caused by false alarms 
for medical diagnosis are dependent on the particular fluoroscopic procedure being 
performed. The optim um  control function is therefore best determ ined by user 
trials.
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Figure 7.23; Application of the visually adjusted, edge based control threshold, 
adaptive multiple resolution Chi^ filter to a real fluoroscopic image. The original 
image is shown on the left. The Chi^ filtered image is in the middle, and for 
comparison a 7x7 median filtered image is shown on the right
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Sum m ary
The variance-ratio edge-detector is more correctly called a non-homogeneous re­
gion detector. This is due to the fact th a t the m ethod works by finding the 
ratio  of the  calculated variance of a small region in the image, and the  expected 
variance of th a t region. Since the variance-ratio m ethod is a homogeneous region 
detector rather than  an edge-detector, it is less sensitive to the sharpness of the 
edge than  the true  edge-detecting filters. This is an advantage.
A real fluoroscopic image was tested. Even though this image was of very 
poor quality, the m ultiple resolution variance-ratio filter was shown to reduce the 
image noise while still preserving edge sharpness. The filter was shown to work 
b e tte r than  a 7x7 median filter.
Part III
TEMPORAL NOISE 
REDUCTION
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Chapter 8
ADAPTIVE TEMPORAL  
FILTERING
Temporal image processing is used here for the purpose of noise reduction by way 
of an adaptive tem poral smoothing filter. In addition, the inform ation provided 
by tem poral processing techniques can be used in system control and medical 
diagnosis.
In the previous chapter, two spatial image processing techniques were com­
bined to form an adaptive spatial filter. The two application areas were spatial 
image sm oothing and spatial edge-detection. The image smoothing was per­
formed using an averaging filter tha t had a variable kernel size. The detected 
edges were used to create a control function to prevent the smoothing operation 
from blurring the edges.
The application of tem poral image processing in this chapter is solely for the 
purpose of image noise reduction. The methods have close parallels to  those used 
for performing adaptive spatial smoothing.
Com parison to spatial filtering
The same compromise exists for tem poral filtering as exists for spatial filtering. 
In the tem poral domain this compromise is manifest as being between noise 
reduction and the lack of motion blur. To improve the noise reduction whilst 
preventing motion blur an adaptive tem poral filter is implemented.
Temporal filtering does not initially appear to be capable of reducing noise 
as efficiently as spatial filtering since tem poral processing is restricted to  only 
one dimension. For example, if a 7 sample averaging filter kernel is used in the 
tem poral domain, the noise will be reduced by a factor of \/7. In the spatial 
domain a two dimensional (7x7) filter can be used which reduces the image noise 
by a factor of 7.
The true benefit of tem poral processing can be determined only by analysing 
typical medical fluoroscopic sequences. If the image sequence contains stationary
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objects th a t have many edges, it may be found th a t tem poral filtering can out­
perform spatial processing.
C ontents
The adaptive tem poral filter averages (in the tem poral domain) the pixels th a t 
belong to moving objects less than pixels th a t belong to stationary objects. This 
magic is performed by detecting which objects are moving, and using this infor­
m ation to prevent the tem poral averaging filter from smearing out the movement. 
The difficulty in constructing such a filter recurs in finding an algorithm  th a t can 
differentiate between moving and stationary objects in noisy images.
This chapter begins by discussing the various methods and possible im ple­
m entation strategies by which an adaptive tem poral filter can be controlled.
The algorithm  chosen to perform this control task does not in fact strictly  dif­
ferentiate between moving and stationary objects. Instead it determ ines whether 
a set of tem poral samples from a jDixel belong to a single object or to m ultiple 
objects. If a pixel on the image plane represents more than one object during the 
image sequence then by inference the object must be moving with respect to  the 
camera.
A detailed description is given of the chosen im plem entation of this control 
algorithm . The results of applying the algorithm to both noiseless and noisy 
test image sequences are shown. By analysing these test image sequences the 
perform ance of the new adaptive tem poral filter is investigated.
Finally the control algorithm  is combined with a temporal smoothing filter to 
create an adaptive tem poral noise reducing filter. This filter tem porally averages 
m o\ing  objects less than stationary objects in order to reduce image lag.
This chapter concentrates on the creation of an adaptive tem poral smoothing 
filter. In the next chapter the performance of this filter is improved by calculating 
the actual image movement and re-aligning the images.
A daptive Tem poral F ilter M ethods
The construction of an adaptive tem poral filter requires two components: a range 
of tem poral sm oothing filters th a t possess differing am ounts of noise reduction, 
and the construction of a decision mechanism th a t dictates which sm oothing 
filters are to be applied to which pixels.
There are numerous types of sm oothing filters, both in the frequency and 
tem poral domains. This chapter uses the tem poral averaging filter because of its 
simple im plem entation and because it possesses a good theoretical basis.
There are many different methods of constructing an adaptive decision making 
mechanism. Three possible m ethods on which to base the decision mechanism 
are;
1 . Movement detection.
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2, Local area difference methods.
3. S tatistical analysis of the signal distribution.
These three m ethods are labelled using the num ber of the section in which they 
are discussed. Each m ethod has many im plem entation strategies, each possessing 
both good and bad aspects.
The information contained in the following discussion of motion detection is 
used in three chapters of this thesis. The information is used in this chapter 
to choose the most suitable control algorithm for an adaptive tem poral filter. 
It is used in chapter 9 to provide the ability to re-align the images in order to 
improve the performance of the adaptive tem poral filter. The inform ation is used 
in chapter 1 0  to choose the most suitable motion estim ator in order to facilitate 
dynamic frame dropping.
8.1 M o v em en t D e te c t io n
The idea behind using movement detection as a basis for an adaptive spatial 
filter is to prevent tem poral averaging of swiftly moving objects. It is possible to 
im plem ent the decision as whether to average the object in two ways:
* Using a threshold based method.
• Using a method based on a continuous function, such as a sigmoid function.
Threshold based methods work by finding first at what rate each of the pixels 
in the image is moving, and then temporally averaging only those pixels th a t are 
mo\'ing slower than some threshold speed.
In the second decision method the am ount of averaging performed is controlled 
by a continuous function. In this scenario the amount of smoothing apjDlied to 
each pixel in the image is related to its speed of movement.
All the im plem entations of an adaptive tem poral filter using movement de­
tection by definition require the determ ination of the am ount and position of the 
pixel movement within the image sequence. There are three main im plem entation 
strategies by which this pixel motion may be estimated:
1 . Large area cross-correlation,
2. Optical flow.
3. O bject detection and tracking.
These im plem entation strategies for movement detection are now discussed.
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8.1.1 Cross-Correlation
Large area cross-correlation matches regions of one image in a tem poral sequence 
with a region in the next image in th a t sequence. The spatial displacem ent of the 
m atched region provides the velocity vector for the region. This velocity vector 
is then assigned to each pixel in th a t region.
M ask size
The size of the regions determ ines the noise sensitivity of the technique. The 
larger the regions, the more insensitive the technique is to noise. However the 
cross-correlation technique assumes th a t all the pixels within the region are mov­
ing in the same direction. The larger this region becomes, the more unlikely it is 
th a t the assum ption of uniform m otion is valid.
R estriction  on m ovem ent type
The assum ption of identical movement vectors for the pixels within a region of 
the image can be restated  as an assumption th a t the pixel mo^'ement within the 
image sequence is locally linear.
Since the cross-correlation technique is only applicable to locally linear motion 
it is unlikely to work for more complicated motions such as the cardiac cycle.
Cross-correlation should work for the simple linear movement of the x-ray 
equipm ent th a t occurs during image positioning and also during arterial run-off 
digital subtraction angiography where the x-ray system is moved from hip to toe.
8.1.2 Optical Flow
Optical flow is the procedure of assigning a movement vector to each pixel in the 
image. This process is similar to the cross-correlation technique except th a t in 
optical flow, determ ination of the movement vectors down to pixel resolution is 
required. In cross-correlation the motion vector resolution was at the region-size 
level.
There is a variety of m ethods for finding the pixel motion vectors. The m eth­
ods can be split into three categories, classified by the domain in which they 
operate: spatial domain, spatio-tem poral methods, and methods th a t operate in 
the frequency domain.
O ptical flow m ethods are very sensitive to  noise and so perform poorly when 
used on low dose x-ray images.
Spatial dom ain m ethods
Optical flow m ethods th a t operate in the spatial domain assume tha t the grey- 
level of an individual pixel remains constant throughout the image sequence.
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Such methods include pixel m atching, block matching, and differential m ethods. 
B lo ck  m a tc h in g
One block m atching technique is the cross-correlation m ethod discussed previ­
ously. Algorithms used for pixel m atching and block m atching often use the 
com putationally expensive Hough transform for global optimisation.
D iffe re n tia l m e th o d s
Differential m ethods are a direct way of determining the motion param eters from 
the image sequence. The motion param eters are the equations th a t describe the 
movement w ithin the image. These equations relate to physical aspects of the 
movement in the image (image rotation for example) rather than the individual 
pixel motion-vectors.
The calculation of the motion param eters is performed by modelling the image 
intensity values using a Taylor series expansion. From the equation of image 
intensity, the flow constraint equation can be calculated. This enables the search 
for the optim um  set of vectors to be controlled by the local grey-level gradient 
(for example, all local vectors must be approximately similar) rather than via the 
Hough transform.
S p a tio - te m p o ra l  m e th o d s
Spatio-tem poral frequency filtering methods are based on the assumption th a t 
the tem poral and spatial frequencies are related in a linear manner.
The pixel velocity is the gradient of this linear relationship. The frequency 
analysis is implemented by tuning a set of narrow bandwidth filters.
Take for example an object whose grey-level values decrease from left to right. 
If t his object moves t owards the left then the tem poral change decrea.ses the grey- 
level A'alue of a single pixel. The rate of change of this decrease is dependent on 
the spatial grey-level gradient of the original object and the rate at which the 
object is moving.
M e th o d s  a p p lie d  in  th e  f re q u e n c y  d o m a in
Fourier methods work by first calculating the ratio of the Fourier transform s of 
the next and current frames. By taking the inverse Fourier transform  of this ratio, 
the resultant image should then have an impulse at a position th a t corresponds to 
the pixel shift between the original images. This m ethod can easily be extended 
to include rotational movements.
Phase correlation methods also work in the Fourier domain and are similar 
to block m atching m ethods but have an enhanced edge response (since the phase 
information is related to the edges in the image).
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8.1.3 Object detection and tracking
M ovement estim ation from object detection and tracking is a high level procedure. 
The object detection and tracking m ethod works by first detecting the position 
of the object in each frame of the image sequence. The position and appearance 
of the object in one fram e is then used to  aid the detection of the same object in 
the other frames.
O bject detection and tracking is one of the most noise im mune m ethods when 
searching for large objects but it requires a priori knowledge of the ob ject’s 
characteristics.
Different types of objects require different methods for detection. For exam ­
ple, although the heart and the ribs can both be autom atically detected using 
constrained curve, fitting, the fitted curves and the constraints are different for the 
two organs [TYSO], [TKFSO]. The object tracking control system will therefore 
need to know both the exam ination being performed and the area, of the body 
currently being viewed in order to know which organs are in view and therefore 
which algorithm s to use to find them.
Pros o f m ovem ent estim ation  using object tracking
M ovement estim ation has many favourable characteristics. It pro\ddes inform a­
tion on the speed and direction of each pixel in the image. This inform ation can 
then be used in a variety of further m ethods, from system control to  medical 
diagnosis. The movement vectors can be used to re-align the images in order to 
average pixels w ithout causing motion blurring.
The natu re of motion estim ation algorithms allows easy im plem entation of 
the constraints. These constraints stem from a priori knowledge such as knowing 
typical organ movement.
Once an object has been detected in each frame of the sequence, it is a simple 
procedure to calculate the object's motion vector.
Cons of m ovem ent estim ation  using object tracking
Negative aspects of movement estim ation are: the m ethod is generally com pu­
tationally  expensive (slow), the m ethod is very non-linear, searching for small 
objects may be sensitive to image noise, and a priori information is required.
8.2 L ocal A rea  D ifference  M eth o d s
Local area difference methods do not result in pixel motion vectors. Instead they 
determ ine whether motion is present in a particular image region. They cannot 
give an accurate estim ation to the am ount of motion in the region.
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Possible M ethods
Typical local area difference methods calculate a metric of one image and compare 
it to the same m etric in the next image. Possible metrics include:
1 . h'lean square pixel grey-level difference between frames.
2 . Squared result of the local spatial average grey-level difference between 
frames.
3. Squared result of the local spatial variance difference between frames.
The square of the differences is taken in each m ethod since both negative and 
positive differences indicate pixel movement. The squaring function weights large 
difference values more than smaller differences. This non-linear scaling may be 
undesirable in which case an “absolute” function can be used instead.
8.2.1 Mean squared pixel difference
The mean square pixel difference method simply sums the square of the difference 
of the temporally adjacent pixels. The result is then divided by the num ber of 
pixels in the region to normalise for different region sizes. If the normalised result 
is above some threshold value, then th a t region is deemed to possess motion. The 
selection of the threshold value m ust take into account both the expected am ount 
of noise in tha t region and the expected contrast of the objects in the image.
8.2.2 Squared, local spatial average difference
The square of the difference in the local spatial average value m ethod works in 
a similar fashion to the mean square pixel difference method. In the average 
difference m ethod, the average of the pixel values for each region is determ ined. 
The squared difference of the two average values from corresponding regions in 
tem porally adjacent images is determined. If the result is abo\'e some threshold 
\a lue then the region is deemed to be moving, if not the region is classified as 
stationary.
This m ethod has the advantage of reduced noise sensitivity compared to the 
mean squai'ed pixel difference method. However, it also has reduced performance 
if the image contains high contrast edges.
8.2.3 Squared, local spatial variance difference
The square of the difference in local spatial variance is identical to the spatial 
average difference m ethod except th a t the vai'iance of the region is used instead 
of the average value.
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The advantage of using the variance is tha t medical images possess noise of 
a known distribution. It is possible therefore to predict the distribution of the 
difference of two values th a t have known means and variances. In this case the 
threshold value can be accurately computed.
8.2.4 Local area difference summary
Local area difference m ethods have the advantage of being com putationally fast, 
however they also have many disadvantages. The fact tha t they cannot provide 
m ovement vectors (direction and am plitude of the pixel movement) restricts their 
applications.
The m ethods based on pixel or area average differences have little  theoretical 
backing. This prevents the prediction of their signal detection and false alarm  
sensitivities.
Global in tensity  norm alisation
The im plem entation of the local area difference m ethod is simple, however, all 
the im plem entations require some form of global intensity correction if the overall 
image brightness varies between images. In medical x-ray systems, the image 
intensity may vary since the x-ray tube output fluctuates and since brightness 
changes are caused by the autom atic exposure control.
8.3 S ta t is t ica l A n a lysis  O f T h e Signal D is tr ib u ­
t io n
Statistical analysis m ethods are based on comparing measures of the signal dis­
tribution to the expected distribution of the noise. One such statistical test is 
the variance-ratio test.
This variance-ratio test works by calculating the variance of a region in the 
image and dividing the result by the expected variance of th a t region.
The variance-ratio test for x-ray im ages
X-ray images are generally photon noise lim ited which implies tha t the noise in the 
image has a Poisson distribution. The Poisson distribution has the characteristic 
th a t the expected variance of a homogeneous region is equal to the mean value 
of th a t region. In this situation the variance-ratio test becomes the ratio  of the 
variance and the mean value of a region. The probability tha t this ratio will 
exceed some threshold value is given in standard statistical tables.
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Pros of the variance-ratio test for m ovem ent detection
This m ethod has the advantage tha t it is easy to predict the false alarm prob­
ability for a particular threshold value. Compared to optical flow techniques 
the variance-ratio method is fast. The variance-ratio method also works w^ ell for 
images containing extremely high noise levels (SNR=15).
Cons of the variance-ratio test for m ovem ent detection
The variance-ratio method has the drawback th a t it does not provide movement 
vector inform ation, rather it states the probability tha t the pixel is not moving. 
The lack of pixel movement information prevents the method from being used 
more widely in system control.
8.3.1 Discussion
The most suitable motion detection method is highly dependent on the appli­
cation. For example, the detection of collimator motion might use the mean 
squared area dilTerential m ethod whereas heart motion analysis would probably 
require an optical flow technique.
Weighing up the pros and cons of each movement detector it is felt th a t 
the most suitable one for use in a control function for the adaptive tem poral 
sm oothing of a fluoroscopy image sequence is the statistically based variance-ratio 
method. The main reasons for choosing this algorithm were its noise im m unity 
and the fact tha t it does not need any a priori information.
In chapter 9 a different motion detection algorithm is chosen. In the applica­
tion in that chapter the image motion vector is required. For tha t application it 
is felt tha t the cross-correlation technique is most applicable since it is the most 
insen,sitive to noise of all the algorithms th a t provide motion vectors.
The cross-correlation algorithms is also chosen in chapter 1 0  which requires a 
system control function based on motion estim ation to facilitate dynamic frame 
dropping.
The rest of this chapter describes the application of the variance-ratio test 
to the problem of motion detection and its im plem entation to form an adaptive 
tem poral smoothing filter.
8.4 S ta tis t ica l M eth o d s
The chosen statistical method for detecting object motion is the variance-ratio 
test. This test is based on the Chi^ statistic which is well documented in standard  
statistical texts ([CC83]. [Yam67]) and which has already been discussed in detail 
in this thesis. The variance-ratio test predicts the likelihood th a t a set of samples 
belong to the random variable.
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111 the chapter on spatial image processing the variance-ratio test was used to 
find homogeneous regions in the image. In the tem poral domain the test is used 
to determ ine whether the tem poral variation of the value of a particular pixel is 
purely due to image noise. If the tem poral variation is not due to photon noise 
then it is probably caused by object motion.
E xam ple
Suppose an image sequence of a moving object is captured. A particular image 
pixel m ay initially be “over” the object but a t a later tim e, due to object motion, 
it is over the background. The variance-ratio test is applied using the value of 
this pixel throughout the image sequence. Assuming the contrast between the 
object and the background is high enough, the test will indicate a higher value 
for the object movement than if the object had not moved.
8.4.1 Threshold level
The expected probability of a homogeneous region having a greater variance-ratio 
test value than  a particular threshold value is given in statistical tables. Since 
fluoroscopic exajiiinations typically use x-ray sequences lasting only a few seconds 
at a tim e [NRP90], it is unlikely th a t the test will be performed on more than a 
few (5) seconds worth of samples.
A typical frame rate for a fluoroscopic exam ination is 25 frames per second. 
Assuming two seconds worth of samples are captured, then there will be 50 
samples for each pixel. Figure 8.1 shows the false alarm probability levels for the 
variance-ratio test with a sample size of 50 for various threshold levels.
O ptim um  sam ple size
The best sample size to use is not necessarily the biggest sample possible. For 
example, using 50 samples may drown out the effects of an object th a t is only 
present in 5 out of 50 images. On the other hand, using too few samples in the 
test leads to low contrast sensitivity.
8.4.2 Test Image Sequence for moving objects.
The top image in figure 8.2 is the first frame in a sequence of images. This image 
sequence contains objects with different contrast levels th a t move at different 
speeds. In a similar construction to the Rose test image, the lower the row of 
pixel objects in the image the less contrast the objects' possess. The top row 
of objects have a 100% contrast, the next row has 50%, contrast. then 25% and 
12.5%.
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The Relationship Between Threshold Level And 
False Alarm Probability For A Sample Size Of 50.
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Figure 8 .1 : Threshold values for temporal movement detection (50 samples)
The objects in this image move towards the right with \'arying speed. The 
rightmost (fourth) column of pixels move at the fast rate of one pixel per fram e 
(Ippf). The objects in the third column moves to the right, at 0.5ppf. The second 
column from the left moves at O.lTppf (1 pixel shift every 6 th fram e), and the 
objects in the first column are stationary.
The movement of the objects can be seen by taking a slice through the image 
sequence at a vertical displacement of the second row of objects. This slice image 
is shown by the second image in figure 8.2. By the 19th frame of the image 
sequence the pixels have moved to the positions shown in the bottom  image in 
figure 8 .2 .
8.4.3 Results
To investigate the movement detection performance of the variance-ratio test two 
experim ents are performed. These experiments apply the variance-ratio test to 
the noiseless test image sequence using:
* 3 consecutive samples to calculate the variance and predict the mean.
• 17 consecutive samples.
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Figure 8 .2 : Moving object test image: first frame, slice image, last frame
A pplying a 3 sam ple variance-ratio m ovem ent detector
A 3 sample variance-ratio based movement detector is applied to the test image 
sequence. The resulting temporal-edge detected image at a position half way 
through the image sequence is shown in the top of figure 8.3. .A slice through the 
tem poral-edge detected image sequence is shown in the bottom  of figure 8.3.
D iscussion
Surprisingly, the movement detection value for the 100% contrast, stationary ob­
ject is non-zero. The expected result is th a t no movement (tem poral edge) should 
be found for that object. This discrepancy is simply due to the im plem entation 
of the algorithm  in which a special case is made for samples that have zero mean 
and zero variance in order to prevent com putational error (0 / 0 ).
No edges are found in the first object column since the objects do not move 
and therefore the grey level values do not vary over time.
In the second column the objects move one pixel to the right every sixth 
frame. The output of the movement detector depends on both the size of the 
detector and the position at which the detector is applied within the tem poral 
sequence.
For example, if a 3 sample edge-detector is applied at the frame just prior to 
the object m o\em ent. then a tem poral edge will be signalled. Howe\er since the 
object only moves in every 6 th  plane, if the 3 sample edge-detector is applied 
3 frames after the object movement then no temporal edge will be detected. If
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Figure 8.3: Variance-ratio movement detector using a 3 sample test. The top 
image shows the middle frame of the movement detected sequence. The bottom  
image displays a slice through the movement detected sequence which shows at 
which frames the moving objects are detected
Figure 8.4: Variance-ratio movement detector using a 17 sample test. The top 
image shows the middle frame of the movement detected sequence. The bottom  
image displays a slice through the sequence. The slice image only contains 3 rows 
since only the centre 3 frames possessed enough temporal samples to perform the 
17 sample test
instead of the 3  sample test, a 6  sample test was applied then motion would be 
detected for all of the non-stationary objects in the noiseless test image.
A pplying a 17 sam ple detector
A 17 sample variance-ratio edge-detector is applied to the test image to create 
figure 8.4. There are only a few usable frames (the slices shown in the lower 
image) since only the centre 3 frames have enough prior and post frames ( 8  of 
each) in order to apply a 17 sample tem poral filter.
8.4.4 Noisy Test Image Sequence
The effect of applying the variance-ratio temporal edge-detector on noisy images 
is now dem onstrated. Each image in the test sequence has Poisson noise added
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Figure 8.5: F irst frame of the noisy moving-object test image, background
level= 1 0 0
Figure 8 .6 : Application to the noisy test image sequence: The top image shows 
the middle frame from the movement detected sequence. The movement detector 
used is the 3 sample variance-ratio test based detector. The bottom  image shows 
a slice through the movement detected sequence at a height of the second row of 
objects
to it. The background value of the images is 100 counts so the noise level is 10. 
The first frame of the noisy image sequence is shown in figure 8.5.
R esults of applying the 3 and 17 sam ple variance-ratio tests  to  the  
noisy test im age sequence
The result of applying a 3 sample variance-ratio filter to the noisy test image se­
quence is shown in figure 8 .6 . The top image is the centre frame of the movement 
detected sequence. The bottom  image is a tem poral slice through the sequence. 
The result of applying a 17 sample variance-ratio filter is shown in figure 8.7.
The 3 sample movement detector used in figure 8.5 easily finds the 100% 
contrast moving objects but has difficulty coping with the 25% and 12.5% moving 
objects. It copes well with the fast movement of the high contrast objects in the 
end column. The slice image shows th a t, as expected, the test did not find all 
the slow moving objects in the second column. This is because the tem poral 
resolution of the detector is 3 samples whereas the object is moving at a rate of 
1 pixel every 6  samples.
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Figure 8.7: The result of applying the 17 sample variance-ratio movement detec­
tor to the noisy test image
The 17 sample temporal edge-detector (figure 8.7) also easily finds the moving 
100% contrast objects. This detector is more sensitive to the slowly moving pixels 
than the smaller kernel detector. On the other hand this large kernel detector is 
not so sensitive for quickly (Ippf) moving objects.
8.5 A d a p tiv e  Tem poral S m ooth in g
1 he goal of an adaptive temporal smoothing system is to reduce the noise present 
in an image sequence while preventing movement blurring. To perform the image 
noise reduction, the algorithm tem porally averages those image pixels th a t are 
stationary while reducing the amount of temporal averaging performed on moving 
pixels.
.An im portant building block in an adaptive temporal smoothing system is the 
control image. This control image details the pixel movement within the image 
sequence. The control block outlined here uses a multiple-resolution variance- 
ratio movement detector filter.
The second control building block in an adaptive temporal smoothing system 
is the adaptive smoothing filter. This alters the size of the smoothing filter kernel 
for each pixel in the image, depending on the degree of motion of tha t pixel. The 
information regarding the pixel motion is provided to the tem poral smoothing 
filter by the movement detection stage via a control image.
8.5.1 Multiple Resolution Temporal Edge-Detection
The detection of object movement can be split into two parts; the selection of 
various sample sizes for the motion detecting filters: and the motion detection 
criteria.
W ithout a priori information, the choice of the sample size is quite arbitrary. 
The sample sizes should span enough range to enable the detection of both quickly 
moving objects and nearly stationary objects. There should always be a few small 
sample sizes to enable motion detection near the first and last frames.
The mechanism for deciding which pixels are moving (tem poral edges) can
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range from the complicated to the very simple. The criteria employed here for 
tem poral edge-detection is the threshold method.
C hoosing the sam ple sizes
The optim um  sample size depends on the am ount of movement within the image. 
One possibility is to im plem ent a range of sample sizes and combine the resulting 
m otion detected images into a single control image.
The m ethod employed here is to s ta rt with a small sample size and determ ine 
which pixels represent moving objects. For these pixels a m ark is placed in the 
control image to indicate th a t they are not to be averaged. The next step is to 
apply a slightly larger sample size variance-ratio test to the non-marked pixels. 
For the motion identified by the larger sample size a mark is placed in the  control 
image to indicate th a t these slow moving objects should only be smoothed using 
a small tem poral averaging kernel.
T hreshold levels
Applying the variance-ratio movement detector to the original image produces an 
image whose pixel values indicate the probability th a t each pixel represents part 
of a moving object. To create a control function from this movement probability 
image some decision criteria is required. The decision mechanism used here is a 
threshold based m ethod. If the motion detected pixel's grey-level is above the 
threshold value then it is deemed to be a motion pixel, if it is below the threshold 
value it is deemed to be stationary.
The choice of the best threshold value is relatively easy if the variance-ratio 
test is used as the motion detector. It is easy because the false alarm  rate  (given 
by the Chi" distribution) of the variance-ratio motion detector is independent of 
the grey-level value of the pixel. The threshold ^'alue can therefore be chosen to 
provide a given false alarm probability. The required threshold value can be found 
either from sta.tistical tables or from the Gaussian distribution approxim ation to 
the Chi^ distribution. The la tte r m ethod is used here.
M otion detector results
The m otion detected image sequence th a t results from applying the adaptive 
motion detection m ethod to the noisy test image sequence for two false alarm  
probability levels are shown in figure 8 .8 . This figure displays the control images 
th a t are used by the adaptive smoothing algorithm. The lighter the pixel values in 
the control image, the larger the sample size applied by the smoothing algorithm .
The upper image of figure 8 . 8  shows the control image tha t possesses a false 
alarm  probability of 2.3%' per pixel. The lower image corresponds to a false alarm
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Figure 8 .8 ; Control images for the adaptive temporal filter. The sample sizes used 
was 3. 5, 9. and 15. The threshold is set in the upper image produce a false alarm 
rate of Pja—2.3%. The lower image's threshold value provides a P/a=0.13%
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Figure 8.9: Temporal smoothing: 19 samples
probability of 0.13% per pixel. .As is expected the upper image contains more 
wrongl}' classified stationary pixels (false alarms) than the lower image.
The next step
Now that the method for producing the control image has been specified the next 
logical step is to discuss the temporal smoothing function.
8.5.2 Adaptive Temporal Smoothing Filter.
The tem poral smoothing of an image sequence reduces the am ount of noise 
])resent in that sequence. However temporal smoothing also blurs any objects 
that are moving and gives the appearance of image lag. For example, smoothing 
the test image sequence using an 19 sample temporal averaging kernel produces 
the image shown in figure 8.9. This figure shows that the blurring caused by tem ­
poral averaging can make small fast moving objects (objects in the right hand 
column) very difficult to identify.
To prevent movement blurring, the image sequence is analysed by the motion 
detector in order to find the pixels tha t represent moving objects. The am ount 
of smoothing performed on each pixel is then related to the length of tim e tha t 
pixel remains stationary. This adaptive smoothing procedure is governed by the 
use of a control image which depends on two param eters: the sample sizes to be 
used, and the required false alarm probability of the motion detecting algorithm.
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Figure 8.10: The centre frames of the adaptive temporally smoothed image se­
quence. The top image shows the original noisy frame. The middle image displays 
the adaptive tem porally smoothed frame using a threshold tha t gives a false alarm 
probability of Pp.4 = 2 .3 %. The bottom  smoothed image has a Pp4=0.13%
R esults of adaptive tem poral averaging
The result of adaptively averaging the image with kernel sizes of 1. 3. 5, 9, and 
15 is shown in figure 8.10. The top image in this figure is the result of setting the 
motion detection threshold to give a false alarm probability of 2.3%,. The bottom  
image represents the outcome of a 0.13% false alarm probability. The top image 
contains more noise but it is also more sensitive to low contrast objects than 
the lower false alarm rate image (bottom ). The compromise between contrast 
sensitivity and noise is another manifestation of the trade-off between detection 
probability and false alarm probability.
Start and end frames
Only small tem poral averaging kernels can be applied to images near to the start 
and end frames of the image sequence, since there are fewer samples tem porally 
either side of each pixel in those images. The outcome of using smaller tem poral 
averaging kernels is that the images near the start and end frames are noisier 
than the frame in the middle of the image sequence. The effect can be clearly 
seen by taking a slice through the adaptively temporally averaged image sequence 
as shown in figure 8 .1 1 .
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Figure 8.11; Slice image through the adaptive temporally smoothed sequence. 
The top image shows a slice through the original sequence. The bottom  image 
shows the result of applying the adaptive temporal averaging filter using control 
sample sizes of 3. 5. 9. and 15 and smoothing kernel sizes of 1 . 3. 5, 9, and 15. 
The threshold level was set at 3 standard deviations (P/„=0.13% ). The increased 
noise in the start and end frames (top and bottom  rows) of the smoothed image 
is caused by the fact that only small averaging kernels can be used on them
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8.6 S u m m ary
Temporally smoothing an image sequence reduces the noise in the images but can 
lead to movement blur. Adaptive tem poral smoothing can prevent this problem 
and can be performed in two stages:
The creation of a control image based on the detection of object motion 
within the image sequence.
The adaptive smoothing of the image sequence using the inform ation stored 
in the control image.
Although com putationally intensive, adaptive tem poral averaging can reduce im ­
age noise while preventing motion blur.
The selection of the false alarm probability for the tem poral edge-detector de­
term ines the level of compromise between the movement detection of low contrast 
objects, and the reduction of image noise.
The optim um  selection of the desired false alarm probability will depend on 
the im portance of the fast moving objects to the observer, and on the problems 
caused by high levels of image noise.
Images near the start and end of the sequence may have less noise reduction 
than images in the middle of the sequence. This is not thought to be a cause for 
concern since it will not be visible to the naked eye.
The com parative performance of the tem poral and spatial adaptive smoothing 
filters will depend on the am ount of pixel movement and the num ber of sharp 
edges present in the individual image sequences.
Chapter 9 
NOISE REDUCTION FOR  
CAMERA-PAN
The previous chapter described an adaptive temporal filtering m ethod for re­
ducing the noise in an image sequence while preventing motion blurring. The 
method works by detecting object movement and using this movement inform a­
tion to reduce the am ount of tem poral averaging performed on moving objects. 
The adaptive tem poral filtering method suffers from the fact th a t since less tem ­
poral smoothing is performed on moving objects, the am ount of noise reduction 
is also reduced.
If the x-ray camera is moved across the patient (camera-pan) then all the 
objects in the image are in different positions in sequential frames. Since all the 
objects are therefore moving, the noise reduction performed on such images will 
be small. If the images could be re-aligned prior to adaptT'e tem poral filtering, 
the amount of noise reduction performed by the filter will be greatly increased.
Scope
It is assumed th a t the motion present in the image sequence is caused by linear 
movement of the x-ray camera. In this type of motion the image moves as a 
whole (global motion) and so all the objects in the image will move by the same 
am ount. The objects can therefore be aligned by simply shifting the images.
The alignment of the frames in the image sequence requires the calculation 
of the im age’s motion vector. The various methods for motion detection have 
already been discussed in chapter S. One of these methods m ust now be chosen 
to estim ate the global motion vector.
W hich tem poral sm oothing filter
If a m ethod can be found which accurately determines the positions of all the 
moving objects in each frame, then the objects can be aligned. This would
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produce an image sequence th a t contains no object movement. The aligned 
objects could then be temporally.smoothed using a simple averaging filter w ithout 
the possibility of m otion blurring.
Due to the high levels of noise present in low-dose x-ray images it is not possi­
ble to accurately determ ine the motion of each object separately. A small am ount 
of object m otion will still therefore be present in the aligned image sequence. The 
aim of this chapter is to remove global image motion.
T he effect of non-global object m otion
If the m otion in the image is not a global linear motion then nothing is lost. The 
im plem ented algorithm  will find the m ost common motion and globally align the 
images to nullify it. Any residual motion will be left un-blurred (and noisy).
P u ttin g  th e global m otion back
Ideally the result of aligning the images is a motion free image sequence. W hile 
this is very handy for the image processing system it would be very olf pu tting  for 
the radiographer. For instance when the radiographer moved the x-ray cam era, 
the processed image display on the monitor would not move.
To make the image processing system more user friendly, the global image 
motion is added back into the image sequence.
System  overview
The processing blocks used to create this enhanced adaptT'e tem poral-sm oothing 
filter with enhanced performance for cam era-pan motion is shown in figure 9.1.
Detect Global 
Motion
Adaptive Temporal 
Smoothing Filter
Remove Global Motion 
(Align Images)
Restore Global Motion 
(Shift Images)
Figure 9.1: Flow chart for the tem poral image processing system th a t has in­
creases the performance of the adaptive tem poral filter when global linear motion 
is present in the image sequence
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9.1 M o tio n  D e te c tio n
In brief, the possible methods for motion vector estim ation are; large area cross­
correlation, optical flow, and object detection and tracking. The discussion of 
possible motion detectors in chapter 8  indicates th a t the most appropriate motion 
vector estim ation algorithm th a t is insensitive to noise and does not require a 
priori knowledge is large-area cross-correlation.
A different choice would be made for a sophisticated system th a t had knowl­
edge of which organs were likely to be visible in the image. In this scenario 
the orgaji detection and tracking m ethod would be the most appropriate motion 
detector.
The technique of large area cross-correlation is the m ethod chosen here to  solve 
the problem of estim ating the camera-pan motion. Cross-correlation works best 
if sharp high-contrast edges are present in the images. U nfortunately medical 
images tend to lack sharp edges. Large mask sizes are required to make the 
method less sensitive to the high noise-levels present in low-dose images.
9.1.1 The Cross-correlation Method
The cross-correlation m ethod for calculating region motion vectors works as fol­
lows. A small region of the image (the mask image) is extracted. This mask-image 
is then compared to another, probably sequential, image. The comparison is per­
formed b}' placing the centre of the mask-image over an arbitrary pixel in the 
second image and multiplying the grey-level values of the spatially corresponding 
pixels. The sum of these grey-level products is stored. The m athem atical term  
for this sum of the products is cross-correlation. The procedure is continued until 
the mask-image has been placed over every pixel in the second image.
The best match between the mask-image and the second image fram e is cal­
culated by finding the pixel position at which the sum of products is the highest. 
This best m atch position indicates the position in the second frame of the objects 
in the mask-image. The motion vector for the mask-image is the difference in 
position between the centre of the mask in the original image, and the best-m atch 
pixel in the second image frame.
In order for the m ethod of cross-correlation to correctly predict the region 
motion vectors, two assumptions must be satisfied:
1 . The object movements in the image are purely translational. No rotational 
movements are allowed since a more complicated m atching algorithm  is 
required to find rotational movements.
9 The pixel movement vectors are locally identical. This is required because 
it is the movement vector of the mask-image as a whole th a t is determ ined 
by the cross-correlation method. If the pixels within the mask-image are
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actually moving in different directions the cross-correlation algorithm  will 
fail.
9.1.2 Size versus sensitivity
The larger the mask-image used in the cross-correlation algorithm, the less sensi­
tive the technique is to noise. However the larger the mask-image, the less likely 
th a t the second assumption is satisfied (identical pixel motion vectors w ithin the 
mask-image), and so the more likely the m ethod is to fail.
The optim um  size for the mask-image will depend on: the am ount of noise in 
the image, the object contrast, and the type of movement in the image sequence.
9.1.3 Peak searching
The choice of algorithm for determining the best-m atch position from the cross­
correlation values is im portant since a good algorithm will decrease the overall 
noise sensitivity of the cross-correlation technique. As the mask-image gets closer 
to its correct m atch position, the sum of the grey-level products will increase, 
peaking at the new object position in the next image.
The problem
U nfortunately the correct m atch position of the mask-image may not correspond 
to the highest cross-correlation value. For instance, an area tha t contains high 
grey-level values may erroneously produce a higher sum of grey-level products 
than  the true m atching position.
One m ethod of determ ining the true m atching position is to differentiate 
the sum results with respect to spatial position and to look for zero crossings. 
A nother m ethod is to double differentiate the sum results using a Laplacian filter 
and look for peaks. However all differentiating techniques tend to increase the 
effect of image noise.
G rey-level based solution using un-sharp mask
To reduce the detrim ental effect of high grey-level value areas confusing the peak 
search algorithm , the image sequence can be ‘‘un-sharp m asked". The un-sharp 
mask algorithm  performs a type of high-pass filtering operation and therefore 
removes low-frequency grey-level variations caused by inhomogeneities in the il­
lum ination of the object,
Edgel based solution using un-sharp mask
An alternative m ethod to m atching the objects using their grey-level values is 
to perform an edge-detection operation on every frame in the sequence and then
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match the resulting edge images.
Edge-detecting the image removes any brightness variation across the image. 
This m ethod has the advantage th a t it is easier to align edges because of the 
fact th a t edges represent sharp intensity changes and are therefore localised. A 
disadvantage of m atching the edge-detected images is th a t edge-detecting filters 
tend to be sensitive to noise.
Edgel vs grey-level based cross-correlation
The experim ental comparison of the differing performances resulting from cross- 
correlating using either grey-levels or edges is postponed until section 9 .6 .
The chosen cross-correlation m ethod
The m ethod used to create the results in the rest of this chapter is to edge-detect 
the image using an un-thresholded 3x3 variance-ratio based filter and then use 
the highest cross-correlation value as the correct mask position.
9.2 R eg istra tio n  V ia  C ross-C orrelation
The method used to align (register) the images assumes th a t all image motion 
is both global and linear. One source of this type of image motion is the trans­
lational movement of the x-ray camera (camera-pa.n). Cam era-pan occurs fre­
quently in fiuoroscopy type examinations.
The estim ation of object movement can be performed on a frame by fram e 
basis or by a more global (reference) method. Finding the image movement 
frame by frame means th a t the object movement is tracked only one fram e at a 
time. The global m ethod is to trea t each frame as special and to find the object 
positions in each frame relative to the current frame.
The im plem entation of the frame by frame m ethod and the reference m ethod 
are described below. It is found tha t the best m ethod is actually a com bination 
of the two implementations.
9.2.1 Implementation Of The Frame By Frame And Ref­
erence Methods
The example data used in this chapter is from a real fiuoroscopy x-ray exam ­
ination performed at the Royal Surrey Hospital. Guildford. The fluoroscopy 
sequence contains lateral skull images in the region of the jaw.
Prior to cross-correlation, a 3x3 variance-ratio based spatial edge-detector was 
applied to all the images in the sequence.
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g a s
Figure 9.2: The left image is a frame from the test fluoroscopy sequence. The 
highlighted rectangle in the right image indicates the region (mask-image) used 
for cross-correlation
Selecting the m ask-im age
A small area of the first frame was chosen to be the mask-image. It is im portant 
to use a region tha t has sharp edges so it can be easily matched, and an unusual 
shape so it is not accidentally matched to a different object. The highlighted 
rectangle shown in figure 9.2 indicates the region used for the mask-image. The 
chosen area contains many high contrast sharp edges belonging to the teeth. This 
mask has a width of 55 pixels and a height of 75 pixels.
This mask-image is mo^ed by ±25 pixels in both the vertical and horizontal 
directions while cross-correlating with the region in the adjacent image. The 
position of the peak value of the cross-correlation is found and is used to calculate 
the m o\em ent between the two images.
In the frame by frame method a mask-image is then taken from the second 
frame and is m atched to the third frame, using the above procedure. In the 
reference m ethod, the original mask image is matched to all the other frames.
R unning total of the displacem ent
The total movement from the first frame to the current frame is calculated by 
summing the displacements of the current and intervening frames.
The R eference M ethod
The reference m ethod is implemented by selecting a reference frame (frame 50 was 
chosen) and determining the movements of other frames relative to this frame. In 
contrast to the frame by frame m ethod, the mask-image is cross-correlated with
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the luhole image area of each of the frames in the image sequence rather than  just 
the ±25 pixel displacement.
The whole image was matched since if the images were moving at ra te  of 1 
pixel per frame then by the fiftieth frame there would be a 50 pixel displacement 
with respect to the first plane. The frame by frame m ethod can use a smaller 
search-areas in this case since the maximum displacement between frames would 
be just one pixel.
The position of m aximum cross-correlation value is found for each image. The 
position of the m axim a compared to the mask position gives the movement of 
each frame relative to the reference image.
9.3 T h e T est Sequence
In order to make a qualitative comparison of the various algorithms described 
in this chapter a real fluoroscopic image sequence is used. This fluoroscopic 
sequence is of a head examination and contains mainly translational movement 
due to panning of the x-ray camera. The sequence is digitised from video tape and 
so the true num ber of photon counts of each pixel can no longer be determ ined.
R escaling the im ages
For the variance-ratio based edge-detector to work, the images m ust contain Pois­
son noise. The fluoroscopic sequence is therefore scaled in intensity to recreate 
the Poisson noise in the images. This m ethod assumes that only linear scaling 
mechanisms have effected the images between capture and digitisation, A scaling 
factor of 15 was found to be appropriate.
9.3.1 Camera motion
The image motion in the fluoroscopic sequence is mainly caused by camera-pan. 
The images are stationary in the first seven frames and then quickly move to  left 
at a rate of 2.5 pixels per frame. After frame 17 the images are approxim ately 
stationary with a slight horizontal jitte r, except at frame 50 where the image has 
a sudden ten pixel shift to the left.
Two frames from the image sequence are shown in figure 9.3. The first frame 
of the sequence is shown in the top-left image of this figure. The top m iddle 
image is frame 50 of the sequence.
A useful reference point
The bottom  two images in figure 9.3 are identical and are the horizontal tem poral 
slice (y.z) through the image sequence at the height of the bright, pixel sized,
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Figure 9.3: The top-left and top-right images are the first and 50^ ^^  frame in 
the image sequence respectively. The rightmost image displays a vertical-slice 
through the image sequence. The lower images are identical horizontal-slices 
through the tem poral sequence. The slice images can be understood by imagining 
the folding of the two types of slice image into the page in order to make a box 
out of the images. This depth of the box represents the tim e dimension
gap in the teeth. The vertical dimension of the slice image represents the tim e 
dimension with the first frame being the top row.
H orizontal stability
The gap in the teeth is represented in the horizontal-slice image as the bright 
vertical wavy line on the left hand side of the image. Plane 50 is represented by the 
row exactly half way down the slice image. This horizontal-slice image indicates 
the amount of horizontal movement in the sequence and can be compared to the 
estim ated horizontal movement shown in figure 9.4.
Vertical stability
The vertical stability of the image sequence is indicated in the top-right image 
of figure 9.3. This image is a vertical tem poral (y.z) slice taken at the horizontal 
position of the gap in the teeth at frame 70. This slice dem onstrates tha t the 
images do not move substantially in the vertical direction.
The dark v ertical band in this slice image is caused by the collimator encroach­
ing on the image. This slice image can be compared to the estim ated vertical 
movement shown in figure 9.5.
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9.4  T h e R eferen ce A nd  Fram e B y  Fram e M e th ­
ods
The calculation of the pixel motion on a frame by frame basis has the drawback 
th a t it is prone to cumulative errors. For example, in the frame by frame m ethod 
the calculated displacement between frame 1 and frame 5 is based on the sum of 
the image movements in the 4 intervening frames. Unless interpolation is used 
the result will be inaccurate due to the rounding errors of each cross-correlation 
step. The use of pixel interpolation may make the estim ation more accurate, 
however, pixel interpolation is slow.
Error propagation
Another problem of the frame by frame method is th a t it propagates motion esti­
m ation errors. If a motion estimation error occurs, then the error is propagated to 
all subsequent frames. This is because the movement estim ation of la tter frames 
is dependent on the movement estimation of the intervening frames.
R esults
Figure 9.4 compares the vertical displacement predictions of the frame by frame 
method and those of the reference method. Figure 9.5 is a similar comparison 
but for the vertical motion predictions.
D iscussion
The cum ulative error propagation problem causes a difference in offset between 
tlie frame by frame displacement estimation and the reference method.
Figure 9.4 shows that a sharp increase in horizontal position (a move towards 
the left) between frames 7 to 15. The frame by frame estim ator makes a m istake 
at frame 18 which results in all the subsequent estim ations being wrong by ap­
proxim ately 7 pixels. Five percent of the horizontal motion estim ations from the 
reference m ethod are wildly inaccurate. For clarity they are not shown.
Figure 9.5 shows th a t the images move vertically by a maximum of only three 
pixels. The frame by frame estim ator makes a small m istake (out by 1 pixel) 
early on in the sequence (at frame 9) which causes all the subsequent estim ations 
to be slightly wrong. The reference method accurately predicts the vertical image 
motion.
9.4.1 Combining the methods
The assumption of identical local motion vectors is more likely to be invalid 
between frames tha t have a large tem poral displacement. From this argum ent, the
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Comparison of horizontal movement detection
Frame by frame estimation and estimation relative to a single frame
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Figure 9.4: Horizontal motion predictions given by the frame by frame (bottom ) 
and reference (top) m ethods
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Figure 9.5: Comparison of m otion detectors for vertical motion in the fluoroscopy 
test sequence
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frame by fram e m ethod should be the most accurate, however rounding errors and 
basic mistakes cause the frame by frame m ethod to be unacceptably inaccurate for 
the horizontal displacement prediction case. Such inaccuracy will be a problem  
if more than a. few ( 1 0 ) frames are to be tem porally averaged.
Over a tim e period of a few frames the frame by frame motion estim ation 
m ethod is very accurate. Over longer periods it requires a correction technique 
to prevent the errors from cumulating. The reference technique is more accurate 
over longer periods than the frame by frame method.
An acceptable compromise between accurac>' and speed is to perform the 
global motion detector on every ten th  frame while continuously performing the 
frame by fram e m ethod. The results of the reference method can the be used to 
check and correct the frame by frame method.
9.4.2 Time constraints
The required search-area for the reference m ethod is much larger than for the 
frame by frame method. This results in a slower algorithm. In the fram e by 
frame m ethod the images are always l/4 0 th  of a second apart (at a. 25 frames 
per second capture rate).
The tim e taken to run the frame by frame method was compared to the  ref­
erence based motion estim ation algorithm. The frame by frame based algorithm  
used a search-area of ±25 pixels in both directions, the reference algorithm ’s 
search-area was the whole image. The frame 1)y frame based algorithm  was 
found to be nine times faster than the reference algorithm.
An excruciatingly slow m ethod
If accuracy is of param ount im portance and the speed of the algorithm  is not 
an issue, then a variant of the reference method could be used. Normally in the 
reference m ethod one frame is chosen and the displacement of every other frame 
is compared to it. Instead of this, every frame could be compared to every other 
frame in the sequence. A decision function would then use all the displacement 
estim ators to produce a very accurate motion prediction for the sequence.
9.5 A u to m a tic  M ask  S e lectio n
The motion detectors th a t produced figures 9.4 and 9.5 used a preselected mask 
position. The mask position shown in figure 9.2 was chosen because it contains a 
high contrast region th a t has sharp edges so th a t the cross-correlation algorithm  
can accurately find the m atching position on the other images.
Another requirement of the mask is th a t the object it represents m ust also 
occur in all the other images in the sequence. For this reason it is preferable to 
select a mask towards the centre of the image.
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For the current topic of image alignment, the deduced motion vector should 
be representative of the global motion and not the motion of a single object in 
the image.
This section describes and im plem ents a m ethod th a t overcomes the problems 
associated with mask selection.
A utom atic  selection
In a general purpose fluoroscopy system it is not possible to use a. preselected 
mask position or to expect an operator to select a mask position each tim e an 
image sequence is captured. Two methods th a t solve this problem are:
1. A utom atically find an area towards the centre of the image th a t contains 
lots of edges.
2. Split the image into subregions, calculate the motion vectors for each subre­
gion, and use the median or modal m otion vector as the true global motion 
vector. It may be necessary to weight the im portance of each region using 
the amount of edge contrast the region possesses.
M ethod 1: use a central region
The first, m ethod is the most elegant and is much faster than the second m ethod. 
Howev er, the drawback of selecting only one mask region is th a t the region may 
not be representative of the global image motion. If the central region con­
tains a catheter for example, the movement of the catheter would be incorrectly 
construed as camera motion. This would have drastic consequences to the per­
formance of the adaptive tem poral smoothing filter.
M ethod  2: use m ultiple masks
The second m ethod is a brute force solution. It has the a.d\'antage th a t it can be 
extended to find more com plicated movements in the image, for exam ple, heart 
m otion. Another advantage of using multiple masks is that a confidence value 
can be assigned to the predicted movement vector. This brute force m ethod for 
fully au tom atic global motion estim ation is now pursued further.
9.5.1 Multiple Search-Areas
In the m ultiple search-area m ethod the reference image is spit into m ultiple re­
gions in the form of a rectangular grid. The positions of these regions are such 
th a t they are away from the edge of the image by one search length (25 pixels).
Each region in the m ultiple search-area mask is taken in turn  and cross- 
correlated with a region in the next image in the sequence. The region in the
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second image is a t the same position as the mask area bu t its size is slightly 
larger. The region’s size is extended in all directions by the search length value.
M ovem ent vector by m ajority verdict
The optim al m atching position is found for each search-area by finding the posi­
tion of the maxim um  value of the cross-correlation. This process is repeated for 
each search-area. The result is a set of predictions for the global image movement 
between the two frames. Some of these predictions will be incorrect due to local 
movement (catheter movement for example) or because of image noise.
The modal value of the local predictions is used to predict the global camera- 
pan movement. Local predictions th a t have the maximum possible movement 
are treated  as outliers and are ignored. The median value is not used because ex­
perim ents show th a t in general less than half the search-areas predict the correct 
value.
A confidence value for the global image motion estim ate is calculated by 
dividing the number of areas th a t predicted the modal value by the to tal num ber 
of predictions (including outliers). By using the m ajority verdict (modal) m ethod, 
the probability of obtaining a very inaccurate prediction is greatly reduced.
O ptim al num ber of search-areas
The fewer search-areas there are in the mask, the larger the individual areas 
can become. This reduces the sensitivity of the method to noise. However, the. 
more search-areas there are. the better the statistics become for the confidence 
prediction. .A.lso smaller search-area. sizes have the advantage th a t the assum ption 
of locally similar movement vectors is more likely to be valid.
Investigation into the effect of search-area size
An investigation into the effect of the number of search-areas (or conversely the 
search-area size) on the confidence rating is performed using both the fram e by 
frame m ethod and the reference method.
Each motion prediction experim ent uses different search-area sizes. The num ­
ber of search-areas used were: 6 , 24, and 54, all with an aspect ratio of 2:3. The 
search-areas contained 8300. 2050. and 891 pixels respectively. The 6  and 24 
search-areas masks are shown diagrammatically in figure 9.6.
Figure 9.7 shows the confidence rating for the displacement prediction for 
each frame in the fluoroscopy sequence. The top part of the graph shows the 
result for the reference image method. The bottom  part shows the result for the 
fia me bv frame method.
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6 search-areas mask 24 search-areas mask
Search distance = 25 pixl
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Figure 9.6: Diagram showing the layout of the 6  and 24 search-areas masks 
Comparison Of Confidence Ratings For Different Mask Sizes
Results For Both Movement Detection Methods
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Figure 9.7: Comparison of confidence ratings for various m ark sizes. The confi­
dence rating is the fraction of search-areas th a t predict the chosen displacement 
value. It is found th a t there is a correlation between high confidence rating and 
accurate motion-vector prediction
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Comparison Of Movement Detection Predictions 
For Various Mask Sizes: Frame By Frame Method
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Figure 9.8: Displacement estim ation using the frame by frame m ethod with mul­
tiple search-areas
Predicted displacements, frame by frame method
Figure 9.8 shows the image displacements in the horizontal and vertical directions 
for the frame by frame method. This graph shows a near perfect agreement for 
the predictions of the various search-area sizes. Occasionally there is a slight 
discrepancy in the predicted displacements of. at most, a couple of pixels.
B\ the nature of the frame by frame method any error will be carried forward 
to future frames. In order to correct for rounding errors the frame by frame 
method will need to be normalised using the reference method every three to ten 
frames.
Summary
The frame by frame method produces accurate displacement predictions (when 
analysed on a per frame basis) for the fast moving frames of the image sequence. 
This is a impressive result considering tha t a large degree of motion blur (caused 
by phosphor persistence in the x-ray camera) is present in these images.
The search-area size does not appear to be a crucial factor for the motion 
prediction of this image sequence except for the troublesome area near the be­
ginning of the sequence. The mask tha t contains 24 search-areas is chosen for 
future experim ents since it is less likely to be distracted by single object motion 
than the 6  region mask and is more noise immune than  the 54 region mask.
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9.5.2 Confidence value and correct predictions
For both  the fram e by fram e and the reference methods it is found th a t the middle 
sized search-area mask (41x50 pixels) produces the highest average confidence 
value. For the  same size search-area mask the frame by frame m ethod has a higher 
average confidence rating than  the reference image m ethod. It appears th a t as 
expected, a  correlation exists between the confidence value and the prediction 
accuracy.
W hen only a few (<10) search-areas are used there are only a few possible 
values for the  confidence rating. This leads to poor statistics and a discrete-valued 
function.
Confidence rating
The reference image m ethod shows a peak in confidence when the fram e num ber 
of the analysed image is close to th a t of the reference image (top graph, figure 9.7). 
The first three lines use fram e 43 as the reference image and for those lines the 
peak of the confidence is at fram e 43. The green line in the top graph of figure 9.7 
uses fram e 63 as its reference image rather than  frame 43. As expected, the peak 
of the confidence rating has moved from fram e 43 to frame 63.
These graphs show th a t the peak confidence value is not 100% even when 
the reference fram e is compared to itself. At first glance this is surprising since 
the auto-correlation of the reference frame means th a t image noise cannot play 
a detrim ental rôle. The confidence level is not 100% because some search-areas 
are a ttrac ted  to regions of high edge content which produce a higher correlation 
value than  th a t of the correctly m atched position.
Tw eaking
By altering the cross-correlation technique slightly it is found th a t the errors 
in m atching the images could be reduced to 60% of the num ber of errors pro­
duced by the current algorithm . The alteration was required because image areas 
th a t contain m any edges produce a higher cross-correlation value than  the true 
m atching position.
The alteration is to normalise the p art of the reference image th a t is to be 
cross-correlated with the search-area. A drawback of this m ethod is th a t the 
norm alisation procedure enhances the noise in the areas of the image where there 
are few edges, however, this is a minor effect.
P red icted  displacem ents for the reference m ethod
Figure 9.9 shows the image displacements in the horizontal and vertical directions 
for the  reference image m ethod. This graph indicates th a t for the bulk of the 
sequence, the predicted values are extrem ely close (within one pixel difference).
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Figure 9.9: Movement estimation predictions: reference method.
All three search-area sizes do not perform well in the first 8 frames of the 
sequence. The cause of this poor performance is not known but it may be linked 
to an initial instability in the imaging system and also due to the large (20 
pixel) shift between the initial frames and the reference frame. The mask with 
the largest search-area size (“6 masks”) gives the most stable predictions in this 
area.
The confidence values correctly predict that the frame by frame method is 
more consistent with differing search-area sizes than the reference method. The 
very poor predictions of the reference method correspond to very low confidence 
levels. It does not seem possible however to accurately predict from the confidence 
value whether a single majority verdict displacement value is likely to be correct.
A rule is implemented to ignore predictions from the reference method if the 
associated confidence limit is below 12%. This means that the reference method 
is not used to update the frame by frame method if there is a low confidence in 
the reference method displacement prediction.
It is necessary to obtain a “gold standard” in order to accurately investigate 
the effect of search-area size on both the displacement prediction accuracy and 
the confidence value. This investigation suffers from the fact that the true dis­
placement is not known and so the true motion vectors cannot accurately be 
obtained.
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Figure 9.10: Global image motion detector for image alignment using the  fram e 
by fram e m ethod w ith allowance for illum ination fluctuations
9.6 C ross-C orrela tion  U sin g  G rey L evels
An alternative m ethod to cross-correlating the edge-detected images is to cross- 
correla.te the  original grey-level image directly. However to prevent errors caused 
by fluctuations in image brightness, the images are first processed with an unsharp 
mask filter. This procedure is shown graphically in figure 9.10
Unsharp m ask
The unsharp mask procedure is to blur the image and subtract the blurred image 
from the original image. The blurred image is created here by spatially averaging 
the original image using a 19x19 kernel.
For the edge-detection m ethod it was found th a t more accurate results were 
found by normalising each area in the compa.ra.tive image during cross-correlation. 
In this grey-level technique it is found th a t this normalisa.tion is an im perative 
for obtaining realistic motion predictions.
R esu lts
Figure 9.11 shows the results from cross-correlation using the grey-level technique. 
The search distance is again ±25 pixels in each direction. The middle (24 search- 
areas) mask size contains 41x50 pixels per search-area and is used for the cross­
correlation.
C om parison using fram e by fram e
Figure 9.11 compares the edge and grey-level based movement estim ators using 
the fram e by fram e technique. The top part of this graph shows th a t the  con­
fidence values of the grey-level m ethod are much lower than  the edge-detector 
based m ethod.
T he estim ated movement vectors were identical for much of the sequence, 
however, the grey-level m ethod did not produce realistic estim ates during the
9.6. Cross-Correlation Using Grey Levels
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Figure 9.11: Comparison of edge and grey-level based displacement estimators 
using the frame by frame method
Comparison Of Movement Detectors: Grey Level And 
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Figure 9.12: Comparison of edge and grey-level based movement estimators using 
the reference comparison implementation
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Figure 9.13: Temporal filtering with image realignment
fast movement region (frames 7 to 18). The grey-level m ethod also failed in the 
horizontal movement estim ation for the first four frames of the sequence.
R eference m ethod com parison of the edge and grey-level techniques
Figure 9.12 compares the edge and grey-level based mo^^ement detectors using 
the reference image technique. The top part of this graph again shows th a t the 
confidence values of the grey-level m ethod are much lower than the edge-detector 
based m ethod.
The predicted movement vectors from the grey-level technique are much worse 
than  for the reference m ethod. In fact if the horizontal and vertical displacements 
are combined the predicted movement vectors are incorrect for nearly every frame.
C onclusion
Although the grey-level and edge based m ethods have only been com pared for 
one mask size on one image sequence, these results strongly indicate th a t the 
edge based technique outperform s the unsharp mask grey-level based technique.
9 ,7  C reatin g  A  H yb rid  M o tio n  E stim a to r
The next stage is to combine the fram e by frame method and the reference m ethod 
to form an accurate motion estim ator th a t possesses long range stability. This 
estim ator is then used to align the images so th a t extended tem poral averaging 
can be performed. The processes of tem poral filtering with cam era-pan correction 
is shown in figure 9.13.
It is shown th a t motion estim ation on a frame by frame basis has an accurate 
local m otion prediction with high confidence levels. However the long range 
motion prediction performance is higher for the reference m ethod.
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Im portance of local versus long range accuracy
The motion detector for tem poral image smoothing is based on a tem poral edge- 
detector using the variance-ratio test. The nature of the algorithm is such th a t if 
an image is not correctly aligned then any frames beyond th a t image will not be 
used for tem poral image smoothing. This is the case even if the images beyond 
the mis-registered image are correctly registered. It is therefore more im portan t 
for local registration to be correct, than for long range registration to be correct.
Com bining the two m otion detectors
A good motion detector for camera-pan will combine the benefits of both the 
frame by frame m ethod and the reference method. The algorithm  devised to do 
this is shown in figure 9.14. The modus operandi oi the suggested motion detector 
is the frame by frame method but using long range corrections produced by the 
reference m ethod. The details of the im plem entation are as follows.
Im pie m ent at i o n
Every five frames the reference m ethod is used to check for errors in the frame 
by frame m ethod. If the reference method produces a result th a t has a high 
enough confidence probability, its displacement estim ation is used for th a t frame, 
otherwise the frame by frame value is used.
Another long range check is performed every IS frames. The values of 5 
and 18 frames for the long range (reference) check were chosen heuristically while 
bearing in mind the fact tha t -6 is not a factor of 18. Other values for the reference 
check-frame positions may provide better performance.
9.7.1 Results For The Hybrid Camera Pan Motion D e­
tection
Figure 9.15 compares the hybrid algorithms for camera-pan estim ation to the  two 
individual methods. All methods use 24 masks of size 41x50 pixels. A scaling 
factor of 15 is used to convert the grey-level image to the number of photon counts 
per pixels. The reference m ethod uses frame 7 as the reference image since it is 
near the s ta rt while allowing the x-ray system a quarter second warm-up period. 
The combined algorithm uses a search-area of 8  for the frame by frame analysis, 
24 for the 5 frame reference method and 40 for the 18 frame reference m ethod.
Confidence values
The top part of figure 9.15 gives the confidence values for the three methods. 
For the m ajority of frames in the image sequence, the combined m ethod uses the 
displacement predictions from frame by frame method. Therefore the combined
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Figure 9.14: Cam era pan motion detector
9.7. Creat ing A Hybrid Motion Est imator
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Figure 9.15: Comparison of the hybrid estimation method to its two individual 
components. Frame 7 is used cis the reference frame
(hybrid) method’s confidence values closely match the frame by frame confidence 
values. The frames where these values differ are the frames where long range 
corrections are applied using the reference method.
Horizontal displacement
The middle part of figure 9.15 shows the horizontal displacement predictions. 
The combined method very closely (within 2 pixels) matches the predictions of 
the reference method.
The reference method line shown in the image uses frame 7 as the reference 
frame. It is seen that the reference method using frame 7 as the reference image 
does not perform as well as when frame 43 is used (c.f. figure 9.12).
Global corrections
The global corrections work well in both the horizontal and vertical displacement 
predictions, bringing the combined method predictions back to the accurate refer­
ence method. A large displacement error occurs at frame 50 and is not corrected 
until frame 54. The correction occurs at frame 54 since 18 is a factor of 54 and 
global corrections occur every 5 and 18 frames.
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9.7.2 Aligning the images
The predicted displacement vectors from the combined method are used to shift 
each fram e of the image sequence relative to the first frame. The eflfect of this 
alignm ent is shown in figure 9.16. This image compares the slice images before 
and after alignment.
The lower images are horizontal slices through the gap in the teeth. The 
middle-left slice image shows the horizontal image displacement in the original 
image secpience. The lower-left image shows the horizontal image displacement 
after image alignment. Similarly the middle-top image shows the vertical image 
displacem ent in the original images and the top-right image shows the vertical 
image displacement in the aligned image sequence.
The image slices show th a t the technique accurately removes the effects of 
cam era-pan from the image sequence. The problem in predicting the displacem ent 
of fram e 50 is shown in the slice images of the aligned sequence. This incorrect 
alignment will reduce the am ount of tem poral noise reduction th a t can be applied 
to frame 50 and its surrounding frames.
9.8 A d a p tiv e  T em poral F ilter in g  A fter  G lob al 
M o tio n  C orrection
The adaptive tem poral noise reduction algorithm discussed in chapter S can now 
be applied to  the aligned image sequence.
The first step in the application of this filter to the aligned sequence is to 
create the control image. The control image indicates the amount of tem poral 
filtering th a t can be preformed on each pixel. This control image is therefore a 
good indicator for the success of the image alignment routine.
Control im age
Frame 10 of the image sequence is shown on the left-hand side of figure 9.17. 
The centre image is the control image used to adaptively change the tem poral 
smoothing filter for fram e 1 0  of the original sequence.
The grey-level values of this control image correspond to the size of the tem ­
poral filter th a t is to be applied to the x-ray image, the brighter the pixel the 
more tem poral smoothing used. The white pixels correspond to a tem poral aver­
age using 15 frames. The black pixels indicate th a t no tem poral averaging should 
be used. The light and dark grey-levels correspond to 5 and 9 frame tem poral 
sm oothing respectively.
The image sequence is aligned using the previously discussed hybrid m ethod. 
A control image is created for this aligned sequence and is shown on the right- 
hand side of figure 9.17. The average pixel values of this image are on average
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Figure 9.16: Processed head image sequence showing the change in the horizontal 
(bottom ) and vertical (top) slice images before and after image alignment. The 
outer slice images are from the image sequence after alignment and show th a t 
most of the image motion has been accurately removed. Problem areas are the 
beginning of the sequence and at frame 50 (halfway along the slice image)
9.8. Adaptive Temporal Filtering After  Global Motion Correction 193
'Êmm
mm
Figure 9.17: The left-hand image is frame 1 0  of the original image sequence. The 
centre image is the tem poral control image for the original image sequence. The 
right-hand frame is the tem poral control image for the aligned image sequence. 
These images dem onstrate that more tem poral averaging (brighter control pixels) 
is performed on the aligned sequence than on the original sequence
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higher than th a t of the control image of the original sequence. This means th a t 
more tem poral averaging can be performed on the aligned sequence than  the 
original sequence.
R esults of the adaptive tem poral sm oothing process
The bottom  image in figure 9.18 is frame 10 of the original image sequence. 
The result of applying the adaptive tem poral filter with a false alarm  probability 
threshold of 0 .1 % per pixel to the original image is shown in the middle of fig­
ure 9.18. The effect of adaptively filtering the aligned image sequence is shown 
on the top of figure 9.18.
The tem porally smoothed version of frame 10 using the original image se­
quence (middle) shows reduced noise levels than the original image (left). The 
tem porally smoothed result using the aligned image sequence (right) contains 
even less noise, therefore dem onstrating the benefit of the method.
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Figure 9 .IS: These images should be viewed from the right-hand edge of the page. 
The bottom  image shows frame 10 of the original sequence. The centre image 
shows fram e 10 from the adaptive tem poral smoothing method. The image on 
the top is frame 1 0  from the adaptive tem poral smoothing m ethod using image 
alignment from global motion estim ate
Part IV  
SYSTEM CONTROL
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Controlling the system  com ponents
The predom inant requirem ent of an x-ray imaging system is th a t it m ust produce 
pictures of suitable quality a t a dose level tha t is a. low as reasonably possible. 
The control subsystem of the fluoroscopy machine should be able to adjust the 
level of image quality so th a t the minimum dose is given to the patient.
Im age quality
“Image quality” is a poorly defined phrase with disparate meanings in different 
application areas. In the field of medical imaging, the quality of the image is 
closely related to its clinical efficacy. During a radiological exam ination, anatom ­
ical information is required to produce a correct diagnosis. The “efficacy of the 
image" describes the image's ability to convey this anatomical inform ation to the 
practitioner.
R adiation dose level
A nother aspect of system control is the choosing the lowest possible dose level 
tha t will allow the image processing sub-system to function correctly, and which 
produces suitable image quality.
System  evaluation
The performance of an imaging system is most fittingly measured by the proba­
bility of the ability to resolve the visual task at a particulai’ dose level. W hen a 
high quality image is viewed, an observer would be expected to detect the object 
of interest without fail. The consequence of taking low-dose x-ray images is th a t 
the observer cannot then detect the desired object one hundred percent of the 
time. This is because low dose images have a low signal to noise level.
The best way to assess the system performance, and so optimise the system 
control function, is by obtaining human observer ratings of the quality of test 
images.
Contents
C hapter 1 0  investigates two physical factors th a t affect image quality and pa­
tient dose — spatial and tem poral adaptive image smoothing algorithms and an 
adaptive pulse dropping algorithm.
Chapter 10 
SPATIO-TEMPORAL  
FILTERING AND FRAME  
RATES
This chapter combines the adaptive spatial and tem poral filters to produce an 
adaptive spatio-tem poral sm oothing filter. The new hybrid filter is tested on the 
test fluoroscopy sequence.
Problem s associated with using this hybrid filter are discussed. One solution 
to the problems is to increase the x-ray tube intensity, whilst dropping the fram e 
rate. This technique is term ed adaptive pulse dropping.
The hybrid filter is tested using sim ulated fram e dropped sequence. To lower 
the achievable dose level further and to prevent jerky images, the pulse dropping 
control algorithm  is altered so th a t it drops fewer frames when object movement 
is present and more frames when the images are stationary.
10.1 A d a p t iv e  S p atio -T em p ora l F ilter in g
R eview
The adaptive spatial sm oothing filter of chapter 7 is an averaging filter w ith a 
control mechanism th a t changes the size of the filter kernel depending on the 
probability of an edge being present.
The tem poral filter of chapter 9 is a. tem poral averaging filter (frame averag­
ing). It has a control mechanism th a t alters the am ount of tem poral averaging 
perform ed depending on the presence of object movement. The adaptive tem poral 
filter also incorporates a camera-pan motion detector th a t aligns the images prior 
to adaptive tem poral smoothing in order to  reduce the degree of pixel movement 
between frames.
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H ow  th e  new  f il te r  w orks
The adaptive spatial filter and the tem poral filter can be combined to produce a 
“spatio-tem porar’ filter. This filter operates by:
1 . Aligning the image sequence using the camera-pan motion estim ation algo­
rithm .
2 . Creating the control images for the spatial and tem poral m ethods. The 
control mechanisms of both these filters use the statistical distribution of 
the photon noise to determ ine the likelihood of an edge/ movement being 
present.
3. .Aipplying the spatial and temporal averaging algorithms. The order of 
application of the averaging algorithms does not m atter.
D ec is io n  th re s h o ld  levels
The creation of both spatial and tem poral control images requires a probability 
threshold level in order to determine whether an edge and /or motion is present. 
In both cases this threshold value is set at 3.0 standard deviations which is 
equivalent to a false-alarm probability of 0.13% per pixel. For an image containing 
500x500 pixels, this leads to approxim ately 300 pixel false-alarms per image. This 
threshold level produces an acceptable compromise between detection probability 
and false-alarm rate.
This spatio-tem poral filter was applied to the original sequence using the 
following multiple sample sizes for the sjoatial and tem poral adaptive averaging 
procedures:
S p a tia l:  1x1. 3x3. 5x5. 7x7. and 9x9 sample kernels.
T e m p o ra l: 1. 5. 9. 15. and 25 samples.
For cam era-pan detection, twenty-four search areas were used per image. An 
S pixel search in each direction was used for the frame by frame m ethod. Global 
searches were performed every 5 and 18 frames using a search distance of 24 and 
40 pixels respectively, in each direction.
Im p le m e n ta tio n  a s p e c ts
The cam era-pan motion detector and the tem poral filter both require m ultiple 
image planes to be resident in memory. Due to the amount of memory required, 
it was not possible to analyse the whole image sequence in one go by loading the 
whole image sequence in to memory.
The problem was initially solved by loading th irty  planes into memory at a 
tim e and performing the processing on them. Then another th irty  frames were
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processed and so on until the end frame was reached. In order to perform tem po­
ral filtering prediction for the frames near the end of the processed sequence, the 
image sets were overlapped. An eight frame overlap was used so the processed 
sequences for the 1 0 0  frame test sequence were frames 0-29, 21-50, 42-71, and 
72-99.
A la.ter solution was to re-write the core image processing code so th a t it 
could use a virtual, hard-disk based memory. Although the access speed for the 
hard disk is much slower than  th a t of RAM, the fact th a t no image overlap was 
required resulted in the two methods running at similar speeds.
R esults
The result of processing the original sequence is shown in figure 10.1. The image 
on the left of this figure is frame 70 of the original sequence. The image on the 
right is fram e 70 of the processed image. This processed image shows th a t the 
sequence now appears noise free, bu t it has still retained its edge sharpness.
10.1.1 Results For Noisy Image Sequences.
In order to investigate the noise sensitivity of the adaptive spatio-tem poral filter, 
sequences of noisy images are created based on the test fluoroscopy sequence. 
Two sequences are formed with maximum photon counts of 256 and 26 photons 
per pixel.
C reating im age sequences w ith  Poisson noise
The processed test image sequence of the previous section is now trea ted  as a 
baseline (nearly noise free) sequence. This baseline sequence has a m axim um  
pixel grey-level value of 256. Poisson noise is added to the images, thus forming 
a noisy sequence with a m axim um  signal to noise (SNR) value of \/256=16.
To form test sequences with other m axim um  signal to noise A'alues, the grey- 
level values of the original sequence are scaled prior to adding random  noise. A 
scaling factor 0 . 1  is used which produces a sequence which has a m axim um  photon 
count of 26 photons per pixel, and gives a final maximum SNR of approxim ately 
5.
R esu lts of the spatio-tem poral filter
The spatio-tem poral filter (including cam era-pan motion detection) was applied 
to the two noisy image sequences. The results of the filter can be seen in fig­
ure 1 0 .2 . This figure compares the seventieth frame of the noisy (top) and filtered 
(bottom ) sequences.
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Figure 10.1: The left image shows frame 70 of the original sequence. The right 
image shows the result of applying an adaptive spatio-temporal filter. This pro­
cessed image appears noise free and has sharp edges
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The leftm ost images are from the original test sequence. The centre images 
are from the sequence th a t has a maxim um  SNR of 16. The rightm ost images 
are from the SNR=5 sequence.
The filtered images all show a vast improvement in noise reduction over the 
original noisy sequences. However the filtered sequence for the SNR=5 sequence 
shows high degree of edge blurring.
The problem is caused by the large noise levels present in the image. The de­
cision thresholds for the control images keep the false-alarm probability constant. 
If the image is very noisy then only very high-contrast edges will be above the 
threshold level, so the detection probability suffers.
Reducing the decision threshold value will increase the edge sharpness but will 
have the effect of “letting the noise back in” since the m ajority of the noise has 
edge-detection values greater than the values for the true edges. More specifically 
the adaptive filter fails for very-low dose images because the noise is swamping 
the object signals, so it is statistically impossible to tell between the noise and 
the objects.
R educing the kernel size
An alternative to reducing the decision threshold for very noisy sequences is to 
reduce the am ount of smoothing. This will produce less blurring of the true  edges 
bu t will also let more low-frequency noise back into the final image.
The middle image in figure 10.3 shows the result of applying the current 
adaptive spatio-tem poral filter to a noisy (maximum SNR=9) test sequence (left) 
using a false-alarm decision threshold level of 0.06% per pixel. This smoothed 
image shows a large and probably unacceptable degree of image blurring.
The only spatial edges found in the control image were the high contrast edges 
belonging to the teeth. V irtually all of the rest of the image was filtered with the 
largest sm oothing kernel (25x25 pixels). This is due to the high noise levels in 
the image.
The right image in figure 10.3 shows the effect of reducing the m axim um  
spatial kernel size to 5x5 pixels. The image shows much less blurring, although 
some low-frequency noise is now visible. This processed image may be acceptable 
to  a clinician, whereas the noisy original may not be.
10.1.2 Movement detection for noisy images
The noisier the image sequence, the harder it is for the camera.-pan prediction al­
gorithm  to find the image movement correctly. The vertical movement prediction 
for test sequences with various noise levels is shown in figure 10.4,
This graph shows th a t the accuracy of the moA'ement predictor decreases with 
decreasing signal to noise ratio. The lines represent the m o\cm ent predictions 
for image sequences that have the stated maximum pixel photon levels. The
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Figure 10.2: The result of applying the adaptiv e spatio-tem poral smoothing filter 
to two simulated noisy fluoroscopy sequences. The top-left image is from the 
original sequence (estim ated SNR=55). The bottom-left image is the filtered 
counterpart. The top-middle and top right images show frames from the noisy 
image sequence with SNR levels of 16 and 5 respectively. The bottom -m iddle 
image is a frame from the filter SNR =  16 sequence and the bottom -right is the 
result of adaptive spatio-temporally smoothing the SNR=5 sequence
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Figure 10.3: The image on the left is the original noisy test image. The centre 
image is the result of smoothing the noisy image using a large kernel. The image 
on the right is the result of using a small smoothing kernel
graph shows that the frame by frame prediction accuracy is permissible down to 
between the ISO to 12S photon level. The accuracy of the longer range alignment 
however decreases quickly with SNR.
The decrease in algorithm performance with decreasing photon counts is also 
shown in the confidence values of the predictors (figure 10.5). The confidence 
values are similar for all the graphs from the 230 photons level down to the 75 
photons level. This similarity is not portrayed in the actual movement predictions 
however (figure 10.4).
Im age noise lim its
The false-alarm probability threshold level is found to be acceptable for values 
between 2 and 3 standard deviations. The lowest possible dose rate corresponds 
to an open-field pixel value of approxim ately 150 photons per pixel.
This 150 photons per pixel lower limit is only a suggested level for the current 
test sequence. For other fluoroscopy sequences, the edge contrast le\'el will be 
different, so a different minimum open-field photon limit may be appropriate. 
Improvements to the motion prediction algorithm will lower this SNR limit.
The lowest usable dose level is set either by the overall contrast levels in the 
image (due to the cam era-pan motion estim ator), or by the contrast levels of 
the im portant objects (due to the edge/movem ent detector creating the adaptive
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Horizontal Displacement Predictions For Image 
Sequences With Various Noise Levels
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Figure 10.4: Horizontal movement prediction for noisy images. The gold standard 
is from applying the motion detectors to the nearly noise-free filtered sequence
Movem ent Prediction Confidence Levels 
For Various Maximum Photon Counts
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Figure 10.o: Confidence values for the camera-pan motion estim ator applied to 
noisy images. The curves have had a 10 sample running average applied to them  
in order to remove distracting spikes
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control function).
10.1.3 Summary
The filter only works adaptively at high photon counts.
The spatio-tem poral filtering m ethod performs well for photon levels greater 
than  an open-field photon count of approxim ately 150 photons. The spatio- 
tem poral filtering algorithm applied to image sequences with lower photon levels 
produced images with a. blurring equal to the greatest filter kernel size.
The decision threshold level determines the lowest edge contrast th a t is not 
mis-labelled and therefore smoothed. The lowest im portant object contrast level 
will vary between clinical procedures.
A trial should be performed in order to determ ine the optim um  threshold level 
for various clinical exam inations. This will indicate one aspect of the lowest dose 
level th a t can be used for each exam ination. The other aspect is the performance 
of the cam era-pan motion estim ator.
The next step
One m ethod of improving the motion detection for very noisy image sequences 
is initially to average the image sequence to achieve images that contain be tte r 
SNR. This averaging could be performed spatially, temporally or by using both 
methods.
10.2 P u lse  D rop p in g
One m ethod for producing a high SNR image from a low dose image sequence 
is to  average the secpience temporally. For instance the result of tem porally 
averaging four frames is to increase the signal to noise ratio by a factor of 2 , 
A nother m ethod for increasing the im age’s SNR, while keeping the overall x-ray 
dose constant, is to increase the num ber of photons per frame whilst reducing 
the fram e rate. The reduction in frame rate is term ed pulse dropping.
The drawback in reducing the frame rate is the jerky appearance of moving 
objects. If there is no object movement in the sequence then the fram e rate  can 
be reduced without detrim ental effect.
The optim al frame rate therefore needs to be related to the am ount of move­
m ent in the image. More specifically, the num ber of dropped x-ray pulses needs 
to be linked to the degree of movement of the im portant objects in the image.
F irst the performance of a constant rate pulse dropper is analysed and then 
the performance of an adaptive rate pulse rate controller is investigated.
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10.2.1 Constant Rate Pulse Dropping
Both the tem poral averaging techniques and the pulse dropping m ethod produce 
high SNR images whilst keeping the overall dose level constant. If there is no 
local or global movement in the image sequences, then these images will have 
identical image quality. If there is movement in the image, then frame averaging 
will blur the movement, whereas pulse dropping will still produce crisp images 
(assuming the pulse length is small in comparison to the object speed).
Temporal averaging can be performed post-acquisition and can be run many 
times on the same image sequence with no increase in dose to the patient. This 
also enables-multiple resolution algorithms to be performed. Temporal averag­
ing is therefore more flexible than pulse dropping. Pulse dropping also has the 
disadxnntage th a t it requires a hardware control link to the x-ray generator.
Temporal image averaging will tend to blur the edges of moving objects. 
Unfortunately the cross-correlation technicjue will perform less well with blurred 
edges.
C reating a test pulse dropped sequence
The test fluoroscopy image sequence used is not optimal, since the fluoroscopy 
equipment possesses a high degree of tem poral image lag. This prevents the 
investigation into one of the benefits of pulse dropping — tha t of crisp object 
movement.
Ne\ ertheless a simulated frame dropped sequence is produced. It is created by 
replicating only every fifth frame of the original sequence. This new sequence has 
a open-field photon count of 150 photons per pixel. The dose required to produce 
this sequence is equivalent to a full frame rate sequence with a open-field photon 
count of 30 photons per pixel.
R esults
Figure 10.6 shows the camera-pan for horizontal displacement predictions for the 
original noisy sequence and the frame dropped sequence. The predictions for the 
pulsed dropped frame are not as accurate, since each sequential frame is further 
away in time. The motion predictor used a frame by frame search distance of 25 
pixels in each direction. Long range correction was not applied.
Figure 10.7 compares the adaptively smoothed image from the pulse dropped 
sequence which has 150 photons per pixel (ppp) with an equivalent dose, constant 
frame rate sequence (SOppp). The smoothed pulse dropped sequence is shown on 
the right, the constant frame rate sequence is in the centre. The left hand image 
is tha t of a single frame (SOppp) taken before adaptive smoothing.
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Horizontal Displacement Predictions For 
Frame Dropping Technique
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Figure 10.6: Horizontal movement prediction for frame dropping
Figure 10.7: The left image shows frame 70 from a 25fps, SOppp image sequence. 
The centre image show the result of applying a adaptive spatio-tem poral filter 
to the 2-5fps sequence. The right-hand image shows the result of applying the 
adaptive spatial smoothing filter to a frame dropped sequence (4 out of -5 frames 
dropped). The frame dropped sequence has 150ppp at 5fps so the total dose level 
is the same
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C onclusions
Figure 10.7 shows tha t, on a frame by frame basis, pulse dropping can improve 
the quality of the adaptively averaged image sequence. This is because the images 
in the pulsed dropped sequence have a higher SNR (but are less frequent). This 
enables the spatio-tem poral filter to perform well since is can find lower contrast 
edges.
The given images show single frames and so do not show the detrim ental eflfect 
of missing pulses. The detrim ental effect is th a t the image sequence appears 
“je rky” . By increasing the frame rate during periods of fast object motion and 
by interpolating between image frames the image sequence will appear smooth.
The cam era-pan motion predictor produces a measure of the am ount of move­
m ent occurring in the sequence. It should therefore be possible to create a 
“sm arter” pulse dropping mechanism. This mechanism would pulse a t a rate  
dependent on the am ount of motion in the current frame, rather than pulsing at 
a constant rate.
10.2.2 Adaptive Pulse Dropping
.^n adaptive method for pulse dropping uses the am ount of movement present 
in the image as a indicator of the best frame rate. A sophisticated algorithm  
would weight the frame rate decision towards the movement of im portant objects 
in the image. Since the im portance of particular objects is exam ination specific 
a simpler m ethod is applied. The control system for adaptive pulse dropping 
increases the frame rate if there is cam era movement or if there is linear motion 
from a large object.
The control function
The adaptive pulse dropping control algorithm is based on a function th a t maps 
the am ount of image motion to the desired frame rate. The control function is 
implemented in the form of a look-up table (LUT). The function is of course 
arbitrary, however, it could be optimised by performing user trials.
The rationale behind the current control function is as follows:
• The response tim e of the eye is of the order of seven frames so the m axim um  
num ber of frames tha t can be dropped is set at six frames in order to prevent 
jerky images.
• The spatial blurring caused by the fluoroscopy system is approxim ately 3 
pixels. Any movement less than 3 pixels per frame (at 25 frames per second) 
is not of great importance.
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• Conversely any movement greater than 3 pixels per frame is im portan t and 
the system  should then run at the m axim um  frame rate to prevent motion 
blur.
The look up table used as a control function for the frame dropped fluoroscopy 
sequence is created as follows:
Assume the m axim um  motion rate  is 1 pixel per frame. If the current pulse rate
is the. lowest allowed rate of 1 pulse in 7 frames, then a 7 pixel displacement
between images is perm itted ,
\d\f{d) = 7
Where:
\d\ = average displacement m agnitude between 25fps images
.f{d) ~  num ber of frames to passed =  current frame -f num ber dropped.
The displacement m agnitude [\d\) is calculated from the vector addition of the 
horizontal and vertical displacements between the current pulse and the previous 
pulse, divided by the num ber of frames between pulses.
Therefore:
r T, if \d\ < 1
f{d]  =  < g ,  if 1 < < 3 (10.1)
I r, if |r/| >  3
Note th a t /= 1  represents no frames dropped and a /= 2  represents one frame 
dropped.
Since the num ber of frames skipped in this system m ust be integer, the fol­
lowing discrete function is used:
M )  =
( 7 ,  if 0 <  |d| <  1 )
3, if 1 <  1^ 1 <  2
2, if 2 < |(f| <  3
, T  if 3 <  \d\
( 10 .2 )
R esults
Figure 10.S shows the displacement m agnitude and the number of pulses dropped 
for the test fluoroscopy sequence.
The comparison between two processed sequences that have the same overall 
dose levels is shown in figure 10.9. The image on the left of this figure shows the 
adaptively spatio-tem porally smoothed sequence where an x-ray pulse is applied 
at 25fps. The image on the right shows the result of adaptiveh^ sm oothing se­
quence with adaptive pulse rate control (the frame rate is varied depending on 
the am ount of object movement). The image on the right shows an increase in 
image quality.
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Adaptive Pulse Drop: Vertical Displacement 
Predictions And Pulse Positions
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Figure 10.8: Adaptive pulse dropping results for the test fluoroscopy sequence. 
The top graph shows the amount of movement in the image a t different points 
in the sequence. The bottom  graph shows the amount of pulse dropping applied. 
More frequent pulses are applied when there is faster movement
The tim ing of the x-ray pulses is shown in figure 10.8. The graph shows th a t 
19 pulses were used in total out of 100. Therefore assuming th a t the processed 
sequence is acceptable, a dose saving of over four fifths can be achieved using this 
m ethod.
10.3 D o se  D istr ib u tin g  C ollim ation
Not all of the regions in a radiological image are of equal im portance to a radi­
ologist. Instead of having the same image quality all over the image, it seems 
sensible to m atch the image quality of each region to the region’s clinical im ­
portance. To reduce the am ount of dose the patient receives, those regions th a t 
contain objects of low clinically im portance should receive fewer x-rays than  the 
more im portant regions.
.Areas that have no clinical im portance should in principle be blocked out by 
the collimators so tha t no x-rays reach them. In practice however regions of no 
clinical im portance are still required to be imaged in order tha t the radiologist can 
figure out which bit in the body the x-ray image represents. More experienced 
radiologists require less of the periphery image for image location and so conduct 
lower dose x-ray examinations. This is one of the causes of the variation in 
exam ination dose levels between hospitals [NRP90].
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Figure 10.9: The left image is frame 70 from au adaptively spatio-tem porally 
smoothed image sequence. The right image is frame 70 from an adaptively 
smoothed, variable frame rate sequence that had a higher dose rate per frame 
but the same total dose
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Possible m ethods for im proving collim ation
There are many methods for aiding the radiologist in the collimation of images, 
for example:
• Store the image before it is collimated down. Then after the collimators are 
in place, overlay the image periphery on top of the image of the collimators 
to aid in image location.
• Autom atically control the collimators. The collimators could be positioned 
so th a t they allow the imaging of areas th a t possess fast movement and 
also areas th a t contain clinically im portant objects. The collimator control 
algorithm should also take into account the radio-sensitivity of the organs 
within the image.
• Use graded collimators. Wedge collimators could be used instead of the 
more traditional block collimators. For this application the term  “collima­
tor" is replaced with the term  “distributed filter” since, unlike a collimator, 
the wedge distributed filter does not stop the x-rays altogether bu t rather 
spatially varies the dose level so th a t it corresponds to the im portance of the 
image region. Images created with wedge-shaped distributed filters would 
have high image quality in the centre region of the image and a decreasing 
image quality towards the edge of the image. This m ethod produces lower 
dose images tha t still possess an acceptable image quality.
Com bined m ethod
The graded collimators m ethod could be combined with the autom atic control 
method to reduce the dose level further.
One possible problem of using graded collimators is th a t the photon ra te  of 
the image will decrease towards the periphery of the image which may be distract­
ing to the radiologist. However, if the collimators are controlled autom atically 
or if their position is known from a hardware feedback mechanism then image 
processing could be used to scale the intensity values so th a t a more constant in­
tensity image is produced. Another method for normalising the intensity values 
is to perform a high-pass filtering function such as the unsharp mask procedure 
(see section 9.6).
10.3.1 Simulated Wedge-Shaped Distributed Filters
The effect on image quality by the use of a distributed attenuation filter is now 
investigated. The following results ignore any eifects of beam -hardening due to 
the beam filtration since beam-hardening effects will negligible.
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Cross-section through the distributed dose filter
Aluminium
The centre of the filter is placed over the most important region in the image 
Figure 10.10: The cross-section through the wedge-shaped distributed dose filter
Figure 10.11: This image represents the attenuation distribution of the wedge 
filter. The image has been reduced in size. Bright pixel \-alues indicate regions 
of low attenuation
The sim ulated wedge-shaped distributed filter has a maximum attenuation of 
20% at the edge and zero attenuation in the centre of the filter. The cross-section 
through the filter is shown in figure 1 0 .1 0 .
Figure 10.11 is an image representation of the filter where the grey-levels 
correspond to the attenuation of the x-ray beam. Black pixels represent highly 
attenuating  regions, white pixels represent regions where the x-rays pass unim ­
peded.
A pplication to the fluoroscopy test sequence
Figure 10.12 shows the simulated result of applying the wedge filter to the fluor­
oscopy sequence. The original image is shown on the left. The filter is positioned 
so its centre lies over the teeth. The result of applying the wedge filter is tha t 
the x-ray photon rate is reduced for areas of the image that are distant from the
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Figure 10.12: A noisy image from the fluoroscopy sequence (frame 70. SNR=16) 
is shown on the left. The image on the right shows the simulated effect of applying 
the dose distributing wedge filter. The centre of the wedge filter is placed over 
the teeth area
clinically im portant teeth region.
10.3.2 Normalising the intensity
Reducing the beam intensity towards the edge of the image makes th a t part of 
the image more difficult to see. This makes it more difficult to use the anatom ical 
information contained in the dark areas for locating which part of the anatom y 
is being imaged.
One m ethod for countering this problem is to using image processing to glob­
ally equalise the grey-levels. Since the position and the shape of the filter is 
known, the grey-level values can be correctly scaled according to their relative 
positions under the filter.
This procedure is performed on the distributed dose image shown on the 
right of figure 10.12. The result of normalising the global intensity is shown in 
figure 10.13. The image on the right has a higher dose in the teeth region than
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Figure 10.13: A original noisy image is shown on the left. The result of applying 
the wedge filter and then normalising the intensity values (boosting the grey levels 
near the edge) is shown on the right. There is a lower SNR on the periphery of 
the right-hand image than in the area near the teeth. This is because there is 
more dose im parted to the teeth area since in this example it is the most clinically 
im portant region
towards the edges of the image.
Since fewer x-ray photons have been used to produce the image using the 
wedge filter, less dose is im parted to the patient. The image on the right of 
figure 10.13 has 40%) of the num ber of photons than the image on the left.
Sum m ary
By using the suggested wedge shaped filter with a 80%. attenuation at the edges 
the dose to the patient has been more than halved. It may be possible to reduce 
the dose to the patient further by using a different maximum attenuation level 
and a different filter shape.
Part V
SUMMARY AND A PPENDIX
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Chapter 11 
SUMMARY
Medical x-ray exam inations pose a health risk to the patient. The health risk is of 
course greatly outweighed by the health benefits of performing the exam ination. 
Nevertheless the health risk from the x-rays should be made as low as practicably 
possible.
The health risk from the medical examination is directly related to the radi­
ation dose the patient receives. For the purpose of calculating cancer risk, the 
most accurate measure of the radiation dose is the effective dose. The health risk 
to the patient is minimised by reducing the effective dose to the m inimum value 
that still provides a clinically acceptable image.
The type of medical diagnostic x-ray exam ination that produces the highest 
total dose to the population is th a t of fluoroscopy. Fluoroscopy exam inations 
produce x-ray image movies of the anatomy and are used both for diagnosis and 
to aid surgical procedures.
This thesis provides an overview of possible methods for reducing the dose 
level in fluoroscopic type examinations and investigates in detail some specific 
image processing based methods.
A them e running throughout this thesis is th a t of the compromise between 
high image quality and low patient dose. High image quality has traditionally  
required a high dose level. However, by optimising the system a lower dose level 
can be achieved for the same image quality level.
One necessity for optimising the fluoroscopic system is the choice of the  correct 
system param eters. These param eters include the x-ray tube voltage, current, 
and pulse rate: and the system geometry and orientation. A short investigation 
is performed into the effect tha t these system param eters have on both the image 
quality and the patient dose. To aid this investigation, background inform ation 
is provided on the x-ray interaction mechanisms as well as on dose distribution 
aspects.
The methods investigated in depth are: adaptive spatial image processing, 
adaptive tem poral signal processing (including a boost in algorithm performance 
via the estim ation of global linear motion), motion rate controlled x-ray tube
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pulse rate , and distributed x-ray beam  filtering.
These m ethods are tested on a fluoroscopy image sequence taken from a head 
exam ination. The results indicate th a t dose reduction of an order of m agnitude 
is achievable.
11.1 F urther D eta ils
The main m ethod of comparing the performance of different algorithm s is us­
ing a receiver operating characteristic analysis. This method analyses how the 
false alarm  probability (the probability th a t noise will be m istaken for an ob­
ject) varies w ith the detection probability. The receiver operating characteristic 
analysis is used to compare possible edge-detectors specifically for use on medical 
images. Edge detectors are investigated in detail because they are one of the 
main components of an image processing system.
The receiver operating characteristic analysis requires the calculation of the 
false alarm  probability values. These values were calculated directly from the 
edge-detector response theory using a fit to the area under a normalised Gaus­
sian distribution. Another fit to the Gaussian distribution is performed in order 
to calculate the threshold value th a t corresponds to the required false alarm prob­
ability. These fitted equations are also used to approxim ate the area under the 
Chi^ distribution for large degrees of freedom. The Chi" distribution is used in a 
novel statistical edge detection test.
One of the m ost im portant param eters in the image processing system is 
the choice of the false alarm threshold level. It is standard practice to use a 
false alarm  threshold level of 3.10"'%  per pixel (5 standard deviations). This 
threshold level is often term ed the Rose criterion. The optimal value of the false 
alarm  threshold is also discussed and is deemed to be highly dependent on both 
the type of exam ination being performed and on the radiologist performing it.
For diagnostic exam inations, where for example small calcifications need to 
be located, it may more appropriate to state the required detection probability 
rather than the false alarm probability.
11.1.1 The Compromise Between Radiation And Dose
In order to choose an acceptable compromise between image quality and dose 
level the physical processes th a t alter the image cpiality and dose level m ust 
be understood. Image quality is based on the concepts of image contrast and 
image noise. Image contrast is created by the difference in the absorption and 
scatter coefficients of the objects in the image. Image noise is proportional to the 
num ber of photons th a t reach the detector which in turn is related to the sum of 
the absorption and scatter coefficients along the x-ray path. Both image contrast 
and image noise are dependent on the x-ray tube voltage.
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A brief investigation into the effects of scatter on the image is performed for 
the purpose of image restoration. It is found th a t objects such as bones produce 
more edge blurring in the image when they are located close to the detector than  
when they are further away.
As a preliminary to discussing how the x-ray system param eters alter the 
effective dose the patient receives, a description is given of the most im portant 
dose measurements. The dose level is proportional to the x-ray beam photon rate  
so doubling the beam photon rate doubles the dose to the patient.
11.1.2 Spatial Image Processing
The most commonly used pre-processing step of a spatial image processing system 
is edge detection. The performance of the chosen edge-detector is fundam ental 
to the overall performance of the adaptive spatial image smoothing system. It 
is therefore im perative to be able to compare quantitatively the commonly used 
edge-detectors.
Analysis of the commonly used edge-detectors at high detection probabilities 
for images containing Poisson noise produced a novel comparison method.
The analysis of the edge-detectors showed th a t the receiver operating char­
acteristic (ROC) curves varied in a predictable m anner for both variable edge- 
contrasts at constant background grey-level and for variable signal-levels a t con­
stant (unity) contrast. The ROC curves possessed a high degree of translational 
sym m etry and their response could be reduced to a single m etric term ed the 
anchor value. This anchor value is used to characterise the performance of each 
edge-detector. From this analysis it was found th a t the Sob el and P rew itt edge- 
detectors performed the best. This result was confirmed by applying the edge- 
detectors to a test image and visually comparing the results.
By using the sym m etry of the ROC curves, it is possible to create a ROC 
curve of one edge-detector from the ROC curve of another using ju st the anchor 
values for each edge-detector.
To improve the spatial image processing system, a new edge-detector was pro­
posed for use with medical images (or other images where the noise distribution 
is known). The new edge-detector works by finding homogeneous regions and is 
based on a variance-ratio test.
For a known edge position and at m oderate to high edge-contrast levels this 
edge-detector performed better than all the commonly used edge-detectors. If 
the edge position is unknown then it is likely th a t the new edge-detector wdll 
out-perform the common edge-detectors for all contrast levels.
11.1.3 Noise Removal Without Edge Blurring
A common way to remove noise from an image is to smooth it spatially, however 
this also blurs any edges th a t are present in the image. The appearance of noise
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after image smoothing is observed to be the size of the filter kernel. This is 
probably due to a psychophysical effect.
In m any clinical exam inations it would be unacceptable to have blurred edges. 
For exam ple if the image of a catheter was blurred it would be more difficult to 
locate its position exactly.
A near ideal situation would be to smooth all the pixels in the image th a t 
correspond to homogeneous regions, while leaving the pixels th a t correspond to 
edges unaltered. The difficulty of im plementing this is tha t it is not possible 
to determ ine for certain whether a change in grey-level is due to an edge being 
present or whether it is due to noise.
By using statistical techniques it is possible to detect homogeneous regions 
within the image with an associated level of certainty. By definition, the edges 
in the image lie where there are no homogeneous regions. Edge detection can 
therefore performed by using this type of ‘'pi'oof by induction" methodology.
The statistical test used is the variance-ratio test. If a homogeneous region is 
present, the distribution of the variance-ratio test will be the ChF distribution. 
Edges in the image will produce a high value for the variance-ratio test. High 
values can also occur in homogeneous regions due to noise but they are less likely.
A decision has to made on whether the result of the variance-ratio test is 
caused by noise or whether it is due to an edge. A threshold level is used to 
make this decision. Image regions th a t have values below the threshold level are 
deemed to belong to noisy homogeneous objects. Image regions th a t have values 
abo\ e the threshold level are deemed to possess edges.
If a noisy homogeneous region happens to have a variance-ratio test value 
above the threshold level then it is mis-classified as an edge region. This mis- 
classification is term ed a false alarm. The likelihood tha t an edge region is cor­
rectly classified is term ed the detection probability.
It is found th a t the probability of false alarm for the Chi^ filter a t a constant 
threshold level is independent of the grey-level of the object. This result means 
th a t a single threshold level can be used throughout the image and the resulting 
edge-detected image will have a constant false alarm rate at e\'ery pixel position. 
If the common edge operators were used they would produce an image th a t would 
have a varying am ount of false alarms depending on the grey-leA’el values of the 
objects in the image.
The edge-detected image is used to  control the amount of image smoothing 
performed on each pixel in the image. In this way an adaptive spatial noise 
reduction filter is produced. The actual im plem entation of the control function for 
the adaptive filter is investigated using variety of implementations. The strategies 
tested were either continuous or binary control functions th a t were based on either 
an edge-detected image or on the original grey-level image. It was found th a t the 
best strategy is to use the binary edge-detected image as the control function.
The binary edge-based control methodology was extended by using more than  
one size of edge-detector. This enabled the detection of both low-contrast low-
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gradient edges, as well has high-contrast sharp edges. For each size of edge- 
detector a decision threshold level is required. Initially the determ ination of the 
1)est threshold level was performed subjectively. A good correlation was found 
between the acceptable threshold level found by eye for each edge-detector size, 
and the threshold level th a t gave a false alarm probability of 0.01%.
The resulting multiple-resolution adaptive spatial smoothing filter was applied 
to a real fluoroscopy image sequence of a head examination. Since the image 
sequence was taken from a videotape the grey-level values had to be rescaled in 
order to regain Poisson statistics. The scaling factor was found to be 15 although 
the exact value used is not critical.
11.1.4 Temporal Image Processing
Temporal filtering uses only one dimension instead of the two used by spatial 
filtering m ethods. The comparative am ount of filtering performed is dependent 
on the type of radiological examination. More specifically the com parative m erits 
of adaptive spatial and tem poral smoothing are dependent on the num ber of edges 
and the am ount of movement within the image sequence.
By temporally smoothing the pixels in the image sequence it is possible to re­
duce the am ount of noise. However this has the side-effect of blurring the motion 
of any moving objects. A statistical methodology is used to tem porally smooth 
the image w ithout blurring object motion. If the image areas th a t contain move­
ment can be detected, then these areas can be prevented from being tem porally 
smoothed whilst regions th a t contain stationary objects are heavily smoothed.
Out of the various movement detection techniques proposed, it w^ as decided 
that a statistical technique (the variance-ratio test) should be employed. In 
tem])oral filtering, a slow moving small object is equivalent to a fast moving large 
object. By using large sample sizes in the variance-ratio test, the slow^  change of 
low contrast objects could be found. On the other hand, small sample sizes are 
sensitive to fast changing high contrast objects.
It is possible to solve the trade-off in the differing sensitivities of different sized 
samples by combining the results from multiple tests. This m ethod produced 
good quality images from the original noisy fluoroscopy sequence. The images at 
the start and end of the sequence have more noise than the other frames since 
at the s ta rt/en d  of the sequence few^er samples can be used both to detect edges 
and to smooth the image. This is artefact will not be noticed since the  response 
tim e of the eye is of the order of 0.2s.
Perform ance im provem ent by com pensating for global linear m otion
By aligning the images in the image sequence the object motion caused by move­
ment of the x-ray camera is removed. Since there is less motion in the resulting
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sequence, more tem poral averaging can be performed. This results in a higher per­
formance. of the adaptive tem poral filtering algorithm. After tem poral smoothing, 
the images are returned to their original positions which ensures th a t the process 
is not distracting to the radiologist.
The best algorithm  for performing motion detection was deemed to be the 
cross-correlation m ethod since it is the most robust to noise of the motion vector 
producing m ethods.
Two possible image im plem entations of the cross-correlation m otion detection 
algorithm  are: using a frame by fram e basis, or using a special frame as a reference 
image which is compared against the position of all the other frames. The frame 
by fram e m ethod produces accurate predictions over short periods of tim e but 
any errors produced are propagated, so the m ethod becomes inaccurate for large 
(> 1 0 frames) tim e periods. The reference m ethod on the other hand is not as 
accurate between short tim e periods bu t it has good long range accuracy.
A hybrid m ethod is created by using the frame by frame m ethod as the basic 
motion predictor bu t with occasional long term  corrections supplied by the ref­
erence m ethod. The motion prediction control function also uses the confidence 
value for each measurem ent to determ ine its credibility.
It is not optim al always to use a. particular area, of the image for the global 
image motion prediction. This iDroblem is solved by using autom atic mask se­
lection. The image is split into a num ber of sub-areas and the correct m atching 
position is found for each one. Predictions from sub-areas tha.t are deemed to 
be outliers are ignored. The global image movement is then predicted using the 
modal displacement value of the remaining sub-images. The numl^er of sub-image 
predictions th a t agree with the modal value determ ine the confidence level for 
the m easurem ent.
It was found th a t by normalising the image intensity before cross-correlation, 
a large im provement in correct predictions was produced.
11.1.5 Spatio-Temporal Filtering
The com bination of the m ultiple resolution adaptive spatial and tem poral smooth­
ing filters into a single filter produced excellent noise reduction whilst keeping 
good edge and motion sharpness. However, problems still arise with this m ethod 
in the case of very low dose images (less than 150 photons per background pixel).
The motion prediction algorithm begins to fail for images th a t have poor 
quality (SNR>12). The processing of very low dose images also results in the 
blurring of low to medium contrast edges. This is because the decision threshold 
level of variance-ratio edge-detector is set to produce a false alarm  probability of 
3 standard deviations. At this threshold level only the highest contrast edges are 
found. Lowering the threshold level brings distracting noise back into the image.
In order to have a high SNR per image but still produce low-close exam ina­
tions a pulse dropping technique is employed. More x-ray pulses are required
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when there is fast movement present than when the objects in the image are 
stationary. An adaptive control function uses the cross-correlation technique to 
find movement in the images and uses a look up table to set the best frame rate.
It was found th a t by using the adaptive pulse dropping technique only 20% 
of the x-ray tube pulses were required for the test fluoroscopy sequence. This 
means th a t four-fifths of the dose to the patient can be saved.
11.1.6 System Control
In order to use the lowest possible dose-level, the system m ust have a highly 
optimised and sophisticated control subsystem. The hardware param eters th a t 
the control subsystem can change are the x-ray tube: voltage, current, and pulse 
rate: and also the x-ray tube-detector orientation. In a sophisticated system it 
may also be possible for the control subsystem to change the x-ray beam filter 
and the collimator position.
A first order analysis is performed into the effect of changing the x-ray tube 
voltage on image quality for a simple test phantom . It is found th a t for this 
simple phantom , decreasing the photon energy from 70keV to 60keV:
• Causes only small changes to the scatter to prim ary ratio.
• Decreases the signal to noise ratio.
• Improves the edge contrast.
• Increases the image quality for a constant incident beam photon rate.
• Increases the image quality for a constant detector beam photon rate.
• Decreases the patient dose if a constant beam current is used.
The relationship between tube voltage and effective dose is investigated for 
real fluoroscopy examinations. The m ethod used a simple model for the dose 
absorbed by a dose-area product (DAP) meter. The conversion coefficients th a t 
relate the DAP m eter reading to effective dose at different tube voltages were 
those given by the NR PB (produced by using Monte Carlo simulations).
It is found th a t a roughly linear relationship exists between x-ray tube volt­
age and dose level, assuming a constant incident photon rate. The constant of 
proportionality for this relationship is dependent on the exam ination type.
A simple chest model is used to dem onstrate the effect of system orientation 
on the dose to the patient. In general, although more scatter structure may 
occur in the image, it is best to irradiate the patient from behind since most of 
the radiosensitive organs are at the front of the body.
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11.1.7 Wedge Beam Filter
By distributing the dose over the image-plane it is possible to reduce the dose 
further. Altering the am ount of x-ray intensity over the image-plane can be 
performed using a wedge shaped collimator.
Image processing is used to normalise the grey-levels in the image so th a t the 
objects appear to have even illum ination. The resulting image possesses worse 
SNR (less dose) in regions of low clinical im portance, and better image quality 
in clinically im portan t regions.
It is found th a t for the test fluoroscopic sequence it is possible to  half the 
required dose using this technique.
11.2 T h e C om b in ed  S y stem
By combining the main image processing subsystems it is possible to produce a 
highly adaptive fluoroscopy dose reduction system.
Figure 11.1 shows the image processing sub-system produced by combining 
the m ethods discussed in this thesis.
It is difficult to analyse the am ount of dose reduction achieved due to the 
adaptive spatio-tem poral averaging filter since different areas of the image are 
averaged by different amounts.
Although none of the algorithms are fully optimised they indicate th a t a dose 
reduction of an order of m agnitude is achievable.
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