Abstract. We consider some classical maps from the theory of abelian varieties and their moduli spaces and prove their definability, on restricted domains, in the o-minimal structure R an,exp . In particular, we prove that the embedding of moduli space of principally polarized ableian varierty, Sp(2g, Z)\H g , is definable in R an,exp , when restricted to Siegel's fundamental set F g . We also prove the definability, on appropriate domains, of embeddings of families of abelian varieties into projective space.
Introduction
The goal of this paper is to establish a link between the classical analytic theory of complex abelian varieties and theory of o-minimal structures. In [15] , we established a similar link in the one-dimensional case, by showing that the analytic j-invariant and more generally, the Weierstrass ℘-functions are definable, when restricted to appropriate domain, in the o-minimal structure R an,exp (this is the expansion of the real field by the real exponential function as well as all restrictions of real analytic functions to compact rectangular boxes B ⊆ R n . In [17] , Pila makes use of this o-minimal link in order to prove some open cases of the André-Oort Conjecture by applying his powerful theorem with Wilkie [18] on the connections between arithmetic and definable sets in o-minimal structures. The results in our present paper suggest the possibility of similar applications of tools coming from the theory of o-minimality in order to attack more open cases of the André-Oort and other related conjectures.
O-minimality offers some other powerful machinery, and at the end of the paper we give an example of one such application of our results to the theory of compactifications in complex analytic spaces.
We review briefly the basic setting in which we work here. We consider, for every g ≥ 1, the family of complex g-dimensional tori and in particular the sub-family of abelian varieties, namely those tori which are isomorphic to projective varieties. Every abelian variety of dimension g is isomorphic to E
), where τ is a symmetric g × g complex matrix with a positive definite imaginary part and D = diag(d 1 , . . . , d g ) with d 1 |d 2 · · · |d g non-negative integers (called a polarization type of E D τ ). Thus, for every such matrix D, the family of all corresponding abelian varieties is parameterized by the Siegel half space H g = {τ ∈ Sym(g, C) : Im(τ ) > 0}. For each τ ∈ H g , there is a holomorphic map h τ : C g → P k (C) (for some k depending only on D), which is invariant under the lattice τ Z g + DZ g and induces an embedding of E D τ into P k (C). While h τ is periodic and therefore cannot be definable in an o-minimal structure, its restriction to a fundamental parallelogram E D τ ⊆ C g is immediately seen to be definable in the o-minimal structure R an (since the real and imaginary parts of this map are real analytic).
Each E D τ is naturally endowed with a polarization of type D. For each such D there is a corresponding discrete group G D ⊆ Sp(2g, Q) acting on H g and two polarized abelian varieties in the family are isomorphic if and only if their corresponding τ 's are in the same G D -orbit.
Let us consider the family of principally polarized varieties, namely the case D = I, in which case G D = Sp(2g, Z). By [2] , there is a holomorphic map F : H g → P m (C), for some m, inducing an embedding of Sp(2g, Z)\H g into P m (C), whose image is Zariski open in some projective variety. Because of the periodicity of this map, one cannot hope that the map F will be definable in an o-minimal structure. Instead, we consider a restriction of F to a subset of H g . It follows from Siegel's reduction theory that there is a semialgebraic set F g ⊆ H g , called the Siegel fundamental set, which contains a single representative for every Sp(2g, Z)-orbit. We prove here (see Theorem 8.3):
There is an open set U ⊆ H g containing the Siegel fundamental set, such that the restriction of the above F : H g → P m (C) to U is definable in the o-minimal structure R an,exp .
Note that since F is Sp(2g, Z)-invariant, and F g is a fundamental set for Sp(2g, Z), we have F (U) = F (H g ) and in this sense the above theorem says that the quotient Sp(2g, Z)\H g can be definably embedded into projective space, in the structure R an,exp .
While the map τ → F (τ ) is a function on H g , the theorem above follows from the definability of a map in two sets of variables (z, τ ). Namely, for every fixed polarization type D, we consider the family of abelian varieties of polarization type D, F D = {E D τ : τ ∈ H g }. As was noted in [15] , the family F D can be viewed as a semi-algebraic family of complex tori, by identifying the underlying set of each E : τ ∈ H g }. Again, for reasons of periodicity we cannot hope for this whole family to be definable in an o-minimal structure. However, using Siegel's reduction theory we can find a fundamental set F 
is an embedding of the abelian variety E D τ into projective space. The maps F and the family {h D τ } are given in coordinates by modular forms, which themselves can be described using Riemann theta functions, of the form ϑ a b (z, τ ), for a, b ∈ R g . Most of our work in the paper goes towards proving:
Much attention has been given classically to the possible compactifications of the quotient G D \H g . At the end of the paper we show how removal of singularities in o-minimal structures can be used to show that the closure in projective space of the image of some of the above maps, is an algebraic variety.
For background on o-minimal structures, see [5] . We should note that the o-minimality and main properties of R an,exp were established in [6] and [7] . Actually, we need almost no background from the theory of o-minimal structures, except for the simple fact that for every holomorphic function f : U → C, on some open U ⊆ C n , if S ⊆ U is a compact semialgerbaic set then f ↾ S is definable in the o-minimal structure R an (so in particular in R an,exp ).
Conventions and Notations
Because of the need for heavy notation we begin with a list of symbols to be used in the paper.
2.1. Conventions. For a ring R we will denote by M g (R) the set of of all g × g matrices over R, and by Sym(g, R) the set of all symmetric g × g matrices over R.
We always consider a ∈ R g as a column vector. For a ∈ R g and M ∈ M g (R), we denote by t a and t M the transpose of a and M, respectively. For a matrix y ∈ M g (R) and a ∈ R g we denote t aya by y[a]. We denote complex exponentiation by exp.
2.2.
Notations used in the paper. The topological closure ofĒ
Polarized abelian varieties and the Siegel fundamental domain
In this section we review briefly some known facts about tori and polarized abelian varieties. We refer to [3] for more details.
3.1. Complex g-tori, abelian varieties and polarization. For a positive g ∈ N, by a complex g-torus we mean the quotient group C g /Λ, where Λ ⊆ C g is a lattice, i.e. a subgroup of (C g , +) generated by 2g vectors which are R-linearly independent. Under the induced structure, a complex g-torus C g /Λ is a compact complex Lie group of dimension g, and vice versa, every g-dimensional compact complex Lie group is bi-holomorphic to a complex g-torus.
If f :
′ is a bi-holomorphism between two tori then f can be lifted to a C-linear map F : C g → C g with F (Λ) = Λ ′ , and viceversa, every such F induces an isomorphism between corresponding tori.
A torus C g /Λ is called an abelian variety if it is biholomorphic with a projective variety in P k (C) for some k. If g > 1 then not every gtorus is an abelian variety. The following criterion is the well-known Riemann condition. (1) The set of matrices 
Theorem 3.1 (Riemann condition). A g-torus E is an abelian variety if and only if it is bi-holomorphic with a torus
and by E D τ the abelian variety
3.2. Action of Sp(2g, R) and isomorphisms of polarized abelian varieties. For K = R, Q, or Z we will denote by Sp(2g, K) the corresponding symplectic group
It is a subgroup of Gl(2g, K) closed under transposition. The group Sp(2g, R) acts (on the left) on the Siegel upper half-space
For a polarization type D, let G D be the following subgroup of Sp(2g, Q):
Without going into details of polarizations we just state the following two facts that follow from [3, Proposition 8. 
Remark 3.6. For A ∈ GL(g, C) the matrix M in the previous fact is the unique matrix M ∈ Gl(2g, R) such that A(τ, , I g ) = (τ, I g ) t M, namely the following diagram is commutative.
3.3. The Siegel fundamental set F g for the action of Sp(2g, Z). We fix a positive g ∈ N and let n = g(g + 1)/2. We will identify Sym(g, R) with R n , and Sym(g, C) with C n .
3.3.1. Minkowski reduced matrices.
We denote by M g the set of all Minkowski-reduced g×g real matrices.
Remark 3.8. Note that the definition above differs with the definition in [9, p.191 ], or in [22, p.128] in that condition M(I) here is replaced there by the assumption that the matrix β is positive definite. However, if a matrix β is positive definite then β 1,1 > 0 and conversely, Siegel shows in [20, Theorem 3] that every matrix satisfying M(I), M(II) is positive definite, so the definitions are equivalent. It follows that the set M g is closed in the set of all real symmetric positive-definite g × g-matrices.
Here are some basic facts about Minkowski reduced matrices (see references below). ′ such that for every real matrix β ∈ M g , and for every 
As is pointed out in [9, p.194] , clause (iii) is equivalent to:
Notice that, since every Minkowski-reduced matrix is positive-definite, we have F g ⊆ H g .
Here are the main properties that we are going to use.
. The following fact explains the significance of the set F g . 
(c) There are only finitely many inequalities in (III), which together with (I) and (II) define
is finite.
See [11, Theorem 2, p.34] for the proof of the above fact.
We now describe the fundamental set
We call a set of the form ∪ k i=1 γ i · F g a Siegel fundamental set for G, and suppressing the dependence on representatives, we will denote this set by
is a semi-algebraic subset of H g , and since F g is a fundamental set for the action of Sp(2g, Z), the set F g (G) is a fundamental set for the action of G on H g and we have:
The classical theta functions and embeddings of abelian varieties
4.1. The theta functions. As pointed out earlier, we identify the set Sym(g, C) with C n (for n = g(g + 1)/2), and view H g as a subset of
It is known (see for example [12, p. 118 ]) that the above series is convergent and ϑ is holomorphic on
Embeddings of abelian varieties.
We fix a polarization type
We also fix a set of representatives {c 0 , . . . , c N } of the cosets of Z g in the group
Remark 4.2. We could take {c 0 , . . . , c N } to be the set of all vectors c ∈ D −1 Z g whose components lie in the interval [0, 1). In particular we have
The following fact is a consequence of the classical Lefschetz Theorem (see [12, 
mon, and
hence induces a holomorphic map from the abelian variety E
For each τ ∈ H g the map ϕ From now on, in the case d 1 ≥ 2, we will denote by ϕ D (z, τ ) the map
and for τ ∈ H g , we will denote by ϕ
Definability of holomorphic Z n -invariant maps
The main result is in this section is a general theorem (see Theorem 5.8 below) about definability in the structure R an,exp of certain periodic holomorphic functions on "truncated" tube domains. The theorem will then be applied to prove the definability of the theta functions on a restricted domain. We first review the basics of polyhedral cones and tube domains.
5.1.
Polyhedral cones and Tube domains.
Let F be the field of complex or real number, and L : F m → F n be a linear map. We say that L is integral if the standard matrix of L (i.e. the matrix representing L with respect to the standard bases) has integer coefficients. Clearly, L is integral if and only if it maps
The dimension dim(C) of a polyhedral cone C is the dimension of its linear span. We call (R ≥0 ) n the standard polyhedral cone in R n and denote it by R n . By the Minkowski-Weyl theorem (see for example [23 
Moreover, since Fourier-Motzkin elimination used in the proof of [23, 
Also, for a positive real R > 0 we will denote by T ≤R (S) the truncated tube domain
Proof. Since the image of L contains an open subset of R n its rank equals n, and therefore L(R m ) = R n . The result now follows from the definition of a tube domain.
Definability of holomorphic Z
n -invariant maps. In this section we prove the following general theorem about definability in the structure R an,exp of certain periodic holomorphic functions on truncated tube domains.
Notation 5.7. Let C ⊆ R n be a subset.
(1) For a vector v ∈ R n , we denote by C v the translate of C by the vector −v, namely
For a function f : R n → R and a real number d ∈ R, we use the following notations:
In particular C v f >d denotes the set
Theorem 5.8. Let C ⊆ R n be an integral polyhedral cone with dim(C) = n, let ℓ : R n → R be an integral linear function which is positive on Int(C), let d 0 > 0 be a positive real number, and v ∈ Int(C).
Let
Then, for any real d > d 0 , u ∈ C with u < v, and for any real R > 0, the restriction of θ to the closed set T ≤R C u ℓ≥d is definable in the structure R an,exp .
Moreover, there is a definable open V ⊆ C n with V ⊇ T ≤R C u ℓ≥d , such that the restriction θ ↾ V is definable in R an,exp .
Proof. We fix d > d 0 > 0 and u < v in C as in the theorem. We first consider a special case.
The special case: C = R n Notice that because of the Z n -periodicity of θ, it is sufficient to prove the result for R = 1/2.
We use e(z) to denote the complex exponential function e(z) = e 2πiz and we use e n : C n → C n to denote the map which is e(z i ) in each coordinate. The map e n is a surjective group homomorphism from C n , + to (C * ) n , · which is locally a bi-holomorphism, with kernel Z n .
Since θ is Z-periodic, it factors through the map e n , i.e. there is a holomorphic map θ * : e n (U) → C such that the following diagram commutes.
), and T ≥d u = e n (T ≥d u ). We have a commutative diagram where all vertical arrows are surjective maps.
Note that the restriction of e(z) to the set {z ∈ C : |Re(z)| ≤ 1/2} is definable in R an,exp , since it only requires the functions exp(x) : R → R, sin(x) ↾ [−π, π], and cos(x) ↾ [−π, π]. Hence, the restriction of e n to T ≥d u is definable in R an,exp and it is sufficient to show that the restriction of θ * to T ≥d u is definable in R an .
Let v 1 , . . . , v n ∈ R be the components of v, i.e. v = (v 1 , . . . , v n ), and l 1 , . . . , l n ∈ Z be the components of ℓ, i.e. ℓ(x) = l 1 x 1 + · · · + l n x n . Notice that since, by assumptions, ℓ is positive on Int(R n ), all l i are positive integers. Let u 1 , . . . u n ∈ R be the components of u. We have 0 ≤ u i < v i for i = 1, . . . n.
Recall that
It is not hard to compute the images of T under e n and obtain
Obviously O is an open subset of C n , and
, the function θ * is bounded on O \ Z, and therefore, by Riemann's removable of singularities theorem for complex functions of several variables, θ * has holomorphic extension Θ * : O → C. Consider the set
Obviously W is a closed subset of C n , and, since all l i are positive, it is also bounded, hence compact. Since is definable in R an . This finishes the proof of the special case.
General Case
′ is Z n -periodic, we can now use the special case and obtain that the restriction of θ ′ to the set
is definable in R an,exp . It follows then that the restriction of θ to T ≤R (C u ℓ≥d ) is definable as well.
This finishes the proof of the main part of the theorem.
For the "moreover" part of the statement, we can take V to be the interior of the set
This concludes the proof of of Theorem 5.8.
Definability of theta functions
Our ultimate goal in this section is to show that the restrictions of Riemann Theta functions ϑ a b (z, τ ) to an appropriate sub-domain of
Towards this goal we need to establish the assumptions of Theorem 5.8, and mainly establish the boundedness of some variations of ϑ(z, τ ). We use ideas from similar boundedness proofs in [12] .
We fix a positive integer g and let n = g(g + 1)/2. We identify the set of all real symmetric g × g-matrices Sym(g, R) with R n . We will also identify Sym(g, C) with C n and with Sym(g, R) + iSym(g, R). In particular for a set S ⊆ Sym(g, R) we view the corresponding cone T (S) as a subset of Sym(g, C). It is immediate from the definition that
Before proving definability of ϑ a b we need to establish the boundedness of an auxiliary function. is holomorphic and bounded on T (C m β * 0
Proof. Recall that
Let c, c ′ be real constants as in Fact 3.9(a). Namely, for every real matrix β ∈ M g , and for every
We take k ∈ Z and β * ∈ Int(M g ) satisfying
Notice that since M g is a cone of dimension n such β * exists.
Since β * ∈ Int(M g ), we have β * ∈ M g , hence by Fact 3.9(c)
, and, by Fact 3.9(c),
For any v ∈ R g we have
Thus Im(τ ) is a positive definite symmetric matrix, hence τ ∈ H g and T (C m β * 0
, we obtain that θ is also holomorphic on T (C m β * 0 ℓ 1,1 >d ). To show the boundness of θ on T (C m β * 0 ℓ 1,1 >d ) we use ideas form [12, p. 118 Proposition 1.1.].
Because (y, β) ∈ C m we have |y i | ≤ mβ i,i . Since Im(τ g,g ) = β g,g −β * g,g and β * g,g > 0 we also have Im(τ g,g ) > β g,g . It follows from (6.1) that
,
we obtain
The above inequality together with (6.2) imply
Since the series n∈N exp −πcd(|n|−m/c) 2 converges like +∞ −∞ e −ax 2 dx and does not depend on (z, τ ), the function θ(z, τ ) is bounded on T (C m β * 0 ℓ 1,1 >d ).
Proposition 6.4. For all real numbers m, d, R > 0 there is an open set
) such that the restriction of the function ϑ(z, τ ) to W is definable in R an,exp .
Proof. Recall that
Let m, d, R > 0 be real numbers.
Since the function ϑ(z, τ ) is Z g -periodic in z and (2Z) n -periodic in τ , for any k ∈ N the function (z, τ ) → exp 2πikτ g,g ϑ(z, 2τ ) is Z g × Z nperiodic.
Let k ∈ N and β * ∈ Int(M g ) be as in Proposition 6.3. We are going to apply Theorem 5.8 to the function θ(z, τ ) = exp 2πikτ g,g ϑ(z, 2τ ).
is an open subset of C g × C n , and θ(z, τ ) is holomorphic and Z g × Z n -periodic on U. The integral cone we take is C m and the linear function 
such that the restriction of θ(z, τ ) to V is definable in R an,exp . Since C m is a cone and
It is easy to see that the restriction of the function v → exp 2πikv to the set {v ∈ C : |Re(v)| < 2R} is definable in the structure R an,exp , hence the restriction of the function (z, τ ) → ϑ(z, 2τ ) to V is also definable.
It is immediate that the restriction of the function ϑ(z, τ ) to the set W = {(z, τ ) : (z, 1 2 τ ) ∈ V } is definable in R an,exp , and it is not hard to see that W contains the set T ≤1/2R (C ℓ 1,1 ≥4d 1/2m ). Since m, d, R were arbitrary, the proposition follows. 
Proof. We fix a, b ∈ R g , and m, d, R > 0. Recall that
For u ∈ R g we denote by u s the sup-norm of u, namely u s = sup{|u i | : i = 1, . . . , g}.
It follows then that the restriction of the function w → exp πiw to the set V 1 is definable in R an,exp . Let
and the restriction of the function 
. Applying Proposition 6.4 we can find a definable open set U 2 ⊆ C g × C n such that the restriction of the function ϑ(z + τ a + b, τ ) to U 2 is definable in R an,exp . We can take U = U 1 ∩ U 2 .
Definability of complex tori and their embeddings
Notation 7.1. For a g × g-matrix M and 1 ≤ j ≤ g we will denote by M (j) the j-th column of M. 
and byĒ
Clearly E 
in R an,exp , and in particlular the family of maps
As in the previous section we fix a positive integer g and let n = g(g + 1)/2. We also fix a polarization type D = Diag(d 1 , . . . , d g ). Notation 7.3. Let V be a subset of H g .
(1) We will denote by X D (V ) the following subset of C g × H g : .
For i = 1, . . . , g we also have
7.2. Definability of the map ϕ D (z, τ ). Our next goal is to show that in the case when d 1 ≥ 2 and G Sp(2g, Z) has finite index then the restrictions of the map ϕ
We need the following auxiliary Claim.
Claim 7.8. Let K > 0, and M = α β γ δ ∈ Sp(2g, R). For every
Proof. We will use the following fact that follows from the theta transformation formula (see [3, p. 221 and 8.6.1 on p. 227] Fact 7.9 (The theta transformation formula). Assume M, a 1 , b 1 are as in the above claim. Then there are a, b ∈ R g , and k, k 1 ∈ C such that for all z ∈ C g and τ 1 ∈ H g we have
We apply the theta transformation formula with τ = M · τ 1 and obtain
Since k and k 1 are constants, and the function τ → det(γτ + δ) is semi-algebraic, it suffices to find an open
Clearly the map g(z, τ ) = (
is semi-algebraic and holomorphic map. Thus it is sufficient to show that there is an open set
It follows from Fact 3.5 by direct computations (see also Remark 3.6) that
there is an open set V as needed.
Corollary 7.10. Fix a polarization type
and a function that does not depend on a, b, we have
We now use Claim 7.8 and Remark 7.4 to get required set U.
To see (2) , just note that F g (G) is given by finitely many Sp(2g, Z)-translates of F g so we can apply (1).
Projective embeddings of some classical families and moduli spaces
In this section we use our previous results to establish the definability embeddings of some classical families of abelian varieties and their moduli spaces into projective space.
For the rest of this section we fix a polarization type 
Clearly, if Γ 1 Γ 2 Sp(2g, Z) then every modular form with respect to Γ 2 is also a modular form with respect to Γ 1 . For any k ≥ we let
Using the definability of the theta functions we can now prove: , each such modular form with respect to the congruence subgroup Γ g (2k) is algebraic over a ring generated by monomials in the so-called theta constants, namely a ring generated by prod-
Γ g (n) Γ, it follows that every modular form with respect to Γ is algebraic over the same ring. By Corollary 7.6, the restriction of each ϑ a b (0, τ ) to some open set containing F g is definable in R an,exp . It is thus sufficient to note that every function in the algebraic closure of the ring generated by the theta functions is definable on some open set containing F g . Assume that h(τ ) is the zero of a polynomial over the ring of theta constants. So h(τ ) is a zero of a polynomial
where each ϑ i is a polynomial in theta constants. We find a definable set U ⊆ H g containing F g on which all ϑ i 's are definable and consider the set H = {(τ, w) ∈ U × C : p τ (w) = 0}, which is definable in R an,exp . By o-minimality we can write U as the union of finitely many definable open simply connected sets and a set of smaller dimension such that on each of these open sets the set H is the union of finitely many graphs of holomorphic functions. Now, on each of the open sets the graph of h equals one of the branches of this cover, hence definable. The rest of the graph of h is obtained by taking topological closure. Thus, h ↾ U is definable in R an,exp .
By the work of Baily and Borel, [2, Theorem 10.11 ] (see also [8, Theorem 7] ), the quotient Sp(2g, Z)\H g can be embedded into projective space using Siegel modular forms as coordinate functions. Namely, there is a holomorphic map F : 
is definable in the structure R an,exp . In particular, when d 1 ≥ 3 (see Fact 4.3) , the family of projective abelian varieties {ϕ
As the next theorem shows, we can omit the restriction on D and still obtain a uniformly definable family of emebddings of polarized abelian varieties of type D. 
It is known (see Fact 8.7 below) that G has finite index in both groups, so we fix a Siegel fundamental set F g (G) for G. For any τ ∈ H g the map z → 3z is an isomorphism from the torus E D τ onto the torus E 3D 3τ , hence we have in R an,exp a definable embedding of the family {E
i · τ . Obviously τ 1 ∈ F g and 3τ = γ i · (3τ 1 ). Since τ 1 ∈ F g , then it is easy to see that 3τ 1 satisfies the conditions (i) and (iii) from the definition of F g , and 3τ 1 ∈ F g + β for some β ∈ M g (Z) with β s ≤ 2. By the definition of the action of Sp(2g, Z) on H g , for
Thus for every i = 1, . . . , k the family {E 3D 3τ : τ ∈ γ i · F g } is contained in the family {E 3D τ : τ ∈ F i }, where F i is the finite union
We can now use Corollary 7.10(1) (and Fact 4.3(b)) to uniformly embed each {E 3D τ : τ ∈ F i } into a projective space, definably in the structure R an,exp .
On embeddings of moduli spaces and universal families.
Note that as a corollary of Theorem 8.5 we obtain, for every g and D, a definable family
abelian varieties with polarization type D. Moreover, since τ varies over a fundamental set for G D , the family contains a representative for every g-dimensional polarized abelian variety of type D. However, we do not claim that every such variety appears exactly once in the family. In order to obtain such family we need to work with certain subgroups of G D . 
We recall the following. 
We have a commuting diagram 
). An immediate corollary of Corollary 7.10(2) is:
8.4.
A new proof for a theorem of Baily. In this section we demonstrate how o-minimality can be used to provide an alternative proof of the following theorem of Baily, [1] . 
The main step in proving the theorem is to show that the topological closureX of X in P N (C) is a projective variety. For that we will use the following theorem, proved in Appendix. For Z ⊂ C k , we let F r(Z) = F r C k (Z) = Cl(Z)\Z, where Cl(Z) stands for the topological closure of Z in C k . We write dim R (Z) for the ominimal dimension of Z.
m which is definable in R an,exp . Assume that there is a definable set F ⊆ U such that φ(U) = φ(F ) and such that dim R (F r(F )) ≤ 2m − 2. Then the topological closure of φ(U) in P N (C) × P N (C) is an algebraic variety.
We would like to apply the above result to the map φ = Φ D ↾ U with
) and U viewed as an open subset of C g ×C n .
Since the preimage of every point under the map Φ D is a discrete subset of C g × H g , by o-minimality its intersection with U must be finite, so φ D is finiteto-one on U. It is left to see that dim R (F r C g ×C n (F )) ≤ 2(g + n) − 2.
For every γ ∈ Sp(2g, R), we consider the definable map τ → γτ , from the open set H g ⊆ C n into C n . By Fact 3.11, the set F g a closed subset of C n and therefore, by Theorem 9.2 below, dim R (F r C n (γ·F g )) ≤ 2n−2. Since F D g is a finite union of such translates (see (3.2)), it follows that dim R (F r C n (F ) is defined as
Consider the frontier of F inside C g × C n . It is easy to see that if (z, τ ) belongs to this frontier then τ ∈ F r C n (F D g ), so by the above, the real dimension of F r(F ) is at most 2g + 2n − 2, as we wanted.
We can therefore apply Fact 8.12 and conclude thatX is an algebraic 
Appendix: O-minimality and complex analysis
We review here some basic notions from [13] and [16] and prove the results we used earlier.
Definition 9.1. Let R = R; , +, ·, · · · be an o-minimal expansion of the real field. A definable n-dimensional C-manifold is a definable set M, equipped with a finite cover of definable sets M = i U i , each in definable bijection with an open subset of C n , and such that the transition maps are holomorphic.
For M a manifold and X ⊆ M we write Cl M (X) for the topological closure of X in M, and F r M (X) for the frontier Cl M (X) \ X. We fix R an o-minimal expansion of the field of reals. All definability is in R. Proof. (1) Assume first that F is closed. Note that if F is compact then φ(F ) is closed so F r N (φ(F )) is empty. Hence, the points of F r N (φ(F )) arise from the behavior of φ "at ∞".
We repeat the argument in [16, Section 7.2] . We write P n (C) = C n ∪ H, for H a projective hyperplane, and let Γ ⊆ P n (C) × N be the closure of the graph of φ. We let π : P n (C) × N → N be the projection onto the second coordinate. Because F is closed, the frontier of φ(F ) in N is contained Y = π(Γ ∩ (H × N)), namely for every y ∈ F r N (φ(F )) there exists z ∈ H such that (z, y) ∈ Γ. It is therefore sufficient to see that dim R (Γ ∩ (H × N)) ≤ 2n − 2.
We let B inf be the set of all (z, y) ∈ Γ ∩ (H × N) such that there are infinitely y ′ ∈ N with (z, y ′ ) ∈ Γ and let B f in = Γ ∩ (H × N) \ B inf . By [14, Lemma 6.7(ii)], dim R (B inf ) ≤ 2n − 2. But now, since dim R (H) = 2n − 2 it follows from the definition of B f in that also dim R (B f in ) ≤ 2n − 2. Since Γ ∩ (H × N) ⊆ B inf ∪ B f in , we have dim R (Γ ∩ (H × N)) ≤ 2n − 2, as required.
As for the "moreover" statement, we can repeat the above argument, with H replaced by H ′ = F r P n (C) (F ). The assumption implies H ′ is contained in a definable subset of P n (C) of dimension 2n − 2, so we can repeat the argument.
(2) By [14, Corollary 6.3] , there is a definable closed E ⊆ N with dim R (E) ≤ dim R φ(U) − 2, such that A = φ(U) \ E is locally Canalytic in N. Since φ is finite-to-one, the intersection of φ(U) with every open subset of N is either empty or of dimension 2n−2. Because φ(U) = φ(F ), we can conclude from (1) then dim R F r N (φ(U)) ≤ 2n−2. In particular, dim R F r N (A) ≤ 2n − 2.
We can now apply [14, Theorem 4.1] to A and conclude that Cl(A) is an analytic subset of N. It is easy to see that Cl N (A) = Cl N (φ(U)).
