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Given a discrete set L C=R, let RpL denote the subspace of L
pðRÞ generated by
rational functions with poles in L. We determine for which L’s the differentiation
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Given p51 and a > 0, let Epa stand for the space of entire functions
f : C! C that have exponential type at most a and satisfy
jj f jjp :¼
Z
R
j f ðxÞjp dx
 1=p
51:
The famous Bernstein inequality states that
jj f 0jjp4ajj f jjp for all f 2 E
p
a: ð1:1Þ
Thus, the differentiation operator f / f 0 is bounded on Epa.
At the same time, this operator fails to be compact. To see why, consider
the set
D :¼ f f 0 : f 2 ballðEpaÞg
(we write ballðX Þ for the closed unit ball of a Banach space X ). If D were a
relatively compact subset of Epa}or, equivalently, of L
pðRÞ}then, by a
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DIFFERENTIATION IN STAR-INVARIANT SUBSPACES I 365classical theorem (cf. Lemma 1 in Section 2), we would have
sup g
Z
jxj5A
jgðxÞjp dx : 2 D
 
! 0 as A ! þ1: ð1:2Þ
On the other hand, we can ﬁx any function f 2 Epa with jj f jjp ¼ 1 and then
ﬁnd, for each A > 0, a number h ¼ hðAÞ > 0 large enough to get
Z
jxj5A
j f 0ðx  hÞjp dx5
1
2
jj f 0jjpp: ð1:3Þ
However, the function x/ f 0ðx  hÞ lies in D, and so (1.3) contradicts
(1.2).
The purpose of this paper is to ﬁnd out what happens when passing from
entire functions to meromorphic ones. Speciﬁcally, we replace Epa by certain
Lp-spaces of meromorphic functions with ﬁxed poles, and we look for those
‘‘good’’ distributions of the poles which ensure compactness in Bernstein’s
inequality (once the inequality holds). To be more precise, consider a set
L C=R and a multiplicity function m : L! N (as usual, N denotes the
positive integers). The pair ðL; mÞ will be viewed as a whole, with the
understanding that each element l is included in L in mðlÞ copies. For
15p51, let RpL be the closed subspace of L
pðRÞ generated by the family of
rational fractions
[
l2L
fðx  lÞj : j ¼ 1; . . . ; mðlÞg: ð1:4Þ
We shall be concerned with the differentiation operator d
dx
, deﬁned initially
on the (non-closed) linear hull of (1.4) and then extended, if possible, to the
whole of R
p
L.
The two questions are: For which L’s does the operator d
dx
: f / f 0 act
boundedly from R
p
L to L
pðRÞ? When does it happen, in addition, that the
differentiation operator is compact?
In fact, the ﬁrst question was essentially answered by the author in [D1],
so it is the compactness problem we are chieﬂy interested in. However, it
would be difﬁcult to discuss compactness apart from boundedness, so we
treat the two issues together. Moreover, here we give a new proof of the
boundedness result that has at least three advantages: it is fairly elementary,
it provides sharp estimates on the norm of d=dx, and (most importantly for
us) it can be adapted to handle the compactness problem.
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ness}and hence also for compactness}is that
X
l2L
mðlÞ
jIm lj
1þ jlj2
51: ð1:5Þ
Indeed, letting Cþ (resp., C) denote the open upper (resp., lower) half-
plane, we can restate (1.5) by saying that each of the two ‘‘halves’’ Lþ :¼
L\ Cþ and L :¼ L\ C satisﬁes the Blaschke condition (see [G, Chap.
II]) in the respective half-plane. Now if this were not the case, then R
p
L
would contain one of the Hardy spaces HpðCþÞ or HpðCÞ, where no kind of
Bernstein inequality is available. Of course, (1.5) implies in particular that L
is a discrete set.
To answer our questions completely, we need a stronger form of (1.5)
involving the quantity
FLðxÞ :¼
X
l2L
mðlÞ
jIm lj
jx  lj2
; x 2 R:
The main result can now be stated as follows.
Theorem A. Let 15p51, and let L be a subset of C=R satisfying (1.5).
The operator d=dx :RpL ! L
p is bounded iff FL 2 L1, and its norm jjd=dxjj is
comparable to jjFLjj1. This operator is furthermore compact iff FL 2 C0.
Here and throughout, we write Lp for LpðRÞ, while C0 ¼ C0ðRÞ denotes
the space of continuous functions on R tending to 0 at inﬁnity.
We now wish to explain the relation between the spaces Epa and R
p
L, and
then present a more general version of Theorem A that will also encompass
(1.1) as a special case. To this end, assume y1 and y2 are two inner functions
on Cþ (i.e., each yj is a bounded holomorphic function on Cþ satisfying
jyjðxÞj ¼ 1 for almost all x 2 R). For p51, deﬁne
Kpðy1; y2Þ :¼ %y1Hp \ y2 %H
p
;
where Hp stands for HpðCþÞ, and the functions involved (i.e., y1, y2 and
elements of Hp) are regarded as living a.e. on R.
Now let us consider two examples. First, we put
y1ðzÞ ¼ y2ðzÞ ¼ expðiazÞ ¼: eaðzÞ ða > 0Þ
and note that Kpðea; eaÞ coincides with Epa. This follows easily from the
classical Paley–Wiener theorem; see, e.g., [HJ, p. 174].
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Blaschke products with zero-sets Lþ and %L :¼ f%l : l 2 Lg, respectively
(recall the notation L :¼ L\ C). With this choice of the yj’s, the space
Kpðy1; y2Þ reduces to R
p
L. Furthermore, we have
FLðxÞ ¼ 12 ðjy
0
1ðxÞj þ jy
0
2ðxÞjÞ; x 2 R: ð1:6Þ
(We refer to [G, Chap. II] for basic facts about Blaschke products and to
[AC2] in connection with (1.6) and similar formulas. In particular, Ahern
and Clark [AC2] tell us how to interpret the derivative of a Blaschke product
at x, if x happens to be a cluster point for its zeros.)
We see that both entire and meromorphic functions ﬁt into the general
framework of Kpðy1; y2Þ spaces. Therefore, both Theorem A and its
prototype (1.1) (along with the non-compactness of differentiation on Epa)
are consequences of the following results.
Theorem 1. Let 15p51, and let y1 and y2 be inner functions on Cþ.
The operator d=dx : Kpðy1; y2Þ ! Lp is bounded if and only if y
0
1 2 L
1 and
y02 2 L
1. Moreover,
cpðjjy
0
1jj1 þ jjy
0
2jj1Þ4
d
dx




Kpðy1;y2Þ!Lp
4Cpðjjy
0
1jj1 þ jjy
0
2jj1Þ ð1:7Þ
for some constants cp > 0 and Cp > 0.
Theorem 2. Let 15p51, and let y1 and y2 be inner functions on Cþ.
The operator d=dx : Kpðy1; y2Þ ! Lp is compact if and only if y
0
1 2 C0 and
y02 2 C0.
We shall begin by proving the two theorems in the special case where
y1 ¼ 1. (This done, the general case will follow easily.) Writing y2 ¼ y for
the other inner function, we have
Kpð1; yÞ ¼ Hp \ y %H
p
¼: Kpy :
The spaces K
p
y , called star-invariant or model subspaces, turn up in many
connections; see [CR] for their basic properties and [N] for a discussion of
the role they play (at least when p ¼ 2) in operator theory. Also related to
our current results are the papers [D1,D2], where various Bernstein-type
inequalities for K
p
y were obtained, and [D3], where the condition y
0 2 L1
(resp., y0 2 C0) was shown to be responsible for continuity (resp.,
compactness) of the embedding maps going from K
p
y to K
q
y with p5q.
Earlier, the condition y0 2 L1 emerged in the study of certain Toeplitz
operators (see [DS]) and Douglas algebras (see [G, Chap. IX]). Finally, let us
KONSTANTIN M. DYAKONOV368mention Baranov’s recent work [B] on differentiation in de Branges spaces,
where similar conditions arise.
As an example of an inner function (on Cþ) with bounded derivative, one
can take the exponential function ea or any interpolating Blaschke product
(see [G, Chap. VII]) whose zeros lie in some half-plane fIm z > eg with e > 0;
further examples are obtained by multiplying such functions together. We
also remark that, for y inner, the condition y0 2 L1}understood in any
natural sense}is equivalent to y0 2 H1 and implies that y is analytic across
R (see Lemma 2). In particular, the singular factor of such a y necessarily
reduces to ea with a50. Now when passing to the condition y
0 2 C0, the
only additional assumption we impose is that y0ðxÞ ! 0 as x !1. This
time y must be a (pure) Blaschke product, and each horizontal strip
f05A5Im z5B51g can only contain a ﬁnite number of its zeros.
Furthermore, if y is a Blaschke product with zeros fzj ¼ xj þ iyjg  Cþ,
then y0 will be in C0 whenever
P
j 1=yj51. On the other hand, there are
Blaschke products y with y0 2 C0, whose zeros zj have their yj’s tending to
1 arbitrarily slowly. (This remark is borrowed from [K], where the
condition y0 2 C0 arose, curiously enough, in connection with another
compactness problem.)
The rest of the paper is organized as follows. After collecting a few
auxiliary facts about inner functions and K
p
y -spaces (these are listed in
Section 2), we turn to the boundedness problem and prove, in Section 3, the
K
p
y -version of Theorem 1. In Section 4, we brieﬂy discuss an alternative
route to the same result, as presented in [D1]. (That earlier approach, linking
our subject to the so-called commutators of Caldero´n, might be interesting
in its own right. However, it fails to be ﬂexible enough for our further
purposes.) Then we move on to compactness and establish, in Section 5, the
K
p
y -version of Theorem 2. Finally, in Section 6 we complete the proofs of
Theorems 1 and 2 by reducing the general case, involving Kpðy1; y2Þ, to the
special case already considered.
We conclude this introduction with a question. While the original
Bernstein inequality (1.1) has obvious analogues in several variables, what is
the multidimensional version of Theorem A?
2. SOME LEMMAS
First we recall, as Lemma 1, the classical relative compactness criterion
for subsets of Lp (cf. the Fre´chet–Kolmogorov theorem in [Y, Chap.X]).
We use hereafter the notation
ðDh f ÞðxÞ :¼ f ðx þ hÞ  f ðxÞ ðx; h 2 RÞ:
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and only if S is bounded and the following conditions hold:
supfjjDh f jjp : f 2 Sg ! 0 as h ! 0;
sup
Z
jxj5A
j f ðxÞjp dx : f 2 S
 
! 0 as A ! þ1:
Next, we need some facts about inner functions with bounded
derivatives.
Lemma 2. Given an inner function y on Cþ, the following conditions are
equivalent:
(i) y0 2 L1.
(ii) There are d > 0 and s > 0 such that jyðzÞj5s whenever 05Im z5d.
(iii) y is analytic on R, and yðnÞ 2 H1 for all n 2 N.
In addition, (i) implies that
jjyðnÞjj142
nþ1n!jjy0jjn1;
and (ii) implies that
jjy0jj14ðsdÞ
1:
Proof. (i))(ii): If (i) holds with jjy0jj1 ¼ M, then
jyðt þ hÞ  yðtÞj4M jhj for t; h 2 R:
The function z/ yðz þ hÞ  yðzÞ being the Poisson integral of its boundary
values, it follows that
jyðz þ hÞ  yðzÞj4M jhj for z 2 Cþ; h 2 R:
This in turn implies that
jy0ðzÞj4M for all z 2 Cþ: ð2:1Þ
Now since y0 2 H1ðCþÞ, y must be continuous up to (and, in fact, ana-
lytic across) R. Consequently, given z ¼ x þ iy 2 Cþ with x 2 R and
05y5ð2MÞ1, (2.1) yields
1 jyðzÞj4jyðxÞ  yðzÞj4My51
2
;
whence jyðzÞj > 1
2
. Thus, (ii) holds true with d ¼ ð2MÞ1 and s ¼ 1
2
.
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singular point for an inner function y, then lim infz!x0 jyðzÞj ¼ 0. Therefore,
(ii) implies that y is analytic on R. Moreover, by the symmetry principle,
y has an analytic extension to fIm z > dg satisfying jyðzÞj41=s. Conse-
quently, for w 2 Cþ [ R, we have
jyðnÞðwÞj ¼
n!
2pi
Z
jzwj¼d
yðzÞ
ðz  wÞnþ1
dz

4n!2p 1sdnþ1 2pd ¼ n!sdn:
(iii))(i): This is obvious.
The equivalence of (i)–(iii) is thus established, and the required estimates
on jjyðnÞjj1 and jjy
0jj1 have been actually veriﬁed along the way. ]
In what follows, we shall repeatedly use the reproducing kernels
kzðtÞ :¼
1 yðzÞyðtÞ
t  %z
ðz 2 Cþ; t 2 RÞ
associated with an inner function y. In fact, given z 2 Cþ, one easily veriﬁes
that kz lies in all K
p
y -spaces with 15p41, and the formula
f ðzÞ ¼
1
2pi
Z
f ðtÞkzðtÞ dt ð2:2Þ
holds whenever f 2 Kpy for 14p51. Indeed, (2.2) follows at once from
Cauchy’s formula and the fact that f %y 2 %H
p
.
Now assume y is analytic in a neighborhood of a boundary point x 2 R.
We can similarly deﬁne
kxðtÞ :¼
1 yðxÞyðtÞ
t  x
; t 2 R;
and we still have kx 2
T
15p41 K
p
y . Furthermore, the kernel kx is nicely
behaved (analytic) at x, once we agree that
kxðxÞ ¼ yðxÞy
0ðxÞ;
and it has the same reproducing property as before. Namely, (2.2) holds
true with z ¼ x, whenever f 2
S
14p51 K
p
y . We refer to [AC1, Co] for a
discussion of point evaluations
f / f ðxÞ ð f 2 Kpy ; x 2 RÞ
and the arising kernels kx in the general case, when y is not supposed to be
analytic at x.
The next lemma is borrowed from [D3].
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sup
x2R
jjkxjjp4Np;y51;
where N1;y :¼ jjy
0jj1 and
Np;y :¼ 2jjy
0jjp1 þ
2pþ1
p  1
 1=p
; 15p51:
Along with kz, we also need the kernel
jzðtÞ :¼
yðtÞ  yðzÞ  y0ðzÞðt  zÞ
ðt zÞ2
; t 2 R; ð2:3Þ
associated with a given point z 2 Cþ. The relation between the two kernels is
that
@
@z
kzðtÞ ¼ yðtÞjzðtÞ; ð2:4Þ
and hence jzðtÞ plays a role in recovering the derivatives f
0ðzÞ of
K
p
y -functions from their boundary values. The corresponding reproducing
formula is contained in Lemma 5. Meanwhile, we remark that if y is analytic
at a boundary point x 2 R, then we are free to deﬁne jxðtÞ as above (i.e., by
(2.3) with x in place of z). Moreover, jx is then analytic at x; the value jxðxÞ
should of course be interpreted as y00ðxÞ=2. We proceed with some estimates
for jz and jx.
Lemma 4. Suppose y is an inner function with y0 2 L1, and let jzðtÞ be
defined as above.
(a) Whenever z 2 Cþ [ R and t 2 R, one has
j zðtÞj4jjy
00jj1 ð2:5Þ
and
j zðtÞj4
2jjy0jj1
jt  zj
: ð2:6Þ
(b) Whenever x; t 2 R and A > 0 satisfy jxj5A and jt  xj5A=2,
one has
j xðtÞj4
2ZðAÞ
jt  xj
; ð2:7Þ
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ZðAÞ :¼ supfjy0ðxÞj : x 2 R; jxj5A=2g:
Proof. (a) The numerator in (2.3) can be written asZ t
z
du
Z u
z
y00ðvÞ dv;
where both integrals are taken along straight segments. The latter expression
is bounded in modulus by jjy00jj1jt  zj
2, and (2.5) follows.
Now since
j zðtÞj4
jyðtÞ  yðzÞj
jt zj2
þ
jy0ðzÞj
jt  zj
; ð2:8Þ
and since each term on the right is bounded by jjy0jj1=jt  zj, we arrive
at (2.6).
(b) Let It;x be the segment with endpoints t and x. The hypotheses jxj5A
and jt xj5A=2 imply that
It;x  R=ðA=2; A=2Þ;
and so
jyðtÞ  yðxÞj
jt  xj
4supfjy0ðxÞj : x 2 It;xg4ZðAÞ: ð2:9Þ
Finally, we use again (2.8), with z ¼ x. Each of the two terms on the right is
now bounded by ZðAÞ=jt  xj (one of these estimates is due to (2.9), while the
other is obvious), and (2.7) is therefore established. ]
Lemma 5. Let 14p51, and let y be an inner function on Cþ. Then every
f 2 Kpy satisfies
f 0ðzÞ ¼
1
2pi
Z
f ðtÞyðtÞjzðtÞ dt; z 2 Cþ: ð2:10Þ
If, in addition, y0 2 L1 then every f 2 Kpy is analytic on R and satisfies
f 0ðxÞ ¼
1
2pi
Z
f ðtÞyðtÞjxðtÞ dt; x 2 R ð2:11Þ
(so that (2.10) holds also for the real values of z).
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at (2.10).
Now if y0 2 L1, then y is analytic on R (recall Lemma 2) and so
are the K
p
y -functions. In fact, these are known to be analytic wherever y is
(cf. [DSS, p. 58]). Further, for a ﬁxed z ¼ x þ iy 2 Cþ, we use Lemma 4(a) to
ﬁnd that
j zðtÞj4min jjy
00jj1;
2jjy0jj1
jt xj
 
¼: F ðtÞ; t 2 R:
(We have employed a weaker form of (2.6), where the denominator
on the right is replaced by jt  xj.) Noting that F 2
T
15q41 L
q, we see that
the integrand in (2.10) is bounded in modulus by j f ðtÞjF ðtÞ, an integrable
function independent of y ¼ Im z. Consequently, the dominated conver-
gence theorem enables us to deduce (2.11) from (2.10) upon letting y # 0. ]
3. PROOF OF THEOREM 1: A SPECIAL CASE
Here we state and prove the following ‘‘K
p
y -version’’ of Theorem 1.
Theorem 10. Let 15p51, and let y be an inner function. The operator
d
dx
: f / f 0 acts boundedly from Kpy to L
p if and only if y0 2 L1. Moreover,
Apjjy
0jj14
d
dx




K
p
y!L
p
4Bpjjy
0jj1 ð3:1Þ
for some constants Ap > 0 and Bp > 0.
Proof. Only if : Given an f 2 Kpy , the hypothesis f
0 2 Lp implies that f is
(locally) absolutely continuous on R, so that the classical formula
f ðt2Þ  f ðt1Þ ¼
Z t2
t1
f 0ðtÞ dt ðt1; t2 2 RÞ ð3:2Þ
holds true. Using Ho¨lder’s inequality and the assumption jj f 0jjp4N jj f jjp
(here N denotes the norm of the differentiation operator), we deduce from
(3.2) that
j f ðt2Þ  f ðt1Þj4jj f 0jjpjt2  t1j
1=p04N jj f jjpjt2  t1j
1=p0 :
Hence,
j f ðt1Þj4N jj f jjpjt2  t1j
1=p0 þ j f ðt2Þj: ð3:3Þ
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kzðtÞ ¼
1 yðzÞyðtÞ
t  %z
:
Since kz 2 K
p
y , we are free to apply (3.3) with f ¼ kz, taking t1 ¼ x and
t2 ¼ x þ 3y. This gives
jkzðxÞj4N jjkzjjpð3yÞ
1=p0 þ jkzðx þ 3yÞj: ð3:4Þ
In view of the inequalities
jkzðxÞj5
1
y

jyðzÞj
y
;
31=p
0
jjkzjjp43
1=p0
Z
2p
jt  zjp
dt
 1=p
4cpy1=p
0
;
and
jkzðx þ 3yÞj4
2
3y
;
(3.4) yields
1
3y
4cpN þ
jyðzÞj
y
:
Thus, setting M :¼ cpN, we have
jyðzÞj þ M Im z51
3
; z 2 Cþ;
which in turn implies that
jyðzÞj5
1
6
whenever 05Im z5
1
6M
:
In other words, we arrive at condition (ii) of Lemma 2 with s ¼ 1=6 and
d ¼ 1=ð6MÞ. The lemma now tells us that y0 2 L1 and
jjy0jj14ðsdÞ
1 ¼ 36M ¼ 36cpN: ð3:5Þ
This proves the ‘‘only if’’ part of the theorem and the left-hand inequality
in (3.1).
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f 0ðxÞ ¼
1
2pi
Z
gðtÞjxðtÞ dt; x 2 R; ð3:6Þ
where g ¼ f %y and jx is the kernel deﬁned by (2.3), with z ¼ x. We now ﬁx
an e > 0 and rewrite (3.6) in the form
2pif 0ðxÞ ¼ I ðeÞ1 ðxÞ þ I
ðeÞ
2 ðxÞ þ y
0ðxÞI ðeÞ3 ðxÞ; ð3:7Þ
where we put
I
ðeÞ
1 ðxÞ :¼
Z
jtxj5e
gðtÞjxðtÞ dt;
I
ðeÞ
2 ðxÞ :¼
Z
jtxj5e
gðtÞ
yðtÞ  yðxÞ
ðt  xÞ2
dt;
and
I
ðeÞ
3 ðxÞ :¼
Z
jtxj5e
gðtÞ
x  t
dt:
Since
j xðtÞj4jjy
00jj1416jjy
0jj21 ðt; x 2 RÞ ð3:8Þ
(we have used Lemmas 4(a) and 2), while jyðtÞ  yðxÞj42, we see that
jI ðeÞ1 ðxÞ þ I
ðeÞ
2 ðxÞj416jjy
0jj21
Z
jtxj5e
jgðtÞj dt þ 2
Z
jtxj5e
jgðtÞj
ðt xÞ2
dt:
This last expression on the right is the convolution of jgj and the function
hðtÞ :¼ 16jjy0jj21wðe;eÞðtÞ þ
2
t2
wR=ðe;eÞðtÞ:
Therefore,
jjI ðeÞ1 þ I
ðeÞ
2 jjp4jjh* jgjjjp4jjhjj1jjgjjp ¼ ð32ejjy
0jj21 þ 4e
1Þjjgjjp: ð3:9Þ
As regards I
ðeÞ
3 ðxÞ, we obviously have
jI ðeÞ3 ðxÞj4 sup
Z>0
Z
jtxj5Z
gðtÞ
x  t
dt

 ¼: ðH* gÞðxÞ:
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*
is bounded on Lp for 15p51
(see, e.g., [G, pp. 128–129]), and so
jjI ðeÞ3 jjp4jjH* gjjp4cpjjgjjp: ð3:10Þ
Finally, we combine (3.7), (3.9) and (3.10) to get
2pjj f 0jjp4jjI
ðeÞ
1 þ I
ðeÞ
2 jjp þ jjy
0jj1jjI
ðeÞ
3 jjp4ð32ejjy
0jj21 þ 4e
1 þ cpjjy
0jj1Þjjgjjp:
Hence, letting e ¼ 1=jjy0jj1 and recalling that jjgjjp ¼ jj f jjp, we obtain
jj f 0jjp4
1
2p
ð36þ cpÞjjy
0jj1jj f jjp: ð3:11Þ
This completes the proof of the ‘‘if’’ statement and yields the right-hand
inequality in (3.1). ]
4. REMARKS ON CALDERO´N’S COMMUTATORS
Here we describe an alternative proof of the ‘‘if’’ part of Theorem 10. The
method below, based on the so-called Caldero´n commutators, was earlier
employed in [D1].
Throughout this section, it is assumed that 15p51 and y is an inner
function with y0 2 L1. Now take f 2 Kpy and put g :¼ f
%y. Once again, let us
begin with (3.7) (the integrals I
ðeÞ
j ðxÞ being deﬁned as before) and then see
what happens when e! 0. To this end, we note that
lim
e!0
I
ðeÞ
1 ðxÞ ¼ 0
(this is due to (3.8)) and
lim
e!0
I
ðeÞ
3 ðxÞ ¼ ðHgÞðxÞ ¼ pigðxÞ
(here H is the Hilbert transform, and the last equality holds because
g 2 %H
p
). As to I
ðeÞ
2 ðxÞ, we have
lim
e!0
I
ðeÞ
2 ðxÞ ¼ p:v:
Z
gðtÞ
yðtÞ  yðxÞ
ðt  xÞ2
dt ¼: ðC½y1 gÞðxÞ:
The singular integral operator C
½y
1 , deﬁned as above, is known as the (ﬁrst
order) Caldero´n commutator associated with y. Furthermore, according to
a theorem of Caldero´n (see [C1] or [S, p. 309]), the hypothesis y0 2 L1
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½y
1 is bounded on L
p for 15p51, with norm
jjC½y1 jjLp!Lp4cpjjy
0jj1: ð4:1Þ
In view of the above remarks on the limiting behavior of the integrals I
ðeÞ
j ðxÞ,
we deduce from (3.7) that
f 0ðxÞ ¼
1
2pi
ðC ½y1 gÞðxÞ þ
1
2
y0ðxÞgðxÞ: ð4:2Þ
The boundedness of the differentiation operator
d
dx
: f / f 0; f 2 Kpy ;
now follows at once from (4.2) and Caldero´n’s theorem just mentioned.
Moreover, combining (4.2) with (4.1), we arrive at the Bernstein-type
inequality
jj f 0jjp4cpjjy
0jj1jj f jjp; f 2 K
p
y ; ð4:3Þ
which essentially coincides with (3.11). (The various cp’s in (3.11), (4.1) and
(4.3) are of course different.)
We conclude this section with some further comments.
(a) As readily seen from (4.2), the relations
d
dx
2 BðKpy ; L
pÞ ð4:4Þ
and
C
½y
1 2 BðK
p
y ; L
pÞ ð4:5Þ
are actually equivalent. (We write T 2 BðX ; Y Þ to mean that T is a bounded
operator from X to Y .) Now, (4.4) was derived in Section 3 from the
classical Lp-estimate for the (maximal) Hilbert transform; the same
elementary method thus yields (4.5). It is noteworthy, in this context,
that even the full boundedness result C
½c
1 2 BðL
p; LpÞ (here c is an arbitrary
Lip1 function, not necessarily inner) can be deduced}via the ‘‘Tð1Þ
theorem’’ of David and Journe´}from estimates of the Hilbert transform
(see [S, p. 312]).
(b) In [D1], we also generalized (4.2) to higher order derivatives.
Namely, we showed that
f ðnÞ ¼
n!
2
f %y
n
ðy0Þn þ
n!
2pi
C½yn ð f %y
n
Þ; f 2 Kpy ; ð4:6Þ
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ðC½yn hÞðxÞ :¼ p:v:
Z
hðtÞ
ðyðtÞ  yðxÞÞn
ðt  xÞnþ1
dt; x 2 R:
Combining (4.6) with Caldero´n’s result from [C2] on higher order
commutators, we then established the inequality
jj f ðnÞjjp4cn;pjjy
0jjn1jjf jjp; f 2 K
p
y : ð4:7Þ
However, (4.7) can be actually derived from (4.3) by induction, since
differentiation maps K
p
y into K
p
y2
. This should be compared with the fact that
the Lp-boundedness of C½yn can be inferred inductively from that of C
½y
n1
(and hence, eventually, from the M. Riesz theorem on the Hilbert transform
H ¼ C½y0 ); see [S, p. 312] for details.
(c) There are two reasons why the ‘‘right’’ proof of (4.4) (and hence also
of (4.5)), as given in Section 3, could be accomplished with lighter machinery
than the general Lp-theory of Caldero´n’s commutators. First, we only need
to show that C
½y
1 is bounded on a small subspace of L
p (viz., on K
p
y ). Second,
since y is an inner function, it enjoys the ‘‘self-improving’’ property
expressed by implication (i))(iii) in Lemma 2.
(d) It was also shown in [D1] that (4.7) holds true at the endpoints p ¼ 1
and 1. In view of (4.6), this means that the commutators C½yn are better
behaved on K
p
y than on the whole of L
p.
5. PROOF OF THEOREM 2: A SPECIAL CASE
Now we prove the following ‘‘K
p
y -version’’ of Theorem 2.
Theorem 20. Let 15p51, and let y be an inner function. The map
f / f 0 is a compact operator from Kpy to L
p if and only if y0 2 C0.
Proof. Only if : First of all, if the differentiation operator is compact
then it is a fortiori bounded, and Theorem 10 tells us that y0 2 L1. Hence
both y and y0 are analytic on R, and we only have to show that y0 vanishes
at inﬁnity. Further, by Lemma 1, the relative compactness of the family
f f 0 : f 2 ballðKpy Þg implies that the quantity
dðAÞ :¼ sup
Z
jtj5A
j f 0ðtÞjp dt
 1=p
: f 2 ballðKpy Þ
( )
tends to 0 as A ! þ1.
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t2 ¼ t1 þ
1
dðAÞ
 p0=2
:
This done, we see from (3.2) that every f 2 ballðKpy Þ satisﬁes
j f ðt2Þ  f ðt1Þj4
Z
jtj5A
j f 0ðtÞjp dt
 1=p
ðt2  t1Þ
1=p04dðAÞ
1
dðAÞ
 1=2
¼ dðAÞ1=2;
whence
j f ðt1Þj4dðAÞ
1=2 þ j f ðt2Þj: ð5:1Þ
Next, we ﬁx x 2 R and apply (5.1) with
f ðtÞ ¼
kxðtÞ
Np;y
¼
1
Np;y
1 yðxÞyðtÞ
t  x
(here Np;y is the constant appearing in Lemma 3). This yields
jkxðt1Þj4Np;ydðAÞ
1=2 þ jkxðt2Þj: ð5:2Þ
When x ¼ t1, (5.2) gives
jy0ðt1Þj4Np;ydðAÞ
1=2 þ
2
t2  t1
¼ Np;ydðAÞ
1=2 þ 2dðAÞp
0=2:
It follows that
sup
t5A
jy0ðtÞj ! 0 as A ! þ1:
Similarly, we ﬁnd that
sup
t4A
jy0ðtÞj ! 0 as A ! þ1:
The inclusion y0 2 C0 is thus established.
If : Assuming that y0 2 C0, we have a fortiori y
0 2 L1, and Theorem 10
yields
supfjj f 0jjp : f 2 ballðK
p
y Þg51: ð5:3Þ
Next, we are going to show that
supfjjDh f 0jjp : f 2 ballðK
p
y Þg ! 0 as h ! 0: ð5:4Þ
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f f 0 : f 2 Kpyg  K
p
y2
: ð5:5Þ
Indeed, the hypothesis y0 2 C0 forces y to be a Blaschke product.
Consequently, given an f 2 Kpy , we can approximate it in the L
p-norm by
rational functions rn 2 K
p
y ; the poles of rn (counted with multiplicities) are
thus contained among those of y. Using Theorem 10 again, we see that
jj f 0  r0njjp4Bpjjy
0jj1jj f  rnjjp ! 0; ð5:6Þ
where Bp is a constant from (3.1). Since r
0
n 2 K
p
y2
(the multiplicity of a pole
gets at worst doubled under differentiation), (5.6) convinces us that f 0 2 Kp
y2
,
and (5.5) follows.
Taking (5.5) into account, we ﬁnd that
jj f 00jjp42Bpjjy
0jj1jj f
0jjp42B
2
pjjy
0jj21jj f jjp; f 2 K
p
y : ð5:7Þ
Here, we have ﬁrst applied Theorem 10 to y2 in place of y (observe that
jjðy2Þ0jj1 ¼ 2jjy
0jj1) and then to y itself. Further, we write
ðDhf 0ÞðxÞ ¼
Z xþh
x
f 00ðtÞ dt ¼ ð f 00 *chÞðxÞ;
where ch :¼ w½h;0 if h50 and ch :¼ w½0;h if h50. Hence
jjDh f 0jjp4jj f
00jjpjjchjj1 ¼ jj f
00jjpjhj42B
2
pjjy
0jj21jj f jjpjhj; f 2 K
p
y ; ð5:8Þ
where the last step relies on (5.7). Finally, (5.4) is an obvious consequence
of (5.8).
Now that (5.3) and (5.4) are established, it remains to be shown that
sup
Z
jxj5A
j f 0ðxÞjp dx : f 2 ballðKpy Þ
 
! 0 as A ! þ1: ð5:9Þ
Once this is done, the relative compactness of the set f f 0 : f 2 ballðKpy Þg will
be guaranteed by Lemma 1.
To verify (5.9), we shall again exploit the formula
f 0ðxÞ ¼
1
2pi
Z
gðtÞjxðtÞ dt ð f 2 K
p
y ; x 2 RÞ; ð5:10Þ
where g ¼ f %y and jx is the same as in Lemma 5. Fix A > 0 and put
ZðAÞ :¼ supfjy0ðxÞj : jxj5A=2g;
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1=2; A=2g:
Following the strategy employed in Section 3, we break up the integral in
(5.10) to get
2pif 0ðxÞ ¼ J1ðxÞ þ J2ðxÞ þ y
0ðxÞJ3ðxÞ; ð5:11Þ
where
J1ðxÞ :¼
Z
jtxj5r
gðtÞjxðtÞ dt;
J2ðxÞ :¼
Z
jtxj5r
gðtÞ
yðtÞ  yðxÞ
ðt  xÞ2
dt;
and
J3ðxÞ :¼
Z
jtxj5r
gðtÞ
x  t
dt:
We now look at each of the three terms, restricting x to the range jxj5A.
First of all, if jxj5A and jt  xj5r, then Lemma 4(b) gives
j xðtÞj4
2ZðAÞ
jt  xj
:
Combining this with the inequality
j xðtÞj4jjy
00jj1416jjy
0jj21
(this is due to Lemmas 4(a) and 2), we obtain
j xðtÞj ¼ j xðtÞj
1=2j xðtÞj
1=24
2ZðAÞ
jt  xj
 1=2
4jjy0jj1: ð5:12Þ
Setting g ¼ gðAÞ :¼ 4
ﬃﬃﬃ
2
p
jjy0jj1ZðAÞ
1=2, we rewrite (5.12) as
j xðtÞj4
g
jt  xj1=2
ðjxj5A; jt  xj5rÞ:
Hence,
jJ1ðxÞj4g
Z
jtxj5r
jgðtÞj
jt  xj1=2
dt ¼ gðjgj*uÞðxÞ; jxj5A;
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uðtÞ :¼ jtj1=2w½r;rðtÞ:
Consequently,
Z
jxj5A
jJ1ðxÞjp dx
 1=p
4gjju* jgjjjp4gjjujj1jjgjjp ¼ 4gr
1=2jjgjjp:
Recalling the deﬁnition of g and the fact that r4ZðAÞ1=2, we deduce that
Z
jxj5A
jJ1ðxÞj
p dx
 1=p
416
ﬃﬃﬃ
2
p
jjy0jj1ZðAÞ
1=4jj f jjp ð5:13Þ
(we have also used the equality jjgjjp ¼ jj f jjp).
Turning to J2ðxÞ, we note that
jJ2ðxÞj42
Z
jtxj5r
jgðtÞj
ðt  xÞ2
dt ¼ 2ðjgj*vÞðxÞ;
where
vðtÞ :¼ t2wR=½r;rðtÞ:
Therefore,
jjJ2jjp42jjv* jgjjjp42jjvjj1jjgjjp ¼
4
rðAÞ
jjgjjp ¼
4
rðAÞ
jj f jjp;
whence obviously
Z
jxj5A
jJ2ðxÞjp dx
 1=p
4
4
rðAÞ
jj f jjp: ð5:14Þ
Finally, since
jJ3ðxÞj4 sup
e>0
Z
jtxj>e
gðtÞ
x  t
dt

 ¼: ðH* gÞðxÞ;
it follows that
jjJ3jjp4jjH* gjjp4cpjjgjjp ¼ cpjj f jjp;
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Z
jxj5A
jy0ðxÞJ3ðxÞjp dx
 1=p
4cp ZðAÞjj f jjp: ð5:15Þ
Recalling (5.11), we eventually conclude that the quantity
Z
jxj5A
j f 0ðxÞjp dx
1=p
is bounded by the sum of the right-hand sides of (5.13)–(5.15). This leads to
(5.9), since the assumption y0 2 C0 ensures that ZðAÞ ! 0 (and hence
1=rðAÞ ! 0) as A ! þ1. The proof is complete. ]
6. PROOFS OF THEOREMS 1 AND 2: THE GENERAL CASE
First of all, since Kpðy1; y2Þ contains both %K
p
y1 and K
p
y2
, the ‘‘only if’’ parts
in Theorems 1 and 2 follow at once from those in Theorems 10 and 20. We
also arrive readily at the left-hand inequality in (1.7).
The rest will be based on the fact that
y1Kpðy1; y2Þ ¼ K
p
y ; y ¼ y1y2: ð6:1Þ
Proof of Theorem 1. If: Given f 2 Kpðy1; y2Þ, put g :¼ f y1. By (6.1), we
have then g 2 Kpy with y ¼ y1y2. Furthermore,
jj f 0jjp ¼ jj%y
0
1g þ %y1g
0jjp4jjy
0
1jj1jjgjjp þ jjg
0jjp: ð6:2Þ
An application of Theorem 10 now yields
jjg0jjp4Bpjjy
0jj1jjgjjp4Bpðjjy
0
1jj1 þ jjy
0
2jj1Þjjgjjp: ð6:3Þ
Substituting the resulting inequality from (6.3) into (6.2) and noting that
jjgjjp ¼ jj f jjp, we get
jj f 0jjp4ðBp þ 1Þðjjy
0
1jj1 þ jjy
0
2jj1Þjj f jjp:
This proves that differentiation is bounded on Kpðy1; y2Þ and establishes the
missing inequality in (1.7). ]
Proof of Theorem 2. If: Set B :¼ ballðKpðy1; y2ÞÞ. Given that y
0
1 2 C0 and
y02 2 C0, Theorem 1 yields
supfjj f 0jjp : f 2 Bg51:
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supfjjDh f 0jjp : f 2 Bg ! 0 as h ! 0 ð6:4Þ
and
sup
Z
jxj5A
j f 0ðxÞjp dx : f 2 B
 
! 0 as A ! þ1: ð6:5Þ
Proceeding as before, we associate with a given f 2 Kpðy1; y2Þ the function
g :¼ f y1, so that g 2 K
p
y with y ¼ y1y2. Differentiating the relation f ¼
%y1g
twice and passing to Lp-norms, we get
jj f 00jjp4jjy
00
1 jj1jjgjjp þ 2jjy
0
1jj1jjg
0jjp þ jjg
00jjp: ð6:6Þ
Next, we notice that
jjy001 jj1416jjy
0
1jj
2
1
(this is due to Lemma 2),
jjg0jjp4Bpjjy
0jj1jjgjjp
(here we use Theorem 10) and
jjg00jjp42B
2
pjjy
0jj21jjgjjp
(this was earlier pointed out as (5.7), with f in place of g). Substituting the
three estimates into (6.6), we eventually obtain
jj f 00jjp4cpðjjy
0
1jj1 þ jjy
0
2jj1Þ
2jj f jjp; f 2 K
pðy1; y2Þ: ð6:7Þ
This in turn implies that
jjDh f 0jjp4cpðjjy
0
1jj1 þ jjy
0
2jj1Þ
2jj f jjpjhj; f 2 K
pðy1; y2Þ; ð6:8Þ
and (6.4) follows. (The passage from (6.7) to (6.8) is the same as that from
(5.7) to (5.8).)
Finally, to verify (6.5), we write f 0 ¼ %y
0
1g þ %y1g
0 and deduce that
Z
jxj5A
j f 0ðxÞjp dx
 1=p
4jjgjjp sup
jxj5A
jy01ðxÞj þ
Z
jxj5A
jg0ðxÞjp dx
 1=p
: ð6:9Þ
DIFFERENTIATION IN STAR-INVARIANT SUBSPACES I 385When f 2 B (and hence g 2 ballðKpy Þ), the right-hand side of (6.9) is bounded
by bðAÞ þ dðAÞ, where
bðAÞ :¼ sup
jxj5A
jy01ðxÞj
and
dðAÞ :¼ sup
Z
jxj5A
jg0ðxÞjp dx
 1=p
: g 2 ballðKpy Þ
( )
:
Since y01 2 C0, it is clear that limA!þ1 bðAÞ ¼ 0. We also have
limA!þ1 dðAÞ ¼ 0, because y
0 ¼ ðy1y2Þ
0 2 C0, and so the family fg0 : g 2
ballðKpy Þg is relatively compact by Theorem 2
0. Thus, bðAÞ þ dðAÞ ! 0 as
A ! þ1, and (6.5) now follows from (6.9). ]
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