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Dedico esta dissertac¸a˜o de mestrado aos meus pais,
Claudemir e Vilma.
“Poets say science takes away from the beauty of the
stars — mere globs of gas atoms. I too can see the stars
on a desert night, and feel them. But do I see less or
more? The vastness of the heavens stretches my imagi-
nation. A vast pattern — of which I am a part. It does
not do harm to the mystery to know a little about it.
Far more marvellous is the truth that any artists of the
past imagined it. What men are poets who can speak of
Jupiter if he were a man, but if he is an immense spin-
ning sphere of methane and ammonia must be silent?”
Richard P. Feynman.
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Resumo
Esta dissertac¸a˜o dedicou-se ao estudo de sistemas do tipo catraca, i.e. sistemas que a-
presentam transporte direcionado atrave´s de forc¸as com me´dia nula no espac¸o e no tempo.
O foco desse estudo foi a investigac¸a˜o nume´rica do espac¸o vetorial formado pelos paraˆme-
tros do sistema. Mostrou-se enta˜o que o espac¸o de paraˆmetros de catracas possui uma se´rie
de regio˜es de dinaˆmica perio´dica (estruturas isoperio´dicas) e cao´tica, e que uma conexa˜o
direta entre essas regio˜es e as propriedades do transporte (intensidade, dispersa˜o, eﬁcieˆncia
etc.) pode ser estabelecida. De fato, considerando as estruturas isoperio´dicas e as regio˜es
cao´ticas deﬁnidas neste trabalho, obte´m-se uma visa˜o global dos fenoˆmenos relacionados
ao transporte oriundos da variac¸a˜o de paraˆmetros. Os resultados aqui obtidos indicam
que as estruturas isoperio´dicas compo˜em as regio˜es de transporte mais eﬁcazes no espac¸o
de paraˆmetros. A resisteˆncia das regio˜es deﬁnidas frente ao ru´ıdo estoca´stico tambe´m
foi avaliada, mostrando que mesmo as regio˜es mais sens´ıveis, as estruturas isoperio´dicas,
resistem a alguma intensidade de ru´ıdo. Os resultados obtidos nesta dissertac¸a˜o sugerem
que a topologia do espac¸o de paraˆmetros de catracas cla´ssicas pode fornecer ferramentas
para o controle do transporte e desenvolvimento de catracas em aplicac¸o˜es tecnolo´gicas,
bem como informac¸o˜es importantes no que se refere ao estudo de catracas na natureza.
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Abstract
This master’s dissertation was dedicated to the study of ratchet systems, i.e. systems
that show directed transport through forces with zero average in time and space. The
main interest here was the numerical investigation of the vectorial space generated by
the system’s parameters. The existence of periodic (isoperiodic structures) and chaotic
regions was shown, and a direct connection between them and the transport’s proper-
ties (intensity, dispersion, eﬃciency etc.) was established. In fact, by considering the
isoperiodic structures and chaotic regions, one achieves a global view of the transport
phenomena which occur when parameters are varied. The results obtained here indicate
that the isoperiodic structures are the most eﬀective transport regions in the parameter
space. The regions’ resistence to stochastic noise was also addressed, showing that even
the most fragile regions, namely the isoperiodic structures, resist to some noise inten-
sity. The results attained through this master thesis suggest that the topology of classical
ratchet’s parameter space may furnish useful data for the issue of transport control and
development of ratchets in technological applications, as well as crucial information in
regard to the study of ratchets in nature.
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Capı´tulo 1
Introduc¸a˜o
Em F´ısica, catracas sa˜o sistemas que produzem um transporte direcionado de mate´ria
atrave´s de forc¸as com me´dia nula no espac¸o e no tempo. Tal conceito pode parecer pouco
intuitivo a` primeira vista, mas esta´ impl´ıcito na ideia comum que se tem de uma catraca:
embora se possa forc¸ar o movimento em ambos os sentidos, e.g. atrave´s de uma forc¸a
com me´dia nula no tempo, apenas um deles e´ permitido. Uma catraca apenas funciona
porque a forc¸a gerada por ela (trancando ou permitindo o movimento) e´ assime´trica e
perio´dica no espac¸o (imagine o espac¸o sendo o aˆngulo que a catraca varia ao permitir um
movimento). Uma ana´lise mais profunda de sistemas desse tipo acaba por mostrar que
a dissipac¸a˜o de energia e a auseˆncia de equil´ıbrio te´rmico sa˜o ingredientes fundamentais,
presentes em todas as catracas na natureza (veja a sec¸a˜o 3.1). De fato, qualquer sistema
que inclua estes treˆs ingredientes, a assimetria espacial, dissipac¸a˜o e auseˆncia de equil´ıbrio
te´rmico, pode ser considerado um forte candidato a apresentar transporte direcionado.
O conceito de catraca na F´ısica teve origem no primeiro volume da popular se´rie
Feynman Lectures on Physics [1], onde um mecanismo que supostamente poderia vio-
lar a segunda lei da termodinaˆmica e´ “desmascarado” didaticamente pelo autor (veja a
sec¸a˜o 3.1). Este mecanismo foi posteriormente adaptado (principalmente entre 1993 e
1994) por trabalhos pioneiros [2–11] a contextos biolo´gicos, em especial no que se refe-
re ao transporte de prote´ınas no interior de ce´lulas. Nestes trabalhos, as catracas eram
apresentadas como motores brownianos (catracas em meios te´rmicos), que se utilizavam
de ambientes descritos pela equac¸a˜o de Langevin1 em desequil´ıbrio te´rmico para gerar
transporte direcionado2. O ambiente intracelular na escala de tamanho de uma prote´ına
1Na sec¸a˜o 3.1 a equac¸a˜o de Langevin e´ apresentada e suas principais propriedades sa˜o discutidas.
2Embora estes trabalhos na˜o tenham descrito exatamente o motor browniano existente no interior
das ce´lulas, propuseram modelos gerais de catracas cujos conceitos fundamentais poderiam, em tese, ser
aplicados aos processos biolo´gicos intracelulares.
1
2apresenta caracter´ısticas peculiares, entre elas destacam-se as grandes ﬂutuac¸o˜es te´rmi-
cas (que geram o movimento browniano) e um nu´mero de Reynolds3 muito pequeno [12].
Assim, a dinaˆmica da prote´ına na catraca pode ser considerada igual a` de uma part´ıcula
browniana superamortecida, ou seja, onde se pode negligenciar o termo inercial (acelera-
c¸a˜o) da equac¸a˜o de movimento, de maneira que as forc¸as geram diretamente velocidades
e na˜o acelerac¸o˜es. De fato, a inexisteˆncia deste termo inercial acaba implicando na na˜o
ocorreˆncia de caos nesses sistemas. Extensas reviso˜es podem ser encontradas nos tra-
balhos [12–14]. Ale´m das aplicac¸o˜es em transporte intracelular, outras aplicac¸o˜es como
a separac¸a˜o (pela massa) de part´ıculas coloidais4 em um potencial diele´trico assime´trico
periodicamente ligado e desligado [15], separac¸a˜o de DNA [16], e part´ıculas em geral [17],
movimentac¸a˜o direcionada de ce´lulas bem como separac¸a˜o de ce´lulas de diferentes tipos
(e.g. ce´lulas cancer´ıgenas e sauda´veis em um tumor) [18], e de maneira geral em sistemas
bidimensionais [19–25] podem ser encontradas.
Em 1996 foi publicado o primeiro trabalho considerando o termo de ine´rcia na equac¸a˜o
de movimento de uma catraca [26]. Sistemas como esse passaram enta˜o a ser denominados
“catracas de ine´rcia”5, e uma fenomenologia completamente nova passou a ser investigada.
A partir deste trabalho, as ﬂutuac¸o˜es te´rmicas passaram a na˜o ser mais consideradas
fundamentais na descric¸a˜o da dinaˆmica de uma catraca, e va´rios trabalhos posteriores con-
sideraram catracas inerciais puramente determin´ısticas. A caracter´ıstica mais marcante
que difere estes sistemas daqueles anteriormente estudados e´ a possibilidade do sistema
inercial exibir caos para part´ıculas conﬁnadas a apenas uma dimensa˜o espacial. Isso
porque o termo inercial aumenta a ordem da equac¸a˜o diferencial que descreve o movimento
da catraca, de maneira que a dinaˆmica passa a ser descrita por treˆs equac¸o˜es ordina´rias
de primeira ordem6. Com a possibilidade da ocorreˆncia de o´rbitas cao´ticas surge uma
nova fenomenologia de transporte em catracas de ine´rcia, em especial no que se refere ao
comportamento desse transporte em func¸a˜o dos paraˆmetros do sistema em questa˜o. Por
exemplo, quando se analisa o comportamento de catracas de ine´rcia em func¸a˜o de um de
seus paraˆmetros, muito comummente sa˜o observadas mu´ltiplas inverso˜es de velocidade,
3O nu´mero de Reynolds e´ uma medida da raza˜o entre as forc¸as inerciais que atuam em uma part´ıcula
e as forc¸as de viscosidade. Quando o nu´mero de Reynolds e´ grande, as forc¸as inerciais preponderam e, de
maneira informal, pode-se dizer que um objeto que foi acelerado deve manter o seu movimento por um
tempo considera´vel. Quando o nu´mero de Reynolds e´ pequeno, as forc¸as de origem viscosa preponderam
e qualquer velocidade gerada por uma forc¸a inercial rapidamente e´ levada a zero (ao cessar dessa forc¸a)
pela viscosidade do meio.
4Coloides sa˜o misturas heterogeˆneas (ainda que possam parecer homogeˆneas a olho nu) compostas por
um dispersante e um disperso, este u´ltimo constituindo um conjunto de part´ıculas chamadas de part´ıculas
coloidais. Entre os exemplos de coloides esta´ o leite, sangue, tinta, nuvem, fumac¸a etc.
5Em ingleˆs, “inertia ratchets”.
6Entre outros pre´-requisitos, para um sistema cont´ınuo apresentar caos e´ necessa´rio que sua dinaˆmica
seja descrita por, pelo menos, treˆs equac¸o˜es diferenciais ordina´rias de primeira ordem [27].
3sendo que o sentido e a intensidade do transporte pode ser ajustado atrave´s da escolha de
paraˆmetros. A origem destas inverso˜es foi posteriormente identiﬁcada com transic¸o˜es entre
dinaˆmicas perio´dica e cao´tica [28], e expandida considerando os fenoˆmenos de histerese
oriundos da coexisteˆncia de atratores7 [29]. Por ﬁm, a condic¸a˜o de multiestabilidade, i.e.
a existeˆncia de mais de um atrator no espac¸o de fase, pode possibilitar a separac¸a˜o de
part´ıculas de diferentes velocidades [30].
Os efeitos do ru´ıdo estoca´stico na dinaˆmica da catraca tambe´m foram abordados em
va´rios trabalhos [29, 31–36], onde, em geral, observou-se que o termo estoca´stico diminui a
eﬁcieˆncia da catraca, mas que as caracter´ısticas determin´ısticas do transporte sa˜o mantidas
ate´ certa intensidade de ru´ıdo. O papel dos modos aceleradores8 na dinaˆmica fracamente
amortecida, existentes no limite conservativo de algumas catracas, foi elucidado pelo tra-
balho [38]. De fato, em situac¸o˜es onde a dissipac¸a˜o e´ pequena, os modos aceleradores
acabam por difundir sua energia no espac¸o de fase e produzir altas velocidades cao´ticas.
No regime quaˆntico, as catracas foram estudadas nos trabalhos [39–42].
Curiosamente, na mesma e´poca em que os primeiros artigos sobre catracas comec¸aram
a aparecer, o primeiro trabalho investigando sistematicamente o espac¸o de paraˆmetros
(espac¸o vetorial formado pelos paraˆmetros de um sistema) de sistemas dinaˆmicos na˜o
lineares foi publicado. Neste trabalho, extensas regio˜es do espac¸o de paraˆmetros onde o
comportamento dinaˆmico era essencialmente perio´dico, as estruturas isoperio´dicas, foram
reportadas pela primeira vez para o mapa de He´non [43]. Estas estruturas consistem em
um padra˜o bifurcacional no espac¸o de paraˆmetros que aparece repetidamente, na˜o apenas
no mapa de He´non, mas em sistemas dinaˆmicos dissipativos em geral. Ao longo dos anos,
estruturas isoperio´dicas veˆm sendo reportadas em mapas [43–45], ﬂuxos [46–51] e experi-
mentos [52, 53], onde as quantidades avaliadas no espac¸o de paraˆmetros sa˜o geralmente
o per´ıodo e o maior expoente de Lyapunov (veja sec¸a˜o 2.2.3) das trajeto´rias. De fato, o
estudo do espac¸o de paraˆmetros de sistemas dinaˆmicos fornece uma visa˜o global dos tipos
de dinaˆmica que um dado sistema pode apresentar. No entanto, estas estruturas, ate´
enta˜o, nunca haviam sido vinculadas ao transporte direcionado que ocorre em catracas.
O estabelecimento deste v´ınculo compo˜e o maior objetivo desta dissertac¸a˜o. Como sera´
apresentado em detalhes nos cap´ıtulos decorrentes, muitos dos fenoˆmenos reportados na
literatura (e.g. inverso˜es de velocidade, intenso transporte no regime fracamente dissi-
pativo, platoˆs de velocidade constante, intervalos de velocidade varia´vel etc.) quando da
variac¸a˜o de um u´nico paraˆmetro podem ser melhor entendidos em termos dessas estru-
7Atratores constituem os estados assinto´ticos de sistemas dissipativos.
8“Modos aceleradores” constituem o´rbitas do limite conservativo que sa˜o perio´dicas se a posic¸a˜o x
e o momentum p forem consideradas varia´veis perio´dicas, e que aumentam o seu momentum por um
incremento proporcional ao per´ıodo de p a cada iterac¸a˜o [37].
4turas e dos conceitos a elas referentes constru´ıdos nos trabalhos ja´ citados. Ale´m disso,
uma ana´lise da eﬁcieˆncia energe´tica e difusiva no espac¸o de paraˆmetros indica que as
estruturas isoperio´dicas consistem nas regio˜es de transporte mais eﬁcazes, e a inclusa˜o
de ru´ıdo estoca´stico a` dinaˆmica comprova sua robustez frente a determinados ambientes
te´rmicos.
Esta dissertac¸a˜o foi organizada da seguinte maneira: No cap´ıtulo 2 e´ apresentada uma
revisa˜o conceitual de to´picos de dinaˆmica na˜o-linear e processos estoca´sticos, fundamen-
tais para a abordagem do tema proposto; no cap´ıtulo 3, uma pequena introduc¸a˜o teo´rica
sobre catracas e´ feita, os sistemas de estudo (um mapa e um ﬂuxo) e algumas de suas
propriedades sa˜o deduzidas, e os resultados nume´ricos para duas dinaˆmicas determin´ıs-
ticas9 sa˜o apresentados; no cap´ıtulo 4, o termo estoca´stico e´ inclu´ıdo na dinaˆmica dos
dois sistemas do cap´ıtulo 3, alguns resultados anal´ıticos sa˜o obtidos e novos resultados
nume´ricos sa˜o apresentados; por ﬁm, no cap´ıtulo 5 esta˜o as considerac¸o˜es ﬁnais.
9Temperatura nula.
Capı´tulo 2
Revisa˜o conceitual
2.1 Representac¸o˜es matema´ticas de sistemas dinaˆmi-
cos
Talvez a representac¸a˜o mais intuitiva da dinaˆmica de um sistema f´ısico seja as equac¸o˜es
diferenciais. Seja ele descrito por D varia´veis (vetor x) onde o tempo varia continuamente
(tal sistema e´ tambe´m chamado de ﬂuxo), sua evoluc¸a˜o temporal e´ descrita por
x˙ = F(x, t), (2.1)
onde o ponto acima da varia´vel x representa uma derivac¸a˜o no tempo. Este e´ um sistema
na˜o-autoˆnomo, pois as derivadas dependem explicitamente da varia´vel independente (t).
Introduzindo o tempo como uma das varia´veis dependentes do sistema (e.g. t′), ao con-
junto de D equac¸o˜es diferenciais ordina´rias representadas pela equac¸a˜o 2.1 e´ acrescentada
mais uma trivial,
d
dt
t′ = 1, (2.2)
que permite escrever o sistema na˜o-autoˆnomo da equac¸a˜o 2.1 como um sistema autoˆnomo
x˙ = F(x), (2.3)
onde se fez necessa´rio aumentar a dimensa˜o do sistema para D + 1 (x agora e´ um vetor
com D+ 1 varia´veis, as D antigas e t′). O espac¸o vetorial formado por todas as varia´veis
de um sistema cont´ınuo e´ chamado de espac¸o de fase.
5
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Alguns sistemas podem ser descritos por equac¸o˜es iterativas da forma
xn+1 = f(xn), (2.4)
onde o “tempo” n agora e´ uma varia´vel discreta. Tal representac¸a˜o e´ chamada de ma-
peamento, ou simplesmente mapa. Analogamente, o espac¸o vetorial formado por todas
as varia´veis de um mapeamento e´ chamado de espac¸o de fase. Embora mapas muitas
vezes na˜o sejam ta˜o intuitivos ﬁsicamente, sa˜o em geral muito mais simples de tratar
matematicamente e computacionalmente.
Em algumas situac¸o˜es e´ poss´ıvel obter um mapa que represente a dinaˆmica de um
ﬂuxo. O procedimento empregado para tanto e´ chamado de sec¸a˜o de Poincare´1 [27], e
esta´ representado na ﬁgura 2.1. Nesse procedimento, estabelece-se uma hipersuperf´ıcie
que intercepta o ﬂuxo, e se analisa a dinaˆmica do sistema pelas intersec¸o˜es entre a o´rbita
e a hipersuperf´ıcie. Claramente, a dimensa˜o da hipersuperf´ıcie, e portanto do sistema, e´
reduzida paraD−1 e o tempo e´ discretizado. A sec¸a˜o pode ser estabelecida analiticamente
em alguns casos, onde pelo menos uma das varia´veis do sistema cont´ınuo e´ perio´dica, e
pode ser integrada ao longo de um per´ıodo, o que sera´ feito mais adiante na subsec¸a˜o
3.2.1. Em outros casos, quando na˜o e´ poss´ıvel fazer a integrac¸a˜o mas ainda ha´ pelo menos
uma coordenada perio´dica, tal sec¸a˜o pode ser estabelecida computacionalmente.
Figura 2.1: Representac¸a˜o esquema´tica do estabelecimento de uma sec¸a˜o de Poincare´. As
linhas representam o ﬂuxo e as intersec¸o˜es entre as linhas e a hipersuperf´ıcie S formam a
trajeto´ria descrita pelo mapa.
Muitas das propriedades de sistemas dinaˆmicos sa˜o expressas pela matriz jacobiana
1Homenagem ao cientista franceˆs Joules H. Poincare´ (1854-1912), que em 1899 foi o primeiro a em-
pregar o me´todo no estudo do sistema de treˆs corpos que se atraem gravitacionalmente.
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desses sistemas, que sa˜o deﬁnidas de maneira diversa para ﬂuxos e mapas. Seja o ﬂuxo
deﬁnido pela equac¸a˜o 2.3, sua matriz jacobiana J e´
Ji,j =
∂Fi
∂xj
. (2.5)
Ja´ para o mapa da equac¸a˜o 2.4, a jacobiana e´ deﬁnida como
Ji,j =
∂fi
∂xj
, (2.6)
onde se omitiu o ı´ndice do tempo n. Por ﬁm, pode-se classiﬁcar tanto ﬂuxos quanto mapas
em sistemas conservativos e dissipativos. Para se entender este conceito, imagine que se
tome um ensemble de condic¸o˜es iniciais formando uma regia˜o com um hipervolume no
espac¸o de fase do sistema (mapa ou ﬂuxo). Atrave´s da evoluc¸a˜o temporal, este conjunto
de estados pode manter seu hipervolume ou enta˜o diminu´ı-lo, neste u´ltimo caso compri-
mindo a regia˜o do espac¸o de fase onde os estados podem distribuir-se. De fato, sistemas
conservativos sa˜o aqueles onde este hipervolume e´ conservado pela evoluc¸a˜o temporal en-
quanto em sistemas dissipativos este hipervolume deve diminuir com o passar do tempo
[37]. No caso de um ﬂuxo, seja o operador gradiente deﬁnido com as varia´veis do espac¸o
de fase
∇i = ∂
∂xi
, (2.7)
onde∇i se refere a` i-e´sima componente do operador gradiente∇ e xi a` i-e´sima componente
do vetor x. Enta˜o, um ﬂuxo conservativo e´ caracterizado por [54]
∇ · F(x) = 0, (2.8)
ja´ um ﬂuxo dissipativo por
∇ · F(x) < 0. (2.9)
Para mapas, deve-se considerar a matriz jacobiana. Em mapas conservativos, tem-se [54]
det(|J|) = 1, (2.10)
enquanto em mapas dissipativos
det(|J|) < 1. (2.11)
E´ importante observar ainda que todos os sistemas hamiltonianos, ou seja, sistemas cuja
evoluc¸a˜o temporal pode ser descrita pelas equac¸o˜es de Hamilton da Mecaˆnica, sa˜o con-
servativos.
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2.2 Sistemas dissipativos
Como ja´ discutido na sec¸a˜o anterior, sistemas dissipativos na˜o conservam o volume do
espac¸o de fase durante a evoluc¸a˜o temporal. De fato, o determinante da matriz jacobiana
J da transformac¸a˜o que constitui a evoluc¸a˜o dinaˆmica do sistema possui agora um valor
de mo´dulo menor que 1. Esta caracter´ıstica dos sistemas dissipativos acaba por torna´-los
assime´tricos no tempo.
Para ilustrar este u´ltimo ponto, pode-se considerar um sistema f´ısico de fato: imagi-
ne um colo´ide2 imerso no campo gravitacional da superf´ıcie terrestre, composto por um
dispersante (nesse caso, l´ıquido), e um disperso. Inicialmente, considere que as part´ıculas
ocupam todo ou um grande volume do dispersante, com uma distribuic¸a˜o qualquer de
velocidades, como apresentado na ﬁgura 2.2. Este estado inicial das part´ıculas deve cor-
responder a um hipervolume no espac¸o de fase, dependente da distribuic¸a˜o de posic¸o˜es e
velocidades. A` medida em que o tempo passa, independentemente do estado inicial,
as part´ıculas va˜o se concentrando mais e mais no mı´nimo de potencial do recipiente que
as conte´m, e o estado assinto´tico tem sempre um hipervolume muito menor3. A` rigor, se
a temperatura e´ nula, classicamente todas as part´ıculas (sendo consideradas pontuais) es-
tariam no estado ﬁnal (q = 0,p = 0), que constitui um ponto ﬁxo (veja a subsec¸a˜o 2.2.1)
de hipervolume nulo no espac¸o de fase. A assimetria temporal pode ser percebida de uma
forma bem intuitiva ao se imaginar que este processo foi ﬁlmado e depois apresentado
duas vezes, uma delas de “tra´s para a frente” e outra com o tempo ﬂuindo normalmente.
Um espectador poderia dizer qual das ﬁlmagens representa o processo f´ısico em questa˜o.
Outra forma, menos intuitiva pore´m mais direta de se perceber a assimetria temporal
nesse sistema e´ atrave´s de sua equac¸a˜o de movimento. Part´ıculas coloidais como essas
que foram consideradas nesse exemplo respeitam, como qualquer part´ıcula browniana, a
2Colo´ides sa˜o misturas heterogeˆneas (ainda que possam parecer homogeˆneas a olho nu) compostas por
um dispersante e um disperso, este u´ltimo constituindo um conjunto de part´ıculas chamadas de part´ıculas
coloidais. Part´ıculas coloidais possuem dimenso˜es t´ıpicas entre 1nm a 1µm [55], sendo grandes demais
para dissolverem-se pore´m pequenas o suficiente para serem consideradas part´ıculas brownianas. Entre
os exemplos de colo´ides esta´ o leite, sangue, tinta, nuvem, fumac¸a etc.
3Deve-se considerar para esta discussa˜o colo´ides cujo disperso e´ constitu´ıdo de part´ıculas com dimen-
so˜es t´ıpicas maiores que 103A˚(caso contra´rio correntes de convecc¸a˜o casuais e choques com as part´ıculas
do meio podem impedir a sedimentac¸a˜o [55]). Ja´ que a energia associada ao grau de liberdade da coor-
denada z e´ mgz, e que a energia das excitac¸o˜es te´rmicas t´ıpicas e´ da ordem de kBT , a extensa˜o t´ıpica
de equil´ıbrio no eixo z deve ser enta˜o da ordem de kBT/mg (claramente, no exemplo tambe´m deve se
considerar que a distribuic¸a˜o inicial na coordenada z em muito exceda kBT/mg).
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Figura 2.2: Recipiente onde se encontra um colo´ide cujo dispersante e´ l´ıquido. As esferas
vermelhas representam as part´ıculas do disperso, e as ﬂechas indicam os processos que
ocorreriam com o tempo ﬂuindo positivamente (verde) e negativamente (vermelho). Note
que o recipiente possui um mı´nimo de potencial composto por um u´nico ponto x = 0.
equac¸a˜o de Langevin4
mx¨ = −λx˙+ (Femp − gm)kˆ, (2.12)
onde g e´ a acelerac¸a˜o da gravidade na superf´ıcie terrestre, Femp e´ o mo´dulo da forc¸a de
empuxo, λ e´ o coeﬁciente de viscosidade do ﬂuido e se considerou a temperatura T = 0. Se
o tempo t e´ invertido (t→ −t), x¨→ x¨ mas x˙→ −x˙, ou seja, a equac¸a˜o de movimento na˜o
e´ invariante por uma inversa˜o de tempo e, consequentemente, na˜o ha´ simetria temporal.
Ha´ ainda outros sistemas dissipativos que podem facilmente ser encontrados em dis-
ciplinas de F´ısica ba´sica como, por exemplo, aqueles em que ha´ deslizamento com atrito
[56] e circuitos RLC (compostos por resisteˆncia(s), indutaˆncia(s) e capacitor(es)) [57].
4Neste ponto admitiu-se que o processo de dissipac¸a˜o e´ markoviano, para mais detalhes veja a sec¸a˜o
2.3. Ale´m disso, formalmente, uma equac¸a˜o que na˜o possua o termo te´rmico na˜o pode ser considerada
uma equac¸a˜o de Langevin. Assim, a equac¸a˜o 2.12 deve ser entendida como o comportamento assinto´tico
de uma equac¸a˜o de Langevin para o limite em que T → 0.
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2.2.1 Atratores
Como ja´ foi explanado no in´ıcio desta sec¸a˜o, sistemas dissipativos, em geral, possuem
uma evoluc¸a˜o dinaˆmica assime´trica no tempo, contraindo o volume do espac¸o de fase
(quando se considera a evoluc¸a˜o de um ensemble). Uma pergunta natural seria, para
onde a dinaˆmica leva este ensemble? Existe um conjunto invariante no espac¸o de fase para
onde as condic¸o˜es iniciais sa˜o levadas pela evoluc¸a˜o temporal, isto e´, um comportamento
dinaˆmico assinto´tico? A resposta a essa pergunta e´ sim, e o conjunto invariante para onde
as condic¸o˜es iniciais convergem e´ chamado de atrator.
Com algum rigor matema´tico, pode-se levar essa noc¸a˜o a` deﬁnic¸a˜o de atrator. Por
simplicidade, sera´ considerado um espac¸o localmente compacto X5, o espac¸o de fase, e
uma func¸a˜o f(X) → X, o mapeamento que dita a dinaˆmica do sistema. Seja enta˜o o
subespac¸o compacto T ⊂ X tal que f(T ) ⊂ T , a intersecc¸a˜o A dos conjuntos
T ⊃ f(T ) ⊃ f(f(T )) ⊃ ... (2.13)
e´ chamada atrator [58] e e´ invariante (f(A) = A), ou seja, sempre e´ mapeada em si
pro´pria. O signiﬁcado da expressa˜o f(A) = A e´ um tanto sutil: aplicando-se f a todos
os pontos que compo˜em A se tem novamente A, e isso deﬁne um conjunto invariante. A
bacia de atrac¸a˜o do atrator A (B(A)), e´ o conjunto de pontos que e´ levado para A pela
evoluc¸a˜o temporal. Obviamente, T ⊂ B(A). Assim, pode-se entender um atrator como
um conjunto invariante que possui uma bacia de atrac¸a˜o6. A deﬁnic¸a˜o de atrator para
sistemas cont´ınuos e´ ana´loga, onde se substitui o mapeamento pelas equac¸o˜es diferenciais
que determinam a dinaˆmica nesse caso [60, 61].
Existem diversas caracter´ısticas que podem ser utilizadas para classiﬁcar atratores.
No que se refere a esta dissertac¸a˜o, as classiﬁcac¸o˜es mais importantes sera˜o:
1. Quanto a` sua dinaˆmica, eles podem ser perio´dicos, quasi-perio´dicos ou cao´ticos.
2. Quanto a` sua estabilidade, sua bacia de atrac¸a˜o pode envolver parcialmente ou
totalmente o espac¸o de fase.
5Um espac¸o e´ localmente compacto se na˜o possui “buracos” em sua estrutura, ou seja, se sempre e´
poss´ıvel definir um subespac¸o E fechado e limitado em que qualquer sequeˆncia infinita de nu´meros dentro
de E leve a um nu´mero pertencente a E. Por exemplo, um subespac¸o aberto na˜o e´ compacto pois uma
sequeˆncia infinita de nu´meros dentro desse subespac¸o pode levar um nu´mero pertencente a sua borda.
De maneira ana´loga, um subespac¸o ilimitado tambe´m na˜o e´ compacto pois existem sequeˆncias infinitas
de nu´meros que divergem. Todavia, um espac¸o ilimitado pode ser considerado localmente compacto na
medida em que seus subespac¸os limitados sa˜o compactos.
6De fato, podem haver conjuntos invariantes que na˜o possuam uma bacia de atrac¸a˜o associada, como
as o´rbitas perio´dicas insta´veis e os repulsores cao´ticos [27, 59].
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O ponto 1 esta´ relacionado a` questa˜o de previsibilidade em sistemas dinaˆmicos. Segundo
[27], um atrator e´ dito cao´tico se a o´rbita correspondente e´ limitada no espac¸o de fase e se
possui dependeˆncia sens´ıvel a`s condic¸o˜es iniciais, ou seja, se duas o´rbitas muito pro´ximas
se afastam exponencialmente com o decorrer do tempo (o conceito de dependeˆncia sens´ıvel
sera´ deﬁnido precisamente na subsec¸a˜o 2.2.3). Atratores na˜o-cao´ticos sa˜o chamados de
regulares, e eles podem ser perio´dicos ou quasi-perio´dicos. Um atrator perio´dico e´ uma
o´rbita fechada, ja´ a o´rbita referente a um atrator quasi-perio´dico nunca se fecha sobre si
mesma.7.
O ponto 2 esta´ relacionado a` existeˆncia e extensa˜o de uma bacia de atrac¸a˜o. Como ja´
foi visto nesta mesma subsec¸a˜o, para que um conjunto no espac¸o de fase possa ser iden-
tiﬁcado como um atrator, e´ necessa´rio que ele possua uma bacia de atrac¸a˜o, por menor
que ela seja. De fato, em situac¸o˜es onde ha´ um atrator cuja bacia de atrac¸a˜o na˜o envolve
todo o espac¸o de fase tambe´m ha´, pelo menos, duas dinaˆmicas assinto´ticas distintas de-
pendentes da regia˜o do espac¸o de fase onde se escolhe a condic¸a˜o inicial do sistema. A
situac¸a˜o onde coexistem (pelo menos) dois atratores e´ chamada de multiestabilidade.
Por ﬁm, note que como sistemas conservativos preservam o volume de um ensemble
no espac¸o de fase, embora seja poss´ıvel ter conjuntos invariantes, e´ imposs´ıvel que esses
conjuntos possuam uma bacia de atrac¸a˜o associada. Estes conjuntos, portanto, na˜o sa˜o
considerados atratores. Todavia, sistemas hamiltonianos ainda podem apresentar, nesses
mesmos conjuntos, dinaˆmicas cao´tica, perio´dica e quasi-perio´dica8.
2.2.2 Estabilidade linear de estados estaciona´rios e o´rbitas pe-
rio´dicas
Nesta subsec¸a˜o, sera´ discutida a estabilidade das soluc¸o˜es estaciona´rias e perio´dicas
em sistemas dinaˆmicos, seguindo a abordagem adotada na refereˆncia [27]. Inicialmente,
considere uma soluc¸a˜o estaciona´ria de um sistema de equac¸o˜es diferenciais autoˆnomo
deﬁnido por
x˙ = F(x), (2.14)
ou seja, a soluc¸a˜o estaciona´ria e´ xest que obedece F(xest) = 0. Como se quer analisar o
comportamento na regia˜o imediatamente pro´xima a` soluc¸a˜o, faz-se
x(t) = xest + δ(t), (2.15)
7Para mais detalhes sobre os tipos de atratores e sua ocorreˆncia se sugere a refereˆncia [27].
8Para mais detalhes sobre os tipos de dinaˆmica em sistemas conservativos e´ indicada a refereˆncia [37]
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e se assume que δ(t) e´ pequeno. De fato, derivando a equac¸a˜o 2.15 no tempo se obte´m
x˙(t) = δ˙(t). (2.16)
Expandindo F(x) em torno da soluc¸a˜o estaciona´ria obte´m-se
F(xest + δ(t)) = F(xest) + Jf (xest) · δ +O(δ2), (2.17)
onde F(xest) = 0, Jf e´ a jacobiana do ﬂuxo (o ı´ndice f refere-se a ﬂuxo) e se pode descartar
O(δ2). Assim, da equac¸a˜o 2.14 obte´m-se
dδ
dt
= Jf (xest) · δ. (2.18)
Supo˜e-se enta˜o uma soluc¸a˜o do tipo
δ(t) = Auˆest, (2.19)
onde A e´ uma constante deﬁnida pela condic¸a˜o inicial, uˆ e´ um vetor unita´rio e A, uˆ e s sa˜o,
em geral, pertencentes ao conjunto dos nu´meros complexos. Substituindo esta soluc¸a˜o na
equac¸a˜o 2.18, obte´m-se uma equac¸a˜o de auto-valor,
suˆ = Jf uˆ, (2.20)
de maneira que os D (dimensionalidade do sistema) valores poss´ıveis de s respeitam a
equac¸a˜o secular
det(Jf − sI) = 0. (2.21)
Como Jf e´ uma matriz real, os coeﬁcientes do polinoˆmio de grau D deﬁnido pela equac¸a˜o
acima sa˜o reais, e as suas soluc¸o˜es sa˜o reais ou se apresentam em pares de nu´meros
complexos conjugados. Ale´m disso, pelo fato da equac¸a˜o 2.18 ser linear, o teorema da
unicidade assegura que as soluc¸o˜es encontradas sa˜o u´nicas e uma soluc¸a˜o geral pode ser
expressa por
δ(t) =
D∑
j=1
Ajuˆje
sjt. (2.22)
Seria interessante obter uma base real para representar a soluc¸a˜o, pois δ(t) e´ uma quan-
tidade real. Para tanto, se sk na˜o e´ real, pode-se deﬁnir as func¸o˜es
gk =
1
2
(uˆke
skt + uˆk+1e
sk+1t), (2.23)
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gk+1 =
1
2i
(uˆke
skt − uˆk+1esk+1t), (2.24)
onde k e´ ı´mpar e se organiza as func¸o˜es tal que sk = s
∗
k+1 e, consequentemente, uˆk = uˆ
∗
k+1.
Ainda deﬁne-se uˆ = eR + eIi e s = σ − ωi. Como consequeˆncia, pode-se reescrever as
func¸o˜es gk e gk+1 como
gk = e
σkt
[
eRk cos(ωkt) + e
I
k sen(ωkt)
]
, (2.25)
gk+1 = e
σkt
[
eIk cos(ωkt)− eRk sen(ωkt)
]
, (2.26)
que sa˜o reais e constituem bases do espac¸o de func¸o˜es que deﬁnem a soluc¸a˜o de δ. Por
ﬁm, se sl e´ real, escreve-se simplesmente gl = ele
σlt, onde obrigatoriamente el e´ real, de
maneira que se pode escrever ﬁnalmente
δ(t) =
N∑
j=1
Bjgj(t), (2.27)
onde os novos coeﬁcientes Bj sa˜o agora reais (porque as func¸o˜es de base sa˜o reais e δ e´
real). Olhando para as equac¸o˜es 2.25 2.26 2.27, uma interpretac¸a˜o muito clara pode ser
dada a` natureza das soluc¸o˜es de δ(t): para sj real, condic¸o˜es iniciais (CIs) pro´ximas a x
∗
convergem (sj < 0) ou divergem (sj > 0) exponencialmente no subespac¸o deﬁnido pela
direc¸a˜o uˆj; para sj com parte imagina´ria na˜o nula, x(t) rotaciona em torno de x
∗ no plano
formado pelos vetores eRj e e
I
j , e o raio da o´rbita converge para (σj < 0) ou diverge de
(σj > 0) zero. Assim, se uma soluc¸a˜o estaciona´ria possui pelo menos um sj com parte
real positiva enta˜o ela tambe´m possui um subespac¸o por onde possa divergir e a soluc¸a˜o
e´ considerada insta´vel. Caso contra´rio, a soluc¸a˜o e´ esta´vel.
Faz sentido agora que se discuta a estabilidade de o´rbitas perio´dicas. Novamente,
deﬁne-se
x(t) = x∗(t) + δ(t), (2.28)
onde agora x∗(t) = x∗(t + τ), sendo τ o per´ıodo da o´rbita. Derivando no tempo e
expandindo em δ (pequeno) obte´m-se analogamente
dδ
dt
= Jf (x
∗(t)) · δ, (2.29)
em que a diferenc¸a agora e´ que Jf na˜o e´ mais constante, mas sim perio´dico no tempo
com per´ıodo τ . As soluc¸o˜es para essa equac¸a˜o diferencial podem ser apresentadas na
forma de Floquet Auˆ(t)est [27], onde uˆ(t) = uˆ(t + τ). Muito embora obter as soluc¸o˜es
seja um trabalho muito mais dif´ıcil, ﬁca simples obter que s = 0 e´ sempre um dos valores
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poss´ıveis. Para visualizar este fato, basta derivar no tempo a equac¸a˜o de movimento
dx∗(t)/dt = F(x∗(t)), no que se obte´m
de0(t)/dt = Jf (x
∗(t)) · e0(t), (2.30)
onde e0 = dx
∗(t)/dt. Note que esta u´ltima equac¸a˜o e´ do mesmo tipo que a equac¸a˜o 2.29,
de maneira que e0 e´ uma das soluc¸o˜es de δ. Esta soluc¸a˜o e´ um vetor real tangente a` o´rbita
perio´dica x∗(t) e, portanto, tambe´m e´ perio´dico. Por ser uma soluc¸a˜o real, s na˜o possui
parte imagina´ria, e por ser perio´dica, s na˜o possui parte real de maneira que s = 0.
Por ﬁm, e´ poss´ıvel ainda construir uma sec¸a˜o de Poincare´ em t = nτ , com n ∈ Z, de
maneira que se obtenha um mapa M(X) com o ponto ﬁxo X∗ correspondente a x∗(nτ)
(na˜o se pode estabelecer uma igualdade pois X∗ possui dimensa˜o D− 1). Linearizando-o
em torno de X∗ atrave´s da deﬁnic¸a˜o xn = X
∗ +∆n, com ∆n pequeno, chega-se em
∆n+1 = Jm(X
∗) ·∆n, (2.31)
onde Jm e´ a jacobiana do mapa (o ı´ndice m refere-se a mapa). Aqui, novamente se pode
decompor ∆n atrave´s dos autovetores de Jm e o problema reduz-se a uma equac¸a˜o de
auto-valor, de maneira que a equac¸a˜o secular associada
det(Jm − λI) = 0, (2.32)
deve fornecer D − 1 valores para λj de maneira que subespac¸os esta´veis esta˜o associados
aos autovetores correspondentes a |λj| < 1 e subespac¸os insta´veis aos autovetores corres-
pondentes a |λj| > 1. Pode-se tambe´m obter o crite´rio de estabilidade para uma o´rbita
perio´dica neste mapa. Seja uma o´rbita de per´ıodo q, composta por q pontos X∗i , onde i
varia de 1 ate´ q, enta˜o ela sera´ um ponto ﬁxo do mapa iterado q vezes,
X∗i =M(M(M...M(X
∗
i )))...), (2.33)
de maneira que o racioc´ınio para analisar-se a estabilidade desta o´rbita e´ ana´logo. Todavia,
deve-se notar que a matriz jacobiana do mapa resultante da composic¸a˜o das q iterac¸o˜es
na˜o e´ Jm mas J
(q)
m = Jm(X
∗
1 )Jm(X
∗
2 )...Jm(X
∗
q ). Assim, procura-se agora pelos autovalores
e autovetores de J
(q)
m e na˜o de Jm. Por ﬁm, muito embora esses resultados tenham sido
obtidos para um mapa que se originou de um ﬂuxo via sec¸a˜o de Poincare´, eles estendem-se
a todos os tipos de mapas, mesmo aqueles que na˜o sa˜o obtidos a partir de um ﬂuxo.
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2.2.3 Dependeˆncia sens´ıvel a`s condic¸o˜es iniciais e expoente de
Lyapunov
Imagine que se tome duas condic¸o˜es iniciais de um dado sistema muito pro´ximas uma
da outra no espac¸o de fase, e que ambas sejam deixadas evoluir no tempo. Seja ainda a
distaˆncia inicial entre elas η(0). Entende-se que esse sistema possui dependeˆncia sens´ıvel
a`s condic¸o˜es iniciais caso a distaˆncia entre as duas trajeto´rias geradas a partir das duas
condic¸o˜es iniciais cresc¸a exponencialmente com o tempo, ou seja, que
|η(t)|
|η(0)| ∼ e
Λt. (2.34)
Exige-se que as o´rbitas do sistema que se quer analisar sejam limitadas no espac¸o de
fase, no intuito de evitar que se considere sensivelmente dependente a`s condic¸o˜es iniciais
um sistema que simplesmente esta´ se expandindo exponencialmente [27]. Assim, o perﬁl
exponencial do distanciamento vale para distaˆncias muito menores do que as dimenso˜es do
atrator. Por ﬁm, ainda ha´ sistemas cujas trajeto´rias oriundas de condic¸o˜es iniciais muito
pro´ximas se afastam com um perﬁl na˜o-exponencial (linear, por exemplo). Entende-se
que estes sistemas tambe´m na˜o possuem dependeˆncia sens´ıvel a`s condic¸o˜es iniciais.
A propriedade de sensibilidade a`s condic¸o˜es iniciais e´ muito importante no contexto
da dinaˆmica na˜o linear dissipativa, porque deﬁne se um dado atrator e´ regular ou cao´tico9.
Uma maneira de quantiﬁcar essa sensibilidade e´ determinar o expoente associado ao cresci-
mento da distaˆncia entre duas trajeto´rias inicialmente muito pro´ximas. Para entender a
origem desse expoente, considere um mapa de dimensa˜o D, xn+1 = f(xn), cuja matriz
jacobiana associada seja J(xn). Considere tambe´m o vetor com componentes inﬁnitesi-
mais∆n que fornece o distanciamento entre duas trajeto´rias inicialmente muito pro´ximas
apo´s n iterac¸o˜es, de maneira que ∆0 fornec¸a o distanciamento inﬁnitesimal entre as suas
condic¸o˜es iniciais. E´ claro que, em analogia com a equac¸a˜o 2.31,
∆n+1 = J(xn)∆n. (2.35)
Seja enta˜o
Jn = J(xn)...J(x0), (2.36)
de maneira que
∆n+1 = Jn∆0. (2.37)
9Esta propriedade ja´ na˜o e´ suficiente para caracterizar conjuntos na˜o atrativos que constituem os
transientes. Para maiores detalhes, consulte a refereˆncia [59].
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Poder-se-ia imaginar enta˜o que, a cada direc¸a˜o deﬁnida pelo vetor unita´rio uˆ0 =∆0/|∆0|,
deﬁnido pelo distanciamento inﬁnitesimal inicial entre as duas condic¸o˜es iniciais, haveria
um expoente associado. Como sa˜o inﬁnitas as poss´ıveis direc¸o˜es para as quais apontam
uˆ0, haveria inﬁnitos expoentes do tipo
Λ = lim
n→∞
(
1
n
ln|Jnuˆ0|
)
. (2.38)
Isto na˜o parece muito razoa´vel: para que o expoente deﬁnido pela equac¸a˜o 2.38 seja
u´til como uma medida da dependeˆncia sens´ıvel em relac¸a˜o a`s condic¸o˜es iniciais, faz-se
fundamental que na˜o dependa de uˆ0. Neste sentido, pode-se deﬁnir Hn = (Jn)
TJn, de
maneira que a equac¸a˜o 2.38 pode ser reescrita como
Λ = lim
n→∞
(
1
2n
ln|uˆ0THnuˆ0|
)
. (2.39)
Note que como Jn e´ uma matriz real, a sua conjugac¸a˜o hermitiana (denotada pelo s´ımbolo
†) e´ equivalente a uma transposic¸a˜o, logo
Hn
† =
(
Jn
TJn
)†
= (Jn)
†
(
Jn
T
)†
= Jn
TJn = Hn, (2.40)
ou seja, a matriz Hn e´ hermitiana e, consequentemente, seus autovalores sa˜o reais. Esco-
lhendo uˆ0 como um dos autovetores normalizados ej deHn, obter-se-a´ Λj = (2n)
−1 ln(Hj,n),
onde Hj,n com j = 1, ..., D sa˜o os autovalores reais associados a Hn e se omitiu o fato de
n tender ao inﬁnito. Estejam os autovalores ainda organizados da seguinte maneira
Λ1 > Λ2 > ... > ΛD, (2.41)
onde se supoˆs por simplicidade que todos os expoentes sa˜o diferentes uns dos outros,
pode-se escrever um versor gene´rico uˆ0 =
∑D
j=1 ajej, de maneira que
Λ = lim
n→∞
[
1
2n
ln
(
D∑
j=1
a2j exp(2nΛj)
)]
= ln
 limn→∞
( D∑
j=1
a2j exp(2nΛj)
) 1
2n
 . (2.42)
Tem-se que a exponencial com o maior expoente (λ1) na equac¸a˜o 2.42 prepondera em
relac¸a˜o aos outros termos, de tal forma que
ln
{
lim
n→∞
[(
a21 exp(2nΛ1)
) 1
2n
]}
= lim
n→∞
(
ln a1
n
+ λ1
)
= λ1. (2.43)
Os nu´meros reais Λj sa˜o conhecidos por expoente de Lyapunov, enquanto Λ1 e´ o maior
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expoente de Lyapunov e determina se a dinaˆmica do sistema e´ regular ou cao´tica10.
A deduc¸a˜o acima vale para sistemas discretos, mas argumentos muito semelhantes
podem ser aplicados a sistemas cont´ınuos [27]. De fato, muito embora esta demonstrac¸a˜o
sugira ser poss´ıvel, em princ´ıpio, obter os expoentes de Lyapunov analiticamente, na
pra´tica eles sa˜o obtidos numericamente atrave´s de te´cnicas espec´ıﬁcas [63].
2.2.4 Bifurcac¸o˜es
As equac¸o˜es que governam a dinaˆmica de um dado sistema sa˜o constitu´ıdas por duas
classes de quantidades, as varia´veis que, em geral, variam com o passar do tempo e
representam o estado do sistema na mecaˆnica cla´ssica, e os paraˆmetros que sa˜o quantidades
ﬁxas no tempo. Para entender melhor o conceito de paraˆmetro, e´ construtivo utilizar um
exemplo: em um circuito RLC, cuja equac¸a˜o diferencial e´
I¨ + λI˙ + ω20I = 0, (2.44)
a varia´vel e´ a corrente I e os paraˆmetros sa˜o
ω0 =
1√
LC
, (2.45)
λ =
R
L
, (2.46)
e onde R e´ a resisteˆncia, L e´ a indutaˆncia e C a capacitaˆncia. Aqui, foram escolhidos
ω0 e λ como paraˆmetros por uma questa˜o de convenieˆncia [57], mas poderiam ter sido
igualmente escolhidos R e L sem problema algum. De fato, experimentalmente, variando-
se a resisteˆncia e a indutaˆncia, variam-se tambe´m os paraˆmetros, ou seja, os paraˆmetros
representam uma especiﬁcac¸a˜o do sistema, modelam suas caracter´ısticas sem modiﬁcar
fundamentalmente o sistema em si: na˜o importa o valor dos paraˆmetros do referido sis-
tema, ele sempre sera´ um circuito RLC.
No entanto, algumas mudanc¸as bruscas no comportamento de sistemas dinaˆmicos po-
dem ser induzidas pela modulac¸a˜o dos paraˆmetros. De fato, conjuntos invariantes podem
mudar a sua estabilidade ou mesmo serem criados. Ale´m disso, a prefereˆncia de um sis-
tema dissipativo por ﬁcar em um dado estado na˜o depende apenas do valor dos paraˆmetros
envolvidos, mas tambe´m da maneira com a qual eles foram variados [54], dando origem a
10Note que, a princ´ıpio, os expoentes de Lyapunov devem depender da condic¸a˜o inicial (pois a matriz
Jn depende). Todavia, o teorema de Osedelec [62] garante que os expoentes sera˜o os mesmos para
praticamente todas as condic¸o˜es iniciais dentro de uma bacia de atrac¸a˜o, com excec¸a˜o de algumas o´rbitas
perio´dicas insta´veis imersas na bacia.
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um fenoˆmeno chamado histerese. Os fenoˆmenos de criac¸a˜o e mudanc¸a de estabilidade, no
que concerne a` dinaˆmica regular, sa˜o coletivamente chamados de bifurcac¸o˜es, e aqui sera˜o
descritas as duas mais comuns e tambe´m presentes nos sistemas que sera˜o abordados nos
pro´ximos cap´ıtulos. Por simplicidade, sera´ adotado o contexto de sistemas discretos para
a discussa˜o das bifurcac¸o˜es11.
Quando atrave´s da variac¸a˜o de um ou mais paraˆmetros de um sistema criam-se duas
o´rbitas perio´dicas diz-se que houve uma bifurcac¸a˜o sela-no´12 [64]. Para ilustrar este
conceito, uma bifurcac¸a˜o muito comum desse tipo esta´ representada na ﬁgura 2.3 a), em
um tipo de diagrama chamado diagrama de bifurcac¸a˜o. Neste diagrama, o valor de uma
das varia´veis v dos dois u´nicos pontos ﬁxos13 de um dado sistema sa˜o plotados em func¸a˜o
de um paraˆmetro gene´rico p. Em linha cont´ınua esta´ representada a o´rbita esta´vel, em
descont´ınua, a insta´vel. A` direita de p = 0 na˜o existem pontos ﬁxos e a` esquerda existem
dois. Por esse motivo, diz-se que no ponto p = 0, onde os dois pontos ﬁxos coincidem,
ocorreu uma bifurcac¸a˜o sela-no´. E´ importante observar tambe´m que, muito embora este
exemplo tenha representado a bifurcac¸a˜o sela-no´ para uma o´rbita perio´dica de per´ıodo
q = 1, tal bifurcac¸a˜o existe para o´rbitas de qualquer per´ıodo.
Tambe´m e´ uma situac¸a˜o t´ıpica uma dada o´rbita perio´dica esta´vel de per´ıodo q tornar-
se insta´vel com a variac¸a˜o de um ou mais paraˆmetros, sendo enta˜o criada uma o´rbita
esta´vel de per´ıodo 2q. Em uma situac¸a˜o como esta, diz-se que houve uma bifurcac¸a˜o
por dobramento de per´ıodo [65]. Na ﬁgura 2.3 b) tal bifurcac¸a˜o e´ exempliﬁcada: um
ponto ﬁxo que a` esquerda de p = 0 era esta´vel (linha cont´ınua) torna-se insta´vel (linha
descont´ınua) a` direita de p = 0, dando origem origem a uma o´rbita perio´dica esta´vel de
per´ıodo q = 2 (duas linhas cont´ınuas). E´ importante ressaltar que os dois valores de
v que surgem a partir de p = 0 e se estendem para p > 0 devem ser entendidos como
pertencentes a uma u´nica o´rbita.
Existe uma maneira anal´ıtica para determinar o valor dos paraˆmetros para os quais
ha´ uma bifurcac¸a˜o, e que tipo de bifurcac¸a˜o ocorrera´ tambe´m. O surgimento de um
ponto ﬁxo xPF em um mapa esta´ associado aos autovalores de sua jacobiana. De fato,
em uma bifurcac¸a˜o do tipo sela-no´ deve-se ter uma jacobiana J(xPF) com pelo menos um
autovalor λ = 1 [64]. Ja´ para a bifurcac¸a˜o por dobramento de per´ıodo exige-se pelo menos
um autovalor da matriz jacobiana λ = −1. Por ﬁm, talvez o resultado anal´ıtico mais
surpreendente de todos, no que se refere a bifurcac¸o˜es, seja que algumas delas possuem
11Para uma o´tima revisa˜o sobre bifurcac¸o˜es em sistemas cont´ınuos, sugere-se a refereˆncia [54].
12Note que a existeˆncia da bifurcac¸a˜o independe do sentido de variac¸a˜o dos paraˆmetros: poder-se-ia
igualmente definir a ocorreˆncia de uma bifurcac¸a˜o sela-no´ no caso de uma destruic¸a˜o de duas o´rbitas
perio´dicas, atrave´s de uma colisa˜o entre ambas.
13Um ponto fixo e´ uma o´rbita perio´dica de um mapa cujo per´ıodo q = 1.
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Figura 2.3: Em (a) esta´ representada uma bifurcac¸a˜o sela-no´, e em (b) uma bifurcac¸a˜o
por dobramento de per´ıodo, onde os dois valores de v esta´veis que surgem em p = 0 devem
ser entendidos como pertencentes a uma u´nica o´rbita de per´ıodo 2. Em ambas as ﬁguras,
linhas cont´ınuas representam o´rbitas esta´veis e linhas descont´ınuas o´rbitas insta´veis.
uma dinaˆmica caracter´ıstica universal que reduz o sistema D-dimensional a um simples
mapeamento unidimensional nos seus arredores14 atrave´s do teorema da variedade central
[66]. Para o caso da bifurcac¸a˜o sela-no´, o sistema reduz-se a [64]
xn+1 = a+ xn + bx
2
n, (2.47)
que e´ chamada de forma normal para a bifurcac¸a˜o sela-no´.
2.3 Processos estoca´sticos
Ate´ enta˜o foram apresentados nesta sec¸a˜o sistemas determin´ısticos, ou seja, sistemas
cuja evoluc¸a˜o temporal segue uma regra ﬁxa como um mapeamento ou um conjunto
de equac¸o˜es diferenciais. Todavia, alguns sistemas apresentam equac¸o˜es determin´ısticas
muito complexas como ﬂuidos (a n´ıvel microsco´pico), ou mesmo desconhecidas como situ-
ac¸o˜es com as quais lidam a a´rea de econof´ısica [67, 68], eventos cuja probabilidade segue
a lei de Poisson como erros de digitac¸a˜o em uma pa´gina, falhas de funcionamento em
ma´quinas, chegada de consumidores em um estabelecimento [69], entre tantos outros.
Contudo, as varia´veis dinaˆmicas desses sistemas complexos muitas vezes podem ser mo-
deladas como aleato´rias, respeitando uma densidade de probabilidade, e assim pode-se
escrever uma equac¸a˜o estoca´stica para a sua evoluc¸a˜o com a inclusa˜o de termos estoca´sti-
cos. Um exemplo cla´ssico de tal classe de equac¸o˜es e´ a pro´pria equac¸a˜o de Langevin 2.12
onde agora se considera a temperatura no problema unidimensional e se desconsidera os
14No caso de fluxos, os sistemas sa˜o reduzidos a uma dinaˆmica cont´ınua unidimensional [54].
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efeitos do campo gravitacional
mx¨ = −λx˙+
√
2kBTξ(t). (2.48)
Nesse caso, as me´dias sobre todas as realizac¸o˜es do ru´ıdo 〈ξ(t)〉 = 0 e 〈ξ(t)2〉 = 1, e a
distribuic¸a˜o de ξ(t) e´ gaussiana. De uma maneira mais formal, seja a varia´vel aleato´ria
cont´ınua A(t) associada a` densidade de probabilidade ρ(A; t), a probabilidade de se obter
no tempo t a varia´vel aleato´ria entre A e A + dA e´ ρ(A; t)dA. Deﬁne-se tambe´m a pro-
babilidade conjunta ρ(An; tn|...|A1; t1), onde os tempos esta˜o organizados de maneira que
tn > ... > t1. Esta func¸a˜o descreve a probabilidade de se obter uma sequeˆncia espec´ıﬁca
de valores da varia´vel A em tempos deﬁnidos. A priori, a probabilidade conjunta na˜o
pode ser obtida meramente pelo conhecimento de ρ(A; t) pois pode haver uma correlac¸a˜o
entre os valores de A nos tempos ti e ti+1 por exemplo.
Um processo markoviano e´ um processo estoca´stico cuja probabilidade de eventos
futuros depende apenas dos eventos atuais. Assim, dada a densidade de probabilidade de
transic¸a˜o da varia´vel aleato´ria do valor A0 em t0 para A em t, p(A; t|A0; t0), ou seja,
ρ(An; tn|An−1; tn−1) = p(An; tn|An−1; tn−1)ρ(An−1; tn−1), (2.49)
em um processo markoviano tem-se que
p(Af ; tn+1|Ai; tn−1) =
∫
p(Af ; tn+1|A; tn)p(A; tn|Ai; tn−1)dA, (2.50)
onde a integral estende-se a todos os valores poss´ıveis de A. A equac¸a˜o 2.50 e´ conhe-
cida como equac¸a˜o de Chapman-Kolmogorov e constitui uma deﬁnic¸a˜o alternativa para
processos markovianos [70].
2.4 Sistemas dinaˆmicos sobre a influeˆncia de ru´ıdo
estoca´stico
Nesta sec¸a˜o, sera´ dada uma introduc¸a˜o qualitativa ao tema de efeitos do ru´ıdo em
sistemas dinaˆmicos. Buscar-se-a´ uma abordagem pouco quantitativa porque se entende
que o tema em questa˜o envolve um grande conjunto de conceitos cujo desenvolvimento na˜o
e´ compat´ıvel com o escopo deste trabalho. No entanto, ao leitor que desejar aprofundar-se
mais, sugere-se a refereˆncia [59], na qual se baseia esta introduc¸a˜o.
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Para se entender o efeito do ru´ıdo te´rmico em sistemas dinaˆmicos deve-se levar em
considerac¸a˜o na˜o mais apenas os atratores desses sistemas, mas tambe´m os conjuntos na˜o
atrativos. Conjuntos na˜o atrativos formam os chamados estados transientes, que podem
ser cao´ticos ou regulares. Em geral, tempos transientes referentes a estados regulares sa˜o
extremamente curtos, ao passo que estados cao´ticos podem apresentar um tempo me´dio
de permaneˆncia muito mais longo [59]. De fato, ha´ dois tipos de estruturas no espac¸o de
fase que podem gerar transientes cao´ticos, a sela cao´tica e o repulsor cao´tico. A ocorreˆncia
de um ou outro tipo de dinaˆmica depende da natureza do sistema em questa˜o: selas cao´ti-
cas sa˜o caracter´ısticas de sistemas invert´ıveis, ao passo que repulsores cao´ticos aparecem
em sistemas na˜o invert´ıveis15. Note que sistemas descritos por equac¸o˜es diferenciais sa˜o
intrinsecamente invert´ıveis, caracter´ıstica que se relaciona com a unicidade das soluc¸o˜es
[59]. Como nesta dissertac¸a˜o sa˜o abordados apenas equac¸o˜es diferenciais e mapas que
podem ser obtidos atrave´s de uma integrac¸a˜o de equac¸o˜es diferenciais, focar-se-a´ apenas
na dinaˆmica gerada pelas selas cao´ticas no que se refere a caos transiente.
Selas cao´ticas sa˜o conjuntos invariantes, o que signiﬁca que escolhido um ponto que
pertence a` sela permanecer-se-a´ nela indeﬁnidamente. Por outro lado, um ponto t´ıpico
de uma sela cao´tica possui dois subespac¸os, um no qual atrai as o´rbitas e outro no qual
as repele. Desta maneira, a cada sela cao´tica esta˜o associadas duas variedades (conjun-
tos) invariantes do espac¸o de fase, uma esta´vel e outra insta´vel, de maneira que o´rbitas
pro´ximas, em u´ltima instaˆncia, sa˜o repelidas (o que justiﬁca a caracterizac¸a˜o deste estado
como transiente)16. Por ﬁm, ainda e´ importante notar que a sela cao´tica constitui um
conjunto de medida de Lebesgue nula [59], o que, de maneira pra´tica, signiﬁca que uma
busca aleato´ria no espac¸o de fase possui probabilidade nula de encontrar este conjunto.
Assim, o que se observa em experimentos na˜o e´ a sela em si, mas a dinaˆmica transiente
que ocorre em seus arredores [59].
De fato, todas as dinaˆmicas transientes sa˜o caracterizadas por um tempo me´dio de
permaneˆncia, diferentemente de atratores que sa˜o os estados assinto´ticos de sistemas
dinaˆmicos dissipativos. A presenc¸a de um termo estoca´stico pode alterar esse tempo
me´dio de permaneˆncia nas dinaˆmicas transientes, pois o ru´ıdo tem capacidade de aleato-
riamente antecipar ou adiar o escape de uma o´rbita da sela cao´tica, bem como trazeˆ-la
novamente apo´s a fuga. Ale´m disso, as o´rbitas antes esta´veis (atratores) tornam-se apenas
metaesta´veis17 [59], pois o ru´ıdo estoca´stico deve, de tempos em tempos, retirar a o´rbita
15Um sistema e´ considerado invert´ıvel quando dada uma inversa˜o temporal sua soluc¸a˜o e´ u´nica [59].
16No caso de repulsores cao´ticos, na˜o ha´ uma variedade esta´vel, apenas a insta´vel [59].
17Nesta dissertac¸a˜o entende-se por estado metaesta´vel um comportamento que se mante´m por deter-
minado tempo. Isso significa que uma vez em um estado metaesta´vel, um sistema f´ısico permanecera´
nele por um tempo finito e depois assumira´ outro estado, podendo eventualmente retornar a este mesmo
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do estado composto pelo atrator e leva´-la a um estado transiente. Em resumo, a adic¸a˜o de
um termo estoca´stico de baixa intensidade a uma dinaˆmica determin´ıstica deve preservar
a maioria de suas caracter´ısticas18, com a excec¸a˜o de que todos os conjuntos invariantes
tornam-se estados metaesta´veis e possuem um tempo me´dio de permaneˆncia [59]. As-
sim, estados transientes da dinaˆmica determin´ıstica teˆm ativa participac¸a˜o na dinaˆmica
assinto´tica para o sistema estoca´stico [59].
estado metaesta´vel.
18Poder-se-ia imaginar que, dada a intrincada estrutura fractal de atratores cao´ticos em sistemas de-
termin´ısticos [27], o ru´ıdo estoca´stico seria capaz de afetar fundamentalmente a dinaˆmica desse tipo de
atrator. De fato, o que ocorre e´ exatamente o contra´rio: dinaˆmicas cao´ticas costumam ser mais robustas
que as regulares, sendo que para um ru´ıdo fraco o u´nico efeito e´ a destruic¸a˜o do padra˜o fractal em pequena
escala, sendo este padra˜o recuperado para escalas maiores [71].
Capı´tulo 3
Catracas determin´ısticas
3.1 Primeiros conceitos
No primeiro volume da popular se´rie Feynman Lectures on Physics [1], uma maneira
dida´tica de apresentar o poder da segunda lei da termodinaˆmica e´ implementada atrave´s
de um engenhoso mecanismo desenvolvido para ser um demoˆnio de Maxwell [72]. A ﬁgura
3.1 e´ um esquema do sistema imaginado pelo autor; dois conteˆineres 1 e 2, repletos de ga´s
a` mesma temperatura T1 = T2, esta˜o ligados unicamente por um eixo com terminac¸o˜es
diferenciadas para cada um deles, sendo para 1 uma se´rie de paletas paralelas ao eixo e
para 2 um dispositivo composto por uma catraca e uma lingueta. Ao centro do eixo esta´
montada uma polia que suspende um objeto de massa pequena, que no livro e´ ludicamente
apresentado como uma pulga. As conexo˜es entre o eixo e as caixas sa˜o todas ideais e o
torque gerado pela pulga acaba por forc¸ar uma rotac¸a˜o do eixo no sentido que a faz
descer. Todavia, esse movimento e´ supostamente proibido pela catraca, e as paletas por
sua vez permitem que as part´ıculas do conteˆiner 1 produzam torques de intensidades
e sentidos aleato´rios. E´ claro que, pelo ja´ exposto, a catraca deve retiﬁcar os torques
gerados pelo ga´s na caixa 1 fazendo assim com que a pulga suba, realizando dessa maneira
trabalho espontaneamente a partir de dois corpos em equil´ıbrio te´rmico. De fato, com
um mecanismo como esse, poderia-se “sugar” a energia de qualquer corpo, esfriando-o
espontaneamente e utilizando o calor proveniente para realizar trabalho.
Mecanismos como esse sa˜o coletivamente denominados demoˆnios de Maxwell, em
alusa˜o a` prova´vel primeira ideia “consciente” relacionada ao conceito de moto-perpe´tuo
de 2a espe´cie [72], ma´quina hipote´tica que realiza trabalho com uma eﬁcieˆncia superior
ao limite previsto pela segunda lei da termodinaˆmica [73]. No entanto, uma ana´lise mais
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Figura 3.1: Dispositivo de catraca proposto por Richard P. Feynman na refereˆncia [1].
Inicialmente, as temperaturas dos gases que constituem o interior das duas caixas 1 e
2, respectivamente T1 e T2, sa˜o iguais. O sistema como um todo estaria em equil´ıbrio
na˜o fosse pelo torque externo gerado pela pequena massa (pulga), presa a` polia que esta´
acoplada ao centro do eixo que liga as paletas a` catraca. Quando se toma T1 6= T2, o
sistema realiza trabalho como uma ma´quina de Carnot, com a eﬁcieˆncia ma´xima permitida
pela segunda lei da termodinaˆmica.
criteriosa aponta caracter´ısticas sutis da catraca e de sua dinaˆmica que na˜o foram levadas
em conta e acabam por frustrar o mecanismo. Primeiramente, quando da passagem de um
dente da catraca pela lingueta, esta deve subir (para permitir o movimento) e posterior-
mente retornar a posic¸a˜o original (descer). Para que a lingueta desc¸a, deve existir enta˜o
um dispositivo, e.g. uma mola, que fac¸a esse servic¸o. Suponha enta˜o que todas as partes
do mecanismo sejam perfeitamente ela´sticas: a mola forc¸a a lingueta para baixo, esta
por sua vez colide com o dente da catraca e sobe novamente (por na˜o dissipar energia).
Neste caso, apo´s a passagem do primeiro dente da catraca, a lingueta ﬁcara´ eternamente
quicando e assim permitindo movimentos no sentido oposto ao que se quer (aquele que
faz a pulga subir). Desta maneira, torna-se claro que a dissipac¸a˜o de energia e´ funda-
mental para que esse sistema funcione corretamente, o que poderia ser feito exigindo que
a mola dissipasse energia em forma de calor. Todavia, esta medida ainda na˜o evitaria
a frustrac¸a˜o do dispositivo porque se deve considerar tambe´m que o grau de liberdade
associado a` catraca, que no exemplo constitui a distensa˜o da mola, tambe´m deve estar
associado a`s ﬂutuac¸o˜es te´rmicas. Na pra´tica, part´ıculas do ga´s do conteˆiner 2 devem ser
capazes de, eventualmente, ao se chocar com a lingueta, levanta-la e possibilitar enta˜o
a rotac¸a˜o do eixo no sentido que faz a pulga descer. Como na mecaˆnica estat´ıstica a
probabilidade de ocorreˆncia de um dado estado de um sistema em equil´ıbrio te´rmico com
um reservato´rio depende apenas da sua energia [74], e como a energia para rotac¸o˜es que
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fazem a massa (pulga) descer e´ menor (menor energia potencial), o sistema na˜o realiza
trabalho e, em me´dia, a massa desce. No decorrer do texto o autor ainda mostra como
a auseˆncia de equil´ıbrio te´rmico T1 6= T2 transformaria o dispositivo em uma ma´quina de
Carnot [73], realizando o trabalho ma´ximo previsto pela segunda lei da termodinaˆmica.
E´ interessante que este exemplo dida´tico tenha dado origem a uma nova a´rea de estudo
na F´ısica denominada “efeito catraca” (ratchet effect). O dispositivo discutido acima
originou-se da ideia impl´ıcita de que a introduc¸a˜o de uma assimetria espacial possa gerar
um movimento direcionado. No exemplo, a assimetria espacial fora introduzida atrave´s da
existeˆncia da catraca, pois ela cria um sentido de giro preferencial no sistema. No entanto,
para que se fosse atingido esse movimento direcionado, mostrou-se necessa´ria ainda a
introduc¸a˜o de dissipac¸a˜o (assimetria temporal, veja a sec¸a˜o 2.2) e a auseˆncia de equil´ıbrio
te´rmico. O surpreendente e´ que, utilizando-se os treˆs ingredientes, assimetria espacial,
dissipac¸a˜o e auseˆncia de equil´ıbrio te´rmico, obte´m-se catracas a partir dos sistemas mais
variados. Para se tomar um exemplo, considere a situac¸a˜o onde uma gota d’a´gua e´
colocada em contato com uma chapa quente, como aquelas utilizadas para se cozinhar. Se
a chapa estiver quente o suﬁciente, a regia˜o inferior da gota ira´ evaporar, produzindo um
colcha˜o de vapor que a faz levitar, locomovendo-se rapidamente de maneira aleato´ria pela
chapa. Como o ar constitui um ﬂu´ıdo onde ha´ viscosidade e ainda porque o vapor d’a´gua
leva com ele energia, esse sistema e´ dissipativo. Ale´m disso, a gota e a chapa claramente
na˜o esta˜o a` mesma temperatura, o que implica em desequil´ıbrio te´rmico. Pore´m, uma
chapa de cozinha e´, em geral, sime´trica no espac¸o, e na˜o se obte´m da´ı um transporte
direcionado por esse motivo. Imagine agora que se fac¸am ranhuras na chapa, tal e qual
representado na ﬁgura 3.2. Agora o espac¸o e´ assime´trico, e se tem um dispositivo capaz
de transportar l´ıquidos [75, 76].
No intuito de se estudar de maneira gene´rica a fenomenologia relacionada a catracas,
faz sentido agora que se proponha uma equac¸a˜o diferencial que sirva como modelo simpli-
ﬁcado destes sistemas. No que se remete a` Mecaˆnica Cla´ssica, sugere-se que um sistema
do tipo catraca (ou simplesmente catraca) possa ser escrito como
mx¨ = −
∫ t
−∞
K(t− t′)x˙ dt′ + F(x, t) + ξ(t). (3.1)
Esta e´ a a forma generalizada da equac¸a˜o de Langevin [77], onde foi adicionada a forc¸a
F(x, t) oriunda de um potencial dependente do tempo. A equac¸a˜o de Langevin descreve
a interac¸a˜o entre um sistema de interesse e um banho te´rmico. O banho constitui um
sistema muito maior (por exemplo um ga´s) que deve estar em equil´ıbrio te´rmico. A ac¸a˜o
do banho te´rmico no sistema de interesse da´-se atrave´s de dois termos: K(t−t′) e´ o nu´cleo
3.1. Primeiros conceitos 26
Figura 3.2: Gota d’a´gua em uma chapa quente com ranhuras em formato de dentes
assime´tricos. A ﬂecha em preto representa o sentido de movimentac¸a˜o da gota. Esta
ﬁgura foi retirada da refereˆncia [75].
de memo´ria e esta´ relacionado com a dissipac¸a˜o; ξ(t) e´ o ru´ıdo te´rmico e esta´ relacionado
com as ﬂutuac¸o˜es te´rmicas do banho. O termo de dissipac¸a˜o e´ na verdade uma integral
no tempo t′ que se passou antes do tempo atual t, e o termo de ﬂutuac¸a˜o constitui um
ru´ıdo de distribuic¸a˜o gaussiana com as seguintes propriedades [77]:
〈ξ(t)〉 = 0, (3.2)
〈ξ(t)ξ(t′)〉 = 2kBT
m
K(t− t′), (3.3)
onde a me´dia 〈...〉 e´ tomada nas realizac¸o˜es do ru´ıdo te´rmico e kB e´ a constante de
Boltzmann. As equac¸o˜es 3.3 indicam que a distribuic¸a˜o do ru´ıdo deve ser modelada como
uma gaussiana centrada em zero. Ale´m disso, a u´ltima delas fornece uma relac¸a˜o entre as
correlac¸o˜es do ru´ıdo te´rmico em tempos distintos e a dissipac¸a˜o, representando um caso
particular do teorema de ﬂutuac¸a˜o-dissipac¸a˜o, caracter´ıstico de sistemas estat´ısticos [78].
Ate´ agora, apenas um dos requisitos mencionados para a constituic¸a˜o de uma catraca
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foram identiﬁcados na equac¸a˜o 3.1, a dissipac¸a˜o. Os outros dois sa˜o introduzidos atrave´s
da forc¸a F(x, t), oriunda de um potencial assime´trico no espac¸o e perio´dico tanto no espac¸o
quanto no tempo. A periodicidade e´ requerida para que o movimento na˜o seja criado a
partir de uma diferenc¸a l´ıquida do potencial dependente do tempo que da´ origem a` forc¸a
F(x, t), mas sim de correlac¸o˜es entre as dinaˆmicas da part´ıcula e de seu pro´prio potencial.
A dependeˆncia no tempo e´ necessa´ria para se retirar o sistema do equil´ıbrio te´rmico, o
que um potencial esta´tico na˜o poderia fazer.
A equac¸a˜o 3.1 pode ser deduzida atrave´s dos postulados da mecaˆnica cla´ssica ao se
supor que haja um acoplamento linear ou gene´rico (pore´m fraco) entre as varia´veis do
banho e do sistema, e ao se supor que as varia´veis de um banho de osciladores har-
moˆnicos em equil´ıbrio te´rmico respeitem a distribuic¸a˜o gaussiana prevista pela mecaˆnica
estat´ıstica [77]. Esta equac¸a˜o tambe´m pode ser deduzida obtendo-se o limite para altas
temperaturas (onde uma descric¸a˜o semi-cla´ssica e´ apropriada) do modelo fenomenolo´gico
Caldeira-Leggett [79], que descreve a dissipac¸a˜o no contexto da mecaˆnica quaˆntica atrave´s
de um banho de osciladores harmoˆnicos que se acoplam linearmente ao sistema, tomando-
se uma me´dia sobre todas as poss´ıveis realizac¸o˜es do banho te´rmico (respeitando-se assim
a hipo´tese ergo´dica requerida pela mecaˆnica estat´ıstica [80]). No entanto, alguns desen-
volvimentos [77, 81–83] indicam que sistemas quaˆnticos, a baixas temperaturas, na˜o devem
respeitar a equac¸a˜o de Langevin com as propriedades esperadas para sistemas cla´ssicos
(equac¸a˜o 3.3), sem no entanto contestar o fato de que o limite de altas temperaturas ou
mesmo um tratamento cla´ssico da dinaˆmica desses sistemas os leve novamente ao regime
de Langevin ja´ conhecido.
Note agora que o termo de dissipac¸a˜o carrega toda a memo´ria da inﬂueˆncia do banho
te´rmico sobre o sistema. Se os tempos envolvidos nos processos que se quer investigar
sa˜o muito longos quando comparados ao tempo de relaxac¸a˜o do sistema (per´ıodo carac-
ter´ıstico no qual os efeitos de memo´ria sa˜o importantes), pode-se utilizar uma aproxi-
mac¸a˜o markoviana para a dissipac¸a˜o [77, 83], onde a func¸a˜o K(t − t′) = λδ(t − t′). Em
geral, o processo de interesse em uma catraca e´ a variac¸a˜o me´dia (no tempo) de uma
ou mais coordenadas do sistema no regime assinto´tico (ou seja, para tempos longos), de
maneira que a aproximac¸a˜o markoviana faz sentido nesse contexto e sera´ assumida no
decorrer desta dissertac¸a˜o. De fato, no que se refere a catracas cla´ssicas (que descon-
sideram efeitos quaˆnticos), todas as refereˆncias presentes nesta dissertac¸a˜o utilizaram a
aproximac¸a˜o markoviana.
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3.2 Mapeamento para catracas
Nesta sec¸a˜o, as equac¸o˜es de um mapeamento para modelar catracas a temperatura
zero sera˜o deduzidas, e algumas de suas propriedades anal´ıticas sera˜o obtidas, como a
difusa˜o em regimes regulares e cao´ticos na subsec¸a˜o 3.2.1. A eﬁcieˆncia energe´tica para os
diferentes tipos de dinaˆmica tambe´m sera´ abordada na subsec¸a˜o 3.2.2. Por ﬁm, algumas
curvas anal´ıticas de bifurcac¸a˜o no espac¸o de paraˆmetros sera˜o fornecidas na subsec¸a˜o 3.2.3.
3.2.1 Deduc¸a˜o do mapa e suas propriedades
Tomando a equac¸a˜o 3.1 em seu modelo unidimensional, com uma aproximac¸a˜o marko-
viana para a dissipac¸a˜o e a temperatura nula, obte´m-se
mx¨ = −λx˙+ F (x, t), (3.4)
onde se tem basicamente ξ(t) = 0 porque 〈ξ(t)ξ(t′)〉 = 0 (equac¸a˜o 3.3) para T = 0.
Seja a velocidade v = x˙, essa equac¸a˜o diferencial ordina´ria de segunda ordem pode ser
igualmente representada por duas equac¸o˜es diferenciais ordina´rias de primeira ordem
v˙ = − λ
m
v +
F (x, t)
m
, (3.5)
x˙ = v. (3.6)
Deve-se enta˜o especiﬁcar F (x, t). Note que F (x, t) deve ser perio´dico na posic¸a˜o x e no
tempo t, e que, ale´m disso, o potencial que gera F (x, t) deve ser assime´trico em x. Como o
objetivo aqui e´ a obtenc¸a˜o de um mapa, faz sentido que se modele a dependeˆncia no tempo
com uma se´rie de deltas de Dirac perio´dicas em t. Ja´ para a dependeˆncia com a posic¸a˜o,
pode-se escolher o perﬁl de potencial V (x, t) = k[cos x+0, 5a cos(2x+φ)]
∑∞
n=0 δ(t−nτ),
onde τ e´ o per´ıodo do potencial que gera se´rie de impulsos F (x, t) = −dV/dx = k[ senx+
a sen(2x+ φ)]
∑∞
n=0 δ(t−nτ) nos tempos 0, τ, 2τ.... A intensidade desses impulsos depende
da posic¸a˜o que a part´ıcula se encontra nesses tempos espec´ıﬁcos mu´ltiplos de τ , e a
amplitude depende de k. Para modiﬁcar o formato do potencial, basta variar o paraˆmetro
de assimetria a, bem como fase φ, como mostra a ﬁgura 3.3.
Sejam as quantidades demarcadas com um til divididas pela massa da part´ıcula (e.g.
λ˜ = λ/m), tem-se que a equac¸a˜o 3.5 para tempos entre os impulsos ﬁca
v˙ = −λ˜v, (3.7)
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Figura 3.3: Representac¸o˜es do potencial k[cos(x) + 0, 5a cos(2x + φ)]. Para a), b) e c)
tem-se k = 6, 5 e a = 0, 5. Em a), a fase φ = pi/2, em b) φ = pi e em c) φ = 3pi/2. Para
d), e) e f) tem-se k = 6, 5 e φ = pi/2. Em d), o paraˆmetro de assimetria a = 0, 0, em
e) a = 0, 3 e em f) a = 0, 5. Note que para φ = pi tem-se um potencial sime´trico e os
potenciais onde φ = pi/2 e φ = 3pi/2 sa˜o ideˆnticos pore´m invertidos no espac¸o. De fato,
qualquer potencial onde φ = 2pi− φ′ e´ ideˆntico ao potencial para φ = φ′, pore´m invertido
no espac¸o.
cuja soluc¸a˜o e´
v(t) = v(0)e−λ˜t. (3.8)
O deslocamento no per´ıodo τ e´ dado por
xn+1 − xn =
∫ τ
0
v(t)dt =
v(0)
λ˜
(
1− e−λ˜τ
)
. (3.9)
Deﬁnindo γ = exp(−λ˜τ), a equac¸a˜o acima ﬁca
xn+1 − xn = τv(0)(1− γ)| ln(γ)| . (3.10)
Assim, a integrac¸a˜o ao longo de um per´ıodo tera´ soluc¸a˜o ideˆntica a` de uma part´ıcula em
um ﬂuido de viscosidade λ a temperatura nula (equac¸a˜o 3.8) que recebeu no in´ıcio do
movimento um impulso que a fez aumentar em k[ senx+ a sen(2x+ φ)] o seu momentum
cine´tico inicial mvn, ou seja
v(0) = vn + k˜[ senx+ a sen(2xn + φ)], (3.11)
que, combinada a` equac¸a˜o 3.8, leva a
vn+1 = γ{vn + k˜[ senx+ a sen(2xn + φ)]}, (3.12)
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Deﬁnindo o paraˆmetro K = τ(1− γ)k˜/| ln(γ)| e o momentum
p =
vτ(1− γ)
γ|ln γ| , (3.13)
obte´m-se ﬁnalmente as equac¸o˜es do mapeamento MC para catracas multiplicando-se a
equac¸a˜o 3.12 por τ(1− γ)/γ| ln γ| e considerando ainda a equac¸a˜o 3.10
MC :
{
pn+1 = γpn +K[ sen(xn) + a sen(2xn + φ)],
xn+1 = xn + pn+1,
(3.14)
onde K e´ o paraˆmetro de na˜o-linearidade, γ e´ o paraˆmetro de dissipac¸a˜o, φ e´ a fase do
potencial e a e´ o paraˆmetro de assimetria. Note que este mapa possui todas as carac-
ter´ısticas necessa´rias e ja´ descritas na sec¸a˜o 3.1 para representar uma catraca, ou seja, os
impulsos F (x, t) tiram o sistema do equil´ıbrio te´rmico1 e o potencial que gera esses im-
pulsos e´ assime´trico para φ 6= ipi, com i ∈ Z e a 6= 0, quebrando a simetria espacial. Ale´m
disso, o paraˆmetro γ introduz a dissipac¸a˜o no sistema quebrando a simetria temporal. De
fato,
|det(J)| = γ, (3.15)
ou seja, o sistema e´ conservativo para γ = 1 e superamortecido para γ = 0.
Claramente, poder-se-ia escolher va´rias outras expresso˜es para F (x, t) que ainda gera-
riam mapas, desde que a dependeˆncia no tempo fosse atrave´s de um somato´rio de deltas
de Dirac. Uma propriedade importante de o´rbitas perio´dicas pode ser deduzida para o
mapa gene´rico
MC :
{
pn+1 = γpn + Ω(xn),
xn+1 = xn + pn+1.
(3.16)
Primeiro, note que a func¸a˜o Ω(x) tem de ser perio´dica em x. Seja enta˜o este per´ıodo Lx
e seja a corrente de uma o´rbita deﬁnida como
Jo ≡ lim
∆t→∞
(
∆x
∆t
)
= lim
n→∞
(∑n
i=0 pi+1
n+ 1
)
, (3.17)
onde pi sa˜o os momenta adquiridos a cada iterac¸a˜o. Uma o´rbita perio´dica de per´ıodo q
deve respeitar Joq = wLx, onde w ∈ Z, ou seja, os valores permitidos para as correntes
1Os impulsos fazem com que as part´ıculas possuam uma energia maior que a energia me´dia esperada
para o equil´ıbrio te´rmico com um reservato´rio em T = 0.
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orbitais sa˜o
Jo =
wLx
q
. (3.18)
Mais a` frente, sera´ necessa´ria a utilizac¸a˜o de uma deﬁnic¸a˜o mais robusta de corrente que
englobe cena´rios de multiestabilidade, onde existem va´rios atratores, cada um com sua
respectiva corrente orbital. Para tanto, considere a corrente total
JT = lim
M,n→∞
{
1
M
M∑
j=1
[
1
n+ 1
n∑
i=0
p
(j)
i+1
]}
, (3.19)
onde M indica o nu´mero de condic¸o˜es iniciais que devem distribuir-se homogeneamente
em uma dada regia˜o do espac¸o de fase. Observe ainda que a distribuic¸a˜o das condic¸o˜es
iniciais deve ocupar o intervalo [0, Lx] de x, e um intervalo sime´trico ao redor de p = 0,
para que na˜o haja uma tendeˆncia (nas condic¸o˜es iniciais) de se ter corrente para um sentido
espec´ıﬁco. De fato, a` temperatura zero, a corrente total deve depender da corrente orbital
deﬁnida pela equac¸a˜o 3.17 da seguinte maneira:
JT =
Nat∑
j=1
µjJ
(j)
o , (3.20)
onde J
(j)
o e´ a corrente orbital do atrator j, Nat e´ o nu´mero de atratores que coexistem
e µj e´ a frac¸a˜o das CIs que esta´ na bacia de atrac¸a˜o do atrator j. Na auseˆncia de
multiestabilidade, ou seja, quando ha´ apenas um atrator no espac¸o de fase, JT = Jo.
As propriedades difusivas de um sistema de part´ıculas descrevem como estas part´ıculas
espalham-se no espac¸o. Part´ıculas brownianas, como as constituintes do disperso em um
colo´ide por exemplo (sobre colo´ides, veja a sec¸a˜o 2.2), possuem um perﬁl de difusa˜o
chamado de normal e caracterizado pelo seguinte coeﬁciente [36]:
D = lim
n→∞
〈(δxn − δx0)2〉
2n
, (3.21)
onde a me´dia 〈...〉 e´ feita sobre as condic¸o˜es iniciais (CIs) em todo o espac¸o de fase e
δx = x− 〈x〉. (3.22)
Todavia, existem situac¸o˜es onde este coeﬁciente, o coeﬁciente de difusa˜o, na˜o caracteri-
za corretamente a dispersa˜o das part´ıculas: ele pode divergir ou enta˜o pode anular-se.
Nesses casos, a difusa˜o e´ considerada anoˆmala2. A famı´lia de mapas da equac¸a˜o 3.16
2Para uma excelente revisa˜o sobre o to´pico de difusa˜o anoˆmala, consulte a refereˆncia [84].
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deve apresentar difusa˜o normal e tambe´m anoˆmala, esta u´ltima podendo acontecer e.g.
dada a existeˆncia de multiestabilidade no espac¸o de fase. Muito embora todos os atratores
cao´ticos investigados numericamente durante este trabalho apresentassem difusa˜o normal,
na˜o foi poss´ıvel construir um argumento teo´rico (nem se encontrou na literatura) que desse
suporte a` aﬁrmac¸a˜o de que atratores cao´ticos na˜o levam a` difusa˜o anoˆmala. Todavia, e´
poss´ıvel demonstrar que o´rbitas perio´dicas apresentam difusa˜o nula. Seja o coeﬁciente de
difusa˜o dado pela equac¸a˜o 3.21, com o aux´ılio da equac¸a˜o 3.22 pode-se reescreveˆ-lo como
D = lim
n→∞
〈x2n〉 − 〈xn〉2
2n
− lim
n→∞
〈δxnδx0〉
n
. (3.23)
Agora, note que se pode escrever a posic¸a˜o de uma part´ıcula no seu estado assinto´tico
(dentro do atrator) como xn = Jon + ∆n + x0. Neste caso, x0 e´ a posic¸a˜o da part´ıcula
ao atingir o atrator3 apo´s um dado tempo transiente. Ao atingir este atrator, a posic¸a˜o
variara´, em me´dia, Jo a cada iterac¸a˜o, onde Jo e´ a corrente orbital deste atrator. Pore´m,
este atrator na˜o necessariamente e´ um ponto ﬁxo, de maneira que, a cada iterac¸a˜o, podem
haver variac¸o˜es ∆n em torno da posic¸a˜o me´dia x0 + Jon (observe tambe´m que ∆0 = 0).
E´ importante notar que, para um atrator qualquer, deve-se ter
∞∑
n=1
∆n = 0, (3.24)
para que os ∆n na˜o contribuam na posic¸a˜o me´dia. Para um atrator perio´dico esta relac¸a˜o
ﬁca simplesmente
q∑
n=1
∆n = 0. (3.25)
De fato, a equac¸a˜o 3.25 assinala o fato da o´rbita perio´dica fechar-se apo´s q iterac¸o˜es.
Retornando a` equac¸a˜o 3.23, o termo
〈δxnδx0〉 = 〈xnx0〉 − 〈xn〉〈x0〉 = 〈∆nx0〉+ 〈x20〉 − 〈x0〉2, (3.26)
na˜o deve divergir com o tempo pois ∆n na˜o diverge. Assim, tem-se o coeﬁciente de difusa˜o
efetivo
Deff = lim
n→∞
(〈x2n〉 − 〈xn〉2
2n
)
, (3.27)
que coincide com o coeﬁciente de difusa˜o D dado pela equac¸a˜o 3.21. Para uma o´rbita
3A ideia de se “atingir o atrator” pode ser considerada um tanto vaga pois, a rigor, as o´rbitas tendem
para o atrator, atingindo-o exatamente apo´s um tempo infinito. Todavia, em um tempo finito (tran-
siente) as o´rbitas dentro de uma bacia de atrac¸a˜o aproximam suas trajeto´rias a` do respectivo atrator de
tal maneira que, praticamente, pode-se considerar que elas atingiram o atrator em um tempo finito.
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perio´dica de per´ıodo q, uma troca de varia´vel n → np, onde n = npq, permite que se
escreva xnp = x0+Jonpq+
∑npq
i=1∆i = x0+Jonpq, onde se utilizou a equac¸a˜o 3.25. Assim,
pela equac¸a˜o 3.27,
Deff = 0. (3.28)
Note ainda que se a me´dia fosse feita em todo o espac¸o de fase (ou em uma porc¸a˜o
qualquer na˜o coincidente com parte ou toda a bacia de atrac¸a˜o de um u´nico atrator),
a` temperatura nula, poderia ocorrer difusa˜o anoˆmala na presenc¸a de multiestabilidade.
Para ilustrar essa questa˜o, imagine que dois atratores de correntes J1 e J2 (J1 6= J2), cujas
bacias de atrac¸a˜o possuem frac¸o˜es µ1 e µ2 das CIs, coexistissem no espac¸o de fase. Nesta
situac¸a˜o, a velocidade do centro de massa seria
VC = µ1J1 + µ2J2, (3.29)
de maneira que as o´rbitas afastariam-se balisticamente do seu centro de massa (com
velocidade ∝ n). Pore´m, para que o coeﬁciente de difusa˜o deﬁnido pela equac¸a˜o 3.23 na˜o
divirja (o que caracterizaria difusa˜o anoˆmala), este afastamento das o´rbitas em relac¸a˜o ao
seu centro de massa na˜o deveria ser bal´ıstico, mas sim com velocidade ∝ n1/2, como era
de se esperar para difusa˜o normal.
3.2.2 Eficieˆncia energe´tica do mapeamento a temperatura nula
E´ poss´ıvel obter uma medida da eﬁcieˆncia energe´tica na produc¸a˜o de corrente para
este mapa. A eﬁcieˆncia de motores brownianos e´ deﬁnida como [36, 85]
η =
A
|〈〈Pent〉〉| , (3.30)
onde Pent e´ a poteˆncia de entrada
4, a me´dia 〈〈...〉〉 e´ realizada sobre as CIs no espac¸o de
fase, e o tempo e A deve ser escolhido como uma medida da potencia me´dia que se produz
com o movimento direcionado. Nesta dissertac¸a˜o, escolheu-se o produto entre a me´dia da
forc¸a proveniente da viscosidade do ﬂuido e a velocidade me´dia da part´ıcula
A = λ〈〈v〉〉〈〈v〉〉. (3.31)
4A potencia injetada pela forc¸a externa.
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A me´dia dupla 〈〈v〉〉 no caso do mapa 3.14 e´ dada por
〈〈v〉〉 = lim
M,n→∞
{
1
Mnτ
M∑
j=1
n∑
i=0
[∫ τ
0
v(t)
(j)
i dt
]}
,
= lim
M,n→∞
{
1
Mnτ
M∑
j=1
n∑
i=0
[
(x
(j)
i+1 − x(j)i )
]}
,
=
JT
τ
,
(3.32)
onde se utilizou o fato de que xi+1−xi = pi+1 e a equac¸a˜o 3.19. Note que na equac¸a˜o 3.32
v(t)
(j)
i denota a velocidade entre o impulso i e i + 1 do mapa para a CI j. Falta agora
obter a poteˆncia me´dia fornecida pela forc¸a externa. Note que, como se esta´ lidando com o
limite assinto´tico, todas as o´rbitas ja´ esta˜o em um atrator, que e´ um conjunto invariante
no espac¸o de fase. Por serem invariantes, em me´dia (no tempo) os atratores mante´m
sua energia, sendo que a energia consumida pela dissipac¸a˜o iguala-se a` energia fornecida
externamente. Assim, pode-se escrever 〈〈Pent〉〉 como
〈〈Pent〉〉 = lim
M,n→∞
{
1
Mnτ
M∑
j=1
n∑
i=0
[∫ τ
0
(λv(t)
(j)
i )v(t)
(j)
i dt
]}
. (3.33)
Com o aux´ılio da equac¸a˜o 3.8 e a deﬁnic¸a˜o γ = exp(−λτ/m), obte´m-se
〈〈Pent〉〉 = lim
M,n→∞
{
λ
Mnτ
M∑
j=1
n∑
i=0
[
(v
(j)
i )
2
∫ τ
0
e−2λt/mdt
]}
,
= lim
M,n→∞
[
m (1− γ2)
2Mnτ
M∑
j=1
n∑
i=0
(v
(j)
i )
2
]
.
(3.34)
Lembrando ainda da deﬁnic¸a˜o de p pela equac¸a˜o 3.13,
v2 =
| ln γ|2
τ 2(1− γ)2p
2 =
λ2
m2(1− γ)2p
2, (3.35)
tem-se que
〈〈Pent〉〉 = lim
M,n→∞
mλ2(1 + γ)(1− γ)
Mnτ(1− γ)2m2
M∑
j=1
n∑
i=0
(p
(j)
i )
2 =
λ2(1 + γ)
m(1− γ) 〈〈p
2〉〉. (3.36)
Por ﬁm, a eﬁcieˆncia η ﬁca
η =
A
|〈〈Pent〉〉| =
λmτ(1− γ)
τ 2λ2(1 + γ)
J2T
〈〈p2〉〉 =
1− γ
| ln γ|(1 + γ)τ
J2T
〈〈p2〉〉 . (3.37)
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Pode-se deﬁnir ainda o desvio padra˜o σ2p como
σ2p = τ〈〈p2〉〉 − τ 2〈〈p〉〉2 = τ〈〈p2〉〉 − J2T , (3.38)
onde o termo τ〈〈p2〉〉 representa uma me´dia de p2 nas CIs e no nu´mero de iterac¸o˜es do
mapa (ao inve´s de no tempo). Assim, a eﬁcieˆncia pode ser reescrita tal que
η =
1− γ
| ln γ|(1 + γ)
J2T
J2T + σ
2
p
. (3.39)
Atrave´s desta u´ltima equac¸a˜o ﬁca claro que existe uma queda de eﬁcieˆncia associada a`
ampla variac¸a˜o de p no regime assinto´tico, ou seja, atratores cao´ticos (ou mesmo perio´dicos
com σ2p grande) e regimes de multiestabilidade tendem a diminuir a eﬁcieˆncia. Claramente,
a equac¸a˜o 3.39 pode ser estendida para o caso em que so´ existe um u´nico atrator no espac¸o
de fase observando que, nesse caso, JT = Jo. Ale´m disso, para o atrator perio´dico de
per´ıodo q = 1 tem-se que σ2p = 0, de maneira que, mantendo γ ﬁxo, a maior eﬁcieˆncia
poss´ıvel ocorre para esta o´rbita. Por ﬁm, aproximando-se do limite conservativo com uma
o´rbita em que q = 1 obte´m-se a eﬁcieˆncia ma´xima η = 0, 5, como se pode observar na
ﬁgura 3.4.
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Figura 3.4: Na ﬁgura 3.4 a eﬁcieˆncia η e´ plotada em func¸a˜o do paraˆmetro γ para uma
o´rbita perio´dica em que q = 1. Para γ = 0, veriﬁca-se que η se anula, e a eﬁcieˆncia
encontra seu valor ma´ximo η = 0, 5 no limite conservativo.
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3.2.3 Curvas anal´ıticas de bifurcac¸a˜o
Na sec¸a˜o 2.2.4 mostrou-se que e´ poss´ıvel identiﬁcar a regia˜o do espac¸o de paraˆmetros
onde havera´ uma bifurcac¸a˜o do tipo sela-no´ ou dobramento de per´ıodo dependendo dos
autovalores da matriz jacobiana J. Com efeito, para a bifurcac¸a˜o sela-no´ tem-se um
autovalor λ1 = 1 e para a bifurcac¸a˜o por dobramento de per´ıodo λ1 = −1. Para per´ıodo
q = 1 foi poss´ıvel obter as curvas de bifurcac¸a˜o do tipo sela-no´ no espac¸o de paraˆmetros
(K, γ). Primeiramente, faz-se necessa´rio determinar os pontos ﬁxos, que devem respeitar
as equac¸o˜es (de acordo com as equac¸o˜es do mapa 3.14)
p(L) = 2piL, (3.40)
2piL(γ − 1) +K [ sen(x(L)) + a sen(2x(L) + φ)] = 0, (3.41)
onde L ∈ Z. Seja enta˜o φ = pi/2, e´ poss´ıvel obter as expresso˜es para x(L). Muito embora
a a´lgebra envolvida nos ca´lculos seja relativamente simples, na˜o sera´ apresentada aqui por
ser demasiadamente extensa. As expresso˜es ﬁnais para os pontos ﬁxos x(L) sa˜o:
x
(L)
i = arcsin
[
1
4a
(
1 +
√
1 +
16piL(γ − 1)a
K
+ 8a2
)]
, (3.42)
x
(L)
j = arcsin
[
1
4a
(
1 +
√
1 +
16piL(γ − 1)a
K
+ 8a2
)]
, (3.43)
onde i = 1, 2 e j = 3, 4, ja´ que a partir de cada uma das expresso˜es e´ poss´ıvel obter dois
valores de x no intervalo entre 0 e 2pi. A ﬁgura 3.5 a) constitui um diagrama de bifurcac¸a˜o
que apresenta o valor de x
(1)
i e x
(1)
j em func¸a˜o do paraˆmetro K, ﬁxando a = 0, 5, γ = 0, 2
e φ = pi/2. A estabilidade dos pontos ﬁxos foi determinada utilizando os autovalores de J.
Para tanto, as expresso˜es dos pontos ﬁxos (bem como os valores dos paraˆmetros) dadas
pelas equac¸o˜es 3.42 e 3.43 foram introduzidas na matriz jacobiana do mapa
J =
(
∂pn+1
∂pn
∂pn+1
∂xn
∂xn+1
∂pn
∂xn+1
∂xn
)
=
(
γ K[cos(xn) + 2a cos(2xn + φ)]
γ 1 +K[cos(xn) + 2a cos(2xn + φ)]
)
, (3.44)
fornecendo dois autovalores para cada ponto ﬁxo. As expresso˜es para os autovalores
da matriz jacobiana na˜o sera˜o apresentados aqui pois sa˜o demasiadamente grandes e
na˜o se obte´m nenhuma informac¸a˜o delas sena˜o atrave´s de gra´ﬁcos. As ﬁguras 3.5 b)
e c) apresentam respectivamente os autovalores λki e λ
k
j , com k = 1, 2, em func¸a˜o do
paraˆmetro K. Quando o mo´dulo de, pelo menos, um dos autovalores e´ maior que 1, o
ponto ﬁxo e´ insta´vel; caso contra´rio, esta´vel. Ainda e´ importante observar que quando
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um dos autovalores torna-se igual a 1 tem-se uma bifurcac¸a˜o do tipo sela-no´; ja´ se um
dos autovalores torna-se igual a −1 tem-se uma bifurcac¸a˜o por dobramento de per´ıodo.
Observa-se que x
(1)
1 e x
(1)
4 sa˜o sempre insta´veis, x
(1)
2 e x
(1)
3 nascem esta´veis sendo que x
(1)
2
torna-se insta´vel por uma bifurcac¸a˜o de dobramento de per´ıodo em K ≈ 7, 0, x(1)3 torna-se
insta´vel pelo mesmo tipo de bifurcac¸a˜o em K ≈ 7, 3 pore´m volta a se tornar esta´vel via
dobramento de per´ıodo em K ≈ 9, 3. Para auxiliar na visualizac¸a˜o desses detalhes no que
se refere ao ponto x
(1)
2 , veja a ﬁgura 3.5 d) que constitui em uma ampliac¸a˜o da ﬁgura 3.5
c). Note ainda que todos os pontos sa˜o criados por uma bifurcac¸a˜o sela-no´ em K ≈ 6, 7,
x
(1)
3 e x
(1)
4 colidem em uma nova bifurcac¸a˜o sela-no´ em K ≈ 10 desaparecendo e x(1)1 e x(1)2
continuam a existir para valores maiores de K.
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Figura 3.5: Na ﬁgura 3.5 a) os valores dos pontos ﬁxos x
(1)
1 , x
(1)
2 , x
(1)
3 e x
(1)
4 sa˜o plotados
em func¸a˜o do paraˆmetro K, mantendo os paraˆmetros a = 0, 5, γ = 0, 2 e φ = pi/2. Em b),
os dois autovalores da matriz jacobiana J de cada um dos pontos ﬁxos x
(1)
3 e x
(1)
4 aparece
em func¸a˜o do paraˆmetro K. Em c), os dois autovalores da matriz jacobiana J de cada
um dos pontos ﬁxos x
(1)
3 e x
(1)
4 aparece em func¸a˜o do paraˆmetro K. A ﬁgura 3.5 d) e´ uma
ampliac¸a˜o de a), sendo a legenda da ﬁgura 3.5 a) tambe´m referente a d).
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Fixando o paraˆmetro φ = pi/2, os pontos do espac¸o de paraˆmetros onde ha´ bifurcac¸a˜o
sela-no´ devem respeitar a equac¸a˜o λ(L)(K, a, γ) − 1 = 0. Resolvendo esta equac¸a˜o para
todos os pontos ﬁxos, obteve-se as seguintes retas:
γ
(L 6=0)
±1 (K, a) = 1 +
K
2piL
(a± 1), (3.45)
γ
(L 6=0)
2 (K, a) = 1−
K
2piL
(
a+
1
8a
)
. (3.46)
Para L = 0 foi encontrada a u´nica soluc¸a˜o a = 1, independente de K e γ. Estas curvas
deﬁnem as regio˜es do espac¸o de paraˆmetros onde ha´ bifurcac¸a˜o sela-no´ e sera˜o comparadas
posteriormente na sec¸a˜o 3.3 a`s bordas de estruturas isoperio´dicas no espac¸o de paraˆmetros,
regio˜es regulares que sera˜o abordadas em mais detalhes tambe´m na sec¸a˜o 3.3.
A priori, poder-se-ia encontrar todas as regio˜es do espac¸o de paraˆmetros onde ha´ bi-
furcac¸a˜o por dobramento de per´ıodo q = 1→ 2 resolvendo a equac¸a˜o λ(L)(K, a, γ) + 1 = 0
oriunda dos pontos ﬁxos ja´ determinados pelas expresso˜es 3.42 e 3.43, pore´m na pra´tica
foi poss´ıvel apenas encontrar expresso˜es anal´ıticas no caso em que L = 0,
γ
(0)
(q=1→2)(K, a) = −1 +
K
8a
(
α
√
α2 − 2α− 3
)
, (3.47)
onde
α =
√
8a2 + 1. (3.48)
Na˜o foi poss´ıvel tambe´m encontrar curvas de bifurcac¸a˜o para a fase φ arbitra´ria. Por
ﬁm, note que como as expresso˜es anal´ıticas dos autovalores sa˜o muito grandes, os ca´lculos
necessa´rios para a obtenc¸a˜o das curvas de bifurcac¸a˜o no espac¸o de paraˆmetros tambe´m
sa˜o, de maneira que estes ca´lculos na˜o sera˜o apresentados nesta dissertac¸a˜o.
3.3 Resultados nume´ricos: mapeamento a tempera-
tura nula
Esta dissertac¸a˜o dedicou-se principalmente ao estudo do espac¸o de paraˆmetros de
catracas cla´ssicas. Para tanto, quantidades dinaˆmicas de interesse como o maior expoente
de Lyapunov, os per´ıodos e a corrente total foram calculadas numericamente em subes-
pac¸os formados pela variac¸a˜o de dois paraˆmetros, que sera˜o referidos nesta dissertac¸a˜o
simplesmente como espac¸os de paraˆmetros (EPs). Nesta sec¸a˜o, sera˜o reportados os re-
sultados nume´ricos obtidos para o mapeamento a` temperatura zero. As subsec¸o˜es esta˜o
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divididas entre os pares de paraˆmetros variados em cada EP. Estes resultados podem ser
considerados representativos para um conjunto de sistemas cla´ssicos onde as “interac¸o˜es
determin´ısticas”, ou seja, as interac¸o˜es que na˜o sa˜o oriundas de nenhum tipo de ru´ıdo, sa˜o
muito mais intensas que as estoca´sticas.
3.3.1 Espac¸o de paraˆmetros K versus γ
Nesta subsec¸a˜o, o EP (K, γ) foi estudado em detalhes, sendo ﬁxados os paraˆmetros
a = 0, 5 e φ = pi/2. Os paraˆmetros variados K e γ, de uma maneira na˜o rigorosa, consis-
tem respectivamente em uma medida da energia que e´ fornecida ao sistema e da energia
dissipada. Claramente, K e´ sempre positivo e γ ∈ [0; 1], encontrando o superamorteci-
mento em γ = 0 e o limite conservativo em γ = 1.
A ﬁgura 3.6 a) consiste em um EP onde se varreu todo o intervalo da dissipac¸a˜o γ
com signiﬁcado f´ısico, e um intervalo representativo da perturbac¸a˜o K. A corrente total
e´ representada por cores, sendo que a cor preta representa correntes aproximadamente
nulas, do verde para o branco correntes incrementadamente positivas e do vermelho para o
amarelo correntes incrementadamente negativas. A caracter´ıstica mais evidente da ﬁgura
3.6 a) e´ a distribuic¸a˜o perio´dica de regio˜es de morfologia semelhante onde a corrente e´
destacadamente superior. Essas regio˜es foram marcadas pelas letras BL, B
−1
L , CL e DL,
onde L e´ um nu´mero racional5 que informa a sua corrente (JT = LLx = L2pi), constante
dentro de cada uma dessas regio˜es. As regio˜es E tambe´m possuem uma corrente superior
a` dos arredores, mas esta corrente na˜o e´ constante dentro da regia˜o. Por ﬁm, ha´ tambe´m
a regia˜o A que permeia a maior parte do EP e apresenta correntes varia´veis e modestas
quando comparadas a`s outras regio˜es. A linha branca pontilhada em K = 6, 5 indica
a regia˜o investigada pela refereˆncia [38] e, comparando a ﬁgura 3.6 a) com a ﬁgura 3.7,
ﬁgura 1 da refereˆncia [38], conclui-se que ambas sa˜o qualitativamente equivalentes ao
longo desta linha. A ﬁgura 3.6 b) consiste no mesmo EP da ﬁgura 3.6 a), pore´m com
a quantidade representada por cores agora sendo o per´ıodo da o´rbita. Na ﬁgura 3.6 b),
preto indica o´rbitas na˜o-perio´dicas, verde per´ıodo q = 1, azul q = 2, ciano q = 3, amarelo
q = 4, rosa q = 5, violeta q = 6, roxo q = 7 e vermelho q ≥ 8. Este EP revela informac¸o˜es
importantes acerca da dinaˆmica das regio˜es da ﬁgura 3.6 a): as regio˜es BL, B
−1
L , CL
e DL sa˜o perio´dicas e possuem grandes a´reas de mesmo per´ıodo, por esse motivo sera˜o
5Na sec¸a˜o 3.2.3 L foi apresentado como um nu´mero inteiro e, portanto, pode provocar alguma confusa˜o
o fato de aqui ele ser apresentado como um nu´mero racional. A motivac¸a˜o para isto adve´m da equac¸a˜o
3.18: para pontos fixos (per´ıodo q = 1), L = w (veja equac¸a˜o 3.18 onde w ∈ Z) e, portanto, e´ um inteiro.
Ja´ para q 6= 1, como e´, em geral o caso para os atratores perio´dicos que geram as EIPs, L = w/q e,
portanto, um nu´mero racional qualquer.
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Figura 3.6: A ﬁgura 3.6 apresenta em cores algumas grandezas calculadas numericamente
no EP (K, γ), em uma malha de 600× 600 pontos. Em a) a grandeza determinada e´ JT ,
onde se utilizou 105 CIs uniformemente distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 104
iterac¸o˜es. Nesta ﬁgura esta˜o indicadas por letras algumas regio˜es caracter´ısticas do EP. A
linha branca pontilhada em K = 6, 5 indica a regia˜o investigada pela refereˆncia [38]. Em
a) ainda ha´ um ponto branco em K = 14 e γ = 0, 125, local do EP onde os atratores das
ﬁguras 3.11 b) e d) foram gerados, e um ponto azul em K = 5, 05 e γ = 0, 46, valores dos
paraˆmetros para os quais a ﬁgura 3.8 foi gerada. Em b) calculou-se o per´ıodo da o´rbita
q, onde se utilizou a CI (x, p) = (0, 1; 0, 1) e N = 106 iterac¸o˜es. Nesta ﬁgura ainda esta˜o
plotadas algumas curvas de bifurcac¸a˜o sela-no´ (linha cont´ınua) obtidas na subsec¸a˜o 3.2.3.
Em c) a quantidade calculada e´ o maior expoente de Lyapunov, onde se utilizou a CI
(x, p) = (0, 1; 0, 1) e N = 106 iterac¸o˜es.
chamadas de estruturas isoperio´dicas (EIPs); as regio˜es A e E na˜o sa˜o perio´dicas. As
retas brancas representadas na ﬁgura 3.6 b) sa˜o regio˜es de bifurcac¸a˜o sela-no´ obtidas na
subsec¸a˜o 3.2.3, curvas γ
(L)
−1 (K, a = 0, 5) (borda superior das EIPs BL) e γ
(L)
2 (K, a = 0, 5)
(borda inferior das EIPs BL) deﬁnidas pelas equac¸o˜es 3.45 e 3.46. Variando o valor de L,
obte´m-se as bordas para todas as EIPs BL. As bordas de outras EIPs como as B
−1
L , CL e
DL na˜o foram obtidas porque estas EIPs esta˜o relacionadas a per´ıodos maiores, onde as
equac¸o˜es ﬁcam mais complicadas e na˜o foi poss´ıvel se chegar a uma soluc¸a˜o para a regia˜o
de bifurcac¸a˜o.
Pode-se notar pela ﬁgura 3.6 b) que as bordas inferiores anal´ıticas γ
(L)
2 (K, a = 0, 5)
na˜o sobrepo˜em exatamente as bordas nume´ricas das BL. Este resultado esta´ em con-
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Figura 3.7: Esta ﬁgura foi retirada da refereˆncia [38], constitui a ﬁgura 1 deste artigo e nela
e´ plotada a corrente JT em func¸a˜o do paraˆmetro γ ao longo da linha branca descont´ınua
da ﬁgura 3.6 a). Traduzindo a notac¸a˜o do artigo para aquela utilizada nesta dissertac¸a˜o,
tem-se que 〈p〉 = JT e t = N . Para gerar esta ﬁgura os autores utilizaram M = 106
CIs, ﬁxando os paraˆmetros K = 6, 5 e a = 0, 5. Claramente, e´ poss´ıvel estabelecer uma
equivaleˆncia qualitativa entre esta ﬁgura e a regia˜o ocupada pela linha descont´ınua da
ﬁgura 3.6 a).
cordaˆncia com o obtido na ﬁgura 3 da refereˆncia [38], e e´ explicado pelo fato de haver
uma coexisteˆncia entre o atrator perio´dico que gera a BL e o atrator cao´tico que possui
uma bacia de atrac¸a˜o muito maior (multiestabilidade). Assim, as duas bordas nume´ricas
das EIPs BL nesse EP possuem origens f´ısicas diversas: enquanto a superior e´ gerada por
uma bifurcac¸a˜o sela-no´ a inferior e´ gerada por uma crise no atrator cao´tico6. A ﬁgura 3.8
ilustra bem esse fenoˆmeno ao plotar em cores a corrente orbital Jo no espac¸o de fase em
func¸a˜o da CI, para K = 5, 05 e γ = 0, 46, ponto marcado em azul na ﬁgura 3.6 a). Em
verde, aparece a bacia de atrac¸a˜o do atrator que gera a EIP B1, com Jo = 2pi, e quase
todo o restante do espac¸o de fase compo˜e a bacia de atrac¸a˜o do atrator cao´tico de corrente
negativa. Dentro de B1, onde o atrator cao´tico ja´ sofreu a crise e desapareceu, na˜o ha´
mais multiestabilidade e a bacia de atrac¸a˜o do atrator perio´dico passa a ocupar todo o
espac¸o de fase, tendo-se novamente JT = Jo.
Foi mencionado anteriormente, sem justiﬁcativa, que a ﬁgura 3.6 a) apresentava JT
em um intervalo representativo de K. Aproximando-se de K = 0 as regio˜es cao´ticas va˜o
se tornando cada vez mais raras, sendo substitu´ıdas por EIPs que na˜o carregam corrente.
Algumas dessas EIPs podem ser vistas na ﬁgura 3.6 b), tendo em vista que sa˜o poucas as
6Entende-se por crise de um atrator cao´tico uma su´bita mudanc¸a em seu comportamento. Entre essas
mudanc¸as esta˜o o crescimento da regia˜o cao´tica no espac¸o de fase e o seu desaparecimento (perda de
estabilidade) [86].
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Figura 3.8: Nesta ﬁgura e´ representada em cores a corrente Jo no espac¸o de fase em uma
malha de 1000× 1000 pontos. Para gera´-la, foram utilizadas N = 103 iterac¸o˜es, foi ﬁxado
K = 5, 05 e γ = 0, 46 (ponto em azul da ﬁgura 3.6 a)). Em verde, aparece a bacia de
atrac¸a˜o do atrator que gera a EIP B1, e quase todo o restante do espac¸o de fase compo˜e
o atrator cao´tico de corrente negativa. A corrente JT ≈ −0, 306.
regio˜es que apresentam corrente total na˜o-nula abaixo de K = 4 (veja ﬁgura 3.6 a)). As
EIPs que na˜o carregam corrente, bem como as regio˜es A de corrente total nula, devem
corresponder a atratores cujos pontos distribuem-se simetricamente em relac¸a˜o a p = 0.
Por ﬁm, ao se aumentar o valor de K ale´m do intervalo ja´ representado na ﬁgura 3.6 a)
apenas se encontra mais e mais EIPs do tipo BL e DL, bem como regio˜es E, pore´m com
JT mais elevado.
O fato de as regio˜es A e E na˜o serem perio´dicas na˜o implica necessariamente que elas
sejam cao´ticas, ja´ que o conceito de caos refere-se a` dependeˆncia sens´ıvel nas CIs e na˜o
a` periodicidade em si (veja a subsec¸a˜o 2.2.3). Para veriﬁcar se A e E sa˜o regulares ou
cao´ticas gerou-se a ﬁgura 3.6 c). A ﬁgura 3.6 c) consiste no mesmo EP das ﬁguras 3.6 a)
e 3.6 b), pore´m com a quantidade representada por cores agora sendo o maior expoente
de Lyapunov. Da cor branca a` preta o maior expoente de Lyapunov e´ negativo e varia em
direc¸a˜o a zero. O maior expoente de Lyapunov crescente a partir de zero e´ representado
pelas cores azul, verde, amarela e vermelha. Como o maior expoente de Lyapunov e´
positivo nas regio˜es A e E, conclui-se que sa˜o cao´ticas. De fato, essa conclusa˜o concorda
com a explicac¸a˜o dada a` natureza do transporte pro´ximo ao limite conservativo fornecida
na refereˆncia [38], que vale para a regia˜o E: com a baixa dissipac¸a˜o, conjuntos que no
limite conservativo eram totalmente separados, em espec´ıﬁco o mar de caos e as ilhas
modos aceleradores7, conectam-se de maneira que o momentum das ilhas difunde-se e
7A expressa˜o “mar de caos” refere-se simplesmente a uma regia˜o do espac¸o de fase cuja dinaˆmica
e´ cao´tica em sistemas conservativos. Ja´ a expressa˜o “modos aceleradores” refere-se a o´rbitas do limite
conservativo que sa˜o perio´dicas se a posic¸a˜o x e o momentum p forem consideradas varia´veis perio´dicas,
e que aumentam o seu momentum por um incremento proporcional ao per´ıodo de p a cada iterac¸a˜o. Por
fim, ao redor dos modos aceleradores existem o´rbitas quasi-perio´dicas que variam p, em me´dia, como os
3.3. Resultados nume´ricos: mapeamento a temperatura nula 43
acaba por criar uma dinaˆmica cao´tica de altas correntes JT . Note ainda que a ﬁgura 3.6
c) mostra claramente que a corrente independe do valor do maior expoente de Lyapunov,
tanto nas regio˜es cao´ticas quanto nas perio´dicas.
Tendo em vista o resultado ja´ obtido na sec¸a˜o 3.2.1 det(J) = γ, supo˜e-se que a
proximidade com o limite conservativo deva aumentar o transiente das o´rbitas. De fato,
e´ isso o que se observa nas simulac¸o˜es nume´ricas no que se refere a`s EIPs, como pode ser
visto na pro´pria ﬁgura 3.7 da refereˆncia [38], onde a corrente total negativa de grande
mo´dulo que se acumula em γ = 0, 94 e´ na verdade um corte das EIPs CL da ﬁgura 3.6 a).
Todavia, a ﬁgura 3.7 ainda mostra que no intervalo aproximado [0, 95; 1, 00] o transiente
e´ muito curto. Voltando a` ﬁgura 3.6 a), esse intervalo corresponde a um corte de uma
regia˜o E, o que indica que estas regio˜es realmente sa˜o estaciona´rias. Foram feitos ainda
alguns testes pontuais dentro dessas regio˜es e na˜o se veriﬁcou alterac¸a˜o da corrente ate´
N = 107 iterac¸o˜es.
Ale´m do grande transiente correspondente a`s o´rbitas perio´dicas, veriﬁca-se ainda que
va´rias EIPs diferentes acumulam-se em determinadas a´reas pro´ximas ao limite conserva-
tivo, um pouco abaixo das regio˜es E. E´ previs´ıvel que essas a´reas apresentem cena´rios de
forte multiestabilidade com a sobreposic¸a˜o de diferentes EIPs. De fato, situac¸o˜es como
essa ja´ foram estudadas nos trabalhos [87, 88], onde os autores reportam a existeˆncia de
uma ampla quantidade de atratores associados a pequenas bacias de atrac¸a˜o coexistindo
no espac¸o de fase. Ainda existem regio˜es do EP onde atratores perio´dicos podem coexis-
tir com atratores cao´ticos, fazendo com que JT 6= Jo e a corrente varie dentro da EIP.
Um exemplo da coexisteˆncia entre atratores perio´dicos e cao´ticos pode ser observado nas
ﬁguras 3.9 a) e b). A ﬁgura 3.9 a) e´ uma ampliac¸a˜o da ﬁgura 3.6 a) mostrando a EIP B−1−1
que se sobrepo˜e e se liga a outras EIPs no EP. Como consequeˆncia, a corrente JT difere
de Jo (acaba sendo uma composic¸a˜o das correntes de todos os atratores coexistentes em
cada ponto). Para conﬁrmar este cena´rio de multiestabilidade, a ﬁgura 3.9 b) plota a
corrente em func¸a˜o da CI no espac¸o de fase. Como indicado pelas ﬂechas, ha´ atratores
perio´dicos e cao´ticos de diferentes correntes Jo inﬂuenciando o valor de JT . Cena´rios de
multiestabilidade como esse ja´ foram propostos como candidatos a me´todos de separac¸a˜o
de part´ıculas com diferentes velocidades em determinados contextos [35, 89].
A ﬁgura 3.10 e´ uma ampliac¸a˜o de duas regio˜es, uma engloba algumas EIPs do tipo
CL, e outra as EIPs D−1 sendo que em a) e c) o degradeˆ de cores representa a corrente
JT e em b) e d) os per´ıodos. As paletas sa˜o ideˆnticas a`s ja´ comentadas na introduc¸a˜o das
ﬁguras 3.6 a) e 3.6 b). Por esta ﬁgura e´ poss´ıvel observar em mais detalhe a morfologia
modos aceleradores os quais circundam, e que sa˜o chamadas de ilhas modos aceleradores.
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Figura 3.9: A ﬁgura 3.9 a) e´ uma ampliac¸a˜o da ﬁgura 3.6 a) e foi gerada em uma malha
de 600× 600 pontos. As cores representam a corrente total JT e a paleta e´ ideˆntica a` da
ﬁgura 3.6 a). Para gera´-la, foram utilizadas M = 102 CIs e N = 106 iterac¸o˜es. A ﬁgura
3.9 b) plota em cores a corrente em func¸a˜o da CI no espac¸o de fase. Para tanto, ﬁxou-se
K = 3 e γ = 0, 815, ponto marcado em branco em a). As ﬂechas indicam as duas maiores
bacias de atrac¸a˜o dos atratores perio´dicos de correntes opostas, mas ampliac¸o˜es revelam
a existeˆncia de mais bacias de atrac¸a˜o menores associadas a atratores perio´dicos imersas
na bacia de atrac¸a˜o do atrator cao´tico.
das EIPs ja´ mencionadas e tambe´m a nota´vel pluralidade de diferentes EIPs que podem
aparecer em menores escalas dos intervalos de paraˆmetros. Estruturas similares a estas
sa˜o usualmente encontradas numericamente no EP de sistemas dinaˆmicos na˜o-lineares que
apresentam caos [43, 44, 46–50, 90–92], e sua existeˆncia tem sido comprovada experimen-
talmente [52, 53]. A mais conhecida delas e´ o chamado “camara˜o” [43], EIP DL deste
trabalho, mas as EIPs BL e B
−1
L tambe´m sa˜o muito comuns, sendo chamadas respectiva-
mente por “singularidade cuspidal” [93] e “singularidade na˜o-cuspidal” [93]. As EIPs sa˜o
formadas por padro˜es de bifurcac¸a˜o no EP, e uma deﬁnic¸a˜o auxiliar para elas sera´ dada
na subsec¸a˜o 3.3.2. A ﬁgura 3.6 a) indica que as EIPs, em muitos casos, distribuem-se
em direc¸o˜es preferenciais no EP. Uma dessas direc¸o˜es esta´ representada por uma linha
branca descont´ınua na ﬁgura 3.10 a), ao longo da qual a corrente total negativa varia em
mo´dulo de 2pi a` medida em que se troca de EIP na se´rie. De fato, como se pode observar
pela ﬁgura 3.6 a), o mo´dulo da corrente sempre varia em Lx = 2pi ao longo das direc¸o˜es
preferenciais. Essas direc¸o˜es preferenciais fornecem rotas para a variac¸a˜o controlada da
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corrente no EP, o que pode apresentar algumas aplicac¸o˜es dependendo do dispositivo f´ısico
que constitui a catraca.
Figura 3.10: As ﬁguras 3.10 a) e b), bem como 3.10 c) e d) representam respectivamente
ampliac¸o˜es de duas regio˜es do EP da ﬁgura 3.6 a), e foram geradas em uma malha de
600 × 600 pontos. Em a) e c) as cores representam a corrente total JT , enquanto em b)
e d) o per´ıodo q e´ representado em cores. As paletas de cores sa˜o ideˆnticas a`s das ﬁguras
3.6 a) e 3.6 b). Em a) e c) foram utilizadas M = 103 CIs e N = 104 iterac¸o˜es, ja´ em b) e
d) uma CI e N = 106 iterac¸o˜es. A linha branca descont´ınua na ﬁgura 3.10 a) representa
uma direc¸a˜o preferencial ao longo da qual EIPs de mesma morfologia distribuem-se. A
diferenc¸a entre os mo´dulos das correntes de duas EIPs cont´ıguas e´ de 2pi. A ﬁgura 3.10
a) ainda apresenta um ponto branco dentro da EIP C−1, este e´ o local do EP onde os
atratores das ﬁguras 3.11 a) e c) foram gerados.
Uma representac¸a˜o qualitativa da dinaˆmica que ocorre nas EIPs e na regia˜o A pode
ser vista na ﬁgura 3.11. As ﬁguras 3.11 a) e c) correspondem ao mesmo atrator perio´dico
(q = 4, Jo = JT = −2pi) obtido ao se ajustar os paraˆmetros K = 5, 7 e γ = 0, 625,
ponto pertencente a` EIP C−1 (veja ﬁgura 3.10 b)). Em a) foram plotadas 12 iterac¸o˜es
(a o´rbita repete-se 3 vezes) e em c) foi plotada a varia´vel x em mod 2pi. Nas ﬁguras
3.11 b) e d) pode-se observar o mesmo atrator cao´tico (Jo = JT ≅ −0, 96) obtido ao se
ajustar os paraˆmetros K = 14 e γ = 0, 125, ponto pertencente a` regia˜o A (veja ﬁgura
3.6 a)). A diferenc¸a entre b) e d) e´ que em d) plotou-se a coordenada xmod 12pi. Note
que o atrator cao´tico inteiro ocupa seis ce´lulas ([0, 2pi]) do potencial e por este motivo
utilizou-se mod 12pi na varia´vel x. Observe tambe´m que ambos os atratores da ﬁgura 3.11
sa˜o assime´tricos em p, o que permite que tenham Jo 6= 0.
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Figura 3.11: Todos os atratores foram gerados com a CI (x, p) = (1; 1), a = 0, 5 e φ = pi/2.
Em a) e c) K = 5, 7 e γ = 0, 625, em b) e d) K = 14, 0 e γ = 0, 125 (ponto marcado
em branco na ﬁgura 3.6 a)). Na ﬁgura 3.11 a) esta˜o representadas as u´ltimas 12 iterac¸o˜es
de uma se´rie de 2 × 103, em b) se´rie de 2 × 103 iterac¸o˜es, em c) e d) os mesmos pontos
representados respectivamente em a) e b) esta˜o agora plotados em (c)) x mod 2pi e em
(d)) x mod 12pi.
3.3.2 Definic¸a˜o das principais estruturas isoperio´dicas
Ate´ enta˜o, uma deﬁnic¸a˜o muito superﬁcial das EIPs havia sido dada, baseada no
reconhecimento intuitivo da morfologia de regio˜es perio´dicas de corrente constante. Esta
noc¸a˜o deve ser elevada a uma deﬁnic¸a˜o mais precisa, o que sera´ feito nesta subsec¸a˜o.
Regio˜es isoperio´dicas do EP de sistemas diversos veˆm sendo reportadas ha´ muito
tempo na literatura, como pode ser veriﬁcado nos trabalhos [43–53]. Embora na˜o exista
um consenso acerca de sua deﬁnic¸a˜o, alguns autores tentaram deﬁn´ı-las [92, 94], e nesta
dissertac¸a˜o sua deﬁnic¸a˜o basear-se-a´ fortemente nesses trabalhos. Basicamente, uma EIP e´
formada por um padra˜o bifurcacional no EP, e diferentes padro˜es dara˜o origem a diferentes
EIPs. No que se refere a mapas, dois tipos de bifurcac¸a˜o deﬁnem as EIPs, a bifurcac¸a˜o
sela-no´ e a bifurcac¸a˜o por dobramento de per´ıodo. A maneira como as curvas onde ha´
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bifurcac¸a˜o dispo˜em-se no EP (por exemplo, as curvas obtidas na sec¸a˜o 3.2.3) deﬁnira´ esse
padra˜o utilizado para identiﬁcar uma EIP de determinado tipo. E´ importante observar
que bifurcac¸o˜es sela-no´ dara˜o origem ao menor per´ıodo da estrutura (e tambe´m a algumas
das bordas), referido neste trabalho simplesmente como “per´ıodo principal da EIP”. Ja´
as bifurcac¸o˜es por dobramento de per´ıodo suceder-se-a˜o ate´ atingir outras bordas da EIP
(aquelas na˜o formadas por bifurcac¸o˜es do tipo sela-no´). De fato, ainda ha´ um terceiro
tipo de fenoˆmeno que da´ origem a bordas nas EIPs no EP, a crise no atrator cao´tico (veja
a ﬁgura 3.6), que pore´m na˜o e´ considerada para ﬁns de deﬁnic¸a˜o. EIPs de mesmo tipo
podem ter per´ıodos principais diferentes, a u´nica caracter´ıstica que importa para a sua
deﬁnic¸a˜o sa˜o os cruzamentos de curvas de bifurcac¸a˜o do per´ıodo principal. Como neste
trabalho foi identiﬁcado que as EIPs BL, B
−1
L e DL sa˜o as mais comuns nos diferentes
EPs, estas treˆs sera˜o deﬁnidas aqui.
A EIP BL e´ formada por duas curvas de bifurcac¸a˜o tipo sela-no´ e duas do tipo dobra-
mento de per´ıodo. Enquanto as curvas do tipo sela-no´ apenas se encontram, as curvas do
tipo dobramento de per´ıodo cruzam-se. Uma representac¸a˜o esquema´tica desta deﬁnic¸a˜o e´
apresentada na ﬁgura 3.12 a), onde em preto esta˜o representadas as curvas de bifurcac¸a˜o
sela-no´ e em vermelho as curvas de bifurcac¸a˜o por dobramento de per´ıodo. Os pontos α e
β representam respectivamente o encontro das curvas do tipo sela-no´ e o cruzamento das
curvas do tipo dobramento de per´ıodo. Vale a pena relembrar que essas curvas referem-se
ao per´ıodo principal da EIP, sendo que no sentido indicado pelas ﬂechas em azul sucede-
se uma cascata de dobramento de per´ıodo que levara´ em u´ltimo caso ao comportamento
cao´tico, o que deﬁne uma das bordas da EIP.
A EIP B−1L e´ formada por duas curvas de bifurcac¸a˜o tipo sela-no´ e uma do tipo
dobramento de per´ıodo. Assim como no caso da BL, as curvas de bifurcac¸a˜o do tipo
sela-no´ encontram-se no ponto α, mas na˜o se cruzam. Entretanto, ha´ cruzamento entre
as curvas de dobramento de per´ıodo e bifurcac¸a˜o sela-no´ nos pontos γ1 e γ2, e a curva
do tipo dobramento de per´ıodo intercepta a si pro´pria no ponto β. Uma representac¸a˜o
esquema´tica dessa deﬁnic¸a˜o pode ser visualizada na ﬁgura 3.12 b) onde, novamente, ocorre
no sentido indicado pelas ﬂechas em azul uma cascata de dobramento de per´ıodo que levara´
ao comportamento cao´tico.
Por ﬁm, a EIP DL e´ formada por treˆs curvas de bifurcac¸a˜o tipo sela-no´ e duas do
tipo dobramento de per´ıodo. Duas das curvas de bifurcac¸a˜o do tipo sela-no´ encontram-se,
mas na˜o se cruzam, todavia, as curvas do tipo dobramento de per´ıodo cruzam-se. Uma
representac¸a˜o esquema´tica dessa deﬁnic¸a˜o pode ser visualizada na ﬁgura 3.12 c), onde
os pontos α e β representam respectivamente o encontro das curvas do tipo sela-no´ e o
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cruzamento das curvas do tipo dobramento de per´ıodo. Ja´ os pontos γ1 e γ2 marcam o
cruzamento entre as curvas de dobramento de per´ıodo e bifurcac¸a˜o sela-no´. Novamente,
ocorre no sentido indicado pelas ﬂechas em azul uma cascata de dobramento de per´ıodo
que levara´ ao comportamento cao´tico.
Figura 3.12: Representac¸a˜o esquema´tica das curvas de bifurcac¸a˜o do per´ıodo principal das
EIPs que as deﬁnem. Como estas estruturas existem no EP formado por dois paraˆmetros
quaisquer, esta´ subentendido que na direc¸a˜o vertical varia-se um apraˆmetro gene´rico e na
horizontal outro paraˆmetro, por exemplo (K, γ). Em preto esta˜o representadas as curvas
de bifurcac¸a˜o do tipo sela-no´, em vermelho as curvas do tipo dobramento de per´ıodo e as
ﬂechas em azul indicam as direc¸o˜es e os sentidos onde ocorre uma cascata de bifurcac¸a˜o
que leva, em u´ltimo caso, ao comportamento cao´tico. Os pontos α indicam o encontro de
duas curvas de bifurcac¸a˜o sela-no´, β o cruzamento de curvas de bifurcac¸a˜o por dobramento
de per´ıodo e γ o cruzamento ambos os tipos de curva. Em a) pode ser visualizada a EIP
BL, em b) a EIP B
−1
L e em c) a EIP DL. Em b) e c) ainda esta˜o representadas ampliac¸o˜es
de regio˜es onde ocorre o encontro e cruzamento de curvas.
Em nenhum momento ocorre variac¸a˜o da corrente orbital que gera JT dentro das EIPs,
de maneira que EIPs conectadas, por consequeˆncia, possuem a mesma JT (caso na˜o haja
multiestabilidade). De fato, pelo v´ınculo expresso pela equac¸a˜o 3.18, Jo = kLx/q, onde
q e´ o per´ıodo “no tempo” e se fosse considerada uma sec¸a˜o de Poincare´ em x, enta˜o k
seria o per´ıodo “no espac¸o”. Assim, a manutenc¸a˜o da corrente constante dentro da EIP
e´ uma expressa˜o da equivaleˆncia entre os conceitos de bifurcac¸a˜o no espac¸o e no tempo:
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quando ocorre uma bifurcac¸a˜o sela-no´ no tempo que gera uma o´rbita de per´ıodo q tambe´m
ocorre uma no espac¸o que gera o per´ıodo k; quando ha´ uma bifurcac¸a˜o por dobramento
de per´ıodo no tempo q → 2q ha´ tambe´m uma bifurcac¸a˜o no espac¸o por dobramento de
per´ıodo k → 2k.
Por ﬁm, em va´rias regio˜es do EP e´ poss´ıvel identiﬁcar direc¸o˜es preferenciais que cons-
tituem curvas no EP ao longo das quais EIPs de mesmo tipo distribuem-se, mantendo
o seu per´ıodo q e variando Jo em unidades de Lx a cada troca entre EIPs cont´ıguas na
se´rie. De fato, essas sequencias de aumento de corrente podem ser consideradas regras de
adic¸a˜o de per´ıodo entre estruturas (considerando a sec¸a˜o de Poincare´ no espac¸o), como ja´
observado nos trabalhos [50, 51].
3.3.3 Espac¸o de paraˆmetros a versus γ
Nesta subsec¸a˜o, o EP (a, γ) foi estudado em detalhes, sendo ﬁxados os paraˆmetros
K = 6, 5 e φ = pi/2. Os paraˆmetros variados a e γ, de uma maneira na˜o rigorosa, esta˜o
relacionados respectivamente com a assimetria do impulso perio´dico e com a energia dis-
sipada. O paraˆmetro a e´ sempre positivo e γ ∈ [0; 1], encontrando o superamortecimento
em γ = 0 e o limite conservativo em γ = 1. Para ilustrar o signiﬁcado f´ısico do paraˆmetro
a, a ﬁgura 3.3 apresenta o potencial que gera o impulso K[ sen(x) + a sen(2x + φ)] para
diferentes valores de a, com os paraˆmetros K = 6, 5 e φ = pi/2.
A ﬁgura 3.13 a) consiste em um EP onde se varreu todo o intervalo da dissipac¸a˜o
γ com signiﬁcado f´ısico, e um intervalo representativo da assimetria a. A corrente total
e´ representada por cores, sendo que a cor preta representa correntes aproximadamente
nulas, do verde para o branco correntes incrementadamente positivas e do vermelho para
o amarelo correntes incrementadamente negativas. Assim como no caso da ﬁgura 3.6 a),
este EP tambe´m apresenta uma distribuic¸a˜o perio´dica de regio˜es de morfologia semelhante
onde a corrente e´ destacadamente superior. Como se pode conﬁrmar pela ﬁgura 3.13 b),
onde e´ representado por cores o per´ıodo de uma u´nica o´rbita no EP, essas regio˜es sa˜o
perio´dicas e constituem as EIPs ja´ deﬁnidas na subsec¸a˜o 3.3.2 e estudadas na subsec¸a˜o
3.3.1. A nomenclatura dessas regio˜es segue a deﬁnic¸a˜o dada na subsec¸a˜o 3.3.1. As regio˜es
cao´ticas E tambe´m podem ser encontradas no EP (a, γ), como se pode checar pelas ﬁguras
3.13 a) e c)8, onde em c) o maior expoente de Lyapunov e´ representado por cores sendo
que as cores preta e branca indicam regio˜es regulares e as demais assinalam a presenc¸a
de caos. Como essas regio˜es sempre esta˜o vinculadas ao limite conservativo, so´ se espera
8Para uma explicac¸a˜o da origem dessas regio˜es veja a subsec¸a˜o 3.3.1 e a refereˆncia [38]
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encontra´-las em EPs que envolvam γ ou que mantenham γ ≈ 1. Por ﬁm, a regia˜o cao´tica
A (veja a subsec¸a˜o 3.3.1) tambe´m permeia a maior parte do EP (a, γ), apresentando
correntes varia´veis e modestas quando comparadas a`s outras regio˜es. A ﬁgura 3.13 c)
indica que na˜o ha´ relac¸a˜o entre o comportamento do maior expoente de Lyapunov nas
regio˜es cao´ticas (A e E) e os valores de JT .
Figura 3.13: A ﬁgura 3.13 apresenta em cores algumas grandezas calculadas numerica-
mente no EP (a, γ) em uma malha de 600× 600 pontos. Em a) a grandeza determinada
e´ JT , onde se utilizou 10
2 CIs uniformemente distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi]
e N = 104 iterac¸o˜es. Nesta ﬁgura ainda esta˜o indicadas por letras algumas EIPs e
regio˜es caracter´ısticas do EP, seguindo a nomenclatura deﬁnida na subsec¸a˜o 3.3.1. Em
b) calculou-se o per´ıodo de uma o´rbita q, onde se utilizou a CI (x, p) = (0, 1; 0, 1) e
N = 106 iterac¸o˜es. Nesta ﬁgura ainda esta˜o plotadas as curvas de bifurcac¸a˜o sela-no´
(linha cont´ınua) e por dobramento de per´ıodo (linha descont´ınua) obtidas na subsec¸a˜o
3.2.3. Em c) a quantidade calculada e´ o maior expoente de Lyapunov, onde se utilizou a
CI (x, p) = (0, 1; 0, 1) e N = 106 iterac¸o˜es.
Muitas das EIPs aparecem apenas parcialmente neste EP, como se estivessem “imer-
sas” ou “cortadas”. Isso ocorre devido a uma coexisteˆncia entre o atrator perio´dico que
gera as EIPs e o atrator cao´tico (que possui uma bacia de atrac¸a˜o maior), de maneira
que as estruturas apenas aparecem no EP de fato quando ocorre um fenoˆmeno de crise no
atrator cao´tico. Para ilustrar esse fenoˆmeno, na ﬁgura 3.14 foi plotada a corrente orbital
Jo em func¸a˜o da CI no espac¸o de fase, no ponto (a, γ) = (0, 5; 0, 66) do EP (ponto marcado
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em branco na ﬁgura 3.13 a)). Como se pode observar, a bacia do atrator perio´dico possui
apenas uma pequena parcela do espac¸o de fase e essa bacia ainda esta´ fora da regia˜o em
que as CIs foram escolhidas para gerar as ﬁguras 3.13. A ﬁgura 3.13 b) tambe´m apresenta
curvas que delimitam as regio˜es de bifurcac¸a˜o sela-no´ no EP (a, γ). Essas curvas esta˜o
representadas em linhas brancas cont´ınuas, sendo que as retas correspondem a a = 1 e
γ
(L)
−1 , equac¸a˜o 3.45, e a curva restante corresponde a γ
(1)
2 da equac¸a˜o 3.46. Nas retas,
escolhendo-se L = 0, obte´m-se a = 1; L = 1, 2, ... crescentemente, obte´m-se as retas do
lado esquerdo de a = 1 cada vez mais pro´ximo ao limite conservativo; L = −1,−2, ...
decrescentemente, obte´m-se as retas do lado direito tambe´m se aproximando do limite
conservativo. Novamente, situac¸o˜es em que as bordas anal´ıticas na˜o coincidem com as
bordas nume´ricas das estruturas correspondem a uma situac¸a˜o de coexisteˆncia entre o
atrator perio´dico que gera a EIP e o atrator cao´tico. Em linha branca descont´ınua, na
EIP referente a` reta a = 1, ainda aparece a regia˜o do EP correspondente a uma bifurcac¸a˜o
por dobramento de per´ıodo, curva γ
(0)
q=1→2 da equac¸a˜o 3.47. Observe ainda que nesta EIP
a corrente e´ nula independentemente do per´ıodo, onde todas as bifurcac¸o˜es da˜o origem a
atratores perio´dicos sime´tricos em relac¸a˜o a` p = 0.
Figura 3.14: A ﬁgura 3.14 apresenta em cores Jo em func¸a˜o da CI no espac¸o de fase, onde
se ﬁxou os paraˆmetros K = 6, 5, a = 0, 5, φ = pi/2 e γ = 0, 66 (ponto marcado em branco
na ﬁgura 3.13 a)). Para gerar esta ﬁgura, utilizou-se uma malha de 1000 × 1000 pontos,
N = 104 iterac¸o˜es, descartando um transiente de 103 iterac¸o˜es. Permeando o espac¸o de
fase, com corrente ﬂutuante, aparece a bacia de atrac¸a˜o do atrator cao´tico, enquanto a
bacia do atrator perio´dico que gera a EIP B2 aparece com uma corrente constante em
verde claro.
Neste EP tambe´m e´ poss´ıvel identiﬁcar direc¸o˜es preferenciais ao longo das quais estru-
turas de igual morfologia acumulam-se, variando sua corrente JT em mu´ltiplos de Lx = 2pi.
Estas direc¸o˜es poderiam em teoria ser utilizadas para guiar um incremento controlado de
corrente em dispositivos catraca. Por ﬁm, as ﬁguras 3.13 a), b) e c) apresentam as EIPs
deﬁnidas na subsec¸a˜o 3.3.2 e conjecturadas como sendo gene´ricas em EPs de catracas
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determin´ısticas, pore´m a B−1L e a DL na˜o sa˜o muito nitidamente observadas. Para tanto,
as ﬁguras 3.15 a) e b) apresentam respectivamente as EIPs B−1L e DL.
Figura 3.15: Ampliac¸a˜o do EP apresentado pela ﬁgura 3.13. Em a) pode-se observar as
EIPs do tipo BL e B
−1
L , enquanto em b) esta´ representada uma EIP DL. A paleta de
cores e´ ideˆntica a` utilizada na ﬁgura 3.13 a).
3.3.4 Espac¸o de paraˆmetros φ versus γ
Nesta subsec¸a˜o, o EP (φ, γ) foi estudado em detalhes, sendo ﬁxados os paraˆmetros
K = 6, 5 e a = 0, 5. Os paraˆmetros variados φ e γ, esta˜o relacionados respectivamente
com a fase entre as duas componentes do impulso perio´dico e com a energia dissipada. O
paraˆmetro γ ∈ [0; 1], encontrando o superamortecimento em γ = 0 e o limite conservativo
em γ = 1. Para ilustrar o signiﬁcado f´ısico do paraˆmetro φ, a ﬁgura 3.3 apresenta o
potencial que gera o impulso K[ sen(x) + a sen(2x+ φ)] para diferentes valores de a, com
os paraˆmetros K = 6, 5 e a = 0, 5.
A ﬁgura 3.16 a) consiste em um EP onde se varreu todo o intervalo da dissipac¸a˜o γ
e da fase φ com signiﬁcado f´ısico. A corrente total e´ representada por cores, sendo que a
cor preta representa correntes aproximadamente nulas, do verde para o branco correntes
incrementadamente positivas e do vermelho para o amarelo correntes incrementadamente
negativas. Assim como no caso das ﬁguras 3.6 a) e 3.13 a), este EP tambe´m apresenta uma
distribuic¸a˜o perio´dica de regio˜es de morfologia semelhante onde a corrente e´ destacada-
mente superior. Como se pode conﬁrmar pela ﬁgura 3.16 b), onde aparece representado
por cores o per´ıodo de uma u´nica o´rbita no EP, essas regio˜es sa˜o perio´dicas e constituem
as EIPs ja´ deﬁnidas na subsec¸a˜o 3.3.2 e estudadas nas subsec¸o˜es 3.3.1 e 3.3.3. A nomen-
clatura dessas regio˜es segue a deﬁnic¸a˜o dada na subsec¸a˜o 3.3.1. As regio˜es cao´ticas E
tambe´m podem ser encontradas no EP (φ, γ), como se pode checar pelas ﬁguras 3.16 a) e
c)9, onde em c) o maior expoente de Lyapunov e´ representado em cores sendo que as cores
9Para uma explicac¸a˜o da origem dessas regio˜es veja a subsec¸a˜o 3.3.1 e a refereˆncia [38].
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preta e branca indicam regio˜es regulares, enquanto as demais cores assinalam a presenc¸a
de caos. Como essas regio˜es sempre esta˜o vinculadas ao limite conservativo, so´ se espera
encontra´-las em EPs que envolvam γ ou que mantenham γ ≈ 1. A regia˜o cao´tica A (veja
a subsec¸a˜o 3.3.1) tambe´m permeia a maior parte do EP (φ, γ), apresentando correntes
varia´veis e modestas quando comparadas a`s outras regio˜es. Novamente, a ﬁgura 3.16 c)
indica que na˜o ha´ relac¸a˜o entre o maior expoente de Lyapunov e JT . Tambe´m e´ interes-
sante observar que o EP (φ, γ) e´ antissime´trico com relac¸a˜o a` transformac¸a˜o φ→ 2pi− φ,
o que e´ decorrente do fato de o potencial que gera o impulso ser antissime´trico em relac¸a˜o
a essa transformac¸a˜o (veja as ﬁguras 3.3 c) e f)).
Figura 3.16: A ﬁgura 3.16 apresenta em cores algumas grandezas calculadas numerica-
mente no EP (φ, γ) em uma malha de 600× 600 pontos. Em a) a grandeza determinada
e´ JT , onde se utilizou 10
2 CIs uniformemente distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi]
e N = 104 iterac¸o˜es. Nesta ﬁgura ainda esta˜o indicadas por letras algumas EIPs e
regio˜es caracter´ısticas do EP, seguindo a nomenclatura deﬁnida na subsec¸a˜o 3.3.1. Em b)
calculou-se o per´ıodo de uma o´rbita q, onde se utilizou a CI (x, p) = (0, 1; 0, 1) e N = 106
iterac¸o˜es. Em c) a quantidade calculada e´ o maior expoente de Lyapunov, onde se utilizou
a CI (x, p) = (0, 1; 0, 1) e N = 106 iterac¸o˜es.
Muitas das EIPs aparecem apenas parcialmente neste EP, como se estivessem “imer-
sas” ou “cortadas”. Isso ocorre devido a uma coexisteˆncia entre o atrator perio´dico que
gera as EIPs e o atrator cao´tico (que possui uma bacia de atrac¸a˜o maior), de maneira
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que as estruturas apenas aparecem no EP de fato quando ocorre um fenoˆmeno de crise
no atrator cao´tico. Esse fenoˆmeno e´ ana´logo ao reportado na subsec¸a˜o 3.3.3 e ilustrado
na ﬁgura 3.14. Para o EP (φ, γ) na˜o foi poss´ıvel obter curvas anal´ıticas para as regio˜es
de bifurcac¸a˜o, ao contra´rio dos EPs (K, γ) e (a, γ) ja´ estudados nas subsec¸o˜es 3.3.1 e
3.3.3. Neste EP tambe´m e´ poss´ıvel identiﬁcar direc¸o˜es preferenciais ao longo das quais
estruturas de igual morfologia acumulam-se, variando sua corrente JT em mu´ltiplos de
Lx = 2pi. Estas direc¸o˜es poderiam em teoria ser utilizadas para guiar um incremento
controlado de corrente em dispositivos catraca. As ﬁguras 3.16 a), b) e c) apresentam as
EIPs deﬁnidas na subsec¸a˜o 3.3.2 e conjecturadas como sendo gene´ricas em EPs de catra-
cas determin´ısticas, pore´m a B−1L e a DL na˜o sa˜o muito nitidamente observadas. Para
tanto, as ﬁguras 3.17 a) e b) apresentam respectivamente as EIPs B−1L e DL.
Figura 3.17: Ampliac¸a˜o do EP apresentado pela ﬁgura 3.16. Em a) pode-se observar as
EIPs do tipo BL e B
−1
L , enquanto em b) esta´ representada uma EIP DL. A paleta de
cores e´ ideˆntica a` utilizada na ﬁgura 3.16 a).
3.3.5 Espac¸os de paraˆmetros com dissipac¸a˜o fixa
Nesta subsec¸a˜o, sera˜o apresentados os resultados nume´ricos obtidos para os EPs que
na˜o envolvem a dissipac¸a˜o γ, a mencionar (K, a), (K,φ) e (a, φ). De fato, a dissipac¸a˜o
possui um papel diferenciado ja´ que EIPs sa˜o objetos caracter´ısticos do EP de sistemas
dissipativos. Todavia, como sera´ visto na sequeˆncia, na˜o se faz necessa´rio variar a dissi-
pac¸a˜o para se obter as EIPs. De fato, isso na˜o e´ ta˜o surpreendente tendo em vista que
as curvas de bifurcac¸a˜o determinadas na subsec¸a˜o 3.2.3 existem no EP (K, a) e tambe´m
na˜o ha´ nenhum empecilho fundamental, sena˜o diﬁculdade matema´tica em determinar as
curvas, para a existeˆncia das regio˜es de bifurcac¸a˜o que deﬁnem as EIPs nos EPs que
envolvem o paraˆmetro φ. Considera-se aqui tambe´m que ja´ tenham sido apresentadas
informac¸o˜es suﬁcientes sobre a regularidade e a periodicidade das diferentes regio˜es do
EP, de maneira que, deste ponto em diante, esta dissertac¸a˜o na˜o se preocupara´ mais em
apresentar ca´lculos do maior expoente de Lyapunov e de q nos espac¸os de paraˆmetros.
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Figura 3.18: A ﬁgura 3.18 apresenta em cores a corrente JT calculada para treˆs EPs
diferentes em uma malha de 480 × 480 pontos, onde se utilizou 64 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 104 iterac¸o˜es. Em a) aparece o EP (a, φ),
onde K = 30, 5 e γ = 0, 5. Em b) e´ representado o EP (K, a), em que φ = pi/2 e γ = 0, 5.
Em c) observa-se o EP (K,φ), com a = 0, 5 e γ = 0, 5.
A ﬁgura 3.18 apresenta a corrente total em cores, sendo que a cor preta representa
correntes aproximadamente nulas, do verde para o branco correntes incrementadamente
positivas e do vermelho para o amarelo correntes incrementadamente negativas. Em a) e´
poss´ıvel obter uma visa˜o geral do EP (a, φ), em b) de (K, a) e em c) de (K,φ). Em todos
os EPs podem ser identiﬁcadas EIPs distribuindo-se ao longo de direc¸o˜es preferenciais,
onde a corrente varia de Lx = 2pi a cada EIP da se´rie. Ao longo de K →∞ ha´ divergeˆncia
da corrente JT nas EIPs, situac¸a˜o diversa da encontrada quando se diverge o paraˆmetro a.
De fato, para o EP da ﬁgura 3.18 a), ha´ diminuic¸a˜o do mo´dulo da corrente a medida que
se aumenta o valor de a. E´ interessante observar que na ﬁgura 3.18 a) ha´ uma se´rie ﬁnita
de estruturas BL e B
−1
L , cujo menor valor de corrente e´ JT = 2pi e o maior e´ determinado
pelo valor de K ﬁxo. A regia˜o A tambe´m e´ facilmente identiﬁcada permeando todos os
EPs, no entanto na˜o sa˜o observadas regio˜es E. O motivo e´ claro: a regia˜o E esta´ vinculada
ao limite conservativo onde γ → 1, ao passo que em todos os EPs da ﬁgura 3.18 γ = 0, 5.
Por ﬁm, todos os EPs apresentam as EIPs deﬁnidas na subsec¸a˜o 3.3.2 e conjecturadas
gene´ricas, como se pode observar nitidamente na ﬁgura 3.19.
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Figura 3.19: A ﬁgura 3.19 apresenta em cores a corrente JT calculada para treˆs EPs
diferentes em uma malha de 480 × 480 pontos, onde se utilizou 64 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 104 iterac¸o˜es. Em diferentes linhas esta˜o
representados diferentes EPs, enquanto que em diferentes colunas aparecem diferentes
EIPs. Na primeira linha, pode-se observar o EP (a, φ) com K = 6, 5 e γ = 0, 5; na
segunda, (K, a) com φ = pi/2 e γ = 0, 5; e na terceira, (K,φ) onde a = 0, 5 e γ = 0, 5. Na
primeira coluna, pode-se observar EIPs do tipo BL; na segunda, B
−1
L ; e na terceira, DL.
A paleta de cores foi omitida mas e´ ideˆntica a` da ﬁgura 3.18.
3.3.6 Eficieˆncia nas estruturas isoperio´dicas
Na subsec¸a˜o 3.2.2 chegou-se a duas concluso˜es importantes acerca da eﬁcieˆncia ener-
ge´tica η do transporte de part´ıculas pelo mapa 3.14: no que se refere aos paraˆmetros, a
eﬁcieˆncia so´ depende da dissipac¸a˜o γ; mantendo γ ﬁxo, as o´rbitas perio´dicas em que q = 1
possuem eﬁcieˆncia ma´xima (para dado γ). Considerando ainda a equac¸a˜o 3.39, percebe-se
que a eﬁcieˆncia depende do variaˆncia σ2p do momentum, ou seja, espera-se que trajeto´rias
cao´ticas tendam a ser menos eﬁcientes que o´rbitas perio´dicas. No EP, isso implica que,
para certas escalas de γ, EIPs produzira˜o um transporte mais eﬁciente que as regio˜es A.
Para ilustrar essa questa˜o, na ﬁgura 3.20 foi plotada em cores a eﬁcieˆncia η para o EP
(K, γ), ideˆntico ao da ﬁgura 3.6. A cor preta indica eﬁcieˆncia nula, da cor vermelha a`
branca, passando pela amarela, a eﬁcieˆncia aumenta de seu mı´nimo η = 0 a seu ma´ximo
(previsto na subsec¸a˜o 3.2.2) η = 0, 5. Claramente a eﬁcieˆncia depende muito fortemente
do paraˆmetro γ, sendo que no superamortecimento η = 0 e regio˜es pro´ximas ao limite
conservativo possuem eﬁcieˆncia alta, pro´xima a 0, 5. Esta ﬁgura tambe´m parece indicar
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que, localmente em γ, as EIPs representam regio˜es de alta eﬁcieˆncia. Para conﬁrmar
este fato, as ﬁguras 3.21 a), b) e c) reproduzem as EIPs conjecturadas como gene´ricas
e deﬁnidas na subsec¸a˜o 3.3.2, com o diagrama de cores representando a eﬁcieˆncia η.
Visivelmente, em EPs que dependam ou na˜o de γ, para per´ıodos principais baixos (que
representam as maiores EIPs), a eﬁcieˆncia e´ muito superior na regia˜o interna a`s EIPs do
que em seus arredores, chegando muito pro´ximo a` eﬁcieˆncia ma´xima em va´rios casos.
Figura 3.20: A ﬁgura 3.20 apresenta em cores a eﬁcieˆncia η calculada no EP (K, γ), para os
mesmos intervalos de paraˆmetros que os da ﬁgura 3.6, em uma malha de 480×480 pontos.
Nesta ﬁgura, utilizou-se 64 CIs uniformemente distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e
N = 105 iterac¸o˜es.
Poder-se-ia imaginar que regio˜es internas a`s EIPs onde ha´ bifurcac¸a˜o por dobramento
de per´ıodo iriam diminuir sensivelmente a eﬁcieˆncia, mas isso na˜o ocorre como se poˆde
observar nas ﬁguras 3.20 e 3.21. De fato, embora haja a bifurcac¸a˜o, os pontos perio´dicos
oriundos na˜o se afastam muito em p, assim mantendo a variaˆncia σ2p pro´xima a` da o´rbita
que era esta´vel antes do fenoˆmeno de bifurcac¸a˜o.
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Figura 3.21: A ﬁgura 3.21 apresenta em cores a eﬁcieˆncia η calculada em dois EPs dife-
rentes em uma malha de 480×480 pontos. Nesta ﬁgura, utilizou-se 64 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 105 iterac¸o˜es apo´s um transiente de 105
iterac¸o˜es. Em a) e b) esta˜o representadas respectivamente as EIPs BL e B
−1
L no EP (a, φ),
ja´ em c) a EIP DL no EP (a, γ). A paleta de cores foi omitida mas e´ ideˆntica a` da ﬁgura
3.20.
3.4 Modelamento de catraca determin´ıstica por equac¸o˜es
diferenciais
Um sistema mais real´ıstico de catraca cla´ssica envolveria equac¸o˜es diferenciais, ja´ que
sistemas cla´ssicos sa˜o, em princ´ıpio, cont´ınuos. Um modelo bastante estudado e´ a“catraca
de balanc¸o”10. Neste sistema, as partes espacial e temporal da forc¸a na˜o dissipativa sa˜o
separadas, de maneira que pode ser interpretada como uma forc¸a oriunda de um potencial
somada a uma forc¸a externa que tira o sistema do equil´ıbrio. As equac¸o˜es diferenciais que
modelam este sistema sa˜o dadas por
v˙ = −λ˜v + K˜F (x) + K˜t sent,
x˙ = v,
(3.49)
onde todas as quantidades demarcadas com o til esta˜o divididas pela massa da part´ıcula
(λ˜ = λ/m etc.). O paraˆmetro K modula a altura do potencial, Kt modula a intensidade
10O nome foi introduzido originalmente em ingleˆs como “rocking ratchet” [95].
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da forc¸a externa e λ e´ o coeﬁciente de viscosidade do meio. Note que F (x) deve ser uma
forc¸a oriunda de um potencial perio´dico de per´ıodo Lx, e portanto tambe´m e´ perio´dica em
Lx; a forc¸a externa e´ perio´dica em τ = 2pi. Observe ainda que uma dada o´rbita so´ pode
repetir-se apo´s ter percorrido ∆x = kLx em um tempo ∆t = qτ = q2pi, onde k e q ∈ Z,
de maneira que os valores de corrente permitidos para o´rbitas perio´dicas sa˜o dados por
Jo =
kLx
q2pi
. (3.50)
Novamente, estabelecendo-se sec¸o˜es de Poincare´ no espac¸o e no tempo, q pode ser inter-
pretado como per´ıodo temporal do mapa e k como per´ıodo espacial, a exemplo do que foi
desenvolvido na subsec¸a˜o 3.3.2. Ainda note que, como ha´ uma forc¸a dissipativa propor-
cional a` velocidade, a part´ıcula assintoticamente deve assumir velocidades menores que
um dado valor. De fato, fazendo v˙ = 0 obte´m-se
|vmax| = K˜t + K˜maxF (x)
λ˜
. (3.51)
Mais alguns resultados interessantes podem ser obtidos analiticamente acerca da dinaˆmica
desta catraca, e sera˜o desenvolvidos nas subsec¸o˜es que se seguem.
3.4.1 Gerac¸a˜o de momentum
Integrando-se no tempo a primeira das equac¸o˜es 3.49 obte´m-se
∆v = −λ˜∆x+ K˜t
∫ ∆t
0
sentdt+ K˜
∫ ∆t
0
F(x)dt. (3.52)
O termo do lado esquerdo da igualdade representa a variac¸a˜o de velocidade durante o
tempo ∆t. Note que mesmo fazendo ∆t → ∞, ∆v na˜o pode divergir, pois a equac¸a˜o
3.51 assegura um limite superior para v. E´ claro que a integral que envolve o termo
sent tambe´m e´ ﬁnita para qualquer ∆t, pore´m, para o´rbitas de corrente na˜o nula, o
deslocamento ∆x deve divergir com a divergeˆncia de ∆t. Assim, dividindo a equac¸a˜o
acima por ∆t, e fazendo ∆t→∞, obte´m-se
∆x
∆t
= Jo =
K˜
λ˜
lim
∆t→∞
[
1
∆t
∫ ∆t
0
F (x(t))dt
]
, (3.53)
ou seja, a forc¸a oriunda do potencial e´ responsa´vel por conferir o movimento direcionado a`
part´ıcula (pois a integral que envolve F(x) e´ a u´nica que pode divergir). Pode-se questionar
enta˜o qual e´ o papel da forc¸a externa nesse processo. A forc¸a externa deve participar no
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modelamento da soluc¸a˜o x(t), fazendo com que a part´ıcula gaste mais tempo em certas
partes do potencial e menos em outras, e isso gera o movimento direcionado. Na pro´xima
subsec¸a˜o, ainda sera´ visto que a forc¸a externa tambe´m fornece a energia necessa´ria para
que a catraca funcione.
3.4.2 Gerac¸a˜o de energia
Integrando-se a primeira das equac¸o˜es 3.49 em relac¸a˜o ao espac¸o, obte´m-se
∆E˜cin = −λ˜
∫ ∆x
0
v(t)dx+ K˜t
∫ ∆x
0
sentdx+ K˜
∫ ∆x
0
F (x(t))dx, (3.54)
onde Ecin e´ a energia cine´tica da part´ıcula. Note que, a princ´ıpio, na˜o se pode considerar
v(t), sent e F (x(t)) como func¸o˜es de x, pois para um mesmo x pode haver mais de um
valor dessas func¸o˜es, caso a part´ıcula varie o sinal de sua velocidade, ou seja, caso ela va´
e volte. Todavia, pode-se escrever dx = v(t)dt e enta˜o a integrac¸a˜o faz-se poss´ıvel
∆E˜cin = −λ˜
∫ ∆x
0
v(t)2dt+ K˜t
∫ ∆x
0
sentv(t)dt+ K˜
∫ ∆x
0
F (x(t))v(t)dt. (3.55)
Fazendo-se novamente ∆t→∞, caso na˜o haja divergeˆncia nas CIs, a equac¸a˜o 3.51 asse-
gura que ∆E˜cin na˜o diverge. Ale´m disso, como o potencial e´ perio´dico, na˜o pode fornecer
uma quantidade divergente de energia. As outras quantidades podem divergir, enta˜o
lim
∆t→∞
[∫ ∆t
0
v(t)2dt
]
=
K˜t
λ˜
lim
∆t→∞
[∫ ∆t
0
sentv(t)dt
]
, (3.56)
dividindo por ∆t, obte´m-se ﬁnalmente
〈E˜cin〉t = K˜t
2λ˜
〈 sentv(t)〉t, (3.57)
onde 〈...〉t indica a me´dia no tempo. Assim, a forc¸a externa tambe´m possui a func¸a˜o de
fornecer energia a` catraca.
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3.5 Resultados nume´ricos para uma catraca deter-
min´ıstica modelada por equac¸o˜es diferenciais
Nesta sec¸a˜o, os resultados nume´ricos obtidos para o sistema cont´ınuo descrito na sec¸a˜o
3.4 sera˜o apresentados. Para tanto, faz-se necessa´rio deﬁnir a forc¸a oriunda do potencial
F (x), que foi escolhida tal que
F (x) = senx+ a sen(2x+ φ), (3.58)
onde a e´ o paraˆmetro de assimetria e φ e´ a fase do potencial. Como ja´ analisado anterior-
mente (veja ﬁgura 3.3), esta forc¸a e´ assime´trica no espac¸o, caracter´ıstica fundamental de
uma forc¸a oriunda de um potencial em um sistema do tipo catraca. Ale´m disso, no que
se refere aos resultados nume´ricos, fez-se a massa da part´ıcula m = 1, de maneira que o
til acima dos paraˆmetros foi omitido. Para se recuperar os resultados com m 6= 1 basta
substituir K → K˜, λ → λ˜ e Kt → K˜t. No estudo desse sistema, ﬁxou-se os paraˆmetros
a = 0, 7, φ = pi/2 e K = 5, tendo sido estudado o EP (Kt, χ), onde χ = e
−λ.
Na ﬁgura 3.22 e´ plotada a corrente total JT para um intervalo representativo dos
paraˆmetros Kt e χ. O paraˆmetro Kt representa a intensidade da forc¸a externa que con-
tinuamente retira o sistema do equil´ıbrio te´rmico, ja´ χ e´ uma “medida” da dissipac¸a˜o,
sendo que se encontra o superamortecimento em χ = 0 e o limite conservativo em χ = 1.
Como neste EP abaixo de χ = 0, 5 na˜o se encontra regio˜es de corrente na˜o nula, evitou-
se o intervalo de [0, 0; 0, 5]. Ale´m disso, abaixo de Kt = 4 tambe´m so´ se encontram
correntes nulas e acima de Kt = 14 a topologia do EP e´ basicamente a mesma, de maneira
que estes intervalos foram igualmente exclu´ıdos. Claramente este EP apresenta as EIPs
ja´ deﬁnidas anteriormente (subsec¸a˜o 3.3.2) e encontradas no mapeamento ja´ estudado.
De fato, elas constituem as regio˜es de corrente superior no EP, e JT e´ praticamente
invariante dentro das EIPs. As regio˜es A tambe´m sa˜o facilmente identiﬁcadas, possuindo
uma corrente levemente inferior, no entanto as regio˜es E na˜o sa˜o observadas. O motivo da
inexisteˆncia das regio˜es E deve-se a` na˜o ocorreˆncia de modos aceleradores nesse sistema
(limite conservativo), que constituem o tipo de dinaˆmica que gera estas regio˜es.
Muito embora haja diversos tipos de EIPs que podem ser encontrados na ﬁgura 3.22,
as EIPs mais comuns deﬁnidas na subsec¸a˜o 3.3.2, bem como a CL, tambe´m aparecem nesse
EP. Para comprovar essa aﬁrmac¸a˜o, algumas ampliac¸o˜es do EP da ﬁgura 3.22 foram feitas
e podem ser visualizadas na ﬁgura 3.23. Nessas ﬁguras, a paleta de cores foi omitida pois
e´ a mesma da ﬁgura 3.22. Em a) e´ poss´ıvel observar as EIPs BL e B
−1
L , em b) a EIP DL e
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Figura 3.22: A ﬁgura 3.22 apresenta em cores os valores de JT calculados no EP (Kt, χ)
em uma malha de 480 × 480 pontos. Nesta ﬁgura, utilizou-se 64 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi], um passo de 0, 1 e N = 106 passos de integrac¸a˜o.
em c) aparece a EIP do tipo CL. Na ﬁgura 3.23 c) a EIP CL pode na˜o ser ta˜o facilmente
reconhecida pelo fato de haver um cruzamento entre esta EIP e outra, de corrente positiva.
Todavia, sua morfologia ainda pode ser reconhecida.
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Figura 3.23: A ﬁgura 3.23 apresenta em cores os valores de JT calculados em ampliac¸o˜es
do EP (Kt, χ) representado na ﬁgura 3.22, em uma malha de 480 × 480 pontos. Nesta
ﬁgura, utilizou-se 64 CIs uniformemente distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi], um
passo de 0, 1 e N = 106 passos de integrac¸a˜o. Em a) sa˜o apresentadas as EIPs BL e B
−1
L ,
em b) DL e em c) aparece a EIP CL. A paleta de cores foi omitida pois e´ ideˆntica a` da
ﬁgura 3.22.
3.6 Concluso˜es
Neste cap´ıtulo, a morfologia do EP de catracas cla´ssicas determin´ısticas unidimen-
sionais foi caracterizada, utilizando como sistemas representativos um mapeamento e um
conjunto de equac¸o˜es diferenciais. No EP do mapa foram identiﬁcadas regio˜es com carac-
ter´ısticas pro´prias, que podem ser divididas de maneira geral como as EIPs, a regia˜o A e
a regia˜o E. As EIPs constituem estruturas isoperio´dicas formadas por padro˜es bifurca-
cionais no EP, possuem (na auseˆncia de multiestabilidade) uma corrente total constante
e superior ao de seus arredores e podem ser classiﬁcadas ainda de acordo com sua mor-
fologia. A regia˜o A corresponde a uma dinaˆmica cao´tica de baixa eﬁcieˆncia e baixo valor
da corrente total, que possui JT varia´vel em sua extensa˜o. Todavia, sa˜o as regio˜es mais
abundantes do EP. Por ﬁm, a regia˜o E esta´ tambe´m associada a um transporte cao´tico
e pouco eﬁciente de part´ıculas, com uma corrente total varia´vel pore´m alta. Esta regia˜o
relaciona-se com a existeˆncia de modos aceleradores no limite conservativo.
A construc¸a˜o desse paradigma no que se refere a` topologia do EP explica praticamente
todos os fenoˆmenos observados, no que se refere a` corrente, quando da variac¸a˜o dos
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paraˆmetros de um dado sistema que constitui uma catraca. De fato, os platoˆs de corrente
observados na literatura [28, 29, 35, 38, 89] correspondem a EIPs, e a variac¸a˜o su´bita
desta corrente para determinado valor de um paraˆmetro corresponde a` borda de uma EIP.
Ale´m disso, sequeˆncias de platoˆs onde a corrente cresce em mu´ltiplos de uma determinada
quantidade associam-se com as direc¸o˜es preferenciais, curvas ao longo das quais as EIPs de
mesma morfologia e corrente diversa dispo˜em-se no EP. Entre esses platoˆs, os intervalos de
correntes varia´veis correspondem a` regia˜o A. A regia˜o E tambe´m constitui um avanc¸o no
entendimento do fenoˆmeno descrito em [38], mostrando como esse fenoˆmeno manifesta-se a`
medida em que variam os paraˆmetros do sistema. A identiﬁcac¸a˜o de um conjunto de EIPs
que aparece em todos os EPs e que veˆm sendo reportadas nos EPs de sistemas diversos
na literatura [43–53, 92, 94] confere certa generalidade a` abordagem aqui desenvolvida: se
essas estruturas sa˜o gerais em sistemas dinaˆmicos cla´ssicos na˜o lineares enta˜o e´ poss´ıvel
que o paradigma aqui proposto constitua um cena´rio geral para o mecanismo de gerac¸a˜o
de transporte em EPs de catracas cla´ssicas inerciais11.
Os conceitos propostos neste cap´ıtulo eventualmente podem ser utilizados para enten-
der fenoˆmenos de transporte direcionado na natureza, como o que ocorre no interior das
ce´lulas [2, 12–14]. Em aplicac¸o˜es tecnolo´gicas, as direc¸o˜es preferenciais, as conexo˜es entre
as EIPs de mesma JT e a determinac¸a˜o dos valores de Jo permitidos fornecem elementos
para o controle de corrente no EP. Ale´m disso, as EIPs apresentam-se como regio˜es de
transporte otimizado, tanto no que se refere a` eﬁcieˆncia energe´tica quanto a` difusa˜o. Uma
analise dos EPs tambe´m fornece a localizac¸a˜o das regio˜es de multiestabilidade, onde a
catraca pode ser utilizada para separar part´ıculas de diferentes velocidades por exemplo.
Como a massa das part´ıculas deve alterar o valor de alguns dos paraˆmetros, o EP tambe´m
pode ser utilizado como ferramenta para separac¸a˜o das part´ıculas pela sua massa, o que
apresenta diversas aplicac¸o˜es [15].
A conﬁrmac¸a˜o da existeˆncia das EIPs e da regia˜o A em um modelo de ﬂuxo para
catraca estende amplamente os resultados obtidos na sec¸a˜o 3.3. De fato, equac¸o˜es dife-
renciais descrevem um conjunto muito maior de fenoˆmenos e sistemas na natureza do que
equac¸o˜es iterativas, o que amplia a aplicabilidade da descric¸a˜o topolo´gica do EP constru-
ı´da na sec¸a˜o 3.3. Deve-se levar em conta tambe´m que este modelo de catraca de balanc¸o
constitui um proto´tipo para a equac¸a˜o de Langevin (sem o termo de temperatura), e a
equac¸a˜o de Langevin por sua vez e´ a descric¸a˜o mais geral da interac¸a˜o de um sistema
com um reservato´rio te´rmico utilizando conceitos de dinaˆmica. Pelo que ja´ foi exposto, ha´
evideˆncias suﬁcientes para se conjecturar uma generalidade do paradigma desenvolvido
11Que por sua vez sa˜o na˜o lineares.
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neste cap´ıtulo para sistemas cla´ssicos em que o ru´ıdo te´rmico na˜o constitui um fator
relevante em sua dinaˆmica. Esta u´ltima restric¸a˜o sera´ relaxada no pro´ximo cap´ıtulo, onde
os efeitos de uma temperatura ﬁnita sera˜o levados em conta, bem como quantiﬁcados.
Capı´tulo 4
Catracas te´rmicas
Neste cap´ıtulo, sistemas do tipo catraca na presenc¸a de ru´ıdo te´rmico sera˜o abordados.
De fato, a origem da a´rea de estudo de catracas na f´ısica deve sua origem a uma“tentativa”
de se violar a segunda lei da termodinaˆmica (veja sec¸a˜o 3.1), de maneira que, embora na˜o
necessariamente inerente ao conceito de catracas, a existeˆncia de um ambiente te´rmico e´
praticamente uma constante nas aplicac¸o˜es na natureza. Ale´m disso, dada a diﬁculdade
em se desacoplar os graus de liberdade do ambiente com os do sistema de estudo, uma
ana´lise da sua dinaˆmica a temperaturas na˜o nulas faz-se crucial no sentido de validar os
resultados obtidos no cap´ıtulo 3, mesmo que para um intervalo te´rmico pequeno.
O grande objetivo deste cap´ıtulo e´ exatamente este: caracterizar os efeitos do ru´ıdo
te´rmico no mecanismo de transporte determin´ıstico descrito no cap´ıtulo 3, fornecendo
assim uma maior generalizac¸a˜o aos resultados obtidos ate´ enta˜o.
4.1 Mapeamento para catracas te´rmicas
4.1.1 Definic¸a˜o do mapa
Na refereˆncia [31] foi proposta uma modiﬁcac¸a˜o do mapeamento 3.14 que inclui
um termo estoca´stico vinculado a uma determinada expressa˜o do teorema de ﬂutuac¸a˜o-
dissipac¸a˜o. De fato, um mapa muito similar pode ser obtido utilizando a pro´pria equac¸a˜o
de Langevin, pore´m com um v´ınculo diferente entre a dissipac¸a˜o e o ru´ıdo. O mapa obtido
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na refereˆncia [31] e´
MT :
{
pn+1 = γpn +K[ sen(xn) + a sen(2xn + φ)] +
√
2(1− γ)kBTτ 2ζn,
xn+1 = xn + pn+1,
(4.1)
onde 〈ζn〉 = 0 e 〈ζn1ζn2〉 = δn1,n2 representa o ru´ıdo gaussiano. Este mapa sera´ poste-
riormente utilizado para a obtenc¸a˜o de resultados nume´ricos no intuito de caracterizar os
efeitos te´rmicos no EP de catracas cla´ssicas, na sec¸a˜o 4.2. Nesta sec¸a˜o no entanto, alguns
resultados anal´ıticos interessantes sera˜o deduzidos.
4.1.2 Propriedades estoca´sticas
O processo representado pelo mapa 4.1 e´ de fato um processo markoviano. Para
demonstrar isso, inicialmente note que as equac¸o˜es 4.1 ligam um ponto no espac¸o de fase
(xn, pn) a uma reta (xn+1(ζn), pn+1(ζn)). Note ainda que, como xn+1 e pn+1 sa˜o func¸o˜es
lineares de ζn, e como ζn possui uma probabilidade ﬁnita de assumir qualquer valor ﬁnito,
pn+1 e xn+1 tambe´m possuem uma probabilidade ﬁnita de assumir qualquer valor ﬁnito,
preservado o v´ınculo xn+1 = xn + pn+1. Assim, a primeira iterac¸a˜o do mapa conecta um
ponto do espac¸o de fase a um local geome´trico de dimensa˜o 1. A segunda iterac¸a˜o do
mapa e´ dada por
pn+2 = γpn+1(ζn) +K[ sen(xn+1(ζn)) + a sen(2xn+1(ζn) + φ)] +
√
2(1− γ)kBTτ 2ζn+1,
xn+2 = xn+1(ζn) + pn+2(ζn, ζn+1),
(4.2)
note que agora tanto pn+2 quanto xn+2 dependem linearmente de duas varia´veis estoca´s-
ticas independentes ζn e ζn+1
1, de maneira que se faz poss´ıvel ajustar (ζn, ζn+1) para se
obter qualquer ponto (xn+2, pn+2) do espac¸o de fase a partir de uma u´nica CI (xn, pn).
Em outras palavras, apo´s duas iterac¸o˜es o sistema perde completamente sua memo´ria, ja´
que ele poderia estar em qualquer estado do espac¸o de fase na sua situac¸a˜o inicial. De
fato, isto acaba por caracterizar um sistema markoviano, onde o passado (e.g. (xn, pn)) e
o futuro (e.g. (xn+2, pn+2)) de um sistema esta˜o, de certa forma, desvinculados.
Seja P (x, p;n|x′, p′;n+2) a densidade de probabilidade de transic¸a˜o de (x, p) no tempo
1Note que como ζ e´ uma varia´vel aleato´ria, na˜o ha´ regra determin´ıstica que permita a obtenc¸a˜o de
ζn+1 a partir de ζn. Numericamente, para se obter a varia´vel ζ a cada iterac¸a˜o n sorteia-se um nu´mero
aleato´rio com uma probabilidade gaussiana cuja variaˆncia e´ unita´ria.
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n para (x′, p′) no tempo n+ 2, claramente
P (x, p;n|x′, p′;n+ 4) =
∫ ∫
P (x, p;n|x′′, p′′;n+ 2)×
× P (x′′, p′′;n+ 2|x′, p′;n+ 4)dx′′dp′′,
(4.3)
onde a integrac¸a˜o e´ feita em todo o espac¸o. Note que 4.3 e´ equivalente a` equac¸a˜o 2.50,
que deﬁne alternativamente os processos markovianos. Pode-se estender esse conceito e
escrever a densidade de probabilidade de transic¸a˜o entre uma CI (x, p) no tempo 0 e um
ponto (x′, p′), 2n iterac¸o˜es apo´s,
P (x, p; 0|x′, p′; 2n) =
∫
...
∫
P (x, p; 0|x′′, p′′; 2)...P (x′′′, p′′′; 2n− 2|x′, p′; 2n)×
× dx′′...dx′′′dp′′...dp′′′.
(4.4)
Agora note que a probabilidade de se obter, a partir da CI (x, p), um estado dentro da
a´rea ﬁnita
∫
∆x
∫
∆p
dx′dp′ no tempo 2n tambe´m e´ ﬁnita, e que a probabilidade de na˜o se
estar nessa a´rea no tempo 2n e´ dada por
1−
∫
∆x
∫
∆p
P (x, p; 0|x′, p′; 2n)dx′dp′. (4.5)
Pode-se enta˜o exprimir a probabilidade de que, ate´ um tempo 2n′, na˜o se tenha ainda
visitado a a´rea ∆x∆p do espac¸o de fase como
n′∏
i=1
(
1−
∫
∆x
∫
∆p
P (x, p; 0|x′, p′; 2i)dx′dp′
)
, (4.6)
onde
∏
indica um produto´rio dos termos entre pareˆntesis para diferentes valores de i.
E´ claro que fazendo n → ∞ essa probabilidade anula-se. Isso signiﬁca que a partir de
uma CI qualquer (x, p) pode-se chegar arbitrariamente pro´ximo a (x′, p′) em algum tempo
ﬁnito 2n′ com probabilidade 1, pois se pode fazer a a´rea ∆x∆p ao redor de (x′, p′) ta˜o
pequena quanto se queira (desde que ﬁnita). Assim, fazendo n → ∞, n − n′ → ∞, e a
densidade de probabilidade de transic¸a˜o P (x, p; 0|x′, p′; 2n) deve ser independente da CI
(x, p). Por ﬁm, como a distribuic¸a˜o estaciona´ria e´ dada por
ρ(x′, p′)as = lim
n→∞
[∫ ∫
ρ(x, p; 0)P (x, p; 0|x′, p′; 2n)dxdp
]
=
=
∫ ∫
ρ(x, p; 0)dxdpP (x′, p′)as = P (x
′, p′)as,
(4.7)
onde P (x′, p′)as = limn→∞ P (x, p; 0|x′, p′; 2n) e´ a distribuic¸a˜o assinto´tica independente
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de n e se utilizou a condic¸a˜o de normalizac¸a˜o
∫ ∫
ρ(x, p; 0)dxdp = 1, onde a integrac¸a˜o
estende-se a todo o espac¸o.
4.1.3 Difusa˜o para o mapeamento
Em um sistema onde ha´ transporte de part´ıculas faz-se fundamental a caracterizac¸a˜o
da difusa˜o das mesmas, ja´ que para muitas aplicac¸o˜es pode ser importante na˜o apenas
a velocidade me´dia das part´ıculas e a eﬁcieˆncia energe´tica, mas tambe´m o quanto elas
dispersam-se no espac¸o. Uma das medidas utilizadas para tal caracterizac¸a˜o e´ o coeﬁciente
de difusa˜o ja´ deﬁnido na equac¸a˜o 3.21
D = lim
n→∞
〈[δxn − δx0]2〉
2n
,
onde
δx = x− 〈x〉.
Neste contexto, a me´dia 〈...〉 e´ realizada sobre as condic¸o˜es iniciais e as realizac¸o˜es do
ru´ıdo te´rmico. Ale´m disso, supo˜e-se difusa˜o normal, ou seja, que 〈|δxn − δx0|〉 ∝ n1/2.
Novamente, e´ poss´ıvel simpliﬁcar a expressa˜o do coeﬁciente de difusa˜o dada pela equac¸a˜o
3.21 porque
〈δxnδx0〉 = 〈xnx0〉 − 〈xn〉〈x0〉 = 〈xn〉〈x0〉 − 〈xn〉〈x0〉 = 0, (4.8)
para n → ∞ porque, como ja´ deduzido na subsec¸a˜o 4.1.2, a distribuic¸a˜o assinto´tica no
espac¸o de fase na˜o depende das CIs enta˜o 〈xnx0〉 = 〈xn〉〈x0〉. Assim, pode-se utilizar a
expressa˜o
D = Def = lim
n→∞
〈x2n〉 − 〈xn〉2
2n
= lim
n→∞
σx(n)
2
2n
, (4.9)
em analogia com o que foi obtido na sec¸a˜o 3.2.1, e onde σx(n)
2 e´ a variaˆncia da posic¸a˜o
no tempo n. Ale´m disso, como ja´ foi visto na subsec¸a˜o 3.2.1, para o caso em que T = 0,
atratores perio´dicos apresentam coeﬁciente de difusa˜o nulo, ja´ atratores cao´ticos podem a-
presentar difusa˜o, de maneira que Def > 0. Imagine agora o que deve acontecer na pra´tica
quando se considera efeitos te´rmicos: da sec¸a˜o anterior, ja´ se sabe que cada part´ıcula tem
acesso a todo o espac¸o de fase e que existe uma distribuic¸a˜o de probabilidades de ocu-
pac¸a˜o assinto´tica independente das CIs. No espac¸o de fase de sistemas dinaˆmicos a T = 0
tambe´m ha´ conjuntos de pontos com dinaˆmica caracter´ıstica, os conjuntos invariantes,
alguns deles atratores e outros na˜o, estes u´ltimos sendo responsa´veis pelos transientes
[59]. A existeˆncia destes conjuntos deve afetar a probabilidade de ocupac¸a˜o assinto´tica do
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espac¸o de fase para T 6= 0, pois no limite de baixas temperaturas a dinaˆmica da part´ıcula
e´ determinada por estas regio˜es. Conforme a sec¸a˜o 2.4, para baixas temperaturas, basica-
mente as part´ıculas visitam diferentes conjuntos invariantes no espac¸o de fase (na verdade
perfazem trajeto´rias muito parecidas a`s desses conjuntos), permanecendo em cada um
deles por determinado tempo ate´ que o ru´ıdo seja capaz de tira´-la de la´ e fac¸a enta˜o com
que ela visite outro conjunto invariante. Este processo de permaneˆncia e troca de con-
junto invariante deve continuar eternamente2, de maneira que cada um destes conjuntos
do espac¸o de fase deve estar associado a um tempo caracter´ıstico de permaneˆncia, bem
como a uma frequeˆncia de visitac¸a˜o, de maneira que para temperaturas ﬁnitas a part´ıcula
visita todos os conjuntos invariantes (de T = 0) do espac¸o de fase, ou seja, todos eles
tera˜o participac¸a˜o em sua dinaˆmica. Para ilustrar esse conceito, a ﬁgura 4.1 constitui um
retrato de fase em que T 6= 0 de uma part´ıcula que, a temperatura zero, segue uma o´rbita
perio´dica. De fato, muito embora a o´rbita perio´dica seja muito mais densa, ha´ eventuais
passeios pelo conjunto que antes formava o transiente cao´tico.
Figura 4.1: A ﬁgura 4.1 apresenta o retrato de fase obtido ao se registrar 104 iterac¸o˜es de
M = 25 CIs uniformemente distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] do espac¸o de fase. Os
paraˆmetros foram ﬁxados em K = 4, 78, γ = 0, 55, a = 0, 5 e φ = pi/2, e a temperatura
em kBT = 3× 10−2.
Pelo que ja´ foi exposto, faz sentido que se caracterize o comportamento difusivo dos
conjuntos invariantes primeiramente, e, enta˜o, que se investigue o efeito que as “trocas
2Note que aqui a dinaˆmica que a part´ıcula assume para passar de um conjunto invariante para outro,
bem como as modificac¸o˜es causadas na o´rbita pelo ru´ıdo em um conjunto invariante, sa˜o desprezadas
nesse limite de baixas temperaturas.
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entre conjuntos” podem causar nas propriedades difusivas do sistema. Pode-se modelar
a dinaˆmica pro´xima a cada um dos conjuntos invariantes do espac¸o de fase oriundos da
situac¸a˜o onde T = 0, no que se refere a` posic¸a˜o, como
xn+1 = x0 +
n∑
i=0
pi+1, (4.10)
onde se utilizou as equac¸o˜es do mapa para T = 0, 3.14. Nesta equac¸a˜o, a quantidade
x0 deve ser interpretada como a posic¸a˜o da part´ıcula quando ela esta´, pela primeira vez,
no conjunto invariante em questa˜o. Considerando que este conjunto possua uma corrente
orbital caracter´ıstica Jo, pi+1 pode ser reescrito como
pi+1 = Jo +∆i+1, (4.11)
onde a quantidade ∆i+1 deve ser interpretada como as oscilac¸o˜es de pi+1 em torno de sua
me´dia Jo ao longo da trajeto´ria. Assim, a equac¸a˜o 4.10 pode ser reescrita como
xn+1 = x0 + Jo(n+ 1) +
n∑
i=0
∆i+1. (4.12)
A seguir, sera˜o realizadas va´rias me´dias do tipo 〈...〉c.i., que sa˜o feitas em todos os pontos
que compo˜em o conjunto invariante. Para se entender este tipo de me´dia, e´ instrutivo
recorrer ao exemplo mais simples de conjunto invariante e analisar como esta me´dia e´
realizada. Tomando uma o´rbita perio´dica de per´ıodo q, uma me´dia no conjunto invariante,
por exemplo 〈p〉c.i., e´ feita somando-se todos os valores de p para cada um dos q pontos
que compo˜em a o´rbita e dividindo o resultado por q:
〈p〉c.i. = 1
q
q∑
i=1
pi. (4.13)
Para um conjunto invariante cao´tico, a u´nica diferenc¸a e´ que existem inﬁnitos pontos que
constituem o conjunto, de maneira que haveria uma substituic¸a˜o de q por uma quantidade
inteira que tenda ao inﬁnito na equac¸a˜o 4.13. Note agora que, a rigor, um conjunto
invariante com uma corrente Jo e´ apenas invariante em p: os valores de x continuam
mudando indeﬁnidamente em func¸a˜o do tempo. E´ lo´gico que se escrevendo xmodLx,
onde a varia´vel x e´ perio´dica de per´ıodo Lx, retoma-se a invariaˆncia em x, pore´m este na˜o
e´ o interesse deste trabalho: quer-se analisar como x varia assintoticamente com o tempo.
Por esse motivo, uma me´dia do tipo 〈x〉c.i. signiﬁca que se considerou todos os pontos do
conjunto invariante cujos valores de p e xmodLx sa˜o diferentes, e ainda tem-se que 〈x〉c.i.
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deve ser dependente do tempo, e na˜o invariante como se poderia esperar. Ale´m disso, pela
invariaˆncia de p, sua me´dia nos conjuntos invariantes deve ser sempre uma constante, ou
seja,
〈p〉c.i. = 1
q′
q′∑
i=1
(Jo +∆i) = Jo, (4.14)
de maneira que,
〈∆i〉c.i. = 0. (4.15)
Deﬁnindo enta˜o Γn tal que
Γn =
n∑
i=1
∆i, (4.16)
e´ imediato que
〈Γn〉c.i. =
n∑
i=1
〈∆i〉c.i. = 0, (4.17)
onde se utilizou a equac¸a˜o 4.15. Fazendo-se uma mudanc¸a nos limites do somato´rio da
equac¸a˜o 4.12, pode-se reescrever
∑n
i=0∆i+1 =
∑n+1
i=1 ∆i, e ainda substituindo-se n+1→ n
chega-se a
xn = x0 + Jon+
n∑
i=1
∆i = x0 + Jon+ Γn, (4.18)
onde se utilizou a deﬁnic¸a˜o dada pela equac¸a˜o 4.16. Agora, e´ poss´ıvel calcular a difusa˜o
nos conjuntos invariantes3,
Def = lim
n→∞
〈x2n〉c.i. − 〈xn〉2c.i.
2n
, (4.19)
onde se substitui a expressa˜o de xn fornecida pela equac¸a˜o 4.18. De fato,
〈xn〉c.i. = 〈x0〉c.i. + Jon, (4.20)
onde se utilizou a equac¸a˜o 4.17. Assim
〈xn〉2c.i. = 〈x0〉2c.i. + (Jon)2 + 2〈x0〉c.i.Jon. (4.21)
Ainda tem-se que
x2n = x
2
0 + (Jon)
2 + Γ2n + 2(x0Jon+ x0Γn + JonΓn), (4.22)
3Aqui Deff = D pois a me´dia no conjunto invariante, por definic¸a˜o, independe das condic¸o˜es iniciais.
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de maneira que
〈x2n〉c.i. = 〈x20〉c.i. + (Jon)2 + 〈Γ2n〉c.i. + 2(〈x0〉c.i.Jon+ 〈x0Γn〉c.i. + Jon〈Γn〉c.i.). (4.23)
Utilizando-se a equac¸a˜o 4.17 e ainda notando que, por deﬁnic¸a˜o, uma me´dia no conjunto
invariante na˜o deve depender das condic¸o˜es iniciais (e, portanto, 〈x0Γn〉c.i. = 〈x0〉c.i.〈Γn〉c.i. =
0), obte´m-se
〈x2n〉c.i. = 〈x20〉c.i. + (Jon)2 + 〈Γ2n〉c.i. + 2〈x0〉c.i.Jon, (4.24)
e enta˜o
Def = lim
n→∞
〈x20〉c.i. − 〈x0〉2c.i. + 〈Γ2n〉c.i.
2n
= lim
n→∞
〈Γ2n〉c.i.
2n
, (4.25)
onde se eliminou os termos dependentes das condic¸o˜es iniciais pois sa˜o constantes no
tempo. Em geral, conjuntos de dinaˆmica cao´tica produzira˜o difusa˜o, enquanto conjuntos
de dinaˆmica regular na˜o.
No que se refere aos efeitos te´rmicos, duas considerac¸o˜es sera˜o feitas nesse trabalho.
A primeira e´ a de que a distribuic¸a˜o assinto´tica ρ(x, p;T )as, onde T foi explicitado como
um paraˆmetro, deve respeitar
lim
T→0
ρ(x, p;T )as = ρ(x, p; 0)as, (4.26)
onde agora ρ(x, p; 0)as depende das CIs, ou seja, depende de ρ(x0, p0;T = 0), que por sua
vez e´ assumida constante em todo o espac¸o de fase no contexto da equac¸a˜o 4.26. Essa con-
siderac¸a˜o aﬁrma que, para algum intervalo de temperaturas, a dinaˆmica do sistema deve
aproximar-se do caso determin´ıstico em que T = 0 onde se utiliza uma distribuic¸a˜o inicial
uniforme de CIs. A segunda considerac¸a˜o e´ que as propriedades dinaˆmicas dos conjuntos
invariantes resistam a algum ru´ıdo, ou seja, que a corrente orbital J
(i)
o e a difusa˜o D
(i)
ef
de part´ıculas muito pro´ximas ao conjunto invariante i na˜o variem drasticamente para um
certo regime de baixas temperaturas. De acordo com o esquema proposto, a rigor, todas as
o´rbitas estariam em conjuntos variantes, seguindo uma dinaˆmica aproximadamente igual
a` dos conjuntos invariantes para baixas temperaturas, pore´m com possibilidade de transi-
tar entre conjuntos. Ou seja, a cada conjunto invariante seria indexado um tempo me´dio
de permaneˆncia τi, bem como uma frequeˆncia de visitac¸a˜o ωi, de maneira que na˜o mais
apenas os atratores tenham inﬂueˆncia na dinaˆmica assinto´tica, mas tambe´m os conjuntos
na˜o atrativos. Esse cena´rio e´ condizente com o descrito pela refereˆncia [59].
Seguindo esta ideia, pode-se modelar enta˜o a dinaˆmica da posic¸a˜o de uma part´ıcula
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como sendo
xn = x0 +
∑
i
[
mi∑
j=1
(t
(i)
j J
(i)
o + Γ
(i)
j )
]
, (4.27)
onde a soma em i e´ feita sobre os conjuntos invariantes, a soma em j e´ feita sobre as
visitas ao conjunto i, J
(i)
o e´ a corrente orbital do conjunto i, mi e´ o nu´mero de vezes que
o conjunto invariante i foi visitado4, t
(i)
j e´ o tempo que a o´rbita permaneceu no conjunto
i durante a visita j e
Γ
(i)
j =
t
(i)
j∑
k=1
∆
(i)
k , (4.28)
onde ∆
(i)
k e´ a variac¸a˜o de p em torno de sua me´dia J
(i)
o na k-e´sima iterac¸a˜o “dentro”
do conjunto invariante i (ana´logo a` equac¸a˜o 4.11), e Γ
(i)
j e´ deﬁnido em analogia com a
equac¸a˜o 4.16. Considerando um comportamento assinto´tico a condic¸a˜o inicial x0, como
ja´ foi visto na subsec¸a˜o 4.1.2, na˜o tem inﬂueˆncia alguma sobre a distribuic¸a˜o no espac¸o
de fase, logo, sera´ descartada nos pro´ximos ca´lculos. Agora, pode-se reescrever os tempos
de permaneˆncia nos conjuntos invariantes, t
(i)
j , como
t
(i)
j = miτi + δ
(i)
j , (4.29)
onde δ
(i)
j representa a variac¸a˜o do tempo de permaneˆncia t
(i)
j na j-e´sima visita no conjunto
invariante i em torno do tempo me´dio de permaneˆncia deste conjunto invariante, τi. Essas
variac¸o˜es nos tempos de permaneˆncia sa˜o causadas pela natureza estoca´stica do ru´ıdo e,
naturalmente, faz sentido que se suponha 〈δ(i)j 〉 = 0, onde a me´dia 〈...〉 e´ feita sobre as suas
realizac¸o˜es. Somando os termos da equac¸a˜o 4.29 nos ı´ndices i e i (conjuntos invariantes
e suas respectivas visitas durante a dinaˆmica), naturalmente obte´m-se o tempo total n
(nu´mero de iterac¸o˜es)
∑
i=1
mi∑
j=1
t
(i)
j =
∑
i=1
miτi +
∑
i=1
mi∑
j=1
δ
(i)
j = n, (4.30)
Note ainda que, como ja´ foi apresentado na subsec¸a˜o 4.1.2, o processo gerado por MT e´
markoviano, de maneira que faz sentido estabelecer-se a me´dia sobre as suas realizac¸o˜es
〈xn〉 =
∑
i
〈mi〉τiJ (i)o . (4.31)
De fato, “dentro” dos conjuntos invariantes, sera˜o consideradas representativas as me´dias
4Nesta dissertac¸a˜o entende-se que houve a visitac¸a˜o de um conjunto invariante se a o´rbita frequentou
sua vizinhanc¸a, perfazendo por um tempo de permaneˆncia t
(i)
j uma o´rbita muito pro´xima a` do conjunto
invariante em questa˜o.
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ja´ apresentadas 〈...〉c.i., e como o efeito que leva a trajeto´ria de um conjunto a outro e´ o
ru´ıdo, entre conjuntos sera´ considerada a me´dia nas realizac¸o˜es do ru´ıdo te´rmico.
Utilizando a equac¸a˜o 4.27, tem-se
x2n =
∑
i,k
[(
miτimkτk +miτi
mk∑
l=1
δ
(k)
l +mkτk
mi∑
j=1
δ
(i)
j +
mi∑
j=1
δ
(i)
j
mk∑
l=1
δ
(k)
l
)
J (i)o J
(k)
o +
+miτi
mk∑
l=1
Γ
(k)
l J
(i)
o +
mi∑
j=1
δ
(i)
j
mk∑
l=1
Γ
(k)
l J
(i)
o +mkτk
mi∑
j=1
Γ
(i)
j J
(k)
o +
+
mk∑
l=1
δ
(k)
l
mi∑
j=1
Γ
(i)
j J
(k)
o +
mi∑
j=1
Γ
(i)
j
mk∑
l=1
Γ
(k)
l
]
,
(4.32)
cuja me´dia sobre as realizac¸o˜es fornece
〈x2n〉 =
∑
i,k
[(
〈mimk〉τiτk + 〈
mi∑
j=1
δ
(i)
j
mk∑
l=1
δ
(k)
l 〉
)
J (i)o J
(k)
o + 〈
mi∑
j=1
Γ
(i)
j
mk∑
l=1
Γ
(k)
l 〉
]
. (4.33)
Como o sistema e´ markoviano, a probabilidade de visitac¸a˜o de um dado atrator independe
de outras visitac¸o˜es que ja´ tenham ocorrido, ou seja
〈mimk〉 = 〈mi〉〈mk〉. (4.34)
Pelo mesmo motivo na˜o deve haver correlac¸o˜es entre as variac¸o˜es nos tempos me´dios δ
(i)
j
de diferentes conjuntos invariantes, entre as variac¸o˜es em diferentes visitas, e o mesmo
vale para as variac¸o˜es Γ
(i)
j . Assim
〈x2n〉 =
∑
i,k
(
〈mi〉〈mk〉τiτkJ (i)o J (k)o + 〈
mi∑
j=1
(δ
(i)
j )
2〉(J (i)o )2 + 〈
mi∑
j=1
(Γ
(i)
j )
2〉
)
, (4.35)
de maneira que o coeﬁciente de difusa˜o ﬁca
Def = lim
n→∞
∑
i〈mi〉〈(Γ(i))2〉
2n
+ lim
n→∞
∑
i〈mi〉〈(δ(i))2〉
2n
. (4.36)
Sejam enta˜o os coeﬁcientes de visitac¸a˜o do conjunto invariante i deﬁnidos por
αi = lim
n→∞
〈mi〉
n
, (4.37)
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tem-se ﬁnalmente
Def =
1
2
∑
i
(
αi〈(Γ(i))2〉+ αi〈(δ(i))2〉(J (i)o )2
)
=
∑
i
αi(Di,int +Di,ext), (4.38)
onde Di,int e´ o coeﬁciente de difusa˜o “interno”, gerado pela pro´pria dinaˆmica do conjunto
invariante (dinaˆmica cao´tica) e que, supostamente, deve variar pouco para um intervalo
pequeno de temperaturas. Ja´ Di,ext representa o termo de difusa˜o “externo” gerado pela
permutac¸a˜o da o´rbita entre diferentes conjuntos invariantes, sendo assim um efeito ine-
rentemente te´rmico. Por ﬁm, note ainda que este u´ltimo mecanismo de difusa˜o exige que
os diferentes conjuntos invariantes tenham correntes diferentes, caso contra´rio
xn =
∑
i
〈mi〉τiJo +
(
n−
∑
i
〈mi〉τi
)
Jo +
∑
i,j
Γ
(i)
j = Jon+
∑
i,j
Γ
(i)
j , (4.39)
onde foi utilizada a equac¸a˜o de v´ınculo 4.30, e assim sendo Di,ext = 0.
4.2 Resultados nume´ricos: mapeamento a tempera-
tura na˜o-nula
Nesta sec¸a˜o, resultados de simulac¸o˜es que calculam quantidades de interesse nos EPs
de sistemas na presenc¸a de ru´ıdo te´rmico sera˜o apresentados e discutidos. Essas quan-
tidades envolveram, ale´m da corrente JT que caracteriza o transporte, uma medida da
temperatura de destruic¸a˜o das EIPs. Um dos grandes objetivos desta dissertac¸a˜o e´ o
de demonstrar que as EIPs cumprem um papel fundamental na origem do transporte
de catraca na natureza e, dada a ubiquidade das ﬂutuac¸o˜es te´rmicas, e´ de fundamental
importaˆncia que as EIPs resistam a alguma intensidade de ru´ıdo te´rmico. Uma medida
quantitativa dessa resisteˆncia e´ proposta nesta dissertac¸a˜o e sera´ implementada nesta
sec¸a˜o. De fato, a corrente total JT apresenta-se muito menor nas regio˜es cao´ticas (A) do
que nas EIPs e, levando-se em conta tambe´m o foco desta dissertac¸a˜o na corrente, faz
sentido que se estabelec¸a um crite´rio de destruic¸a˜o das EIPs frente aos efeitos te´rmicos
mediante um decre´scimo de JT . Este crite´rio foi deﬁnido e sera´ apresentado na sequeˆn-
cia. Nesta sec¸a˜o, tambe´m foi admitido que a constante de Boltzmann kB = 1, o per´ıodo
dos impulsos determin´ısticos τ = 1, e ﬁxados os paraˆmetros a = 0, 5 e φ = pi/2 para os
resultados que se seguem.
Na ﬁgura 4.2 esta´ representada em cores a corrente total JT calculada no EP (K, γ)
tal e qual deﬁnida no cap´ıtulo 3. Enquanto a cor preta indica correntes nulas, das cores
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vermelha para a amarela esta˜o assinaladas correntes incrementadamente negativas e das
cores verde para a branca esta˜o representadas correntes incrementadamente positivas. Na
ﬁgura 4.2 a) ainda esta˜o indicadas as EIPs, bem como as regio˜es cao´ticas A e E. Da
ﬁgura a) a` c), a temperatura T e´ aumentada respectivamente de T = 10−5, passando
por T = 10−3 e atingindo T = 10−2. Claramente, em a) ainda e´ poss´ıvel observar
uma distribuic¸a˜o de regio˜es praticamente ideˆntica a` apresentada pela ﬁgura 3.6 a), com
algumas pequenas diferenc¸as como e.g. a destruic¸a˜o das conexo˜es entre as diferentes
EIPs D−1. Conclui-se a partir da´ı que T = 10
−5 e´ uma temperatura demasiadamente
pequena para alterar signiﬁcantemente a estrutura do EP estudado na escala adotada
de valores dos paraˆmetros. Utilizando uma temperatura 100 vezes maior, na ﬁgura 4.2
b), e´ poss´ıvel observar que as EIPs D−1 desapareceram completamente, as D−1/2 e B
−1
L
foram praticamente destru´ıdas deixando uma regia˜o disforme de corrente JT superior em
seu lugar, as CL comec¸aram a ser destru´ıdas por suas bordas e as EIPs BL comec¸aram a
desaparecer por sua borda inferior. Nota-se tambe´m que na˜o apenas houve um decre´scimo
generalizado do mo´dulo da corrente por todo o EP, mas tambe´m parece haver um aumento
de |JT | em uma regia˜o espec´ıﬁca, em K ≈ 2, 5 e γ ≈ 0, 9. Por ﬁm, na ﬁgura 4.2 c)
praticamente todas as EIPs foram destru´ıdas, resistindo apenas as BL, ainda que tenham
modiﬁcado a sua forma. Em espec´ıﬁco, pode se observar que a EIP menos afetada e´ a B1,
que e´ tambe´m a que carrega a menor corrente e que possui a menor eﬁcieˆncia energe´tica
das BL. Algumas das regio˜es destru´ıdas pela temperatura parecem deixar em seu lugar
regio˜es disformes de corrente mais alta, muito embora o transporte nessas regio˜es seja
cao´tico, como assinala a ﬁgura 4.4, que sera´ comentada a` frente. No que se refere a`
corrente total, claramente, as regio˜es cao´ticas A e E ﬁcam praticamente inalteradas com
a escala de temperaturas estudada. Por ﬁm, a ﬁgura 4.2 c) ainda indica com uma ﬂecha
a regia˜o ja´ comentada ao redor de K = 2, 5 e γ = 0, 9. Nitidamente, ha´ um aumento
signiﬁcativo no mo´dulo da corrente induzido pela temperatura.
Esta regia˜o onde ha´ um incremento no mo´dulo da corrente total pode ser u´til no que
se refere a aplicac¸o˜es tecnolo´gicas, ja´ que sugere a possibilidade do desenvolvimento de
mecanismos onde o transporte e´ acionado ou mesmo controlado pela temperatura. Por
este motivo, faz sentido que se entenda melhor como e em que condic¸o˜es este transporte
ocorre. A ﬁgura 4.3 a) apresenta em T = 0 o retrato de fase (descartou-se um transiente
de 104 iterac¸o˜es) para o ponto (K; γ) = (2, 5; 0, 85), pertencente a` regia˜o onde ha´ ativac¸a˜o
de corrente. Como pode ser visto, ha´ treˆs tipos de atratores no espac¸o de fase: a ﬂecha
verde indica o atrator perio´dico em que q = 1 e Jo = 2pi, a ﬂecha preta indica um conjunto
de atratores perio´dicos em que Jo = 0 e a ﬂecha vermelha aponta para o atrator de per´ıodo
dois em que Jo = −2pi. Assim, a corrente total JT e´ uma me´dia de todas as correntes
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Figura 4.2: A ﬁgura 4.2 apresenta em cores a corrente total JT calculada numericamente no
EP (K, γ), em uma malha de 1000×1000 pontos, utilizando M = 104 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 105 iterac¸o˜es. Em a) a temperatura
T = 10−5. Nesta ﬁgura ainda esta˜o indicadas por letras algumas regio˜es caracter´ısticas do
EP. Em b) T = 10−3. Em c) T = 10−2, e a ﬂecha indica a regia˜o onde houve incremento
do mo´dulo da corrente induzida pela temperatura. Os dados desta ﬁgura foram obtidos
pelo Prof. Ce´sar Manchein.
orbitais cujos pesos sa˜o as frac¸o˜es das CIs que esta˜o na bacia de atrac¸a˜o de cada atrator.
As bacias de atrac¸a˜o dos diferentes atratores para T = 0 esta´ representada na ﬁgura
4.3 c), onde se pode observar um complexo entrelac¸amento das mesmas. Aumentando a
temperatura para T = 10−3, o retrato de fase do sistema ﬁca como mostrado na ﬁgura
4.3 b), onde se pode observar claramente que apenas o atrator em que q = 2 e Jo = −2pi
aparece. De fato, a temperatura mais elevada torna muito improva´vel a permaneˆncia
nos outros atratores, de maneira que todas as CIs acabam por permanecer quase que
exclusivamente no atrator de corrente negativa. Estes resultados sugerem que situac¸o˜es
de multiestabilidade, onde diferentes atratores perio´dicos coexistem no espac¸o de fase,
podem tornar via´vel a ativac¸a˜o te´rmica de corrente.
Na ﬁgura 4.4 esta´ representada em cores agora o maior expoente de Lyapunov calcu-
lado para os mesmos intervalos dos paraˆmetros K e γ utilizados para gerar a ﬁgura 4.2, e
ﬁxando T = 10−2. Nesta ﬁgura, da cor branca a` preta o expoente e´ negativo e varia em
direc¸a˜o a zero. O maior expoente de Lyapunov crescente a partir de zero e´ representado
pelas cores azul, verde, amarela e vermelha. Comparando esta ﬁgura com a ﬁgura 4.2 c),
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Figura 4.3: As ﬁguras 4.3 a) e b) apresentam o retrato de fase obtido de um ponto interno a`
regia˜o de ativac¸a˜o te´rmica da corrente indicada na ﬁgura 4.2, ponto (K; γ) = (2, 5; 0, 85).
Em a) T = 0, e podem ser observados treˆs tipos de atratores: a ﬂecha verde indica o
atrator perio´dico em que q = 1 e Jo = 2pi, a ﬂecha preta indica um conjunto de atratores
perio´dicos em que Jo = 0 e a ﬂecha vermelha aponta para o atrator de per´ıodo dois em
que Jo = −2pi. Em b) T = 10−3 e pode se observar que apenas o atrator indicado em
a) por uma ﬂecha vermelha aparece. Nessas ﬁguras esta˜o representadas 105 iterac¸o˜es de
102 CIs e se descartou um transiente de 104 iterac¸o˜es. A ﬁgura 4.3 c) apresenta em cores
Jo no espac¸o de fase em uma malha de 1000 × 1000 pontos, onde foram utilizadas 105
iterac¸o˜es.
e´ poss´ıvel perceber que as EIPs destru´ıdas acabam deixando em seu lugar regio˜es cao´ticas
(geralmente com o maior expoente de Lyapunov menor que nos arredores). Tambe´m e´
evidente que as EIPs parecem “encolher” quando a quantidade calculada no espac¸o de
paraˆmetros e´ o maior expoente de Lyapunov, ou seja, algumas das regio˜es antes ocupadas
pelas EIPs, e que continuam na ﬁgura 4.2 c) mantendo JT maior que os seus arredores, na˜o
podem mais ser consideradas perio´dicas. Todavia, estes efeitos podem estar relacionados
com o fato da temperatura induzir coexisteˆncia de diferentes conjuntos invariantes, regu-
lares e cao´ticos, sendo que a trajeto´ria da u´nica CI utilizada no ca´lculo deve experimentar
diferentes tipos de dinaˆmica.
O fato das EIPs serem menos resistentes ao ru´ıdo te´rmico que as regio˜es A e E im-
plica que os conjuntos invariantes perio´dicos sa˜o menos resistentes que os cao´ticos. Com
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Figura 4.4: A ﬁgura 4.4 apresenta em cores o maior expoente de Lyapunov calculado
numericamente no EP (K, γ), em uma malha de 1000 × 1000 pontos, utilizando uma CI
(x, p) = (0, 1; 0, 1) e N = 106 iterac¸o˜es. Nesta ﬁgura, ﬁxou-se a temperatura T = 10−2, o
que faz esse EP compat´ıvel com o da ﬁgura 4.2 c). Os dados desta ﬁgura foram obtidos
pelo Prof. Ce´sar Manchein.
efeito, a partir de uma certa temperatura, os diferentes conjuntos participam efetivamente
da dinaˆmica de uma dada part´ıcula, que de tempos em tempos transita entre conjuntos
invariantes. As simulac¸o˜es indicam que o tempo me´dio de permaneˆncia τ no atrator pe-
rio´dico cai muito rapidamente a partir de um certo valor da temperatura, dando lugar a
novas dinaˆmicas referentes a conjuntos na˜o atrativos. Seria interessante enta˜o determinar
a temperatura cr´ıtica a partir da qual a dinaˆmica perio´dica perde sua hegemonia e, conse-
quentemente, o mo´dulo da corrente total decresce marcantemente. Para tanto, utilizou-se
o seguinte crite´rio baseado no valor de JT : a menor corrente orbital Jo permitida e´ dada
pelo v´ınculo perio´dico expresso pela equac¸a˜o 3.18. Para per´ıodo principal da EIP q = 1 o
menor valor de Jo permitido e´ 2pi, para q = 2 e´ pi, e esses per´ıodos representam a maior
parte da regia˜o ocupada por EIPs no EP. Desta maneira, deﬁniu-se que para JT < pi a
EIP havia sido destru´ıda, e a temperatura para a qual isso acontece foi deﬁnida como a
temperatura cr´ıtica Tc. A ﬁgura 4.5 apresenta em cores Tc determinada numericamente
no EP (K, γ). O gradiente de cores varia de preto (Tc = 0), passando por vermelho,
amarelo e branco para indicar temperaturas cr´ıticas cada vez mais altas. De fato, a ﬁgura
4.5 a) trac¸a um perﬁl de robustez das EIPs em relac¸a˜o ao ru´ıdo, informac¸a˜o fundamental
no contexto de aplicac¸o˜es tecnolo´gicas e da ocorreˆncia de catracas inerciais na natureza
em geral. No que se refere a`s EIPs em geral, e´ percept´ıvel que os menores valores de Tc
sa˜o encontrados nas suas bordas, sendo que o seu centro constitui a regia˜o mais robusta
da estrutura. Isso esta´ de acordo com o fato ja´ observado das EIPs comec¸arem a ser des-
tru´ıdas pelas bordas. Tambe´m ﬁca claro que, em geral, as maiores EIPs tendem possuir
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os maiores valores de Tc, o que esta´ de acordo com a ﬁgura 4.2. Na ﬁgura 4.5 b) foi feito
uma ampliac¸a˜o de uma regia˜o do EP representada em a) que apresenta em mais detalhes
a distribuic¸a˜o de Tc nas EIPs e que focaliza em espec´ıﬁco as treˆs EIPs D−1.
Figura 4.5: A ﬁgura 4.5 apresenta em cores a Tc calculada numericamente no EP (K, γ),
em uma malha de 1000× 1000 pontos, utilizando M = 104 CIs uniformemente distribu´ı-
das na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 105 iterac¸o˜es. Em a) pode-se ver uma porc¸a˜o
representativa do EP e em b) e´ feita uma ampliac¸a˜o focalizando treˆs EIPs D−1. Os dados
desta ﬁgura foram obtidos pelo Prof. Ce´sar Manchein.
Na ﬁgura 4.5 a) tambe´m pode-se observar que as duas bordas das EIPs BL respondem
de forma diversa ao ru´ıdo te´rmico. Enquanto na borda superior Tc parece ir suavemente
para zero, na borda inferior parece que ela cai abruptamente de um valor ﬁnito a zero.
A explicac¸a˜o para esse fenoˆmeno e´ que a raza˜o f´ısica da existeˆncia das duas bordas na
EIP sa˜o diversas, como ja´ comentado no cap´ıtulo anterior. Enquanto a borda superior e´
originada de uma bifurcac¸a˜o sela-no´ a borda inferior encontra sua origem em um fenoˆmeno
de crise que ocorre no atrator cao´tico coexistente com o perio´dico que origina a BL, e
cuja bifurcac¸a˜o ja´ havia ocorrido para valores menores de K. Ou seja, quando a bacia
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de atrac¸a˜o referente ao atrator perio´dico passa a ocupar todo o espac¸o de fase (com a
crise do atrator cao´tico), ele ja´ possui um valor de Tc ﬁnito. Vale ressaltar que, embora
a temperatura cr´ıtica parec¸a cair abruptamente na borda inferior, este trabalho na˜o a
estudou em detalhes, de maneira que seja poss´ıvel que Tc convirja continuamente, mesmo
que muito rapidamente, a zero, pois o ru´ıdo te´rmico tambe´m afeta o valor dos paraˆmetros
para o qual ocorre a crise no atrator cao´tico [59]. De fato, na refereˆncia [59] e´ obtida uma
lei de poteˆncia para a amplitude cr´ıtica do ru´ıdo que desestabiliza completamente o atrator
perio´dico pro´ximo a` bifurcac¸a˜o sela-no´. Esta lei e´ obtida porque, pro´ximo a` bifurcac¸a˜o,
a dinaˆmica de sistemas com uma dimensa˜o qualquer D e´ descrita por uma forma normal
(veja sec¸a˜o 2.2.4) unidimensional e gene´rica. Desta maneira, pro´ximo a` bifurcac¸a˜o do
tipo sela-no´ (borda superior), talvez seja poss´ıvel obter uma lei de poteˆncia com a qual
Tc converge para zero, caso as deﬁnic¸o˜es de Tc (desta dissertac¸a˜o) e σc (refereˆncia [59])
sejam compat´ıveis. Com efeito, segundo a refereˆncia mencionada, σc ∼ |p− pc|3/4, onde p
e pc indicam respectivamente um paraˆmetro qualquer e o seu valor na bifurcac¸a˜o. Como
no caso do mapeamento utilizado aqui a amplitude do ru´ıdo ∝
√
T , se as deﬁnic¸o˜es de Tc
e σc forem compat´ıveis tem-se que Tc ∼ |p − pc|3/2. Para veriﬁcar esta hipo´tese, fez-se a
ﬁgura 4.6 onde se apresenta Tc em func¸a˜o de |γ − γc| na linha K = 2pi (onde γc = 0, 5,
regia˜o de bifurcac¸a˜o). Em vermelho esta˜o os pontos obtidos numericamente para Tc, e
em azul a curva que melhor se ajusta aos valores obtidos. Como os eixos esta˜o em escala
logar´ıtmica e esta curva e´ uma reta, ela representa uma lei de poteˆncia, cujo expoente
obtido foi 1, 5, como esperado.
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Figura 4.6: A ﬁgura 4.6 apresenta Tc calculada numericamente em func¸a˜o de |γ − γc|,
na linha K = 2pi onde γc = 0, 5. Nesta ﬁgura, utilizou-se M = 10
4 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 105 iterac¸o˜es, e os eixos esta˜o em escala
logar´ıtmica. Em vermelho aparecem os pontos calculados numericamente e em azul a lei
de poteˆncia que melhor se aproxima dos dados, cujo expoente foi determinado como sendo
1, 5, o que assinala a existeˆncia de uma bifurcac¸a˜o sela-no´. Os dados desta ﬁgura foram
obtidos pelo Prof. Ce´sar Manchein.
4.3 Resultados nume´ricos para uma part´ıcula browni-
ana em que atua uma forc¸a externa oscilato´ria
Como ja´ foi mencionado na sec¸a˜o 3.4, um sistema mais real´ıstico de catraca envolveria
equac¸o˜es diferenciais, e no caso da simulac¸a˜o de um ambiente a temperatura na˜o nula,
equac¸o˜es diferenciais estoca´sticas. Novamente, utilizar-se-a´ aqui a “catraca de balanc¸o”,
onde agora o termo de ru´ıdo te´rmico sera´ levado em considerac¸a˜o. As equac¸o˜es diferenciais
estoca´sticas que modelam este sistema sa˜o dadas por
v˙ = −λ˜v + K˜[ senx+ a sen(2x+ φ)] + K˜t sent+ σ˜η(t),
x˙ = v,
(4.40)
onde as quantidades demarcadas com til esta˜o divididas pela massa da part´ıcula, assim
λ˜ = λ/2 etc. Ale´m disso, o paraˆmetro K modula a altura do potencial, Kt modula a
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intensidade da forc¸a externa, λ e´ o coeﬁciente de viscosidade do meio e σ =
√
2kBT e´
a intensidade do ru´ıdo te´rmico. Novamente, a exemplo do que foi feito na sec¸a˜o 3.5,
considerou-se m = 1 para os ca´lculos nume´ricos, de maneira que o til acima dos paraˆme-
tros foi omitido. Para retornar ao caso m 6= 1 basta trocar K → K˜, λ → λ˜ e Kt → K˜t.
Nesta sec¸a˜o sera´ estudado o EP (Kt, χ), onde χ = e
−λ, e se tem ainda a = 0, 7 como
paraˆmetro de assimetria e φ = pi/2 como fase do potencial. Note que a forc¸a oriunda do
potencial possui per´ıodo Lx = 2pi e a forc¸a externa e´ perio´dica em τ = 2pi, assim, o´rbitas
(aproximadamente) perio´dicas devem carregar correntes mu´ltiplas de k/q, como ja´ discu-
tido na sec¸a˜o 3.4. A presenc¸a de um reservato´rio te´rmico deve construir um cena´rio muito
parecido com o ja´ descrito na sec¸a˜o 4.1, onde todos os conjuntos invariantes do espac¸o
de fase devem tornar-se metaesta´veis [59] e devem ser caracterizados por coeﬁcientes que
indiquem a participac¸a˜o de cada um deles em uma o´rbita t´ıpica. No que se segue, os
efeitos do ru´ıdo te´rmico em algumas das EIPs ja´ reportadas na sec¸a˜o 3.5 sera˜o descritos.
Ale´m disso, uma ﬁgura ana´loga a` 4.5 sera´ apresentada, e as similaridades entre os dois
sistemas, o discreto e o cont´ınuo, sera˜o comentadas. Nesta sec¸a˜o, ainda sera´ adotado
kB = 1.
A ﬁgura 4.7 apresenta a mesma EIP da ﬁgura 3.23 c), do tipo CL, pore´m para duas
temperaturas diferentes. Em a), T = 10−4, e ja´ se pode ver que a maior parte das antenas
das EIPs foram destru´ıdas pelo ru´ıdo te´rmico. De fato, como no caso do mapa, as EIPs em
geral tendem a ser destru´ıdas pelas bordas. Pode-se observar ainda que as regio˜es cao´ticas
sa˜o muito mais resistentes ao ru´ıdo te´rmico, e permanecem praticamente inalteradas em
comparac¸a˜o a` ﬁgura 3.23 c). Muitas das EIPs menores ja´ foram destru´ıdas pelo ru´ıdo
te´rmico, mas vale a pena lembrar que esta e´ uma regia˜o pequena do EP.
Figura 4.7: A ﬁgura 4.7 apresenta em cores os valores de JT calculados no EP (Kt, χ)
em uma malha de 500 × 500 pontos. Nesta ﬁgura, utilizou-se 102 CIs uniformemente
distribu´ıdas na ce´lula (x, p) ∈ [−2pi; 2pi], um passo de 0, 1 e N = 106 passos de integrac¸a˜o.
Em a) tem-se T = 10−4 e em b) T = 10−3.
Na ﬁgura 4.7 b) T = 10−3, e e´ observado que praticamente toda a EIP principal
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foi destru´ıda, restando apenas suas regio˜es mais internas. A maioria das outras EIPs
secunda´rias tambe´m foi destru´ıda, restando apenas algumas pequenas regio˜es amorfas do
antigo centro destas EIPs. Embora as regio˜es cao´ticas tenham sido um pouco modiﬁcadas,
as correntes me´dias sa˜o as mesmas, exempliﬁcando a robustez da dinaˆmica cao´tica frente
ao ru´ıdo te´rmico.
Para caracterizar melhor a resisteˆncia de uma EIP ao ru´ıdo te´rmico, uma ﬁgura
ana´loga a` 4.5 foi gerada tambe´m para este sistema, pore´m considerando agora um crite´rio
diferente de destruic¸a˜o da EIP. Neste caso espec´ıﬁco, quer-se analisar a EIP D2 represen-
tada na ﬁgura 3.23 b), em que Jo = 2, 0, e para tanto se considerou que uma diferenc¸a de
0, 1 em Jo seria suﬁciente para informar que determinada regia˜o da EIP havia sido des-
tru´ıda. A temperatura para a qual tal diferenc¸a e´ veriﬁcada e´ a temperatura cr´ıtica Tc,
que foi calculada no EP na ﬁgura 4.8. Como se pode observar de imediato, temperaturas
menores sa˜o necessa´rias para destruir as bordas da EIP, justiﬁcando a observac¸a˜o de que
as EIPs comec¸am a ser destru´ıdas pelas bordas. A regia˜o central e´ a que acumula os
maiores valores de Tc. De fato, o comportamento e´ completamente ana´logo ao obtido na
ﬁgura 4.5, de maneira que a ﬁgura 4.8 trac¸a um perﬁl de robustez da EIP frente ao ru´ıdo
te´rmico que pode ser posteriormente aproveitado em aplicac¸o˜es tecnolo´gicas, deﬁnindo
regio˜es ideais de operac¸a˜o para motores brownianos, bem como as temperaturas limites
onde ha´ uma operac¸a˜o otimizada. E´ poss´ıvel que haja tambe´m aplicac¸o˜es na a´rea de
biologia, onde motores brownianos sa˜o muito comuns a n´ıvel celular.
Figura 4.8: A ﬁgura 4.8 apresenta em cores a Tc calculada numericamente no EP (Kt, χ),
em uma malha de 500 × 500 pontos, utilizando M = 25 CIs uniformemente distribu´ıdas
na ce´lula (x, p) ∈ [−2pi; 2pi] e N = 106 passos de integrac¸a˜o. A EIP focalizada nesta ﬁgura
e´ do tipo D2, a mesma da ﬁgura 3.23 b)
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4.4 Concluso˜es
Neste cap´ıtulo, analisou-se o impacto da inclusa˜o de ru´ıdo te´rmico a` dinaˆmica deter-
min´ıstica de catracas cla´ssicas, especialmente no que se refere a` topologia do EP. Dentre
as treˆs regio˜es determin´ısticas principais (EIPs, A e E), as EIPs sa˜o as primeiras a serem
modiﬁcadas pela adic¸a˜o do termo estoca´stico. Essa modiﬁcac¸a˜o da´-se em uma su´bita
queda de |JT | e na transformac¸a˜o de uma dinaˆmica perio´dica em uma cao´tica. De fato, a
dinaˆmica cao´tica (A e E) mostrou-se muito robusta perante ao ru´ıdo, e as propriedades
das regio˜es A e E foram preservadas para o intervalo de temperaturas consideradas nesta
dissertac¸a˜o. Na˜o obstante, as EIPs tambe´m se mostraram resistentes ao ru´ıdo em um
intervalo de temperaturas, o que reaﬁrma a validade do modelo de transporte direcionado
no EP de catracas cla´ssicas constru´ıdo no cap´ıtulo anterior.
Para se quantiﬁcar a resisteˆncia te´rmica das EIPs, obteve-se um crite´rio para sua
destruic¸a˜o que levou em ultima instaˆncia ao conceito de temperatura cr´ıtica, Tc. Os
resultados obtidos para Tc pro´ximo a uma bifurcac¸a˜o do tipo sela-no´ sa˜o compat´ıveis
com os desenvolvimentos teo´ricos encontrados na literatura [59]. A avaliac¸a˜o da Tc ao
longo das EIPs trac¸ou uma espe´cie de “mapa de resisteˆncia”, onde se observa que as
regio˜es mais internas das EIPs tendem a ser mais robustas. Veriﬁcou-se tambe´m que
as maiores EIPs sa˜o, em geral, mais resistentes. Estas informac¸o˜es sa˜o de fundamental
importaˆncia, no que se refere a aplicac¸o˜es tecnolo´gicas, na medida em que indicam as
regio˜es de operac¸a˜o otimizada de catracas a temperatura na˜o nula, bem como os regimes
te´rmicos dentro dos quais a corrente e´ superior. A regia˜o indicada nas ﬁguras 4.2 b) e c),
onde ocorre ativac¸a˜o te´rmica da corrente em uma catraca inercial, na˜o fora reportada antes
na literatura analisada por este trabalho, e constitui uma oportunidade de se aproveitar
a energia proveniente do ru´ıdo te´rmico para se gerar corrente.
A generalizac¸a˜o destes resultados foi obtida atrave´s da equac¸a˜o de Langevin, explo-
rada na sec¸a˜o 4.3. De fato, a equac¸a˜o de Langevin constitui um modelo fenomenolo´gico
de aplicac¸a˜o praticamente unaˆnime entre os sistemas onde ha´ um banho te´rmico. Nova-
mente, as concluso˜es ja´ obtidas para o mapa 4.1 sa˜o aplica´veis, exceto pela regia˜o E, que
na˜o ocorre no sistema de equac¸o˜es diferenciais pelo fato do sistema na˜o apresentar modos
aceleradores no limite conservativo. Por ﬁm, os desenvolvimentos obtidos neste cap´ıtulo
ainda indicam a existeˆncia das estruturas gene´ricas BL, B
−1
L e DL, amplamente repor-
tadas na literatura para sistemas determin´ısticos [43–53, 92, 94], em sistemas estoca´sticos,
questa˜o ate´ enta˜o na˜o levantada nos trabalhos aqui considerados.
Capı´tulo 5
Considerac¸o˜es finais
Propoˆs-se nesta dissertac¸a˜o a investigac¸a˜o da topologia do EP de catracas cla´ssicas
unidimensionais, principalmente no que se refere ao comportamento da corrente total JT .
O cap´ıtulo 3 dedicou-se a` investigac¸a˜o do mecanismo determin´ıstico de transporte no EP.
Como resultado, construiu-se um modelo onde treˆs regio˜es principais performam um papel
fundamental: as EIPs, a regia˜o A e a regia˜o E. Como modelos representativos utilizou-se
um sistema discreto e um sistema cont´ınuo, o u´ltimo constituindo uma generalizac¸a˜o do
primeiro. As EIPs sa˜o de fato estruturas isoperio´dicas formadas por padro˜es bifurcacionais
no EP e possuem diversas propriedades interessantes, como JT constante (na auseˆncia de
multiestabilidade) e superior ao de seus arredores, intervalos proibidos de JT e podem
ser classiﬁcadas ainda de acordo com sua morfologia. A regia˜o A corresponde a uma
dinaˆmica cao´tica de baixa eﬁcieˆncia e baixo valor da corrente total, que possui JT varia´vel
em sua extensa˜o. Por ﬁm, a regia˜o E esta´ tambe´m associada a um transporte cao´tico e
pouco eﬁciente de part´ıculas, com JT varia´vel pore´m alta. Esta regia˜o relaciona-se com
a existeˆncia de modos aceleradores no limite conservativo e na˜o esta´ presente no sistema
cont´ınuo estudado pela inexisteˆncia de modos aceleradores.
Este modelo explica praticamente todos os fenoˆmenos observados, no que se refere
a` corrente, quando da variac¸a˜o dos paraˆmetros de um dado sistema que constitui uma
catraca. Como ja´ comentado, os platoˆs de corrente constante, intervalos de corrente
varia´vel, variac¸a˜o de JT nos platoˆs em mu´ltiplos de uma determinada quantidade e altas
correntes cao´ticas pro´ximo ao limite conservativo, amplamente observados na literatura
[28, 29, 35, 38, 89], correspondem a elementos topolo´gicos integrantes do paradigma cons-
tru´ıdo no cap´ıtulo 3. Ale´m disso, identiﬁcou-se um conjunto de EIPs que aparece em
todos os EPs e que veˆm sendo reportadas nos EPs de sistemas diversos na literatura
[43–53, 92, 94], o que confere certa generalidade a` abordagem aqui desenvolvida: se essas
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estruturas sa˜o gerais em sistemas dinaˆmicos cla´ssicos na˜o lineares enta˜o e´ poss´ıvel que o
paradigma proposto constitua um cena´rio geral para o mecanismo de gerac¸a˜o de transporte
em EPs de catracas cla´ssicas inerciais.
No cap´ıtulo 4, os efeitos da inclusa˜o de um ru´ıdo estoca´stico na dinaˆmica deter-
min´ıstica das catracas estudadas no cap´ıtulo anterior foram abordados. Em especial,
considerou-se o ru´ıdo te´rmico, dada a origem do ramo da f´ısica que se dedica a`s catracas,
intrinsecamente vinculada a` termodinaˆmica, mas a descric¸a˜o estabelecida e´ robusta o su-
ﬁciente para englobar todos os tipos de ru´ıdo gaussiano, desde que de pequena amplitude.
Dentre as treˆs regio˜es determin´ısticas principais (EIPs, A e E), as EIPs sa˜o as primeiras a
serem modiﬁcadas pela adic¸a˜o do termo estoca´stico, enquanto a dinaˆmica cao´tica repre-
sentada pelas regio˜es A e E mostrou-se bastante robusta frente ao ru´ıdo. Entretanto, as
EIPs tambe´m se mostraram termicamente resistentes em um intervalo de temperaturas, o
que reaﬁrma a validade do modelo de transporte direcionado no EP de catracas cla´ssicas
constru´ıdo no cap´ıtulo 3.
Para se quantiﬁcar a robustez das EIPs, obteve-se um crite´rio para sua destruic¸a˜o
que levou em ultima instaˆncia ao conceito de temperatura cr´ıtica, Tc. A avaliac¸a˜o da
Tc ao longo das EIPs mapeou a resisteˆncia te´rmica pelo EP, onde se observa que as
maiores EIPs sa˜o, em geral, mais resistentes. Veriﬁcou-se tambe´m que as regio˜es mais
internas das EIPs tendem a ser mais robustas. Na˜o foi poss´ıvel estabelecer nenhum v´ınculo
direto entre Tc e os per´ıodos da o´rbita, ou mesmo o maior expoente de Lyapunov. De
fato, va´rios desenvolvimentos teo´ricos teˆm sido propostos para explicar Tc em termos
de quasipotenciais [59] e energias mı´nimas de escape [96]. Todavia, e´ poss´ıvel que o
mapeamento de Tc no EP possa ser utilizado como medida nume´rica de quantidades
como a energia de escape no EP. No que se refere a` existeˆncia das EIPs em sistemas
estoca´sticos, tal questa˜o na˜o havia antes sido levantada na literatura considerada por este
trabalho, constituindo assim uma de suas realizac¸o˜es. Esta u´ltima questa˜o e´ importante
pois apoia desenvolvimentos recentes no sentido de comprovar a existeˆncia das EIPs na
natureza [52, 53].
Os objetivos alcanc¸ados por esta dissertac¸a˜o podem revelar-se importantes em apli-
cac¸o˜es tecnolo´gicas e explicac¸a˜o de fenoˆmenos na natureza que envolvam mecanismos de
catraca [12, 14, 18, 75, 76, 97]. No que se refere a`s aplicac¸o˜es tecnolo´gicas, os resul-
tados aqui obtidos permitem o desenvolvimento de dispositivos de operac¸a˜o otimizada,
em especial quando o seu design depende da escolha de um ou mais paraˆmetros. Em
aplicac¸o˜es onde os paraˆmetros sa˜o variados adiabaticamente (em relac¸a˜o aos transientes
envolvidos) no tempo, a ana´lise do EP fornece rotas para a manutenc¸a˜o de JT constante
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(conexa˜o entre diferentes EIPs) enquanto outras propriedades (como o per´ıodo) sa˜o vari-
adas. Ale´m disso, as direc¸o˜es preferenciais proveˆem caminhos para a variac¸a˜o da corrente
em mu´ltiplos de uma quantidade determinada (que pode ser ajustada atrave´s dos per´ıo-
dos espacial e temporal da forc¸a). Regio˜es de multiestabilidade, aproveita´veis para a
separac¸a˜o de part´ıculas pela sua velocidade, podem ser facilmente identiﬁcadas no EP, e
como a massa relaciona-se com alguns dos paraˆmetros da catraca, o EP tambe´m pode ser
utilizado para a separac¸a˜o de part´ıculas por sua massa [15, 35, 89, 98].
A resisteˆncia das EIPs (e das outras regio˜es) a` presenc¸a do ru´ıdo asseguram a validade
dos resultados aqui obtidos em ambientes te´rmicos, questa˜o fundamental no que se refere
a` validade destes resultados no que se refere ao mundo real. A avaliac¸a˜o da Tc no EP
indica as regio˜es de operac¸a˜o otimizada de dispositivos a temperatura na˜o nula, bem como
os regimes te´rmicos dentro dos quais a corrente e´ superior. A regia˜o indicada nas ﬁguras
4.2 b) e c), onde ocorre ativac¸a˜o te´rmica da corrente em uma catraca inercial, na˜o fora
reportada antes na literatura analisada por este trabalho, e constitui uma oportunidade
de se aproveitar a energia proveniente do ru´ıdo te´rmico para se gerar corrente. Por ﬁm,
todos estes elementos podem ser aplicados para melhor entender os mecanismos do tipo
catraca muito presentes na natureza, em especial no transporte celular [2, 12–14].
Por ﬁm, existem muitos objetivos ainda pertencentes ao escopo deste trabalho a serem
atingidos. As regio˜es de ativac¸a˜o te´rmica de corrente em sistemas inerciais englobam apli-
cac¸o˜es muito interessantes e podem ser melhor caracterizadas. Catracas bidimensionais
devem ser abordadas em trabalhos futuros, investigando se o mecanismo proposto nesta
dissertac¸a˜o esta´ limitado a`s catracas unidimensionais. Ale´m disto, o regime quaˆntico deve
ser desbravado por novos desenvolvimentos. De fato, existe um trabalho recente [40] que
faz uma abordagem muito limitada a este respeito. A comprovac¸a˜o da existeˆncia de EIPs
no regime quaˆntico, ale´m de expandir largamente a aplicac¸a˜o dos conceitos aqui desen-
volvidos, tambe´m constituiria um avanc¸o considera´vel no que se refere a` existeˆncia das
EIPs na natureza.
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