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The sleep–wake cycle and circadian rhythmicity both contribute to
brain function, but whether this contribution differs between men
and women and how it varies across cognitive domains and sub-
jective dimensions has not been established. We examined the
circadian and sleep–wake-dependent regulation of cognition in
16 men and 18 women in a forced desynchrony protocol and quan-
tified the separate contributions of circadian phase, prior sleep,
and elapsed time awake on cognition and sleep. The largest circa-
dian effects were observed for reported sleepiness, mood, and
reported effort; the effects on working memory and temporal
processing were smaller. Although these effects were seen in
both men and women, there were quantitative differences. The
amplitude of the circadian modulation was larger in women in 11
of 39 performance measures so that their performance was more
impaired in the early morning hours. Principal components analysis
of the performance measures yielded three factors, accuracy, effort,
and speed, which reflect core performance characteristics in a range
of cognitive tasks and therefore are likely to be important for ev-
eryday performance. The largest circadian modulation was ob-
served for effort, whereas accuracy exhibited the largest sex
difference in circadian modulation. The sex differences in the cir-
cadian modulation of cognition could not be explained by sex
differences in the circadian amplitude of plasma melatonin and
electroencephalographic slow-wave activity. These data establish
the impact of circadian rhythmicity and sex on waking cognition
and have implications for understanding the regulation of brain
function, cognition, and affect in shift-work, jetlag, and aging.
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Circadian rhythms are generated by a set of core “clock” genesand are present in nearly every cell of the body and brain (1).
These local clocks and rhythms are synchronized by neural and
endocrine pathways originating from the master circadian pace-
maker located in the suprachiasmatic nucleus (SCN) (2, 3). In
addition, the timing of behaviors such as food intake and sleep and
associated changes in local and systemic cues contribute to the
temporal organization in peripheral tissues outside the SCN (4, 5).
In view of the pervasiveness of circadian rhythms, it is not surprising
that they affect many aspects of physiology, behavior, and cognition
in health and in disease. Indeed, circadian abnormalities have been
implicated in disorders of sleep, mood, and cognition (6), in dele-
terious responses to shift work (7), depression (8), and Alzheimer’s
disease (9). The prevalence of most of these disorders is higher in
women than in men (10), and their impact on psychological func-
tions and quality of life of patients differs between the sexes (11).
Women are underrepresented in both circadian and sleep
research (12), although sex differences in human circadian and
sleep characteristics are emerging from the few studies that
contrast men and women. (Note: Throughout this paper we refer
to contrasts between biologically male and female research
participants by the term sex difference, rather than the term
gender difference, which connotes the assignment of, or prefer-
ence for, different social roles.) Reported sex differences are
earlier timing of clock gene rhythms in the brain (13), a shorter
intrinsic circadian period of body temperature and melatonin
rhythms (14, 15), earlier timing and larger amplitude of the mel-
atonin rhythm (16), earlier timing and longer duration of sleep,
and more slow-wave sleep (SWS) in women (15, 17–19). Whether
these sex differences extend to the contribution of sleep and cir-
cadian rhythmicity in subjective and objective measures of waking
function has not been documented.
Sleep contributes to subjective and objective measures of wak-
ing function as evidenced by the deleterious effects of insufficient
sleep on alertness, mood, sustained attention, working memory,
and other behavioral markers of brain function (20–22). The
separate and combined contribution of circadian and sleep–wake
cycles remains undocumented for most commonly used labora-
tory tasks. It is generally accepted that the sleep–wake cycle
constitutes a rhythm of recovery and deterioration of brain
function, although whether all cognitive functions are affected
similarly continues to be debated. The molecular and cellular
mechanism underlying this deterioration and recovery and in
particular the role of SWS in synaptic homeostasis and cognition
are areas of intense investigation (23, 24).
The contribution of the circadian timing system to perfor-
mance while awake is twofold. First, it regulates the structure
and timing of sleep so that the recovery and deterioration of
functional capacity normally occur during the night and day,
respectively (25). Second, circadian rhythmicity contributes di-
rectly to brain function independent of the timing of sleeping
and waking. This independence has been shown by uncoupling
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the sleep–wake cycle from SCN-driven rhythms, such as the
melatonin rhythm. Under these conditions of forced desyn-
chrony, various aspects of waking performance continue to dis-
play nearly a 24-h rhythmicity in synchrony with the melatonin
rhythm in addition to the rhythmicity associated with the sleep–
wake cycle (26–29). Some of the putative mechanisms by which
circadian rhythmicity may contribute to brain function, e.g., the
circadian modulation of synaptic plasticity independent of vigi-
lance, have been identified (30).
How the sleep–wake-dependent and circadian regulation of
waking performance vary among individuals has been docu-
mented to some extent within the context of age-related changes
in cognition (31), but, to our knowledge, sex differences in the
circadian regulation of waking performance have not been in-
vestigated. However, these differences are of considerable in-
terest, given sex differences in cognition, circadian rhythmicity,
and sleep, as well as the widespread presence of sex hormone
receptors within the neural structures of the circadian timing
system (32) and sex differences in cognition (33).
Here we used a forced desynchrony protocol to establish and
quantify sex differences in circadian and sleep–wake-dependent
regulation in subjective sleepiness, mood, task demand, atten-
tion, working memory, motor control, and temporal processing
in healthy men and women. To measure these functions, we chose
tasks with established validity, retest reliability, and, crucially,
sensitivity to circadian and sleep–wake-dependent effects (22, 34,
35). The sensitivity to circadian and sleep–wake-dependent effects
was key, because the aim was to determine whether there are sex
differences in the circadian and sleep–wake-dependent modula-
tion of cognition. Given the sex differences in SWS/slow-wave
activity (SWA) and that these variables are primarily a marker of
sleep homeostasis and are implicated in the regulation of cogni-
tion (36), we may expect sex differences in the homeostatic (wake-
dependent) component of cognition. On the other hand, given the
sex differences in melatonin amplitude and that melatonin is a
marker of the circadian process, we may predict a greater circa-
dian modulation of cognition in women.
Results
Melatonin. The imposed 28-h day (Fig. 1A) successfully desynchron-
ized the sleep–wake cycle from the melatonin rhythm in 16 men
and 18 women (see Table 1 for demographics). The period of
the melatonin rhythm (P = 0.67) and timing of melatonin onset
(P = 0.33), which was used to determine circadian phase (37),
were not significantly different between women and men in this
sample (38). However, the amplitude of the melatonin rhythm
(SI Appendix, SI Methods) was significantly larger in women
(P < 0.035) (Fig. 1 B and C).
Sleep Parameters in Men and Women. Habitual bed and waking
times (with the exception of waking time on workdays), assessed
during screening using the Munich Chronotype Questionnaire
(39, 40), were significantly earlier in women than in men (Table
1). The habitual time spent in bed, sleep duration, and sleep
quality score [Pittsburgh Sleep Quality Index (41)] were not
significantly different between the sexes (Table 1). Because the
duration and quality of sleep preceding a wake period may im-
pact the circadian variation of performance, we first consider
how sleep is influenced by circadian phase and time asleep
separately and then consider their interaction.
Circadian phase. The circadian modulation of sleep efficiency was
evident from the variation in total sleep time (TST) per sleep
episode, in that the maximum TST averaged across participants
was observed for the seventh sleep period (SP) (mean ± SEM:
525.67 ± 5.60 min), and the minimum TST was observed for the
fifth SP (mean ± SEM: 424.89 ± 12.9 min). In SP 7, the average
bedtime (∼20:10) considerably preceded the average dim-light
melatonin onset (DLMO) time (∼23:30, the third blood-sam-
pling cycle). These results are in accordance with earlier studies
(25) showing that the sleep episodes initiated before DLMO are
the longest. Analyzed across all circadian phases, the circadian
rhythm of sleep efficiency, i.e., TST/time available for sleep,
reached its minimum near the rise of melatonin (at ∼22:00) and
its maximum on the falling limb of the melatonin rhythm
(at ∼06:00) (Fig. 2). The circadian rhythm in rapid-eye-move-
ment (REM) sleep, expressed as a percentage of TST (REM%),
oscillated in phase with the sleep-efficiency rhythm.
SWA, i.e., EEG power density in the 0.5–4 Hz range, dis-
played a statistically significant, albeit low-amplitude, circadian
rhythm with higher values during the biological day and lower
values during the biological night and early day (Fig. 3, Left). In
view of the hypothesized role of slow waves in recovery of brain
function, we analyzed the topographical aspects of its circadian
regulation and sex differences therein. Unlike other sleep pa-
rameters, the circadian modulation of SWA differed between
men and women (SI Appendix, Table S1). Women exhibited
more SWA than men at the DLMO (i.e., close to habitual
bedtime), and this difference was significant over the posterior
(P < 0.01) and central (P < 0.03) brain regions.
Topographical analyses showed that the interaction between
sex and circadian phase was most pronounced over the central
and posterior brain regions (Fig. 3, Left and SI Appendix, Table
S1). SWA was higher in these regions in women during the bi-
ological night, suggesting an overall lower circadian SWA am-
plitude than in men. To investigate this difference further, we
performed two analyses. In the first, a circadian waveform
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Fig. 1. (A) Schematic representation of the forced desynchrony protocol. SP,
sleep period; WP, wake period. The single-plotted cognitive testing sessions
are shown as blue boxes, and the red area plots are melatonin profiles from
the three sampling cycles. (B) Average melatonin profiles (least-square means
and SEMs) for men (blue) and women (red). All data were aligned to mela-
tonin onset before averaging. (C) Box-and-whisker plot of melatonin amplitude
(mean ± SEM) in men (59.49 ± 5.95 pg/mL) and women (82.62 ± 8.09 pg/mL).
The whiskers show the 10th and 90th percentiles, and the circles represent
outliers.
Table 1. Participant demographics
Variable Women Men P
Age, y 26.67 ± 0.83 24.54 ± 0.72 0.06
Bedtime on workdays 23:07 ± 00:12 23:56 ± 00:20 0.05
Wake time on workdays 07:20 ± 00:16 08:09 ± 00:19 0.06
Bedtime on free days 23:51 ± 00:16 01:02 ± 00:18 0.01
Wake time on free days 08:35 ± 00:14 09:56 ± 00:21 0.003
Habitual sleep duration 07:55 ± 00:13 07:44 ± 00:12 0.54
Sleep quality 3 ± 0.40 4 ± 0.41 0.88
Diurnal preference 52.88 ± 1.48 46 ± 2.27 0.02
Melatonin onset 22:24 ± 00:20 22:12 ± 00:19 0.33
Phase angle −1:53 ± 00:22 −2:10 ± 00:20 0.58
N 18 16
The data are mean ± SEM. The P value is based on an independent sample
two-tailed Student’s t test assuming unequal variance. Bedtimes and wake
times on workdays and free days are from the Munich Chronotype Question-
naire (39), habitual sleep duration and sleep quality are from the Pittsburgh
Sleep Quality Index (41), and diurnal preference is from the Horne–Ostberg
Questionnaire (40). Melatonin onset was estimated from the melatonin rhythm
as described in Methods. Phase angle was computed as melatonin onset −
habitual bedtime; a negative phase angle denotes that melatonin onset oc-
curred before bedtime. Note: All times are in hh:mm.
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educed by a nonlinear fit showed a statistically nonsignificant
higher amplitude in men than in women in the frontal (mean ±
1 SD; men: 47.54 ± 28.87; women: 27.95 ± 33.51; χ2 = 3.1; P =
0.08), central (men: 26.73 ± 19.14; women: 16.15 ± 16.63; χ2 = 2;
P = 0.16), and posterior regions (men: 22.84 ± 18.61; women:
15.15 ± 14.47; χ2 = 1.72; P = 0.18). In the second, the average
circadian SWA waveform, educed without assuming a sinusoid,
exhibited a trough at 120° (morning) and a maximum at 300°
(early evening) (Fig. 3, Left). A comparison of the distance
(amplitude) between these two circadian bins (computed sepa-
rately for all participants across all three brain regions) indicated
a significantly higher amplitude in men over the frontal (men:
42.03 ± 21.61; women: 25.89 ± 20.26; χ2 = 7.1, P = 0.008) and
posterior (men: 17.05 ± 11.9; women: 10.2 ± 7.41; χ2 = 4, P =
0.045) brain regions and a trend toward a higher amplitude in
men over the central brain region (men: 22.14 ± 13.65; women:
13.76 ± 8.10; χ2 = 3.1, P = 0.079). This sex difference in the
circadian amplitude of SWA is the opposite of the sex difference
in the circadian amplitude of cognition (detailed below).
Time asleep. Time asleep (sleep-dependent modulation) had a sig-
nificant effect on sleep parameters, as expected, with a reduction
in sleep efficiency and increase in REM% and a reduction in
both non-REM% (NREM%) and SWA as sleep progressed. No
significant sex*time asleep interactions were observed for any of these
sleep parameters (Figs. 2 and 3, Right and SI Appendix, Table S1).
Interaction between circadian phase and time asleep. The interaction
between circadian phase and time asleep was significant for sleep
efficiency, in that the circadian disruption of sleep became
stronger as sleep progressed, particularly in the evening hours.
No significant interactions between circadian phase and time
asleep or between sex, circadian phase, and time asleep were
observed for NREM%, REM%, or sleep efficiency (SI Appendix,
Fig. S9A and Table S1).
Waking Performance. During the scheduled awake episode, sub-
jects completed a 40-min performance test battery consisting of
16 subjective rating scales and objective performance tests (see
ref. 22 and SI Appendix, SI Methods for a detailed description) at
∼3-h intervals. These assessments included measuring subjective
sleepiness, mood, task demand, attention, working memory,
motor control, and temporal processing.
Linear mixed-model analyses with circadian phase, time
awake, and sex represented as categorical variables and TST in
the preceding sleep period as a covariate revealed a significant
effect [false-discovery rate (FDR)-adjusted P value] of circadian
phase for 32 measures, of time awake for 24 measures, and
of time awake*circadian phase interaction for one measure
(SI Appendix, Tables S2 and S3). There was no significant main
effect of sex (FDR-adjusted P value) (SI Appendix, Table S4) for
any measure, although, the unadjusted P value suggested a nom-
inal effect of sex for six measures from the pursuit tracking,
temporal processing, and spatial and integrated one-back tasks
(SI Appendix, Table S4). Four measures showed a significant
sex*circadian phase interaction, but none showed a significant
sex*time awake interaction (SI Appendix, Table S5). A nominal
effect (unadjusted P value; see SI Appendix, Tables S2, S3, and S5)
of circadian phase was seen in four more measures, of time awake
in seven more measures, of a circadian*time awake interaction
in seven more measures, of sex*circadian phase interaction in
10 more measures, and of sex*time awake interaction in four
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measures. Because TST in the preceding sleep period was a cova-
riate in the model and was significant in 21 of 39 tests (SI Appendix,
Table S6), the observed circadian variation and the interaction with
sex cannot be explained by a differential sleep debt alone.
Fig. 4 profiles these sex differences with plots of least-square
means of the sex*circadian phase (left panels) and sex*time awake
(right panels) interactions for sleepiness, subjective mental effort,
verbal two-back accuracy (A-prime), lapses in attention mea-
sured in the psychomotor vigilance task (PVT), and motor-
tracking accuracy. These plots cover the spectrum of subjective
dimensions and cognitive domains examined and include tasks
[the Karolinska sleepiness scale (KSS) and the PVT] commonly
used in sleep and circadian research. Performance deteriorated
with time awake for all measures, with no evidence of major
differences between the sexes. From a circadian perspective,
performance was worst in the early morning hours, on the falling
limb of the melatonin rhythm, and was best in the evening hours
just before the onset of melatonin secretion, for both sexes. The
circadian nadir in performance was more pronounced for women
in all displayed measures except subjective sleepiness. For this
measure women were less sleepy than men in the biological af-
ternoon and evening.
Comparison of the Circadian and Time Awake Effects on Waking
Performance. To quantify further the effects of circadian phase,
time awake, and interactions with sex, we computed effect sizes for
every single measure (Fig. 5 and SI Appendix, Tables S2, S3, and S5).
The largest effect sizes for circadian phase (Fig. 5A and SI Appendix,
Table S2) were observed for subjective measures such as sleepiness,
mood, and effort as well as the slowest reaction times and lapses on
the PVT (reaction time >500 ms). However, effect sizes for
measures of working memory were smaller; furthermore, they did
not increase monotonically from one-back to two-back to three-back
tasks, even though the last has a higher executive load and is con-
sidered more challenging. For time awake, also, subjective measures
displayed larger effect sizes than objective measures, and within
the objective measures the largest effects were observed for slow-
response times and lapses on the PVT (Fig. 5A and SI Appendix,
Table S2). These time awake effect sizes were numerically larger than
the circadian effect sizes in 29 of 39 measures, whereas circadian
effect sizes were numerically larger for 10 of 39 measures (signed
rank test for this difference: P = 0.0012). The supremacy for time
awake effects was seen in subjective measures such as sleepiness, task
demand, and effort as well as in slow-response times on the PVT and
false alarms on the sustained attention response task (SART). The
supremacy for circadian effects was most pronounced for SART
(misses), response times in the random interval repetition (RIR), and
some working memory tasks (Fig. 5A and SI Appendix, Table S2).
Effect of Sex on the Circadian and Time Awake-Dependent Regulation
of Waking Performance. Overall the sex, sex*circadian phase, and
sex*time awake effects were smaller than the time awake and
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circadian effects on cognition (SI Appendix, Tables S3, S4, and S5).
Of the tasks (pursuit tracking, temporal processing, and spatial
and integrated one-back tasks) for which the main effect of sex
was nominally significant (unadjusted P value) (SI Appendix, Table
S4), performance on the pursuit tracking task (PTT) showed a
significant sex*circadian effect so that performance in the early
hours of the morning was more impaired in women than in men
(Fig. 4 and SI Appendix, Table S5). The effect sizes for the
sex*circadian phase interaction were largest for sleepiness, sub-
jective mental effort, motor tracking performance, and A-prime
on the verbal two-back task (Fig. 5B and SI Appendix, Table S5).
The effect size for the significant time awake*sex interaction was
largest for the PVT slow mean and verbal one-back and three-
back A-prime (SI Appendix, Table S5), with performance de-
teriorating more rapidly in women (see SI Appendix, Table S8 for
slope). This effect was minimal for the performance measures on
all other tasks. The effect sizes of the sex*time awake and
sex*circadian interactions showed a pattern that was somewhat
different from the time awake and circadian main effects. For
example, the effect sizes for time awake were largest for subjective
measures, in particular the KSS, whereas the sex*time awake ef-
fect size was much smaller for subjective measures than for some
objective measures. Likewise, the circadian effect size for the PVT
slow mean was relatively large, but the sex*circadian effect size for
this measure was relatively small.
Linear modeling. To investigate whether the sex*circadian interac-
tions in performance could be explained by sex differences in
melatonin amplitude, SWA, or age, we entered each of these as a
covariate in separate analyses. With the exception of response
times in the verbal one-back, spatial one- and two-back, color, and
integrated two-back tasks (for melatonin aptitude), and A-prime
for the integrated two-back task (for age), these covariates had no
significant effect on any of the measures (SI Appendix, Table S6),
suggesting that sex differences in melatonin amplitude, SWA, or
age do not account for the sex differences observed in performance.
Nonlinear modeling of the effects of circadian phase and time awake on
cognition in men and women. Although the linear mixed model and
derived effect sizes provide some insight into the nature of the
circadian and time awake effects and their interaction with sex on
performance, they are categorical variables in the model. To
quantify the circadian amplitude and slope of the rate of deteri-
oration with time awake in cognition, we fitted a nonlinear mixed
model to the data. In contrast to the linear model in which time
awake and circadian phase are discrete factors, this approach fits
them as continuous factors. Circadian modulation was repre-
sented as a sine function with a period derived from the partici-
pants’ melatonin rhythm, and circadian phase and amplitude were
free parameters. The effects of time awake were represented as a
linear function. Amplitude and slope were random factors (see
Methods for details). Estimates of circadian amplitude were in-
deed significantly larger in women for sleepiness, effort (demand
one-back), A-prime and misses on the SART, Euclidean distance
measures on the PTT, and A-prime on the color and verbal one-
back and two-back tasks (see Fig. 6 and SI Appendix, Table S7).
Estimates of the slope of the deterioration with time awake were
significantly different between the sexes for A-prime in the in-
tegrated one-back and verbal one-back, two-back, and three-back
Slope
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Fig. 6. (Left) The average (β2 ± SEM) circadian amplitude at wake time as
estimated by the nonlinear mixed model for men (blue) and women (red).
(Right) The average (β1 ± SEM) slope per hour as estimated by the nonlinear
mixed model for men (blue) and women (red). Sex differences in these cir-
cadian amplitudes and slopes were tested with an independent sample t test
(assuming unequal variance). Significant differences (Satterthwaite approx-
imation) are shown as *P < 0.05, **P < 0.01, and ***P < 0.0001.
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Fig. 7. The contribution of the subjective and objective cognitive measures
toward three factors (accuracy, effort, and speed) derived from a PCA, using
the varimax rotation method with Kaiser normalization. C1, C2: color one-back
and two-back; EDist: Euclidean distance; FIR: fixed interval repetition; I1, I2:
integrated one-back and two-back; KSS: Karolinska sleepiness scale; PTT:
pursuit tracking task; PVT: psychomotor vigilance task; RIR: random interval
repetition; SART: sustained attention response task; S1, S2: spatial one-back
and two-back; V1, V2, V3: verbal one-back, two-back, and three-back.
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tasks such that women showed a greater decline in A-prime with
time awake (Fig. 6 and SI Appendix, Table S8; two of these slopes,
those corresponding to the circadian amplitudes in the left panel,
are shown in the figure).
Factor Analyses of Waking Performance. These analyses based on a
large number of single performance variables suggest that subjec-
tive measures and some attention and accuracy measures are sub-
stantially affected by circadian phase and time awake and that these
effects are modulated by sex. To explore the nature of these effects
further and to reduce the multiplicity problem, we applied principal
components analysis (PCA) using a varimax rotation with Kaiser
normalization to the data (details are given in SI Appendix, SI
Methods). Three main factors accounting for 46% of the common
variance emerged (factor 1: 19.748%; factor 2: 13.719%; factor 3:
12.784%) and were labeled “accuracy,” “effort,” and “speed,” based
on the PCA loadings of the 39 contributing measures (Fig. 7). These
factors reflect the underlying basis of performance in all subjective
and objective tasks, regardless of the specific cognitive functions they
probe. Linear mixed-model analysis indicated a significant effect of
circadian phase and time awake and a significant interaction between
these factors for accuracy and effort (Table 2). The main effect of
sex was significant for accuracy, which was lower in women. The
sex*circadian phase and sex*time awake interactions for this factor
were significant (Fig. 8 and Table 3), and the three-way interaction
was marginally significant (P = 0.051). These interactions appear
to reflect a larger circadian amplitude and more rapid deteriora-
tion of accuracy with time awake in women. We confirmed these
results with nonlinear modeling of the factor scores, which yielded
a larger circadian amplitude and a steeper time awake-dependent
slope, especially for accuracy (Fig. 6 and Table 4).
At any given point in time, performance is determined by
elapsed time awake, circadian phase, and their interaction. A
display of this interaction for accuracy demonstrates how in both
men and women performance is determined by time awake and
circadian phase, with the magnitude of circadian variation in-
creasing with time awake (Fig. 9; see SI Appendix, Fig. S9B for
effort and speed). However, this increase is much more pro-
nounced in women than in men, especially for accuracy. In other
words, women are much more affected by the combination of
long times awake and an adverse circadian phase, i.e., the early
morning hours. In real life this detriment would occur during
12-h shifts, which are common in many occupational settings
such as medical professions/services, even when working-time
directives are complied with.
Discussion
The data confirm that sleep and almost all aspects of waking
function are modulated by the sleep–wake cycle and circadian
phase and are qualitatively similar in men and women. With the
exception of a general additional slowing of impaired vigilance
(PVT slow responses), in both men and women the effects of
circadian phase and time awake on waking function are more
pronounced for subjective measures of sleepiness and effort/task
demand than for objective measures of attention and working
memory. Quantitative differences between the sexes indicate
that the circadian amplitudes in effort and accuracy (Table 4) are
larger in women and that accuracy deteriorates more in women
than in men when a long time awake is combined with an adverse
circadian phase.
Sleep. The later sleep time of men during free days and the larger
melatonin amplitude in women confirm previous reports on sex
differences related to sleep timing and circadian rhythmicity in
young adults (16, 42). The circadian melatonin period was similar
to the reported values in a larger forced desynchrony study (14),
but in this sample the sex difference was not statistically different.
The modulation of sleep efficiency, REM sleep, and NREM sleep
by circadian phase (as indexed by the melatonin rhythm) and by
homeostatic sleep pressure (as indexed by time asleep) was con-
siderable, in accordance with previous reports (25, 34, 43), but did
not differ between the sexes. Only SWA, which has been reported
to differ between men and women (17, 44) and is regulated pri-
marily by time asleep but also to some extent by circadian phase
(25), displayed a sex difference which was limited to the circadian
modulation of SWA over the posterior region. This intriguing
Table 2. Effects of circadian phase, time awake, and their interaction for factor scores (accuracy, effort, and speed)
Measures
Circadian Time awake Circadian*time awake
Num df den df F f2 P Den df F f2 P Num df den df F f2 P
Accuracy 5 1,067 13.17 0.062 <0.0001 924 22.03 0.119 <0.0001 25 1,023 2.56 0.063 <0.0001
Effort 5 768 20.46 0.133 <0.0001 203 31.26 0.77 <0.0001 25 627 2.06 0.082 0.002
Speed 5 1,037 0.83 0.004 0.531 922 0.96 0.005 0.444 25 949 0.75 0.02 0.811
Results from the general linear mixed-model ANOVA on the factor scores derived from PCA. An autoregressive covariance matrix was
used in all of the analyses, except for effect, in which an unstructured component was used instead. Den df: denominator degrees of
freedom. F: F-statistic from the ANOVA; f’: effect size (Cohen’s f2); Num df: numerator degrees of freedom; P: P value from the ANOVA.
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The double-plotted data are least square means and SEMs from the linear
mixed-model analyses. The clock hour above the x axis is shown relative to
melatonin onset. Purple and red backgrounds are the average melatonin
profiles of men and women, respectively. P values are for sex*circadian and
sex*time awake interactions.
6 of 10 | www.pnas.org/cgi/doi/10.1073/pnas.1521637113 Santhi et al.
finding indicates a sex-specific difference in the physiological
regulatory mechanism of SWA with a local aspect. The circadian
modulation of the wake EEG (45) and of slow waves during
sleep (46) has been shown to be more dominant in posterior than
in frontal regions, which appear to be regulated primarily by
sleep–wake pressure (homeostatic). Importantly, the overall cir-
cadian modulation of SWA was lower in women than in men, and
this effect was not limited to the posterior brain region but was
present over the frontal region as well. Thus, our finding may
suggest a sex difference in the local regulation of sleep (47, 48).
SWA decreases with age, and the women in our study were 2 y
older on average than the men. An analysis for SWA controlled
for age showed that the reported effects persisted. Thus, the
basic aspects of the circadian and homeostatic regulation of
sleep are qualitatively similar in men and women. It is interesting
that the sex difference in the circadian modulation of SWA, with
men displaying a larger amplitude, is the opposite of the sex
differences in the circadian amplitude of cognition.
Circadian and Time Awake-Dependent Regulation of Waking Function.
Although we assessed subjective and objective characteristics across
tasks that reflect different modalities of working memory, attention,
motor control, and temporal and spatial processing, we show that
three dimensions of performance (accuracy, speed, and effort)
underlie this wide range of functioning. These dimensions of per-
formance are probably most relevant in the real world. Critically, in
our analyses of the direct circadian modulation of waking cognition,
we controlled for the confounding effects of sleep duration (49) as
well as SWA in the preceding sleep period. Although nearly all
aspects were affected by circadian phase and time awake, quanti-
tative differences emerged. Subjective judgments/evaluations and
attention measures were more affected than working memory or
aspects of executive function by both time awake and circadian
phase. For example, the largest effect sizes were observed for
subjective sleepiness, task demand, and accuracy of verbal working
memory. Previously, subjective measures of effort, mood, and
sleepiness and measures of sustained attention were shown to be
more affected by total sleep deprivation and repeated partial sleep
deprivation than were measures of working memory and executive
function (20–22). In the present study, the deterioration of brain
function was observed even though time awake varied only between
0 and ∼19 h. This deterioration was modulated by circadian phase
so that it was more pronounced when wakefulness coincided with
the phase of melatonin secretion, i.e., the biological night. In one
previous study with a number of tasks similar to that in our study,
circadian effect sizes for sleepiness and attention were relatively
pronounced, in accordance with the current study (26). However,
inhibition was more affected by circadian phase in that study than in
our study, where aspects of inhibition assessed in SART did not
show comparably large circadian effects. Our data indicate that
both time awake and circadian phase primarily affect measures
related to self-reported effort for completing a working memory
task and the effort required to stay awake.
In this study we document the effect of sex, time awake, sleep,
and circadian phase on three underlying characteristics of human
performance: accuracy, speed, and effort. This approach empha-
sizes what the tasks have in common rather than the particular
cognitive requirements of specific tasks. It largely confirms what is
observed when specific tasks are considered: The largest circadian
and time awake effect sizes were found for effort and accuracy,
whereas speed was not much affected. This latter observation may
be related to our tasks being timed rather than untimed. Research
suggests that timed tasks favor men and are a disadvantage for
women (50). This consideration of what tasks have in common,
rather their particular nuances, may make these results more
relevant to real-world tasks than to single laboratory tasks.
In general, time awake effects on performance were larger than
the circadian effects, especially for subjective measures such as
sleepiness and task demand. This finding is in accordance with the
results obtained in a similar forced desynchrony protocol (26) and in
a quantitative analysis of the effects of 36 h of wakefulness across
nearly 1.5 circadian cycles (51). In accordance with previous obser-
vations (27–29), both the linear and nonlinear analyses demonstrated
that the effects of time awake and circadian phase interacted: The
deterioration with time awake is most pronounced in the early
morning; in other words, the effect of circadian phase on perfor-
mance very much depends on time awake. This result has important
implications for understanding performance in shift work: Circadian
phase cannot be manipulated easily, whereas time awake can.
Sex Differences in the Circadian and Time Awake-Dependent Regulation
of Waking Function.A main effect of sex was observed only for the
factor accuracy, which was lower in women, particularly for Eu-
clidean distance measures in PTT and A-prime in the spatial one-
back and integrated one-back tasks, which require spatial and color
memory. Similar sex differences in accuracy on spatiotemporal
tasks have been reported, although it has been pointed out that
these differences, especially with respect to spatial skills, are lower
when tests are untimed rather than timed (33). All our tasks in
which these differences were observed were time constrained,
Table 3. Effects of sex and the sex × circadian phase, sex × time awake, and the sex*circadian*time awake interactions on factor
scores (accuracy, effort, and speed)
Measures
Sex Sex*circadian Sex*time awake Sex*circadian*time awake
Num
df
Den
df F f2 P
Num
df
Den
df F f2 P
Den
df F f2 P
Num
df
Den
df F f2 P
Accuracy 1 32.1 6.8 0.212 0.014 5 1,058 4.57 0.022 0.0004 926 4.11 0.022 0.001 25 1,053 1.51 0.036 0.051
Effort 1 32.1 0.17 0.005 0.679 5 727 1.33 0.009 0.251 205 0.41 0.01 0.839 25 588 0.8 0.034 0.743
Speed 1 32.4 0.3 0.009 0.590 5 1,063 1.88 0.009 0.095 925 0.18 0.001 0.970 25 1,001 0.73 0.018 0.831
Results from the general linear mixed-model ANOVA on the factor scores derived from PCA. An autoregressive covariance matrix was used in all of the
analyses, except for effect, in which an unstructured component was used instead. Only accuracy had significant interactions. Den df: denominator degrees of
freedom; F: F-statistic from the ANOVA; f’: effect size (Cohen’s f2); Num df: numerator degrees of freedom; P: P value from the ANOVA.
Table 4. Circadian amplitude (at wake time) and slope of the
change with time awake in factor scores
Factor scores Women Men t-Statistic (P value)
Amplitude
Accuracy 0.356 ± 0.052 0.200 ± 0.022 2.78 (0.011)
Effort 0.327 ± 0.075 0.137 ± 0.026 2.4 (0.036)
Speed 0.0002 ± 0.086 −0.009 ± 0.075 0.08 (0.94)
Slope
Accuracy −0.043 ± 0.006 −0.023 ± 0.006 2.27 (0.029)
Effort 0.050 ± 0.005 0.046 ± 0.007 0.44 (0.665)
Speed 0.006 ± 0.006 0.004 ± 0.006 0.24 (0.81)
The amplitudes (mean ± SEM) and time awake slopes (mean ± SEM)
are from the nonlinear mixed-model analyses for the three factor scores
in women and men. Sex differences were tested using an independent
sample t test assuming unequal variance (Welch’s t-statistic and Welch–
Satterthwaite P value).
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as are many real-world tasks in which coordinating the com-
ponents of performance require that precise temporal con-
straints are met [e.g., driving, during which gear-shifting, braking,
acceleration, and steering must be coordinated to maintain
control of the vehicle or to deal with other road users or ob-
stacles (52)].
The effects of circadian phase interacted with sex so that the
circadian amplitude in general was larger in women and in par-
ticular for accuracy and effort. Although the sex differences in the
circadian regulation in waking performance were seen primarily in
the impairment during the biological night, subjective sleepiness
was an exception. Interestingly, men and women did not differ in
their subjective report of sleepiness during the night, but women
rated themselves as significantly less sleepy than men during the
daytime (Fig. 4). The large circadian amplitude in women was
expressed as reduced effort in the wake maintenance zone, i.e.,
just before the onset of melatonin, and as reduced accuracy in the
morning hours. Although time awake effects were not as greatly
affected by sex, accuracy, with its steeper slope in women, was an
exception: It deteriorated more in women than in men with time
awake. Given that time awake effects and circadian phase effects
interact, it is not surprising that waking performance, especially
accuracy, deteriorates more in women than in men when a long
time awake is combined with an adverse circadian phase.
Interpretation of Sex Differences in the Circadian and Time Awake-
Dependent Regulation of Waking Function. The data imply that sex
differences in the circadian and time awake-dependent regula-
tion of waking function are quantitative rather than qualitative in
nature (50, 53). The basic aspects of this regulation, i.e., time
awake and circadian phase effects and their interaction, are
present in both men and women. The larger circadian amplitude
in cognition in women could not be explained by the sex dif-
ferences in SWA or melatonin amplitude, the classical markers
of the homeostatic and circadian process, respectively. In gen-
eral, sex differences in the circadian timing system are inter-
preted within a neuroendocrine context, in which sex hormones
have both long-lasting and acute effects (54). Of course, po-
tential mediators of the observed sex differences can be very
diverse, ranging from structural and connectome differences
(53) to differences in neuromodulators and local brain clocks
(55). Sex differences in circadian amplitude have been reported
for rhythmicity in gene expression in several brain areas in
rodents, with the direction of the difference depending on brain
region (56).
Limitations of the Present Study.Although our battery of cognitive
tasks was extensive and allowed a comprehensive assessment of
several aspects of waking performance, it was designed pri-
marily for sleep and circadian studies and not for detecting sex
differences per se. Many of our tasks had time limits, a condi-
tion that may be advantageous for men and disadvantageous for
women (50), although it should be noted that the effort–judg-
ment tasks, which were self-paced, still reflected sex differences.
Future studies investigating circadian and homeostatic effects
on cognition should take into account task-dependent advan-
tages/disadvantages for men and women.
The length of our protocol made it impractical to control for
phase of the menstrual cycle, which modulates cognitive func-
tioning at both a neural and behavioral level, and our approved
protocol did not allow for collection of data on the menstrual
phase of the women during the study. Attentional processing,
integration of emotion, response to reward, and performance in
spatial tasks are all affected by the menstrual phase (57). Hor-
monal changes linked to the menstrual cycle also interact with
the circadian effect on cognition (58). Some aspects of sleep,
such as spindles, are affected by the menstrual phase, whereas
others, such as SWS, are not (59). Because this 2-y study in-
cluded a random sample of women it is likely that all phases of
the menstrual cycle were covered. Thus our sample is repre-
sentative of women; i.e., it is not based on only the luteal or
follicular phases. Hormonal contraceptives also influence cog-
nitive functions such as verbal fluency, spatial processing, and
emotional processing (60). They were not exclusionary in our
study, and nine women used this form of contraception. This
small number made it impractical for us to explore the influ-
ence of these contraceptives in any meaningful way. Even
though the modest sample size in our study made it difficult to
assess the interactive effects of the above-mentioned factors, to
our knowledge ours is the largest study to date investigating sex
differences in the sensitivity to adverse circadian phase and
time awake.
Implications.Extrapolation of these laboratory findings to the real
world would suggest that women are more affected by night-shift
work than men. Indeed, reports that have looked at sex differ-
ences in working hours, work shifts, and occupational injuries
show that women seem to be at increased risk for occupational
injuries during extended work shifts, nonstandard shifts, and
changing shifts (61). This difference may in part reflect social
factors such as family and childcare responsibilities that lead
women to work longer hours and to sleep less on days off than
men (62). It is clear that physiological, cognitive, and social
factors interact to create a landscape of cognitive vulnerability in
men and women. Our findings provide insight into the factors
contributing to sex differences in sensitivity to the acute effects
of adverse circadian phase and extended wakefulness on cogni-
tion. These findings also may be relevant in view of the cognitive
deficits observed in chronic shiftwork (7) and jetlag (63).
Methods
Ethics and Participants. The research protocol received a favorable opinion from
the University of Surrey Ethics Committee and was conducted in accordance with
the principles of the Declaration of Helsinki. Written informed consent was
obtained from all participants before any study-related procedure. Data from 34
participants (18 women) are presented here. Participants were in good health as
assessed by medical history, physical examination, and standard biochemistry/
hematology and had no sleep complaints as indicated by questionnaires and
clinical polysomnography (PSG) on the baseline night. A history of shift-work in
the preceding year, travel across more than one time zone in the preceding 2mo,
blood donation in the preceding 6 mo, consumption of ≥300 mg of caffeine/d
and/or ≥14 units of alcohol/wk, smoking, and pregnancy in women were all
exclusionary. Nine women were taking contraceptive medication, which
was not exclusionary. The men and women in our study were well matched
in age, bedtime and wake times on workdays and free days (Munich
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Fig. 9. The impact of circadian phase–time awake interaction on de-
terioration of accuracy (P = 0.05) in men (Left) and women (Right). Accuracy
is shown as a deviation from the average accuracy factor score computed
separately for men and women. Warmer colors indicate worse performance.
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Chronotype Questionnaire), melatonin onset, and intrinsic circadian period.
These data come from the same participants as in Lazar et al. (38); our data
come from 16 men, whereas those in Lazar et al. (38) are from 17 men (one
male participant was excluded from all analyses because of significant loss
of PSG data). Genomic DNA was extracted from buccal swab samples to
analyze the variable number tandem-repeat polymorphisms in PERIOD3
(men: PERIOD34/4 = 7; PERIOD34/5 = 3; PERIOD35/5 = 6; women: PERIOD34/4 = 6;
PERIOD34/5 = 5; PERIOD35/5 = 7). The distribution of these genotypes across the
sexes did not differ significantly from uniformity (P < 0.76), and the effect of
this polymorphism is not discussed here. Its effect on the melatonin rhythm
and sleep are presented elsewhere (38, 64, 65).
The laboratory protocol was a slightly different implementation of the
28-h forced desynchrony protocol (25) described previously (38, 64). It was
conducted at the Surrey Clinical Research Centre and lasted 10 calendar
days (i.e., one beat cycle). Following a baseline 8-h/16-h sleep/wake epi-
sode at habitual bedtime [from sleep diary and wrist actigraphy data
obtained during the 2 wk preceding the laboratory session (64)], the sleep-
wake cycle and meals were rescheduled to a 28-h period (sleep: 9 h:20 min;
and wake: 18 h:40 min) starting with sleep at habitual bedtime on SP 2
(Fig. 1A). To minimize relative coordination between the 28-h day and
endogenous circadian rhythm, the laboratory environment was kept in
low light (<5 lux) during all wake episodes (including baseline) and in
darkness during sleep episodes and was free of time cues. Melatonin levels
were measured at 1- to 2-h intervals during three 28-h periods at the be-
ginning, middle, and end of the protocol, without disrupting sleep (Fig. 1A).
Cognitive performance and polysomnography were measured throughout the
forced desynchrony.
Plasma Melatonin Sampling. Melatonin levels were determined from blood
samples collected at 1- to 2-h intervals via an in-dwelling i.v. cannula during
three 28-h periods at the beginning, in the middle, and at the end of the
protocol (Fig. 1A). During sleep periods, collection was done remotely
without entering the bedrooms to avoid disrupting sleep. On the first and
third occasions, sleep started at the habitual bedtime; on the second it
started 12 h out of phase with habitual bedtime. The samples were frozen
at −20 °C until melatonin quantification, which was done with an RIA
(Stockgrand Ltd.). The limit of detection for the assay was 3.4 pg/mL, with
interassay coefficients of variation (mean ± SD) of 21.9% at 8.5 ± 1.9 pg/mL,
13.4% at 36.6 ± 4.9 pg/mL, 13.5% at 81.06 ± 10.9 pg/mL, and 11.7% at
123.5 ± 14.0 pg/m. We derived the melatonin amplitude, circadian phase,
and circadian period from these plasma samples. See SI Appendix, SI Methods
for details of how melatonin parameters were computed.
Sleep parameters were derived from PSG as described by Lazar et al. (46).
Briefly, EEG signals were derived from a 12-channel EEG montage (Fp1-A2,
Fp2-A1, F3-A2, F4-A1, T3-A2, T4-A1, C3-A2, C4-A1, P3-A2, P4-A1, O1-A2,
and O2-A1) according to the 10–20 system. Eye movement, muscle tone,
and heart rate were recorded through left and right EOG, submental
EMG, and ECG electrodes which were referenced to A2 and A1, re-
spectively. The ground and reference electrodes were placed at FPz and
Pz, respectively. Sleep staging was performed in 30-s epochs according to
the Rechtschaffen and Kales criteria (66).
Spectral Analyses of Sleep. Spectral analyses were performed as described by
Lazar et al. (46). All artifact-free EEG segments of the sleep stages of interest
(NREM and stages 2, 3, and 4) were concatenated within consecutive 20-min
intervals between lights out and lights on. Spectral power values were cal-
culated as averages over detrended, Hanning windowed 4-s epochs with
50% overlap using Welch’s periodogram method as implemented in the
NumPy [version (ver.) 1.10.0], SciPy (ver. 0.13.3), and Matplotlib (ver. 1.3.1)
numeric libraries for Python (ver. 2.7.6), all available at www.scipy.org and
https://www.python.org. Power in the SWA band 0.5–4 Hz (sometimes re-
ferred to as “delta activity”) was calculated for NREM sleep. This range is in
accordance with other studies (46, 67), and applying slightly different defi-
nitions, such as 0.5–4.5 Hz, did not affect our results substantially.
Cognitive performance was assessed at ∼3-hourly intervals during each
wake episode (Fig. 1A) with a 40-min battery of 16 tasks spanning subjective
sleepiness (KSS), mood (positive and negative affect scale), effort/task de-
mand (visual analog scale), attention (PVT; SART), motor control (PTT),
temporal processing (fixed/random interval tasks; FIR-RIR), and nonverbal
and verbal working memory (spatial, color, integrated spatio-color, and
verbal n-back tasks). The tasks were chosen for cognitive validity, reliability,
and, importantly, sensitivity to circadian and sleep–wake-dependent effects
(22, 34, 35). The test battery was computerized using Active X, C#, and Exactics
code and was presented on monitors with screen refresh rates of 60 Hz
(22, 68). The tasks were administered in one of three orders, as described by Lo
et al. (22), and were fixed for each participant for the duration of the forced
desynchrony. Where speed and accuracy were measured, participants were
told that both were equally important. Across subjects the data loss was 4.3 +
12.4% (mean + 1 SD), and across tasks the range was 3.74–7.62%.
Cognitive Testing Battery. See SI Appendix, SI Methods for details.
Statistical Analyses. We assessed the sex difference in our demographic
variables with a Student’s t test using PROC TTEST in SAS 9.2 (SAS Institute
Inc., Cary, NC).
Linear approach. We used Procedure MIXED (SAS 9.2) to implement the
general linear mixed-model ANOVA and corrected for multiplicity using
the Benjamini–Yekutieli procedure (69). Cohen’s f2 was the effect size
index (70). See SI Appendix, SI Methods for details.
Nonlinear approach. Cognitive performance was modeled as a linear function
of time awake, with TST added to it (49), and a cyclical (sine) function of
circadian phase, with time awake and circadian phase being continuous
factors, using Procedure NLMixed (SAS 9.2). The circadian amplitude of SWA
was estimated with a sine wave fit using the scipy.optimize.curve_fit Python
function. See SI Appendix, SI Methods for details.
PCA. See SI Appendix, SI Methods for a detailed description of PCA.
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Table S1. Circadian and Time Asleep Effects, and Circadian and Time Asleep Interactions with Sex on Sleep Parameters 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The table shows results from the general linear mixed model ANOVA on sleep parameters. The numerator and denominator degrees of freedom are listed in columns ‘num df’ and ‘den df’. The F-
statistic from the ANOVA and effect size (Cohen’s f2) are in columns ‘F’ and ‘f2’, respectively.  The p-value from the ANOVA is in the column ‘p’. The main brain regions each included weighted 
averages over the Frontal (Fp1, Fp2, F3, F4), Central (C3, C4, T3, T4), and Posterior (P3, P4, O1, O2) areas. The sleep-dependent factor comprises thirds of the total sleep period (9 h 20 min). 
The circadian factor comprised 6*60° (~ 4-hourly) bins.  
 
Sleep Parameters Circadian Time Asleep Circadian * Time Asleep 
  
num 
df 
den 
df F f2 p 
num 
df 
den 
df F f2 p 
num 
df 
den 
df F f2 p 
NREM% 
5 609 4.99 0.041 0.0002 2 430 36.25 0.169 <.0001 10 703 1.53 0.022 0.125 
REM% 
5 609 4.99 0.041 0.0002 2 430 36.25 0.169 <.0001 10 703 1.53 0.022 0.125 
SWA Frontal 
5 589 5.08 0.043 0.0001 2 400 576.57 2.883 <.0001 10 618 0.95 0.015 0.042 
SWA Central 
5 626 4.02 0.032 0.0013 2 419 549.17 2.621 <.0001 10 654 0.95 0.015 0.491 
SWA Posterior 
5 635 3.29 0.026 0.0061 2 418 542.41 2.595 <.0001 10 649 0.94 0.014 0.494 
Sleep Efficiency 
5 446 19.92 0.223 <.0001 2 267 41.31 0.309 <.0001 10 418 2.48 0.059 0.007 
  
Sex * Circadian Sex * Time Asleep Sex * Circadian * Time Asleep 
  
num 
df 
den 
df F f2 p 
num 
df 
den 
df F f2 p 
num 
df 
den 
df F f2 p 
NREM% 
5 562 0.27 0.002 0.93 2 428 0.34 0.002 0.71 10 707 0.96 0.014 0.481 
REM% 
5 562 0.27 0.002 0.93 2 428 0.34 0.002 0.71 10 707 0.96 0.014 0.481 
SWA Frontal 
5 544 1.36 0.013 0.24 2 398 0.19 0.001 0.83 10 638 1.46 0.023 0.149 
SWA Central 
5 581 2.51 0.022 0.03 2 417 0.42 0.002 0.66 10 670 1.54 0.023 0.121 
SWA Posterior 
5 584 3.08 0.026 0.01 2 417 1.32 0.006 0.27 10 668 1.14 0.017 0.326 
Sleep Efficiency 
5 421 0.68 0.008 0.64 2 267 0.34 0.003 0.71 10 452 1 0.022 0.445 
2 
 
Table S2. Circadian Phase and Time Awake Effects on Subjective and Objective Cognitive Measures  
Measures Circadian Phase Time Awake 
  
num 
df 
den 
df F f2 p 
adjusted 
p 
den 
df F f2 p 
adjusted 
p 
Sleepiness            
KSS-Before 5 1206 30.57 0.130 <.0001 <.0001 1040 65.13 0.31 <.0001 <.0001 
KSS-After 5 1212 52.23 0.220 <.0001 <.0001 1041 84.44 0.41 <.0001 <.0001 
Mood            
Positive Affect 5 1225 14.4 0.060 <.0001 <.0001 1057 47.41 0.22 <.0001 <.0001 
Negative Affect 5 1230 2.53 0.010 0.028 0.183 1072 1.29 0.01 0.265 1 
Task Demand            
Demand 1-B# 5 887 18.24 0.100 <.0001 <.0001 225 24.07 0.53 <.0001 <.0001 
Demand 2-B 5 1255 15.98 0.060 <.0001 <.0001 1087 25.63 0.12 <.0001 <.0001 
Demand 3-B 5 1251 10.97 0.040 <.0001 <.0001 1085 11.92 0.05 <.0001 <.0001 
Mental Effort 1-B 5 1253 16.55 0.070 <.0001 <.0001 1084 23.52 0.11 <.0001 <.0001 
Mental Effort 2-B 5 1251 14.69 0.060 <.0001 <.0001 1081 29.45 0.14 <.0001 <.0001 
Mental Effort 3-B 5 1253 10.64 0.040 <.0001 <.0001 1082 32.13 0.15 <.0001 <.0001 
Attention            
SART Aprime 5 1244 8.5 0.030 <.0001 <.0001 1082 6.88 0.03 <.0001 <.0001 
SART Miss 5 1250 5.81 0.023 <.0001 0.007 1091 3.25 0.015 0.006 0.333 
SART False 
Alarm# 5 974 3.36 0.017 0.005 0.246 233 6.04 0.130 <.0001 0.005 
PVT Slow Mean# 5 832 23.61 0.140 <.0001 <.0001 236 33.82 0.72 <.0001 <.0001 
Lapse 5 1257 14.63 0.060 <.0001 <.0001 1087 20.4 0.09 <.0001 <.0001 
FIR Median 
Latency 5 1241 2.24 0.009 0.048 1 1093 1.76 0.008 0.118 1 
FIR SD Latency 5 1222 5.59 0.020 <.0001 0.001 1072 2.34 0.01 0.040 0.301 
RIR Median 
Latency 5 1246 5.22 0.021 <.0001 0.011 1091 3.33 0.015 0.006 0.246 
RIR SD Latency 5 1233 6.54 0.030 <.0001 <.0001 1070 3.83 0.02 0.002 0.019 
PTT EDist 5 1248 8.03 0.010 <.0001 <.0001 1094 6.5 0.01 <.0001 <.0001 
PTT EDist SD 5 1247 6.14 0.030 <.0001 0.000 1100 7.95 0.03 <.0001 <.0001 
Working Memory            
I1-B Aprime# 5 1276 6.42 0.030 <.0001 0.000 850 9.26 0.05 0.002 <.0001 
I2-B  Aprime 5 1227 4.2 0.020 0.001 0.007 1078 6.02 0.03 <.0001 0.0002 
C1-B  Aprime # 5 1278 4.98 0.020 0.0002 0.002 998 9.21 0.05 0.003 <.0001 
C2-B  Aprime 5 1247 5.11 0.020 0.0001 0.001 1093 5.93 0.03 <.0001 0.000 
S1-B  Aprime 5 1243 1.84 0.010 0.101 0.614 1082 3.77 0.02 0.002 0.021 
S2-B  Aprime 5 1239 1.89 0.010 0.093 0.566 1092 4.71 0.02 0.0003 0.003 
V1-B  Aprime 5 1254 4.8 0.020 0.0002 0.002 1090 5.05 0.02 0.0001 0.002 
V2-B  Aprime 5 1224 9.05 0.040 <.0001 <.0001 1050 11.42 0.05 <.0001 <.0001 
V3-B  Aprime 5 1245 2.88 0.010 0.014 0.093 1083 3.64 0.02 0.003 0.027 
I1-B Mean RT# 5 861 5.83 0.034 <.0001 0.000 219 1.58 0.036 0.167 1 
I2-B Mean RT 5 1047 4.82 0.023 0.0002 0.002 1217 2.03 0.008 0.072 0.494 
C1-B Mean RT 5 1211 5.31 0.022 <.0001 0.001 1044 1.64 0.008 0.147 0.917 
C2-B Mean RT 5 1213 4.61 0.019 0.0004 0.003 1052 1.51 0.007 0.184 1 
S1-B Mean RT# 5 909 7.14 0.039 <.0001 <.0001 227 1.88 0.041 0.099 0.657 
S2-B Mean RT# 5 917 4.9 0.027 0.0002 0.002 225 2.17 0.048 0.058 0.416 
V1-B Mean RT 5 1233 10.91 0.044 <.0001 <.0001 1070 2.55 0.012 0.026 0.213 
V2-B Mean RT 5 1232 3.97 0.016 0.001 0.012 1065 2.64 0.012 0.022 0.180 
V3-B Mean RT 5 1225 2.2 0.009 0.052 0.326 1060 2.23 0.011 0.049 0.363 
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The table shows results from the general linear mixed model ANOVA. Dependent measures are listed under ‘Measures’. The 
numerator and denominator degrees of freedom are in columns titled ‘num df’ and ‘den df’. The F-statistic from the ANOVA and effect 
size (Cohen’s f2) are in columns ‘F’ and ‘f2’, respectively. The columns titled ‘p’ indicate the p-value from the ANOVA and the columns 
titled ‘adjusted p’ indicate the dependent false discovery rate adjusted p-value obtained using the Benjamini-Yekutieli procedure (1). 
An autoregressive covariance matrix was used in the analyses of all dependent measures except for those indicated with a ‘#’, where 
an unstructured component was used. KSS: Karolinska Sleepiness Scale; SART: Sustained Attention Response Task; PVT: 
Psychomotor Vigilance Task; FIR: Fixed Interval Repetition; RIR: Random Interval Repetition; PTT: Pursuit Tracking Task; EDist: 
Euclidean Distance; I1, I2: Integrated 1-Back and 2-Back; C1, C2: Color 1-Back and 2-Back; S1, S2: Spatial 1-Back and 2-Back; V1, 
V2, V3: Verbal 1-Back, 2-Back and 3-Back. 
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Table S3. Circadian x Time Awake Effects on Subjective and Objective Cognitive Measures  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Measures Circadian * Time Awake 
 num df den df F f2 p adjusted p 
Sleepiness       
KSS-Before 25 1187 2.23 0.047 0.001 0.063 
KSS-After 25 1223 2.4 0.049 0.000 0.036 
Mood       
Positive Affect 25 1180 1.69 0.036 0.019 0.541 
Negative Affect 25 1167 0.85 0.018 0.680 1 
Task Demand       
Demand 1-B# 25 757 1 0.033 0.458 1 
Demand 2-B 25 1213 1.25 0.026 0.185 1 
Demand 3-B 25 1226 1.23 0.025 0.199 1 
Mental Effort 1-B 25 1219 1.32 0.027 0.137 1 
Mental Effort 2-B 25 1228 1.68 0.034 0.019 0.717 
Mental Effort 3-B 5 1156 3.19 0.014 0.007 0.468 
Attention       
SART Aprime 25 1270 1.47 0.029 0.063 1 
SART Miss 25 1273 1.36 0.027 0.108 1 
SART False Alarm 25 786 0.83 0.026 0.705 1 
PVT Slow Mean* 25 774 1.58 0.051 0.037 0.827 
Lapse 25 1235 1.3 0.026 0.149 1 
FIR Median Latency 25 1272 1.01 0.020 0.454 1 
FIR SD Latency 25 1277 1.15 0.023 0.276 1 
RIR Median Latency 25 1267 1.19 0.023 0.237 1 
RIR SD Latency 25 1265 1.21 0.024 0.220 1 
PTT EDist 25 1265 0.87 0.017 0.647 1 
PTT EDist SD 25 1276 1.12 0.022 0.309 1 
Working Memory       
I1-B A-Prime # 5 1332 1.91 0.007 0.089 1 
I2-B  A-Prime 25 1287 0.8 0.016 0.741 1 
C1-B  A-Prime # 5 1235 0.86 0.003 0.508 1 
C2-B  A-Prime 25 1275 0.78 0.015 0.769 1 
S1-B  A-Prime 25 1267 1.33 0.026 0.131 1 
S2-B  A-prime 25 1283 0.72 0.014 0.840 1 
V1-B  A-prime 25 1262 1.04 0.021 0.409 1 
V2-B  A-prime 25 1275 1.6 0.031 0.031 0.827 
V3-B  A-Prime 25 1274 1.02 0.020 0.441 1 
I1-B RT# 25 748 0.75 0.025 0.804 1 
I2-B RT 25 1217 0.93 0.019 0.559 1 
C1-B RT 25 1234 1.01 0.020 0.444 1 
C2-B RT 25 1240 0.67 0.014 0.891 1 
S1-B RT# 25 770 0.66 0.021 0.899 1 
S2-B RT# 25 762 0.67 0.022 0.886 1 
V1-B RT 25 1252 0.82 0.016 0.721 1 
V2-B RT 25 1215 0.56 0.012 0.960 1 
V3-B RT 25 1182 1.58 0.033 0.034 1 
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The table shows the interaction effect from the general linear mixed model ANOVA. The dependent variables are listed under 
‘Measures’. The numerator and denominator degrees of freedom are listed in columns ‘num df’ and ‘den df’. The F-statistic from the 
ANOVA and effect size (Cohen’s f2) are in columns ‘F’ and ‘f2’, respectively.  The p-value from the ANOVA and the Bejamini-Yekuteili 
false-discovery rate (1) corrected p are in columns ‘p’ and ‘adjusted p’, respectively.  An autoregressive covariance matrix was used 
in all the analyses, except for those indicated with a ‘#’, where an unstructured component was used, instead.  KSS: Karolinska 
Sleepiness Scale; SART: Sustained Attention Response Task; PVT: Psychomotor Vigilance Task; FIR: Fixed Interval Repetition; 
RIR: Random Interval Repetition; PTT: Pursuit Tracking Task; EDist: Euclidean Distance; I1, I2: Integrated 1-Back and 2-Back; C1, 
C2: Color 1-Back and 2-Back; S1, S2: Spatial 1-Back and 2-Back; V1, V2, V3: Verbal 1-Back, 2-Back and 3-Back. 
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Table S4. Main Effects of Sex on Subjective and Objective Cognitive Measures 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The table shows results from the general linear mixed model ANOVA. The dependent variables are listed under ‘Measures’. The 
numerator and denominator degrees of freedom are listed in columns ‘num df’ and ‘den df’. The F-statistic from the ANOVA and 
Measures Sex  
 num df den df F f2 p adjusted p 
Sleepiness      
 
KSS-Before 1 32.6 0.96 0.334 1 1 
KSS-After 1 32.3 0.66 0.421 1 1 
Mood       
Positive Affect 1 32.1 1.24 0.275 1 1 
Negative Affect 1 32 3.89 0.057 1 1 
Task Demand       
Demand 1-B# 1 32 0.88 0.357 1 1 
Demand 2-B 1 32 0.04 0.847 1 1 
Demand 3-B 1 32 0.17 0.679 1 1 
Mental Effort 1-B 1 32 1.54 0.224 1 1 
Mental Effort 2-B 1 32.2 0.83 0.368 1 1 
Mental Effort 3-B 1 32 0.11 0.737 1 1 
Attention 
      
SART Aprime 1 32.1 0.07 0.791 1 1 
SART Miss 1 32.4 3.77 0.061 1 1 
SART False Alarm 1 31.8 0.79 0.382 1 1 
PVT Slow Mean# 1 32 3.9 0.057 1 1 
Lapse 1 32 2.53 0.121 1 1 
FIR Median Latency 1 32.1 4.82 0.035 1 0.981 
FIR SD Latency 1 30.9 0.89 0.353 1 1 
RIR Median Latency 1 32 5.35 0.027 1 0.906 
RIR SD Latency 1 31.1 1.39 0.247 1 1 
PTT EDist 1 32.1 9.73 0.004 1 0.316 
PTT EDist SD 1 32.1 13.12 0.001 1 0.165 
Working Memory 
      
I1-B A-Prime # 1 32.2 5.6 0.024 1 0.906 
I2-B  A-Prime 1 32.1 2.76 0.107 1 1 
C1-B  A-Prime # 1 32.2 2.68 0.111 1 1 
C2-B  A-Prime 1 32.2 3.56 0.068 1 1 
S1-B  A-Prime 1 32.2 6.39 0.017 1 0.906 
S2-B  A-prime 1 32.1 3.96 0.055 1 1 
V1-B  A-prime 1 32.2 2.43 0.129 1 1 
V2-B  A-prime 1 32.2 2.09 0.158 1 1 
V3-B  A-Prime 1 32.1 3.42 0.074 1 1 
I1-B RT# 1 32 0 0.980 1 1 
I2-B RT 1 32 0 0.945 1 1 
C1-B RT 1 32.1 0 0.963 1 1 
C2-B RT 1 32.1 0.23 0.638 1 1 
S1-B RT# 1 32.1 0.01 0.925 1 1 
S2-B RT# 1 32.1 0.27 0.610 1 1 
V1-B RT 1 32 0.82 0.373 1 1 
V2-B RT 1 32 0.05 0.819 1 1 
V3-B RT 1 32.1 0.01 0.936 1 1 
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effect size (Cohen’s f2) are in columns ‘F’ and ‘f2’, respectively. The p-value from the ANOVA and the Bejamini-Yekuteili false-
discovery rate corrected p (1) are in columns ‘p’ and ‘adjusted p’, respectively.  An autoregressive covariance matrix was used in all 
the analyses, except for those indicated with a ‘#’, where an unstructured component was used, instead. KSS: Karolinska Sleepiness 
Scale; SART: Sustained Attention Response Task; PVT: Psychomotor Vigilance Task; FIR: Fixed Interval Repetition; RIR: Random 
Interval Repetition; PTT: Pursuit Tracking Task; EDist: Euclidean Distance; I1, I2: Integrated 1-Back and 2-Back; C1, C2: Color 1-
Back and 2-Back; S1, S2: Spatial 1-Back and 2-Back; V1, V2, V3: Verbal 1-Back, 2-Back and 3-Back. 
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Table S5. Sex x Circadian and Sex x Time Awake Effects on Subjective and Objective Cognitive Measures 
 
Measures Sex * Circadian Sex * Time Awake 
 num 
df 
den 
df F f2 p 
adjusted 
p 
den 
df F f2 p 
adjusted 
p 
Sleepiness            
KSS-Before 5 1179 3.27 0.014 0.006 0.272 1046 0.61 0.003 0.692 1 
KSS-After 5 1188 5.86 0.025 <0.0001 0.005 1042 1.15 0.006 0.332 1 
Mood            
Positive Affect 5 1204 0.69 0.003 0.631 1 1057 0.72 0.003 0.608 1 
Negative Affect 5 1218 0.75 0.003 0.586 1 1073 1.09 0.005 0.364 1 
Task Demand            
Demand 1-B# 5 815 5.15 0.032 0.0001 0.012 230 1.49 0.032 0.194 1 
Demand 2-B 5 1216 2.45 0.010 0.032 0.602 1088 0.96 0.004 0.441 1 
Demand 3-B 5 1219 1.89 0.008 0.093 1 1085 0.38 0.002 0.863 1 
Mental Effort 1-B 5 1217 2.54 0.010 0.027 0.574 1085 2.11 0.010 0.062 1 
Mental Effort 2-B 5 1218 2.57 0.011 0.025 0.574 1082 1.24 0.006 0.288 1 
Mental Effort 3-B 5 1243 2.16 0.009 0.056 0.870 1051 0.04 0.000 0.999 1 
Attention            
SART Aprime 5 1219 2.16 0.009 0.056 0.870 1083 0.86 0.004 0.507 1 
SART Miss 5 1225 2.45 0.010 0.032 0.602 1092 1.23 0.006 0.293 1 
SART False Alarm 5 886 0.3 0.002 0.912 1 239 1.47 0.031 0.202 1 
PVT Slow Mean# 5 851 0.92 0.005 0.467 1 244 2.98 0.061 0.012 1 
Lapse 5 1225 2.25 0.009 0.047 0.792 1092 1.31 0.006 0.257 1 
FIR Median Latency 5 1216 0.48 0.002 0.792 1 1093 0.49 0.002 0.782 1 
FIR SD Latency 5 1194 0.86 0.004 0.507 1 1072 0.64 0.003 0.669 1 
RIR Median 
Latency 5 1220 0.72 0.003 0.608 1 1091 0.91 0.004 0.476 1 
RIR SD Latency 5 1205 1.62 0.007 0.152 1 1071 0.82 0.004 0.535 1 
PTT EDist 5 1227 5.75 0.023 <0.0001 0.005 1098 1.27 0.006 0.274 1 
PTT EDist SD 5 1228 5.46 0.022 0.0001 0.007 1104 2.21 0.010 0.051 1 
Working Memory            
I1-B A-Prime# 5 1224 1.71 0.007 0.129 1 837 5.48 0.007 0.019 1 
I2-B  A-Prime 5 1207 0.86 0.004 0.507 1 1083 0.89 0.004 0.487 1 
C1-B  A-Prime# 5 1253 2.63 0.011 0.022 0.557 976 1.45 0.007 0.204 1 
C2-B A-Prime 5 1226 1.54 0.006 0.174 1 1098 1.06 0.005 0.381 1 
S1-B  A-Prime 5 1222 3.35 0.014 0.005 0.258 1088 0.79 0.004 0.557 1 
S2-B  A-Prime 5 1221 0.44 0.002 0.821 1 1098 0.49 0.001 0.784 1 
V1-B  A-Prime 5 1228 2.8 0.011 0.016 0.472 1091 3.91 0.013 0.002 0.50 
V2-B  A-Prime 5 1198 4.23 0.018 0.001 0.056 1050 0.79 0.010 0.557 1 
V3-B  A-Prime 5 1222 1.65 0.007 0.144 1 1084 2.97 0.005 0.011 1 
I1-B RT# 5 800 0.93 0.006 0.461 1 226 0.4 0.009 0.849 1 
I2-B RT 5 1193 0.46 0.002 0.806 1 1051 0.55 0.003 0.738 1 
C1-B RT 5 1189 0.29 0.001 0.919 1 1049 1.3 0.006 0.261 1 
C2-B RT 5 1192 1.01 0.004 0.410 1 1058 1 0.003 0.416 1 
S1-B RT# 5 825 0.45 0.003 0.813 1 234 0.75 0.006 0.587 1 
S2-B RT# 5 844 0.64 0.004 0.669 1 234 1.73  0.129 1 
V1-B RT 5 1209 0.86 0.004 0.507 1 1070 1.15 0.003 0.332 1 
V2-B RT 5 1203 0.72 0.003 0.608 1 1065 0.43 0.005 0.828 1 
V3-B RT 5 1187 0.48 0.002 0.791 1 1061 0.5  0.776 1 
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The table shows results from the general linear mixed model ANOVA. The dependent variables are listed under ‘Measures’. The 
numerator and denominator degrees of freedom are listed in columns ‘num df’ and ‘den df’. The F-statistic from the ANOVA and 
effect size (Cohen’s f2) are in columns ‘F’ and ‘f2’, respectively. The p-value from the ANOVA and the Bejamini-Yekuteili false-
discovery rate corrected p (1) are in columns ‘p’ and ‘adjusted p’, respectively.  An autoregressive covariance matrix was used in all 
the analyses, except for those indicated with a ‘#’, where an unstructured component was used, instead. KSS: Karolinska 
Sleepiness Scale; SART: Sustained Attention Response Task; PVT: Psychomotor Vigilance Task; FIR: Fixed Interval Repetition; 
RIR: Random Interval Repetition; PTT: Pursuit Tracking Task; EDist: Euclidean Distance; I1, I2: Integrated 1-Back and 2-Back; C1, 
C2: Color 1-Back and 2-Back; S1, S2: Spatial 1-Back and 2-Back; V1, V2, V3: Verbal 1-Back, 2-Back and 3-Back. 
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Table S6. Effects of Total Sleep Time, Melatonin Amplitude, Slow Wave Energy and Age as a Covariate 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Measures Total Sleep Time Melatonin Amplitude Slow-Wave-Energy Age 
  F p F p F p F p 
Sleepiness         
KSS-Before 13.51 0.0003 1.34 0.256 0.15 0.70 0.16 0.69 
KSS-After 18.17 <.0001 0.01 0.937 0.15 0.70 0 0.96 
Mood         
Positive Affect 19.35 <.0001 0.42 0.521 1.06 0.31 1.58 0.22 
Negative Affect 3.72 0.055 0.95 0.337 1.09 0.30 1.47 0.23 
Task Demand         
Demand 1-B 6.57 0.011 0.03 0.867 0.06 0.80 0.29 0.6 
Demand 2-B 10.43 0.001 0.13 0.721 0 0.95 0.03 0.87 
Demand 3-B 2.39 0.123 0.23 0.636 0.04 0.84 0.11 0.74 
Mental Effort 1-B 8.69 0.003 1.25 0.272 0.58 0.45 0.34 0.56 
Mental Effort 2-B 12.31 0.001 0.27 0.610 0.08 0.78 0.05 0.82 
Mental Effort 3-B 3.66 0.056 0.01 0.911 0 0.98 0.42 0.52 
Attention         
SART Aprime 1.24 0.266 0.02 0.890 0.91 0.34 0.31 0.58 
SART Miss 2.48 0.116 0.15 0.698 0.64 0.42 0.46 0.5 
SART False Alarm 0.18 0.672 0.02 0.877 0.69 0.41 0.03 0.87 
PVT Slow Mean 0.12 0.734 1.68 0.205 0.07 0.79 0.06 0.81 
Lapse 8.12 0.005 1.62 0.213 0.05 0.83 0.11 0.74 
FIR Median Latency 4.09 0.044 1.93 0.175 1.12 0.29 0.74 0.4 
FIR SD Latency 0.74 0.389 1.66 0.207 0.93 0.33 0.25 0.62 
RIR Median Latency 0.24 0.622 2.23 0.145 2.24 0.14 0.26 0.62 
RIR SD Latency 0.49 0.486 1.63 0.212 0.39 0.53 0.27 0.61 
MTT EDist 4.44 0.036 3.56 0.069 0.38 0.54 0.43 0.52 
MTT EDist SD 7.14 0.008 1.85 0.183 0.09 0.76 0.11 0.74 
Working Memory         
I1-B Aprime  0.13 0.721 0.2 0.660 2.56 0.11 3.72 0.06 
I2-B  Aprime 1.68 0.196 0 0.957 0.67 0.41 4.6 0.04 
C1-B  Aprime  2.28 0.132 0.76 0.389 0.38 0.54 1.53 0.23 
C2-B  Aprime  6.84 0.009 0.6 0.446 0.02 0.88 3.87 0.06 
S1-B  Aprime 5.9 0.016 0.04 0.844 0 0.99 2.13 0.15 
S2-B  Aprime 6.62 0.010 0.31 0.582 0.01 0.94 2.98 0.09 
V1-B  Aprime 7.49 0.007 0.37 0.546 2.46 0.12 1.04 0.32 
V2-B  Aprime 6.9 0.009 0.25 0.623 0.16 0.69 2.34 0.14 
V3-B  Aprime 9.46 0.002 0.13 0.717 0.1 0.75 3.22 0.08 
I1-B Mean RT# 4.29 0.040 2.06 0.161 0.13 0.72 0 0.95 
I2-B Mean RT 3.8 0.052 4.81 0.036 0.46 0.50 0.51 0.48 
C1-B Mean RT 0.77 0.382 3.86 0.058 0.12 0.73 0.22 0.64 
C2-B Mean RT 0.34 0.559 6.07 0.020 0.18 0.67 0.54 0.47 
S1-B Mean RT# 5.08 0.025 12.15 0.002 0.08 0.78 0.4 0.53 
S2-B Mean RT 0.04 0.846 14.19 0.001 0.4 0.53 0.84 0.37 
V1-B Mean RT 4.28 0.039 6.14 0.019 0.08 0.78 0.11 0.74 
V2-B Mean RT 2.78 0.096 3.1 0.088 0.02 0.89 1.52 0.23 
V3-B Mean RT 4.66 0.032 1.68 0.204 2.16 0.14 0.29 0.59 
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Results from the general linear mixed model ANOVA in which Total Sleep Time, melatonin amplitude, Slow wave Energy (SWE) and 
age were used separately as covariates. SWE= Slow Wave Activity*Time in NREM Sleep preceding the assessment of cognition. 
The melatonin amplitude was estimated, from melatonin levels, as described in methods. The dependent variables are listed under 
‘Measures’. The denominator degrees of freedom are listed in columns ‘den df’. An autoregressive covariance matrix was used in all 
the analyses, except for those indicated with a ‘#’, where an unstructured component was used, instead. The F-statistic from the 
ANOVA KSS: Karolinska Sleepiness Scale; SART: Sustained Attention Response Task; PVT: Psychomotor Vigilance Task; FIR: 
Fixed Interval Repetition; RIR: Random Interval Repetition; PTT: Pursuit Tracking Task; EDist: Euclidean Distance; I1, I2: Integrated 
1-Back and 2-Back; C1, C2: Color 1-Back and 2-Back; S1, S2: Spatial 1-Back and 2-Back; V1, V2, V3: Verbal 1-Back, 2-Back and 
3-Back. 
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Table S7. Amplitude of Circadian Modulation in Subjective and Objective Cognitive Measures 
 
The table shows the average (mean ± SEM) circadian amplitudes (β2, from the nonlinear mixed model as detailed in methods) for 
subjective and objective cognitive measures, separately, for women and men.  Sex differences in these circadian amplitudes, which 
were significant in 11 measures, were tested with an independent sample t-test (assuming unequal variance). The t-statistic is listed 
under ‘Welch’s t-statistic’ and the corresponding p-value in ‘p (satterthwaite)’. KSS: Karolinska Sleepiness Scale; SART: Sustained 
Attention Response Task; PVT: Psychomotor Vigilance Task; FIR: Fixed Interval Repetition; RIR: Random Interval Repetition; PTT: 
Pursuit Tracking Task; EDist: Euclidean Distance; I1, I2: Integrated 1-Back and 2-Back; C1, C2: Color 1-Back and 2-Back; S1, S2: 
Spatial 1-Back and 2-Back; V1, V2, V3: Verbal 1-Back, 2-Back and 3-Back. 
Measure 
Amplitude (β2)  
Women 
SEM 
Women 
Amplitude (β2) 
Men 
SEM 
Men 
Welch's t-
statistic 
p 
(satterthwaite) 
Sleepiness       
KSS-Before 1.089 0.177 0.707 0.060 9.605 <.0001 
KSS-After 1.435 0.094 0.852 0.098 4.313 <.0001 
Mood       
Positive Affect 0.281 0.053 0.207 0.031 1.212 0.236 
Negative Affect 0.044 0.023 -0.014 0.014 1.116 0.274 
Task Demand       
Demand 1-B 97.866 21.275 39.819 8.071 2.551 0.018 
Demand 2-B 75.246 23.204 37.901 12.169 1.425 0.166 
Demand 3-B 47.748 20.139 23.164 7.686 1.140 0.266 
Mental Effort 1-B 77.188 20.565 40.897 7.948 1.646 0.114 
Mental Effort 2-B 68.755 20.968 34.698 6.959 1.542 0.138 
Mental Effort 3-B 44.688 18.119 18.608 7.699 1.325 0.198 
Attention       
SART Aprime 0.033 0.008 0.013 0.003 2.319 0.030 
SART Miss 3.510 0.521 1.001 0.333 4.056 <.0001 
SART False Alarm 0.461 0.120 0.327 0.131 0.751 0.458 
PVT Slow Mean 2.858 0.376 2.357 0.222 1.148 0.260 
Lapse 5.112 0.681 3.454 0.727 1.665 0.105 
FIR Median Latency 2.325 2.863 6.604 2.256 1.174 0.249 
FIR SD Latency 8.807 4.672 14.705 4.281 0.931 0.359 
RIR Median Latency 8.542 2.125 5.752 1.201 1.143 0.263 
RIR SD Latency 12.309 5.374 11.492 3.016 0.133 0.896 
PTT EDist 15.005 2.535 4.118 1.256 3.848 0.001 
PTT EDist SD 9.951 1.685 3.886 1.064 3.043 0.005 
Working Memory       
I1-B A-Prime  0.053 0.013 0.023 0.008 1.983 0.057 
I2-B  A-Prime 0.046 0.009 0.021 0.014 1.526 0.138 
C1-B  A-prime  0.034 0.006 0.011 0.005 2.982 0.005 
C2-B  A-Prime 0.035 0.007 0.011 0.005 2.801 0.009 
S1-B  A-prime 0.034 0.010 0.011 0.007 1.998 0.055 
S2-B  A-prime 0.011 0.011 0.025 0.006 1.175 0.250 
V1-B  A-Prime 0.029 0.008 0.010 0.003 2.270 0.033 
V2-B  A-Prime 0.046 0.011 0.016 0.005 2.466 0.022 
V3-B  A-prime 0.034 0.013 0.015 0.005 1.339 0.194 
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Table S8. Slope of the change with Time Awake in Subjective and Objective Cognitive Measures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The table shows the average (mean ± SEM) slopes of the impact of time awake (β1, from the nonlinear mixed model as detailed in 
methods), for subjective and objective cognitive measures, separately, for women and men. Sex differences in these slopes, which 
were significant in 4 measures, were tested with an independent sample t-test (assuming unequal variance). The t-statistic is listed 
under ‘Welch’s t-statistic’ and the corresponding p-value in ‘p (satterthwaite)’.  KSS: Karolinska Sleepiness Scale; SART: Sustained 
Attention Response Task; PVT: Psychomotor Vigilance Task; FIR: Fixed Interval Repetition; RIR: Random Interval Repetition; PTT: 
Pursuit Tracking Task; EDist: Euclidean Distance; I1, I2: Integrated 1-Back and 2-Back; C1, C2: Color 1-Back and 2-Back; S1, S2: 
Spatial 1-Back and 2-Back; V1, V2, V3: Verbal 1-Back, 2-Back and 3-Back. 
  
Measure 
Slope (β1) 
Women 
SEM 
Women 
Slope (β1) 
Men 
SEM 
Men 
Welch's t-
statistic 
p 
(satterthwaite) 
Sleepiness       
KSS-Before 0.164 0.011 0.148 0.017 0.761 0.453 
KSS-After 0.205 0.018 0.182 0.018 0.891 0.379 
Mood       
Positive Affect -0.045 0.004 -0.050 0.004 0.841 0.407 
Negative Affect 0.001 0.002 0.003 0.002 0.691 0.494 
Task Demand       
Demand 1-B 12.104 2.102 8.864 1.844 1.159 0.255 
Demand 2-B 13.320 2.587 9.818 1.591 1.153 0.258 
Demand 3-B 7.559 2.180 6.885 1.577 0.250 0.804 
Mental Effort 1-B 12.436 1.751 7.917 2.114 1.646 0.110 
Mental Effort 2-B 14.270 2.279 9.631 1.667 1.643 0.110 
Mental Effort 3-B 8.631 1.251 7.506 1.687 0.536 0.596 
Attention       
SART Aprime -0.003 0.001 -0.002 0.002 0.289 0.776 
SART Miss 0.271 0.017     
SART False Alarm 0.066 0.072 0.073 0.023 0.102 0.920 
PVT Slow Mean -0.358 0.030 -0.309 0.049 0.860 0.398 
Lapse 0.637 0.066 0.417 0.089 1.992 0.056 
FIR Median Latency 0.337 0.259 0.220 0.220 0.345 0.732 
FIR SD Latency 1.455 0.417 1.121 0.442 0.549 0.586 
RIR Median Latency 0.950 0.293 0.513 0.250 1.135 0.264 
RIR SD Latency 1.730 0.410 1.490 0.413 0.412 0.683 
PTT EDist 1.859 0.478 0.821 0.257 1.911 0.067 
PTT EDist SD 1.265 0.304 0.852 0.281 0.998 0.325 
Working Memory       
I1-B A-Prime  -0.006 0.001 -0.002 0.001 2.532 0.016 
I2-B  A-Prime -0.005 0.001 -0.003 0.001 0.998 0.325 
C1-B  A-prime  -0.004 0.002 -0.001 0.001 1.160 0.260 
C2-B  A-Prime -0.004 0.001 -0.002 0.001 0.937 0.356 
S1-B  A-prime -0.003 0.001 -0.002 0.001 0.689 0.496 
S2-B  A-prime -0.003 0.001 -0.003 0.001 0.529 0.600 
V1-B  A-Prime -0.004 0.001 -0.001 0.000 4.568 0.00009 
V2-B  A-Prime -0.006 0.001 -0.003 0.001 2.431 0.021 
V3-B  A-prime -0.004 0.001 0.000 0.001 3.447 0.002 
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Figure S9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A. Interaction between Circadian Phase and Time Asleep on deterioration in Sleep Efficiency, NREM% and REM% in men (left) 
and women (right). The two trajectories represent sleep episodes. The red represents a typical daytime sleep episode while the 
white represents a typical night-time sleep episode.  B. Interaction between Circadian Phase and Time Awake on deterioration of 
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Effort and Speed in men (left) and women (right). Effort and speed are represented as deviation from the average (computed 
separately in men and women). Warmer colours indicate worse performance. In both A and B clock hour on the top x-axis is 
represented relative to melatonin onset. The y-axis indicates the upper limit of wake episode intervals. The two trajectories 
represent a waking day that includes a day shift (White) and a waking day that includes a late/night shift (Red). Note the starting 
point for the two trajectories is at the lower limit of the first interval of the y-axis. 
 
 
  
16 
 
SI Methods 
Deriving melatonin amplitude, circadian phase and circadian period. Melatonin amplitude, a covariate in one set 
of analyses, was: Average maximum melatonin levels from the three cycles - Average baseline value from the three 
cycles. To avoid inflation by a local maximum, the median of the three highest melatonin values in a cycle was chosen 
as the maximum melatonin value. Circadian phase was the time when melatonin levels reached 25% of this amplitude, 
and is referred to as the Dim Light Melatonin Onset (DLMO). DLMO = (((melatonin amplitude - baseline melatonin 
level)*25)/100) + baseline melatonin level. A linear interpolation between the melatonin values just above and just below 
the 25% value was used to identify the time of DLMO (2), (3). The slope and intercept from a linear regression fitted to 
the three DLMO’s was used to estimate the period (tau = 24h + slope) and entrained phase of the central pacemaker 
(Estimated DLMO). For four participants, due to significant loss of melatonin data from one cycle computations were 
based on data from two available cycles. One participant for whom data was only available from the first cycle, the 
DLMO from this cycle was used in lieu of Estimated DLMO, and the average circadian period of the entire sample was 
used in lieu of the individual tau. Given the standard deviation of the group tau, 10 minutes, it is unlikely than an individual 
tau is significantly different from the group mean.  
Cognitive Tasks Description 
Subjective Sleepiness was measured with the KSS, the gold standard in sleep and circadian research (4). It is a Likert 
scale ranging from 1 (very alert) to 9 (great effort to keep awake) (5) and it was administered the beginning and end of 
each testing session.  
Mood was assessed with the Positive and Negative Affect Scale (PANAS), a Likert scale with 10 positive and 10 negative 
emotion words, each ranging from 1 (very slightly/not at all) to 5 (extremely) (6). The scale yields a composite positive 
and negative score. This scale provides a comprehensive assessment of the subjective experiences of mood which 
have a range of behavioural symptoms, usually with a positive or negative connotation (6). 
Task Demand was measured with a Visual Analogue scale (VAS) required participants to report cognitive demand, 
mental effort, physical effort and energy required to perform each of the verbal working memory tasks. The four 
dimensions scored on a horizontal line (1000 pixels in length) ranging from low (1) to high (1000), provides a precise, 
high resolution assessment of this subjective dimension. 
Attention is both sustained (involving vigilance) and selective (requiring inhibitory control). We measured both aspects 
with the Psychomotor Vigilance Tasks (PVT; (7)) and Sustained Attention Response Time tasks (SART; (8)), 
respectively. The PVT is a continuous 10-minute simple RT task, in which participants made button-press response as 
soon as they detected the start of a millisecond numerical counter (7). The counter presented as a digit stream stopped 
with the response (giving instant RT feedback) and restarted after an unpredictable interval (2000 ms -10000 ms). The 
inverse of the response time (RT) of the slowest 10% of responses and the number of responses >500 ms (‘lapses’ in 
attention) were measures of interest as they are known to be most sensitive to circadian and sleep-dependent effects 
(9).  SART requires volunteers to either make a response to a target digit (‘8’) or withhold response to non-target digits 
(‘1, 2, 3, 4, 5, 6, 7, 9’) presented one at a time in rapid succession (target-non-target ratio: 15:85; inter-stimulus interval 
900ms). SART has two components, a target detection element (akin to but NOT the same as vigilance because of the 
rate/frequency of stimuli) and the requirement to override a pre-potent response [withhold response to non-targets; (10)] 
which Robertson et al (8) present as 'inhibitory'. A-prime, misses and false alarms were measures of interest. A-prime 
a non-parametric discriminability measure in Signal Detection Theory (11) ranging from 0 to 1 (0.5: chance 
performance), is derived from the hit rate (hit = number of correct match trials x 100 / number of match trials) and the 
false alarm rate (fa = number of incorrect mismatch trials x 100 / number of mismatch trials).  
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Motor Control and Temporal Processing relevant in many real-world tasks are neglected in circadian research. We 
measured these with the PTT and the Fixed/Random Interval Tasks (FIR-RIR), respectively; the latter retains a 
differential reliance on executive processing with repetition. The PTT involves tracking a moving dot on the monitor 
using the mouse as a control (12). The mean and standard deviation of the Euclidean distance measure were used to 
assess tracking accuracy. Temporal processing was measured with response time tasks where visual stimuli (colored 
circles) were presented either in a short, learnable (FIR), or in a fully randomised (RIR) temporal pattern. After extended 
exposure, the more predictable FIR relies less on executive processing, whereas the RIR retains this reliance (13). 
Median RT and standard deviation of RT were measures of interest.  
Visuo-Spatial and Verbal working memory was assessed with a series of n-back tasks (as described in Lo et al (9)). 
These tasks retain their reliance on executive control even with repetition (14). Briefly, all n-back tasks involved a rapid 
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serial visual presentation of the single stimulus (500 ms with an inter-stimulus interval of 2000 ms). Visuo-spatial working 
memory was probed with 1-back and 2-back spatial position (S1, S2), color (C1, C2) and integrated spatio-color (I1, I2) 
tasks. The stimuli consisted of location specific, color specific or location and color specific circles. Verbal working 
memory was probed with 1-back, 2-back and 3-back tasks, in which the stimuli were letters (B, C, D, F, G, H, J, K, and 
M). A-prime and RT were measures of interest (15, 16). 
Statistical Analyses 
Linear Mixed Model ANOVA. For the melatonin, cognition and sleep data, the general linear mixed-model ANOVA  
(Procedure MIXED, SAS 9.2)  had  with six Circadian (C; 60 degrees bins, i.e. 4 circadian hours) and six Time-Awake 
(TA) or three Time Asleep levels. Circadian phase was derived by taking into account the entrained phase of the 
melatonin rhythm (17), and the amount it had drifted (derived from the circadian period) from that phase at the recorded 
time of the data point. TA was computed as the difference between the recorded time of a data point and Lights-On (for 
the corresponding wake-episode). Time Asleep was based on the thirds of the night. For melatonin and cognition 
analyses, sex, C and TA were fixed factors, subject the random factor and TST (18) and wake episode covariates. In 
the cognition analyses ‘testing session’ was a repeated factor. The covariance structure was autoregressive [ar(1)]. 
Melatonin amplitude, Slow-Wave-Energy (i.e. SWA*NREM time) and age were separate, covariates in additional 
analyses. The Sleep analyses were done on log transformed data and followed previously published methodology (3). 
The basic units were either 30 sec epochs (SE, TST, NREM, SWS and REM sleep) or 20 minute intervals for SWA, 
which were then were averaged into the larger C and Time Asleep bins. Sex, C and Time Asleep were repeated fixed 
factors, subject the random factor and sleep period a covariate. The covariance structure was unstructured at compound 
symmetry (un@cs). Sex differences in the circadian amplitude of SWA was tested with a non-parametric approach 
(Kruskal-Wallis) as the data were non-normally distributed.  
Non-Linear Modelling. Cognitive performance was modelled as a linear function of time awake, with TST added to it 
(18), and a cyclical function (sine function) of circadian phase, with time awake and circadian phase being continuous 
factors (Procedure NLMixed; SAS 9.2). The model was: Y = β0 + β1X1 + β2 sin(X2 – (2πeβ4 / (1+ eβ4)). Y is performance, 
X1 is time awake and X2 is circadian phase (in radians). β0, is the overall mean performance, β1 the slope of the impact 
of time awake and β2 the amplitude of the circadian impact. 2πeβ4 / (1+ eβ4) is the phase of the cyclical aspect of 
performance (i.e. the first point in the circadian cycle where the circadian impact is zero). β4 varied between ± infinity; 
the variation in the remaining  βi ‘s (allowed to vary between individuals) were modelled as βi* + ui where the ui ‘s had a 
multivariate normal distribution with zero mean vector and variance-covariance matrix Ώ. For SWA the model was:  y = 
A*sin (pi/3*x + phi) + D, where 'x' took on integer values between 0 and 5. The parameters 'A' (amplitude), 'phi' (initial 
phase) and 'D' (vertical detrend) were determined with the Levenberg–Marquardt algorithm for non-linear least square 
fitting, using the scipy.optimize.curve_fit, Python function (19); initial parameter values were: (A0=(max(y)-min(y))/2, 
phi0=pi, D=mean(y)). 
Multiplicity correction. The False-discovery rate adjusted p-value was computed with the Bejamini-Yekuteili procedure 
for situations with positive dependence assumptions (1). 
Effect size analyses. Cohen’s f2 = (u/v) x F, where u and v, are respectively, the numerator and denominator degrees 
of freedom associated with the F statistic of the main or interaction effects from the ANOVA (20) (21). 
Principal Component Analysis (PCA). This was done with Procedure PCA using SPSS version 20. For the PCA, at 
least two measures from each cognitive task were chosen, to prevent biasing the solution towards particular tasks. We 
used all recorded data points irrespective of whether these were from the same individuals or over time. The PCA 
extracted eight components with eigen values > ‘1’ and they accounted for 65% of the common variance. A Scree plot 
analysis indicated a clear preference for a three factor solution, so the analysis was repeated extracting only three 
factors by applying a Varimax rotation with Kaiser Normalization. These factors accounted for 46% of the common 
variance (Factor 1: 19.748, Factor 2: 13.719, Factor 3: 12.784). Contribution to the first factor came largely from the 
accuracy and error measures from the cognitive tasks (Fig 7), to the second factor from the VAS and the KSS, and to 
the third factor from all N-Back RT measures with a weak contribution from PANAS. Thus, the three factors broadly 
represent Accuracy, Speed and Effort and they were analyzed using both, linear mixed model and non-linear 
approaches. 
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