Abstract-Distributed computation and storage have been widely used for processing of big data sets. For many big data problems, with the size of data growing rapidly, the distribution of computing tasks and related data can affect the performance of the computing system greatly. In this paper, a distributed computing framework is presented for high performance computing of All-to-All Comparison Problems. A data distribution strategy is embedded in the framework for reduced storage space and balanced computing load. Experiments are conducted to demonstrate the effectiveness of the developed approach. They have shown that about 88% of the ideal performance capacity can be achieved in multiple machines through using the approach presented in this paper.
I. INTRODUCTION
Computing applications with very large data sets can be a great challenge. For these big data problems, huge amounts of data need to be stored, accessed and analysed within a limited period of time, demanding significant computation and storage resources. While distributed computing systems can provide the ability to solve large scale applications in general, new techniques need to be developed to improve the performance for storage and processing of big data sets.
Among various big data problems, All-to-All Comparison Problems represent a typical computation pattern with the focus on processing a huge number of large-or small-size data files. In a general formulation of an all-to-all comparison problem, each file within a data set needs to be compared with all the others. Such comparisons are important in different domains such as bioinformatics, biometrics and data mining. For example, in bioinformatics, many researchers such as Wang [1] and Hao et al. [2] focus on inferring phylogenetic relationships by comparing gene sequences of different species. In biometrics, a typical type of problem is to identify people's physical characteristics by pairwise comparisons of different data stored in biometrics databases [3] .
There have been several efforts to address All-to-All Comparison Problems [4, 5, 6, 7, 8, 9] . A main approach is to provide solutions for special-purpose All-to-All Comparison Problems only. Implementations of these solutions are dependent on specific runtime libraries, system architectures and comparison algorithms, and are applicable to a limited scale of data sets only. This makes the solutions and their implementations too complicated to be reused, implying a lack of flexibility to support big data processing.
Another approach is to use computing frameworks designed for distributed computing [10, 11, 12, 13] . Providing simple programming interfaces for users to develop their applications, these frameworks hide implementation issues such as data distribution, load balancing, data locality and fault tolerance. They enable programmers to focus on the application domain without the need to consider complicated parallel computing details. Among the existing frameworks, Hadoop [14] is popularly used to support the MapReduce computation pattern, but is inefficient in processing of All-to-All Comparison Problems. All-pairs [15] is designed for All-to-All Comparison Problems in a Campus Grid, but its application range is limited due to its brute-force data storage strategy, which stores all the data on all the worker nodes.
In this paper, we present a new framework for processing All-to-All Comparison Problems with large data sets. The main contributions of this paper include: 1) A data distribution strategy is developed, which considers disk utilization, data balancing and load balancing; and 2) A computing framework embodying the above data distribution strategy is also developed. Experimental studies are designed to evaluate the performance of the data distribution strategy and the distributed computing framework.
The paper is organized as follows. Section II discusses related work and motivations. Section III describes the Allto-All Comparison Problem and its challenges. A distributed computing framework and a data distribution strategy are presented in Sections IV and V, respectively. Experiments are conducted in Section VI to demonstrate our approach. Finally, Section VII concludes the paper.
II. RELATED WORK AND MOTIVATIONS
Several approaches have been developed to address specific All-to-All Comparison Problems in bioinformatics. All-to-All Comparisons are a key calculation stage in Multiple Sequence Alignment (MSA) and also in studying phylogenetic diversity in protein families [16] . In general, big data processing in these problems include calculation of a cross-similarity matrix between each pair of the data sequences [17, 18] . This calculation is followed by several data grouping stages.
Various distributed computing systems and runtime libraries have been used to process All-to-All Comparison Problems. Heitor and Guilherme [4] have proposed a methodology for parallelizing a multiple sequence alignment algorithm by using a homogeneous set of computers with the Parallel Virtual Machine (PVM) library. In their work, a detailed description of the modules is provided and a special attention is paid to to execution of this multiple sequence comparison algorithm in parallel. Macedo et al. [5] have proposed an MPI/OpenMP master/slave parallel strategy to run the DIALIGN-TX algorithm in heterogeneous multi-core clusters. In their research, different task allocation policies are compared to show the appropriate choice. All these approaches assume that each of the nodes in the cluster stores all the data, leading to inefficiency that our work aims to avoid.
A heterogeneous computing platform is presented by Meng and Chaudhary [6] for high-throughput biological sequence analysis through a Message Passing Interface (MPI) enabled enterprise computing infrastructure. To achieve load balancing, the workload is distributed based on the hardware configuration. The whole database is split into multiple nearlyequal sized fragments, and each computing node is assigned a number of database fragments depending on its processing capacity. Although each node stores only part of the data set, data transmissions among different nodes cannot be avoided at runtime.
A method of design and optimization for the BLAST algorithm has been presented in a GPU-CPU mixed heterogeneous computing system [7] . Due to the specific GPU architecture, the implementation of the method has shown a six-fold speedup for the BLAST program. In comparison, the approach to be presented in this paper does not rely on special hardware.
Load balancing has also been addressed in different ways. Parallel All-to-All Comparisons of genome sequences are considered by Hill et al. [8] . The main focus of this work is on load balancing among the clusters by dividing the comparison matrix into rows and assigning these rows to different nodes dynamically. Gunturu [9] has proposed a load scheduling strategy, which depends on the length of the sequence and the number of the processors in the network. These approaches have assumed that all the processors in the network already have both sequences to be compared in their local memory.
Recently, efforts have been made to develop computing frameworks for All-to-All Comparison Problems. All-pairs is presented by Moretti et al. [15] for data-intensive computing on campus grids. It provides an abstraction to users to deal with All-to-All Comparison Problems. Giving each comparison task the required data, this method employs a spanning tree method to deliver all the data to every node efficiently.
A scalable and complete genotyping system is proposed by Marc et al. [19] to produce genotypes from a variety of genome data. This suite of tools is built on top of Hadoop and MPI to support multiple nodes and large data sets. CloudBurst [20] uses Hadoop for parallel short read-mapping, which is used in a variety of biological analyses including SNP discovery, genotyping, and personal genomics. The running time of CloudBurst is shown to scale linearly with the number of reads mapped, and with near linear speed-up as the number of processors increases. In all these methods, all the data sets are distributed through Hadoop's data distribution strategy. Despite significant developments in processing All-to-All Comparison Problems, technical gaps exist in this area. Existing solutions mainly focus on parallelizing different All-toAll Comparison algorithms and providing load balancing, but none of them have paid special attention to data distribution. Most previous works have assumed that all data can be stored in each worker node, implying poor scalability for big data sets. While some of them use distributed file systems such as HDFS in Hadoop, the data distribution strategies are nonetheless inefficient for All-to-All Comparison Problems. To address these challenges, this paper presents a new computing framework for All-to-All Comparison Problems. A specific data distribution strategy is embedded into the framework to support efficient big data processing.
III. PROBLEM STATEMENT
Let A, C and M denote the data set to be pairwise compared, the comparison function on A and the output similarity matrix of A, respectively. Characterized by the Cartesian product or cross join of the data set A, the All-to-All Comparison Problem discussed in this paper is mathematically stated as follows:
where |A| means the size of A. The original motivation of studying this problem came from bioinformatics, where the elements being pairwise compared are typically genes or genomes [1, 2] . The same comparison pattern also applies in many other domains, e.g., comparing image, video and audio in biometrics and data mining [3] .
A. Data Distribution for All-to-All Comparisons
To design our computing framework with data distribution for all-to-all comparisons, some assumptions are made as follows, which are either system configurations or features of the computing problem:
1) The computing framework running on the distributed cluster has a master node and multiple worker nodes with the same computing power. 2) Each of the comparison operations can be performed independently from the others.
3) The framework is designed to deal with the general scenario that all the data should be pre-deployed to the system first and then all the comparison tasks are executed by all the worker nodes. 4) For the large number of data files involved in the All-toAll Comparison Problems, each of the files needs to be processed as a whole and thus is not split in this paper. All the files are assumed to have the same size. Consider a scenario with M data files in the data set and N worker nodes in the system. There are Q = M (M − 1)/2 comparison tasks. The following question must be answered: How to distribute the M data files and schedule Q comparison tasks to N worker nodes so as to minimize data movement and maximize data locality while achieving good load balance?
Before introducing our approach, we first outline two relatively simple and extreme data distribution solutions, which have been widely used in various applications: Strategy I: Predistribute every input file to every available worker node; and Strategy II: pre-distribute each input file to a (relatively small) fixed number of worker nodes.
In developing our approach for data distribution and distributed computing, we consider the following issues: 1) the time required to pre-distribute input files and the amount of network traffic generated by this process; 2) the amount of storage space required on each worker node; 3) the number of communicating machines required for the comparisons; and 4) the load balance when executing the comparison tasks.
Strategy I behaves worse than any other strategies in terms of the time consumption and network traffic during the predistribution, and the amount of storage space required on each worker node. However, it does not require communications between machines for the comparison tasks, i.e., each comparison task can be performed on any machine. The comparison tasks can be easily allocated evenly for load balancing.
Strategy II is basically the Hadoop strategy, which replicates each file a small number of times (typically 3) for fault tolerance. The time consumption and network traffic generated during the pre-distribution, and the amount of storage space required on each worker node, are smaller than other strategies. But this strategy makes it impossible to schedule comparison tasks to worker nodes such that all the required input files are presented locally. Thus, considerable communications between workers will be required during the comparison phase.
It can be seen from the above analysis that it is important to reduce the storage usage and keep load balancing. Firstly, for a distribution system with limited network bandwidth, reducing the storage usage will save the time spent on distributing data sets greatly. Secondly, storing fewer data files on each worker node will support distributed processing of very large data sets, enabling a wider range of applications of data distribution strategy. Thirdly, system load balancing means the computing power of all the worker nodes can be fully utilized.
Instead of the above Strategies I and II, a new data distribution strategy is developed in this paper. It has the advantages of both extreme Strategies I and II. It pre-distributes files to worker nodes such that the usage of storage space for each worker node is balanced and minimized. Meanwhile, all comparison tasks can be performed without the need of communications between the worker nodes. Moreover, all the comparison tasks can also be allocated to the worker nodes to ensure a good load balance.
For N worker nodes in the distributed system, let S k represent the usage of storage space of node k. The objective of our data distribution strategy can be expressed as follows:
It is assumed that all data files have the same size s. Let D k and |D k | denote the set and size of files distributed to worker node k, respectively. We have S k = |D k | s. Thus, Equation (2) means to minimize the number of files stored in each node:
As a constraint to this optimization, a data distribution strategy is required for data set A such that any two elements x and y appear on at least one worker node k:
The above mentioned Strategy I meets this condition. So, in addition, a data distribution strategy is sought to minimize the maximum usage of storage space for each worker node.
When scheduling the comparison task that compares data items x and y, let set P include all the possible choices of worker node to do a certain comparison task:
This set will always contain at least one element due to Condition (4). If it contains more than one element, then our distribution strategy needs to choose one of them. Let C(x, y) denote the comparison task for data x and data y, T represents all comparison tasks and T k and |T k | denote the set and number of tasks performed by worker node k, respectively. Then, good data locality for all comparison tasks can be expressed as follows:
As mentioned previously, for a scenario with N worker nodes and M data files, there are Q = M (M − 1)/2 comparison tasks in total, which need to be scheduled on the N nodes. Our strategy is designed to achieve this in a manner of good load balance. If all comparison tasks are assumed to consume the same amount of time t and all the worker nodes have the same computing power, load balancing can be represented statically by a requirement to allocate comparison tasks to nodes in a way that satisfies the following bound:
With the overall aim in Equation (3), our data distribution strategy enables actual comparison through Equations (6) and (7) as constraints. The constraints in Equations (6) and (7) highlight the requirements of good data locality and load balance, respectively. With consideration of both storage usage and related comparison tasks, our data distribution strategy provides a solution to distributing data sets and allocating comparison tasks at the same time.
B. Challenges of the Data Distribution Problem
The problem of distributing data and related comparison tasks can be treated as a classic combinatorial problem: to place M objects into N boxes. This distribution problem has the following characteristics: 1) All the comparison tasks are distinguishable. For Allto-All comparison problems, each comparison task is different for processing different data pairs.
2) All the worker nodes are indistinguishable. Generally, for homogeneous distributed computing systems as discussed in this paper, all worker nodes are assumed to have the same processing power and storage space, and thus can be treated as indistinguishable. We aim to allocate Q = M (M − 1)/2 distinguishable comparison tasks to N indistinguishable worker nodes. From combinatorial mathematics, the total number of solutions is expressed by the Stirling number [21] : S(Q, N ) = the number of task distribution solutions. (8) The Stirling number of the second kind S(Q, N ) counts the number of ways to partition a set of Q distinguishable elements into N non-empty subsets. It has the following properties for Q ≥ 1 and N ≥ 1:
For a special and simple case of N = 2, we have
This is graphically shown in Figure 1 . The trend depicted in Figure 1 indicates too many possible distribution solutions even for a very simple case of S(Q, 2). This implies that it is generally impossible to evaluate all possible solutions to find the best answer in a reasonable period of time. Therefore, development of heuristic solutions is necessary. 
IV. COMPUTING FRAMEWORK DESIGN
Before designing the data distribution strategy, a distributed computing framework is presented in Figure 2 . The data distribution strategy is integrated into the framework to support processing of All-to-All Comparison Problems.
The computing framework has three main components: data manager, job tracker and job executor. The Data Manager calculates the data distribution solution based on the data distribution strategy. Different data sets are pre-deployed to the data storage of each worker node before computations begin.
The Job Tracker collects all the data information from the data manager and schedules each comparison task to the worker node that stores all the necessary data files. The Job Executor executes the allocated comparison tasks and processes data files stored in local data storage. The comparison results are collected in a result matrix for further processing.
V. DATA DISTRIBUTION STRATEGY
This section presents a data distribution strategy to achieve the objective in Equation (3) subject to the constraints shown in Equations (6) to (7) .
A. Description of Data Distribution Strategy
According to the analysis in Section III, the data distribution strategy should satisfy the following requirements: 1) To minimize and balance the usage of storage space for all the worker nodes. For the distributed system, the number of data files stored in each worker node should be minimized to reduce the disk utilization and data distribution time. To balance the storage usage, each node should store similar numbers of data files. To meet these requirements, Equation (3) must be satisfied. 2) To balance the comparison tasks among different nodes in the distributed system. Avoiding extra data transmission during computation is an effective way to shorten the overall execution time. In order for each comparison task to have good data locality, Equation (6) needs to be met. In addition, to achieve load balance for the distributed system before the computation, the data distribution strategy should allocate each node a similar number of comparison tasks as shown in Equation (7). Meeting the above requirements, our data distribution strategy delivers a number of benefits. The benefits include reduced time for data distribution, minimized number of data files in each node, balanced data and load in the distributed system, and avoided extra data transmission between different nodes when executing comparison tasks.
B. Data Distribution Algorithm
From the above descriptions, Algorithm 1 was developed to implement our data distribution strategy. The basic idea behind this algorithm is that when a data file d is distributed to a worker node k that already has data files D = {1, 2, · · · , p}, the worker node k becomes available to execute comparison tasks T = {(d, u)|u ∈ D}. For a data set of M items and N worker nodes, the number of comparison tasks is Q = M (M − 1)/(2N ).
To achieve the minimization in Equation (3), the algorithm applies the following rules during the distribution process:
• A data file d is distributed to a worker node that has the least number of data files and the least number of comparison tasks; • The data file d is distributed to a specific worker node k only when at least one comparison task c involving d can be allocated to this node; • A comparison task c is allocated to an available worker node with the least number of comparison tasks. Application of these three rules enables all worker nodes to get a balanced and minimized number of data files while keeping the constraints of Equations (6) and (7).
C. Data Distribution Strategy Design
For a data set D of n items and m storage nodes from set S, we can get all the comparison tasks needed to be allocated U (line 6) and the maximum number of comparison tasks Q for each node (line 5). The set D i is initialized to save all the data files stored in node i (line 3) and the set T i is initialized to save all the comparison tasks allocated to node i (line 4).
The data distribution strategy consists of the following steps: 1) Choose a data file d that is needed for the unallocated pairwise comparison tasks (line 8). 2) Choose a set of storage nodes C that store the least number of data files and also have been allocated the least number of comparison tasks (lines 10 and 11). 3) Allocate data file d to a storage node m in set C (lines 10-29). The newly added data file d will generate new comparison tasks (line 17) and at least one new comparison task will be allocated to that node (line 21). Besides this, if the chosen node m is empty, allocate data file d to it directly (line 32). 4) If data file d cannot be distributed to any of the nodes in set C, choose another data file in set I and repeat steps 1 to 3. 5) Repeat steps 1 to 4 until all the pairwise comparison tasks in set U are fully allocated.
VI. EXPERIMENTS
This section describes experiments conducted to evaluate the performance of the data distribution strategy and the distributed computing framework proposed in this paper.
Algorithm 1 Data Distribution Strategy

Input:
1: m, the number of storage nodes; 2: n, the number of all data files; Process: 
for each d ∈ I do 10:
S = {i | |Di| = min |Dj| , j = 1, 2..., m};
11:
if |C| > 0 then 13: for each m ∈ C do; 14: if |Dm| > 0 then 15: Findnode = false; 16 :
17:
for each t ∈ G do 18: if |Tm| < Q ∧ t ∈ U then
19:
Tm = Tm ∪ {t};
20:
Findnode = true; 22: if Findnode then 23: if |Tm| < Q then 24: for each t ∈ G do 25: break;
A. Job Scheduling Strategy
For All-to-All Comparison Problems, this paper proposes to place the input data sets into storage nodes before the comparison computing begins. After the data sets are distributed to the nodes, a job scheduling strategy is required to choose suitable worker nodes for all the comparison tasks.
In our computing framework, the data distribution strategy designed in Section V has already considered static load balancing. An initial allocation of a balanced number of tasks to each of the worker nodes enables each node in the distributed computing system to process a balanced number of comparison tasks with good data locality. For example, for 4 data files {0, 1, 2, 3} and 3 worker nodes {A, B, C}, our data distribution strategy gives a solution shown in Table I . 
B. Performance of the Data Distribution Strategy
In this experiment, we consider a data set with 256 files and a number of storage nodes between 2 and 64. To evaluate the performance of the data distribution strategy, Strategies I and II discussed in Section III are compared with ours presented in this paper. The results appear in Tables II and III. Table II shows how much storage space our data distribution strategy can save with the growth of the number of the storage nodes, while Table III shows how many comparison tasks cannot have good locality for these three strategies. In terms of the storage usage, it can be seen from Table  II that the data distribution strategy proposed in this paper requires much less storage space than Strategy I does, which distributes all data to every node. This is particularly evident when the number of storage nodes becomes big.
As shown in Table II , the data distribution strategy proposed in this paper consumes more storage space than the Hadoopbased Strategy II does as expected. However, it maintains good data locality as shown in Table III , implying good computing performance in comparison computation because no data movements and communications are required over the network during the computation.
The space saving from Strategy II comes with a significant sacrifice of data locality. Table III shows that the number of comparison tasks without data locality is huge in Strategy II. For a system with 64 nodes, 28,211 tasks do not have data locality when Strategy II is applied. Comparison tasks without data locality will require data movements and communications over networks during the computation, leading to degraded overall performance of the computing problem.
C. Performance of the Distributed Computing Framework
To support processing all-to-all comparison problems with big data sets, scalability is an important ability for our data distribution strategy. In the following experiments, the scalability of our data distribution strategy is evaluated by using the speed-up metric.
Let time(n, x) denote the time required by an n-processor system to execute a program to solve a problem of size x. Then, time (1, x) represents the time required by a sequential version of the program, the speed-up is measured as [22] :
Generally, if we do not consider the communication overhead, load imbalance and extra computation, the system can get linear speed-up [23] . This linear speed-up is shown in Figure 3 , and can be considered as an ideal speed-up.
We have conducted our experiments on a homogeneous Linux cluster with 5 servers: 1 as master node and the remaining 4 as worker nodes, which all run 64-bit Redhat Enterprise Linux. All 4 worker nodes are limited to use one core and 20GB RAM.
As a typical All-to-All Comparison Problem in bioinformatics [2] , the CVTree problem is chosen for our experiments. Its computation has been recently investigated for single computer platforms [17, 18] . It is re-programmed for our experiments in this paper by using the Application Programming Interfaces (APIs) provided in our distributed computing framework. A sequential version of the CVTree program was also developed for our experiments.
A set of dsDNA virus files from the National Center for Biotechnology Information (NCBI) [24] was chosen as input data. The results of our experiments are shown in Figure 3 . Figure 3 shows that with the number of processors growing, our computing framework has a linear speed-up, implying good scalability. Moreover, although All-to-All comparison problems incur inevitable costs in network communications, extra memory demand and disk access, the computing framework presented in this paper can achieve about 88% of the performance capacity of the ideal linear speed-up.
VII. CONCLUSION AND FUTURE WORK
A new distributed computing framework has been presented for All-to-All Comparison Problems with big data. It is designed with an embedded data distribution strategy for minimizing and balancing the usage of storage space for the whole system while still maintaining good data locality for all comparison tasks. With our data distribution strategy, the computing framework further allocates comparison tasks to worker nodes with consideration of load balancing. Experiments have been conducted to demonstrate the effectiveness of the approach presented in this paper for All-to-All Comparison Problems with big data.
In the future, we will extend the data distribution strategy to support heterogeneous distributed computing systems, in which the worker nodes may have different computing power. Furthermore, dynamic job scheduling of comparison tasks will also be considered. In addition, comprehensive experiments of the computing framework will be conducted on large-scale distributed computing systems.
