In this paper we consider high-dimensional multiclass classification by sparse multinomial logistic regression. We propose a feature selection procedure based on penalized maximum likelihood with a complexity penalty on the model size and derive the nonasymptotic bounds for misclassification excess risk of the resulting classifier. We establish also their tightness by deriving the corresponding minimax lower bounds. In particular, we show that there exist two regimes corresponding to small and large number of classes. The bounds can be reduced under the additional low noise condition. Implementation of any complexity penalty based procedure, however, requires a combinatorial search over all possible models. To find a feature selection procedure computationally feasible for high-dimensional data, we propose multinomial logistic group Lasso and Slope classifiers and show that they also achieve the optimal order in the minimax sense.
Introduction
A first strategy in multiclass classification is to reduce it to a series of binary classifications.
The probably two most well-known methods are One-vs-All (OvA), where each class is compared against all others, and One-vs-One (OvO), where all pairs of classes are compared to each other.
A more direct and appealing strategy is to extend binary classification approaches for multiclass case. Thus, a common approach to design a multiclass classifier η is based on empirical risk minimization (ERM), where minimization of a true misclassification error R(η) is replaced by minimization of the corresponding empirical risk R n (η) = 1 n n i=1 I{Y i = η(x i )} over a given class of classifiers. For binary classification, tight risk bounds for ERM classifiers have been established in terms of VC-dimension, Rademacher complexity or covering numbers (see Devroy, Gyöfri and Lugosi, 1996; Vapnik, 2000; Boucheron, Bousquet and Lugosi, 2005 and references therein). Their extensions to multiclass case, however, are not straightforward. See Maximov and Reshetova (2016) for a comprehensive survey of the state-of-the-art results on the upper bounds for misclassification excess risk of multiclass ERM classifiers. A comparison of error bounds for ERM classifiers with those for OvA and OvO is given in Danieli et al. (2012) .
A crucial drawback of ERM is in minimization of 0-1 loss that makes it computationally infeasible. A typical remedy is to replace 0-1 loss by a related convex surrogate. The resulting solution approximates then the minimizer of the corresponding surrogate risk. The goal is to find a surrogate loss such that minimization of its risk leads to a Bayes classifier η * (aka Fisher consistent or calibrated loss). Various calibrated losses for multiclass classification have been considered in the literature (e.g., Zhang, 2004b; Chen and Sun, 2006; Tewari and Bartlett, 2007 ;Ávila Pires, Szepesvári and Ghavamzadeh, 2013;Ávila Pires and Szepesvári, 2016).
An alternative approach to ERM is to estimate p l (x)'s from the data by some p l (x)'s and to use a plug-in classifier of the form η(x) = arg max 1≤l≤L p l (x). A standard approach is to assume some (parametric or nonparametric) model for p l (x). The most commonly used model is multinomial logistic regression, where it is assumed that p l (x) = exp(β and β l ∈ R d , l = 1, . . . , L are unknown vectors of regression coefficients. The corresponding Bayes classifier is, therefore, a linear classifier η * (x) = arg max 1≤l≤L p l (x) = arg max 1≤l≤L β t l x. One then estimates β's from the data by the maximum likelihood estimators (MLE) β l 's and derives the plug-in (linear) classifier η(x) = arg max 1≤l≤L β t l x. Unlike ERM, the MLE β's though not available in the closed form, can be nevertheless obtained numerically by the fast iteratively reweighted least squares algorithm (McCullagh and Nelder, 1989 , Section 2.5).
The general challenge modern statistics faces with is high-dimensionality of the data, where the number of features d is large and might be even larger than the sample size n (large d small n setups) that raises a severe "curse of dimensionality" problem. Reducing the dimensionality of a feature space by selecting a sparse subset of "significant" features becomes crucial. To the best of our knowledge, feature selection for multiclass classification has not yet been rigorously well-studied and the goal of this paper is to fill the gap. Thus, we propose a model/feature selection procedure based on penalized maximum likelihood with a certain complexity penalty on the model size. We establish the non-asymptotic upper bounds for misclassification excess risk of the resulting plug-in classifier which is also adaptive to the unknown sparsity and show their tightness by deriving the corresponding minimax lower bound over a set of sparse linear classifiers.
In particular, we find that there exist two regimes. For L ≤ 2 + ln(d/d 0 ), where d 0 is the size of the true (unknown) model, the multiclass effect is not manifested and the minimax misclassification excess risk over the set of d 0 -sparse linear classifiers is of the order For larger L, it increases as d 0 (L−1) n and does not depend on d. We also show that these bounds can be improved under the additional low-noise assumption.
Any penalized maximum likelihood procedure that involves a complexity penalty requires, however, a combinatorial search over all possible models that makes its use computationally infeasible for large d. A common remedy is then to use a convex surrogate, where the original combinatorial minimization is replaced by a related convex program. In this paper we consider Slope convex relaxation which can be viewed as generalization of the celebrated Lasso and show that for the properly chosen tuning parameters, the resulting multinomial logistic group Slope multiclass classifier is also minimax rate-optimal.
The rest of the paper is organized as follows. In Section 2 we present sparse multinomial logistic regression model and propose a feature selection procedure. The bounds for misclassification excess risk of the resulting plug-in classifier are derived in Section 3. In Section 4 we introduce the additional low-noise assumption that allows one to improve the bounds. In Section 5 we develop group Slope convex relaxation techniques for multiclass classification with Lasso as its particular case, and establish the misclassification excess risk bounds for the resulting classifier. All the proofs are given in the Appendix.
Construction of a classifier 2.1 Multinomial logistic regression model
Consider d-dimensional L-class classification model that can be written in the following form:
where X ∈ R d is a vector of features with a marginal probability distribution P X of bounded support X ⊂ R d and L j=1 p j (x) = 1 for any x ∈ X . By re-scaling we can assume without loss of generality that the Euclidean norm |x| 2 ≤ 1 for all x ∈ X .
Assume that all features X j are linearly independent and, therefore, the minimal eigenvalue λ min (G) of the matrix G = E(XX t ) is strictly positive.
We consider a multinomial logistic regression model, where it is assumed that
and β l ∈ R d are the vectors of the (unknown) regression coefficients. Hence,
, l = 1, . . . , L − 1 and p L (x) = 1
, or, in a somewhat more compact form,
, l = 1, . . . , L with β L = 0. We set β l = ∞ = (∞, . . . , ∞) and β l = −∞ = (−∞, . . . , −∞) to include two degenerate cases p l (x) = 1 and p l (x) = 0 respectively. The Bayes classifier is then a linear classifier η * (x) = arg max 1≤l≤L p l (x) = arg max 1≤l≤L β t l x with misclassification risk R(η * ) = 1 − E X max 1≤l≤L p l (x).
The choice of the last class as a reference class is, in fact, quite arbitrary. One can consider an equivalent model with any other reference class h instead: ln p l (x) p h (x) = γ t l x, l = h. Evidently, there is one-to-one transformation: γ l = β l − β h and β l = γ l − γ L . Change of a reference class is, therefore, just a matter of reparametrization of the same model.
Penalized maximum likelihood estimation
To each possible value y ∈ {1, . . . , L} of Y assign the indicator vector ξ ∈ {0, 1} L with ξ l = I{y = l}, l = 1, . . . , L. Let B ∈ R d×L be the matrix of the regression coefficients in (2) with the columns β 1 , . . . , β L (recall that β L = 0) and let f B (x, y) be the corresponding joint distribution
. Given a random
where ξ i is the indicator vector corresponding to Y i , and one can find the maximum likelihood estimator (MLE) for B.
The era of "Big Data" brought the challenge of dealing with situations, where the number of features d is very large and may be even larger than the sample size n ("large d small n" setups). Nevertheless, it is commonly assumed that the true underlying model is sparse and most of the features do not have a significant impact on classification. Reducing the dimensionality of a feature space by selecting a sparse subset of "significant" features is then crucial. Thus, Bickel and Levina (2004) and Fan and Fan (2008) showed that even for binary classification, high-dimensional classification without a proper feature selection might be as bad as just pure guessing.
For binary classification, where the regression matrix B reduces to a single vector β ∈ R d , the sparsity is naturally measured by the l 0 (quasi)-norm |β| 0 -the number of non-zero entries of β (see, e.g., Abramovich and Grinshtein, 2019) . For multiclass case one can think of several possible ways to extend the notion of sparsity. The most evident measure of sparsity is the number of non-zero rows of B that corresponds to the assumption that part of the features do not have any impact on classification at all and, therefore, have zero coefficients in (2) for all l. It can be viewed as global sparsity. One can easily verify that such a measure is invariant under the choice of the reference class in (2) .
In what follows we assume the following assumption:
Assumption (A). Assume that there exists 0 < δ < 1/2 such that δ < p l (x) < 1 − δ or, equivalently, |β t l x| < C 0 with C 0 = ln 1−δ δ for all x ∈ X and all l = 1, . . . , L. In particular, for |x| 2 ≤ 1, it is sufficient to assume the boundedness of β l 's, i.e. |B| 2,∞ = max 1≤l≤L |β l | 2 ≤ C 0 .
Assumption (A) prevents the variances V ar(ξ l ) = p l (x)(1 − p l (x)) to be infinitely close to zero, where any MLE-based procedure may fail.
Let M be the set of all 2 d possible models M ⊆ {1, . . . , d}. In view of Assumption (A), for a
Obviously, all matrices in B M have the same number of non-zero rows which can be naturally defined as a model size |M |.
where β l = B ·l , l = 1, . . . L are the columns of B.
We now select the model M by the penalized maximum likelihood model selection criterion of the form
with the complexity penalty P en(·) on the model size |M |.
Finally, for the selected model M the resulting plug-in classifier
The proper choice of the complexity penalty P en(·) in (5) is obviously the core of the proposed approach.
Misclassification excess risk bounds
We now derive the (non-asymptotic) upper bound for misclassification excess risk of the penalized maximum likelihood classifier (6) derived in Section 2 for a particular type of the complexity penalty and then show that such a choice is, in fact, optimal (in the minimax sense).
Denote the number of nonzero rows of a matrix B by Let M be a model selected in (4)-(5) with the complexity penalty
where the absolute constants c 1 , c 2 > 0 are given in the proof of Theorem 3.
Then, under Assumption (A),
for some C 1 (δ, λ min (G)) depending on δ and λ min (G), simultaneously for all 1 ≤ d 0 ≤ min(d, n).
Theorem 1 is a particular case of a more general Theorem 3 given in the next Section 4.
The complexity penalty P en(|M |) in (7) 
where the infimum is taken over all classifiersη based on the data (X i , Y i ), i = 1, . . . , n.
The above bounds imply, in particular, that as d and L grow with n and assuming that δ and λ min (G) are bounded away from zero, there are two different regimes:
1. Small number of classes: L ≤ 2 + ln d d 0 . In this case, the complexity penalty (7) is P en(|M |) ∼ c|M | ln de |M | does not depend on L. The resulting (rate-optimal) misclassification excess risk is of the order d 0 n ln de d 0 regardless of L and the error in feature selection dominates in the overall excess risk. Multiclass classification for such a small number of classes is essentially not harder than binary (see the results of Abramovich and Grinshtein, 2019 for L = 2).
Large number of classes
In this regime, P en(|M |) ∼ c|M |(L − 1) is an AIC type penalty (see above), the misclassification excess risk increases with L as d 0 (L−1) n regardless of d and the main contribution to the overall error comes from estimating the large number (d 0 (L − 1)) of parameters in the model. For L > n d 0 the number of parameters in the model becomes larger than the sample size and consistent classification is impossible.
In particular, without sparsity assumption, i.e. in the case d 0 = d, the misclassification excess risk is of the order d(L−1) n for all 2 ≤ L ≤ n d . Note that even if the considered multinomial logistic regression model is misspecified and the Bayes classifier η * is not linear, we still have the following risk decomposition
where η * L = arg min η∈C(d) R(η) is the oracle (ideal) linear classifier. The above results can then be still applied to the first term in the RHS of (9) representing the estimation error, while the second term is an approximation error and measures the ability of linear classifiers to perform as good as η * . Enriching the class of classifiers may improve the approximation error but will necessarily increase the estimation error in (9) . In a way, it is similar to the variance/bias tradeoff in regression.
Improved bounds under low-noise condition
Intuitively, it is clear that misclassification error is particularly large when it is difficult to separate the class with the highest probability from others, i.e. at those x ∈ X , where the largest probability Kesten and Morse, 1959) .
Define the following multiclass extension of the low-noise (aka Tsybakov) condition (Mammen and Tsybakov, 1999; Tsybakov, 2004) :
Assumption (B). Consider the multinomial logistic regression model (1)-(2) and assume that there exist C > 0, α ≥ 0 and h * > 0 such that for all 0 < h ≤ h * ,
(see also Agarwal, 2013) . Assumption (B) implies that with high probability (depending on the parameter α) the most likely class is sufficiently distinguished from others. The two extreme cases α = 0 and α = ∞ correspond respectively to the case without any assumption on the noise considered in the previous sections and the noiseless case. A straightforward multiclass extension of (10) is equivalent to the condition that there exists C 1 (α) such that for any classifier η,
We now show that under the additional low-noise condition (10) the bounds for the misclassification excess risks established in the previous Section 3 can be improved:
Theorem 3. Consider a d 0 -sparse multinomial logistic regression model (1)-(2) and let M be a model selected in (5) with the complexity penalty (7) .
Then, under Assumptions (A) and (B), there exists C(δ, λ min (G)) such that
for all 1 ≤ d 0 ≤ min(d, n) and all α ≥ 0.
Thus, η M is adaptive to both d 0 and α. As we have mentioned, Theorem 1 is a particular case of Theorem 3 with α = 0.
Multinomial logistic group Lasso and Slope
Despite strong theoretical results on penalized maximum likelihood classifiers with complexity penalties established in the previous sections, selecting the model M in (5) Recall that we consider a global sparsity, where the coefficient regression matrix B has a subset of zero rows. To capture such type of sparsity we consider a multinomial logistic group Lasso and Slope classifiers defined as follows. For a given tuning parameter λ > 0, find
where | B| j = | B j· | 2 is the l 2 -norm of the j-th row of B and define the corresponding classifier η gL (x) = arg max 1≤l≤L β t gL,l x. An efficient algorithm for computing multinomial logistic group Lasso is given in Vincent and Hansen (2014) .
Multinomial logistic group Slope is a more general variation of (12) . Namely,
where the rows' l 2 -norms | B| (1) ≥ . . . ≥ | B| (d) are the descendingly ordered and λ 1 ≥ . . . ≥ λ d > 0 are the tuning parameters, and set η gS (x) = arg max 1≤l≤L β t gS,l x. Multivariate logistic group Lasso (12) can be evidently viewed as a particular case of (13) with equal λ j 's.
Note that unlike complexity penalties, the solution of (13) is identifiable without the additional constraint β L = 0. Moreover, since the unconstrained log-likelihood (3) Apply the multinomial logistic group Slope classifier (13) with λ j 's satisfying
with the constant C 1 derived in the proof.
Then, under Assumptions (A) and (B),
for some constant C(δ) depending on δ.
We now consider two specific choices of λ j 's:
1. Equal λ j (multinomial logistic group Lasso).
Take
to satisfy (14) . Note that d 0 Thus, the multinomial logistic group Lasso classifier η gL is of a minimax order for large number of classes (see Section 3), while for small L it is rate-optimal for sparse cases, where d 0 d, but only sub-optimal (up to an extra logarithmic loss) for dense cases, where d 0 ∼ d. We conjecture that similar to the results of Bellec, Lecué and Tsybakov (2018) for Gaussian regression, η gL with adaptively chosen λ can achieve the minimax rate in the latter case as well but the proof of this conjecture is beyond the scope of the paper.
2. Variable λ j 's. Consider
that evidently satisfies (14) . One can also verify that
Theorem 4 implies then:
Corollary 2. Consider a d 0 -sparse multinomial logistic regression (1)- (2) . Apply the multinomial logistic group Slope classifier (13) with λ j 's from (16) .
Hence, the multinomial logistic group Slope classifier with variable λ j 's from (16) is adaptively rate-optimal for both small and large number of classes, and, unlike the penalized likelihood estimator η M , is computationally feasible.
Proof of Theorem 2
It is obvious that feature selection and classification in multiclass case cannot be simpler than in binary. Formally, binary logistic classification may be viewed as a degenerate case of multinomial logistic classification with L > 2, where without loss of generality p l = 0, l = 2, . . . , L − 1 corresponding to β l = −∞, l = 2, . . . , L − 1 (see Section 2.1). Define then a subset
and using the results of Abramovich and Grinshtein (2019, Section 6) for binary classification we have inf η sup η * ∈C 2 (d 0 ), P X E( η, η * ) > C 
for some C > 0, where d N (C M L ) is Natarajan dimension of C M L . Natarajan dimension is one of common multiclass extensions of VC-dimension (Natarajan, 1989) and (17) 
Proof of Theorem 3
Let KL(p 1 , 
be the corresponding Kullback-Leibler divergence and square Hellinger distance between f B 1 and f B 2 .
One can verify that for p 1 and p 2 satisfying Assumption (A), implies that under the low-noise condition (10)- (11) ,
and it is, therefore, sufficient to bound the square Hellinger risk Ed 2
We will show now that the penalty (7) falls within a general class of penalties considered in Yang and Barron (1998) and then apply their Theorem 1 to find an upper bound for Ed 2
It is easy to verify that
Furthermore, using the standard inequality ln(1 + t) ≤ t, under Assumption (A) we have
where recall that ξ ∈ {0, 1} L is the indicator vector assigned to y.
Define 
for all l = 1, . . . , L − 1 and any x ∈ X .
In particular, (21) implies
(recall that β 1L = β 2L = 0). . Furthermore, for any |x| 2 ≤ 1 and any 1 ≤ l ≤ L − 1, (21) and Cauchy-Schwarz inequality imply that |p 2l (x) − p 1l (x)| ≤ 1 4 |β 2l − β 1l | 2 and, therefore,
Then, by (20) 
The considered family of sparse multinomial logistic regression models satisfies then Assumption 1 of Yang and Barron (1998) 
for some c > 0 and m M = (L − 1)|M |.
Apply now their Theorem 1 for a penalized maximum likelihood model selection procedure (5) with a complexity penalty P en(|M
|M | , and the exact positive constants C 1 and C 2 are given in their paper. Thus,
n that together with (18) complete the proof.
Proof of Theorem 4
First, recall that from (18) it follows that
and, thus, it is sufficient to bound the Kullback-Leibler risk Ed KL (f B , f B gS ). For this purpose, we extend the corresponding results of Alquier, Cottet and Lecué (2019) for logistic Slope to its group analogue in multinomial logistic regression model.
As we have mentioned, the solution of (13) satisfies the symmetric constraint L l=1 β gS,l = 0. Let θ l (x) = β t l x, l = 1, . . . , L with the constraint L l=1 θ l (x) = 0. Thus, p l (x) = e θ l (x) / L l =1 e θ l (x) and in terms of θ(x), the likelihood (3) is (θ(x)) = L l=1 y l θ l (x) − ln L l =1 e θ l (x) which is Lipschitz with constant 2, i.e. | (θ 1 (x))− (θ 2 (x))| ≤ 2|θ 1 (x)−θ 2 (x)| 2 . Furthermore, similar to Lemma 1 of Abramovich and Grinshtein (2016) for binary logistic regression, re-writing the Kullback-Leibler divergence KL(p 1 (x), p 2 (x)) in terms of θ(x) and expanding it in (multivariate) Taylor series, one can verify that under Assumption (A), KL(θ 1 (x), θ 2 (x)) ≥ 1 2δ 2 |θ 1 (x) − θ 2 (x)| 2 and, therefore, For a given regression coefficients matrix B ∈ B with (zero mean) rows B j· , define its group Slope norm |B| λ = d j=1 λ j |B| (j) , where recall that |B| (1) ≥ . . . ≥ |B| (d) are the descendingly ordered l 2 -norms of B j· 's, and consider the corresponding unit ball B λ .
To derive an upper bound on Ed KL (f B , f B gS ) we define the following quantities along the lines of Alquier, Cottet and Lecué (2019) .
Let Rad(B λ ) be the Rademacher complexity of B λ , namely,
where the elements σ il 's of Σ ∈ R n×L are i.i.d. Rademacher random variables with P (σ il = 1) = P (σ il = −1) = 1/2.
Define a complexity function
where the exact value of C 0 > 0 is specified in Alquier, Cottet and Lecué (2019) .
Let B ∈ B be d 0 -sparse and define 
To satisfy the conditions of Lemma 1 and to complete the proof, we need to find an upper bound for the Rademacher complexity Rad(B λ ) :
where the exact constant C 0 is given in the proof.
Proof of Lemma 1
The proof is an extension of the proof of Theorem 9.2 in the supplementary material of Alquier, Cottet and Lecué (2019) for the multiclass framework. In a slightly more general version of Proposition 9.1 of Alquier, Cottet and Lecué (2019) we define the following event Ω t 0 for t ≥ 1:
( 
on the event Ω 1 0 . To extend the proof for t > 1, note that tρ * ≥ ρ * . Since ∆(ρ * ) ≥ 4 5 ρ * , when |B −B| λ ≥ tρ * ≥ ρ * we still have ∆ (|B − B| λ ) ≥ 4 5 |B − B * | λ (see Lemma A.1 in Alquier, Cottet and Lecué, 2019). Thus, following the arguments of Proposition 9.1, on the event Ω t 0 we have
To bound the probability of Ω t 0 , we follow Proposition 9.3 of Alquier, Cottet and Lecué (2019). We consider the subsets F j,i = B :
, where ρ j = 2 j ρ * and r i (ρ) = 2 i r(ρ), i, j = 0, 1, . . .. To complete the proof we use exp(−αx) ≤ α −1 exp(−x), x ≥ 1, α ≥ 1. Let √ nRad(B λ )ρ * > 1.
For t > 1/ C(δ) ≥ 1 we then have
Substituting ρ * from (24) into (27) under the conditions of the lemma completes the proof.
Proof of Lemma 2
Recall that B1 = 0 for B ∈ B. Define the matrix U ∈ R L×(L−1) which (orthonormal) columns are the L − 1 eigenvectors of the matrix I L − 1 L 11 t corresponding to the eigenvalue 1. One can easily verify that B = BU U t .
Then,
where K = U t Σ t X. Let |K| j = |K j· | 2 . By Cauchy-Schwartz inequality and the definition of the group Slope norm |B| λ , we have
|x j | 2 be normalized columns of X. Then, 1 √ n K ·j = A j Σ t x * j , where the matrix A j = |x j | 2 √ n U t . Note that |A j | 2 F = 1 n |x j | 2 2 (L − 1) ≤ L − 1 and |A j | 2 = 1 √ n |x j | ≤ 1. We can apply then the results of Rudelson and Vershynin (2013, p.8) to get
for all t ≥ √ 2 and a certain constant c > 0.
Hence, by standard probabilistic arguments, for all t ≥ max(
and applying the union bound,
Therefore,
