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THE TOPOLOGY OF RATIONALLY AND POLYNOMIALLY
CONVEX DOMAINS
KAI CIELIEBAK AND YAKOV ELIASHBERG
Abstract. We give in this article necessary and sufficient conditions on the topol-
ogy of a compact domain with smooth boundary in Cn, n ≥ 3, to be isotopic to a
rationally or polynomially convex domain.
1. Introduction
1.1. Polynomial, rational and holomorphic convexity. Recall the following
complex analytic notions of convexity for domains in Cn. For a compact set K ⊂ Cn,
one defines its polynomial hull as
K̂P := {z ∈ Cn
∣∣∣ |P (z)| ≤ max
u∈K
|P (u)| for all complex polynomials P on Cn},
and its rational hull as
K̂R := {z ∈ Cn
∣∣∣ |R(z)| ≤ max
u∈K
|R(u)| for all rational functions R = P
Q
, Q|K 6= 0}.
Given an open set U ⊃ K, the holomorphic hull of K in U is defined as
K̂UH := {z ∈ U
∣∣∣ |f(z)| ≤ max
u∈K
|f(u)| for all holomorphic functions f on U}.
A compact set K ⊂ Cn is called rationally (resp. polynomially) convex if K̂R = K
(resp. K̂P = K). An open set U ⊂ Cn is called holomorphically convex if K̂UH is
compact for all compact setsK ⊂ U . A compact setK ⊂ Cn is called holomorphically
convex if it is the intersection of its holomorphically convex open neighborhoods. We
have
polynomially convex =⇒ rationally convex =⇒ holomorphically convex.
The first implication is obvious, while the second one follows from the fact that by
definition a rationally convex compact set K is an intersection of bounded rational
polyhedra {|Ri| < c1, i = 1, . . . , N}, where the Ri are rational functions, and any
bounded rational polyhedron is clearly holomorphically convex.
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Given a real valued function φ : U → R on an open subset U ⊂ Cn, we denote by
dCφ := dφ ◦ i its differential twisted by multiplication with i = √−1 on Cn, and we
set ωφ := −ddCφ = 2i∂∂φ. A function φ is called i-convex if ωφ(v, iv) > 0 for all
v 6= 0. A cooriented hypersurface Σ ⊂ Cn (of real codimension 1) is called i-convex
if there exists an i-convex function φ defined on some neighborhood of Σ such that
Σ = {φ = c}, and Σ is cooriented by a vector field v satisfying dφ(v) > 0.
Remark 1.1. Traditionally i-convexity for functions is called strict plurisubharmonic-
ity, and i-convexity for cooriented hypersurfaces strict pseudoconvexity. We prefer to
use the term i-convexity for smooth functions and hypersurfaces (or more generally
J-convexity in a manifold V with a complex or even an almost complex structure J)
not only because it is shorter, but also because it explicitly shows the dependence on
the ambient complex structure. Note that we are also “downgrading” the traditional
terminology from the theory of functions of several complex variables: i-convexity
corresponds to strict plurisubharmonicity or pseudoconvexity, while for non-strict
plurisubharmonicity or pseudoconvexity we will use the term weak i-convexity.
In this paper, by a domain we will always mean a compact manifold W with smooth
boundary ∂W , and by a domain in Cn an embedded domain W ⊂ Cn of real di-
mension 2n. In particular, a domain W ⊂ Cn in our terminology is always a closed
subset. According to a theorem of E. Levi [15], any holomorphically convex domain
W ⊂ Cn has weakly i-convex boundary ∂W . The converse statement that the inte-
rior of any domain in Cn with weakly i-convex boundary is holomorphically convex is
known as the Levi problem. It was proved by K. Oka [19], H.J. Bremermann [3], and
F. Norguet [18]. In a more general context of domains in Stein manifolds, the Levi
problem was resolved by H. Grauert [11] in the i-convex case, and by F. Docquier
and H. Grauert in the weakly i-convex one [5].
We call a domainW ⊂ Cn i-convex if its boundary is i-convex. Note that any weakly
i-convex domain in Cn can be C∞-approximated by a slightly smaller i-convex one.
1.2. Topology of rationally and polynomially convex domains. We call a
function φ : W → R on a domain W defining if ∂W is a regular level set of φ and
φ|∂W = maxWφ. Any i-convex domain W ⊂ Cn admits a defining i-convex function,
so in particular it admits a defining Morse function without critical points of index
> n (see e.g. [4]). It follows that any holomorphically, rationally or polynomially
convex domain has the same property. It was shown in [7] (see Theorem 1.3.6 there
and also [4, Theorem 8.19]) that for n ≥ 3, any domain in Cn with such a Morse
function is smoothly isotopic to an i-convex one.
The first result of this paper states that, for n ≥ 3, there are no additional constraints
on the topology of rationally convex domains.
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Theorem 1.2. A compact domain W ⊂ Cn, n ≥ 3, is smoothly isotopic to a ra-
tionally convex domain if and only if it admits a defining Morse function without
critical points of index > n.
Our second result gives necessary and sufficient constraints on the topology of poly-
nomially convex domains.
Theorem 1.3. A compact domain W ⊂ Cn, n ≥ 3, is smoothly isotopic to a poly-
nomially convex domain if and only if it satisfies the following topological condition:
(T) W admits a defining Morse function without critical points of index > n,
and Hn(W ;G) = 0 for every abelian group G.
The “only if” part is well known and due to A. Andreotti and R. Narasimhan [1],
see also [10] or Remark 3.3 below. Note that, in view of the universal coefficient
theorem, condition (T) is equivalent to the condition
(T’) W admits a defining Morse function without critical points of index > n,
Hn(W ) = 0, and Hn−1(W ) has no torsion.
Theorems 1.2 and 1.3 are consequences of the more precise Theorem 1.7 below.
Further analysis of condition (T) yields
Proposition 1.4. (a) If W is simply connected, then condition (T) is equivalent to
the existence of a defining Morse function without critical points of index ≥ n.
(b) For any n ≥ 3 there exists a (non-simply connected) domain W satisfying condi-
tion (T) with πn(W, ∂W ) 6= 0. In particular, W does not admit a defining function
without critical points of index ≥ n.
This paper was motivated by the questions raised by S. Nemirovski whether every
polynomially convex domain in Cn is subcritical, i.e., it admits a defining i-convex
Morse function without critical points of index ≥ n, and whether there are any ad-
ditional constraints on the topology of rationally convex domains besides the fact
that they admit defining Morse functions without critical points of index > n. The-
orem 1.2 provides a complete answer to the latter question in the case n ≥ 3, while
Theorem 1.3 together with Proposition 1.4 (b) show that the answer to the former
question is in general negative. In the simply connected case, Proposition 1.4 (a)
provides a defining Morse function without critical points of index ≥ n, but we do not
know whether there exists such a function which is i-convex. See also the discussion
after Theorem 1.7 below.
1.3. Symplectic topology of rationally and polynomially convex domains.
One may ask which deformation classes of Stein domains can be realized as poly-
nomially or rationally convex domains in Cn. Here by a Stein domain we mean a
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domain W with an integrable complex structure J (making W a complex manifold
with boundary) which admits a defining J-convex function φ : W → R. Two Stein
domains (W,J) an (W ′, J ′) are called deformation equivalent if there exists a diffeo-
morphism f : W → W ′ such that f ∗J ′ is Stein homotopic to J ; see [4]. We call a
diffeomorphism f :W →W ′ with this property a deformation equivalence.
Recall from [8, 4] that a Weinstein domain structure on a domain W is a triple
(ω,X, φ) consisting of a symplectic form ω on W , a defining Morse function φ :
W → R, and a vector field X on W which is Liouville for ω (i.e. LXω = ω) and
gradient-like for φ. A Weinstein homotopy on a domain W is a smooth 1-parameter
family (ωt, Xt, φt), t ∈ [0, 1], of triples satisfying all the conditions on Weinstein
domain structures, except that we allow the family φt to have birth-death critical
points.
Any defining J-convex Morse function φ on a Stein domain (W,J) induces a Wein-
stein structure W(W,J, φ) := (ωφ, Xφ, φ) on W where ωφ = −ddCφ, and Xφ = ∇φφ
is the gradient of φ with respect to the Ka¨hler metric ωφ(·, J ·); see [4]. Since the
space of defining J-convex functions is contractible, different choices of φ lead to
homotopic Weinstein structures. Hence any Stein domain (W,J) has a canonically
associated homotopy class W(W,J) of Weinstein structures on W . It is shown in
[4] that two Stein domains (W,J0) and (W,J1) are Stein homotopic if and only if
W(W,J0) = W(W,J1).
AWeinstein manifold structure on an open manifold V is a triple (ω,X, φ) consisting
of a symplectic form ω on V , an exhausting Morse function φ : W → R, and a vector
field X on V which is Liouville for ω, gradient-like for φ, and complete (i.e., its
flow exists for all times). As in the Stein domain case, one can associate to a Stein
manifold (V, J) and an exhausting J-convex function φ : V → R the Weinstein
structure W(V, J, φ) := (ωφ = −ddCφ,Xφ = ∇φφ, φ) provided that Xφ is complete,
which can always be achieved by composing φ with a sufficiently convex function
R→ R (see [4, Section 11.5]). By the standard Weinstein structure on Cn we mean
the structure Wst = (ωst, Xst, φst) := W(C
n, i, |z|
2
4
).
Theorem 1.5. Let (W,J) be a Stein domain, W(W,J) the associated homotopy
class of Weinstein domain structures on W , and f : W →֒ Cn a smooth embedding.
Then f is isotopic to a deformation equivalence onto
(a) an i-convex domain if and only if the induced complex structure f ∗i is ho-
motopic to J through almost complex structures;
(b) a rationally convex domain if and only if in addition to (a) there is a repre-
sentative (ω,X, φ) ∈W(W,J) such that f is isotopic to a symplectic embed-
ding f˜ : (W,ω) →֒ (Cn, ωst);
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(c) a polynomially convex domain if and only if in addition to (a) and (b) the
push-forward Weinstein structure (ωst, f˜∗X, φ ◦ f˜−1) extends to a Weinstein
structure (ω˜, X˜, φ˜) ∈W(Cn, i) on the whole Cn.
Remark 1.6. The proof of Theorem 1.5 shows that the Weinstein structure (ω˜, X˜, φ˜)
in (c) can be chosen with symplectic form ω˜ = ωst, standard at infinity, and homo-
topic to the standard Weinstein structure via a homotopy fixed at infinity and with
fixed symplectic form.
A class of Stein domains where conditions (b) and (c) hold are the flexible Stein
domains defined in [4]; we refer the reader to there for their definition and properties.
Let us just mention that every subcritical Stein domain is flexible, and every domain
which admits a Stein structure also admits a flexible one which is unique (in a given
homotopy class of almost complex structures) up to Stein homotopy. For flexible
Stein domains, Theorem 1.5 implies the following refinement of Theorems 1.2 and 1.3.
Theorem 1.7. Let (W,J) be a flexible Stein domain of complex dimension n ≥ 3,
and f : W →֒ Cn a smooth embedding such that f ∗i is homotopic to J through almost
complex structures. Then (W,J) is deformation equivalent to a rationally convex
domain in Cn. More precisely, f is smoothly isotopic to an embedding g : W →֒ Cn
such that g(W ) ⊂ Cn is rationally convex, and g∗i is Stein homotopic to J .
If in addition Hn(W ;G) = 0 for every abelian group G, then g(W ) can be made
polynomially convex.
Theorems 1.2 and 1.3 follow directly from Theorem 1.7 and Theorems 13.1 and 13.5
in [4] which assert that, given a defining Morse function φ : W → R on a domain
W of dimension 2n ≥ 6 without critical points of index > n, any almost complex
structure J on W is homotopic to an integrable complex structure J˜ for which the
function φ (after composition with a convex increasing function R→ R) is J˜-convex
and such that the Stein structure (J˜ , φ) is flexible.
We conjecture that polynomial convexity in complex dimension ≥ 3 implies flexibility.
Note that, by [4, Theorem 15.11], this conjecture would imply that if a polynomially
convex domain W ⊂ Cn, n ≥ 3, admits a defining Morse function without critical
points of index ≥ n, then it is subcritical.
For rational convexity, flexibility is not necessary. This follows, for example, from
another corollary of Theorem 1.5 which we now describe. Let D∗L denote the unit
cotangent disc bundle of a closed n-dimensional manifold L (with respect to some
Riemannian metric on L). By a theorem of Grauert [11], D∗L carries a Stein struc-
ture JGrauert which admits a defining JGrauert-convex function φGrauert whose Morse-
Bott critical point locus is the zero section L. The Stein domain (D∗L, JGrauert)
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is called a Grauert tube of L, and any two Grauert tubes of L are Stein homo-
topic through Grauert tubes. Note that the corresponding Weinstein structure
W(D∗L, JGrauert, φGrauert) has the zero section L as a Lagrangian submanifold.
Corollary 1.8. A Grauert tube (D∗L, JGrauert) of a closed n-dimensional manifold L
(a) is deformation equivalent to an i-convex domain in Cn if and only if L admits
a totally real embedding into (Cn, i);
(b) is deformation equivalent to a rationally convex domain in Cn if and only if
L admits a Lagrangian embedding into (Cn, ωst);
(c) is not deformation equivalent to a polynomially convex domain in Cn.
Note that part (c) is an immediate corollary of the vanishing of Hn(W ;G) for poly-
nomially convex domains, which was already stated in Theorem 1.3. The “if” in part
(b) was proved by Duval and Sibony in [6].
Statement (b) shows that the question whether D∗L is deformation equivalent to a
rationally convex domain in Cn depends on the topology on L in a subtle way. By
a theorem of Gromov, the answer is negative for manifolds with H1(L;R) = 0. For
example, since S3 admits a totally real embedding into C3 but no Lagrangian one,
D∗S3 is deformation equivalent to an i-convex domain in C3, but not to a rationally
convex one.
According to [2], any flexible Weinstein domain has vanishing symplectic homology.
On the other hand, by a result of several authors (see [4, Section 17.1] for references),
(D∗L, JGrauert) has nonvanishing symplectic homology and is therefore not flexible.
Thus Grauert tubes of Lagrangian submanifolds of Cn provide examples of rationally
convex domains that are not flexible. However, we do not know any example of a
rationally convex domain W in Cn with H1(∂W ;R) = 0 which is not flexible.
1.4. Isotopy through i-convex domains. One can ask when an i-convex domain
W ⊂ Cn is isotopic to a polynomially or rationally convex domain via an isotopy
through i-convex domains. (Recall that in our terminology an i-convex domain in
Cn is a compact domain with smooth strictly pseudoconvex boundary.) The answer
is provided by
Theorem 1.9. Let ft : W →֒ Cn, t ∈ [0, 1], be an isotopy of smooth embeddings of a
domain W such that f0(W ) and f1(W ) are i-convex. Then the path ft is homotopic
with fixed end points in the space of embeddings to a path of embeddings f˜t : W →֒ Cn
onto i-convex domains f˜t(W ) if and only if there exists a Stein homotopy (W,Jt) such
that J0 = f
∗
0 i and J1 = f
∗
1 i, and the paths Jt and f
∗
t i are homotopic with fixed end
points in the space of almost complex structures on W .
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Proof. The “only if” follows simply by setting Jt := f˜
∗
t i.
For the “if”, pick a generic family of defining Jt-convex functions φt : W → R and
consider the Weinstein homotopy Wt := W(W,Jt, φt). By an ambient version of [4,
Theorem 15.2], after composing the φt with convex increasing function R→ R, there
exists a 2-parametric family of embeddings hs,t :W →֒W , s, t ∈ [0, 1], such that
• h0,t = hs,0 = hs,1 = Id;
• the functions φt are h∗1,tf ∗t i-convex;
• the paths of Weinstein structures Wt and W(h∗1,tf ∗t i, φt) are homotopic with
fixed end points and with fixed functions φt.
The proof of this ambient version is essentially identical to the proof of Theorem
15.2 given in [4], replacing the Parametric Stein Existence Theorem 13.6 by a 1-
parametric version of the Ambient Stein Existence Theorem 13.4. Now the isotopy
f˜t := ft ◦ h1,t : W →֒ Cn has the required properties. 
As a corollary of Theorem 1.9, Theorem 1.7, and [4, Theorem 15.14] we get
Corollary 1.10. (a) Any two flexible i-convex domains in Cn, n ≥ 3, that are
smoothly isotopic are isotopic through i-convex domains.
(b) Every flexible i-convex domain W ⊂ Cn, n ≥ 3, is isotopic through i-convex
domains to a rationally convex domain.
(c) Every flexible i-convex domain W ⊂ Cn, n ≥ 3, satisfying Hn(W ;G) = 0 for
every abelian group G is isotopic through i-convex domains to a polynomially convex
domain. 
Without the flexibility hypothesis, Corollary 1.10(a) becomes false:
Corollary 1.11. For every n ≥ 3 there exist i-convex (even rationally convex) do-
mains in Cn that are smoothly isotopic, but not isotopic through i-convex domains.
Proof. Let L be a closed Lagrangian submanifold of (Cn, ωst). By Corollary 1.8(b),
the Grauert tube (D∗L, JGrauert) is deformation equivalent to a rationally convex do-
main W0 ⊂ Cn. On the other hand, by Theorems 13.1 and 13.5 in [4], D∗L carries a
flexible Stein structure Jflex, and by Theorem 1.7, (D
∗L, Jflex) is deformation equiv-
alent to a rationally convex domain W1 ⊂ Cn. Since (D∗L, JGrauert) and (D∗L, Jflex)
are not deformation equivalent, W0 and W1 are not isotopic through i-convex do-
mains. 
1.5. Generalizations to other Stein manifolds. The notions of rational and
polynomial convexity generalize in a straightforward way from Cn to a general Stein
manifold (V, J). Let us denote by O := O(V, J
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on (V, J), and byM :=M(V, J) its field of fractions, i.e., the algebra of meromorphic
functions on V . For a compact set K ⊂ V , one defines its O-hull as
K̂O := {z ∈ V
∣∣∣ |f(z)| ≤ max
u∈K
|f(u)| for all functions f ∈ O},
and its M-hull as
K̂M := {z ∈ V
∣∣∣ |R(z)| ≤ max
u∈K
|R(u)| for all functions R = f
g
∈M, g|K 6= 0}.
A compact set is called O-convex (resp. M-convex) if K̂O = K (resp. K̂M = K).
Given a proper holomorphic embedding (V, J) →֒ (CN , i), a compact subset K ⊂ V
is O-(resp. M-)convex if and only its image in CN is polynomially (resp. rationally)
convex. This follows from the standard corollary of Cartan’s Theorem B (see e.g. [4,
Corollary 5.37]) that any holomorphic (resp. meromorphic) function on V ⊂ CN
is the restriction of a holomorphic (resp. meromorphic) function on CN , together
with the fact that any holomorphic (resp. meromorphic) function on CN can be
approximated uniformly on compact sets by polynomials (resp. rational functions).
In particular, for (V, J) = (Cn, i) the notions of O- and M-convexity reduce to
polynomial and rational convexity, respectively.
Most of the results of this paper have analogues in this more general situation.
The proofs are essentially identical, and we do not discuss them in this paper. In
particular, Theorems 1.2 and 1.3 generalize to
Theorem 1.12. Let (V, J) be a Stein manifold of complex dimension n ≥ 3 and
W ⊂ V be a compact domain.
(a) W is smoothly isotopic to anM-convex domain if and only if it admits a defining
Morse function without critical points of index > n.
(b) W is smoothly isotopic to an O-convex domain if and only if it satisfies, in
addition, the following topological condition:
(TV) The inclusion homomorphism Hn(W ;G) → Hn(V ;G) is injective for every
abelian group G.
Acknowledgement. We thank Stefan Nemirovski for motivating questions and
extremely helpful remarks and suggestions on the subject of this paper. We are also
grateful to Brian Conrad, Soren Galatius and John Morgan for their help in finding
the example discussed in Proposition 1.4(b) and for illuminating discussions of the
involved algebraic issues. Finally, we thank the anonymous referee for pointing out
a simplified proof of Lemma 3.7.
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2. Topological preliminaries
In this section we deal with the topological parts of our results. We begin with the
proof of Proposition 1.4. The example in part (b) is an adaptation of Example 4.35
from Hatcher’s book [13].
Proof of Proposition 1.4. (a) Clearly, the existence of a defining Morse function with-
out critical points of index ≥ n implies condition (T). Conversely, suppose that
φ : W → R is a defining Morse function without critical points of index > n. If
W is simply connected and Hn(W ) = 0, then Smale’s theorem on the existence of
Morse functions with the minimal number of critical points [20, Theorem 6.1] allows
us to cancel all index n critical points against index n− 1 critical points to obtain a
defining Morse function without critical points of index ≥ n
(b) Fix n ≥ 3. LetW0 be the boundary connected sum of Sn−1×Dn+1 and S1×D2n−1,
i.e., the domain obtained by connecting Sn−1×Dn+1 and S1×D2n−1 by a 1-handle.
Note that W0 is homotopy equivalent to S
1 ∨ Sn−1, so by [13] it has πn−1(W0) ∼=
Z[t, t−1], the group ring of π1(W0) = Z. Let f : S
n−1 → W0 be a smooth map
representing [f ] = 2t − 1 ∈ πn−1(W0). For dimension reasons, we can choose f to
be an embedding f : Sn−1 →֒ ∂W0. This embedding has trivial normal bundle. (To
see this, note that the normal bundle of f can be described by gluing two copies
of Dn−1 × Rn via a map g : Sn−2 → O(n). Since W can be embedded into R2n,
the normal bundle is stably trivial, so the homotopy class [g] ∈ πn−2O(n) maps to
zero under the stabilization map πn−2O(n) → πn−2O. As the stabilization map is
an isomorphism for n ≥ 3, this shows that [g] = 0 and thus the normal bundle is
trivial.)
Let W be the manifold obtained from W0 by attaching an n-handle along the em-
bedding f , using any framing. Since W is built using handles of index 0, 1, n− 1, n,
it carries a defining Morse function without critical points of index > n. Moreover,
the domain W is homotopy equivalent to the space X in [13, Example 4.35], where
it is shown that Hi(X) = 0 for all i ≥ 2. In particular, Hn(W ;G) = 0 for any coeffi-
cient group G, so W satisfies condition (T). Alternatively, this also follows from the
observation that attaching to W a two-handle to kill its fundamental group yields a
ball.
It remains to show that πn(W, ∂W ) 6= 0. For this, we consider the universal cover
W˜ of W . For subsets A ⊂W , we denote by A˜ their preimage in W˜ . The group ring
R = Z[t, t−1] of the fundamental group π1(W ) = Z acts (by deck transformations) on
the singular chain complex C∗(W˜ ), so the homology groups Hi(W˜ ) are R-modules.
The same applies to relative homology groups Hi(A˜, B˜) for subsets B ⊂ A ⊂W . Set
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W1 := W \ IntW0 and consider the following commuting diagram:
πn+1(W,W1) −−−→ πn(W1, ∂W ) −−−→ πn(W, ∂W ) −−−→ πn(W,W1)
∼=
y ∼=y ∼=y ∼=y
Hn+1(W˜ , W˜1) −−−→ Hn(W˜1, ∂W˜ ) −−−→ Hn(W˜ , ∂W˜ ) −−−→ Hn(W˜ , W˜1)
∼=
y ∼=y ∼=y ∼=y
R
φ−−−→ R −−−→ R/im(φ) −−−→ 0 .
Here the first two rows are parts of the long exact sequences of the triple (W˜ , W˜1, ∂W˜ )
(where we identify πi(W˜ , W˜1) ∼= πi(W,W1) etc), and the top vertical maps are
Hurewicz isomorphisms on the universal covers (which are simply connected). For
example, W1 is obtained from ∂W by attaching an n-cell e
n, so the pair (W˜1, ∂W˜ ) is
(n−1)-connected and the Hurewicz map πn(W1, ∂W ) ∼= πn(W˜1, ∂W˜ )→ Hn(W˜1, ∂W˜ )
is an isomorphism. Moreover, Hn(W˜1, ∂W˜ ) ∼= R is generated as an R-module by
[en]. Similarly, W is obtained from W1 by attaching an (n+ 1)-cell e
n+1 plus higher
dimensional cells, so the pair (W˜ , W˜1) is n-connected, in particular πn(W,W1) ∼=
Hn(W˜ , W˜1) = 0, and the Hurewicz map πn+1(W,W1) ∼= πn+1(W˜ , W˜1)→ Hn+1(W˜ , W˜1)
is an isomorphism. Moreover, Hn+1(W˜ , W˜1) ∼= R is generated as an R-module by
[en+1]. By the five-lemma, the remaining Hurewicz map πn(W, ∂W ) ∼= πn(W˜ , ∂W˜ )→
Hn(W˜ , ∂W˜ ) is an isomorphism as well. Note that the homotopy groups in the dia-
gram are also R-modules and the Hurewicz maps are R-module homomorphisms.
To compute the map φ recall that, by construction of the attaching map f above, the
boundary map ψ : R ∼= Hn(W˜1, ∂W˜0)→ Hn−1(W˜0) ∼= R is multiplication by (2t−1).
By the duality lemma in [16, § 10], the boundary map φ : R ∼= Hn+1(W˜ , W˜1) ∼=
Hn+1(W˜0, ∂W˜0)→ Hn(W˜1, ∂W˜ ) ∼= R is dual to ψ in the sense that φ is multiplication
by (−1)n(2t−1−1). Thus the image of φ is the ideal 〈2t−1−1〉 generated by 2t−1−1,
and the above diagram shows πn(W, ∂W ) ∼= Z[t, t−1]/〈2t−1 − 1〉 6= 0. 
The following lemma will be used in the proof of Theorem 1.3.
Lemma 2.1. Let W ⊂ Cn, n ≥ 3, be a domain satisfying condition (T) in Theo-
rem 1.3, i.e., W admits a defining Morse function ψ : W → R without critical points
of index > n, and Hn(W ;G) = 0 for every abelian group G. Then the function ψ
extends to a Morse function ψ˜ : Cn → R without critical points of index > n which
equals ψ˜(z) = |z|2 outside a compact set.
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Proof. Note that condition (T) implies Hi(W ;G) = 0 for all i ≥ n and any abelian
group G. Let us pick any gradient-like vector field X for ψ.
Any map g : Sk−1 → W from a sphere of dimension k − 1 ≤ n− 1 is generically an
embedding which does not meet any stable manifold of the vector field X . Moreover,
generically no trajectory of X is tangent to g(Sk−1) or intersects it in more than one
point. Hence, using the flow of X , g is isotopic to an embedding f : Sk−1 →֒ ∂W .
We claim that f is contractible in V := Cn \ IntW . For k < n this is true since Cn is
obtained from V by attaching handles of indices ≥ n, and thus πi(V ) = πi(Cn) = 0
for all i ≤ n− 2. For k = n it follows from
πn−1(V ) ∼= Hn−1(V ) ∼= Hn−1(S2n \W ) ∼= Hn(W ) ∼= 0,
where the first isomorphism follows from the Hurewicz theorem and (n−2)-connectivity
of V , the third one from Alexander duality (see [13, Theorem 3.44]), and the last
one from condition (T).
So f extends to an embedding F : Dk →֒ Cn\IntW transversely attaching the k-disk
to ∂W along its boundary. Let W ′ ⊂ Cn be a tubular neighborhood of W ∪ F (Dk)
in Cn with smooth boundary, so W ′ is obtained from W by attaching a k-handle
along f (with some framing). Then:
(i) Hi(W
′;G) ∼= Hi(W ;G) for all i > k and for every G;
(ii) πi(W
′) ∼= πi(W ) for all i < k − 1;
(iii) πk−1(W
′) equals πk−1(W ) modulo the subgroup generated by [f ];
(iv) πk(W
′) equals πk(W ) if [f ] ∈ πk−1(W ) is non-torsion, and πk(W )⊕ Z if [f ]
is torsion; the same holds for Hk in place of πk.
For property (iv), consider the long exact sequence
0 = πk+1(W
′,W )→ πk(W ) →֒ πk(W ′) φ→ πk(W ′,W ) ψ→ πk−1(W ).
Let [F ] be the generator of πk(W
′,W ) ∼= Z that is mapped to [f ] under ψ. If [f ] is
non-torsion, then imφ = kerψ = {0} and thus πk(W ) ∼= ker φ = πk(W ′). If [f ] is
torsion, say m[f ] = 0 for some m ∈ N, then imφ = kerψ ∼= Z generated by m[F ]. In
the resulting exact sequence πk(W ) →֒ πk(W ′) φ→ Z = 〈m[F ]〉 → 0 the map φ has a
right inverse (gluing the k-disk mF to a k-disk in W filling mf), so it follows that
πk(W
′) ∼= πk(W )⊕ Z. The proof for Hk in place of πk is analogous.
Hence we can successively attach handles of indices 1, 2, . . . , n−1 to obtain a domain
W ′ ⊂ Cn containing W with
• Hi(W ′;G) = 0 for all i ≥ n and for every G;
• πi(W ′) = 0 for all i < n− 1.
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By the Hurewicz theorem, Hi(W
′;Z) = 0 for all i < n − 1 and Hn−1(W ′;Z) ∼=
πn−1(W
′). Moreover, by the universal coefficient theorem, Hn(W
′;G) = 0 for every
G implies that Hn−1(W
′;Z) is torsion free. Hence we can attach n-handles to W ′
along spheres representing a basis of πn−1(W
′) to obtain a domain W˜ ⊂ Cn containing
W with
• Hi(W˜ ;Z) = 0 for all i > n;
• Hi(W˜ ;Z) ∼= πi(W˜ ) = 0 for all i ≤ n− 1;
• Hn(W˜ ;Z) ∼= Hn(W ′;Z) = 0.
Here the last condition follows from property (iv) above aplied to Hn. So W˜ is
simply connected and Hi(W˜ ) = 0 for all i > 0. Since dim W˜ ≥ 6, the h-cobordism
theorem [20] implies that W˜ is diffeomorphic to the closed ball B2n.
Now recall that W˜ is obtained from W by attaching handles of indices ≤ n. So
we can extend the given defining Morse function ψ : W → R to a Morse function
ψ˜ : W˜ → R without critical points of index > n such that W˜ = {ψ˜ ≤ 1}. Since W˜ is
diffeomorphic to B2n, the embedding W˜ →֒ Cn is isotopic to the standard embedding
B2n →֒ Cn, so we can extend ψ˜ to an exhausting Morse function on Cn (still denoted
by ψ˜) without critical points outside W˜ , and equal to ψ˜(z) = |z|2 at infinity. 
3. Complex analytic preliminaries
3.1. Criteria for rational and polynomial convexity. The proofs of Theo-
rems 1.2 and 1.3 are based on the following characterizations of rational and poly-
nomial convexity. Consider the following condition on a J-convex domain W in a
complex manifold (X, J):
(R) There exists a J-convex function φ : W → R such that W = {φ ≤ 0}, and
the form −ddCφ on W extends to a Ka¨hler form ω on the whole X .
The following criterion for rational convexity was proved by S. Nemirovski [17] as a
corollary of a result of J. Duval and N. Sibony [6, Theorem 1.1].
Criterion 3.1. An i-convex domain W ⊂ Cn is rationally convex if and only if it
satisfies condition (R).
Proof. The “if” is the first proposition in [17]. The following proof of the “only if”
was pointed out to us by S. Nemirovski. Let W ⊂ Cn be a rationally convex domain.
Let φ : U → R be an i-convex function on a bounded open neighborhood U of W
such thatW = {φ ≤ 0}. Pick a cutoff function ρ : Cn → [0, 1] which equals 0 outside
U and 1 on a smaller open neighbourhood V ⊂ U ofW . Let B ⊂ Cn be a closed ball
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around the origin containing U , and let ψ : Cn → R be such that −ddCψ vanishes
on B and is strictly positive outside B. By [6, Theorem 2.1], for every z /∈ W there
exists a nonnegative closed (1, 1)-form ωz which vanishes onW and is strictly positive
on an open neighbourhood Vz of z. Finitely many such neighborhoods Vz1, . . . , VzN
cover the compact set B \ V . Then for sufficiently large constants ci > 0,
ω := −ddC(ρφ)− ddCψ +
N∑
i=1
ciωzi
is a Ka¨hler form with ω|W = −ddCφ. 
We will also need the following classical criterion for polynomial convexity which
goes back to K. Oka’s paper [19] (see also [21, Theorem 1.3.8]).
Criterion 3.2. An i-convex domain W ⊂ Cn is polynomially convex if and only if
there exists an exhausting i-convex function φ : Cn → R such that W = {φ ≤ 0}.
Remark 3.3. This criterion shows that to any polynomially convex domain W ⊂ Cn
we can attach handles of indices at most n to obtain a ball B2n ⊂ Cn. From the
homology exact sequence of the pair (B2n,W ),
0 = Hn+1(B
2n,W ;G)→ Hn(W ;G)→ Hn(B2n;G) = 0,
we conclude that Hn(W ;G) = 0 for any coefficient group G.
We will also need the following lemma, where φst(z) := |z|2/4 and ωst := −ddCφst
denote the standard i-convex function and Ka¨hler form on Cn.
Lemma 3.4. Let A ⊂ Cn be a compact subset and B ⊂ Cn a closed ball with
A ⊂ IntB.
(a) For every i-convex function φ : Cn → R there exist an i-convex function φ˜ which
equals φ on A, and c φst outside B for some constant c > 0.
(b) For every Ka¨hler form ω on (Cn, i) there exist a Ka¨hler form ω˜ which equals ω
on A, and c ωst outside B for some constant c > 0.
Proof. (a) We pick a smooth function α : R→ R with the following properties:
• α′ > 0, α′′ ≥ 0, and α(x) = cx for large x and some constant c > 0;
• α ◦ φst < φ on A, and α ◦ φst > φ near ∂B.
(To find α, we choose a constant b such that φst + b < φ on A, then increase the
function x 7→ x+ b steeply near φ−1st (∂B) to arrange α ◦ φst > φ near ∂B, and finally
change it outside B to arrange α(x) = cx near infinity.) Then a smoothing of the
function max(α ◦ φst, φ) gives an i-convex function φ˜ with the desired properties.
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(b) By the d-Poincare´ Lemma and the ∂¯-Poincare´ lemma on Cn (see e.g. [14, Corol-
lary 1.3.9], and also the proof of Lemma 3.7 below), we can write ω = −ddCφ for
some function φ : Cn → R. Then ω˜ := −ddCφ˜ for the function φ˜ provided by (a) has
the desired properties. 
Remark 3.5. For any c > 0 there exists a Ka¨hler form ω on Cn which coincides with
cωst on a ball B of radius R and with ωst outside a ball of the radius 2cR. Hence, in
the statement of Lemma 3.4(b) we can set c = 1 if we are allowed to choose the ball
B sufficiently large.
3.2. Construction of Ka¨hler potentials. The following proposition provides Ka¨hler
potentials with prescribed behavior on a Lagrangian submanifold.
Proposition 3.6. Let L be a real analytic Lagrangian submanifold (possibly noncom-
pact and/or with boundary) in a Ka¨hler manifold (X, J, ω) with real analytic Ka¨hler
form ω, and let ρ : L→ R be any real analytic function. Then there exists a unique
real analytic function φ on a neighborhood of L satisfying
−ddCφ = ω, φ|L = ρ, (dCφ)|L = 0.
We denote by Dn ⊂ Rn ⊂ Cn the closed unit disc, and by OpDn a sufficiently small
(but not specified) open neighborhood of Dn in Cn. Covering an arbitrary manifold
L by discs and using uniqueness, Proposition 3.6 is an immediate consequence of the
following special case.
Lemma 3.7. Let ω be real analytic real (1, 1)-form on OpDn with dω = 0 and
ω|Dn = 0, and let ρ : Dn → R be any real analytic function. Then there exists a
unique real analytic function φ : OpDn → R satisfying
−ddCφ = ω, φ|Dn = ρ, ∂φ
∂yk
∣∣∣
Dn
= 0 for all k = 1, . . . , n.
The following simple proof was pointed out to us by the referee.
Proof. For uniqueness, note that the difference of two solutions is a real analytic
function φ : OpDn → R satisfying
−ddCφ = 0, φ|Dn = 0, ∂φ
∂yk
∣∣∣
Dn
= 0 for all k = 1, . . . , n.
The last two conditions imply that near a point on Dn we can write
φ(x, y) = φp(x, y) +O(|y|p+1), φp(x, y) =
∑
|I|=p
aI(x)y
I
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for some p ≥ 2. The first condition yields
0 = −ddCφ =
n∑
k,ℓ=1
∂2φp
∂yk∂yℓ
dxk ∧ dyℓ +O(|y|p−1),
which implies aI(x) = 0 for all I. Thus φ vanishes to infinite order along D
n, and
unique continuation implies φ ≡ 0.
For existence, let ω and ρ as in the lemma be given. By the ∂∂¯-lemma (see e.g. [14])
there exists a real analytic function ψ : OpDn → R with −ddCψ = ω. Let f :
OpDn → C be the holomorphic extension of ρ− ψ. Then the real analytic function
ψ′ := ψ+Re f satisfies ψ′|Dn = ρ and −ddCψ′ = −ddCψ = ω, where the last property
follows from ∂∂¯ = −∂¯∂ and holomorphicity of f via
−ddCRe f = i∂∂¯(f + f¯) = i(∂∂¯f − ∂¯∂f¯ ) = 0.
After renaming ψ′ back to ψ, we may thus assume ψ|Dn = ρ|Dn and −ddCψ =
ω. Since d(dCψ|Dn) = −ω|Dn = 0, the Poincare´ lemma (see e.g. [12]) yields a
real analytic function ϑ : Dn → R with dCψ|Dn = dϑ. Let g : OpDn → C be
the holomorphic extension of iϑ. Then the real analytic function φ := ψ + Re g :
OpDn → R still satisfies −ddCφ = ω (by the argument above) and φ|Dn = ρ +
Re (iϑ) = ρ. Moreover, holomorphicity of g implies
dCφ|Dn = dCψ|Dn + 1
2
dC(g + g¯)|Dn = dϑ+ 1
2
(dg ◦ i+ dg¯ ◦ i)|Dn
= dϑ+
1
2
(i ◦ dg − i ◦ dg¯)|Dn = dϑ+ 1
2
(
i ◦ (idϑ)− i ◦ (−idϑ))
= dϑ− dϑ = 0.
This concludes the proof of Lemma 3.7, and thus of Proposition 3.6. 
3.3. Attaching isotropic discs to rationally convex domains. Using Proposi-
tion 3.6, we now prove that rational convexity persists under suitable attaching of
isotropic discs. Given a J-convex domain W in a complex manifold (V, J), we say
that a totally real disc ∆ ⊂ V \ IntW is J-orthogonally attached to ∂W along ∂∆
if J(Tx∆) ⊂ Tx(∂W ) for all x ∈ ∂∆. The following result is probably known to
specialists, though we could not find it in the literature; S. Nemirovski has informed
us that he knew this fact.
Proposition 3.8. Let W be a J-convex domain in a complex manifold (V, J). Sup-
pose there exists a defining J-convex function φ : W = {φ ≤ c} → R such that
−ddCφ extends to a Ka¨hler form ω on V . Let ∆ ⊂ V \ IntW be a real analytic
k-disc, J-orthogonally attached to ∂W along ∂∆, such that ω|∆ = 0.
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Then for every open neighborhood U of W∪∆ there exists a J-convex domain W˜ ⊂ U
with W ⊂ Int W˜ and a defining J-convex function φ˜ : W˜ = {φ˜ ≤ c˜} → R such that
• φ˜|W = φ, and φ˜ has a unique index k critical point in W˜ \W whose stable
manifold is ∆;
• −ddCφ˜ extends to a Ka¨hler form ω˜ on V which agrees with ω outside U .
Remark 3.9. The real analyticity assumption on the disc ∆ can probably be removed
using appropriate results on solutions of the ∂-equation.
The proof uses the following extension lemma.
Lemma 3.10. In the situation of Proposition 3.8, there exists an extension of φ to
a J-convex function φ1 on a slightly larger domain W1 = {φ1 ≤ c1} ⊂ U with the
following properties:
(i) −ddCφ1 extends to a Ka¨hler form ω1 on V which agrees with ω outside U
such that ω1|∆ = 0;
(ii) dCφ1|∆∩(W1\W ) = 0.
Proof. First, we extend the function φ to a J-convex function φ˜ : W˜ → R on a slightly
larger domain such that all level sets of φ˜ in W˜ \W intersect ∆ J-orthogonally, or
in other words, dCφ|∆∩(W˜\W ) = 0.
To find a Ka¨hler form extending φ˜, we argue as in the proof of Lemma 3.7. The
closed (1, 1)-form ω˜ := ω + ddCφ˜ on W˜ vanishes on W . By the relative d-Poincare´
lemma, we find a real 1-form λ on W˜ with dλ = ω˜ and λ|W = 0. We write λ = α+ α¯
for a (1, 0)-form α on W˜ , so that α|W = 0 and
∂α¯ + ∂¯α = ω˜, ∂α = 0, ∂¯α¯ = 0.
For sufficiently small t ≥ 0 set Ωt := {φ˜ < c + t} ⊂ W˜ , so that Ω0 = W . Consider
ε > 0 such that Ω¯3ε ⊂ W˜ . By a result of Ho¨rmander and Wermer (see [4, Theorem
8.36 and Remark 8.38]), there exists a smooth solution βε : Ω3ε → C of the equation
∂βε = α¯ which satisfies for each integer k ≥ 0 an estimate
‖βε‖Ck(Ω2ε) ≤ Ckε−n−k‖α¯‖Ck(Ω3ε),
where n = dimC V and the constant Ck depends on k and the diameter of the domain
W˜ but not on ε. The function ψε := Im βε : Ω2ε → R satisfies −ddCψε = ω˜|Ω2ε. Since
α¯|W = 0, there exists for every k,N a constant Ck,N depending on k and N but not
on ε such that ‖α¯‖Ck(Ω3ε) ≤ Ck,NεN . It follows that
‖ψε‖Ck(Ω2ε) ≤ ‖β‖Ck(Ω2ε) ≤ C ′k,NεN−n−k
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with constants C ′k,N not depending on ε. Fix a cutoff function ρ : R → [0, 1] with
ρ(t) = 1 for t ≤ 1 and ρ(t) = 0 for t ≥ 2 and define ρε : V → R by ρε(x) := ρ
(
φ(x)−c
ε
)
.
Then the closed (1, 1)-form
ω1 := ω + dd
C(ρεψε)
agrees with ω + ddCψε = −ddCφ˜ on Ω¯ε, and with ω outside Ω2ε. Moreover, for each
v ∈ TV with |v|2 = ω(v, Jv) = 1, the previous estimates yield
ω1(v, Jv) ≥ ω(v, Jv)− ‖ρεψε‖C2(Ω2ε) ≥ 1− C ′NεN−n−2
with constants C ′N not depending on ε. Choosing N := n+3 and ε sufficiently small,
we can arrange ω1(v, Jv) ≥ 1/2, so ω1 is a Ka¨hler form and the restriction φ1 of φ˜
to the domain W1 := Ω¯ε is the desired extension of φ. 
Proof of Proposition 3.8. Step 1. Let φ1 : W1 = {φ1 ≤ c1} → R and ω1 be the
extensions provided by Lemma 3.10 and rename φ1, ω1 back to φ, ω. We pick a value
c′ ∈ (c, c1) and set W ′ := {φ ≤ c′}, ∆′ := ∆ ∩ (V \ IntW ′}. After adding a constant
to φ, we may assume without loss of generality that c′ = −1.
For the following, we need some notation from [4]. On Cn with complex coordinates
zj = xj + iyj , we introduce the functions
r :=
√
x21 + · · ·+ x2n + y2k+1 + · · ·+ y2n, R :=
√
y21 + ·+ y2k,
and for some fixed a > 1 the standard i-convex function
ψst(r, R) := ar
2 −R2.
For ε > 0 we define the subsets
Hε := {R ≤ 1 + ε, r ≤ ε}, Hyε := Hε ∩ {x = 0},
Uε := {1− ε ≤ R ≤ 1 + ε, r ≤ ε}, Uyε := Uε ∩ {x = 0},
Dk := {R ≤ 1, r = 0}.
Step 2. Using [4, Theorem 5.53], we find a real analytic embedding f : Hyε →֒ V
such that f(Dk) = ∆′, and φ ◦ f agrees with ψst to first order along ∂Dk. Moreover,
by property (ii) in Lemma 3.10 we can arrange that f ∗dCφ = 0 near ∂Dk.
We extend f uniquely to a holomorphic embedding F : (Hε, i) →֒ (V, J) (for some
possibly smaller ε > 0) and set ψ := φ ◦F : Uε → R. Then for any z ∈ ∂Dk and v ∈
TzH
y
ε = iR
n we have dzψ(v) = dzψst(v) and dzψ(iv) = (f
∗dCφ)(v) = 0 = dzψst(iv),
so the i-convex functions ψ and ψst agree to first order at points of ∂D
k. According
to [4, Proposition 3.26], there exists an i-convex function ϑ : Uε → R which agrees
with ψ near ∂Uε, and with ψst on Uδ for some δ < ε. Moreover, according to [4,
Remark 3.27 (ii)], the conditions dCψ|Uyε = dCψst|Uyε = 0 imply dCϑ|Uyε = 0. Hence,
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after replacing φ by ϑ◦F−1 on F (Uε) and shrinking ε, we may assume that F ∗φ = ψst
on Uε.
Step 3. After real analytic approximations using [4, Theorem 5.53], we may assume
that φ and ω are real analytic on F (Hε). Then F
∗ω is a real analytic Ka¨hler form
on Hε which vanishes on H
y
ε . By Lemma 3.7, there exists a unique real analytic
function ψ′ : Hε → R (for some possibly smaller ε) satisfying
−ddCψ′ = F ∗ω, ψ′|Hyε = ψst|Hyε ,
∂ψ′
∂yj
∣∣∣
H
y
ε
= 0 for all j = 1, . . . , n.
Thus ψ′ agrees with ψst to first order along H
y
ε . Moreover, since −ddCψst = F ∗ω on
Uε by Step 2, uniqueness of ψ
′ implies that ψ′ = ψst on Uε.
Again by [4, Proposition 3.26], there exists an i-convex function ϑ′ : Hε → R which
agrees with ψ′ near ∂Hε, and with ψst on Hγ ∪ Uε for some γ < ε. Let φ′ : W ′ ∪
F (Hε)→ R be the J-convex function which equals φ on W ′, and ϑ′ ◦F−1 on F (Hε).
By construction, −ddCφ′ extends by ω to a Ka¨hler form ω′ on V which equals ω
outside U . Moreover, F ∗φ′ = ψst on Hγ.
Step 4. According to [4, Corollary 4.4], there exists an i-convex function ψ˜ : Hγ → R
with the following properties:
• ψ˜ = ψst near ∂Hγ ;
• ψ˜ has a unique index k critical point at the origin whose stable disc is Dk;
• ψ˜|Dk < −1.
Let φ˜ : W ′ ∪ F (Hε) → R be the J-convex function which equals ψ˜ ◦ F−1 on F (Hγ)
and φ′ outside, and set W˜ := {φ˜ ≤ −1}. By construction, we have W˜ ⊂ U and
W ⊂ Int W˜ . Moreover, −ddCφ˜|
W˜
extends by ω′ to a Ka¨hler form ω˜ on V which
equals ω outside U . This concludes the proof of Proposition 3.8. 
For the proof of Theorem 1.5, we will need the following refinement of Proposition 3.8
in the presence of an ambient Weinstein structure.
Proposition 3.11. Let (V, J) be a complex manifold equipped with a Weinstein
structure (ω,X, φ) such that ω is a Ka¨hler form for J . Let W = {φ ≤ c} ⊂ V be a
J-convex domain such that φ|W is defining and J-convex and W(W,J, φ) = (ω,X, φ)
on W . Let ∆ ⊂ V \ IntW be a real analytic stable disc of an index k critical point
p of (V, ω,X, φ) on the first critical level above c.
Then for every open neighborhood U of W ∪ ∆ there exists a Weinstein structure
(ω˜, X˜, φ˜) on V and a J-convex domain W˜ = {φ˜ ≤ c˜} ⊂ U such that
• W ⊂ Int W˜ and (ω˜, X˜, φ˜) = (ω,X, φ) on W ;
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• φ˜|
W˜
is defining and J-convex and W(W˜ , J, φ˜) = (ω˜, X˜, φ˜) on W˜ ;
• ω˜ is a Ka¨hler form for J ;
• the Weinstein structures (ω˜, X˜, φ˜) and (ω,X, φ) agree outside U , have the
same critical points, and are Weinstein homotopic via a homotopy with fixed
critical points and fixed on W as well as outside U .
Proof. As in Steps 1-3 of the proof of Proposition 3.8, we construct a J-convex
function φ′ : U ′ → R on a neighborhood U ′ ⊂ U of W ∪ ∆ with the following
properties:
• φ′ = φ on W ∪∆;
• −ddCφ′ = ω|U ′;
• p is the unique critical point (of index k) of φ′ in U ′ \W with stable disc ∆.
According to [4, Proposition 12.14], there exists a Weinstein structure (ω,X ′′, φ′′)
on V which agrees with (ω,X, φ) outside U and with (ω,X ′, φ′) on a neighborhood
U ′′ ⊂ U ′ of W ∪∆ such that the Weinstein structures (ω,X ′′, φ′′) and (ω,X, φ) have
the same critical points and are Weinstein homotopic via a homotopy with fixed
critical points, fixed ω, and fixed on W as well as outside U .
Finally, we apply Step 4 of the proof of Proposition 3.8 to modify (ω,X ′′, φ′′) inside
U ′′ to obtain the desired Weinstein structure (ω˜, X˜, φ˜) and J-convex domain W˜ =
{φ˜ ≤ c˜} ⊂ U . 
4. Proofs of the main results
Proof of Theorem 1.5. (a) is a special case of [4, Theorem 13.4].
(b) For the “only if”, suppose that (after an isotopy) f(W ) = W˜ ⊂ Cn is rationally
convex and f ∗i is Stein homotopic to J . By Criterion 3.1, there exists a defining
i-convex function φ˜ : W˜ → R such that −ddCφ˜ extends to a Ka¨hler form ω˜ on Cn.
After applying Lemma 3.4 and rescaling, we may assume that ω˜ = ωst at infinity.
Then Moser’s stability theorem yields a family of diffeomorphisms gt : C
n → Cn with
g0 = id, gt = id at infinity, and g
∗
1ωst = ω˜. Thus gt ◦ f is an isotopy from f to the
symplectic embedding g1◦f : (W, f ∗ω˜) →֒ (Cn, ωst). Moreover, f ∗ω˜ is the symplectic
form of the Weinstein structure W(W, f ∗i, f ∗φ˜), which belongs to the class W(W,J)
by assumption.
For the “if”, suppose that (after an isotopy) f : (W,ω) →֒ (Cn, ωst) is a symplectic
embedding for some (ω,X, φ) ∈ W(W,J). Applying Proposition 3.11 inductively
to sublevel sets of the Weinstein structure (f∗ω = ωst, f∗X, f∗φ) on
(
f(W ), i
)
, we
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construct a Weinstein structure (ω˜, X˜, φ˜) on f(W ) and an i-convex domain W˜ =
{φ˜ ≤ c˜} ⊂ Int f(W ) such that
(i) φ˜|
W˜
is defining and i-convex and W(W˜ , i, φ˜) = (ω˜, X˜, φ˜) on W˜ ;
(ii) ω˜ is a Ka¨hler form for i;
(iii) the Weinstein structures (ω˜, X˜, φ˜) and (f∗ω = ωst, f∗X, f∗φ) agree near
∂f(W ), have the same critical points, and are Weinstein homotopic via a
homotopy with fixed critical points and fixed near ∂f(W ).
Thus −ddCφ˜ extends via ω˜ to a Ka¨hler form on f(W ), and from there via ωst to a
Ka¨hler form on Cn, so by Criterion 3.1 the domain W˜ ⊂ Cn is rationally convex.
Since φ˜ has no critical points in f(W ) \ Int W˜ = {c˜ ≤ φ˜ ≤ c}, we find a family of
diffeomorphisms ft :W →Wt onto sublevel sets of φ˜ such that f0 = f and W1 = W˜ .
Hence the pullback Weinstein structure W(W, f ∗1 i, f
∗
1 φ˜) = f
∗
1 (ω˜, X˜, φ˜) is homotopic
to f ∗(ω˜, X˜, φ˜), which by property (iii) is homotopic to (ω,X, φ) ∈ W(W,J). By [4,
Theorem 15.2], this implies that the Stein structures f ∗1 i and J are Stein homotopic.
(c) For the “only if”, suppose that (after an isotopy) f(W ) = W˜ ⊂ Cn is polyno-
mially convex and f ∗i is Stein homotopic to J . By Criterion 3.1, there exists an
exhausting i-convex function φ˜ : Cn → R such that W˜ = {φ˜ ≤ 0}. After applying
Lemma 3.4, we may assume that φ˜ = φst at infinity. Then Moser’s stability theorem
yields a family of diffeomorphisms gt : C
n → Cn with g0 = id, gt = id at infinity, and
g∗1ωst = ω˜ := −ddCφ˜. Thus gt ◦ f is an isotopy from f to the symplectic embedding
f˜ := g1 ◦ f : (W, f ∗ω˜) →֒ (Cn, ωst). Moreover, f ∗ω˜ is the symplectic form of the We-
instein structure W(W, f ∗i, f ∗φ˜), which belongs to the class W(W,J) by assumption.
Finally, note that the push-forward Weinstein structure f˜∗W(W, f
∗i, f ∗φ˜) extends to
the Weinstein structure g∗1W(C
n, i, φ˜) on the whole Cn which is standard at infinity.
This Weinstein structure is homotopic via g∗tW(C
n, i, φ˜) to W(Cn, i, φ˜), and hence
belongs to the class W(Cn, i).
For the “if”, suppose that (after an isotopy) f : (W,ω) →֒ (Cn, ωst) is a symplectic
embedding for some (ω,X, φ) ∈W(W,J), and the push-forward Weinstein structure
(f∗ω = ωst, f∗X, f∗φ) extends to a Weinstein structure (ω1, X1, φ1) on the whole C
n
which is homotopic to the standard Weinstein structure (ωst, X0, φ0) = W(C
n, i, |z|
2
4
)
via a Weinstein homotopy (ωt, Xt, φt). According to [4, Theorem 15.3], after com-
posing the φt with a convex increasing diffeomorphism g : R → R, there exists a
family of diffeomorphisms ht : C
n → Cn, t ∈ [0, 1], with h0 = id such that
(i) the functions φt ◦ h−1t : Cn → R are i-convex;
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(ii) the paths of Weinstein structures (ωst, Xt, φt) and W(C
n, h∗t i, φt) are homo-
topic with fixed functions φt and fixed at t = 0.
Thus ft := ht ◦ f : W →֒ Cn is a smooth isotopy from f0 = f to an embed-
ding f1 whose image f1(W ) = h1
(
f(W )
)
is a sublevel set {φ1 ◦ h−11 ≤ c} of the
i-convex function φ1 ◦ h−11 : Cn → R, and hence polynomially convex by Crite-
rion 3.2. Due to property (ii) at t = 1, the Weinstein structures W
(
f(W ), h∗1i, φ1
)
and (ω1, X1, φ1) on f(W ) = {φ1 ≤ c} are homotopic with fixed function φ1. There-
fore, the pullback Weinstein structure W(f ∗1 i, φ1 ◦ f) = f ∗W
(
f(W ), h∗1i, φ1
)
is ho-
motopic to f ∗(ω1, X1, φ1) = (ω,X, φ) ∈W(W,J). By [4, Theorem 15.2], this implies
that the Stein structures f ∗1 i and J are Stein homotopic. 
Proof of Theorem 1.7. The result is a consequence of Theorem 1.5 and the h-principle
for Lagrangian caps in [9]. Let (W,J) be a flexible Stein domain of complex dimen-
sion n ≥ 3, and f : W →֒ Cn a smooth embedding such that f ∗i is homotopic to
J through almost complex structures. Let (ω,X, φ) ∈ W(W,J) be an associated
flexible Weinstein structure on W . According to [9, Corollary 6.3], the embedding
f is isotopic to a symplectic embedding f˜ : (W,ω) →֒ (Cn, ωst). Hence, by Theo-
rem 1.5(b), the embedding f is isotopic to a deformation equivalence onto a rationally
convex domain.
Now suppose in addition that Hn(W ;G) = 0 for every abelian group G. Let W˜ :=
(ωst, X˜ := f˜∗X, φ˜ := φ ◦ f˜−1) be the push-forward Weinstein structure on W˜ :=
f˜(W ) ⊂ Cn. According to Lemma 2.1, the defining function φ˜ : W˜ → R extends
to a Morse function φ̂ : Cn → R without critical points of index > n which equals
φ̂(z) = |z|2 at infinity. By [4, Theorem 13.1], we can extend the Weinstein structure
W˜ to a flexible Weinstein structure Ŵ = (ω̂, X̂, φ̂) on Cn such that the forms ω̂
and ωst are homotopic rel W˜ as non-degenerate 2-forms. According to [4, Theorem
14.5], the two flexible Weinstein structures Ŵ and Wst are homotopic. Hence, by
Theorem 1.5(c), the embedding f is isotopic to a deformation equivalence onto a
polynomially convex domain. 
For the proof of Corollary 1.8, we need the following lemma about Weinstein struc-
tures.
Lemma 4.1. Let Wt = (ωt, Xt, φt), t ∈ [0, 1], be a Weinstein homotopy on D∗L with
Liouville forms λt = iXtωt such that W0 = W(D
∗L, JGrauert, φGrauert) is the Weinstein
structure associated to a Grauert tube. Then there exists an isotopy of submanifolds
Lt ⊂ D∗L starting with the zero section L0 such that λt|Lt is exact for all t ∈ [0, 1].
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Proof. Set W := D∗L and consider the contact structures ξt := ker(λt|∂W ) on its
boundary. By Gray’s stability theorem, there exist diffeomorphisms gt : ∂W → ∂W
with g∗t ξt = ξ0. After extending the gt to diffeomorphisms of W and replacing Wt by
their pullbacks, we may hence assume that ξt = ξ for all t. Pushing down by the flows
of −Xt for suitable times, we then find embeddings ht : W →֒ W onto domains with
Wt := ht(W ) with ∂Wt transverse to Xt such that h
∗
tλt = h
∗
0λ0 near ∂W for all t.
Note that the zero section L0 = h0(L0) is contained in W0 and h
∗
0λ0|L0 = λ0|L0 = 0.
By Moser’s stability theorem (in the form stated in [4, Theorem 6.8]), there exist
compactly supported diffeomorphisms ft : W → W with f0 = id such that f ∗t h∗tλt −
h∗0λ0 = dρt for compactly supported functions ρt : W → R. Then the manifolds
Lt := ht ◦ ft(L0) ⊂Wt ⊂W satisfy
(ht ◦ ft)(λt|Lt) = (f ∗t h∗tλt)|L0 = (h∗0λ0 + dρt)|L0 = (dρt)|L0,
and hence λt|Lt is exact for all t ∈ [0, 1]. 
Proof of Corollary 1.8. Let L be a closed n-dimensional manifold.
(a) It is well known (see [4, Proposition 2.5]) that every totally real submanifold
L ∼= L′ ⊂ Cn has a tubular neighborhood which is a Grauert tube of L. Conversely,
suppose that (D∗L, JGrauert) is deformation equivalent to an i-convex domain W ⊂
Cn. Pick any defining i-convex function φ : W → R. By Lemma 4.1, W contains
a submanifold diffeomorphic to L which is Lagrangian for ω = −ddCφ, hence in
particular i-totally real.
(b) is a special case of Theorem 1.5(b), in view of Weinstein’s Lagrangian neighbor-
hood theorem and Lemma 4.1.
(c) follows immediately from the vanishing of Hn(W ;G) for polynomially convex
domains stated in Theorem 1.3. 
References
[1] A. Andreotti and R. Narasimhan, A topological property of Runge pairs, Ann. of
Math. 76, 499–509 (1962).
[2] F. Bourgeois, T. Ekholm and Y. Eliashberg, Effect of Legendrian Surgery, Geom. &
Topol. 16 (2012) 301–389.
[3] H.J. Bremermann, U¨ber die A¨quivalenz der pseudokonvexen Gebiete und der Holomor-
phiegebiete im Raum von n komplexen Vera¨nderlichen, Math. Ann. 128, 63–91 (1954).
[4] K. Cieliebak and Y. Eliashberg, From Stein to Weinstein and Back – Symplectic Geom-
etry of Affine Complex Manifolds, Colloquium Publications Vol. 59, Amer. Math. Soc.
(2012).
[5] F. Docquier and H. Grauert, Levisches Problem und Rungescher Satz fu¨r Teilgebiete
Steinscher Mannigfaltigkeiten, Math. Ann. 140(1960), 94–123.
THE TOPOLOGY OF RATIONALLY AND POLYNOMIALLY CONVEX DOMAINS 23
[6] J. Duval and N. Sibony, Polynomial convexity, rational convexity, and currents, Duke
Math. J. 79, 487–513 (1995).
[7] Y. Eliashberg, Topological characterization of Stein manifolds of dimension > 2, Inter-
nat. J. Math. 1, no. 1, 29–46 (1990).
[8] Y. Eliashberg and M. Gromov, Convex Symplectic Manifolds, Proceedings of Symposia
in Pure Mathematics, vol. 52, Part 2, 135–162 (1991).
[9] Y. Eliashberg and E. Murphy, Lagrangian caps, Geom. and Funct. Anal. 23, no. 5, 1483–
1514 (2013).
[10] F. Forstnericˇ, Complements of Runge domains and holomorphic hulls, Mich. Math. J. 41,
297–308 (1994).
[11] H. Grauert, On Levi’s problem and the imbedding of real-analytic manifolds, Ann. of
Math. (2) 68, 460–472 (1958).
[12] V. Guillemin and A. Pollack, Differential Topology, Prentice-Hall, Englewood Cliffs, New
Jersey (1974).
[13] A. Hatcher, Algebraic Topology, Cambridge University Press (2002).
[14] D. Huybrechts, Complex Geometry, Springer (2005).
[15] E. Levi, Studii sui punti singolari essenziali delle funzioni analitiche di due o piu` variabili
complesse, Annali di Mat oura ed appl. 17, 61–87 (1910).
[16] J. Milnor, Whitehead torsion, Bull. Amer. Math. Soc. 72, 358–426 (1966).
[17] S. Nemirovski, Finite unions of balls in Cn are rationally convex, Russian Math. Surveys
63, no. 2, 381–382 (2008).
[18] F. Norguet, Sur les domaines d’holomorphie des fonctions uniformes de plusieurs vari-
ables complexes (Passage du local au global), Bull. Soc. Math. France 82, 137–159 (1954).
[19] K. Oka, Sur les fonctions analytiques de plusieurs variables IX: Domaines finis sans point
critique inte´rieur, Jap. J. Math. 23, 97–155 (1953).
[20] S. Smale, On the structure of manifolds, Amer. J. of Math. 84, 387–399 (1962).
[21] E.L. Stout, Polynomial convexity, Progress in Mathematics 261, Bı¨rkha¨user (2007).
Kai Cieliebak, Institut fu¨r Mathematik, Universita¨t Augsburg, Germany
Yakov Eliashberg, Department of Mathematics, Stanford University, USA
