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Here, in order to design optimal algorithms and to study this trade-o , we proceed in a di erent way. Given the number of rounds, we try to determine (at least to nd a tight estimation of) the minimum transmission cost of any algorithm realizing the communication pattern within this given number of rounds. A general theoretical study about such a tradeo has almost never been done (except in 5]) and therefore no optimal protocol was known but in the case of short or large messages, by optimizing only the leading term.
The determination of the minimum transmission cost of an algorithm using a given number of rounds appears to be a di cult problem. So, we restrict ourselves to the communication scheme called broadcasting, where a single source has to send the same message of length L to all the other nodes in the network. We also assume that links are full-duplex (i.e.
there is a bidirectional link between each pair of node) and that a node can simultaneously send and receive data on at most k?ports. We consider the case where the network is the complete graph K N and we assume that N = (k + 1) T , as this is the maximum number of nodes which can be informed in T rounds. With these hypotheses, any broadcast algorithm needs at least T rounds.
In this paper, we study the antinomy between the number of rounds and the transmission cost. When the number of rounds is small, more exactly of the form T + r with r log k+1 (T )+1, we show that an estimation of the transmission cost is given by an exponential decrease The article is organized as follows. In section 2 we give the de nitions and hypotheses and show why our study is valid for both the store-and-forward and the circuit-switched routing modes. We also introduce a function allowing to study the trade-o issue formally. In section 3 we give an upper bound for broadcasting with a few extra rounds, while we derive tight lower bounds in section 4. Other tight bounds for many extra rounds are derived in section 5. In conclusion we summarize our results and discuss their applications. 
INRIA
The function de ned below will be useful to derive a relation between the number of rounds and the transmission cost.
De nition 2 Let G be a xed network and T the minimum number of rounds for broadcasting in G. Then Note at last that any algorithm using r + 1 rounds can emulate an algorithm using r rounds by sending empty messages during its last round, so f(G; 1; r + 1) f(G; 1; r). 2 Remark 5 As f(G; L; r) is linear in L, we will consider w.l.o.g. that L = 1. Hypothesis 6 We consider the case of the complete graph K N with N nodes.
Note that the behaviour of f(G; 1; r) strongly depends on the topology of network G.
Any link con ict is avoided in the complete graph. Therefore we will derive lower bounds valid for every network with N nodes. Moreover, as each pair of vertices can communicate RR n 3827 in the complete graph, the study is also valid for both the store-and-forward and the circuitswitched routing modes.
Finally, in order to simplify computations we will assume that:
Hypothesis 7 Under the k-ports communication mode, N = (k + 1) T . This is not avery restrictive hypothesis, as N is thereby the maximum number of nodes which can be informed by a broadcast protocol completing in T communication rounds.
With all these hypotheses, we give in the next sections results on f(K N ; 1; r), with N = (k + 1)
T , that will be denoted simply by f T (r).
With this notation, we have immediately:
Proof. As N = (k + 1) T , every node other than the source can be informed only once during the T rounds and must receive the whole message whose length is 1. Hence, the size of any message sent during any round must be equal to 1, and so f T (0) 0. A greedy algorithm matching this bound can be de ned as follows. During T rounds every informed node sends the whole message to k not yet informed nodes. The broadcast is thus completed and the resulting transmission cost is T. 2 3 Upper bound for broadcasting with a few extra rounds
Here, we construct inductively algorithms for broadcasting with r extra rounds. We initiate the induction by using the greedy broadcast algorithm given in Proposition 8.
Lemma 9 : maximum size of the messages sent during round t, L t = P t i=1 l t : transmission cost after the rst t rounds, i t : total information received during the round t, I t = P t i=1 i t : total information received after the rst t rounds, and by convention, L 0 = I 0 = 0.
Preliminaries
To study the transmission cost once some vertices have already been informed, we need a to consider particular protocols where a given number s of sources can simultaneously broadcast information, and which we call broadcast protocols with s sources. Lemma Proof. The following holds for each round t + 1 such that t 0.
At most sN t nodes can send messages, hence i t+1 k(sN t )l t+1 . Let i(x; t) be the total information received by node x after t rounds. The information sent by the sources is at most s(kl t+1 ) and each of the other nodes can send no more than what it has already received, hence i t+1 s(kl t+1 )+k P x2G i(x; t) = skl t+1 +kI t . So for every t such that 0 t T, we have:
I t+1
(k + 1)I t + ksl t+1 (3) Note that the lemma is true for t = 1, as we have N 0 = 1, I 0 = 0, leading to I 1 ksl 1 = sl 1 (N 1 ? 1) . We assume that it holds for a given t and we prove it for t + 1.
INRIA
We recall that L t+1 is xed. For a protocol with some transmission cost l t+1 at round t + Remark 13 For values of t greater than T + 1, Lemma 11 does not give an accurate estimation of I t . This is due to the fact that for t T + 1, the maximum number of informed nodes is N T , which is much smaller than N t . Nevertheless, lower bounds on f T (r) can still be derived from inequalities (2) and (3), but they are not tight enough and the re ned analyses given in the next sections allow to obtain better results.
Consider a dissemination protocol with one source using T +r rounds. After round T +r, each node must have received a complete message of length 1, hence, if i(x; t) (as in the proof of Lemma 11) denotes the total information received by node x after t rounds, we have for any node x , i(x; T + r) 1 . By summing over all the nodes (except the source) we get the next inequality:
I T +r N T ? 1 (5) Remark 14 Using the fact that any broadcast algorithm using T rounds satis es I T N ? 1, we nd again Proposition 8 from Lemma 11, i.e. the transmission cost L T is at least T. As kl T +1 < 1, a node without information cannot receive enough information during the last round. So, during the rst T rounds each node must receive some information, exactly one message as N = (k + 1) T .
One extra round

INRIA
Let l = min fl t j 1 t T + 1g be the minimum cost of all rounds. We have (T + 1)l L T +1 < T +1 k+1 , so l < 1 k+1 . Now, we distinguish two cases.
The minimum value l is attained for l T +1 . As a vertex can receive at most kl information in round T + 1, then it should be know at least 1 ? kl information after round T and so, according to Proposition 8 we have l t 1 ? kl for 1 t T.
The minimum value l is attained for some t 0 with 1 t 0 T. As the algorithm follows a spanning tree pattern during the rst T rounds, exactly (N t0 ?N t0?1 ) nodes receive at most l information during round t 0 . Let S be the set of all the descendants of these nodes after round T; and note that jSj = (k + 1) T ?t0 (N t0 
Two extra rounds
Before to state a lower bound for two extra rounds, we need to introduce a new notion about the transmission cost.
De nition 16 Given a network G with one source vertex. A transmission algorithm using t rounds is a communication protocol such that:
Initially the source has a message of in nite size, and all the other vertices in G have no information.
During the t rounds of the protocol, each vertex with some information can send k di erent submessages such that each size is not greater than the known information.
At the end of the protocol, i.e. after t rounds, all the vertices in G have received an amount of information at least equal to 1.
Remark 17 Clearly, these transmission constraints are weaker than those for broadcasting.
Indeed, at the end of a transmission protocol, we make no assumption about what message reaches each vertex. We only restrict the nal amount of information in each vertex.
De nition 18 Let g T (r) be the minimal transmission cost of any transmission algorithm for the complete graph K N using T + r rounds.
Property 19 As any broadcast algorithm satis es the transmission constraints, we have f T (r) g T (r).
Our lower bound can now be stated. Proof. From Proposition 10 we have f T (2) T (k+1) 2 + 2 k+1 . We consider an optimal broadcast algorithm using T + 2 rounds.
After the rst round, at least (1 ? kl 1 ) information remains to be broadcast from the source in T + 1 rounds, so l 1 + (1 ? kl 1 
As T=N is small compared to 1=(kT ), combining (6), (7) and (8) Proof. We derive here a lower bound on f T (r) matching the upper bound given by Proposition 10. Let consider a broadcast algorithm using T + r rounds. After round r ? 1 it can be seen as a broadcast protocol with (at most) N r?1 sources. So from inequality (3) with t = T + r ? 1 
2
The above proposition is meaningless when r > log k+1 (T ) as it reduces to f T (r) = ( 1 k ). In the following we investigate this case and we give a better bound.
Proposition 22 For r < T ? 1, f T (r) 2 k .
Proof. We consider a broadcast algorithm using T +r rounds and having a transmission cost strictly less than 2=k, and we show that r T ?1. Let t 0 be the last round after which it remains some information not yet broadcast from the source, hence L t0+1 1=k. After round t 0 , T rounds are necessary to broadcast this last piece of information in the entire network, so t 0 + T T + r and t 0 r. Given the assumption on the total transmission cost, every node must have received some information after the round t 0 + 1, otherwise L T +r L t0+1 + 1=k 2=k. Therefore, we have t 0 + 1 T, leading to r T ? 1. 2 Corollary 23 For log k+1 (T ) + 1 < r < T ? 1 Remark 24 It has been proved that the minimum transmission cost f T (r) decreases exponentially when a small number of extra rounds is used. However, this behaviour stops as soon as r is greater than log k+1 (T ). Indeed, the main cost becomes 2=k. This can be explained as follows: to have an unit length message broadcast in a whole network under the k-ports mode, a transmission cost of 1=k is required to make the message go out from the source and also to make it enter into any other node. We could think that the pipeline techniques could decrease this cost as they should allow to have these two costs covered by each other, in order to go below a total cost of 2=k. Unfortunately, Proposition 22 proves that no pipelined algorithm can be usefull if r < T ? 1. 5 Broadcasting with many extra rounds
In this section, we investigate the case where many extra rounds are used, i.e. with r T ?1.
In this range pipelined protocols are possible and we study how such techniques allow to decrease the transmission cost. Proof. This upper bound follows from an algorithm. In the following Z q will denote the set of integers modulo q. The elements of Z q will be taken in the set f0; 1; : : :; q ? 1g. In the following, we need to de ne a labelling of the arcs to be used in our algorithm. For each node x, for 1 j k and 1 i T, the arc (x; x + j e i ) will be labelled by i. In our algorithm, only arcs labelled by i are used during a round t = i mod T. Now, let U be the set of vertices such that U = fu 2 V (K N ) j u = j e i ; with 1 j k and 1 i Tg. For each node u 2 U, let T 0 (u) be simply the vertex u. Now, for 1 h T, let T h (u) be the tree induced from T h?1 (u) by adding all the possible arcs labelled by (i + h mod T). Thus, T T (u) is a directed spanning tree rooted in u.
Upper bounds: pipelined algorithms
In this way, we have de ned k T arc?disjoint spanning trees and the algorithm mainly consists in pipelining concurrently in each of them. Moreover, to maintain the full use of the bandwidth until the end of the process, the last piece of information is broadcast during the last T rounds using a spanning tree rooted in the source. Now, we describe the algorithm.
The source rst cuts equally its unit length message into kr + 1 distinct submessages, denoted by m l with 1 l kr + 1. For 1 t r, at round t the source sends submessage m (t?1)k+j , for 1 j k, to node u = j e (t mod T ) . When a submessage m l , with 1 l kr, has been sent from the source to a node u 2 U, it is broadcast in T T (u) during the next T rounds (using thereby all the arcs labelled by i at each round t = i mod T). The last submessage m kr+1 is broadcast from the source in the T last rounds, using all the possible arcs labelled by t mod T at round t.
The di erent rounds use the same transmission cost equal to 1=(kr + 1), that is the length of each submessage. This leads to the expected total cost (T + r)=(kr + 1). 2 
Lower bounds
Lemma 26 For any r 0, if f T (r)
T +r kr+1 then f T (r + T)
Proof. Consider an optimal algorithm broadcasting an unit length message in T +(T +r) rounds. After round T, at least (1 ? kL T ) information remains to be broadcast from the source in T + r extra rounds, hence:
Note also that after time T, an amount of (N ? 1 ? I T ) information has to be transmitted on at most k(N ? Our lower bounds have been obtained for complete networks, therefore they are valid for any topology. Conversely, our matching upper bounds derived from our algorithms require strong connectivity to be reached. For example, we can show that the exponential decrease of the transmission cost does not occur in a ring network. However, all routing mechanisms based on the circuit-switched mode can take advantage of our algorithms, due to the additional connectivity provided. In particular, the Wavelength Division Multiplexed (WDM) optical routing can o er full connectivity in various network topologies (see 3, 2]). Our study has thus been fruitfully taken into account in 1] for multi-hop optical ring and mesh networks. Further work should concentrate on other less connected topologies, for which greater lower bounds will arise.
