ABSTRACT Wireless communication at near-capacity transmission throughputs is facilitated by employing sophisticated Error Correction Codes (ECCs), such as turbo codes. However, real-time communication at high transmission throughputs is only possible if the challenge of implementing turbo decoders having equally high processing throughputs can be overcome. Furthermore, in many applications, turbo decoders are required to have the flexibility of supporting a wide variety of turbo code parametrizations. This motivates the implementation of turbo decoders using networks-on-chip (NoCs), which facilitate flexible and high-throughput parallel processing. However, turbo decoders conventionally operate on the basis of the Logarithmic Bahl-Cocke-Jelinek-Raviv (Log-BCJR) algorithm, which has an inherently serial nature, owing to its data dependencies. This limits the exploitation of the NoC's computing resources, particularly as the size of the NoC is scaled up. Motivated by this, we propose a novel turbo decoder algorithm, which eliminates the data dependencies of the Log-BCJR algorithm and, therefore, has an inherently parallel nature. We show that by jointly optimizing the proposed algorithm with the NoC architecture, a significantly improved utility of the available computing resources is achieved. Owing to this, our proposed turbo decoder achieves a factor of up to 2.13 higher processing throughput than a Log-BCJR bench marker.
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I. INTRODUCTION
During the last two decades, wireless communication has been revolutionized by turbo codes [1] and other iterative ECCs, such as Low Density Parity Check (LDPC) [2] and Repeat Accumulate (RA) codes [3] . Like these other iterative ECCs, turbo codes provide resilience to the transmission errors that are caused by noise, interference and fading during wireless communication. This is achieved by using a turbo encoder to process each frame of message bits before their transmission, and then employing a corresponding turbo decoder in the receiver to detect and correct transmission errors. In contrast to non-iterative ECCs, the error correction capability of turbo codes is so strong that they facilitate reliable communication, even when employing a transmission throughput that closely approaches the theoretical capacity of the wireless channel. However, in order to facilitate realtime communication with a high transmission throughput, the turbo encoder and decoder must be designed to have equally high processing throughputs. This is a particular challenge when designing the turbo decoder, since its complexity is typically much higher than that of the encoder, which is almost insignificant in comparison. Furthermore, in many wireless communication applications, the design of turbo decoders with high processing throughputs is complicated by the requirement to support numerous different turbo code parametrizations. For example, the turbo decoder employed by the Long Term Evolution (LTE) standard [4] for cellular telephony is required to support 188 different parametrizations, each corresponding to a different message frame length in the range spanning from 40 to 6144 bits. Furthermore, state-of-the-art mobile devices typically support numerous wireless communication standards, each employing different turbo code parametrizations, or different iterative ECCs altogether. This motivates the employment of high-throughput Application-Specific Instruction-set Processors (ASIPs), allowing mobile devices to flexibly employ the same hardware to implement various turbo decoders and other iterative ECC decoders.
In recent years, the continued scaling of integration technologies has enabled the implementation of hundreds or even thousands of ASIPs within a single Integrated Circuit (IC), hence facilitating flexible high-throughput processing. However, to avoid a bottleneck the structure of interconnecting these ASIPs has to be carefully designed. This becomes a particular challenge as the amount of inter-ASIP communication is increased beyond the bandwidth of classical models of on-chip interconnection, such as point-to-point and bus-based connections. This motivates a NoC architecture [5] , which comprises a network of ASIPs, each having a router that is connected to those of the neighboring ASIPs. Communication among the ASIPs is achieved using packet-switching, whereby the messages are dynamically routed from the source ASIP to the destination ASIP along a path formed of interconnected routers. Recently, NoCs have been proposed [6] - [9] as the basis of multi-core ICs for implementing flexible, high-throughput turbo decoders. These efforts have focused on optimizing the NoC architecture to suit the Log-BCJR algorithm [10] , [11] , which is the basis of a conventional turbo decoder's operation. However, in this paper we show that the inherently-serial nature of the Log-BCJR algorithm's data dependencies results in a low utility of a NoC's computing resources, as the number of ASIPs is scaled up.
Against this background, this paper proposes a novel turbo decoding algorithm, which eliminates the data dependencies of the Log-BCJR algorithm. This grants the turbo decoder an inherently-parallel nature, which is better suited to NoCimplementations. In particular, we propose a novel technique for self-regulating the exchange of information within the NoC, in order to avoid congestion. More specifically, rather than adhering to rigidly-defined schedules like that of the conventional Log-BCJR turbo decoding algorithm, the operation of each ASIP in the NoC is adapted in response to the delivery of information across the NoC. Each ASIP makes the most beneficial and timely use of the delivered information, hence maximizing the quality of the information that it generates for delivery over the NoC. The delivery of that information to the connected ASIP stimulates its operation, causing the schedule to cascade organically, with the processing stimulating the networking and the networking stimulating the processing. Compared to the classic Log-BCJR benchmarker, the proposed turbo decoder achieves a significantly improved utility of the NoC's computing resources. Owing to this, our proposed turbo decoder achieves a significantly higher processing throughput than the Log-BCJR benchmarker, particularly as the number of ASIPs in the NoC is scaled up.
The rest of this paper is organized as follows. Section II reviews our previous work [12] - [15] on the fully-parallel turbo decoder, which forms the basis of the proposed algorithm. Following this, our novel NoC-optimized turbo decoding algorithm is proposed in Section III of this paper. Furthermore in Section IV of this paper, we propose a NoC architecture, which we jointly optimize with the proposed turbo decoding algorithm. We present our simulation results in Section V, before we offer our conclusions in Section VI.
II. BACKGROUND
In this section, we provide a background discussion on the computations performed by the fully-parallel turbo decoding algorithm of our previous work [12] - [15] , which serve as the basis of the novel NoC-optimized turbo decoding algorithm of Section III. We commence by introducing our notation in Section II-A. The schematic of a turbo decoder is described in Section II-B. Following this, Section II-C describes the preprocessing invoked for initializing the turbo decoder. The proposed NoC-optimized turbo decoding algorithm of Section III operates on the basis of algorithmic blocks, which are described in Section II-D.
A. PRELIMINARIES
In this section, we introduce the notation used throughout this paper when referring to the operation of the LTE turbo encoder and the turbo decoder. k=N +1 . Note that the lower convolutional encoder does not produce any systematic bits. The LTE turbo encoder has a coding rate of R = N /(3N + 12) since it outputs a total of (3N + 12) bits, namely
k=N +1 . Throughout the remainder of this paper, the superscripts 'u' and 'l' are used only when necessary to explicitly distinguish the upper and lower components of the turbo code, but they are omitted when the discussion applies equally to both.
Following their modulation and transmission over a wireless channel, the (3N +12) turbo-encoded bits may be demodulated and provided to the turbo decoder. Owing to the effect of noise in the wireless channel however, the demodulator will be uncertain of the correct values for these turbo-encoded bits. Therefore, instead of providing a hard-valued decision for each bit, the demodulator provides soft-valued decisions, in the form of a priori Logarithmic Likelihood Ratios (LLRs). More specifically, the a priori LLR pertaining to the bit b j,k is defined byb
In this notation, the diacritical bar indicates a soft-valued decision, while the superscript 'a' corresponds to a priori information. In the remainder of this paper, the alternative superscripts 'e' and 'p' are used to indicate extrinsic and a posteriori information, respectively.
B. SCHEMATIC
The algorithm proposed for the NoC implementation of the LTE turbo decoder may be characterized by the schematic of Figure 1 , which is provided with (3N + 12) a priori
k=N +1 . As shown in Figure 1 , these a priori LLRs are input to the algorithmic blocks arranged in two rows, each comprising (N + 3) algorithmic blocks. Here, each algorithmic block operates on the basis of the LTE turbo code's state transition diagram, which is depicted in Figure 2 . 
Note that the first N algorithmic blocks in each row of Figure 1 are interconnected through the interleaver. During the turbo decoding process, these algorithmic blocks operate as described in Section II-D. They exchange LLRs in an iterative manner, which is suited to the implementation of the NoC, as described in Section III. However, before commencing this iterative decoding process, it must initialized using a small amount of preprocessing. More specifically, the last three algorithmic blocks in each row are isolated and only have to be operated once, before the iterative decoding process commences. This may be performed externally to the NoC, as described in Section II-C.
C. PREPROCESSING
Before iterative decoding is commenced, the last three algorithmic blocks in each row of Figure 1 
S k =0 pertains to the M = 8 possible values of the state S k , as shown in Figure 2 . This is achieved using the conventional Log-BCJR's backwards recursion, which commences with the operation of the algorithmic block having the index k = N + 3, before activating the block with index k = N +2 and then concluding with the operation of the block having the index k = N + 1. When operating each of these algorithmic blocks, an a priori metric is computed for each of the transitions in Figure 2 , according tō
where the notation b j (S k−1 , S k ) is defined in the caption of Figure 2 . Following this, an extrinsic backwards metric is computed for each of the M = 8 possible states in Figure 2 , according tō
where the notation c(S k−1 , S k ) is defined in the caption of Figure 2 . This backwards recursion is initialized usinḡ β N +3 = [0, −∞, −∞, . . . , −∞], since termination guarantees having a final state of S N +3 = 0. Note that (3) employs the Jacobian logarithm of [16] , which is defined for two operands as
and may be extended to more operands by exploiting its associative property. The above process generates the state metricsβ N of Figure 1 , which are used throughout the iterative decoding process of Section III. Note that the state metrics α 0 = [0, −∞, −∞, . . . , −∞] are also used throughout the iterative decoding process, since the initial state of S 0 = 0 is guaranteed.
D. ALGORITHMIC BLOCK OPERATION
As described in Section II-B, the proposed turbo decoder algorithm operates the first N algorithmic blocks in each row according to a novel iterative decoding schedule, as will be described in Section III. Regardless of when an algorithmic block is activated during this schedule, its operation follows the same process, as detailed in the following discussion. Whenever the block in the upper row having the index k ∈ {1, 2, 3, . . . , N } is operated during this iterative process, it accepts L = 3 a priori LLRs as inputs, as shown in Figure 1 . More specifically, the block accepts the a priori message LLRb u,a 1,k that has been most recently provided by the interleaver, while the a priori parity and systematic LLRsb u,a 2,k andb u,a 3,k are accepted from the demodulator. By contrast, the block in the lower row having the index k ∈ {1, 2, 3, . . . , N } accepts only L = 2 a priori LLRs when it is operated, namely the a priori message and the a priori parity LLRs b l,a 1,k andb l,a 2,k . Furthermore, each block having the index k ∈ {1, 2, 3, . . . , N } accepts the vector of a priori forward state
S k =0 that have been most recently provided by the neighboring algorithmic blocks. Note that at the start of the iterative decoding process, zero values are employed for the above-mentioned inputs if the interleaver or the neighboring blocks have not yet provided any updated values. The operation of each block having the index k ∈ {1, 2, 3, . . . , N } is completed using the equations provided in (5) - (8) . More specifically, (5) is employed for combining the inputs, in order to obtain an a posteriori metricδ(S k−1 , S k ) for each transition in the state transition diagram of Figure 2 . These a posteriori transition metrics are then combined by (6), (7) and (8), in order to produce the vector of extrinsic forward state metrics
and the extrinsic message LLRb e 1,k , respectively. These extrinsic state metrics are provided for the neighboring algorithmic blocks, while the extrinsic message LLRb e 1,k is provided for the interleaver π, so that it can be delivered to a block in the other row and used as an a priori message LLR, whereb l,a 1,k =b u,e 1,π (k) .
III. TURBO DECODING ALGORITHM PROPOSED FOR NoC IMPLEMENTATION
In this section, we propose our novel NoC-optimized algorithm for the implementation of the LTE turbo decoder [4] . This is achieved by scheduling the computations of the algorithmic blocks described in Section II-D in a manner that is particularly suited to NoC operation. This is possible, since the algorithmic blocks of Section II-D are not bound by a strict scheduling that requires their operation according to forward and backward recursions, as in the conventional Log-BCJR turbo decoding algorithm [17] . In our previous work [12] - [15] , this property was exploited to achieve fully-parallel operation, in which all algorithmic blocks are operated concurrently, in every clock cycle. More specifically, while [12] introduced the fully-parallel turbo decoding algorithm, [13] - [15] considered the implementation of that algorithm in Application Specific Integrated Circuit (ASIC), Field Programmable Gate Array (FPGA) and Graphical Processing Unit (GPU) applications, respectively. In contrast to this previous work, the novel scheduling proposed in this section is specifically designed for mapping onto an NoC, in which each ASIP performs the operations of Section II-D for different algorithmic blocks in different Clock Cycles (CCs). In particular, the proposed scheduling self-regulates the exchange of information within the NoC, in order to avoid congestion, where the operation of each ASIP in the NoC is adapted in response to the arrival of information delivered by the NoC. More specifically, rather than scheduling the operation of the algorithmic blocks according to strict forward and backward recursions, the proposed turbo decoder algorithm schedules their operation according to the exchange of information within the NoC. Here, the operation of the algorithmic blocks generates information for delivery over the NoC, while the delivery of that information to the connected algorithmic blocks stimulates their operation and so on. In this way, the processing stimulates the networking and the networking stimulates the processing, causing the schedule to grow organically.
As described in Section II-B, the iterative decoding process of the proposed turbo-decoding algorithm may be completed using an NoC, comprising an interconnected network of Intellectual Property (IP) cores. Here, each IP core is responsible for the operation of a different subset of the first N algorithmic blocks in each row of Figure 1 . We refer to these subsets as windows, with each window comprising K number of adjacent algorithmic blocks, as shown in Figure 3 .
We assume that the IP cores are sufficiently powerful or are specifically designed for requiring only a single clock cycle for completing the processing of (5) - (8) for a single algorithmic block, as detailed in Section II-D. Note however that this implies that multiple algorithmic blocks within the same window cannot be operated concurrently. During the first (2K − 1) CCs, the iterative decoding process is initialized by performing a forward recursion and then a backward recursion within each window of the upper row. More specifically, as shown in Figure 3(a) , the forward recursion invokes the operations of Section II-D for the j th algorithmic block in each window of the upper row during the j th clock cycle, where j ∈ {1, 2, 3, . . . , K − 1}. Following this, the backward recursion invokes the operations of Section II-D for the (2K − j) th algorithmic block during the j th clock cycle, where j ∈ {K , K + 1, K + 2, . . . , 2K − 1}. Note that the extrinsic LLRsb u,e 1,k that are generated during the forward recursion are discarded and that only those obtained during the backward recursion are provided to the interleaver. In the NoC, interleaving is achieved by appropriately routing the extrinsic LLRs between IP cores, which may take several CCs, depending both on the path length and on the level of congestion.
As shown in Figure 3 (b), whenever the interleaving of an extrinsic LLR is completed throughout the remainder of the iterative decoding process, the resultant a priori LLRb a 1,k is immediately processed in that j th clock cycle by the corresponding algorithmic block, as described in Section II-D. However, the resultant extrinsic LLRb e 1,k is not provided to the interleaver, since it is extrinsic tob a 1,k and does not benefit from the corresponding a priori information. Instead, the resultant extrinsic state metric vectorsᾱ k and β k−1 are provided for the adjacent algorithmic blocks, having the indices of k + 1 and k − 1, respectively. In the following (j+1) st clock cycle of Figure 3 (b), one of these extrinsic state metric vectors is processed as described in Section II-D by the corresponding adjacent algorithmic block, provided that it resides within the same window as the block with index k. Here, a random selection is employed, if both adjacent blocks reside within the same window as the block with index k. Finally, it is the extrinsic LLRb e 1,k+1 orb e 1,k−1 produced by this adjacent algorithmic block that is provided for the interleaver. In this way, the delivery of each LLR through the interleaver stimulates the generation of another LLR, dynamically regulating the level of congestion within the NoC.
Owing to the delays imposed by the interleaver, there may be CCs in which none of the algorithmic blocks within a particular window is engaged in the dynamically-regulated process described above. During these CCs, it is still beneficial to perform the operations of Section II-D for the algorithmic blocks within the window, so that information may be propagated using the extrinsic state metrics. In this way, the IP core dedicated to each window is able to perform useful computations in every clock cycle, achieving a hardware resource utility of 100%. Note however that the interleaver The turbo decoding algorithm proposed for NoC implementation. is not provided with the extrinsic LLRs that are produced when operating algorithmic blocks in this way, since this would cause excessive congestion in the NoC. As shown in Figure 3 (c), during these otherwise-unutilized CCs, priority is given to propagating the information within the a priori LLRb a 1,k that has been most recently provided by the interleaver. This is achieved by performing the operations of Section II-D for the algorithmic blocks within the window in order of decreasing proximity to the k th block, alternating between the blocks in the forward and backward directions. This propagation is halted once all of the blocks in the window have been operated, or if the interleaver VOLUME 4, 2016
provides the window with another a priori LLR, whereupon the above-described process is restarted. When not employing otherwise-unutilized CCs for propagating the information supplied by a priori LLRs, these CCs may be used to propagate information supplied by the adjacent windows. More specifically, when the algorithmic blocks at the adjoining ends of the adjacent windows are operated as described in Section II-D, they will provide updated a priori state metrics α k first −1 orβ k last . Here, k first and k last are the indices of the first and last algorithmic blocks in the window considered. The information provided byᾱ k first −1 may be propagated by using a forward recursion to perform the operations of Section II-D for the algorithmic blocks in the window in ascending order of index k. Likewise, a backward recursion may be employed to operate the algorithmic blocks in decreasing order of index k and propagate the information provided byβ k last . These recursions are halted once all of the blocks in the window have been operated, or if the window is provided with an updated a priori LLR or state metricᾱ k first −1 orβ k last , whereupon the corresponding above-mentioned process is restarted. Following the completion of the iterative decoding process, the a posteriori LLRs {b 
IV. THE NoC PROPOSED FOR TURBO DECODER IMPLEMENTATION
In this section, we propose an NoC platform for implementing the proposed scalable turbo decoding algorithm of Section III. We commence in Section IV-A by providing a brief introduction to the architecture of a typical NoC platform. Following this, Section IV-B describes the topology of the tiles in our proposed NoC platform and the mapping of the windows described in Section III onto these tiles. Finally, the NoC routing employed for implementing the interleaver is described in Section IV-C.
A. NoC ARCHITECTURE
An NoC comprises an on-chip interconnection network between many identical nodes, each of which is so-called a tile. A tile comprises four main components, namely an IP core, a router, Network Interfaces (NIs) and links. The IP cores refer to a block of reusable components, which may be ASIPs, ASICs, FPGAs, CPUs, DSPs or memory, for example. In order to perform inter-tile communications, a router is employed and connected to the local IP core via an NI in each tile, while the routers of different tiles are connected via links, which are typically on-chip wires. The layout pattern of the interconnections between the on-chip components is referred to as the network topology. Many topologies exist in the literature, ranging from the simple shared bus [18] and ring [19] topologies, to more complicated application-specific topologies, such as those of [20] and [21] . The selection of an appropriate topology depends on design constraints such as performance, area, power, locality of traffic and quality of service. Given a particular network topology, routing is responsible for choosing a path between any two communicating nodes, which are referred to as a source-destination pair. The careful selection of an appropriate routing algorithm is crucial for achieving good network performance. An effective routing algorithm has to carefully consider load balancing, throughput, latency, power consumption, fault-tolerance, deadlocks, livelocks and the limited hardware resources available on chip [22] . Although an abundance of routing algorithms have been proposed in the literature [23] , [24] , they are typically classified into three kinds, namely deterministic, oblivious and adaptive [23] .
B. TOPOLOGY AND MAPPING ONTO IP CORES
As shown in Figure 4 (a), we employ a two-dimensional (2D) mesh topology for implementing our proposed turbo decoder NoC, since its regular grid-like structure is particularly suited to fabrication [25] , [26] . Furthermore, the proposed turbo decoder schematic of Figure 1 is also a regular 2D structure, which can therefore be readily mapped to an NoC employing a 2D mesh topology. As shown in Figure 4 (a), a 2D mesh NoC having the dimensions of X by 2Y may be invoked for decoding frames comprising N bits that are decomposed into P number of windows, where XY = P. Accordingly, the unshaded tiles ∈ {1, 2, 3, . . . , XY } and the shaded tiles ∈ {XY + 1, XY + 2, XY + 3, . . . , 2XY } respectively correspond to the upper and the lower decoders of Figure 1 , wherein each tile processes one of the P windows. Note that adjacent windows of algorithmic blocks are mapped to adjacent tiles in Figure 4 (a), according to a pattern that meanders from side to side in the 2D mesh topology.
The 2D mesh is employed to interleave the extrinsic LLRs b e 1,k that are produced by the tiles of Figure 4 (a). These are routed according to the approach of Section IV-C and delivered to the destination tile, where they are used as the a priori LLRsb a 1,k . As described in Section IV-A, each tile includes an IP core, which comprises an ASIP processor and some memory blocks, as shown in Figure 4(b) . In each clock cycle, the ASIP performs the operations of Section II-D for a particular one of the algorithmic blocks in the corresponding window, depending on the delivery of the a priori LLRsb a 1,k , according to the novel schedule described in Section III. More specifically, in each unshaded tile corresponding to the upper decoder, the ASIP processor is designed to process (5) -(8) using L = 3, as detailed in Section II-D. As demonstrated in [13] , the ASIP may complete these calculations for a single algorithmic block within a single clock cycle using 75 adders (some of which are used for maximum or subtraction operations), where the critical path is formed by a chain of 6 adders. (8) with only L = 2, requiring 74 adders with a critical path comprising 6 adders. Accordingly, these tiles do not require memory for storing a priori systematic LLRsb l,a 3,k , as discussed in Section II-D. In addition to these LLRs, each IP core employs another block of memory for storing both the branch metricsδ k , as well as the forward state metricsᾱ k and backward state metricsβ k−1 , as shown in Figure 4(b) . Most of these intermediate variables are produced and consumed within the same window of algorithmic blocks and hence within the same tile. However, as described in Section III, when the k th = first and k th = last algorithmic blocks in a particular window are operated, the resultant sets of M backward state metricsβ k first −1 and M forward state metricsᾱ k last must be provided to the preceding window and the following window, respectively. Compared to the single extrinsic LLRs that are produced at a time by each tile, these sets of state metrics comprise M times as much data, where we have M = 8 in the case of the LTE turbo code. However, this data is only exchanged with a neighboring window and hence with a neighboring tile. Therefore, in order to avoid congestion on the 2D mesh, these sets of state metrics are exchanged using one-hop links between adjacent tiles in our proposed NoC implementation, which are shown as the dotted lines in Figure 4 (a) and 4(b). These single-hop links may be formed using shared registers and links, where the size of the registers will be specified according to the size of the forward and backward state metrics.
C. ROUTING
The router of each tile in the proposed NoC has five bidirectional ports, which are connected to the IP core of that tile and to the routers of its four neighboring tiles, as shown in Figure 4 . These connections form the paths that are used for conveying the extrinsic message LLRsb e 1,k between the tiles associated with the upper and the lower decoders of the proposed turbo decoder algorithm. Note that the tiles residing at the edges or the corners of the NoC mesh have fewer than five ports, as shown in Figure 4 . In each clock cycle, an input may be provided to some or all of a router's ports, and it may provide an output to one of its ports. More specifically, an input will be provided on the port connected to the associated IP core, if it generates an extrinsic extrinsic message LLRb e 1,k during the clock cycle, as described in Section III. Likewise, an input will be provided on a port connected to a neighboring router, if it provides an output on its corresponding port, as will be detailed below. As shown in Figure 4 (c), an input provided on a particular port is passed to a corresponding First In First Out (FIFO) buffer, containing four memory elements, where this number was found to offer a desirable tradeoff between NoC performance and hardware requirement [22] , [27] . If the FIFO buffer is currently empty, then this input will become immediately available at its output. By contrast, if the FIFO buffer is partially full, then the input is stored in the specific memory element representing the end of the queue and the value stored at the start of the VOLUME 4, 2016 queue is made available at the output of the FIFO buffer. Finally, if the FIFO buffer is totally full, then the input is rejected and the credit out signal of Figure 4 (c) is asserted, in order to inform the source of the input. Following this, the crossbar switch of Figure 4 (c) is directed by the routing algorithm to be discussed below for selecting the value at the front of the queue in a particular one of the FIFO buffers. The routing algorithm also directs the crossbar switch to clock the selected value into the output buffer of a particular one of the ports, ready to be provided in the next clock to the associated IP core or a neighboring router, as appropriate. However, if the credit in signal of Figure 4 (c) is asserted by that IP core or neighboring router, then the output buffer is not updated, so that another attempt can be made to pass the rejected value in the next clock cycle.
The router of Figure 4 (c) employs round-robin arbitration, to direct the crossbar switch to select which input FIFO buffer should provide the output of the router in each clock cycle. In successive CCs, round-robin arbitration rotates through each input FIFO buffer in turn, skipping over any that are empty. Furthermore, the router of Figure 4 (c) employs the deterministic Dimension-Ordered Routing (DOR) routing algorithm of [27] , which is also known as XY routing for the 2D mesh topology. As suggested by the terminology, the DOR algorithm transfers the LLRs from the source tile to the destination tile in a dimension-by-dimension manner, which readily guarantees freedom from deadlock. More specifically, if the destination tile of an LLR has a different X co-ordinate to that of its current location, then it is routed in the appropriate X direction. Otherwise, it is routed in the appropriate Y direction, until it reaches its destination. Since the proposed scalable turbo decoder has the feature of having self-regulated network traffic, [27] , [28] showed that the DOR routing algorithm can outperform the most sophisticated-adaptive routing algorithms, such as negative-first [29] , odd-even [30] and DyAD [31] , [32] .
V. RESULTS AND EVALUATION
In this section, we compare the proposed NoC turbo decoder with the application of the conventional Log-BCJR turbo decoder to an NoC. We commence in Section V-A by discussing the differences between the NoC implementation of the proposed turbo decoding algorithm and the conventional Log-BCJR decoding algorithm. Following this, we describe the simulation tools and methodology used for their comparison in Section V-B. Finally, we present the results of our experiments in Section V-C.
A. IMPLEMENTATION OF THE BENCHMARKER
In order to serve as a benchmarker for the proposed NoC turbo decoder, a conventional LTE turbo decoder employing the Log-BCJR algorithm with the PIVI windowing technique [33] was also applied to the proposed NoC of Figure 4 . More specifically, this conventional turbo decoder was implemented using the same topology and mapping as the proposed parallel turbo decoding algorithm, where P tiles are used for each of the upper and lower decoder, with each tile allocated to the processing of one of the P windows in a frame. This approach facilitates a direct and fair comparison, since this topology and mapping does not particularly benefit or impede either algorithm. In the Log-BCJR benchmarker, the IP core in each tile is capable of processing one of the K = N /P bits in the corresponding window per clock cycle. However, in contrast to the proposed turbo decoding algorithm, here the ASIP processor in the IP core is designed to process the conventional Log-BCJR algorithm of (9) - (13), where we have L = 3 for the upper decoder and L = 2 for the lower decoder. Accordingly, each IP core schedules the processing of the bits in the corresponding window across several consecutive CCs, using a conventional Log-BCJR's forward recursion, followed by a backward recursion. More explicitly, during the first (K − 1) CCs of the turbo decoding process, each tile corresponding to the upper decoder performs a forward recursion, in which (9) and (10) are performed for the j th bit in the window during the j th clock cycle, where j ∈ {1, 2, 3, . . . , K − 1}. During the next K CCs, each tile corresponding to the upper decoder performs a backward recursion, in which (11) - (13) are performed for the (2K − j) th bit in the j th clock cycle, where j ∈ {K , K + 1, K + 2, . . . , 2K − 1}. As and when the extrinsic LLRsb u,e 1,k are obtained during the backward recursion, they are routed across the NoC to the tiles of the lower decoder, which may take several CCs. At the corresponding tiles of the lower decoder, these LLRs become the a priori message LLRsb l,a 1,k according to the interleaver π , whereb l,a 1,k =b u,e 1,π(k) . A tile of the lower decoder may begin its forward recursion as soon as the a priori message LLR corresponding to the first bit in the window has been received. However, once the forward recursion has started, it may stall while waiting for each successive a priori message LLR to be received, owing to the data dependencies of the Log-BCJR algorithm. Once a tile of the lower decoder has completed its forward recursion, it may perform the backward recursion during the next K successive CCs, in order to generate extrinsic LLRs to be routed across the NoC. When these LLRs arrive at the corresponding tiles of the upper decoder of Figure 4 (a), they become a priori message LLRs. The rest of the iterative decoding process continues in this manner, where stalls may be incurred during the forward recursions of the tiles corresponding to both the upper and lower decoder.
Note that since the tiles process the windows independently of each other, the processing of one window may begin earlier than another. However, the a priori message LLRs corresponding to a particular window in either the upper or the lower decoder are typically provided from many different windows in the other decoder, owing to the action of the interleaver. This tends to approximately synchronize the processing of the windows in the benchmarker. Owing to this, the throughput of the benchmarker tends to be limited by the longest routes through the NoC, which cause stalls in the forward recursion processing performed throughout the NoC. Note that this bottleneck affecting the benchmarker's The Log-BCJR turbo decoding algorithm.
FIGURE 5. The tool-chain used to evaluate the proposed NoC-optimized turbo decoding algorithm.
processing efficiency is imposed by the data dependencies of the Log-BCJR algorithm, which are eliminated in the proposed NoC-optimized algorithm of Section III.
B. EVALUATION METHODOLOGY
The performance comparison of Section V-C was performed using the tool-chain of Figure 5 . Here, Noxim [34] simulator was modified to simulate the traffic that is produced by the proposed NoC. More specifically, Noxim was configured to simulate the schedules used by the proposed NoC-optimized turbo decoding algorithm of Section III and by the benchmarker Log-BCJR algorithm of Section V-A. In this way, Noxim became able to identify, which specific extrinsic LLRs are generated by each tile in each clock cycle. More specifically, by simulating the routing of these LLRs across the NoC, Noxim could also identify which a priori LLRs are delivered to each tile in each clock cycle and then apply the turbo decoding schedule for determining which extrinsic LLRs are produced in response and when. Note that while Noxim has awareness of when the LLRs are generated and delivered, it does not have awareness of the specific value of these LLRs, since it does not simulate the computations of the turbo decoding algorithms of Sections III and V-A. Instead, the traffic traces generated by Noxim were provided for Matlab simulations of the algorithms, which were programmed to simulate the computations of the algorithms with consideration of when the a priori LLRs become available at each tile. These Matlab simulations were run repeatedly in a Monte Carlo manner, in order to characterize the Bit Error Ratio (BER) performance of the proposed NoC-optimized turbo decoding algorithm, as well as of the benchmarker Log-BCJR algorithm. More specifically, after each iteration of each run of each algorithm, our simulation recorded the number of decoding errors observed and the number of CCs that have elapsed so far. By averaging across the different runs of the algorithms, the BER may be characterized as functions of the number of iterations performed, or equivalently of the number of CCs performed. During the operation of the proposed NoC-optimized turbo decoding algorithm of Section III, the number of 'equivalent iterations' is given by dividing the total number of generated extrinsic LLRs by 2N , noting that some tiles may have generated more extrinsic LLRs than others. In the case of the benchmarker Log-BCJR algorithm of Section V-A, an iteration is completed whenever a complete set of 2N extrinsic LLRs is generated. As shown in Figure 5 , our Noxim simulations are parametrized by the NoC topology, size, and methods of arbitration and routing, which were configured as described in Section IV. Furthermore, our Noxim and Matlab simulations are both parametrized by the frame length N , the window size K and the interleaver design π , as shown in Figure 5 . Here, the standard LTE interleaver designs were employed for all simulations, while the effects of the parameters N and K are investigated in Section V-C.
C. RESULTS AND DISCUSSIONS
In this section, we discuss the results of the comparison between the proposed NoC turbo decoder and the application of the conventional Log-BCJR turbo decoder to an NoC. The hardware resource utility achieved by both implementations is discussed in Section V-C1, while their error correction capability is discussed in Section V-C2. × 100%, the error correction capability is represented by the E b /N 0 value where a BER of 10 −4 is achieved and the throughput is indicated by the CCs used in order to achieve the BER of 10 −4 . In each case, BPSK modulation is employed for communication over an AWGN channel. for performing different numbers of decoding iterations I , when decoding frames having different frame lengths N and window sizes K . As may be expected, the number of CCs required for the benchmarker to complete each iteration grows with the window size K . However, the relationship is not entirely linear, since a larger NoC size typically results in heavier inter-tile traffic, leading to a greater prevalence of stalls, requiring more CCs to complete each iteration than might otherwise be expected. Note that the NoC size employed is in accordance with the ratio of the frame length N and the window size K , as shown in Table 1 . Owing to this, Table 1 shows that a small-size NoC facilitates a higher hardware resource utility for the benchmarker than a largesize NoC for a given frame length N . Here, the utility is quantified as CCs required per I CCs used per I × 100%, where the number of CCs used per I is obtained using the experimental results of Figure 6 (a), while the number of CCs required per I may be obtained as 4K , since a single iteration comprises two halfiterations, which includes a K -clock-cycle forward recursion and a K -clock-cycle backward recursion. Note that although a small-size NoC implementation achieves a better hardware resource utility than a large-size NoC implementation, the required overall CCs per iteration of Figure 6 (a) is typically worse, owing to the employment of a large window size K .
By contrast, our proposed NoC implementation achieves a constant hardware resource utility of 100% all the time, regardless of the frame length N , the window size K and the NoC size. This is due to its elimination of the Log-BCJR data dependencies, allowing it to avoid the stalls that are incurred by the benchmarker. As shown in Figure 6 (b), this advantage of the proposed NoC implementation allows it to complete 1.8 to 2.5 times as many equivalent iterations as the benchmarker in the same number of CCs, when implementing the LTE turbo decoder. Note that this performance gain for the proposed NoC implementation is related more to the NoC size rather than to the window size K , as in the benchmarker implementation. This is because the data dependencies within a window have been eliminated in the proposed NoC implementation. turbo decoder, when employing frame lengths of N = 512 and N = 6144, respectively. In each case, the BER performance is plotted for various window sizes K and for the numbers of CCs that are required for the benchmarker to complete In all cases, Figures 7 and 8 show that within any particular number of CCs, the proposed implementation achieves a superior BER. In the case where N = 512 and K = 4, the proposed implementation using 1300 CCs achieves a superior BER to the benchmarker using 2100 CCs, as shown in Figure 7(a) . This very significant performance gain may be attributed to the avoidance of stalls in the proposed NoC implementation, which allows it to complete around 4 equivalent iterations within the number of CCs required for the benchmarker to complete I = 2 iterations, as shown in Figure 6 (b). Furthermore, as described in Section III, the proposed implementation achieves a higher hardware resource utility than the benchmarker, with the result that each of its equivalent decoding iteration has a greater benefit to the BER than each iteration of the benchmarker. Note however that the gain demonstrated by the proposed implementation for N = 512 and K = 4 diminishes as N or K is increased. For example, in the case where N = 6144 and K = 192, the proposed implementation using 30000 CCs achieves a similar BER to the benchmarker using 58000 CCs, as shown in Figure 8(b) .
2) ERROR CORRECTION CAPABILITY
Note that in conventional PIVI-based Log-BCJR LTE turbo decoders, it is necessary to synchronize the processing within the algorithmic blocks in order to avoid error correction performance degradation. However, in a NoC implementation, the requirement to synchronize the processing of the algorithmic blocks causes stalls, which temporarily prevent decoding progress from being made and which lead to a poor resource utility. By contrast, the novel scheduling of the proposed NoC implementation eliminates stalls, by removing the requirement to synchronize the processing of the algorithmic blocks. This allows the proposed implementation to maintain 100% resource utility and to make more decoding progress within a particular amount of time, leading to the BER gains shown in Figures 7 and 8 . Table 1 quantifies the average number of CCs required by the proposed and benchmarker NoC implementations of the LTE turbo decoder to achieve a BER of 10 −4 at the E b /N 0 value, where this achieved by the Log-BCJR turbo decoder employing I = 8 decoding iterations. For all combinations of the frame length N and the window size K considered, the proposed NoC implementation can be seen to require significantly fewer CCs than the benchmarkers, for the reasons discussed above. The throughput of these NoC implementations is proportional to the reciprocal of the number of CCs that they employ. In accordance with this, Table 1 quantifies the throughput gain that is offered by the proposed NoC implementation over the benchmarker. This throughput gain is as high as 213% for the case where N = 512 and K = 4. For most other combinations of N and K , the throughput gains offered by the proposed NoC implementation is several tens of percent.
VI. CONCLUSIONS
Owing to their programmable arrangement of high-performance IP cores, NoCs hold the promise of facilitating turbo decoders that can flexibly support different frame lengths with high throughputs. In this paper, we have proposed a novel NoC implementation of the LTE turbo decoder. This implementation is based upon a novel algorithm that dispenses with the serial data-dependencies of the Log-BCJR algorithm, which otherwise cause frequent stalls in NoC implementations. By avoiding these stalls, our proposed NoC implementation achieves a significantly higher hardware resource utility than a benchmarker NoC implementation based on the Log-BCJR algorithm. This facilitates significant throughput improvements for a wide variety of frame lengths N and window sizes K , including a throughput gain of 213% for the case of decoding an N = 512-bit frame using a NoC comprising 16×16 IP cores. Our future work will consider the implementation of the proposed NoC in silicon. 
