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Введение
В связи с быстрым развитием информационных
технологий эффективность работы многих компа
ний зависит от доступности и актуальности инфор
мации. Сети связи обеспечивают возможность опе
ративно получать, обрабатывать и передавать
необходимую информацию. Стохастический ха
рактер функционирования таких сетей и слож
ность структуры передаваемой информации при
водит к невозможности построения детерминиро
ванных математических моделей. Поэтому акту
альной является задача построения адекватных
стохастических моделей сетей связи случайного
доступа и методов их исследования.
Исследованию математических моделей сетей
связи посвящено достаточное количество работ,
выполненных как отечественными, так и зарубеж
ными учеными. Некоторые из них были рассмо
трены в работах [1–5].
Математическая модель сети случайного доступа
Математическую модель сети случайного до
ступа определим в виде однолинейной системы
массового обслуживания MMP|M|1|ИПВ (рис. 1),
на вход которой поступает ММРпоток заявок из
внешнего источника. Если общий ресурс сети (об
служивающий прибор) свободен, то заявка успеш
но обслуживается и покидает систему. Если прибор
занят, то поступившая заявка уходит в источник
повторных вызовов (ИПВ), после случайной за
держки в котором заявка вновь обращается к
прибору с повторной попыткой его захвата.
В качестве входящего потока рассмотрим
MMPпоток (Markov Modulate Poisson Process), ко
торый относят к классу специальных потоков. В
отличие от классических моделей случайных пото
ков (пуассоновского и рекуррентного) математиче
ские модели специальных потоков (к которым от
носят ММР, МАР, BMAP, COX и SM потоки) [6–8]
более адекватно представляют телекоммуника
ционные потоки реальных данных.
Рис. 1. Математическая модель сети случайного доступа. μ,
σ – параметры продолжительности обслуживания
заявки и ее задержки ИВП
Чтобы определить ММРпоток, введем сначала
определение случайного потока однородных событий.
Последовательность t0<t1<t2<... моментов насту
пления рассматриваемых событий называется слу
чайным потоком однородных событий или точеч
ным случайным процессом [9].
Случайный поток однородных событий будем
представлять в виде случайного процесса m(t) – чи
сла событий потока, наступивших за время t или на
интервале времени [0,t).
Пусть задана эргодическая цепь Маркова n(t),
определяемая матрицей инфинитезимальных ха
рактеристик Q(1) с элементами q(1)n1n2, а также набор
неотрицательных чисел λn≥0.
Случайный поток однородных событий будем
называть марковским модулированным пуассо
новским потоком (ММРпотоком) [10], управляе
мым цепью Маркова n(t), если выполнены следую
щие условия:
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Состояниями ММРпотока будем называть со
стояния его управляющей цепи Маркова n(t).
Продолжительность обслуживания заявки являет
ся экспоненциально распределенной случайной вели
чиной с параметром μ. Если во время обслуживания
заявки поступает другая заявка, то поступившая заяв
ка отправляется в ИПВ, не искажая обслуживающую
ся заявку. Продолжительность задержки заявки в ИПВ
случайная и имеет экспоненциальное распределение с
параметром σ, одинаковым для всех заявок [11].
Постановка задачи
Задача исследования системы сводится к на
хождению распределения вероятностей состояний
канала и числа заявок в ИПВ.
Обозначим i(t) – число заявок в источнике пов
торных вызовов и k(t) – состояние обслуживающе
го прибора [11], которое определяется следующим
равенством:
Процесс {k(t),n(t),i(t)} является трехмерной це
пью Маркова с распределением вероятностей
Применив формулу полной вероятности, получим:
(1)
Выполнив несложные преобразования, полу
чим систему дифференциальных уравнений Кол
могорова:
(2)
Для стационарного распределения вероятно
стей P(k,i,n) из (2) можно записать следующую си
стему уравнений:
(3)
Обозначим
(4)
где j=√⎯–1.
Функции H(k,n,u) будем называть функциями,
аналогичными характеристическим.
Домножив обе части уравнений системы (3) на
ejui и просуммировав по всем i, получим:
(5)
Значения инфинитезимальных характеристик
–qnn(1) определяют времена пребывания ММРпото
ка в nх состояниях.
Исследование системы дифференциальных
уравнений (5) выполним методом асимптотическо
го анализа в условии предельно редких изменений
состояний входящего ММРпотока [11].
Метод асимптотического анализа 
в условии предельно редких изменений 
состояний входящего ММРNпотока
Пусть δ – некоторый малый положительный
параметр.
Условием предельно редких изменений состоя
ний входящего ММРпотока будем называть ра
венства
(6)
определяющие достаточно малые значения инфи
нитезимальных характеристик, что влечёт доста
точно редкие изменения состояний потока [11, 12].
С учетом (6) система (5) будет выглядеть следу
ющим образом:
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В соответствии с теоремой Пуанкаре [13] об
аналитической зависимости решения от малого па
раметра можно утверждать, что существует предел
В системе (7) выполним предельный переход
при δ>0; для функций F(k,n,u) получим следующие
равенства:
(8)
Домножив первое уравнение системы (8) на e–ju
и сложив его со вторым, получим:
приведя подобные, получим:
Из полученного равенства с помощью неслож
ных преобразований выразим функцию F(1,n,u)
через функцию F(0,n,u):
(9)
Подставив (9) в первое уравнение системы (8),
получим совокупность (не систему) дифферен
циальных уравнений:
решения которых имеют следующий вид:
(10)
(11)
Константы Cn можно найти из начальных усло
вий:
где R(n) – стационарные вероятности значений це
пи Маркова n(t), определяемые однородной систе
мой линейных алгебраических уравнений
и условием нормировки
Константы Cn определяются из выражения:
(12)
С учетом (12) из (10) и (11) получим:
(13)
(14)
Для достаточно малых δ выполняется прибли
женное (асимптотическое) равенство:
(15)
Просуммировав (15) по всем n и k получим
функцию
(16)
С помощью обратного преобразования Фурье и
асимптотических равенств (15) и (16) найдем вид
распределения вероятностей числа заявок в ИПВ:
С учетом формул (13) и (14) асимптотическое
распределение вероятностей числа занятых прибо
ров в ИПВ имеет следующий вид:
(17)
где
На рис. 2 представлен график распределения
вероятностей числа заявок в ИПВ, найденное по
формуле (17), при следующих значениях матрицы
инфинитезимальных характеристик Q, величин λn,
параметров μ и σ:
Полученное асимптотическое распределение
является многомодальным, что имеет принципи
альное значение при численных реализациях.
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Выводы
Рассмотрена математическая модель сети слу
чайного доступа, представленная в виде системы
массового обслуживания MMP|M|1|ИПВ. С помо
щью метода асимптотического анализа в условии
предельно редких изменений состояний входящего
ММРпотока найдено распределение вероятно
стей числа заявок в источнике повторных вызовов,
которое является многомодальным. Это имеет
принципиальное значение при численных реали
зациях, т. к. условием останова является достиже
ние определенного достаточно малого значения ве
роятности, которое может достигаться в окрестно
сти первого локального минимума.
Работа выполнена при поддержке АВЦП «Развитие науч%
ного потенциала высшей школы (2009–2010 гг.)» Федерально%
го агентства по образованию по проекту «Разработка мето%
дов исследования немарковских СМО их применение к слож%
ным экономическим системам и компьютерным сетям связи».
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Рис. 2. График распределения вероятностей числа заявок в ИПВ
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