Bridging the gap between nanoparticle simulations and chemical kinetics of cement hydration by Coopamootoo K & Masoero E
Bridging the gap between nanoparticle simulations and chemical kinetics of cement hydration 
 
Kumaran Coopamootoo1 and Enrico Masoero1  
1 School of Engineering, Newcastle University, Newcastle upon Tyne, NE1 7RU, UK: 
enrico.masoero@newcastle.ac.uk 
 
Abstract: Nanoparticle simulations have been used recently to study the formation of cement 
hydration products. These simulations focus on the role of mechanical interactions, but usually 
oversimplify the description of the system chemistry. As a result, nanoparticle simulations are still 
unable to capture some important experimental results on the relationship between cement chemistry, 
hydration rate, and nanostructure of the hydration products and of the dissolving phases. This paper 
presents a recently developed Kinetic Monte Carlo framework to conduct nanoparticle simulations that 
quantitatively account for the chemistry of the cement solution. First results on growth of calcium-
silicate-hydrate have been published already. The present manuscript instead addresses the 
dissolution of tricalcium silicate, discussing the impact of thermodynamic quantities (e.g. interfacial 
energy and equilibrium constant), kinetic constants (activation energy), and defect density, on the 
predicted dissolution mechanisms and overall rates.  
 
 
1. INTRODUCTION 
Cement hydration modelling has traditionally focussed on length scales above the micrometre, leading 
to various models of microstructure development (Thomas et al. 2011, Bullard et al. 2010, Masoero et 
al. 2014a). However, there is growing awareness that the sub-micrometre structure of cement 
hydrates, and in particular of the calcium-silicate-hydrate C-S-H gel, can significantly impact 
engineering properties, for example creep (Vandamme & Ulm 2009, Bauchy et al. 2015, Masoero et 
al. 2013) and self-desiccation (Bažant et al. 2015, Masoero et al. 2018a,b). Meanwhile, recent 
experiments have been clarifying how the solution chemistry influences the dissolution of cement 
(Juilland et al. 2010, Nicoleau et al. 2013), the nucleation of C-S-H (Krautwurst et al. 2018) and the 
densification of the gel structure to form various sub-micrometre morphologies (Tajuelo Rodriguez et 
al. 2015). All this stimulates current efforts to develop quantitative models and simulations of cement 
hydration directly at the so-called “mesoscale” between molecules and micrometres (Del Gado et al. 
2014). 
 
With few exceptions (Etzold et al. 2014, Petersen et al. 2018), mesoscale models to date are based on 
nanoparticle aggregation and have mainly addressed the formation of cement hydrates, and not the 
dissolution of the cement (Prabhu et al. 2018, Masoero et al. 2012, Ioannidou et al. 2014). Most 
nanoparticle simulations share some common features:  
1) The hydration product is modelled as an agglomerate of nanoparticles, which are coarse-grained 
units whose size can be as small as a single molecule, but also as large as thousands of molecules 
each; 
2) The nanoparticles interact with each other via effective potentials that summarise ionic and 
covalent interactions at the smaller scale. These interactions drive aggregation and provide 
cohesion and mechanical strength to the hydrates (Masoero et al. 2014b); 
3) A simulation typically starts from an empty simulation box that is progressively filled by inserting 
new particles. This is done with a Monte Carlo approach where the probability of accepting the 
insertion of a new particle depends on an overall “driving force” modelling the supersaturation of the 
cement solution, and on the local interaction forces that bias the system towards certain 
morphologies and kinetics (Ioannidou et al. 2014, Shvab et al. 2017). 
 
Nanoparticle simulations have provided valuable insight into the impact of nanostructural disorder on 
mechanical properties (Masoero et al. 2012), explaining the emergence of unique structural 
correlations in the experiments (Ioannidou et al. 2016). On the other hand, nanoparticle simulations 
oversimplify the system chemistry and the ensuing kinetics, to the extent that important experimental 
results are still a challenge to simulate. Examples of such experimental results are the acceleration 
and deceleration regimes during early cement hydration and the relationship between cement 
dissolution rate and solution supersaturation. Describing these processes requires an accurate 
account of the solution chemistry, which is where nanoparticle simulations usually fall short. This 
motivated a recent effort to combine particle simulations with chemical kinetic theory (Shvab et al. 
2017). First results of this new approach have addressed the nucleation and growth of C-S-H, 
reconciling nanoparticle simulations with the established theory of heterogeneous Boundary and 
Nucleation and Growth (Masoero 2018).  
 
 
Figure 1. Experimental results of dissolution rate of tricalcium silicate, C3S, as a function of the 
supersaturation β of the cement solution (adapted from Nicoleau et al. 2013) 
 
The present manuscript instead focuses on cement dissolution, which has not been addressed yet by 
nanoparticle simulations. The reference experimental result from the literature is shown in Figure 1. 
The sigmoidal trend of the dissolution rate displayed in the figure has been explained in Nicoleau et al. 
2013 assuming a transition from pitting to step-retreat as the main mechanism of dissolution. Such a 
transition has been shown to cause similar trends of rate with supersaturation for various minerals 
(Lasaga 2014, Juilland et al. 2010). Here we discuss quantitatively whether such a transition is indeed 
to be expected in tricalcium silicate dissolution, and we do this by referring to the methodology 
developed in Shvab et al. 2017: nanopoarticle simulations combined with chemical kinetics.  
2. METHODOLOGY 
The simulations start with a set of N particles, representing a domain of crystalline tricalcium silicate, 
C3S, and immersed in a cement solution with fixed concentrations of calcium, silicon, and hydroxyl 
ions. The objective is to simulate the dissolution of C3S and compute the overall rate of the process, 
evaluating how the dissolution mechanisms and the rate depend on the solution chemistry, as per the 
experiment in Figure 1. The dissolution of C3S is simulated using a Kinetic Monte Carlo scheme, 
whereby the probability of each particle to be deleted from the system is proportional to its dissolution 
rate. Assigning a physically correct dissolution rate to each particle, depending on their chemical 
composition and mechanical interactions with other neighbouring particles, is the key novelty 
introduced recently by Shvab et al 2017. Additional elements of novelty introduced here are that:  
1) Differently from Shvab et al 2017, where each particle was a coarse-grained collection of 
hundreds of C-S-H molecules, here each particle represents only one molecule of C3S. This 
makes the present work similar to traditional applications of Kinetic Monte Carlo in the field of 
chemical kinetics, e.g. see Lasaga 2014; 
2) The reaction rates are expressed here in terms of net rates, so that C3S dissolution can be 
simulated on its own without explicitly simulating precipitation. 
 
The reference reaction here for the dissolution of C3S is adopted from Nicoleau et al. 2013:  
 C3S → 3Ca2+ + H4SiO4 + 6OH- (1) 
The net rate for the dissolution of one C3S molecule (in our simulations, one particle) at position x0 is:  
 rdissnet (x0) = rdiss(x0) – rprec(x0) (2) 
rdiss and rprec are the straight rates of dissolution and precipitation of the C3S molecule at position x0. 
The position vector x0 will be dropped hereafter, but it is important to appreciate that the position-
dependent interaction energy (potentially generating interaction forces and stress) will contribute to the 
rate expressions. It is also important to note that any change in energy in rdiss, due to dissolving a 
particle from position x0, will be equal and opposite to the corresponding energy change in rprec, which 
is due to precipitating a particle in exactly the same position.  
 
Following Transition State Theory and the derivation in Shvab et al. 2017, rdiss and rprec can be 
expressed as:  
  (3) 
 
  (4) 
 
kB is the Boltzmann constant, T is the temperature in Kelvin degrees, h is the Planck constant, γ* is the 
activity coefficient of the activated complex, ΔG* is the activation free energy for the reaction of C3S 
dissolution, ΔUdiss is the change of total interaction energy in the system due to the deletion of the 
considered particle, γ is the solid-solution interfacial energy of the C3S, ΔΩdiss is the area of solid-
solution interface lost when deleting the particle (equal to the surface area of the particle itself), and 
βprec is the supersaturation of the solution with respect to the precipitation of one C3S particle:  
 
  (5) 
 
The square brackets indicate concentrations in moles per litre, and Keq,diss is the equilibrium constant 
for the dissolution reaction in (1).  
 
The rate equations (3) and (4) are special cases of those introduced in Shvab et al. 2017, where a 
factor  allowed terms of ΔU and ΔΩ type to appear also in rprec , and βprec to appear also in rdiss. The 
equations presented here are for the case of = 0, which is a typical assumption in classical chemical 
kinetics (e.g. see Lasaga 2014). 
 
The net rate of dissolution, from (2), thus becomes:  
 
  (6) 
 
The energy scale of ΔUdiss is constrained to that of γ ΔΩdiss by the requirement of equilibrium, viz. net 
rate = 0, when βprec = 1. ΔUdiss is often expressed as the sum of pairwise interactions Uij between 
neighbouring particles, so that the dissolution of a generic particle i implies ΔUdiss(i) = Σj Uij(rij) where j 
is a counter of the neighbours and rij is the inter-particle distance. The function Uij(rij) should be chosen 
in such a way that the relevant mechanical behaviours of the system are correctly described, as 
discussed, e.g. for C-S-H, in Masoero et al. 2014c and Ioannidou et al. 2014 In the present manuscript 
the details of Uij are not important, because we will only consider stress-free solids. However, a crucial 
attribute of Uij for our purpose here is that its minimum, ε, which sets the energy scale of the 
interactions, is tuned in such a way that rdissnet=0 when βprec = 1. To obtain this, consider for example 
the 2D Kossel crystal in Figure 2.  
 
In the 2D Kossel crystal, the particle (of cubic shape) at the kink is the most likely to dissolve, because 
its disappearance would not increase the overall exposed surface of the solid. Imposing rdissnet = 0 for 
the kink particle when βprec = 1 corresponds to imposing ΔUdiss = γ ΔΩdiss for the kink particle in (6). In 
the 2D Kossel crystal, the kink particle interacts with two particles only and, if the particles are at 
mechanical equilibrium so that Uij = ε everywhere (stress-free system), then ΔUdiss = 2ε = γ ΔΩdiss, = 
4a2γ, thus ε = 2a2γ , which provides the relationship between interaction energy scale and surface 
energy to obtain equilibrium when βprec = 1. This relationship, of course, depends on the geometry of 
the lattice and it changes, for example, moving away from the simple 2D Kossel crystal to more 
meaningful 3D lattices, e.g. fcc lattices or close-packed random agglomerates.  
 
Figure 2. (a) Qualitative example of typical interaction potential used in nanoparticle 
simulations. (b) 2D Kossel crystal model 
3. TRANSITION FROM STEP RETREAT TO PITTING IN THE 2D KOSSEL CRYSTAL 
Nicoleau et al. 2013 explained the sigmoidal shape of the dissolution rate vs. supersaturation in Figure 
1 invoking a change of dissolution mechanism, from pitting to step retreat. The 2D Kossel crystal in 
Figure 2 is sufficient to appreciate that the net rate equation (6) predicts such a transition. 
 
In the 2D Kossel crystal, the net dissolution rates for kink and pit particles are:  
  (7) 
 
  (8) 
 
r0* summarises the prefactor containing the standard state constants γ* and ΔG*. If the characteristic 
distance between two kink points is of N particles, a pit will appear only if the time for a kink to retreat 
by N steps, N/rkink , is greater than the time for one pit to form, 1/(N rpit). Thus, on average, pitting 
requires the following condition on the average distance N between kinks to be satisfied:  
 
  (9) 
 
 
 
Equation (9) has several important implications: 
1) The number of steps by which a retreating kink can advance before the next pit opens up, N, is an 
increasing function of β (with 0 < β < 1); 
2) For any γ there exists a critical βcrit = exp(-2a2γ/kBT), for the 2D Kossel crystal, above which pitting 
cannot occur (N  ∞ in the inequality); 
3) There exists also a minimum distance between kink defects below which pitting cannot occur even 
if β = 0. This is Ncrit = N(β = 0) = exp(a2γ/kBT); 
4) The smaller the distance N between kink defects (as long as N>Ncrit), the smaller the β causing the 
transition from kink retreat to pitting.  For a given N, this transition value of β (necessarily between 
0 and βcrit above) can be found by solving (9) for β, in the form of equality.  
 
It is instructive to insert typical values of molecule size a and surface energy γ for C3S into the 
equations in this section, and see whether already the simple 2D Kossel crystal model would predict a 
realistic transition from pitting to step retreat for C3S dissolution, compared to Figure 1. Using the 
molar volume of C3S (Bullard et al. 2015), one can work out a typical molecular size of C3S a = 0.49 
nm. The interfacial energy between C3S and water is very high, but hydroxylation would significantly 
reduce it (Manzano et al. 2015) leading to a phase whose chemical composition may be quite similar 
to that of C-S-H. Hence here we assume that γ of hydroxylated C3S is the same as that of C-S-H, γ = 
87.6 mJ/m2 (Bullard et al. 2015). These inputs, for the 2D Kossel model, yield the curve in Figure 3. 
 
Figure 3 shows the domain in which pitting can occur, as long as N is sufficiently large and β 
sufficiently small. Figure 3 shows that pitting is already possible at inter-kink distances in the sub-
micrometre range, which is a reasonable characteristic distance between defects in a crystal (Juilland 
et al. 2010). Furthermore, the value of β below which pitting is possible, tends to βcrit quite rapidly, 
within less than an order of magnitude in N. The value of β for the transition increases rapidly from 0 to 
ca. 10-6 within a very small range of N values, close to Ncrit: this means that observing the transition at 
values β <10-6 should be unlikely from an experimental point of view, as it would require a very specific 
value of inter-kink distance. On the other hand, for a very wide range of N, from ca. 160 to infinity, the 
transition should be observed for values of β within a relatively narrow band, between 10-6 and βcrit = 
4.06E-5. This range of β is indeed close to the range in which the retreat-to-pitting transition starts to 
be relevant in the experiments in Figure 1.  
 
Figure 3. Domain of 2D Kossel model parameters for which C3S could undergo dissolution by 
pitting 
 
4. KINETIC MONTE CARLO SIMULATIONS OF C3S DISSOLUTION: STEP RETREAT AND 
PITTING 
Our Kinetic Monte Carlo simulations of C3S dissolution in 3D start with an fcc lattice of spherical 
particles with diameter a = 0.49 nm, representing individual molecules of C3S (Figure 4a). The lattice 
forms a slab, representing the interface between a C3S grain and the cement solution whose chemical 
composition, thus β, is imposed and kept fixed during each simulation. The simulation thus provides 
the predicted dissolution mechanism and corresponding dissolution rate. The C3S slab has a surface 
of 34x34 nm2 and has a pre-imposed kink, as shown Figure 4a. All the particles next to the boundaries 
of the simulation box are fixed and not allowed to dissolve. The cohesion between particles is ensured 
by a harmonic pair potential Uij, whose minimum ε = 0.595 a2γ has been found by fixing the activity 
product of ions in solution Q equal to the equilibrium constant of C3S dissolution in Nicoleau et al. 
2013, Keq,diss = 9.6·10−23 (which is the same as setting βprec = 1), and progressively decreasing ε until 
dissolution starts. This is the same criterion to fix ε as discussed with regard to the 2D Kossel crystal 
model in the previous section. 
 
The simulation results in Figures 4b and 4c show that a transition from step retreat dissolution to 
pitting is captured within a range of βprec that compares reasonably well with Figure 1. A quantitative 
prediction of the sigmoidal rate curve in Figure 1 however is more difficult, and still to be achieved, 
mainly due to the scaling of the dissolution rate with the size of the simulation box. In particular, the 
rate in Figure 1 is expressed as moles of dissolved C3S molecules per unit area. The rate of pitting 
scales as the number of molecules on the surface, hence it is constant when expressed as rate per 
unit area. By contrast, the rate of step retreat is proportional to the number of kinks (or, more 
appropriately, dissolution fronts) per unit surface, leading to a rate per unit surface that is inversely 
proportional to the linear size of the simulation box (as long as we set one kink per box, as in our 
simulations here). Because of this, the dissolution rate per unit area when βprec is large, and dissolution 
occurs by step retreat, is a function of the simulation box size and would require a correction 
proportional to the average distance of kink defects on the C3S grains in the experiments, which we do 
not know here.  
 
  
 
Figure 4. (a) Initial configuration of a layer of C3S, modelled as an fcc lattice of red spherical 
particles. (b) Partially dissolved C3S, resulting from the step retreat mechanism. (c) Dissolution 
by pitting at low levels of solution saturation 
 
Furthermore, all the rates are scaled by the prefactor r0*, which in turn depends on the activity 
coefficient of the activated complex γ* and on the activation energy of C3S dissolution in standard 
state ΔG*. For a solid with no net charge, one can reasonably take γ* = 1 (Dominguez et al. 1998). On 
the other hand, a direct measurement of ΔG* is not available in the literature, hence a quantitative 
prediction of the rate is difficult to achieve. However, as a first approximation to look at orders of 
magnitude of the rates, we can equate ΔG* to values of the apparent activation energy of hydration 
(including dissolution but also hydrates precipitation) computed experimentally by differential 
calorimetry for various cementitious materials (Thomas 2012, Thomas et al. 2017). In particular for 
C3S, this provides ΔG* = 50 kJ/mol and r0* = 13,500 reactions per second. Using this r0* in the 
equation of dissolution rate by pitting in the previous section, for the limit case of βprec = 0, we obtain a 
dissolution rate of 3.79 μmol/m2/s2. The experiments in Figure 1 show rates in the order of 100 
μmol/m2/s2; however, our prediction is not too far off if one considers: (1) that the value of ΔG* used in 
our approximation here is quite uncertain, and a small difference in ΔG* would impact the rate 
exponentially, and (2) that the equation used to estimate the rate here was obtained for the 2D Kossel 
crystal, and not for the actual geometry of the fcc lattice in the 3D simulations. All in all, this suggests 
that a fine tuning of the simulation parameters, in particular the distance between kink defects N and 
the standard state activation energy ΔG*, might lead to a good quantitative description of the 
experimental results in Figure 1.  
5. CONCLUSION 
This paper has presented a first attempt to quantitatively describe the dissolution of tricalcium silicate 
using nanoparticle simulations. Net rates of dissolution have been presented and applied to the 
dissolution of a 2D Kossel crystal model system. This simple application already shows that the C3S-
solution interfacial energy is such that one could expect a transition from step retreat to pitting 
dissolution in a range of solution saturations that agrees with the experimental observations. Full 3D 
simulations are then shown, which also confirm a similar transition, which might explain the 
experimentally observed relationship between cement solution saturation and C3S dissolution rate. It 
is thus discussed that a full quantitative prediction of such relationship is probably achievable by 
opportunely fine tuning the main parameters of the simulations, namely the standard state activation 
energy of C3S dissolution, the surface energy of C3S, and the characteristic distance between kink 
defects on the C3S surface. Overall, this work represents an important step in the direction of 
simulating the full hydration of cement (i.e. precipitation and dissolution together) at the mesoscale 
between the nanometre and the micrometre. 
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