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Abstract
The graphene/MoS2 heterojunction formed by joining the two components laterally
in a single plane promises to exhibit a low-resistance contact according to the Schottky-
Mott rule. Here we provide an atomic-scale description of the structural, electronic,
and magnetic properties of this type of junction. We first identify the energetically
favorable structures in which the preference of forming C-S or C-Mo bonds at the
boundary depends on the chemical conditions. We find that significant charge transfer
between graphene and MoS2 is localized at the boundary. We show that the abundant
1D boundary states substantially pin the Fermi level in the lateral contact between
graphene and MoS2, in close analogy to the effect of 2D interfacial states in the contacts
between 3D materials. Furthermore, we propose specific ways in which these effects
can be exploited to achieve spin-polarized currents.
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Introduction
Two-dimensional (2D) layered materials, such as graphene, transition metal dichalcogenides
(TMDCs), and black phosphorus, are exceptionally promising for realizing a broad variety of
electronic devices,1–4 but there exists a fundamental challenge to their effective use, namely
the large resistance of electrical contacts.5,6 A Schottky barrier (SB) inhibits transport of car-
riers across the metal-semiconductor junction (MSJ), and the tunability of its height (SBH)
is often quite limited due to Fermi level (FL) pinning.7–9 Specifically, 2D materials tend to
form weak van der Waals (vdW) interactions with other 2D and 3D structures;5,10–12 this
introduces a gap between vdW-bonded planes of atoms across which there are no covalent
or metallic bonds, which significantly degrades the contact quality by causing an additional
tunnel barrier (TB) for carriers.5,11,13 Creating pure edge contacts in 2D materials, an ap-
proach that could reduce this TB,14 is difficult between the different planar structures of
these systems.5
Recently, substantial progress has been made in fabricating heterojunctions between 2D
materials on a single plane, where seamless edge-to-edge covalent bonds are formed at the
interface; we refer to these as “lateral heterojunctions”. Examples include in-plane stitching
of (i) one-atom-thick sheets, like graphene/hexagonal boron nitride (h-BN),15,16 (ii) different
TMDC systems or phases,17–21 like MoSe2/WSe2 or 1T/2H phase boundaries of MoS2, and
(iii) one-atom-thick sheet and TMDC, like graphene/MoS2.
22–25 These systems provide a
promising platform for realizing low-resistance contacts between 2D metals and 2D semi-
conductors,5,11,21 that can be assembled into field-effect transistors (FETs) with remarkable
performance.20–24 To improve the device performance of 2D MSJ, a better fundamental un-
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derstanding of its electronic properties and operating mechanism is needed. Recently, Yu
et al. reported a model study based on semiclassical macroscopic theory,26 that suggests
a highly nonlocalized charge transfer and strong reduction of FL pinning in 2D MSJs. An
atomic-scale understanding of these issues is still lacking, because the properties of the 1D
interface between 2D materials are governed by the local chemical interactions at the bound-
ary, a challenging situation due to the complexity of the boundary structure.
Here we report a first-principles study based on density functional theory (DFT) of the
interfacial properties of graphene/MoS2 lateral junction. This system is of particular inter-
est because: (a) no phase engineering is needed to create metastable structures, making the
overall system stable under working conditions and its intrinsic properties unperturbed by
adsorbates that induce phase transitions; (b) graphene is a low-work-function metal electrode
and monolayer MoS2 is generally an n-type semiconductor,
27–29 a combination which natu-
rally results in a small SBH according to the Schottky-Mott rule (Fig. 1); (c) graphene and
MoS2 have significant crystallographic difference which makes it difficult to infer their interfa-
cial structure. In the following, we identify the possible atomic structures of graphene/MoS2
stitching which depend on the growth conditions. Focusing on the most stable configura-
tions, we then analyze the charge transfer between the two sides of the boundary. Next,
by calculating the energy positions and densities of the boundary states, we evaluate the
strength of FL pinning effect in graphene/MoS2 2D lateral MSJs. Finally we point out how
the investigated magnetic properties can be exploited for spintronic applications.
Methods
We performed the DFT calculations using the Vienna ab initio simulation package (VASP)36
with the projector-augmented wave (PAW) potentials.37,38 We employed the generalized
gradient approximation parameterized by Perdew-Burke-Ernzerhof (GGA-PBE)39 for the
exchange-correlation functional and the DFT-D3 correction method40 for the vdW interac-
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Figure 1: Band alignment between undoped graphene and monolayer MoS2 (a) before and
(b) after contact, without considering FL pinning. The work function of monolayer graphene
is about 4.5 eV.30,31 The calculated electron affinity and band gap of monolayer MoS2 are
consistent with previous studies.10,21,32–35 EF stands for Fermi energy, CBM for conduction
band minimum, and VBM for valence band maximum.
tions, with an energy cutoff for the plane-wave basis of 450 eV. We find the lattice constants
of graphene and MoS2 (2H phase) to be 2.47 A˚ and 3.16 A˚, respectively, values that are
within 0.4% (for graphene) and 0.1% (for MoS2) of experiment. We model the lateral junc-
tions of graphene and MoS2 by stitching edges of different configurations. In the supercell,
the y-axis is along the 1D boundary, with vacuum layers of sufficient thickness added in both
x and z directions to ensure decoupling between neighboring images. The graphene edges
away from the boundaries are passivated by hydrogen atoms. During structural relaxation,
all the atoms are allowed to relax until the forces on them become smaller in magnitude than
0.01 eV/A˚. We use Γ-centered k -point meshes of 1×3×1 for structural relaxations, 1×6×1
for charge density calculations, and 1×12×1 for density of states (DOS) calculations.
4
Results
Structural dependence on growth conditions
We consider parallel stitching of the zigzag edges of graphene and MoS2, which are the
predominant edge configurations found in the epitaxial growth of each material.41–44 Because
of the large lattice mismatch of the unit cells (2.47 A˚ vs. 3.16 A˚), we choose widths of each
cell that are multiples of the lattice constants so that the two sides have approximately the
same size; the multiples we chose are Ngra = 5 and NMoS2 = 4. Graphene has a much larger
Young’s modulus than MoS2,
45 therefore the lattice length of MoS2 is compressed by 2.3%
along the boundary direction, to match exactly with that of graphene.
graphene MoS2
Mo
edge ⋅⋅⋅⋅⋅⋅
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edge
⋅⋅⋅⋅⋅⋅ Mo
edge
stitching
Figure 2: The notation and structural phase space of explored graphene/MoS2 lateral het-
erojunctions, consisting of two types of graphene zigzag edges (α and β) and two-types of
MoS2 zigzag edges (Mo-edge and S-edge, each with different S passivation). The crystalline
symmetry constrains the two sides of MoS2 to be different types. We only show the 100%
S-passivated MoS2 edges, although all the other possible concentrations
42 are also investi-
gated. To construct the boundary, graphene is initially positioned at the level of Mo plane
or S plane, followed by structural relaxation.
We calculated 37 different structures to find out the most stable ones. Here we use
the notation of Ci||mX··Yn (Fig. 2) to represent each individual structure investigated, in
which C stands for carbon, i indicates the type of graphene zigzag edge (i ∈ {α, β}), X (Y)
indicates the type of MoS2 edge attached (unattached) to graphene as defined by its atomic
termination ({X, Y}={Mo, S}), m and n are the sulfur-passivation concentrations of MoS2
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edges (m, n ∈ {0, 50, 75, 100}). For example, Cα||100S··Mo50 represents α-type graphene
edge stitching with 100% S-passivated S-edge of MoS2, while the other side of MoS2 stripe
is 50% S-passivated Mo-edge.
For each heterojunction structure the total energy Etotal is composed of energy contribu-
tions from the boundary region ECi||mX, the MoS2 edge unattached to graphene EYn , and
the remaining part which is essentially equivalent in different junction configurations. We
assume ECi||mX and EYn are decoupled, namely the structural variation of Ci||mX does not
affect the energy of Yn, and vice versa. This is a reasonable approximation when the MoS2
part is wide enough to eliminate interaction between the two edges. We therefore perform a
two-step search, to determine the most favorable junction structures: (i) Ci||mMo··S100 and
Ci||mS··Mo100 with different i, m values and stitching patterns are calculated to find out
the preferred boundary (Ci||mX) configurations; (ii) using the optimal Ci||mX structures
obtained, Yn edges with varying n values are compared regarding their stability.
To compare structures with variable stoichiometry, we define the formation energy (Ef )
per boundary length (L) as46
γ =
1
L
Ef =
1
L
(Etotal − nCµC − nHµH − nMoµMoS2 −∆nSµS). (1)
L = Ngra · agra = 12.34 A˚, where agra is the calculated lattice constant of graphene. nX and
µX refer to the number of atoms in the junction and the chemical potential, respectively,
of element X, except for µMoS2 , which is the energy of the primitive unit cell of monolayer
MoS2, and ∆nS = nS−2nMo. µC is obtained from the energy of pristine monolayer graphene,
and µH from the energy of a H-passivated graphene zigzag nanoribbon (including NC car-
bon atoms) after subtracting NCµC. µS is a variable, whose value depends on the growth
conditions, including temperature T , pressure p, etc. Assuming quasi-equilibrium growth
of MoS2 (µMoS2 = µMo + 2µS) and no bulk Mo or S precipitation (µMo < µMo(bulk) and
µS < µS(bulk)),
44,46,47 we estimate the value range of µS as: (
1
2
(µMoS2 − µMo(bulk)), µS(bulk)),
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where the upper and lower bound corresponds to the S-rich and Mo-rich growth conditions,
respectively. Using the energy of body-centered cubic Mo crystal for the value of µMo(bulk), we
obtain −1.30 eV < µS − µS(bulk) < 0. µS(bulk) is estimated from the energy of the crown-like
S8 cluster (see Supplementary Fig. S1 for structures related to calculations of µH, µMo(bulk),
and µS(bulk)). As a result of our exhaustive search (see details in Supplementary Figs. S2 and
S3), we find four dominant phases, each having minimal γ at a finite range of µS (Fig. 3).
To illustrate the salient features of the four phases indicated by the shaded regions, we show
in Fig. 4 the atomic structure of Phase III, whose stability spans over the broadest range of
µS (structures of the other phases, I, II, and IV, are included in Supplementary Fig. S4).
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Figure 3: Formation energies per unit length of the boundary of the most stable
graphene/MoS2 junction structures, labelled as I, II, III, and IV, as a function of S chemical
potential. The atomic structure of Phase III is displayed in Fig. 4 (see Supplementary Fig.
S4 for other phases).
We find that, throughout the whole range of µS investigated, the α-type graphene edge
is always favored to form interfaces with MoS2. At the relatively low-µS region (close to
Mo-rich conditions), the bare Mo-edge with no S passivation tends to forms Mo-C bonds at
the interface, with graphene positioned at the level of Mo plane. The other side of the MoS2
stripe (S-edge) is passivated by 50% (Phase I) or 75% S (Phase II). As µS increases, the
S-edge with 100% saturation becomes favored to interface with graphene and the graphene
7
zxy(b)
(c)
(a)
y
xz
N
g
ra
=
5
N
M
o
S
2
=
4
y
xz
Figure 4: (a) Top and (b) side views of the atomic structure and (c) top view of the Bader
charge redistribution of the Phase III graphene/MoS2 junction. The colorbar is in units of
e: a positive value means gain of electronic charge, and negative means loss of electronic
charge.
layer is positioned at the level of the S plane, forming S-C bonds. Due to the local strain
effect and breaking of mirror-plane symmetry, there is slight deviation of carbon atoms from
planarity close to the interface (Fig. 4(b)). As µS increases further to approach the high-µS
region (close to S-rich conditions), the interfacial configuration remains intact, while the S
passivation of the MoS2 edge away from the interface increases from 50% (Phase III) to 100%
(Phase IV).
Charge transfer effects
Having established the atomic structures of the junction, we investigate charge transfer effects
at the boundary. First, we calculate the charge enclosed within the Bader volume48 of each
atom in the primitive unit cells of graphene and MoS2. The obtained Bader charges on C,
Mo, and S (QC, QMo, and QS) are used as reference values (in addition, QH = 1). Second,
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we calculate the Bader charge on each atom (element X) in the junction structure and
subtract the corresponding reference value (QX) to determine the amount of charge transfer
(∆Q). We then extend ∆Q, a relatively sparse data set, to ∆Q(x, y) on a dense mesh-grid
of the xy-plane, with the values at the locations between atoms linearly interpolated. The
resulting contour plot of the Bader charge redistribution for the Phase III junction is shown
in Fig. 4(c) (see Supplementary Fig. S5 for the other junction structures). In each of the
four structural phases, substantial charge transfer is essentially localized at the boundary
and the two edges (leftmost and rightmost). Specifically, at the interface between graphene
and the Mo-edge of MoS2 (Phases I and II), the five C atoms forming the C-Mo bonds gain
a charge of about 0.26-0.52 e each, while the four Mo atoms lose a charge of about 0.12-0.15
e each. When graphene forms a contact with the S-edge MoS2 (Phases III and IV), the
interfacial C atoms participating in the C-S bonds gain a smaller charge (about 0.14-0.22 e
each), while the S atoms lose more charge (about 0.35-0.38 e each, see Fig. 4(c)). At the
leftmost graphene edges, each H atom loses a charge of about 0.04-0.07 e, and a column of
C atoms close to the edge gain a charge of about 0.1 e each. At the rightmost MoS2 edges,
the charge redistribution is very sensitive to the edge geometry. For example, in Phase III,
the rightmost column of Mo atoms lose a charge of about 0.15 e per atom, and the second
rightmost column of Mo gain a charge of about 0.03-0.05 e per atom, while in the Phase IV,
the rightmost column of S atoms lose a charge of about 0.34-0.48 e per atom.
The Bader charge redistribution reflects how different the local bonding environment of
each atom in the junction is, relative to that in the pristine monolayer graphene or MoS2. The
significant charge transfer observed above, indicates changes of the local bonding features at
the interfaces, which strongly suggest that the electronic states of the boundary are distinct
from the interior states.
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Boundary states and Fermi level pinning
Next, we calculate the total and local density of states (DOS) of the junction, to determine
the energy of the boundary states with respect to the band edges of interior bulk-like MoS2.
In Fig. 5 we show the total DOS consisting of the electronic states of all the atoms in the cell,
which includes 193 atoms for the Phase III structure. Based on the charge redistribution,
we choose atoms that form the carbon hexagons and Mo-S hexagons closest to the interface
(including 20 C, 8 Mo, and 16 S atoms), to calculate the local DOS of the boundary. A
column of Mo atoms in the middle of the MoS2 stripe are chosen to determine the band edges
of the interior MoS2 states. Limited by the computational capability (each system consists
of ∼ 200 atoms), the calculated interior states may be more or less affected by the edge or
boundary states; however, a band gap of about 1.8 eV can be clearly identified between the
conduction band (CB) and valence band (VB).
~1.8 eV Total DOS
Boundary DOS
VB of interior MoS2
CB of interior MoS2
Figure 5: The total and boundary DOS of the Phase III graphene/MoS2 junction. The FL
is set at EF = 0 eV; results for the other junction structures are given in Supplementary Fig.
S6.
There are several mid-gap states associated with the boundary of the junction. For a
quantitative description, we integrate the boundary DOS over energy within the band gap
of the MoS2 interior states, and obtain the total number of the interfacial states to be about
10.23. In the cell, the boundary length is 1.234 nm. The linear density of interfacial states at
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the contact can therefore be estimated n ≈ 8.3 states/nm for the Phase III structure. Using
the same approach, we calculate the values of n to be about 6.3, 7.1, and 7.5 states/nm for
the Phases I, II, and IV structures, respectively (see Supplementary Fig. S6).
From this analysis, we can investigate the FL pinning effect caused by the interfacial
states. An earlier semiclassical study predicted the dependence of the pinning strength,
defined as S = 1 − ∂ΦB/∂Φw, where ΦB is the SBH and Φw is the metal work function, on
the linear charge density of interfacial states (n) in a 2D lateral junction. The FL pinning
in 2D systems was then estimated to be less significant.26 Using the more realistic data of n
estimated from our first-principles calculations, S is expected to be well above 0.7 for each of
the four phases, close to the regime of full FL pinning. Although the calculated structures are
thermodynamically the most stable ones, defects, such as point defects49 and orientational
disorder,50,51 are normally inevitable at the interfacial region during actual fabrication. Such
defects will contribute to the mid-gap states and therefore further enhance the FL pinning
strength.
The work function of metallic graphene can be effectively tuned by surface adsorption
of molecules or by applying external electric field. As the pinning effect is expected to be
significant, the FL of MoS2 is locked at the level of interfacial states rather than at the FL
of graphene, leading to a hardly tunable SBH at the graphene/MoS2 junction. Due to its
2D nature, the large surface area for external contacts or modifications may allow graphene
to have a broad range of doping level,52,53 making the SBH partially tunable.
The abundance of interfacial states mainly results from the dissimilarity between the
two 2D materials, including chemical elements, lattice constants, thickness, etc. A possible
solution to suppress the sharp disruption of each material at the interface, is to introduce an
annealing process5 after the formation of junctions. During this process, graphene and MoS2
can dissolve into each other, forming a transition region, where the structural and electronic
properties change gradually across the boundary. This is likely to reduce the existence of
interfacial states, and thus weaken the FL pinning effect.
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Magnetism and half-metallicity
Because of their unique characteristics, 2D materials have provided a new platform for ex-
ploring potential applications in spintronics.54–60 To address this issue, we incorporate the
spin degree of freedom into our investigation of the boundary states of graphene/MoS2 junc-
tions. We find that attaching bare Mo-edge MoS2 to graphene (Phases I and II) completely
suppresses the ground-state magnetic order of the graphene zigzag edge, and the resultant
interface is non-magnetic (see Supplementary Fig. S7). Stitching of the 100% S-passivated
S-edge and graphene (Phases III and IV) leads to a weakly ferromagnetic 1D boundary,
where the maximum magnetic moment, located at the C atoms, is only about 0.11 µB. It is
therefore difficult to establish robust ferromagnetism at the interface.
We plot the spin-resolved DOS for the overall structure of Phase III and its boundary
region in Fig. 6. Due to the presence of the states around FL, the whole system is metal-
lic for both spin states (this is also seen in the band structure, Supplementary Fig. S8);
however, locally, the interfacial region is metallic for one spin while insulating for the other.
The local half-metallic gap is about 0.07 eV. We analyzed the other phase structures (see
Supplementary Fig. S9), and found that Phases I and II have larger local metallic gaps of
about 0.16 eV, whereas Phase IV is not half-metallic. The half-metallic property therefore
depends not only on the interfacial stitching structure but also on the opposite MoS2 edge
configuration. We hypothesize that the local half-metallicity originates from the different
chemical potentials of the interface from those of the opposite graphene and MoS2 edges.
61
The complexity lies in the fact that it involves the interfacial states interacting with both the
graphene and the MoS2 edges. The different MoS2 edges have diverse localized edge states
(see partial charge density distribution around the FL in Supplementary Fig. S10), leading
to varying coupling strength between the interfacial states and the edge states.
We propose that the graphene/MoS2 junctions, with certain interface and edge geome-
tries, can potentially be utilized as spin-polarized current generators.5 A possible realization
is shown in Fig. 7, consisting of a triangular MoS2 region, embedded in the graphene layer.
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Total DOS
(spin ↑ & ↓)
Boundary DOS
(spin ↑)
Boundary DOS
(spin ↓)
spin up
spin down
Figure 6: Spin-resolved DOS of the Phase III graphene/MoS2 junction. The FL is set at
EF = 0 eV. The results for the other junction structures are shown in Supplementary Fig.
S9.
This device which has 3 equivalent graphene/MoS2 interfaces due to the symmetry of the
two components, could be realized by using graphene prepared by chemical vapor deposition
(CVD)62 or mechanical exfoliation,63 followed by etching of the graphene layer and epitaxial
growth of MoS2. When a current with both spin states is injected to MoS2, only one spin
polarization can tunnel through the boundary into the other component, thus exporting a
spin current.
spin current
Figure 7: A schematic representation of spin-polarized current generation using
graphene/MoS2 in-plane heterojunctions.
Our results for Phases I and II indicate that, with certain structures, the graphene/MoS2
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junction behaves like a compensated half metal,64 exhibiting zero spin moment locally at the
interfacial region. The boundary can then be used to generate spin currents, without being
affected by external magnetic fields. In addition, it may provide a 2D system for realizing
the so-called single-spin superconductor,64 a novel state of both fundamental and practical
significance. We emphasize that the device proposed here is an idealized prototype; the
dependence of its performance on island size and edge shape, and the influence of spin-orbit
coupling effects, require further systematic studies.
Conclusions
In summary, we investigated the structural, electronic, and magnetic properties of the
graphene/MoS2 in-plane heterojunction, using first-principles calculations. We explored an
extensive structural phase space to identify the atomic configurations of the junction, and
found that the preference between forming C-S or C-Mo bonds at the boundary depends
on growth conditions. We showed that significant charge transfer between graphene and
MoS2 is localized at the boundary region. The boundary contributes substantially to the
mid-gap states, leading to a strong FL pinning in the junction. Finally, we demonstrated
local half-metallic nature of the boundary with certain structures being compensated half
metals. These findings, based on the atomic-scale understanding of the interface structure
and properties, could have broad implications in the design and fabrication of purely 2D
MSJs for realizing electronics with low-resistance contacts and novel spintronics devices.
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