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1CHAPTER 1 Introduction
1.1 Overview
Longitudinal surveys are surveys in which data are collected at more than one point
in time. One case of longitudinal surveys is panel surveys, which are surveys where
observations are taken on the same unit more than once over time. The repetition of
observations on the same units in the survey exists for studying changes over time in
the responses from the observation units. Longitudinal panel surveys have gained in use
and importance in decision making over the past 30 years because they provide efficient
estimators of change over time in phenomena (Kasprzyk 1989). Today, longitudinal
surveys such as the Forest Inventory and Analysis National Program, Current Population
Survey, and National Health Interview Survey are used by policymakers to evaluate past
decisions and develop future policies.
The design of a panel survey can be conceptualized as having two components. The
first is a probability mechanism for selecting a collection of units to observe at some
point over a series of surveys. The second is a probability mechanism for assigning
the selected units to groups that will be observed at a specific time. Both probability
mechanisms are important in estimation.
Design and estimation for longitudinal panel surveys provide two interrelated chal-
lenges. First, we need to choose a longitudinal observation scheme to achieve the ob-
jectives of the survey subject to constraints. Second, we need to determine how to
utilize the time dependency in the data as well as how to build estimators that incor-
2porate the longitudinal design structures. The observation scheme is selected to satisfy
some properties of an estimator. The estimator is chosen to optimally use data observed
through the observation scheme. We will concentrate on estimation given an observation
scheme. However, the observation scheme usually will depend on the chosen estimator.
The estimation procedure we propose is flexible for many observation schemes.
We consider a class of two-phase designs for longitudinal panel surveys in which a
large, first-phase sample is selected and several second-phase samples are selected from
the first-phase sample for observation at different points in time. We will focus on
the estimation problem for two-phase longitudinal designs and propose a model and
estimator for means and totals under these designs.
If analysis objectives of a longitudinal panel survey are known, models and estimation
schemes can be constructed to satisfy those goals. However, many large-scale longitu-
dinal surveys produce data where the models and parameters of interest to end-users
are not completely known to the designers of the survey. When a survey’s ultimate
use is not completely prespecified, the result of the survey is a dataset with estimation
weights that can be used in the construction of estimators built from a common form,
for example from Horvitz-Thompson total estimators. Similarly, replication weights for
estimating variances of estimators often need to be made. When a dataset is released,
users choose the estimators and are not restricted to predetermined estimators.
We consider an estimator that may be used either for end analysis or as an input for
calculating estimation weights. The estimator provides estimates of means and totals
for variables. However, estimation is computationally intensive and we cannot foresee
all variables of interest to researchers. Therefore, the estimator may be calculated for a
subset of variables and those estimates can be used to adjust estimation weights used
on all variables. We consider a cell-mean model where the auxiliary information is a
set of indicator variables denoting when the data were observed. Time dependency of
observations on the same unit are incorporated through a correlation matrix. Given
3the cell mean structure, we construct the estimated generalized least squares (EGLS)
estimator, which is described in section 1.5. EGLS is a method for estimating the
minimum variance estimator for parameters in a linear model. By using EGLS with a
cell-mean model, all of the time points’ means or totals will be estimated simultaneously.
We will also consider methods of using EGLS estimates to adjust estimation weights so
that direct estimates of means and totals using the adjusted estimation weights match
EGLS estimates for some variables.
Since we are investigating a generalized least squares estimator, we could use linear
model theory to develop a variance estimator. However, given the goal of creating an
end user dataset, we consider replication variance estimation techniques for our variance
estimator. Replication variance estimators are simpler to use than standard variance
estimators when there is a large number of analysis variables. After the replication
variance weights are computed, the replication variance estimator may be applied for
most parameter estimators and to any variable. In contrast, standard variance estima-
tion requires computation of the variance estimators for parameter estimators for each
variable. As in Fuller (2005), we define a replication variance estimator to be a collec-
tion of weights that are used to calculate replicate estimates using an estimator and a
replication variance estimator that uses replicated estimates to estimate the variance of
the estimator. Let L be the number of replicates of our estimator. Suppose we have a
parameter θ and an estimator θˆ. Let θˆ(k) for k = 1, 2, . . . , L be the replicate estimates of
θ. Each θˆ(k) is a function of replicate weights ωik and data yi. The replication variance
estimator has the form
Vˆrep{θˆ} =
L∑
k=1
ck(θˆ
(k) − θˆ)2, (1.1)
where ck are particular to the replication method. In Chapter 4, we will investigate the
properties of a replication variance for the EGLS estimator.
The National Resources Inventory (NRI), a monitoring program of the United States
4Department of Agriculture, serves as the motivating example. The NRI is a longitudinal
survey that was established with a 5-year panel design, and was changed into a yearly
supplemented panel survey in 2000. Since the time between observations and the number
of observations for each survey has decreased, there is interest in utilizing the time
dependency in the dataset to improve the efficiency of yearly estimates and estimates
of change over time. Statistical methods developed to address estimation issues in two-
phase longitudinal surveys, such as modeling temporal correlations and developing the
EGLS estimator, are illustrated with the 2002 NRI dataset. The methods utilized are not
special to the NRI and can readily be applied to other surveys with a panel component.
In this chapter we begin by discussing the NRI. We then formally define two-phase
sample designs. Estimators that make use of information gained at the first-phase are
presented. Lastly, we define the cell-mean model and EGLS estimator associated with
the cell-mean model.
1.2 The National Resources Inventory
The National Resources Inventory (NRI) has its roots in the Natural Resource Con-
servation Service’s (NRCS) efforts to monitor soil erosion via sample surveys initiated in
the 1950s. Over time, NRCS objectives grew and in 1982, the NRI survey was created
to address a broader set of goals and natural resource concerns (Nusser and Goebel
1997). The objectives of the NRI are to monitor conditions and trends of soil, water,
and related natural resources on non-federal lands. These objectives were developed in
response to the increased importance of addressing agro-environmental and ecological
problems (Goebel 1998). The focus of the NRI has changed over time. For example, the
NRI objectives have recently expanded to studying trends on wetlands.
The first-phase sample for the NRI is defined to be the 1997 Foundation NRI sample.
It is a stratified two-stage area sample. In a typical Public Land Survey System state,
5the strata are two mile by six mile areas (one-third of a township). The area segments
(sometimes referred to as primary sampling units or PSUs) are typically half-mile by
half-mile land areas. Sampling rates vary, but two segments are usually selected within
each stratum. Within the selected segments, a secondary sampling unit (SSU) is defined
to be a sample point. Three sample points are typically selected within each sampled
segment. Points were selected using a restricted sampling scheme that guarantees spatial
dispersion of selected points in the sample (Nusser and Goebel 1997).
The original longitudinal design for the NRI was a pure panel. The term panel refers
to a collection of units that are observed at the same point in time. The pure panel design
contains only one panel, and all the units in the panel are observed at each time point.
Roughly 300,000 segments were observed every five years. Due to financial constraints,
fewer segments were observed in 1987. Values from the 1982 and 1992 samples were
used to impute data to complete the 1987 sample. The 300,000 segments observed in
1997 form the first-phase sample for our discussion.
The NRI began an annual inventory in 2000. The decision to move to an annual, or
continuous, inventory was made to satisfy the demand by users to have current estimates
and to establish a more stable operational base for collecting data. The workload is
distributed over each year rather than making all of the observations at the same time
every five years. It is believed that measurement error induced by the data collectors
may be reduced under the annual data collection approach (Breidt and Fuller 1999).
The longitudinal design for the continuous inventory is a supplemented panel design.
The core and supplemental panels are subsamples selected from the 1997 Foundation
NRI sample. The second-phase design describes the probabilities used to select the core
and supplemented samples from the first-phase 1997 Foundation NRI sample. The core
sample contains approximately 41,600 segments (Fuller and Wang 2002). Only the core
sample was observed in 2000, with supplements beginning in 2001. The 2001 supplement
contains approximately 32,000 segments and each successive supplement is intended to
6be similar in size. Due to financial constraints, only half of the core was observed in
2002, but 2002 data from the unobserved half have since been imputed.
The decision to use a supplemented panel design was due to the dual importance of
estimating current level and change. Estimation for the current level involves estimating
totals and means for a particular year. Two kinds of change are of interest for estimation:
net change, which is the change in level in a variable between two years, and gross change,
which is change associated with specific temporal patterns that represent components
in net change. For estimating current level, the variance of estimators from cell-mean
models are likely to be reduced by having a long time period between observations on
the same unit. For estimating net change, high correlations in a cell-mean model tend
to reduce the variance. For estimating net change, designs with repeated observations
on the same unit, where the time lag between the observations on the same unit is
short, are often preferred. For estimating gross change for temporal patterns, i.e. the
population total for elements that switched from one category to another category, we
need a complete temporal history for units. For example, to estimate the acres of land
that changed from cultivated crop to pasture from 1992 to 1997, we need units with
classification data for both those years. Therefore, for gross change estimation, repeated
observations on the same units is necessary.
A supplemented panel design is a compromise design between the competing objec-
tives of estimating current level and change. For a supplemented panel design, we have
two components: the core panel and the supplemental panels. The core panel provides
the continuous reobservation of units that is beneficial to change estimation. The sup-
plements are a set of disjoint panels that are rotated in and out of the study. Often only
one supplemental panel is observed at each time point and the supplement is reobserved
after all of the supplements have been observed. The NRI supplemented panel design’s
rotating of panels is more complex and the time until reobservation depends on the type
of land in the segment and the state. Observations for each supplement are separated
7by several survey instances, which often benefits current level estimation. For the sup-
plemented panel design, allocation of sample size to the core and supplements can be
determined by minimizing the trace of the variance matrix of a generalized least squares
estimator for a cell-mean model (Breidt and Fuller 1999). Breidt and Fuller used this
approach to evaluate alternative sample size allocations to the core and supplemental
panels. The parameters in the covariance matrix in Breidt and Fuller’s cell-mean model
were estimated by assuming a single-lag autoregressive process with additive uncorre-
lated measurement error with data from the Foundation NRI for 1982, 1987, 1992, and
1997 and data from the 1995 and 1996 Special NRI Studies. In Chapter 2 we will eval-
uate the model proposed by Breidt and Fuller using the 2000-2002 Annual NRI and the
1982-1997 Foundation NRI data.
The 1997 Foundation NRI sample was partitioned for the annual inventory on a
state-by-state basis. Segments were divided into different sampling categories based
on the land cover or use observed for 1997. The categories were sampled at different
sampling rates. For example, segments that contained points with land covers or uses
with a high propensity for change or that are critical to the NRI objectives, such as
having wetland or Conservation Reserve Program points were sampled at a high rate
compared to segments contain all urban or range points. Details of the second-phase
sample can be found in Fuller and Wang (2001).
The supplemented panel design results in planned missing data for supplemental
panels that are not included in the survey for a given year. For example, in the 2002
Annual NRI, observations exist for 1997 and 2002 for segments in the 2002 supplemental
panel. The 2000 and 2001 data for the 2002 supplement and the 2000 and 2002 data
for the 2001 supplement are considered missing. In order to complete the dataset,
imputation procedures are used. NRI uses a hot-deck imputation scheme in which donors
are selected from core segments within classes defined by geography and historical data
for sample points (Bell et. al. 2003).
8Estimation weights are constructed to support parameter estimation in the NRI.
The initial value for an NRI estimation weight is a function of the segment inclusion
probability and the area of the segment. Let Ai be the area associated with the i
th
segment. Let the raw weight for the ith segment be wi = pi
−1
i , where pii is the probability
the ith segment was included in the sample. Let ni be the number of observed points in
the ith segment. The initial estimation weight for point j in segment i is
wij = Aiwi/ni. (1.2)
The wij are the estimation weights we will use in our estimation of time-series parameters
and parameters in the cell-mean model for the NRI. We will use the standard weighted
ratio estimator for the population mean or domain mean. That is, for some domain
D and response variable yij, the ratio mean estimator for the population mean of y in
domain D is defined to be
yD =
∑
i,j∈D wijyij∑
i,j∈D wij
. (1.3)
NRI estimation weights are adjusted using raking procedures to known geospatial
control data and other controls. Control totals of acres devoted to land covers or uses are
available for hydrologic units, counties, and segments. Conservation Reserve Program
acreage is also used as a control at the state level. The interim weights are adjusted so
that weighted estimates match, or nearly match, the control data values. When control
data show temporal patterns that are not represented by points in a segment, a point is
imputed to represent this information. These imputed points are assigned weights and
donor data that reflect the control data (Nusser, Breidt, and Fuller 1999). A detailed
description of the processing of the weights can be found in Fuller et. al. (2001).
One potential use of the EGLS estimator is in adjusting NRI estimation weights.
The EGLS estimates offer another source of control data for adjusting the weights. The
estimation weights can be adjusted so weighted estimates match the EGLS estimates
for a few key variables. For variables correlated with auxiliary variables used to adjust
9weights, we may see some gains in precision. The EGLS estimates may also be used
to check procedures for imputation and weight adjustments by comparing the EGLS
estimators for key variables to weighted NRI estimates after imputation and weight
adjustments have been implemented. Chapter 4 describes a technique for adjusting
estimation weights to match the EGLS estimator.
We will consider two variables from the 2002 NRI dataset: broad use classification
and soil erosion. Broad use classification is a discrete variable that defines the general
land cover or use for a point. The broad use classification contains 18 categories of land
cover or use, including cultivated and noncultivated cropland, large and small water,
urban, and streams, forests, pasture, and rangeland. For analysis, indicator variables
for each broad use category are created. A measure of the tons per acre of soil loss due
to water erosion determined by the universal soil loss equation (USLE) is the second
variable. USLE is a function of a number of soil erosion factors, including rainfall and
runoff, erodibility, vegetation, slope length, and land practice factors. USLE is a con-
tinuous, positive variable observed only on points that have a broaduse classification of
cultivated cropland, noncultivated cropland, pasture, or Conservation Reserve Program
(CRP). USLE and the broad use classification are susceptible to measurement error since
direct observations are difficult to make for these variables.
1.3 Two-Phase Sampling
Many longitudinal samples can be thought of in the context of two-phase samples.
We will consider longitudinal surveys composed of a first-phase sample where all of the
units that will be studied over time are selected. In two-phase sampling, a large sample
of units is selected, which we call the first-phase sample. A set of auxiliary variables are
often available for units in the first-phase. A second-phase sample is selected from the
population and often depends on the first-phase observations. The second-phase sample
10
is often a sub-sample from the first-phase sample, and we restrict our discussion to this
type of two-phase sampling. In the second-phase sample, the auxiliary variables and
response variables are typically observed. The auxiliary variables are often less expensive
to observe than the response variables, and auxiliary variables that are correlated with
the response variables are often chosen. Estimators for population parameters of the
response variable use the correlated auxiliary information to reduce the variance of the
estimators.
To define a two-phase sample where the second-phase sample is a subsample of
the first-phase sample, let A1 be the first-phase sample of size n, drawn from some
finite population, denoted by FN , with size N . The design for the first-phase sample
is denoted by p1(•), with associated inclusion probabilities pi1i = Pr[unit i ∈ A1] for
i = 1, 2, . . . , N . From the first-phase sample, we select the second-phase sample A2, with
design p2(•|A1) and associated conditional inclusion probabilities of pi2i|1i = Pr[unit i ∈
A2 given unit i ∈ A1] for i = 1, 2, . . . , n.
For the longitudinal designs we will discuss, the second-phase samples will be sub-
samples from the first-phase sample. To support development of statistical theory, we
will view the second-phase design of these surveys as being defined by a partitioning
mechanism that divides the first-phase into P groups, or panels, denoted by A2p with
p = 1, 2, . . . , P . A panel, or union of panels, is assigned by the longitudinal design struc-
ture to be observed at specific times. For a longitudinal survey, p2(•|A1) defines the
probability that each unit i ∈ A1 is assigned to A2p for p = 1, 2, . . . , P . One example for
p2(•|A1) would be a design that assigns a multinomial random variable to assign each
unit in A1 to a panel. Let n2p be the second-phase sample size for A2p.
This class of designs includes many common longitudinal sample designs. Pure panel
surveys, in which each sampled unit is observed at every time point, can be thought of
as having a second-phase sample where the entire first-phase sample is the second-phase
sample. Selecting a pure rotating panel survey, in which a single panel is observed at each
11
time point and then not reobserved until all panels have been observed, can be thought
of as first selecting a first-phase sample composed of all of the units we will observe over
time, then partitioning the first-phase sample into P panels and observing one panel
at each time point until all P panels are observed, then repeating the panel sequence.
A supplemented panel design combines the notions of a pure panel and pure rotating
sample by partitioning a first-phase sample into a core set of units to be observed at
every time point and a set of rotating panels that are cycled through as in a rotating
panel design. Table (1.1) shows the distinctions between these three designs. Other
combinations of panels such as observing two panels at a time point and replacing one
at each time point also fall into the class of designs under consideration.
Table 1.1: Visual display of pure panel, pure rotation, and supplemented panel designs for six
time periods. Core is used to label a panel that is always observed.
Pure Panel Pure Rotation Supplemented Panel
Time: 1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
Core X X X X X X X X X X X X
Rotation 1 X X X X
Rotation 2 X X X X
Rotation 3 X X X X
Our focus on longitudinal surveys with a first-phase sample is related to how we
will formulate the replication variance. We will assume that the first-phase sample
population mean estimator admits a consistent replication variance estimator. Using
the consistency of the first-phase replication variance, we will show the consistency of
our replication estimator for the variance of the EGLS estimator of the cell-mean model
parameters.
1.4 Estimators for Two Phase Sampling
The choice of a two-phase sampling estimator depends on the information gathered at
the first-phase and how the first-phase sample information is used in the second-phase
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sample design and estimation. We begin by discussing the Horvitz-Thompson (HT)
estimator for two-phase samples and an adjustment to the HT estimator, called the pi?
estimator. The pi? estimator will be the building block for more complicated two-phase
estimators.
One use of two-phase sampling is to obtain data for selecting a stratified sample
when the stratum identifiers are not known for the population. A first-phase sample
can be used to observe stratum identification variables. The first-phase sample is then
stratified and a stratified second-phase sample is selected from the first-phase sample.
We discuss two estimators for two-phase samples with stratification at the second-phase:
the double expansion estimator and the reweighted expansion estimator.
A second use of two-phase sampling is to observe a set of auxiliary variables in
the first-phase sample for use in regression estimators of parameters of a second-phase
response variable. When the auxiliary variables are highly correlated with our response
variables, using regression will greatly reduce the variance of our estimators. We provide
a form for the regression estimator and discuss the model assumptions related to the
regression estimator.
Our last section on two-phase sampling estimators discusses combining estimators.
In two-phase samples, and longitudinal samples in particular, we have multiple samples
from which to estimate the same parameter. We describe combining estimators for the
case where we have two partially overlapping samples observed at two time points. We
construct two estimators for the population total at the second time point. The two
estimators are combined into a composite estimator of the population total. In our
discussion of the EGLS estimator for the cell-mean model, we will see that the EGLS
estimator expands on the idea of composite estimators from the two time point case.
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1.4.1 pi? Estimation
A common sample survey estimator is the Horvitz-Thompson (HT) pi estimator,
where pi refers to the unconditional selection probability for a unit. The form of the HT
estimator for a population total under a two-phase sample design is
tˆy,pi =
∑
i∈A2
pi−12i yi, (1.4)
where pi2i = Pr[unit i ∈ A2] is the unconditional sample inclusion probability. With
two-phase samples, however, it is difficult to determine pi2i since we would need to know
the selection probability of each second-phase sample unit over all possible first-phase
samples (Sa¨rndal et. al. 1992). If the second-phase sample is conditional on the first-
phase sample, we can construct a conditional probability that depends on the first-phase
probabilities and observed first-phase auxiliary information. Using this approach, we can
replace pi2i in (1.4) with pi
?
i = pi1ipi2i|1i, where pi1i is the probability of selecting the i
th
observation into the first-phase sample and pi2i|1i is the probability of selecting the ith
unit into the second-phase sample given that it is selected into the particular first-phase
sample. The resulting estimator,
tˆy,pi? =
∑
i∈A2
pi?−1i yi, (1.5)
is called the pi? estimator for a population total (Sa¨rndal et. al. 1992). The pi? esti-
mator is unbiased, like the Horvitz-Thompson estimator, and has an unbiased variance
estimator. For the unbiased variance estimator of tˆy,pi? , let
pi1kl = Pr[unit k ∈ A1 and unit l ∈ A1] (1.6)
and
pi2kl|1kl = Pr[unit k ∈ A2 and unit l ∈ A2 given unit k ∈ A1 and unit l ∈ A1]. (1.7)
The unbiased variance estimator for tˆy,pi? is
Vˆ (tˆy,pi?) =
∑∑
A2
pi1kl − pi1kpi1l
pi1klpi2kl|1kl
yk
piik
yl
pi1l
+
∑∑
A2
pi2kl|1kl − pi2k|1kpi2l|1l
pi2kl|1kl
yk
pi?k
yl
pi?l
. (1.8)
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The pi? estimator uses only auxiliary information obtained from the first-phase sam-
ple that is in the second-phase selection probabilities. However, the pi? estimator is a
starting point for estimation when the first-phase and conditional second-phase inclusion
probabilities are used to construct an estimator for a total.
1.4.2 Reweighted Expansion and Double Expansion Estimators
Next we consider estimation when the second phase sample is a stratified sample,
where the stratification variables are obtained from first-phase observations. Stratified
samples provide gains in precision as well as allowing for control over the sample sizes in
subpopulations. In order to select a stratified sample, we must have stratum membership
information for each unit in the population. If the stratification membership identifiers
are not known for the whole population, the first-phase sample can be used to obtain
the identifiers for the second-phase sample. Let the first-phase sample, A1, be of size n1,
chosen with inclusion probabilities pi1i. For A1, let indicators variables,
xih =
 1 if i
th unit is in the hth strata
0 otherwise
, (1.9)
be observed for i = 1, 2, . . . , n1 and h = 1, 2, . . . , H. H is the number of strata, and a
unit i may belong to only one of the H strata. Denote the first-phase stratum sample
sizes
n1h =
∑
i∈A1
xih. (1.10)
From each stratum, a second phase sample, A2h, is drawn using some probability
sampling design with conditional probabilities pi2i|1i. When a stratified second-phase
sample is drawn from the first-phase sample, two estimators have been proposed. The
first estimator is the pi? estimator,
tˆDEE =
H∑
h=1
∑
i∈A2h
pi?−1i yi, (1.11)
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which is called the double expansion estimator (DEE) by Kott and Stukel (1996). For
stratified second-phase sampling, pi2i|1i = n2hn−11h for unit i in stratum h, where n2h
is the sample size in stratum h in the second-phase. The second is a ratio estimator,
called reweighted expansion estimator (REE) (Stukel and Kott 1996). Suppose that
within each first-phase stratum we select a simple random sample to yield a second
phase sample. Then the REE is
tˆREE =
H∑
h=1
(∑
i∈A1
pi−11i xih
)∑
i∈A2 pi
−1
1i xihyi∑
i∈A2 pi
−1
1i xih
. (1.12)
The REE has a smaller variance than the DEE when the responses within a stratum
are similar to each other (Kim et. al. 2004). Therefore, the REE is prefered to the DEE
if the stratification variables are correlated with the analysis variable.
Since the DEE is a pi? estimator, it has an unbiased variance estimator of the form
in (1.8). The REE is a ratio estimator of pi? estimators, so it has a Taylor expansion
variance estimator constructed from the variance estimator in (1.8). However, when the
number of variables is large, these variance estimators are computationally burdensome
in large surveys compared to replication variance estimators. Therefore, there is interest
in deriving a replication variance estimators for the DEE and REE. Kott and Stukel
(1997) proposed several replication methods for both the REE and DEE and performed
a Monte Carlo simulation to evaluate properties of the replication variance estimators.
The proposed replication method for the REE was shown to be nearly unbiased in the
case of stratified cluster sampling with replacement for the first-phase sample and a
stratified second-phase sample, where the second-phase strata are not necessarily the
same as the first-phase strata. However, the proposed variance estimators for the DEE
were found to have high bias. Kim, Navarro, and Fuller (2005) propose a replication
variance method for the REE and DEE under a general stratified first-phase sample
that is restratified for the second-phase. Their proposed replication method is shown to
be consistent for both the REE and DEE if the first-phase sampling rate is small. In
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both the REE and DEE cases, the replication variance estimators require an additional
design-estimable quantity in the variance formulas for large first-phase sampling rates.
In Chapter 4, we derive a similar result for a replication variance estimator for the
variance of the EGLS estimator.
1.4.3 Regression Estimation
Using the first-phase sample to select a stratified second-phase sample is one way that
two-phase sampling can be used to improve estimators. Another way to use auxiliary
information gained in the first-phase sample is with a regression estimator. Let xi be
a k × 1 auxiliary information vector oberved for units in A1. Let yi be the response
variable observed in A2, where A2 is a second-phase subsample of A1. If the x variables
are correlated with y, a regression estimator for estimating the population mean or total
for y often has a smaller mean squared error than a pi? estimator.
Let the regression estimator for a population mean be
yreg = ypi,A2 + (xpi,A1 − xpi,A2)βˆ2, (1.13)
where
βˆ2 =
(∑
i∈A2
pi?−1i (xi − xpi,A2)′(xi − xpi,A2)
)−1∑
i∈A2
pi?−1i (xi − xpi,A2)′(yi − ypi,A2), (1.14)
(xpi,A2 , ypi,A2) =
(∑
i∈A2
pi?−1i
)−1∑
i∈A2
pi?−1i (xi, yi), (1.15)
and
xpi,A1 =
(∑
i∈A1
pi−11i
)−1∑
i∈A1
pi−11i xi. (1.16)
Notice that ypi,A2 in (1.13) is the pi
? estimator for the mean of y. The second term
in (1.13) can be thought of as an adjustment to the first-phase estimator using the
correlation between x and y. The adjustment performs well if the first-phase estimator
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for the mean of x has a smaller mean squared error than the second-phase estimator for
the mean of x and the correlation between y and x is large.
In the case of longitudinal surveys with repeated observations, the auxiliary variables
xi in the regression estimator may be the previous observations collected during other
survey time points (Fuller 2003). Although the regression estimator’s bias, variance,
and consistency properties are determined by the design, the regression estimator is the
least squares estimator for an assumed model. The underlying regression model for the
regression estimator in (1.13) is
yi = x
′
iβ + i, (1.17)
where
i ∼ (0, σ2) (1.18)
are independent. If the assumed model provides a reasonable description of the rela-
tionship between x and y, then the regression estimator will have a small mean squared
error relative to direct weighted estimators.
Alternatives to model (1.18) involve further specifying the distribution of the i’s.
For example, recent work on hierarchical models assumes more complicated variance
structures with multiple random effects (Skinner 2003) using a parametric form of V ().
Consistent estimators of the parameters in V () are computed, and the resulting esti-
mated variance matrix is then used in a regression estimator. The approach of specifying
a structure with multiple random effect parameters to V () and using the estimated
matrix in regression estimation will be used when we construct our EGLS estimator to
incorporate data from multiple surveys over time.
As with the REE and DEE, a replication variance form for the regression estimator
is of interest when the number of variables is large. Fuller (2005) gives a consistency
theorem for a replication variance estimator of the form (1.1) for the variance of the
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regression estimator in (1.13). Fuller shows that
Vˆrep{yreg} = V {yreg|FN} −N−2
N∑
i=1
pi−12i|1i(1− pi2i|1i)e2iN + op(n−11 ), (1.19)
where
eiN = yiN − yN − (xiN − xN)βN (1.20)
are population residuals, under assumptions about FN , a sequence of finite populations,
and the second-phase inclusion probabilities pi2ip|1i being constant. Much like the repli-
cation variance results for the REE and DEE presented by Kim, Navarro, and Fuller
(2005), Fuller’s (2005) replication variance estimator is consistent for the true variance
of the regression estimator and an additional term from taking a second-phase sample.
The consistency proofs for the replication variance estimators for the regression estima-
tor, REE, and DEE form the outline of a consistency proof for to replication variance
estimator of our proposed EGLS estimator’s variance.
1.4.4 Sampling on Two Occasions
In longitudinal studies, we can construct estimators of the same population parameter
using different components of the sample. For example, if we observe two panels of data
at the same time, each panel can be used to construct an estimator for the population
mean at that time. To estimate the population mean using these two estimators, we
construct a composite estimator that combines the two estimators.
To understand composite estimation in the longitudinal survey context, consider
sampling on two occasions. We begin by drawing a first-phase sample, A1, from our
population to be observed at the first time point. Note that by selecting A1, we identify
the compliment sample Ac1, which is a first-phase sample where no data are collected
at the first time point. For the second time point, we draw two samples. One is a
second-phase sample from A1, the set of units observed at the first time point. The
second is a second-phase sample from Ac1. Call the second-phase sample from A1 the
19
matched sample and the second-phase sample from Ac1 the unmatched sample. Data for
the second time point are collected from both of these samples.
For the matched part of the second-phase sample, we can construct an estimator for
the population mean or total at the second time using an estimator that makes use of the
fact these units have been observed twice. For example, the matched sample estimator
may be the two-phase regression estimator. Let the population total of y at the second
time point be ty. Let an estimator for ty using the matched sample be tˆm. For the
unmatched part of the second-phase sample, we do not have any information from the
first-phase for these units. We can construct an estimator for ty at the second time point
using an estimator such as the pi? estimator. Let the unmatched sample estimator for
ty be denoted tˆu.
With two estimators for the same population total, we may combine them in a
composite estimator. Relative weights wm and wu such that wm + wu = 1 are found to
create a composite estimator of ty of the form wmtˆm + wutˆu. The weights wm and wu
can be chosen to minimize the variance of the convex combination of tˆm and tˆu. The
resulting composite estimator of ty has a smaller variance than either tˆm or tˆu (Sa¨rndal
1992).
In longitudinal surveys, we have multiple time points at which observations are made.
From the data at each time point and panel, we can create an estimator for a parameter
at that time point. We then determine weights to combine all of the estimators with
the same logic as constructing weights in the two occasion case. We will see in the next
section that the EGLS estimator is one way to determine the weights.
1.5 Estimated Generalized Least Squares Estimation
The REE, DEE, and regression estimators use the first-phase information to estimate
the current level. In addition, the REE, DEE, and regression estimator use only the
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first-phase sample and a single second-phase sample observed only once. Our goal is
to extend the discussion of composite estimators to accommodate a broader class of
longitudinal two-phase designs that involve more than two time points. We can use
estimated generalized least squares with a cell-mean model to simultaneously estimate
means and totals for all of the time points while utilizing the covariance over time in
the observations on the same unit.
Consider the linear model
Y =Xβ +  (1.21)
where Y is the n×1 vector of observations, X is the n×k matrix of auxiliary variables,
β is the q× 1 vector of unknown parameters, and  is the n× 1 vector of random errors
with
E() = 0 (1.22)
and
V () = V . (1.23)
Generalized Least Squares (GLS) is an estimation method that provides an estimator
for β. In GLS, we want to find βˆ that minimizes
Q = (Y −Xβˆ)′(Y −Xβˆ), (1.24)
the sum of squared deviations from Y to the fitted mean of Y ,Xβˆ. For positive definite
V and invertible X ′V −1X, the GLS estimator is
βˆGLS = (X
′V −1X)−1X ′V −1Y . (1.25)
In practice, the covariance matrix of  is not known, so a consistent estimator of V , Vˆ ,
is created. Substituting Vˆ into (1.25), provides the EGLS estimator of β,
βˆEGLS = (X
′Vˆ −1X)−1X ′Vˆ −1Y . (1.26)
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For estimation in repeated surveys, we will take Y to be the vector of ypi,pt’s, esti-
mators of the population mean for panel p at time t. We will assume ypi,pt is consistent
for the population mean at time t. For example, ypi,pt may be the pi
? estimator ratio
estimator. For the NRI, ypi,pt is a ratio estimator that uses pi
?−1
i multiplied by the seg-
ment area as the weight for segment i. The unknown parameter vector β will be the
T × 1 vector of µt, the population means at time point t for t = 1, 2, . . . , T . Since we
consider a cell-mean model, X will be the matrix of 0’s and 1’s linking each estimator
ypi,pt to the corresponding population parameter µt. For ypi,pt, the corresponding row in
X will have a 1 in the cell that is multiplied by µt, and 0 in the remaining cells. We will
assume observations from different sampling units are from independent random vari-
ables with the same constant variance across times. The constant variance assumption
implies that V will be proportional to the correlation matrix of the ypi,pt’s. The indepen-
dence assumption implies that only correlations between ypi,pt’s on the same panel will
have a nonzero correlation. We will estimate V with a design consistent estimator Vˆ .
The described model and assumptions are outlined in Fuller (1990) for general repeated
surveys and Fuller and Breidt (1999) for supplemented panel surveys.
The resulting EGLS estimator of β is a set of simultaneous composite estimators
for the mean at each time point. As an illustration of how the EGLS estimator for the
cell-mean model forms composite estimators, suppose we have a longitudinal survey in
which we observe data at three time points with panel one observed for all three time
points and panel two observed for only the first and third time points (Table 1.2).
Table 1.2: Longitudinal Design Scheme for EGLS Example. An X marks when an observation
will occur.
Time
Panel 1 2 3
1 X X X
2 X X
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The cell-mean model for observations collected as in Table (1.2) is
ypi,11
ypi,12
ypi,13
ypi,21
ypi,23

=

1 0 0
0 1 0
0 0 1
1 0 0
0 0 1


µ1
µ2
µ3
+

11
12
13
21
23

, (1.27)
where
V () = σ2

n−11 n
−1
1 ρ12 n
−1
1 ρ13 0 0
n−11 ρ12 n
−1
1 n
−1
1 ρ23 0 0
n−11 ρ13 n
−1
1 ρ23 n
−1
1 0 0
0 0 0 n−12 n
−1
2 ρ13
0 0 0 n−12 ρ13 n
−1
2

; (1.28)
n1 and n2 are the sample sizes of panel one and two, respectively; ρt1t2 is the correlation
between observations on the same unit at times t1 and t2; and σ
2 is the variance term.
Given estimates of the the ρ’s, we can compute the EGLS estimator. An estimator of
σ2 is not needed to estimate µ using EGLS since the σ2 term cancels in the estimator.
The EGLS estimator of µ is
µˆ = Λˆypi, (1.29)
where
Λˆ = (X ′Vˆ −1X)′X ′Vˆ −1, (1.30)
and ypi is the vector of ypi,pt’s. We can write the estimator for µ1 as
µˆ1 =
2∑
p=1
3∑
t=1
λˆ1ptypi,pt, (1.31)
where the λˆ1pt’s are the elements in the first row of Λˆ. Since GLS estimators are
unbiased, λˆ111 + λˆ121 = 1, λˆ112 = 0, and λˆ113 + λˆ123 = 0. Therefore, µˆ1 is a composite of
y11 and y21, the two mean estimators at time one, with additional information provided
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by y13 and y23 via the correlation matrix. The estimator µˆ1 converges with the unbiased
minimimum variance linear combination of the ypi,pt’s under the cell-mean model.
In the next four chapters, we present results for EGLS estimators under supplemented
panel designs. Chapter 2 discusses alternative models for estimating parameters for V
using the context of the NRI. Chapter 3 discusses EGLS estimation for supplemented
panels and, whether or not including first-phase data in the cell-mean model has a
large impact on estimator precision for the NRI, where the time lag from the first- and
second-samples is reasonably large. Chapter 4 provides a replication variance estimator
for the EGLS estimator analogous to the replication variance estimator results for the
REE, DEE, and regression estimator in Fuller (2005) and Kim et. al (2005). We
also develop theory for constructing confidence intervals using the estimated generalized
least equares estimator (EGLSE) and derive a single weight that produces the ELGSE
for select variables. In Chapter 5 we describe a procedure for estimating the two-phase
variance under the NRI design.
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CHAPTER 2 Estimation of the Variance Matrix for the
EGLS Estimator
2.1 Introduction
In this chapter, we consider the problem of estimating and characterizing the variance
matrix for panel means to be used in the EGLSE. We write the cell-mean model for a
longitudinal panel survey as
y2 =Xµ+ e
V ar(e) = V ,
(2.1)
where y2 has elements y2pt, the mean of a response y in panel p observed at time t, X
is a P ?t × T matrix with the jth element on the row corresponding to y2pt denoted by
xpt,j, where
xpt,j =
 1 if t = j,0 otherwise, (2.2)
P ?t is the number of observed panel-time combinations, µ has elements µt, the population
mean at time t, and V is a positive definite matrix. The EGLSE requires an Op(n
−1/2
1 )
consistent estimator of V . The approach we propose is to estimate the correlation
matrix for observations and then to smooth the empirical correlations using time series
models. We use nonlinear least squares to estimate the parameters in the autocorrelation
functions associated with the time series models. The NRI is used to illustrate the
procedure.
Preliminary work on estimating V for the NRI was performed by Breidt and Fuller
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(1999). The correlation modeling of Breidt and Fuller was conducted to determine how
many segments in the 1997 Foundation sample to assign to each panel of the continuous
inventory. Data from the continuous inventory are available from 2000, 2001, and 2002.
In this chapter, we investigate estimators of V using the continuous inventory data. We
use Breidt and Fuller’s model as a starting point. Due to changes in photograph quality
and the data collection time frame, we expect differences in the measurement process
before 2000 and the process after 2000. We propose adjustments to the Breidt and
Fuller model and provide plausible interpretations for proposed correlation parameters
in terms of measurement errors and sampling errors. Correlation estimates from this
chapter are used to compare cell-mean models in Chapter 3. In Chapter 5, we return to
the problem of estimating V under the two-phase sampling structure of the NRI.
2.2 Original Breidt and Fuller (1999) Model and Estimates
Breidt and Fuller (1999) estimated the correlation matrix for segment means using
a least squares approach. We now summarize their correlation matrix estimator and
then apply the same estimator to the continuous data. Breidt and Fuller used data
consisting of segments observed in the years in B={1982, 1987, 1992, 1995, 1996, 1997}.
Data for 1995 and 1996 were from small special NRI studies. The regular NRI was
conducted at 5-year intervals from 1982 to 1997. The variables of interest were the
broaduse classifications for points and soil erosion as calculated by the Universal Soil Loss
Equation (USLE). The broaduse classification variables were converted into a collection
of indicator variables for the categories. The set of indicator variables for each year was
available for each point.
Let
yhit =
∑
j yhitj
nhi
, (2.3)
be the mean of a response variable yhitj for the nhi observed points in segment i in
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stratum h, where j = 1, . . . , nhi points within segments, i = 1, . . . , nh, h = 1, . . . , H,
and t denotes the year in which data were observed. Each segment typically has three
observed points, so for the indicator variables, there are only a few possible values of
yhit.
Let
whi = Ahipi
−1
hi (2.4)
denote the estimation weight for segment i in county h, where Ahi is the area of segment
i in county h and pihi is the inclusion probability of segment i in county h. Counties will
be treated as the strata in our calculations for computational simplicity. Let
µˆht = (
nh∑
i=1
whi)
−1
nh∑
i=1
whiyhit (2.5)
be the weighted mean for county h in year t. Define yhi = {yhi1, . . . , yhiT}′ and µˆh =
{µˆh1, . . . , µˆhT}′, the vector of estimated population means for stratum h. Let
ehi = yhi − µˆh (2.6)
be the T×1 residual vector for segment i in county h. The weighted empirical covariance
matrix is given by
S = (
H∑
h=1
nh∑
i=1
whi)
−1
H∑
h=1
nh∑
i=1
whiehie
′
hi = [stu]t,u∈B, (2.7)
where the notation [stu]t,u∈B denotes the matrix with elements stu. Note that S is a
matrix of ratio estimators for the population covariance matrix elements. Let
R = [rtu]t,u∈B (2.8)
be the corresponding empirical correlation matrix, where
rtu =
stu√
sttsuu
. (2.9)
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The theoretical autocorrelation function (ACF) was postulated to be an AR(1) pro-
cess with additive uncorrelated noise. The AR(1) process model with additive uncorre-
lated noise is
yhit = µht + ehit
ehit = Zhit + hit
Zhit = φZhi,t−1 + ηhit, (2.10)
where |φ| < 1 is the autoregressive parameter; C(hit, gkr) = 0 for all (hit) 6= (gkr),
E(hit) = 0, and V (hit) = σ
2
 ; C(hit, ηgkr) = 0 for all (hit), (gkr); and C(ηhit, ηgkr) = 0
for all (hit) 6= (gkr), E(ηhit) = 0, and V (ηhit) = σ2. The Zhit is a stationary autoregres-
sive process. A weak stationary process is a process where the mean at time t does not
depend on t and the covariance between observations at times t and t+ l depends only
on the lag l. Stationarity implies that correlations between responses on a unit at a lag
of l are the same regardless of t. For example, the correlation between yhi,1992 and yhi,1997
is the same as the correlation between yhi,1997 and yhi,2002. The hit’s were interpreted as
uncorrelated measurement errors by Breidt and Fuller (1999). We will maintain their
interpretation of the hit’s. However, the process in (2.10) may arise when the hit’s are
due to both sampling errors and measurement errors. Since we do not have repeated
observations on the same segment each year, we cannot separately estimate the error
contributions from measurement error and sampling error. Therefore, the interpretation
that hit’s depend only on a measurement error process is dubious.
The ACF associated with the ehit defined in model (2.10) is
ρ(l) = I{l=0} +
φlI{l 6=0}
1 + (1− φ2)κ, (2.11)
where κ is σ2/σ
2 and IA is the indicator function
IA =
 1 if event A is true,0 otherwise. (2.12)
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Note that
V (ehit) = σ
2(1− φ2)−1 + σ2 . (2.13)
Then
ν =
σ2
V (ehit)
100% =
σ2
σ2(1− φ2)−1 + σ2
100% (2.14)
is the percentage of the variance of ehit due to measurement error under Breidt and
Fuller’s interpretation of hit’s. The coefficient ν can be calculated from the ACF pa-
rameters by rewriting (2.14) as
ν =
1
κ−1(1− φ2)−1 + 1 . (2.15)
Stationary AR(1) processes decay exponentially over time and the inclusion of κ in
(2.11) means that all autocorrelations are reduced by a constant term. The parameters
in (2.11) were estimated by minimizing
Q =
∑
t>u
(rtu − φ
l
1 + (1− φ2)κ)
2. (2.16)
Figure 2.1 shows the scatterplots and estimated ACFs by Breidt and Fuller (1999) using
the ACF in (2.11). The difference 1 − [1 + (1 − φ2)κ]−1, which provides the drop from
1 at lag 0 on the plots, is due to the inclusion of the uncorrelated noise, hit, in (2.10).
Breidt and Fuller refer to the difference as the nugget effect. The nugget effect is largest
on variables believed to have higher measurement error, such as USLE and cultivated
cropland.
2.3 Revised Breidt and Fuller (1999) Model and Estimates
Continuous inventory data is available from 2000 to 2002. Improvements in photo-
graph quality as well as having more recent prior observations may result in changes to
the correlations. Model (2.10) was fit to 1982-2002 NRI data to determine if the original
model still reasonably describes the observation correlations from continuous inventory
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Figure 2.1: Breidt and Fuller’s (1999) Foundation and special study data plot of the empirical
autocorrelation functions, plotted with circles, and the fitted theoretical autocor-
relation functions from the AR(1) with Additive Noise Model (2.10), plotted as
solid curves
data. The data consisted of observations on the set of the core sample observed in
1982, 1987, 1992, 1997, 2000, 2001, and 2002. The empirical covariance matrix was
computed as in (2.7) and the empirical correlation matrix, [rtu], was computed by (2.9).
Parameters were estimated by minimizing (2.16). The Splus function ‘nls’, which uses
a Gauss-Newton algorithm, was used for the minimization.
The estimated values of φ, the autoregressive parameter, and ρ(1) (Table 2.1) differ
little from the estimates in Breidt and Fuller (1999). However, the estimated variance
of measurement error as a percentage of total variance decreased dramatically, with
the exception of the crop and pasture categories. Starting in 2000, high resolution
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Table 2.1: Comparison of AR(1) with Additive Noise Model (2.10) Estimated Autoregres-
sive Coefficients, φˆ; Estimated Percent of Variability Due to Sampling Error, νˆ;
and Estimated First-Order Autocorrelation, ρˆ(1). The subscript 1 denotes original
Breidt-Fuller model estimates, subscript 2 denotes model fitting using more recent
data, and ∆ denotes the difference between the estimates with more recent data
and the original estimates.
Variable φˆ1 νˆ1 ρˆ(1)1 φˆ2 νˆ2 ρˆ(1)2 ∆φˆ ∆νˆ ∆ρˆ(1)
Soil loss 0.955 22.9 0.736 0.936 11.9 0.825 -0.019 -11.0 0.089
Large water 0.994 10.5 0.890 0.999 0.0 0.999 -0.005 -10.5 0.109
Small water 0.975 5.3 0.932 0.993 0.9 0.984 0.018 -4.4 0.061
Small streams 0.996 8.9 0.907 1.000 0.6 0.994 0.004 -8.3 0.087
Small urban 0.957 2.9 0.929 0.953 1.1 0.943 -0.004 -1.8 0.014
Large urban 0.977 1.6 0.961 0.987 0.0 0.987 0.010 -1.6 0.026
Urban 0.988 0.1 0.987
Developed 0.989 0.1 0.988
Roads 0.998 2.7 0.971 0.995 0.3 0.991 -0.003 -2.4 0.020
Farmsteads 0.987 3.5 0.952 0.991 1.2 0.978 0.004 -2.3 0.026
Cultivated cropland 0.981 1.4 0.967 0.983 3.9 0.945 0.002 2.5 -0.022
Cropland 0.987 2.3 0.964
Noncultivated crop 0.955 13.0 0.831 0.968 14.7 0.826 0.013 1.7 -0.005
Pasture 0.974 3.1 0.944 0.978 4.4 0.935 0.004 1.3 -0.009
Range 0.992 1.2 0.980 0.996 0.1 0.995 0.004 -1.1 0.015
CRP 0.936 0.0 0.936 0.936 0.0 0.936 0.000 0.0 0.000
Forest 0.981 1.5 0.966 0.994 0.1 0.994 0.013 -1.4 0.028
Federal 0.992 0.0 0.992 0.999 0.0 0.999 0.007 0.0 0.007
Other lands 0.984 7.7 0.908 0.991 2.9 0.963 0.007 -4.8 0.055
Other farms 0.957 3.2 0.926
aerial photographs were used in data collection, which may have served to decrease
measurement error. However, the reduction in measurement error is larger than would
be expected from better materials. Since data collectors had access to previous years’
materials, they may have made correlated measurement errors. The model assumption
that the measurement error is uncorrelated over time may not be valid and suggest that
we pursue alternative models.
The failure of uncorrelated noise assumption does not imply that the fitted model
will not describe the correlation structure well. In fact, many of the fitted ACFs (Figure
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2.2) are reasonable. However, for variables with a propensity for change such as USLE
and noncultivated cropland, the model does not appear to fit well. In addition, the
nugget effect seen in Breidt and Fuller’s analysis seems nonexistent in the new analysis
for water broaduses and noncultivated cropland (Figure 2.1). The lack of fit on dynamic
variables and the large drop in estimated measurement error, νˆ, caused us to consider
alternatives to model (2.10).
Figure 2.2: Fitted AR(1) with Additive Noise Model’s ACFs (2.10) using continuous inventory
sample data, plotted as solid curves and the empirical autocorrelation function,
plotted with circles
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2.4 Alternative Models
We examined three alternative models to (2.10). The alternatives attempt to address
the shortcomings in the fitted ACFs in terms of the lack of a nugget effect, lack of fit
for low and high correlations (USLE plot in Figure 2.1), and the poor interpretation of
measurement error due to potentially correlated errors. We begin with a simplification
of (2.10) to address the nugget effect.
Since the nugget effect does not appear to be present in the newer data, one proposal
is to eliminate the measurement errors from (2.10) resulting in the AR(1) model
yhit = µt + ehit
ehit = Zhit
Zhit = φZhi,t−1 + ηhit, (2.17)
with an associated ACF of
ρ(l) = φl. (2.18)
An advantage of model (2.17) is that it is relatively easy to fit and interpret since an
AR(1) is a standard time series model. A disadvantage of using model (2.17) is loss of a
way to estimate ν, the parameter related to the size of measurement error. In addition,
for some of the NRI variables, the decline in correlation is rapid at small lags and slow
for longer lags. An AR(1) model (2.17) does not allow for a change in curvature.
One way to modify (2.17) is to compress the range of values for the theoretical
correlation from (0,1) to (c,1), where c > 0, by adding a lower asymptote to the AR(1)
ACF. A functional form for the correlations that includes a lower bound is
ρ(l) =
φl + b
1 + b
, (2.19)
where
c =
b
1 + b
(2.20)
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is the lower limit on the correlation. We can rewrite ρ(l) in terms of c to obtain
ρ(l) = (1− c)φl + c. (2.21)
The drawback of ACF (2.19) is in the long-run behavior, since the magnitude of the
correlations should decline to 0 as the lag increases. However, ACF (2.19) may still be
useful if we utilize the fitted correlations for a limited time frame. The parameters in
ACFs (2.18) and (2.19) were estimated using the same nonlinear least squares technique
as in the refitting of Breidt and Fuller’s ACF.
Note that setting b = 0 in ACF (2.19) produces the AR(1) ACF (2.18). To determine
which of the two ACFs is appropriate for a variable, we used a t-test-like criterion for
testing b = 0 that was based on the nonlinear least squares fit of b using uncorrelated
gaussian errors. We calculated
t? =
bˆ√
Vˆ (bˆ)
, (2.22)
where bˆ is the nonlinear least squares estimator of b and Vˆ (bˆ) is the estimator of the
variance of bˆ under an independent identical error assumption. The value of t? was
compared to the 0.05 critical value of a t distribution with 19 degrees of freedom, which
is 2.09. The degrees of freedom were determined by taking the number of pairs of years
used in the nonlinear least squares, 21, minus the number of parameters in bounded
ACF (2.19), 2. The distribution of t? is not that of Student’s t because the rtu’s are
correlated (the same data were used to calculate all of the correlations in [rtu]) and there
is no reason to assume normality for the deviations from the theoretical ACF models.
However, the critical values associated with a t-test provide some insight into which
ACF is preferable, even though the actual distributional properties of t? are not known.
For variables with a high estimated percentage of measurement error, νˆ, from model
(2.10) such as USLE and cropland variables, the AR(1) with Lower Asymptote ACF
(2.19) provided a better fit than the AR(1) ACF (2.17) under our selection criterion
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Table 2.2: Selected ACF Models using the t-test Criterion and Estimated Parameters. A ?
represents ACF (2.19) is selected over ACF (2.18).
Variable t? φˆ(se) ρˆ(1) bˆ(se) cˆ(se)
Soil loss ? 6.94 0.852 (0.0115) 0.893 0.383 (0.046) 0.277 (0.0333)
Large water 0.25 0.999 (0.0001) 0.999
Small water 1.31 0.992 (0.0026) 0.992
Small streams ? 11.13 0.746 (0.0710) 0.997 87.084 (7.821) 0.988 (0.0888)
Small urban 1.48 0.952 (0.0021) 0.952
Large urban 0.72 0.987 (0.0003) 0.987
Urban 0.63 0.998 (0.0002) 0.998
Developed 0.57 0.989 (0.0002) 0.989
Roads 1.84 0.994 (0.0001) 0.994
Farmsteads 1.14 0.989 (0.0005) 0.989
Cultivated cropland ? 7.75 0.919 (0.0114) 0.971 1.799 (0.232) 0.643 (0.0829)
Cropland ? 5.96 0.938 (0.0106) 0.980 2.053 (0.345) 0.672 (0.1129)
Noncultivated crop ? 15.04 0.829 (0.0145) 0.915 1.009 (0.067) 0.502 (0.0334)
Pasture ? 6.50 0.923 (0.0107) 0.965 1.191 (0.183) 0.543 (0.0836)
Rangeland 0.59 0.996 (0.0001) 0.996
Forest ? 2.29 0.983 (0.0051) 0.994 1.756 (0.770) 0.637 (0.2783)
Federal 0.26 0.998 (0.0001) 0.998
Other farms ? 3.88 0.922 (0.0101) 0.945 0.428 (0.110) 0.300 (0.0773)
Other lands ? 7.64 0.903 (0.0191) 0.982 4.351 (0.569) 0.813 (0.1063)
(Figure 2.3). The values of t? can be used to provide insight into the relative contri-
butions of measurement error (Table 2.2). Despite the lack of an explicit measurement
error term, the AR(1) with Lower Bound ACF (2.19) provides a reasonable fit for vari-
ables with high estimated measurement error variance under model (2.10). For some
variables, such as small streams, the estimated lower bound, cˆ, is set very high. However,
using t?, the bounded ACF (2.19) was chosen for small streams. If we extrapolate the
estimated ACF beyond lag 20, we may have unreasonably high correlations for variables
with a high estimated lower bound. Extrapolation will also be problematic using the
fitted noncultivated cropland ACF, where empirical correlations at lag 19 and 20 are
below the estimated lower bound.
The estimated lag one correlations are generally higher using the ACF chosen under
35
Figure 2.3: Fitted ACFs selected between the AR(1) (2.17) and the AR(1) with Lower Asymp-
tote (2.19) ACFs, plotted as solid curves, where the dot-dash line represents the
long-run lower bound, cˆ, and the empirical autocorrelation functions plotted with
circles
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the selection criteria than with the AR(1) with Additive Noise ACF (2.11) (Tables 2.1
and 2.2). The fitted ACFs from the AR(1) with Additive Noise ACF (2.10) are below
the empirical correlations for small lags (Figure 2.2). The fitted ACFs selected using the
t-test criterion are close to the empirical correlations for small lags (Figure 2.3). The
lack of fit of the AR(1) with Additive Noise ACF (2.11) for low lags due to the inclusion
of the nugget effect causes the discrepancy between fitted lag one correlations.
Rather than specifying a lower bound on the ACF, we can alter the curvature of
the AR(1) with Additive Noise ACF (2.10) by including a correlation structure on the
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measurement errors. We retain the form of (2.10), but assume Cov(it, i,t+l) = θ
lσ2 .
The ACF with the correlation assumption added to (2.10) is
ρ(l) = I{l=0} +
φl + (1− φ2)θlκ
1 + (1− φ2)κ I{l 6=0}. (2.23)
One major drawback of ACF (2.23) is that estimators of θ and φ will be highly corre-
lated. The AR(1) ACF is not greatly deficient at explaining variability in the empirical
correlations. Therefore, an increase in one estimated autoregressive parameter will tend
to correspond to a reduction in the other estimated autoregressive parameter, causing
indentification problems. As a result, estimates from the Gauss-Newton algortithm to
fit ACF (2.23) do not always converge. Convergence of parameter estimates in ACF
(2.23) was obtained for only four of the variables. For the other variables, the curvature
in the scatterplots is probably insufficient to warrant two autoregressive parameters.
For the four variables for which convergence was obtained, the φˆ’s from the AR(1)
with Correlated Noise ACF (2.23) are all much higher than the φˆ’s from AR(1) with
Lower Bound ACF (2.19) (Tables 2.2 and 2.3). However, the estimated lag one correla-
tions from ACFs (2.23) and (2.19) are close. The reason for the discepency in φˆ values
arises from the effect of c and θ on the curvature of the ACFs. The lower bound c serves
to compress the ACF curve into a smaller range, so the autoregressive parameter must
be smaller to fit the low correlations at the higher lags. The autoregressive parameter
θ in ACF (2.23) combined with the original autoregressive parameter φ increases the
curvature in the ACF relative to that of an AR(1) ACF (Figure 2.4).
2.5 Discussion
The AR(1) with Additive Noise ACF (2.11) used by Breidt and Fuller (1999) did not
fit the empirical correlations well for large and small lags on dynamic variables such as
cropland and USLE. In addition, the estimated percentage of measurement error using
the continuous inventory sample data was smaller for the more recent data than for the
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Table 2.3: Parameter Estimates for the AR(1) with Additive Correlated Noise ACF
Variable φˆ θˆ κˆ ρˆ(1)
Soil loss 0.969 0.786 13.705 0.885
Cropland 0.990 0.823 4.105 0.977
Noncultivated crop 0.978 0.631 7.684 0.891
Other farms 0.980 0.894 18.549 0.944
pre-annual NRI data. The estimated correlations using the AR(1) with Additive Noise
ACF may provide reasonable inputs for the EGLSE, since the correlations at middle
lags of 5 and 10 carry a larger amount of influence on the EGLS estimator than the
correlations at small or high lags. However, better models were explored to improve fits
to the empirical correlations overall.
We proposed three alternative ACF models. Model (2.17) is an AR(1) error process
model with no measurement error term. For highly static NRI variables, such as the
water and urban classifications, measurement error is either low or highly correlated.
Therefore, the AR(1) model (2.17) is adequate for the slowly changing variables. The
AR(1) with Lower Bound ACF (2.19) was an attempt improve the fit for large lags
over the AR(1) by increasing the curvature in the fitted line. The fit of the AR(1)
with Lower Bound ACF (2.19) was better than fit of the AR(1) model’s (2.17) ACF
on dynamic variables such as cropland, pasture, USLE, and the other land and farm
categories. However, the AR(1) with Lower Bound ACF (2.19), provides information
about measurement error through t?, which is more difficult to interpret than νˆ. The
AR(1) with Lower Bound ACF (2.19) also has a poor long-run correlation behavior due to
the lower bound. The AR(1) with Correlated Noise ACF (2.23) has a nice interpretation
in the NRI, since data collectors use previous materials and observations in making new
observations. For dynamic variables, the fit of the AR(1) with Correlated Noise ACF
(2.23) is reasonable for all lags. However, despite including a measurement error term
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Figure 2.4: Fitted AR(1) with Correlated Noise ACFs (2.23), plotted as solid curves, and the
empirical autocorrelation function, plotted with circles
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in the AR(1) with Correlated Noise ACF (2.23), interpretating the parameters in the
model is difficult due to the high correlation between θˆ and φˆ. As with the Breidt and
Fuller analysis, we do not have a direct way of estimating measurement error variance.
Therefore, we cannot determine how the autoregressive parameters in ACF (2.23), θ and
φ, relate to measurement error.
For the three alternative ACFs, the resulting estimated lag one correlations are sim-
ilar. The estimated lag one correlations from the AR(1) with Lower Bound (2.19) and
AR(1) with Correlated Noise (2.23) ACFs are much higher than those from Briedt and
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Fuller’s (1999) fitted ACFs for USLE, cropland, noncultivated crop, and other farms.
The AR(1) with Additive Noise ACF (2.11) can greatly underestimate the correlation
at small lags (Figure 2.2). Note that the fitted AR(1) with Correlated Noise ACF (2.23)
passes through the empirical correlations (Figure 2.4), so the addition of θ to the AR(1)
with Additive Noise Model (2.10) produces an estimated ACF curve that more closely
describes the observed correlations than the AR(1) with Additive Noise ACF (2.11). For
USLE in particular, the AR(1) with correlated noise ACF has much improved behavior
for small and large lags than the AR(1) with Additive Noise ACF (2.11).
For variables with convergent parameter estimates, we prefer the AR(1) with Corre-
lated Noise ACF (2.23) due to the fit and inclusion of correlated measurement errors. For
the remaining variables, we rely on the ACF selection procedure to choose between the
AR(1) with Lower Bound ACF (2.18) and the AR(1) ACF (2.19). In the next chapter,
we will use the estimated ρ(l)’s from the fitted ACFs to compare EGLS estimator vari-
ances for different cell-mean models under the supplemented panel longitudinal design
of the NRI.
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CHAPTER 3 EGLS Estimation for Level and Net Change
3.1 Introduction
In longitudinal surveys, a common estimator for level at a time point is the weighted
mean at the time,
yyear,t =
∑
i∈A?t
pi?−1i
−1∑
i∈A?t
pi?−1i yit, (3.1)
where A?t is the set of panels observed at time t. For estimating mean change from time
t to time r, a common estimator is the difference in means from overlapping panels,
∆ˆt,r =
∑
i∈A?tr
pi?−1i
−1 ∑
i∈A?tr
pi?−1i yir −
∑
i∈A?tr
pi?−1i
−1 ∑
i∈A?tr
pi?−1i yit, (3.2)
where A?tr is the set of panels observed at time t and time r. Composite estimators using
all of the time point means will outperform yyear,t and ∆ˆt,r in terms of variances. The cell-
mean model with the EGLSE discussed in Chapter 1 simultaneously produces composite
estimators for the mean at each time. Including more time points will result in decreases
in variances of time mean estimators using the EGLSE. However, the computational cost
of including more time points is high since the number of variances that will need to be
estimated will increase. In this chapter, we investigate the performance of the EGLSE
for different cell-mean model specifications. We compare the variances of EGLSEs to
estimators of the form yyear,t and ∆ˆt,r.
We focus on the EGLSE and cell-mean model for supplemented panels, since the
EGLSE will outperform yyear,t and ∆ˆt,r for partially overlapping panels. We consider a
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cell-mean model that includes a time point where the entire first-phase sample is observed
and compare the EGLSE variance to the variance from the EGLSE from a cell-mean
model without the first-phase observed. Including the first-phase sample in the cell-mean
model will cause correlations to be included for each of the supplemented panels. For the
NRI, the two time frames correspond to: B1={2000, 2001, 2002, 2003} and B2={1997,
2000, 2001, 2002, 2003}. For B1, only the core set of units have repeated observations,
but for B2, the supplements also have repeated observations since all segments were
observed in 1997.
3.2 Estimated Generalized Least Squares for a Supplemented
Panel Design
As in (2.1), let the cell-mean model be
y2 =Xµ+ e
V ar(e) = V ,
(3.3)
where y2 is a vector of
y2pi,pt =
∑
i∈A2p
pi?−1i
−1 ∑
i∈A2p
pi?−1i yit, (3.4)
µ is the vector of µt, and X is the vector of xpt,j defined in (2.1). Assume E(ept) = 0
for all p, t and C(ep1t, ep2r) = 0 for p1 6= p2 and all t, r pairs. We assume a stationary
error process, Corr(ep,t, ep,t+l) = ρ(l). Assume V (ept) = n
−1
p σ
2, where np is sample size
in A2p. A row of model 3.3 is
y2pi,pt = µt + ept. (3.5)
Assuming the same σ2 across panels is reasonable when the second-phase design produces
a similar unit composition across panels. Second-phase stratified sampling with the
stratum rates across panels will produce satisfy the assumption. The assumption that
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y2pi,pt is an estimator of µt for each p follows when the panels are random samples from the
first-phase sample. The zero expectation and zero cross-panel covariance assumptions
for ept are large sample approximations, but the approximations should not greatly
impact variance comparisons in this chapter. The stationarity assumption is reasonable
when large changes in unit behavior do not occur. For example, the introduction of
the Conservation Reserve Program greatly altered the land composition on segments
composed mainly of cropland. The correlation structure for segments with CRP in 1997
will differ from before CRP and after the introduction of CRP.
For the B1 time frame for the NRI, model (3.3) is
y1 =

ypi,00
y2pi,01
y2pi,02
y2pi,03
y2pi,11
y2pi,22
y2pi,33

X1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

µ
B1
=

µ0
µ1
µ2
µ3

. (3.6)
A panel code of 0 represents the core panel, and the other values of t represent supple-
ments first seen in the year 200t. Since the core and supplements were selected to have
similar composition of land covers and uses, the assumption of the same σ2 term for
panel means is reasonable. The model assumption that the supplement and core means
in year t estimate the same mean, µt, is also reasonable since the core and supplements
are random samples from the first-phase sample. We set the sample size in the core to
be one and the constant variance, σ2, to be one for computational ease in our variance
comparisons. We also assume the same sample size in each supplement for convenience.
Let
r =
n0
ns
, (3.7)
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where n0 is the sample size in the core, and ns is the sample size in a supplement. We
set r=1.294, the approximate ratio of the sample size in the core to the sample size in
the supplements. Under the assumptions on V ,
V ar(y1) ∝

1 ρ(1) ρ(2) ρ(3) 0 0 0
ρ(1) 1 ρ(1) ρ(2) 0 0 0
ρ(2) ρ(1) 1 ρ(1) 0 0 0
ρ(3) ρ(2) ρ(1) 1 0 0 0
0 0 0 0 r 0 0
0 0 0 0 0 r 0
0 0 0 0 0 0 r

= V1. (3.8)
To compute the EGLSE, we need to estimate ρ(l) for each l. Let ρˆ(l) be such that
ρˆ(l)− ρ(l)|FN = Op(n−1/21 ). (3.9)
The EGLSE is
µˆ = (X ′Vˆ −1X1)−1X ′1Vˆ
−1y2, (3.10)
where Vˆ is the estimator of V using ρˆ(l).
For the NRI, we use the estimated ρˆ(l)’s from Chapter 2 to estimate V . The EGLSE
for model (3.6) with estimated variance Vˆ1 is
µˆ
B1
= (X ′1Vˆ
−1
1 X1)
−1X ′1Vˆ
−1
1 y1. (3.11)
The standardized variance matrix of µˆ
B1
is
V ar(µˆ
B1
) ∝ (X ′1Vˆ −11 X1)−1 =M1. (3.12)
Similarly, we can construct an EGLSE for µ for a cell-mean model using time frame
B2. For B2, we do not in include data in the 1997 Foundation NRI sample that has not
been observed since 1997. The composition of the remaining data in the 1997 sample is
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not the same as the core and supplements. Also, inclusion of the remaining data in the
model would make comparisons to the EGLS estimates from B1 more complicated since
we would be introducing more units rather than only more observations into the model.
Let
y2 =

ypi,0,97
y2pi,1,97
y2pi,2,97
y2pi,3,97
y2pi,00
y2pi,01
y2pi,02
y2pi,03
y2pi,11
y2pi,22
y2pi,33

X2 =

1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

µ
B2
=

µ97
µ0
µ1
µ2
µ3

(3.13)
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and
V ar(y2) ∝

1 0 0 0 ρ(3) ρ(4) ρ(5) ρ(6) 0 0 0
0 r 0 0 0 0 0 0 rρ(4) 0 0
0 0 r 0 0 0 0 0 0 rρ(5) 0
0 0 0 r 0 0 0 0 0 0 rρ(6)
ρ(3) 0 0 0 1 ρ(1) ρ(2) ρ(3) 0 0 0
ρ(4) 0 0 0 ρ(1) 1 ρ(1) ρ(2) 0 0 0
ρ(5) 0 0 0 ρ(2) ρ(1) 1 ρ(1) 0 0 0
ρ(6) 0 0 0 ρ(3) ρ(2) ρ(1) 1 0 0 0
0 rρ(4) 0 0 0 0 0 0 r 0 0
0 0 rρ(5) 0 0 0 0 0 0 r 0
0 0 0 rρ(6) 0 0 0 0 0 0 r

= V2,
(3.14)
where r=1.294 as before. The standardized variance of the EGLSE for model (3.13)
with Vˆ2 formed by substituting ρˆ(l)’s into V2 is
V ar(µˆ
B2
) ∝ (X ′2Vˆ −12 X2)−1 =M2. (3.15)
3.3 Variance Comparisons
For comparisons, we calculate yyear,t and ∆ˆt,r under the supplemented panel design.
For yyear,t, we use the form
µˆyear,t =
∑
p∈Pt
αpty2pi,pt, (3.16)
where Pt is the number of panels observed at time t and the αpt’s are chosen to minimize
the variance of the sum. The αpt’s are obtained by finding the EGLS weights for the
y2pi,pt’s for a cell-mean model containing only y2pi,pt for one t. For example, to obtain the
αp1, we find the EGLSE for a cell-mean model with only y2pi,01 and y2pi,11 as responses.
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Estimator (3.16) is the composite estimator of panel means for year t. Estimator (3.16)
is asymptotically equivalent to the sample mean of the observations for year t. We set
the variance of estimator (3.16) to the variance of the sample mean for year t. For ∆ˆt,r,
the estimator is the difference in panel means from the pure panel (core). We consider
one year changes.
For the NRI, variances of estimators µˆyear,t are compared diagonal values ofM1 and
M2. To obtain the variances for year-to-year changes under the EGLS models, let
C1 =

−1 1 0 0
0 −1 1 0
0 0 −1 1
 and C2 =

−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1

. (3.17)
The coefficient matrix C1 is for estimating one-year changes for years in B1. Similarly,
the coefficient matrix C2 is for estimating one-year changes for years in B2. The EGLSE
for one-year changes using model (3.6) is
∆ˆ
B1
= C1µˆB1 (3.18)
and for model (3.13), the EGLSE for one-year changes in the mean is
∆ˆ
B2
= C2µˆ21 (3.19)
The variance-covariance matrices for ∆ˆ1 and ∆ˆ2 are proportional to
D1 = C1M1C
′
1 (3.20)
and
D2 = C2M2C
′
2, (3.21)
respectively. The values on the diagonal of D1 are proportional to the variances for the
estimator of
(µ1 − µ0, µ2 − µ1, µ3 − µ2)′. (3.22)
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Similarly, the diagonal elements ofD2 are proportional to the variances for the estimator
of
(µ0 − µ97, µ1 − µ0, µ2 − µ1, µ3 − µ2)′. (3.23)
The diagonal values of D1 and D2 will be compared to change estimators using the core
panel only. The core change estimators are
∆ˆt1,t2 = y2pi,0,t2 − y2pi,0,t1 . (3.24)
The standardized variance of (3.24) is
Vcore,t1,t2 = 2− corr(y2pi,0,t1 , y2pi,0,t2), (3.25)
where the correlations are estimated from the ACF models.
To calculate the efficiency of using EGLS, we perform comparisons using the broad
use classifications with a high propensity for change and USLE. The ACFs chosen for
each variable in Chapter 2 were used to provide estimates of ρˆ(l) (Table 3.1).
Table 3.1: Variables and ACFs Used in EGLS Variance Comparisons
Variable ACF Selected
Soil Loss AR(1) with Additive Correlated Noise
Urban AR(1)
Developed AR(1)
Cultivated Crop AR(1) with Lower Asymptote
Cropland AR(1) with Additive Correlated Noise
Noncultivated Crop AR(1) with Additive Correlated Noise
Pasture AR(1) with Lower Asymptote
Rangeland AR(1)
Forest AR(1) with Lower Asymptote
Variance ratios to compare estimators of level (Table 3.2) are calculated as
Vˆ (µˆt)
Vˆ (µˆyear,t)
. (3.26)
The standardized EGLSE variance and variance ratio for µˆ97 are not presented since the
EGLSE and year mean have the same standardized variance of 0.302. There is a very
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small impact on the precision of estimated level from including 1997 in the model. For
years closest to 1997, there are modest gains in precision by including the 1997 data
in the cell-mean model. These gains decay for means for years further from 1997. The
EGLSE for the years 2001, 2002, and 2003 is 1.5 to 1.9 times more efficient than µˆyear,t.
The results for level suggest that including enough years to obtain repeated observations
on supplements does not provide enough substantial gains in terms of variance over using
shorter time frames.
Table 3.2: EGLS Estimators’ Standardized Variance Estimates for Level Ratio of Variances
Standardized Variance Variance Ratio to Year Mean
Variable µˆ0 µˆ1 µˆ2 µˆ3 µˆ0 µˆ1 µˆ2 µˆ3
Soil Loss B1 0.513 0.388 0.356 0.388 0.513 0.688 0.632 0.688
B2 0.465 0.373 0.354 0.384 0.465 0.661 0.628 0.681
Urban B1 0.306 0.303 0.302 0.303 0.306 0.538 0.533 0.538
B2 0.304 0.302 0.302 0.303 0.304 0.537 0.536 0.537
Developed B1 0.327 0.312 0.307 0.321 0.327 0.553 0.544 0.553
B2 0.317 0.308 0.306 0.311 0.317 0.547 0.544 0.551
Cultivated Crop B1 0.364 0.327 0.316 0.327 0.364 0.580 0.560 0.580
B2 0.343 0.320 0.315 0.325 0.343 0.568 0.558 0.577
Cropland B1 0.349 0.322 0.313 0.322 0.349 0.570 0.554 0.570
B2 0.334 0.316 0.312 0.320 0.334 0.560 0.553 0.567
Noncultivated Crop B1 0.488 0.381 0.355 0.381 0.488 0.676 0.630 0.676
B2 0.452 0.367 0.352 0.374 0.452 0.650 0.623 0.664
Pasture B1 0.376 0.332 0.319 0.332 0.376 0.589 0.565 0.598
B2 0.352 0.324 0.317 0.330 0.352 0.575 0.563 0.585
Range B1 0.311 0.305 0.303 0.305 0.311 0.541 0.538 0.541
B2 0.307 0.304 0.303 0.305 0.307 0.539 0.537 0.540
Forest B1 0.316 0.307 0.304 0.307 0.316 0.545 0.540 0.545
B2 0.310 0.305 0.304 0.307 0.310 0.541 0.539 0.544
The performance of the EGLSE for year-to-year changes depends on the inclusion
of 1997 into the cell-mean model (Table 3.3). The variance reduction using the EGLSE
without 1997 over direct core mean differences is small. However, the addition of 1997
to the model provides a substantial benefit to estimating one-year changes for 2000,
2001, 2002, and 2003. The large variance reduction in in one-year change estimators by
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including 1997 in the cell-mean model opposes the results for level from Table 3.2, where
1997 provided little assistance. For highly correlated variables, including supplements
without repeated observations provides little additional information over core differences.
If we were to use all available overlapping panels in the direct change estimator ∆ˆt,r,
the gains from including 1997 would diminish. However, the result suggest that for
estimating change, the time frame used in the cell-mean model should include at least
one repeat of each panel.
Table 3.3: EGLS Estimators’ Standardized Variance Estimates and Variance Ratios for
Changes, ∆ˆt1,t2 Represents µˆt2 − µˆt1
Standardized Variance Variance Ratio to Core
Variable ∆ˆ97,0 ∆ˆ0,1 ∆ˆ1,2 ∆ˆ2,3 ∆ˆ97,0 ∆ˆ0,1 ∆ˆ1,2 ∆ˆ2,3
Soil Loss B1 0.222 0.206 0.206 0.968 0.902 0.902
B2 0.335 0.202 0.191 0.197 0.591 0.885 0.835 0.860
Urban B1 0.004 0.004 0.004 0.999 0.998 0.998
B2 0.006 0.003 0.003 0.004 0.537 0.846 0.856 0.908
Developed B1 0.022 0.022 0.022 0.996 0.988 0.988
B2 0.035 0.019 0.019 0.020 0.540 0.848 0.855 0.905
Cultivated Crop B1 0.057 0.056 0.056 0.991 0.971 0.971
B2 0.090 0.050 0.050 0.052 0.563 0.866 0.855 0.895
Cropland B1 0.045 0.044 0.044 0.993 0.978 0.978
B2 0.069 0.039 0.039 0.040 0.568 0.871 0.856 0.895
Noncultivated Crop B1 0.212 0.198 0.198 0.974 0.911 0.911
B2 0.293 0.197 0.180 0.185 0.621 0.902 0.828 0.847
Pasture B1 0.070 0.068 0.068 0.989 0.965 0.965
B2 0.109 0.061 0.060 0.063 0.561 0.865 0.853 0.894
Range B1 0.008 0.008 0.008 0.999 0.996 0.996
B2 0.013 0.007 0.007 0.007 0.538 0.846 0.856 0.907
Forest B1 0.012 0.012 0.012 0.998 0.994 0.994
B2 0.020 0.010 0.011 0.011 0.542 0.850 0.857 0.906
3.4 Concluding Remarks
For estimation of level, the EGLSE for the cell-mean model parameters under a sup-
plemented panel design outperforms the year mean. For estimating one-year net change,
50
the EGLSE is superior to the core estimator. The variance reduction is greater for esti-
mating level than for net change. If estimating level is the primary goal, computational
burden may be reduced by using a shorter time frame that does not include repeated
observations on all of the panels. The addition of the repeated observations on panels
reduces the variance for level estimators the most for the variables with low correla-
tions between years. For estimating one-year net change, including the first-phase data
greatly reduces the variance. For highly correlated variables, such as urban and range-
land broaduses in the NRI, the core estimator performs almost as well as the EGLSE
when 1997 is not included. The inclusion of the extra correlations for the supplemental
panels provides a large amount of information about change. When the supplements
begin to repeat, it is likely that the need to include the first-phase data in the cell-mean
model will decrease, since correlation terms from the supplements will be available. The
results indicate that repeated observations on all of the panels, not just the core, re-
duces variances of the EGLSE for change. A recommendation for the number of years
to include in the model would be to include a sufficient number of years for repeated
observations on the supplements.
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CHAPTER 4 Theoretical Results for the EGLSE
4.1 Introduction
In Chapter 3, we presented the cell-mean model for supplemented panels. We com-
pared the EGLS variances of the estimator constructed with the first-phase observations
to the variances of the estimator constucted without the first-phase observations. In the
comparisons, we used the matrix formula
Vˆ (µˆEGLS) = (X
′Vˆ −1X)−1. (4.1)
In practice however, a replication variance estimator is useful. A replication variance
estimator reduces the computational burden when the number of variables is large. End-
users of a dataset also may find using replication weights more useful than direct variance
estimation for their estimators. In this chapter, we propose a replication variance esti-
mator for the EGLS estimator of cell-mean model parameters for longitudinal surveys
with a first-phase. We prove consistency for the replication variance estimator. We
show that the EGLSE converges to a multivariate normal random variable under some
assumptions about the first and second phase designs. Therefore, confidence intervals
for smooth functions of time point means can be constructed. The replication variance
estimator may be used for confidence intervals when the first-phase sampling fraction
is small. We propose an adjustment to the original analysis weights that constrains the
new weights to return the EGLSE for variables for which we control. For other variables,
the new weights will produce a regression estimator. We extend the replication variance
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procedure to the adjusted weights.
4.2 Population and Design Assumptions
Let the number of occasions for observations and the number of panels be fixed at T
and P, respectively. Let the finite population be of size N indexed by i, where i=1,. . . ,N
and let t = 1,. . . ,T denote time. Let the parameters of interest be the set of population
means µt,N =
∑N
i=1N
−1Yit, t = 1, 2, . . . , T. Denote the vector of µt,N with µN . Let
E{θˆ|F} and V {θˆ|F} denote the design expectation and design variance of θˆ, where F
is a finite population. Let the first-phase sample, that is the sample at t=1, be labeled
A1. Every panel is included in A1.
Let FN be a sequence of populations of increasing size as defined in Fuller (1975).
Define
y2pi,p,t,N = (
∑
i∈A1
pi−11i pi
−1
2ip|1iaip)
−1∑
i∈A1
pi−11i pi
−1
2ip|1iaipyit, (4.2)
where aip is an indicator of the i
th element being in the pth panel, pi1i is the first-phase
selection probability, pi2ip|1i is the conditional probability of selecting the ith element into
the pth panel given that the ith element is in A1, and the subscript of N is suppressed
on the right side of (4.2). Mathematically,
aip =
 1 if the i
th element is selected into the pth panel
0 otherwise
. (4.3)
Although the panel mean is defined for all t, many of the panel means will not be
observed under the longitudinal observation scheme. We consider disjoint panels, so aip
may be 1 for only one p. The aip are random indicator variables with a probability
distribution defined by the second-phase design.
Let y2pi,N be the vector of y2pi,p,t,N ’s. Let
µˆN = (X
′Vˆ −1N X)
−1X ′Vˆ −1N y2pi,N (4.4)
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be the EGLS solution for the cell-mean model, where X is the cell mean model matrix
and VˆN is a consistent estimator of the covariance matrix of y2pi,N . Define
epi,p,t,N = (
∑
i∈A1
pi−11i pi
−1
2ip|1iaipbpt)
−1∑
i∈A1
pi−11i pi
−1
2ip|1iaipbpteit, (4.5)
where
eit = yit − µt,N . (4.6)
Note that µˆN − µN is a vector of linear combinations of epi,p,t,N ’s.
4.3 Replication Variance Estimation for µˆ
The assumption that drives the replication variance procedure is the assumption of
a design consistent replication variance estimator for the first-phase sample. Let this
replication variance estimator for a mean be
Vˆ1{y1,HT} =
L∑
k=1
ck(y
(k)
1,HT − y1,HT )2, (4.7)
where y1,HT =
∑
i∈A1 N
−1pi−11i yi is the Horvitz-Thompson mean of y, y
(k)
1,HT is the k
th
replicate of the estimated mean, L is the total number of replicates, and ck, k=1, 2,. . . ,
L, are constants determined by the replication method and design.
To construct a replicate for µˆ, apply the replication proceduce for the first-phase to
units that share the same element identification. That is, if the ith observation is removed
to form a replicate, then data for all time points on the ith element are removed. We
then construct µˆ using the remaining data. The replication variance estimator for µˆ is
Vˆ2(µˆd) =
L∑
k=1
ck(µˆ
(k)
d − µˆd)2, (4.8)
for the dth year where
µˆ(k) = (X ′Vˆ −1N X)
−1X ′Vˆ −1N y
(k)
2pi,N , (4.9)
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where y
(k)
2pi,N is the k
th replicated vector of y2pi,p,t,N ’s. The following result establishes
the consistency of Vˆ2{µˆd}.
Theorem 4.1. Assume that
CpiS < Nn
−1
1Npi1i,N < CpiB (4.10)
for all N, where n1N is the sample size for the first-phase sample drawn from FN , and
CpiS and CpiB are fixed positive constants. Assume that pi2ip|1i = κ2ip = Pr[aip = 1]
are fixed probabilities,
∑P
p=1 κ2ip = 1. Assume that the aip are independent. Assume
Pr(i ∈ p1 and i ∈ p2) = 0 for p1 6= p2. Assume the finite population FN is a sample
from an infinite population with 4 + δ, δ > 0, moments.
Assume that
V {Tˆ1y|FN} ≤ KMV {Tˆy,SRS|FN}, (4.11)
where y is any variable with fourth moments, Tˆy,SRS is the total estimator for simple
random sampling, Tˆ1y is the Horvitz-Thompson total estimator for the first-phase, and
KM is a fixed constant. Assume that the variance of a first-phase linear estimator of the
mean is a symmetric quadratic function,
n1NV {N−1
∑
i∈A1N
pi−11i,NyiN |FN} =
N∑
j=1
N∑
i=1
ωij,NyiNyjN , (4.12)
where
N∑
i=1
|ωij,N | = O(N−1). (4.13)
Assume a first-phase replication variance estimator, denoted by Vˆ1{θˆ}, such that
E{[(V [θˆ|FN ])−1Vˆ1{θˆ} − 1]2|FN} = o(1), (4.14)
for any variable with bounded fourth moments. Also assume that the replicates for the
first-phase sample estimator of a total, Tˆ1, satisfy
E{[ckN(Tˆ (k)1 − Tˆ1)2]2|FN} < KγL−2N [V {Tˆ1|FN}]2 (4.15)
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uniformly in N for any variable with fourth moments, where Kγ is a fixed constant.
Consider replication variance estimation for µd defined by Vˆ2(µˆd) in (4.8). Then the
replication variance estimator satisfies
Vˆ2(µˆd) = V {µˆd|FN}−N−2
N∑
i=1
{ P∑
p=1
κ−12ip(1−κ2ip)η2dip+
P∑
p1=1
P∑
p2=1
p1 6=p2
(−ηdip1ηdip2)
}
+op(n
−1
1 ),
(4.16)
where
ηdip =
T∑
t=1
λdptbpteit, (4.17)
eit is defined in (4.6), and λdpt are the coefficients of (X
′V −1X)−1X ′V −1 corresponding
to estimation of the dth component of µˆ.
Proof. Write the EGLS estimator for the mean as
µˆ = (X ′Vˆ −1X)−1X ′Vˆ −1ypi = Λˆypi, (4.18)
where Λˆ = (λˆ′1, λˆ
′
2, ..., λˆ
′
T )
′ with λˆdpt being the element of Λˆ that corresponds to the
coefficient on the panel p, time t mean for estimating the dth element µ. The estimator
for µd can be written
µˆd =
P∑
p=1
T∑
t=1
λˆdptbptypipt, (4.19)
where
bpt =
 1 if the p
th panel is observed at time t
0 otherwise
(4.20)
are fixed indicator variables determined by the longitudinal data collection structure.
For example, for the core panel in a supplemented panel design, bcore,t is 1 for all t. The
panel mean is defined in (4.2). The bpt in (4.19) ensure that only observed panel means
contribute to µˆd.
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For the replicated µˆ’s, if we maintain the same weight matrix Λˆ, the dth time period
element of µ is estimated by
µˆ
(k)
d =
P∑
p=1
T∑
t=1
λˆdptbpty
(k)
pipt, (4.21)
where
y
(k)
pipt = (
∑
i∈A1
aipcikpi
−1
i κ
−1
2ip)
−1∑
i∈A1
aipcikpi
−1
i κ
−1
2ipyit (4.22)
and cik is the indicator of the i
th observation being included in the kth replicate.
Observe that
µˆ
(k)
d − µˆd =
P∑
p=1
T∑
t=1
λˆdptbpt((y
(k)
pipt − µt)− (ypipt − µt)). (4.23)
Noting that
ypipt − µt = (
∑
i∈A1
aippi
−1
i κ
−1
2ip)
−1∑
i∈A1
aippi
−1
i κ
−1
2ip(yit − µt) = epipt (4.24)
and that
y
(k)
pipt − µt = e(k)pipt, (4.25)
we have
µˆ
(k)
d − µˆd =
P∑
p=1
T∑
t=1
λˆdptbpt(e
(k)
pipt − epipt). (4.26)
From a Taylor expansion,
µˆ
(k)
d − µˆd =
P∑
p=1
T∑
t=1
λdptbpt(e
(k)
pipt − epipt) +
P∑
p=1
T∑
t=1
(λˆdpt − λdpt)bpt(e(k)pipt − epipt)
=
P∑
p=1
T∑
t=1
λdptbpt(e
(k)
pipt − epipt) +Op(L−1/2n−11 ) (4.27)
by (4.15) and (4.11).
Observe that
epipt = (
∑
i∈A1
aippi
−1
1i κ
−1
2ip)
−1∑
i∈A1
aippi
−1
1i κ
−1
2ipeit
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= (N−1E{
∑
i∈A1
aippi
−1
1i κ
−1
2ip})−1N−1
∑
i∈A1
aippi
−1
1i κ
−1
2ipeit +Op(n
−1
1 )
= N−1
∑
i∈A1
aippi
−1
i κ
−1
2ipeit +Op(n
−1
1 )
= eHT,pt +Op(n
−1
1 ). (4.28)
From (4.27) and (4.28), it is enough to consider the replication variance of
τˆd = N
−1∑
i∈A1
P∑
p=1
T∑
t=1
λdptaipbptpi
−1
1i κ
−1
2ipeit, (4.29)
the generalized least squares HT residual mean. The d subscript will be dropped in the
following derivations.
Since the κ2ip do not depend on A1, conceptually the sampling procedure can be
thought of as first generating an ai for each element in the population and then drawing
a first-phase sample from the population. By first determining the panel identification,
we can condition on the second-phase sample aip’s in the proof. Conditioning on the
second-phase indicators lets us write the estimator in terms of a first-phase estimator as
in (4.2). The idea of extending second-phase indicators to the population is discussed in
Fay (1991). Since we have assumed the first-phase estimator has a consistent replication
variance estimator, we have consistency of the estimator conditional on the aip’s. We
then derive the unconditional variance using the probabilities from the multinomial
distributions of the ai’s.
Begin by noting that
V1{τˆ |FN} = E{V1[τˆ |aN ,FN ]|FN}+ V {E[τˆ |aN ,FN ]|FN}, (4.30)
where aN denotes the N × p matrix of aip’s. By (4.14), Vˆ1{τˆ |aN ,FN} is consistent for
V1{τˆ |aN ,FN}. To demonstrate consistency, we shall show that V1{τˆ |aN ,FN} is consis-
tent for E{V1[τˆ |aN ,FN ]|FN} and evaluate V {E[τˆ |aN ,FN ]|FN}. First the consistency
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of V1{τˆ |aN ,FN} will be shown. By (4.12),
nNV1(τˆ |aN ,FN) =
N∑
i=1
N∑
j=1
ωij
( P∑
p=1
T∑
t=1
λptaipbptκ
−1
2ipeit
)( P∑
p=1
T∑
t=1
λptajpbptκ
−1
2jpejt
)
.
(4.31)
If we call
ηip =
T∑
t=1
λptbpteit, (4.32)
then (4.31) can be written as
N∑
i=1
N∑
j=1
ωij
( P∑
p=1
aipκ
−1
2ipηip
)( P∑
p=1
ajpκ
−1
2jpηjp
)
. (4.33)
Interchanging sums in (4.33) gives
P∑
p1=1
P∑
p2=2
( N∑
i=1
N∑
j=1
ωijaip1κ
−1
2ip1
ηip1ajp2κ
−1
2jp2
ηjp2
)
. (4.34)
Setting dip = κ
−1
2ipaip − 1, (4.34) can be rewritten as
P∑
p1=1
P∑
p2=1
( N∑
i=1
N∑
j=1
ωij(dip1 − 1)(djp2 − 1)ηip1ηjp2
)
. (4.35)
Since P is fixed, consider the variance of the three terms in the large parenthesis in
(4.35). Note that
V (
N∑
i=1
N∑
j=1
ωijηip1ηjp2|FN) = 0, (4.36)
for all p1, p2 because the sum in (4.36) is constant given FN . Also
V (
N∑
i=1
N∑
j=1
ωijdip1ηip1ηjp2|FN) =
[ N∑
i=1
N∑
j=1
ωijξ
2
dip1
η2ip1ηjp2
] N∑
k=1
ωikηkp2 , (4.37)
where ξ2dip1 = κ
−1
2ip1
(1− κ2ip1). The term on the right side of (4.37) in brackets is Op(1),
by (4.12) and (4.11), since the term on the right side of (4.37) is
nNCov(N
−1∑N
i=1 ξ
2
dipηip1 , N
−1∑N
i ηip2) and the variance of a mean under SRS isOp(n
−1
N ).
The remaining term in (4.37) is Op(N
− 1
2 ) by (4.13) and the moment assumption on the
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sequence of finite populations. The last component in (4.31) involves the cross terms,
namely
V (
N∑
i=1
N∑
j=1
ωijdip1djp2ηip1ηjp2|FN). (4.38)
Consider Cov(dip1djp2 , dkp1dmp2). If ij 6= km or ij 6= mk, then this covariance is 0.
Otherwise, label the covariance as Ωdijp1p2 . Substituting the covariances in to (4.38)
gives
V (
N∑
i=1
N∑
j=1
ωijdip1djp2ηip1ηjp2|FN) =
N∑
i=1
N∑
j=1
2ω2ijΩdijp1p2η
2
ip1
η2jp2 . (4.39)
Since ω2ij is positive, we may find an upper bound on (4.39) by extracting the largest
|ωij|,
N∑
i=1
N∑
j=1
2ω2ijΩdijp1p2η
2
ip1
η2jp2 ≤ max|ωij|
N∑
i=1
N∑
j=1
2|ωij|Ωdijp1p2η2ip1η2jp2 . (4.40)
By (4.13), max|ωij| = O(N−1). By (4.13), the boundedness of Ωdijp1p2 , and the moment
assumption on the sequence of finite populations, the double sum on the right side of
(4.40) is Op(1). Therefore, (4.38) is Op(N
−1).
Combining the order results for (4.36), (4.37), (4.38), we have V1{τˆ |aN ,FN} con-
sistent for its expectation for fixed P . Couple this result with the assumption that
Vˆ1{τˆ |aN ,FN} is consistent for V1{τˆ |aN ,FN}, and we have shown that Vˆ1{τˆ |aN ,FN} is
consistent for E{V1[τˆ |aN ,FN ]}.
Now we evaluate V {E[τˆ |aN ,FN ]|FN} under the multinomial second-phase sampling
scheme. Noting that
V {E[τˆ |aN ,FN ]|FN} = N−2V {
N∑
i
P∑
p
T∑
t
λptaipbptκ
−1
2ipeit}, (4.41)
If we again make the substition of ηip =
∑T
t λptbpteit, (4.41) can be rewritten as
N−2V {
N∑
i
P∑
p
ηipaipκ
−1
2ip}. (4.42)
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From the definition of aip, V {aip} = κ2ip(1 − κ2ip), Cov{aip1 , aip2} = −κ2ip1κ2ip2 , and
Cov{aip, ajp} = 0. Using these three facts about aip it follows that (4.42) is
N−2
N∑
i=1
{ P∑
p
κ−12ip(1− κ2ip)η2ip +
P∑
p1=1
P∑
p2=1
p1 6=p2
(−ηip1ηip2)
}
. (4.43)
Subtracting V {E[τˆ |aN ,FN ]|FN} from both sides of (4.30) and applying (4.43) gives the
result.
Theorem 4.1 gives properties of the first-phase replication variance estimator for
the variance of the EGLSE. The following corollary extends the replication variance
estimator to the covariance terms in V (µˆ).
Corollary 4.1. Let the replication covariance estimator be of the form
Cˆ2(µˆd1 , µˆd2) =
L∑
k=1
ck(µˆ
(k)
d1
− µˆd2)(µˆ(k)d2 − µˆd2). (4.44)
Then under the assumptions in Theorem 4.1,
Cˆ2(µˆd1 , µˆd2) = C(µˆd1 , µˆd2|F)−N−2
∑N
i=1
{∑P
p=1 κ2ip(1− κ2ip)ηd1ipηd2ip
+
∑P
p1=1
∑P
p2=1
p1 6=p2
−0.5{ηd1ip1ηd2ip2 + ηd2ip1ηd1ip2}
}
+ op(n
−1
1 ),
(4.45)
where ηdip is defined in (4.17).
Proof. Note that the difference in two EGLS time mean estimators can be written as
µˆd1 − µˆd2 =
P∑
p=1
T∑
t=1
(λˆd1pt − λˆd2pt)bptypipt. (4.46)
From the arguments in (4.27) and (4.28),
µˆ
(k)
d1
− µˆ(k)d2 − µˆd1 + µˆd2 =
P∑
p=1
T∑
t=1
(λd1pt − λd2pt)bpt(e(k)pipt − epipt) +Op(L−1/2n−11 ). (4.47)
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From (4.28) and (4.47) it is enough to consider the variance of
τˆd12 = N
−1∑
i∈A1
P∑
p=1
T∑
t=1
(λd1pt − λd2pt)aipbptpi−11i κ−12ipeit. (4.48)
Since (4.48) is of the same form of (4.29), where λd1pt−λd2pt is a constant, Theorem 4.1
may be applied to µˆd1 − µˆd2 . From Theorem 4.1,
Vˆ2(µˆd1 − µˆd2) = V (µˆd1 − µˆd2 |FN)−N−2
∑N
i=1
{∑P
p=1 κ
−1
2ip(1− κ2ip)η2d12ip
+
∑P
p1=1
∑P
p2=1
p1 6=p2
(−ηd12ip1ηd12ip2)
}
+ op(n
−1
1 ),
(4.49)
where
ηd12ip =
∑T
t=1(λd1pt − λd2pt)bpteit
= ηd1ip − ηd2ip.
(4.50)
Note that
Vˆ2(µˆd1 − µˆd2) = Vˆ2(µˆd1) + Vˆ2(µˆd2)− 2Cˆ2(µˆd1 , µˆd2) (4.51)
and
V (µˆd1 − µˆd2|FN) = V (µˆd1|FN) + V (µˆd2|FN)− 2C(µˆd1 , µˆd2|FN). (4.52)
From Thoerem 4.1,
Vˆ2(µˆd1) = V {µˆd1|FN}−N−2
N∑
i=1
{ P∑
p
κ−12ip(1−κ2ip)η2d1ip+
P∑
p1=1
P∑
p2=1
p1 6=p2
(−ηd1ip1ηd1ip2)
}
+op(n
−1
1 )
(4.53)
and
Vˆ2(µˆd2) = V {µˆd2|FN}−N−2
N∑
i=1
{ P∑
p
κ−12ip(1−κ2ip)η2d2ip+
P∑
p1=1
P∑
p2=1
p1 6=p2
(−ηd2ip1ηd2ip2)
}
+op(n
−1
1 ).
(4.54)
Substituting (4.53) and (4.54) into (4.51) and then (4.52) and (4.51) into (4.49) and
cancelling produces the corollary result.
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4.4 Central Limit Theorem
We now establish conditions for asymptotic normality of the EGLSE. With the
asymptotic normality, approximate confidence intervals for functions of population means
can be constructed. In a two-phase sampling setting, convergence of the first-phase mean
estimator in law and conditional convergence of the second-phase mean estimator in law
are insufficient for the second-phase sample mean to converge in law unconditionally.
We first establish sufficient conditions to assure unconditional convergence of condi-
tional estimators. The following lemma is adapted from a lemma in Schenker and Welsh
(1988).
Lemma 4.1. Let {Zn} be a sequence of random variables in Rk such that, for some
function h, n→∞,
h(Z1, . . . ,Zn)
L−→ Γ, (4.55)
where Γ has a distribution function G. If {Un} is a sequence of random variables in Rk
such that
P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn} → F (s) (4.56)
almost surely for all s ∈ Rk, where F is a continuous distribution function, ‖ represents
conditional upon, and ≤ is taken to mean jointly less than elementwise, that is the
probability in (4.56) is the probability in the lower quadrant of s, then
P (Un ≤ t)→ (G ∗ F )(t) (4.57)
for all t ∈ Rk, where “∗” denotes convolution.
Proof. By the definition of conditional probability,
|P (Un ≤ t)− (G ∗ F )(t)| = |E{Z}[P{Un ≤ t ‖ Z1, . . . ,Zn}]− (G ∗ F )(t)|, (4.58)
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where E{Z} is the expectation taken with respect to the joint distribution of Z1, . . .Zn.
Let s = t− h(Z1, . . . ,Zn), then
|P (Un ≤ t)− (G ∗ F )(t)| = |E{Z}[P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn}]
−E{Z}[F (s)] + E{Z}[F (s)]− (G ∗ F )(t)|.
(4.59)
By the triangle inequality,
|P (Un ≤ t)− (G ∗ F )(t)| ≤ |E{Z}[P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn}]
−E{Z}[F (s)]|+ |E{Z}[F (s)]− (G ∗ F )(t)|.
(4.60)
By Jensen’s inequality,
|P (Un ≤ t)− (G ∗ F )(t)| ≤ E{Z}[|P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn} − F (s)|]
+|E{Z}[F (s)]− (G ∗ F )(t)|.
(4.61)
Since |P{Un−h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn}]−F (s)| is a bounded random variable
for each s ∈ Rk,
|P (Un ≤ t)− (G ∗ F )(t)| ≤ E{Z}[sups∈Rk |P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn}
−F (s)|] + |E{Z}[F (s)]− (G ∗ F )(t)|.
(4.62)
The random variable sups∈Rk |P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn} − F (s)| is
bounded above, so by the dominated convergence theorem,
limn→∞ |P (Un ≤ t)− (G ∗ F )(t)| ≤ E{Z}[limn→∞{sups∈Rk |P{Un − h(Z1, . . . ,Zn) ≤ s
‖ Z1, . . . ,Zn} − F (s)|}]
+ limn→∞{|E{Z}[F (s)]− (G ∗ F )(t)|}.
(4.63)
Assumption (4.56) provides weak conditional convergence of the cdf of {Un} to F almost
surely for {Z}. By Lemma 3.2 in Ranga Rao (1962) and (4.56),
lim
n→∞
{ sup
s∈Rk
|P{Un − h(Z1, . . . ,Zn) ≤ s ‖ Z1, . . . ,Zn} − F (s)|} (4.64)
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is a random variable that is almost surely 0. The expectation of a random variable that
is almost surely 0 is 0, so the first term on the right side of (4.63) is 0. Since F is
bounded and continuous, by the dominated convergence theorem and the definition of
s,
limn→∞{E{Z}[F (s)]− (G ∗ F )(t)} = E{Z}[limn→∞{F (t− h(Z1, . . . ,Zn)}]− (G ∗ F )(t)
= E{Z}[F (t− Γ)]− (G ∗ F )(t)
= 0.
(4.65)
Result (4.65) implies
lim
n→∞
|{E{Z}[F (s)]− (G ∗ F )(t)}| = 0, (4.66)
which completes the proof.
Lemma 4.1 is in terms of generic CDFs G and F . Lemma 4.2 is an application of
Lemma 4.1 to normal CDFs.
Lemma 4.2. Let {FN} be a sequence of finite populations and let θN be a function in
Rk of the elements in FN such that
N1/2(θN − θ) L−→ Nk(0,V11). (4.67)
Let a design, an estimator θˆN , and a sequence of conditional variance matrices V22,N
be such that
N1/2(θˆN − θN )|FN L−→ Nk(0,V22) a.s. (4.68)
and
lim
N→∞
V22,N = V22 a.s., (4.69)
where V11 + V22,N is positive definite for all N . Then
N1/2(V11 + V22,N )
−1/2(θˆN − θ) L−→ Nk(0, Ik), (4.70)
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where Ik is the k × k identity matrix.
Proof. In the notation of Lemma 4.1, let
h(FN) = N1/2(θN − θ) (4.71)
and
UN = N
1/2(θˆN − θN ) +N1/2(θN − θ)
= N1/2(θˆN − θ).
(4.72)
The result follows from applying Lemma 4.1 with this definition for UN .
Lemma 4.2 shows that for a central limit theorem to hold for the EGLSE, we need
to choose first and second-phase designs to ensure that the convergence, conditional
on the first-phase, occurs for almost every sequence of first-phase samples. We consider
constraints on the inclusion probabilities for the first-phase sample and stratified second-
phase sampling.
The proposed cell-mean model uses zero for the covariance of two second-phase panel
means from different panels. Under the design, the covariance is nonzero due to finite
population correction factors. The panel mean covariance is included in the the limiting
distribution. As an illustration of how the panel mean covariances arise, consider drawing
a simple random sample A of size n from a finite population F of size N . From A, draw
a simple random sample A1 of size n1. Let A2 be the set of units in A not selected into
A1 be of size n2 = n − n1. Note that A1 and A2 are simple random samples from F .
Let yA, yA1 , and yA2 be the sample means for A, A1, and A2 respectively. Since each
sample is a simple random sample from F ,
V (yA|F) =
(
1− n
N
) S2
n
, (4.73)
V (yA1|F) =
(
1− n1
N
) S2
n1
, (4.74)
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and
V (yA2|F) =
(
1− n2
N
) S2
n2
, (4.75)
where S2 is the variance of the characteristic values of y in F . The mean yA is the
weighted mean of the two subsample means,
n1yA1 + n2yA2
n
= yA. (4.76)
Taking the variance of both sides in (4.76) provides
n−2{n21V (yA1 |F) + n22V (yA2|F) + 2n1n2Cov(yA1 , yA2|F)} = V (yA). (4.77)
Substituting (4.73), (4.74), and (4.75) into (4.77) and multiplying both sides by n2 gives
n1
(
1− n1
N
)
S2 + n2
(
1− n2
N
)
S2 + 2n1n2Cov(yA1 , yA2 |F) = n
(
1− n
N
)
S2. (4.78)
Rewrite (4.78) as
(n1 + n2 − n)S2 +N−1(n2 − n21 − n22)S2 + 2n1n2Cov(yA1 , yA2 |F) = 0. (4.79)
Now use the fact that n = n1 + n2 and n
2 = n21 + n
2
2 + 2n1n2 in (4.79) to find
Cov(yA1 , yA2|F) = −
S2
N
. (4.80)
With Lemma 4.2 and result (4.80) for panel mean covariances, we present a central
limit theorem for the EGLSE.
Theorem 4.2. Let {(yi,xi)} be a sequence of independent and identically distributed
random vectors, where yi is a vector of response variables of length T with bounded
fifth moments and xi is a vector of second-phase stratum indicators of length T × G.
Let {FNk , A1k}∞k=1 be a sequence of populations and first-phase samples, where A1k is
a sample of size n1k from FNk . Assume FNk ⊂ FNk+1 and A1k ⊂ A1,k+1, where FNk
contains the first Nk elements of {(yi,xi)}. Assume that each finite population FNk is
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divided into G strata. Let Ngk be the size of stratum g in FNk . Let µˆk be the µˆ defined in
(1.29) from the kth sample. Assume {FNk , A1k} is such that the first-phase mean vector
satisfies,
Σ
−1/2
1 (y1k − µNk |FNk) L−→ N(0, IT ) a.s., (4.81)
where y1k is the vector of first-phase weighted means with elements y1kt for t = 1, 2, . . . , T ,
µNk is the vector of finite population means, and
V (y1k|FNk)Σ−11 −→ IT a.s. (4.82)
Assume the first-phase design is such that
lim
k→∞
N−1k
∑
i∈A1k
pi−11i (1,x
′
i,y
′
i, vech(yiy
′
i)
′)′(1,x′i,y
′
i, vech(yiy
′
i)
′) = B a.s., (4.83)
where B is a matrix of constants. The notation vech(C), where C = {cij} is a T × T
matrix, denotes the vector (c11, . . . , c1T , c22, . . . , c2T , . . . , cTT )
′. Assume a sequence of
first-phase inclusion probabilities pi11, pi12, . . . , satisfying
KL < n
−1
1kNkpi1i < KM (4.84)
for positive KL and KM . Within each stratum, randomly partition A1k into the second-
phase samples A2pk for p = 1, 2, . . . , P such that the sample size is n2pgk for stratum
g in panel p and the A2pk are mutually exclusive. Let the second-phase sampling rates,
n2pgkn
−1
1gk, be fixed and constant for each p, g pair, where n1gk is the sample size in stratum
g in A1k. Then
Σ
−1/2
ck (µˆk − µNk |FNk) L−→ N(0, IT ) (4.85)
with
Σck = Λ(XΣ1X
′ +Σ2|1,k)Λ′, (4.86)
where X is the model matrix from the cell-mean model and Λ is the probability limit of
Λˆ defined in (4.18). Denote the second-phase panel p mean estimator of µNkt by y2pkt.
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The components of Σ2|1,k are
Cov(y2qkt1−y1kt2 , y2ukt2−y1kt2|FN) =

E
[
G∑
g=1
n21gk(n
−1
2pgk − n−11gk)S1kg,t1,t2 |FNk
]
, q = u
E
[
G∑
g=1
−n21gkN−1gk S1kgt1,t2|FNk
]
, q 6= u,
(4.87)
where
S1kgt1,t2 = (n1gk − 1)−1
∑
i∈A1gk
(w1kiyit1 − y˜1kpi,gt1)(w1kiyit2 − y˜1kpi,gt2), (4.88)
w1ki =
(∑
j∈A1k
pi−11j
)−1
pi−11i , (4.89)
and
y˜1kpi,gt = n
−1
1gk
∑
i∈A1gk
w1kiyit, (4.90)
where A1gk is the set of indices in stratum g in A1k.
Proof. Theorem 4.2 is a multivariate extension of Theorem 3.3.1 in Fuller (2005). The
within panel variances and covariances described in (4.87) follow since each y2pkt given
A1k is a total estimator for a stratified sample of the w1kiyit. To find the covariances
between panels in (4.87) let tˆ2ky?pgt be the second-phase panel p total estimator of the
y?kit = w1kiyit in A1gk given A1k. Let t1ky?gt be the total of the y
?
kit in A1gk. The
result follows by generalizing the result for panel mean covariances from simple random
sampling to total estimation under stratified random sampling.
We need to show that n1kV (y2k|A1k,FNk) converges to a positive definite matrix for
almost every sequence of FNk , A1k. Consider
n1kn
2
1gk(1− f2pgk)n−12pgkS1kg,t1t2 = (n1kn−12pgk)(1− f2pgk)
∑
i∈A1gk
Nˆ−21k (n1gk − 1)−1n21gk
×
(
pi−11i yit1 −
P
i∈A1gk
pi−11i yit1
n1gk
)(
pi−11i yit2 −
P
i∈A1gk
pi−11i yit2
n1gk
) ,
(4.91)
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where
Nˆ1k =
∑
i∈A1k
pi−11i (4.92)
and
f2pgk = n2pgkn
−1
1gk. (4.93)
Since G is fixed and the second phase sampling rates are fixed and constant,
f2pgk
a.s.−→ f2pg (4.94)
and
n1kn
−1
2pgk
a.s.−→ κpg (4.95)
for some positive constants f2pg and κpg. By (4.83),
Nˆ1kN
−1
k → 1 a.s. (4.96)
and
n1gkN
−1
k → f1g a.s., (4.97)
where f1g is a positive constant. Therefore, by (4.94), (4.95), (4.96), (4.97), and (4.83),
n21gkS1kg,t1t2 converges to a constant for almost every sequence {FNk , A1k}.
For the cross panel covariance terms, consider
n1kn
2
1gkN
−1
gk S1kg,t1t2 = (n1gkN
−1
gk )
∑
i∈A1gk
n1kn1gkNˆ
−2
1k
×
(
pi−11i yit1 −
P
i∈A1gk
pi−11i yit1
n1gk
)(
pi−11i yit2 −
P
i∈A1gk
pi−11i yit2
n1gk
)
.
(4.98)
Since
G∑
g=1
n1gk = n1k (4.99)
and G is fixed, the argument for the within panel covariances applies. Therefore
n1kn
2
1gkN
−1
gk S1kg,t1t2 converges for almost every sequence {FNk , A1}. Let
lim
k→∞
n1kΣ2|1,k = n1kΣ2|1. (4.100)
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By (4.83) and (4.84), n1gkN
−1
k pi
−1
1i yi has finite third moments. Therefore,
Σ
−1/2
2|1,k(y2 −Xy1|A1,FN)
L−→ N(0, IPT ) (4.101)
for almost every sequence of FNk , A1k by Theorem 1.3.3 and Corollary 1.3.3.1 in Fuller
(2005), where IPT is the identity matrix of rank P ×T . Applying Lemma 4.2 produces,
[XΣ1X
′ +Σ2|1,k]−1/2(y2k −XµNk |FNk) L−→ N(0, IPT ). (4.102)
Since Λˆk
P→ Λ, the result (4.85) follows by applying Slutsky’s Theorem to y2 in (4.102).
The framework for two-phase sampling in Theorem 4.2 is an increasing sequence
of finite populations and first-phase samples. Each first-phase sample is paired with a
corresponding finite population. The almost sure conditions guarantee convergence for
the second-phase sample for every reasonable sequence. One example of a particularly
unreasonable sequence would be a sequence where only G− 1 of the strata are observed
in the first-phase.
The conditions on the first-phase design in Theorem 4.2 restrict the possible design
choices. One first-phase design that satisfies the assumptions of the theorem is stratified
sampling with fixed strata. See Theorem 1.3.3 in Fuller (2005). The NRI design satisfies
the conditions, since the first-phase design is a stratified sample with counties as fixed
strata.
When the first-phase sampling fraction is small, constructing the EGLSE using zero
for cross panel covariances for means is reasonable. When the first-phase sampling
fraction is small, the replication variance estimator may be used as an approximation to
Σck of equation (4.86). Estimated variances for smooth functions of the EGLSE can be
constructed by applying the Delta method.
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4.5 Calibration
For each yearly mean, the EGLSE estimator gives a vector of weights to apply to
the vector of panel year means. For a practitioner, calculating the EGLSE for each
variable of interest is computationally expensive. Estimation procedures that are easy
to implement and that also use the efficiency of the EGLSE are needed. We propose
two procedures in this section. One procedure is to apply the EGLSE coefficient matrix,
Λˆ, for one variable to other variables of interest. Another procedure is to compute the
EGLSE for several variables of interest and adjust the estimation weights so that the new
weights produce the EGLSE for several variables. We call the weighted sum using the
adjusted weights a calibration estimator. For the calibration estimator, we first consider
the case where we adjust weights for a panel that is always observed. For the NRI, this
involves adjusting core panel weights. We then consider calibration estimation using a
data set with imputed panels.
Consider applying the EGLSE coefficient matrix for ya to another variable, yb. Let
Λˆa = (X
′Vˆ −1a X)
−1X ′Vˆ −1a , (4.103)
where X is defined in (2.1),
[VˆaV (y2a)
−1 − 1] = op(1), (4.104)
and y2a is the vector y2a,pt’s, second-phase panel-time means for ya. Let the estimator
for the population mean vector for yb be
µˆb = Λˆay2b. (4.105)
By (4.104),
Λˆa
P−→ (X ′V (y2a)−1X)−1X ′V (y2a)−1 = Λa. (4.106)
Therefore
V (µˆb)[ΛaV (y2b)Λ
′
a]
−1 − I = op(1). (4.107)
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Also,
µˆb −Λay2b P−→ 0. (4.108)
The estimator Λay2b is an unbiased linear estimator of µb under the cell-mean
model in (4.104). However, Λay2b is not necessarily the minimum variance unbiased
linear estimator of µb. If
V (y2a) = V (y2b), (4.109)
then Λay2b is the BLUE for µb. For estimating µb, we should choose ya such that
V (y2a) will be close to V (y2b). For an end-user, one or more Λˆ matrices may be
supplied with the data set. The user may then calculate panel mean vectors and apply
an EGLSE coefficient matrix.
The replication variance estimator of Theorem 4.1 for µˆ may be applied to µˆb.
Theorem 4.1 requires that the coefficient matrix Λˆ converges in probability to a matrix
of constants, Λ. The matrix Λ does not need to be the EGLSE coefficient matrix,
therefore the replication variance will be consistent for a quantity that is the sum of
V (µˆb) and an additional term, as in the result of Theorem 4.1.
The estimator µˆb requires a practitioner to compute the y2b vector and multiply it
by a Λˆ matrix for each variable of interest. An alternative procedure for incorporating
the EGLSE into estimation is through weight adjustment. After weight adjustment, a
practitioner will only need to compute the weighted estimators. Using a weighted sum
estimator may be easier for practicioners to implement than constructing µˆb.
We construct calibrated weights using the framework of Deville and Sa¨rndal (1992).
Let A be the portion of the sample from a longitudinal two-phase survey that is always
observed. For the NRI, A is the core panel. Let µˆq be the EGLSE for characteristic
q. The first step in the suggested estimation procedure is to construct the EGLSE for
Q different variables of interest. For the NRI, we will construct the EGLSE for the
acres in selected broaduse categories, for USLE, and for WEQ. Let wi,old be the analysis
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weight for segment i ratio adjusted so that
∑
i∈Awi,old = Nˆ , where Nˆ is an either the
known population size or an estimator of the population size. For the NRI, Nˆ is the
total number of acres in the US on nonfederal land. We shall consider wi,old that are
proportional to pi?−1i = pi
−1
1i pi
−1
2i|1i, the two-phase probability for including segment i in A.
Consider weights wi,new that minimize
∑
i∈A
α−1i (wi,new − wi,old)2 (4.110)
subject to ∑
i∈A
wi,newyqi = Nµˆq (4.111)
for q = 1, 2, . . . , Q, where yqi is the observed vector for of unit i for characteristic q and
the αi’s are constants chosen by the practitioner. The multiplier N in (4.111) may be
replaced by Nˆ . Additional constraints may be added to the system, such as
∑
i∈A
wi,newxk,i = Areak, (4.112)
where xk,i is an indicator of unit i being in area k and Areak is the known acreage for
the kth area.
Increasing the number of constraints will cause the calibrated weights wi,new to be
further from the original weights. We shall see that when wi,new are applied to a variable,
the result is a regression estimator. The regression estimator is the EGLSE when applied
to a variable in the minimization constraint.
We solve the constrained minimization problem using the method of Lagrangian
multipliers. Let µˆqt be the EGLSE for the mean of the q
th characteristic at time t for
t = 1, 2, . . . , T . Let
G =
∑
i∈A
α−1i (wi,new − wi,old)2 +
Q∑
q=1
T∑
t=1
[
γqt(Nµˆqt −
∑
i∈A
wi,newyqit)
]
(4.113)
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be the Lagrangian equation, where γqt is the Lagrangian multiplier for the q
th constraint
at time t. The derivatives of G with respect to the wi,new are
dG
dwi,new
= 2α−1i (wi,new − wi,old)−
Q∑
q=1
T∑
t=1
[γqtyqit] (4.114)
for each i ∈ A. The derivatives of G with respect to γqt are
dG
dγqt
= Nµˆqt −
∑
i∈A
wi,newyqit (4.115)
for each (q, t) pair. Setting (4.114) equal to zero and solving for wi,new gives
wi,new = wi,old + αi
∑Q
q=1
∑T
t=1 γ
?
qtyqit
= wi,old + αiy
′
iγ
?
, (4.116)
where γ?qt = 2
−1γqt, yi is the observation vector for the ith element, and γ? is the vector
of γqt’s. We now multiply both sides of (4.116) by yi to get
wi,newyi = wi,oldyi + αiyiy
′
iγ
?. (4.117)
Equation (4.117) holds for all i, so we may sum over all i ∈ A, which produces∑
i∈A
wi,newyi =
∑
i∈A
wi,oldyi +
∑
i∈A
αiyiy
′
iγ
?. (4.118)
Setting the derivatives in (4.115) equal to 0 and substituting for
∑
i∈Awi,newyi in (4.118)
results in the equation
Nµˆ =
∑
i∈A
wi,oldyi +
[∑
i∈A
αiyiy
′
i
]
γ?, (4.119)
where µˆ is the vector of EGLSE for all (q, t) pairs. The solution for the Lagrangian
multiplier vector is
γ? =
[∑
i∈A
αiyiy
′
i
]−1(
Nµˆ−
∑
i∈A
wi,oldyi
)
. (4.120)
Substituting (4.120) into (4.116) gives the calibrated weights,
wi,new = wi,old + αiy
′
i
[∑
i∈A
αiyiy
′
i
]−1(
Nµˆ−
∑
i∈A
wi,oldyi
)
. (4.121)
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When we apply the weights in (4.121) to a new variable zi, the estimator for the
total of the zi in the population is
∑
i∈A
wi,newzi =
∑
i∈A
wi,oldzi +
(
Nµˆ−
∑
i∈A
wi,oldyi
)′ [∑
i∈A
αiyiy
′
i
]−1∑
i∈A
αiziyi. (4.122)
If we define
βˆzy =
[∑
i∈A
αiyiy
′
i
]−1∑
i∈A
αiziyi, (4.123)
we see that the total estimator for z is a regression estimator. The αi are regression
weights used in the estimator βˆzy. The total estimator for zi is a combination of the
original weighted total estimator and an adjustment defined by the regression of z on
yi.
Many choices for the αi’s exist. Deville and Sa¨rndal (1992) suggest using αi = wi,old,
which results in
βˆzy,wold =
[∑
i∈A
wi,oldyiy
′
i
]−1∑
i∈A
wi,oldziyi, (4.124)
the survey weighted regression coefficient. The estimator βˆzy,wold is the pi-weighted
regression coefficient estimator from Sa¨rndal (1992). The pi-weighted estimator has been
shown to be design consistent under mild assumptions. Choosing αi = 1 for all i results
in
βˆzy,OLS =
[∑
i∈A
yiy
′
i
]−1∑
i∈A
ziyi, (4.125)
the ordinary least squares regression coefficient. The estimator βˆzy,OLS is the best linear
unbiased estimator for β under models of the form
z = Y β + 
V () = σ2C,
(4.126)
where σ is a positive constant, Y is the matrix of yq’s, and C is a known matrix of
constants satisfying
CY = Y Q (4.127)
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for some matrix of constants Q. Estimator βˆzy,OLS may have a smaller mean-squared
error than βˆzy,wold when (4.126) is true. However, βˆzy,wold may be superior to βˆzy,OLS
when (4.126) or (4.127) do not hold or when the wi,old provide information about the
conditional distribution of z given Y . When (4.127) does not hold, the generalized
least squares estimator (GLSE) is the best linear unbiased estimator of β under (4.126).
Suppose the true model is
z = Y β + 
V () = σ2K,
(4.128)
where K is a diagonal matrix of constants with ki being the i
th diagonal term. The
GLSE of β has αi = k
−1
i , to obtain
βˆzy,GLS =
[∑
i∈A
k−1i yiy
′
i
]−1∑
i∈A
k−1i ziyi. (4.129)
A compromise between βˆzy,wold and βˆzy,GLS is to set αi = k
−1
i wi,old to obtain
βˆzy,GREG =
[∑
i∈A
k−1i wi,oldyiy
′
i
]−1∑
i∈A
k−1i wi,oldziyi. (4.130)
The estimator βˆzy,GREG is the generalized regression estimator from Sa¨rndal (1992). No
single choice for αi will produce optimal βˆzy’s for all variables of interest. One strategy
would be to find GLS or GREG αr,i for R variables of interest, where r = 1, 2, . . . , R,
and then set αi = αi.
The calibration procedure minimizes the sum of the squared distances between wi,new
and wi,old subject to the contraints. The wi,old is often interpreted as the amount, in terms
of area or number of units in the population, the sampled unit represents. Individual
wi,new may be substantially different from the wi,old. Also, a wi,new may be negative. A
large weight relative to other weights tends to cause instability in variance estimation.
Additional controls on the deviations of individual weights may be applied. Deville
and Sa¨rndal (1992) propose alterations to the distance metric of wi,old and wi,new that
constrain the range of new weights. Ad hoc procedures may be used after calibration to
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control the weights. A lower bound Kl may be placed on the new weights. For a wi,new
belowKL, wi,new is assigned the valueKL. The differenceKL−wi,new due to truncatation
may be distributed to the other weights to maintain the same sum of wi,new’s. Similarly,
an upper bound may be imposed to prevent excessively large weights.
Theorem 4.1 proposed a consistent replication variance estimator for the EGLSE.
The replication variance estimator may be extended to the calibration estimator. Let
zreg,A =
[∑
i∈A
wi,new
]−1∑
i∈A
wi,newzi (4.131)
be the calibration estimator for the mean of z. Let the original weighted mean estimator
for z be
zA =
[∑
i∈A
wi,old
]−1∑
i∈A
wi,oldzi. (4.132)
Let
yA =
[∑
i∈A
wi,old
]−1∑
i∈A
wi,oldyi (4.133)
be the original weighted mean estimator for the T dimensional vector of time means.
We now establish the limiting properties of the calibration estimator. Assume
µˆ− µ = Op(n−1/21 ), (4.134)
zA − zN = Op(n−1/21 ), (4.135)
yA − µ = Op(n−1/21 ), (4.136)
βˆzy − βzy = Op(n−1/21 ), (4.137)
and
µˆ− µ˘ = Op(n−11 ), (4.138)
where
βzy = [V (yA)]
−1C(yA, zA), (4.139)
78
µˆ is the EGLSE of the vector of time means µ, zN is the population mean of z,
µ˘ = (X ′[V (y2)]
−1X)−1X ′[V (y2)]
−1y2 (4.140)
is the GLSE for µ, and y2pi is the vector of panel-time means, ypt’s. Assume C(ypt, yrs) =
0 for panels p 6= r and all t, s pairs. By (4.134), (4.135), (4.136), (4.137), and (4.138),
the error in zreg,A is
zreg,A − zN = zA − zN + (µˆ− µ)′βˆzy − (yA − µ)′βˆzy
= zA − zN + [(µ˘− µ) + (µˆ− µ˘)]′βˆzy − (yA − µ)′βˆzy
= eA + (µ˘− µ)′βzy +Op(n−11 )
=: dreg +Op(n
−1
1 )
(4.141)
where
dreg = eA + (µ˘− µ)′βzy (4.142)
and
eA =
[∑
i∈A
wi,old
]−1∑
i∈A
wi,old(zi − zN − (yi − µ)′βzy). (4.143)
Note that we assumed βˆzy to be consistent for βzy in (4.137) and (4.139). The variance
of the approximating variable dreg is
V (dreg) = V (eA) + β
′
zyV (µ˘)βzy + 2β
′
zyC(eA, µ˘) (4.144)
By (4.140), we may write
µ˘ = ΛAyA +ΛAcyAc , (4.145)
where Ac is the elements in the population that are not in A, and ΛA and ΛAc are fixed
coefficient matrices. From the uncorrelated panel mean assumption and (4.143),
C(eA, µ˘) = C(zA − β′zyyA,ΛAyA)
= C(zA − β′zyyA,yA)Λ′A.
(4.146)
By (4.139), Cov(eA, µ˘) = 0 and by assumption, the variance of dreg is Op(n
−1
1 ).
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For many designs, βzy,wold , βzy,OLS, βzy,wGLS , and βzy,GREG will not necessarily
converge to βzy of (4.139). For a stratified random sample, a consistent estimator of
βzy is βˆzy with αi = w
2
i,old. For stratified random sampling, βzy,wold will often be a
reasonable approximation to βˆzy with αi = w
2
i,old and the covariance term in (4.144) will
be small.
We now extend the replication variance estimator to the calibration estimator. Sup-
pose we have a consistent replication variance estimator for the sum of V (µˆ) and an
additional term as defined in Theorem 4.1. Since µˆ and βˆzy are linear functions of
the sample containing the yq and z values, the same replicate sample may be used to
construct a replicate for
tˆz,reg =
∑
i∈A
wi,newzi. (4.147)
Let
tˆz =
∑
i∈A
wi,oldzi. (4.148)
Let A(k) be the kth replicate sample. For a delete-one jackknife, A(k) is the set of indices
in A excluding the kth index. A replicate for tˆz,reg is
tˆ(k)z,reg = tˆ
(k)
z + (Nµˆ
(k) − tˆ(k)y )′βˆ(k)zy , (4.149)
where
tˆ(k)z =
∑
i∈A
wi,old
 ∑
i∈A(k)
wi,old
−1 ∑
i∈A(k)
wi,oldzi, (4.150)
βˆ(k)zy =
 ∑
i∈A(k)
αiyiy
′
i
−1 ∑
i∈A(k)
αiziyi, (4.151)
and
µˆ(k) = (X ′Vˆ −1N X)
−1X ′Vˆ −1N y
(k)
2pi,N (4.152)
as defined in (4.9) with
y
(k)
2pi,pt,N =
 ∑
i∈A(k)2p
pi−12i|1ipi
−1
1i

−1 ∑
i∈A(k)2p
pi−12i|1ipi
−1
1i yi, (4.153)
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where A
(k)
2p is the set of indicators in A2p
⋂
A(k) and the components of tˆ
(k)
y are calculated
as in (4.150).
A calibration weight replicate can be constructed. The µˆ(k), tˆ
(k)
y ,
∑
i∈A(k) αiyiy
′
i,∑
i∈Awi,old, and
∑
i∈A(k) wi,old components in tˆ
(k)
z,reg do not depend on z and may be
calculated before creating calibration weight replicates. The calibration weight replicate
is
w
(k)
i,new =

∑
i∈A
wi,old
[ ∑
i∈A(k)
wi,old
]−1
wi,old + αiy
′
i
[ ∑
i∈A(k)
αiyiy
′
i
]−1
(Nµˆ(k) − tˆ(k)y ) i ∈ A(k)
0 ow.
(4.154)
Then,
tˆ(k)z,reg =
∑
i∈A
w
(k)
i,newzi. (4.155)
The calibration replicate weighted mean of yq is the EGLSE replicate of µˆq. When
w
(k)
i,new are applied to a z variable that was not included in the EGLSEs, t˜
(k)
z is analagous
to the two-phase regression estimator replicates in Fuller (2005). From Theorem 4.1,
using a consistent first-phase replication variance estimator will produce a reasonable
estimator for the true variance when the first-phase sampling fraction is small.
The proposed calibration weights are for a panel of data that is always observed.
In the NRI, data for the years when a supplement is not observed are imputed. To
extend calibration to data in the NRI supplements, imputation permits the same weights
to be used for total estimators at any time point. We consider imputation to be an
approximation for a regression estimator. Let At be the portion of the sample observed
at time t. Let
zAt =
[∑
i∈At
wi,old
]−1∑
i∈At
wi,oldzit, (4.156)
yAt =
[∑
i∈At
wi,old
]−1∑
i∈At
wi,oldyit, (4.157)
81
and
βˆzy,At =
[
Vˆ (y)
]−1
Cˆ(y, zAt) (4.158)
where Vˆ (y) and Cˆ(y, zAt) are pooled consistent estimators of V (y) and C(y, zAt),
respectively, and y is the vector of yAt . Chapter 5 provides one pooled covariance
matrix estimator for partially overlapping panels. Let
zreg,At = zAt + (µˆ− y)′βˆzy,At (4.159)
be the regression estimator for the mean at time t.
Assume an imputation procedure that imputes a value for each unobserved zit and
yqit and denote the full first-phase sample after imputation by AI . Further, assume that
an imputed value is a function of observations from the same panel. Let wi,full be the
weight associated with the first-phase sample. Let
zI,t =
[∑
i∈AI
wi,full
]−1∑
i∈AI
wi,fullzI,it, (4.160)
where zI,it is the observed zit for panels observed at time t and is the imputed zit for
unobserved panels. It is assumed that the imputed zit are such that zI,t = zreg,At .
Assume that
yqtp,I − µqt = Op(n−1/21 ) (4.161)
and
zp,I −N−1tz = Op(n−1/21 ), (4.162)
where yqtp,I and zp,I are means from imputed panel p data at time t. Then, the error
in zI,t is the same as the error in zreg,At . A replication variance estimator adjusted
for imputation can be used to estimate the variance of zI,t. For the NRI, (4.161) and
(4.162) are reasonable assumptions under the imputation scheme. NRI imputation uses
a regression estimator from observed data across time. Like the EGLSE, the imputed
values contain information from different times and different panels. As with the EGLSE,
the imputation adjustment procedure can be used on a subset of variables of interest.
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4.6 Concluding Remarks
The theory presented in this chapter adapts theory used for first-phase samples to the
EGLSE in a two-phase sampling framework. For the replication variance estimator and
central limit theorem, we rely on the existence of a consistent first-phase replication vari-
ance estimator for the variance of the first-phase mean and assume the first-phase mean
to be asymptotically normally distributed. For the second-phase design, we consider
stratified sampling with a fixed number of strata.
For a study with a large number of variables, the computational expense of calculat-
ing an EGLS estimate for every variable and subpopulation of interest will be high. In
practice, a small subset of the variables will be chosen for use in EGLS. Estimates for
remaining variables can be computed using the either the EGLS coefficient matrix from
another variable or a calibration procedure. The variance of a total estimator using the
calibration estimator will be smaller than the variance of a total estimator using the
original analysis weights since the calibration estimator is a regression estimator with
the regression estimator as the estimated mean. With additional order assumptions,
the replication variance estimator may be extended to the calibration estimator for a
non-EGLSE variable.
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CHAPTER 5 Two-Phase Variance Estimation
5.1 Introduction
The variance of a mean estimator from a two-phase sample decomposes into the sum
of two components: the variance of a mean estimator from the first-phase sample and the
variance of a mean estimator from the second-phase sample. The procedures in Chapter
2 for estimating parameters in the variance matrix of the EGLSE used only an estimate
of the variance from the first-phase mean estimator. The procedures in Chapter 2 were
chosen to provide a comparison of correlation estimates for the continuous inventory data
to the correlation estimates in Briedt and Fuller (1999). In this chapter, we compute
estimates of the variance-covariance matrices that include an estimate of the second-
phase variance component. In Chapter 2, data from the half-core were used to estimate
correlation parameters. The procedures outlined in this chapter incorporate data from
both halves of the core, the 2001 supplement, and the 2002 supplement. Therefore,
estimators of correlations and variances presented in this chapter are more efficient than
those given in Chapter 2.
5.2 Partioning the Variance
The 1997 NRI Foundation sample is a stratified random sample, where strata were
determined geographically. In Chapter 2, we aggregated strata within a county and
considered counties to be first-phase strata. However, the selection probabilities of
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segments within a county vary due the size of the segments. Large variation in selection
probabilities occurs predominantly in western states. We assigned each segment to one
of four categories determined by the segment size. The first-phase selection probabilities
for segments are roughly constant within a category for each county. In this chapter,
we consider segments in a segment size category within a county to be in a first-phase
stratum. We set the first-phase selection probabilities for segments to a constant within
a stratum.
The sample for the continuous inventory is a set of disjoint second-phase stratified
random samples from the 1997 Foundation sample. Each segment included in the 1997
Foundation was assigned to one of twelve sampling classes (Fuller and Wang 2001).
The sampling class assignment of a segment was determined by a sequence of rules.
The rules were created to sample heavily from segments deemed important under the
NRI objectives. For example, segments containing at least one point with a wetland
classification in 1997 were placed in a sampling class. The segments in the wetland
sampling class were sampled at a high rate relative to other segments. Table (5.3)
describes the rules for assigning a segment to one of the second-phase strata. The
second-phase selection probabilities for segments within a sampling class are roughly
constant within a state. In this chapter, we consider segments in the 1997 Foundation
in the same sampling class and in a state to form a stratum. We set the second-phase
selection probabilities to a constant within the second-phase strata.
We now provide the notation to be used throughout this chapter. Let H be the
number of first-phase strata. Let G be the number of second-phase strata. Let A1 be
the 1997 Foundation sample. Let A2p be the p
th second-phase sample, where p denotes
panel. Let
yit = n
−1
i
ni∑
i=1
yitj (5.1)
be the mean per point in segment i for a characteristic y at time t, where ni is the
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number of points in segment segment i and yitj is the broaduse indicator, USLE, or
WEQ observation on point j in segment i. Let w1i = pi
−1
1i × Areai and w2i = pi−12ip|1i,
where pi1i = Pr(i ∈ A1), pi2ip|1i = Pr(i ∈ A2p|i ∈ A1), and Areai is the the known area
of segment i. Let the mean of yit for panel p at time t be
ypt = (
∑
i∈A2p
w1iw2i)
−1(
∑
i∈A2p
w1iw2iyit). (5.2)
We consider the variance decomposition,
V ar(ypt) = V ar[E(ypt|A1)] + E[V ar(ypt|A1)]. (5.3)
We shall estimate the two variance components on the right side of (5.3).
5.3 Estimation of the First-Phase Variance Component
We begin by estimating the first component on the right side of (5.3). By a Taylor
expansion and the moment assumptions given in Theorem 4.1 of Chapter 4,
E(ypt|A1) = (
∑
i∈A1 w1i)
−1(
∑
i∈A1 w1iyit) +Op(n
−1)
= y1t +Op(n
−1
1 ).
(5.4)
The mean y1t is the mean of a stratified random sample. Ignoring the finite population
correction factors, we set
V (y1t) =
H∑
h=1
(
Nh
N
)2
S2ht
nh
, (5.5)
where
S2ht = (Nh − 1)−1
Nh∑
i=1
(yhit − yNht)2, (5.6)
yNht = N
−1
h
Nh∑
i=1
yhit, (5.7)
Nh is the number of segments in the h
th stratum in the population, and nh is the number
of segments in the hth stratum in the sample. The variance in (5.5) is derived under the
assumption of simple random sampling within a stratum.
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Segments observed since 1997 enter the sample with conditional inclusion probabili-
ties, pi2i|1i’s, that are not constant within a first-phase stratum. Recall that the definition
of S2ht is
S2ht = (Nh − 1)−1
Nh∑
i=1
y2hit −Nh(Nh − 1)−1y2Nht (5.8)
We can construct an unbiased estimator for N−1h
∑Nh
i=1 y
2
hit and an unbiased estimator of
yNht for each panel. Let
y2pht =
 ∑
i∈A2p,h
w1iw2i
−1 ∑
i∈A2p,h
w1iw2iy
2
it
 (5.9)
and
ypht =
 ∑
i∈A2p,h
w1iw2i
−1 ∑
i∈A2p,h
w1iw2iyit
 . (5.10)
The estimator S2ht for each panel is
s2pht = y
2
pht − y2pht. (5.11)
Substituting s2pht for the corresponding S
2
ht in (5.5) produces,
Vˆp(y1t) =
H∑
h=1
(
Nh
N
)2 s2pht
nh
. (5.12)
Method of moments estimators are also used to estimate covariances across time of
first-phase means. Let Cˆp(y1t1 , y1t2) be the estimator of the covariance between y1t1 and
y1t2 .
We have constructed an estimator of the variance of y1t using each panel. Addi-
tionally, the cell-mean model proposed in Chapter 3 includes an assumption of constant
variance across time within panels. Therefore, we pool the Vˆp(y1t)’s across times as well
as panels. The cell-mean model from Chapter 3 includes an assumption of a stationary
error process for each segment. Therefore, we pool first-phase correlation estimators
across panels.
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The number of times a segment is observed differs from panel to panel. Therefore, the
weighted average of panel covariance estimators will not necessarily estimate a positive
definite covariance matrix. To pool panel covariance estimators, we use a regression
technique for partially overlapping data. To illustrate the regression technique, consider
an example of two panels of data. Suppose observations occur at two time points with t
denoting time. Suppose observations are made at both times for Panel 1 and observations
are made only at t = 1 for Panel 2. Denote the variable observed on the ith unit at time
t by Xti. Assume  X1i
X2i
 ∼ N

 0
0

 σ11 σ12
σ12 σ22

 . (5.13)
Assume Cov(Xti, Xrj) = 0 for all i 6= j. Let βX2|X1 = σ11σ12 be the regression coefficient
the regression of X2i on X1i. Let σ
2
X2|X1 be the conditional variance of X2i given X1i.
Consider the matrix multiplication, 1 0
βX2|X1 1

 σ11 0
0 σ2X2|X1

 1 0
βX2|X1 1

′
=
 σ11 σ11βX2|X1
σ11βX2|X1 σ11β
2
X2|X1 + σ
2
X2|X1
 .
(5.14)
Note that
σ2X2|X1 = E[X2 −X1βX2|X1 ]2
= σ22 − 2σ−111 σ212 + σ−111 σ212
= σ22 − σ−111 σ212.
(5.15)
Using (5.15) and the formula for βX2|X1 , σ11 σ11βX2|X1
σ11βX2|X1 σ11β
2
X2|X1 + σ
2
X2|X1
 =
 σ11 σ12
σ12 σ22
 . (5.16)
A pooled estimator of the variance-covariance matrix of X1i and X2i is created by
replacing the parameters on the left side of (5.16) with estimators. Let σˆ11,p, σˆ22,p, and
σˆ22,p be estimators of σ11, σ22, and σ12 ,respectively, from panel p. Let
βˆX2|X1,1 = σˆ11,1σˆ12,1 (5.17)
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be the regression coefficient from regressing X2i on X1i using Panel 1 data. Let
σˆ2X2|X1,1 = σˆ22,1 − σˆ−111,1σˆ212,1 (5.18)
be the estimated variance from the regression of X2i on X1i using Panel 1 data. Let
σˆ11 = (n1 + n2)
−1(n1σˆ11,1 + n2σˆ11,2) (5.19)
be the pooled estimator of σ11, where np is the number of units in panel p. The pooled
variance-covariance estimator is
Vˆpooled
 X1i
X2i
 =
 1 0
βˆX2|X1,1 1

 σˆ11 0
0 σˆ2X2|X1,1

 1 0
βˆX2|X1,1 1

′
. (5.20)
Estimator (5.20) may be extended to estimate correlations in the presence of more
than two panels when the panels are nested. A panel P1 is considered nested in another
panel P2 when the observation time points in P1 is a subset of the observation time
points in P2. Panel 2 is nested in Panel 1 in the two panel example. In the NRI, four
panels have been observed between 2000 and 2002: P00.1, the half-core observed every
year; P00.2, the half-core observed in every year except 2002; P01, a panel observed in
2001; and P02, a panel observed in 2002. Table 5.1 displays the correlation matrices
for the four panels, where ρ(j) is the correlation of observations at the lag j. Table 5.1
shows that P00.2 is nested in P00.1. Also, P01 is nested in P00.2. However, P02 is not
nested in P01 or P00.2 unless we omit the 2002 data from P02. We elect to use only
P00.1, P00.2, and P01 data for estimating a pooled first-phase covariance matrix.
Let the vector of Yit’s observed at time t be Yt. Label (Y1982, Y1987, Y1992, Y1997,
Y2000, Y2001, Y2002) as (X1, X2, X3, X4, X6, X5, X7). The labeling rearranges the
order of the 2000 and 2001 time periods. We use estimated correlation matrices rather
than covariance matrices in the regression technique. Let βˆX6|X1...X5,00 be the regression
coefficient from regressing X6 on X1, X2, X3, X4, and X5 using data from P00.1 and
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Table 5.1: Panel Correlation Matrices
Panel P00.1
Year 1982 1987 1992 1997 2000 2001 2002
1982 1 ρ(5) ρ(10) ρ(15) ρ(18) ρ(19) ρ(20)
1987 1 ρ(5) ρ(10) ρ(13) ρ(14) ρ(15)
1992 1 ρ(5) ρ(8) ρ(9) ρ(10)
1997 1 ρ(3) ρ(4) ρ(5)
2000 1 ρ(1) ρ(2)
2001 1 ρ(1)
2002 1
Panel P00.2
Year 1982 1987 1992 1997 2000 2001 2002
1982 1 ρ(5) ρ(10) ρ(15) ρ(18) ρ(19)
1987 1 ρ(5) ρ(10) ρ(13) ρ(14)
1992 1 ρ(5) ρ(8) ρ(9)
1997 1 ρ(3) ρ(4)
2000 1 ρ(1)
2001 1
2002
Panel P01
Year 1982 1987 1992 1997 2000 2001 2002
1982 1 ρ(5) ρ(10) ρ(15) ρ(19)
1987 1 ρ(5) ρ(10) ρ(14)
1992 1 ρ(5) ρ(9)
1997 1 ρ(4)
2000
2001 1
2002
Panel P02
Year 1982 1987 1992 1997 2000 2001 2002
1982 1 ρ(5) ρ(10) ρ(15) ρ(20)
1987 1 ρ(5) ρ(10) ρ(15)
1992 1 ρ(5) ρ(10)
1997 1 ρ(5)
2000
2001
2002 1
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P00.2. Let σˆ2X6|X1...X5,00 be the estimated variance from the regression. Since we are
using correlation matrices,
σˆ2X6|X1...X5,00 = 1− ρˆ′6βˆX6|X1...X5,00, (5.21)
where ρˆ6 is the vector of correlations of X6 with X1, X2, X3, X4, and X5. Let
βˆX7|X1...X6,001 be the regression coefficient from regressing X7 on X1, X2, X3, X4,
X5, and X6 using data from P00.1. Let σˆ
2
X7|X1...X6,001 be the estimated error variance
from the regression. Let Σˆ55 be the pooled correlation matrix of X1i, X2i, X3i, X4i, and
X5i constructed as the weighted average of correlation matrices for X1i, X2i, X3i, X4i,
and X5i from P00.1, P00.2, and P01. Define
T7 =
 I6 06
βˆ′X7|X1...X6,001 1
 (5.22)
and
T6 =
 I5 05
βˆ′X6|X1...X5,00 1
 , (5.23)
where 0k is a vector of zeroes of length k and Ik is a diagonal matrix of ones of dimension
k. The pooled correlation matrix for (X1i, X2i, X3i, X4i, X5i, X6i, X7i) is
Σˆ77 = T7

T6
 Σˆ55 05
0′5 σˆ
2
X6|X1...X5,00
T ′6 06
0′6 σˆ
2
X7|X1...X6,001
T ′7. (5.24)
Estimator Σˆ77 is a positive definite correlation matrix. However, Σˆ77 contains multi-
ple estimators for some lags. For example, the correlation at lag 10 is estimated with the
estimator for the correlation between Y1982,i and Y1992,i and between Y1992,i and Y2002,i.
Under the cell-mean model in Chapter 3, correlations at an equal lag are the same. A
pooled correlation estimator at lag j was created by averaging the correlation estimators
in Σˆ77 that are at lag j.
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We estimated the correlation matrix for selected broaduse variables, WEQ, and
USLE. Figure 5.1 shows the estimated correlations for cultivated cropland. The esti-
mated correlations for cultivated cropland do not monotonically decrease for increasing
lags. The same behavior occurs for other variables. The relationship between estimated
correlation and lag for cultivated cropland appears nearly linear for small lags with
some curvature for large lags. An ACF from an AR(1) process does not contain enough
parameters to provide a reasonable fit to the estimated correlations.
Figure 5.1: Correlation Estimates for Cultivated Cropland
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In Chapter 2, we adjusted the ACF of an AR(1) process by adding a lower bound
and by mixing two AR(1) processes. The two ACF models fit the estimated correlations
in Chapter 2 well. However, the two ACF models suffered from interpretational and
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computational difficulties. In this chapter, we propose an ACF composed of a mixture
of a line, for lags less than 5, and an AR(1) process ACF. The ACF model is
ACF (h) = Ih=0(h) + Ih 6=0(h)(καh + γxh), (5.25)
where
xh =
 5− |h| |h| ≤ 50 |h| > 5 (5.26)
and IA(h) is the indicator function for h in A, 0 ≤ α ≤ 1, γ ≥ 0, κ ≥ 0, and κ− 5γ ≤ 1.
The ACF in (5.25) is the sum of the ACF for a moving average error process and the ACF
for an autoregressive process. To ensure that the ACF specified in (5.25) is associated
with a positive definite correlation matrix, we must show that (5.25) is a correlation
function of a mean square continuous stationary real valued time series. By Theorem
1.4.4 in Fuller (1996), it is enough to show that
ACF (h) =
∫ pi
−pi
eixhdG(x), (5.27)
where i is the imaginary number and G(x) is a symmetric distribution function.
The ACF in (5.25) is absolutely summable for |α| < 1 by the properties of the
geometric series. By Theorem 3.1.9 in Fuller (1996), the spectral density of (5.25) is
f(ω) =
1
2pi
∞∑
h=−∞
[Ih=0(h) + Ih 6=0(h)(καh + γxh)]e−iωh. (5.28)
We shall examine the three components of (5.25) separately. Note that
∞∑
h=−∞
Ih=0(h)e
iωh = 1. (5.29)
It follows that
∞∑
h=−∞
Ih 6=0(h)καhe−iωh = κ
(
1
1− 2cos(ω)α+ α2 − 1
)
, (5.30)
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which is found by noting that (5.30) is proportional to the spectral density of an AR(1)
process with the h = 0 term removed. Similarly,
∞∑
h=−∞
Ih 6=0(h)γxhe−iωh = 2γ
4∑
h=1
cos((5− h)ω)h, (5.31)
which is found by noting that (5.31) is proportional to the spectral density of a moving
average process with the h = 0 term removed. From (5.29), (5.30), and (5.31),
f(ω) =
1
2pi
[
1 + κ(
1
1− 2cos(ω)α+ α2 − 1) + 2γ
4∑
h=1
cos((5− h)ω)h
]
. (5.32)
It follows from Theorem 3.1.9 in Fuller (1996) that f(ω) is a nonnegative function
satisfying
ACF (h) =
∫ pi
−pi
f(ω)eiωhdω. (5.33)
Result (5.33) implies that (5.25) is associated with a positive definite correlation matrix.
We fit ACF (5.25) to the correlation estimates using weighted least squares. The
weights are proportional to the number of observations used to estimate the correlations.
The weights are large for lag 5 and 10 correlations, since lag 5 and 10 correlations occur
in multiple panels and more than once within a panel. Figure 5.2 displays the estimated
ACF for cultivated cropland. For comparison, the ACF of the AR(1) with additive noise
used in Breidt and Fuller (1999) was calculated. ACF (5.25) provides a better fit than
the ACF of the AR(1) with additive noise process. Parameter estimates for the selected
broaduse categories, WEQ, and USLE are in Table 5.2.
The final step in the estimation of the first-phase covariance matrix is pool Vˆp(y1t)’s
from panels P00.1, P00.2, and P01. We use a weighted average with weights proportional
to the number of segments in the panels. The NRI produces estimates at the state
level. Since land composition varies greatly from state to state, we calculate and pool
Vˆp(y1t)’s on a state level. The estimated correlation matrix is multiplied by the estimated
variance to complete the estimation for the first component on the right side of (5.3).
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Figure 5.2: Estimated First-Phase Autocorrelation for Cultivated Cropland
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AR (1) with Noise
AC F  (5.16) 
For presentation, overall estimates of Vˆ (y1t) across the lower 48 states are in Table 5.2.
Included in the table are estimates of
ηˆ = 1− (κ+ 5γ), (5.34)
which are estimates of the drop from one at lag zero in ACF (5.25). Since a plausible
interpretation for the moving average process is that it is associated with a measurement
error process, a large ηˆ value suggests high measurement error on observations for the
associated variable.
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Table 5.2: First-phase Variance Parameter Estimates
Variable 100
√
Vˆ (y1) α γ κ ηˆ ρˆ(1)
USLE 0.968716 0.97064 0.02282 0.84310 0.04280 0.90963
WEQ 2.004825 0.96057 0.02941 0.85296 0.00000 0.93697
Cultivated Cropland 0.046607 0.98617 0.00973 0.93055 0.02080 0.95660
Noncultivated Cropland 0.022763 0.97460 0.02721 0.80235 0.06160 0.89081
Pasture 0.028693 0.98090 0.00552 0.94148 0.03092 0.94558
Range 0.083953 0.99579 0.00000 0.99878 0.00122 0.99458
Forest 0.051775 0.99560 0.00000 0.99375 0.00625 0.98938
Other Rural 0.026975 0.99254 0.00072 0.98336 0.01304 0.97890
Farms 0.007421 0.99167 0.00000 0.94017 0.05983 0.93234
Developed Land 0.026684 0.98945 0.00000 0.97861 0.02139 0.96829
5.4 Estimation of the Second-Phase Variance Component
We now estimate the conditional variance of the estimated second-phase mean given
the first-phase sample. The conditional variance is the second term on the right side of
(5.3). Conditional on the first-phase sample, A1, ypt is a total estimator for a stratified
sample selected from A1. The first-phase total estimated by ypt is y1t, a weighted sum
of yit’s in A1. The conditional variance for a total estimator for a stratified sample is
V ar(ypt|A1) =
G∑
g=1
(
n1g − n2pg
n1g
)
n21g
S21gt
n2pg
, (5.35)
where n1g is number of segments in the first-phase sample in the g
th stratum, n2pg is the
number of segments in the second-phase sample in the gth stratum of the pth panel, and
S21gt is the variance of w1i(
∑
j∈A1 w1j)
−1yit in A1 and stratum g. The S21gt are the same
for all panels. Therefore we will pool estimated stratum variances across panels. The
composition of the panel containing segments that have not been observed since 1997
differs greatly from the composition of P00.1, P00.2, P01, and P02.
Define
w?1i =
(∑
j∈A1
w1j
)−1
w1i. (5.36)
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An estimator of S21gt is
s22pgt = (n2pg − 1)−1
∑
i∈A2p,g
(w?1iyit − y?2pi,pg)2, (5.37)
where
y?2pi,pg = n
−1
2pg
∑
i∈A2p,g
w?1iyi. (5.38)
Estimators (5.37) and (5.38) are the second-phase estimators in Theorem 3.3.1 in Fuller
(2005).
For each g ∈ G, we have an estimator of S21gt from each panel observed at time t.
We pooled the estimated correlation matrices across panels to estimate the first-phase
variance components and we smoothed the pooled correlation estimates using a model
of the error process. For the second-phase, we will fit an ACF model to the estimated
correlations, eliminating the regression pooling step. Many second-phase strata contain
a small number of segments. We assume equal correlation across states within a sampling
class. To estimate the correlations, we first average the s22pgt’s across states. The weight
on a s22pgt in the average is the number of observations in stratum g. Let s
2
2pct be the
average over states of the s22pgt’s, where c = 1, . . . , 12 identifies sampling class.
The ACF in (5.25) is fit to correlations from from P00.1, P00.2, P01, and P02 for each
c. Figure 5.3 shows the estimated function for cultivated cropland for sampling class six,
the sampling class composed of segments with at least one point classified as cropland
in 1997. For some combinations of response variables and sampling classes, ACF (5.25)
could not be estimated due to a lack of data. The segments in sampling classes with
few year-to-year changes contribute very little to the second-phase variance relative to
segments in other sampling classes. Therefore, we use correlation estimates from another
sampling class for small-change sampling classes and sampling classes with insufficient
data to fit ACF (5.25). For example, for the pasture mean in sampling class ten, we
use the estimated parameters from sampling class seven, a sampling class containing
segments with at least one point classified as pasture in 1997.
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Figure 5.3: Second-Phase Correlation Estimates for Cultivated Cropland in Sampling Class
Six
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The estimated mean of USLE and WEQ is a domain mean, where a point is in the
domain at time t if the broaduse classification for the point in year t is CRP, cultivated
cropland, noncultivated cropland, or pasture. The Taylor deviate for variance estimation
is
ydev,it =
yit − Rˆtxit
xt
, (5.39)
where Rˆt is the estimated ratio mean for USLE or WEQ at time t, xit is the mean of
point domain indicators in segment i at time t, and xt is the estimated proportion of
points in the domain at time t. The first and second-phase covariance estimators use
ydev,it as the variable for USLE and WEQ.
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The Conservation Reserve Program did not exist prior to 1992. USLE, WEQ, and
other broaduse variable segments means from 1982 to 1987 are different than the means
in subsequent years for segments within the second-phase strata in the CRP sampling
class. Therefore, we elect to use data from 1992-2002 in the second-phase CRP stratum
for estimating correlation parameters.
Tables (5.4)-(5.13) display estimates of the second-phase correlation parameters for
the sampling classes using data from the lower 48 states. A dash for a correlation model
parameter estimate indicates insufficient data in the sampling class to estimate the ACF
parameters. Variance estimates for each state are not presented. The s2c column in
Tables (5.4)-(5.13) is the weighted average of variance estimates for the lower 48 states.
Since the composition of sampling classes within states is similar for P00.1, P00.2, P01,
and P02, the s2c ’s may be used to estimate the EGLSE for the lower 48 states when the
panel containing data not observed since 1997 is not included in the cell-mean model.
The s2c ’s are presented to illustrate differences in second-phase variance contributions
among the sampling classes.
An approximate variance estimator for a correlation coefficient is
Vˆ (ρˆ) =
(1− ρˆ2)2
n?
, (5.40)
where n? is the number of segments used to estimate the correlation coefficient. Estima-
tor (5.40) is derived under an assumption of bivariate normality. Table (5.14) contains
the total second-phase class sample sizes for the lower 48 states. Tables 5.15-5.19 provide
the relative frequencies of sampling classes for each panel from the lower 48 states.
5.5 Concluding Remarks
Panel mean correlation estimates in this chapter differ slightly from panel to panel
due to differences in panel composition. For example, the estimated lag one correlation
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for cultivated cropland is 0.9584 for P01 and 0.9588 for P00.1, using s2c as the vari-
ance within a sampling class. Differences between estimated correlations using the data
and procedures from this chapter and estimated correlations using the data and proce-
dures from Chapter 2 are not large. For example, the estimated lag one correlation for
cultivated cropland using the data and procedures in Chapter 2 ranged from 0.967 to
0.977 and from 0.958 to 0.959 in this chapter. Therefore, the EGLSE for the mean of
the lower 48 states using correlation estimates from this chapter will be similar to the
EGLSE using correlation estimates from Chapter 2. However, the sampling class cor-
relation estimates created in this chapter are to be used to estimate the correlation for
the set of segments unobserved since 1997. Comparing Table 5.19 to Tables 5.15-5.18,
we see that the relative frequencies of the sampling classes in the panel unobserved since
1997 are highly different from the relative frequencies of the sampling classes for P00.1,
P00.2, P01, and P02. Also, lag one correlation estimates vary greatly among the sam-
pling classes. For cultivated cropland, the estimated second-phase lag one correlation is
0.781 for the pasture sampling class and 0.973 for the wetland sampling class. Therefore,
the correlation matrix for the panel unobserved since 1997 differ from the correlation
matrices for P00.1, P00.2, P01, and P02. The estimated correlations are also needed for
state analyses since the sampling class composition varies by state.
Figure 5.3 shows large variation in estimated correlations across panels. Some panel
to panel differences are to be expected due to sampling. However, the magnitude of the
differences in correlation estimates suggest that there is a panel effect. Data collectors,
data collection leaders, and data collection locations differ from panel to panel. Thus, the
measurement error process may differ by panels. It would be interesting to investigate
the panel effect by including a random effect for panels in the cell-mean model.
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Table 5.3: Second-phase Sampling Classes
Sampling Class Definition
1: Wetland Segment contains at least one wetland point
2: CRP Not 1 and contains at lesat one CRP point
3: Change Not 1-2 and less than 90% urban with change in urban from 1992-1997
4: Urban Not 1-3 and has urban, but less than 90% urban
5: Erosion Not 1-4 and segment contains at least one high erosion point
6: Cropland Not 1-5 and segment contains at least one cropland point
7: Pasture Not 1-6 and segment contains at least one pasture point
8: Range Not 1-7 and segment contains at least one range point
9: Forest Not 1-8 and segment contains at least one forest point
10: All Urban Not 1-9 and 100% urban or water
11: Federal Not 1-10 and 100% federal or water
12: Remainder Not 1-11
Table 5.4: USLE Second-phase Variance Parameter Estimates
Sampling Class 10, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.12804 0.97472 0.01786 0.87503 0.03567 0.92435
2: CRP 0.25068 0.92192 0.01952 0.90241 0.00000 0.91003
3: Change 0.18555 0.97512 0.03660 0.77120 0.04580 0.89841
4: Urban 0.17337 0.96566 0.02275 0.84213 0.04412 0.90421
5: Erosion 0.49619 0.98070 0.01389 0.82653 0.10402 0.86614
6: Cropland 0.21834 0.97423 0.03288 0.80956 0.02604 0.92022
7: Pasture 0.16637 0.96137 0.00481 0.93184 0.04411 0.91508
8: Range 0.03114 - - - - -
9: Forest 0.02099 - - - - -
10: All Urban 0.03650 - - - - -
11: Federal 0.00340 - - - - -
12: Remainder 0.03686 - - - - -
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Table 5.5: WEQ Second-phase Variance Parameter Estimates
Sampling Class 10, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.19733 0.97379 0.04688 0.76560 0.00000 0.93305
2: CRP 0.58553 0.92971 0.02419 0.87906 0.00000 0.91403
3: Change 0.19900 0.98656 0.01954 0.89024 0.01206 0.95644
4: Urban 0.31124 0.99112 0.04181 0.79096 0.00000 0.95118
5: Erosion 1.30225 0.98739 0.02981 0.83536 0.01559 0.94407
6: Cropland 0.38987 0.94495 0.05038 0.74809 0.00000 0.90843
7: Pasture 0.10843 0.96599 0.00356 0.98220 0.00000 0.96304
8: Range 0.14569 - - - - -
9: Forest 0.01215 - - - - -
10: All Urban 0.02850 - - - - -
11: Federal 0.00016 - - - - -
12: Remainder 0.02456 - - - - -
Table 5.6: Cultivated Cropland Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.78178 0.98897 0.01118 0.93888 0.00522 0.97324
2: CRP 1.12205 0.92568 0.01073 0.94635 0.00000 0.91894
3: Change 0.81492 0.98595 0.00000 0.94407 0.05593 0.93081
4: Urban 0.85726 0.99479 0.00426 0.96082 0.01788 0.97285
5: Erosion 1.69147 0.99240 0.00000 0.96000 0.04000 0.95270
6: Cropland 1.56934 0.98980 0.00501 0.95122 0.02373 0.96156
7: Pasture 0.10644 0.93315 0.00000 0.83707 0.16293 0.78111
8: Range 0.11772 0.97910 0.02580 0.78194 0.08906 0.86880
9: Forest 0.01650 0.93305 0.00000 1.00000 0.00000 0.93305
10: All Urban 0.11994 - - - - -
11: Federal 0.04623 - - - - -
12: Remainder 0.15530 - - - - -
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Table 5.7: Noncultivated Cropland Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.40594 0.97659 0.02917 0.82277 0.03138 0.92019
2: CRP 0.50112 0.84961 0.00000 0.88843 0.11157 0.75482
3: Change 0.49705 0.97050 0.02165 0.86982 0.02193 0.93076
4: Urban 0.41018 0.96949 0.02044 0.82777 0.07003 0.88427
5: Erosion 0.47864 0.97106 0.03010 0.69701 0.15249 0.79724
6: Cropland 0.78725 0.97991 0.02319 0.82520 0.05885 0.90138
7: Pasture 0.13252 0.95696 0.00000 0.77605 0.22395 0.74265
8: Range 0.07042 0.95047 0.01291 0.85283 0.08262 0.86223
9: Forest 0.03735 - - - - -
10: All Urban 0.08167 - - - - -
11: Federal 0.00266 - - - - -
12: Remainder 0.12822 - - - - -
Table 5.8: Pasture Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.64293 0.98178 0.00444 0.96863 0.00917 0.96874
2: CRP 0.61492 0.97402 0.09576 0.52119 0.00000 0.89069
3: Change 0.61648 0.97899 0.00000 0.95938 0.04062 0.93922
4: Urban 0.59545 0.98666 0.00000 0.96529 0.03471 0.95241
5: Erosion 0.40795 0.97056 0.00605 0.89709 0.07266 0.89488
6: Cropland 0.66786 0.96446 0.00447 0.94247 0.03518 0.92685
7: Pasture 1.42167 0.98519 0.00000 1.00000 0.00000 0.98519
8: Range 0.20168 0.94444 0.00000 1.00000 0.00000 0.94444
9: Forest 0.13941 0.90206 0.00000 1.00000 0.00000 0.90206
10: All Urban 0.12575 - - - - -
11: Federal 0.00904 - - - - -
12: Remainder 0.21222 - - - - -
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Table 5.9: Range Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 1.21754 0.99755 0.00000 0.99827 0.00173 0.99582
2: CRP 0.82817 0.99321 0.01146 0.94270 0.00000 0.98214
3: Change 1.44561 0.99585 0.00027 0.99865 0.00000 0.99559
4: Urban 1.28812 0.99511 0.00169 0.99154 0.00000 0.99345
5: Erosion 0.74618 0.98776 0.00123 0.99385 0.00000 0.98661
6: Cropland 1.03678 0.99002 0.00000 1.00000 0.00000 0.99002
7: Pasture 1.07509 0.98424 0.00000 1.00000 0.00000 0.98424
8: Range 6.57961 0.99789 0.00020 0.99898 0.00000 0.99767
9: Forest 0.54671 - - - - -
10: All Urban 0.69461 - - - - -
11: Federal 0.48495 - - - - -
12: Remainder 2.65111 - - - - -
Table 5.10: Forest Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 1.47089 0.99748 0.00000 0.99950 0.00050 0.99698
2: CRP 0.45732 0.99053 0.00581 0.97094 0.00000 0.98499
3: Change 1.12482 0.99298 0.00000 0.99763 0.00237 0.99063
4: Urban 0.97762 0.99618 0.00000 0.99719 0.00281 0.99338
5: Erosion 0.35552 0.99352 0.00000 1.00000 0.00000 0.99352
6: Cropland 0.51906 0.99283 0.00082 0.99589 0.00000 0.99203
7: Pasture 0.97159 0.99100 0.00000 0.99011 0.00989 0.98120
8: Range 1.46230 0.99230 0.00000 1.00000 0.00000 0.99230
9: Forest 2.33573 0.99694 0.00000 0.99031 0.00969 0.98728
10: All Urban 0.25997 - - - - -
11: Federal 0.22079 - - - - -
12: Remainder 0.75005 - - - - -
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Table 5.11: Other Rural Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.84497 0.99580 0.00460 0.97702 0.00000 0.99132
2: CRP 0.13476 0.91695 0.00000 0.92213 0.07787 0.84555
3: Change 0.42909 0.98222 0.00000 0.92538 0.07462 0.90893
4: Urban 0.26817 0.98235 0.00000 0.91131 0.08869 0.89523
5: Erosion 0.12202 0.93334 0.00209 0.90922 0.08033 0.85697
6: Cropland 0.16850 0.95308 0.00820 0.87522 0.08378 0.86695
7: Pasture 0.41026 0.93715 0.00000 0.95004 0.04996 0.89033
8: Range 0.89344 0.99750 0.00000 0.99744 0.00256 0.99495
9: Forest 0.30206 0.98550 0.00000 0.96809 0.03191 0.95405
10: All Urban 0.40740 - - - - -
11: Federal 0.23545 - - - - -
12: Remainder 5.33447 - - - - -
Table 5.12: Farms Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.11263 0.98795 0.00000 0.93231 0.06769 0.92108
2: CRP 0.14911 0.97720 0.00556 0.97221 0.00000 0.97228
3: Change 0.22743 0.98067 0.00000 0.96915 0.03085 0.95042
4: Urban 0.15680 0.99125 0.00000 0.90180 0.09820 0.89391
5: Erosion 0.17966 0.99180 0.00000 0.93918 0.06082 0.93148
6: Cropland 0.19709 0.98984 0.00000 0.96313 0.03687 0.95334
7: Pasture 0.14917 0.98025 0.00000 0.98488 0.01512 0.96543
8: Range 0.16471 0.99586 0.00000 0.96031 0.03969 0.95633
9: Forest 0.08849 0.98916 0.00000 0.96809 0.03191 0.95760
10: All Urban 0.01374 - - - - -
11: Federal 0.00000 - - - - -
12: Remainder 0.12306 - - - - -
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Table 5.13: Developed Land Second-phase Variance Parameter Estimates
Sampling Class 1, 000, 000
√
s2c αˆ γˆ κˆ ηˆ ρˆ(1)
1: Wetland 0.37953 0.98498 0.00000 0.97298 0.02702 0.95837
2: CRP 0.24008 0.97926 0.00815 0.95924 0.00000 0.97195
3: Change 0.75290 0.97625 0.00000 0.96583 0.03417 0.94289
4: Urban 0.72667 0.99551 0.00000 0.98141 0.01859 0.97700
5: Erosion 0.18718 0.99256 0.00000 0.97660 0.02340 0.96933
6: Cropland 0.19430 0.99279 0.00000 0.95583 0.04417 0.94894
7: Pasture 0.23228 0.99297 0.00000 0.89978 0.10022 0.89345
8: Range 0.33139 0.97721 0.00000 0.89547 0.10453 0.87506
9: Forest 0.19497 0.98353 0.00000 0.87401 0.12599 0.85962
10: All Urban 1.60111 0.99554 0.00085 0.99576 0.00000 0.99472
11: Federal 0.00472 - - - - -
12: Remainder 1.64327 - - - - -
Table 5.14: Second-phase Stratum Sample Sizes
Sampling Class States Containing Class n1g
1: Wetland 48 40505
2: CRP 40 9964
3: Change 48 22711
4: Urban 48 16869
5: Erosion 47 15893
6: Cropland 48 60850
7: Pasture 48 15334
8: Range 23 30937
9: Forest 48 33794
10: All Urban 48 15870
11: Federal 48 22983
12: Remainder 48 1960
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Table 5.15: P00.1 Second-phase Stratum Sample Sizes
Sampling Class States Containing Class n2pg
n2pg
n2p
1: Wetland 47 4622 0.2399
2: CRP 36 1458 0.0757
3: Change 47 2581 0.1340
4: Urban 47 1255 0.0652
5: Erosion 43 1302 0.0676
6: Cropland 46 3633 0.1886
7: Pasture 44 603 0.0313
8: Range 18 1435 0.0745
9: Forest 44 1197 0.0621
10: All Urban 47 451 0.0234
11: Federal 41 650 0.0337
12: Remainder 34 76 0.0039
Total 19263
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Table 5.16: P00.2 Second-phase Stratum Sample Sizes
Sampling Class States Containing Class n2pg
n2pg
n2p
1: Wetland 47 4537 0.2355
2: CRP 36 1497 0.0777
3: Change 47 2574 0.1336
4: Urban 47 1303 0.0676
5: Erosion 42 1294 0.0672
6: Cropland 47 3693 0.1917
7: Pasture 40 569 0.0295
8: Range 18 1466 0.0761
9: Forest 46 1222 0.0634
10: All Urban 47 408 0.0212
11: Federal 42 639 0.0332
12: Remainder 27 62 0.0032
Total 19264
Table 5.17: P01 Second-phase Stratum Sample Sizes
Sampling Class States Containing Class n2pg
n2pg
n2p
1: Wetland 47 6858 0.2316
2: CRP 38 1609 0.0543
3: Change 47 3974 0.1342
4: Urban 47 2048 0.0692
5: Erosion 44 1908 0.0644
6: Cropland 46 5767 0.1947
7: Pasture 44 990 0.0334
8: Range 18 2316 0.0782
9: Forest 47 2164 0.0731
10: All Urban 47 746 0.0252
11: Federal 44 1112 0.0375
12: Remainder 40 122 0.0041
Total 29614
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Table 5.18: P02 Second-phase Stratum Sample Sizes
Sampling Class States Containing Class n2pg
n2pg
n2p
1: Wetland 47 6874 0.2321
2: CRP 37 1600 0.0540
3: Change 47 3970 0.1341
4: Urban 47 2052 0.0693
5: Erosion 43 1996 0.0674
6: Cropland 47 5668 0.1914
7: Pasture 43 1017 0.0343
8: Range 18 2313 0.0719
9: Forest 47 2137 0.0722
10: All Urban 47 753 0.0254
11: Federal 41 1093 0.0369
12: Remainder 44 141 0.0048
Total 29614
Table 5.19: Unobserved Since 1997 Second-phase Stratum Sample Sizes
Sampling Class n2pg
n2pg
n2p
1: Wetland 17741 0.0917
2: CRP 3800 0.0196
3: Change 10251 0.0530
4: Urban 10478 0.0542
5: Erosion 9567 0.0494
6: Cropland 42449 0.2195
7: Pasture 12571 0.0650
8: Range 23848 0.1233
9: Forest 27613 0.1428
10: All Urban 13903 0.0719
11: Federal 19577 0.1012
12: Remainder 1606 0.0083
Total 193404
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CHAPTER 6 Conclusions and Further Study
6.1 Introduction
In this thesis, we studied the use of the estimated generalized least squares estimator
to estimate population means and totals in the longitudinal panel survey framework.
We began with time series modeling to characterize the correlation structure of panel
data. We then illustrated the precision of the EGLS estimator for cell-mean model
parameters relative to the direct estimator. In Chapter 4, we described a consistent
replication variance estimator for the variance of the EGLSE, proved a central limit
theorem for the EGLSE, and proposed procedures for using EGLSEs to produce a user
friendly data set. In Chapter 5, we returned to the problem of estimating correlations for
the National Resources Inventory application. The NRI is a complex design containing
stratification and clustering, which are common design elements for large scale surveys.
The estimation procedures in Chapter 5 may be adapted to many other large scale
longitudinal surveys.
The EGLSE is equivalent to the estimated best linear unbiased univariate composite
estimator for the mean at each time point. The use of such composite estimators can lead
to large decreases in the variance relative to direct estimators. Increasing the number of
time points included in the model will reduce the variance further. However, the results
for the EGLSE were derived for a fixed number of times, T . Including distant time points
in the cell-mean model does not greatly improve more recent mean estimators. Because
the NRI correlation structure is closely approximated by a first-order autoregressive
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correlation function, the variance of recent change estimators depends mostly on the
most recent pairs of repeated observations. Therefore, a fixed number of time points in
the model for estimation is adequate for most applications. It is felt that the theoretical
arguments for the EGLSE could be extended to a sequence with increasing T . One way
to include additional information from previous time points would be to construct a
composite estimator using current means and the EGLSE for the means in a previous
time frame.
The theoretical results in Chapter 4 suggest how to utilize the EGLSE in a large
survey. For the subset of variables that are of high interest in the study, the cell-
mean model with EGLS produces good estimates. For the remaining variables a smaller
adjustment through regression estimation involving the EGLSE variables can be applied.
Regression estimation may be implemented using a calibration estimator or through an
imputation procedure.
In the next section we provide another use for the EGLSE. We address some of the
shortcomings of the cell-mean model in Section 6.3 and suggest adjustments that may
be made to address the shortcomings.
6.2 EGLSE as a Check for Imputation
The calibration weight adjustment in Chapter 4 is applied to data with a complete
time series. For a longitudinal panel survey with partially overlapping panels, the weight
adjustment requires imputation to complete the time series for individuals in unobserved
panels. An imputation procedure in a longitudinal study is likely to use information
about the time series for each unit. The imputed values often depend on the observations
made at other time points.
If the imputation procedure utilizes the time dependency in a way that is similar to
that used in the EGLSE, the EGLSE can be used to check the imputation procedure. If
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the direct weighted estimator after imputation and the EGLSE are within some accept-
able tolerance, the imputation procedure leads to estimates that are consistent with the
EGLS estimates and no adjustments to the imputation procedure need to be applied. If
the two estimators differ beyond a predetermined tolerance, the imputation procedure
may need to be altered to generate more consistent results. Alternatively, the regression
weight adjustment outlined in Chapter 5 may be used to calibrate the weights.
6.3 Potential Expansions of the Cell-Mean Model
The EGLSE discussed in this work is computed for one variable at a time. The
analysis ignored relationships to other variables. When the variables are correlated,
using multivariate regression will produce more precise estimators of mean vectors than
univariate regressions. For the cell-mean model, multivariate regression would involve
concatenating vectors of second-phase panel means for each variable to form a large
response vector. The variance matrix would include covariance estimates for pairs of
variables. However, for the NRI, we conjecture that the precision gains from using
multivariate regression would not be large.
In Chapter 5, empirical correlations across time were noticeably different among
panels. We assumed the correlation structure to be the same for all panels. Differences
in the order in which panels were observed may result in differences in the measurement
error models. Including a random effect term for each panel in the cell-mean model
could be used to account for panel to panel correlation discrepancies. The location at
which data are collected may be another factor that causes differences in correlations.
NRI data are collected at several offices. The data gatherers at each office seek protocol
clarification from a leader at that office. Differences in measurement error models may
arise due to different protocol interpretations by the office leaders. A random effect term
for locations might explain discrepancies in correlations across panels for the NRI.
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6.4 Simulation
The variance comparisons in Chapter 3 show the advantage of using the EGLSE with
the cell-mean model. The cell-mean model we propose contains a number of assumptions
on the structure of the variance-covariance matrix of panel means. The assumption of
zero cross-panel covariance is shown to be incorrect in Chapter 4. Sensitivity analysis
with varying first-phase sample sizes through simulation can be used to determine the
effect of setting the covariances to zero. The effect on the replication variance estimator
from assuming zero covariances can also be checked.
Simulations to check the convergence of the replication variance estimator also should
be conducted. Sensitivity analysis for the additional term in the variance of the pop-
ulation mean EGLSE, µˆ, could be performed. The argument is that the term may
be ignored when the first-phase sampling fraction is small. Simulations could also aid
in determining whether to construct calibration estimators or to construct estimators
by applying the EGLSE coefficient matrix, Λˆ, constructed for one variable, to another
variable.
6.5 Central Limit Theorem Comment
After completion of this work, J. N. K. Rao sent a copy of a manuscript on limiting
normality for two-phase sampling designs (Chen and Rao 2006). In Theorem 2 of Chen
and Rao the almost sure conditional convergence assumption of our Lemma 1 is replaced
by an assumption that the supremum in (4.62) converges in probability. Chen and
Rao consider a fixed sequence of populations and select two-phase samples with simple
random sampling at each phase. In our central limit theorem, we consider populations
composed of random variables generated from a superpopulation model. In the case of
randomly generated populations, the almost sure condition is a natural condition since
we may appeal to almost sure convergence theorems for sums under many designs.
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