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Abstract
This paper proposes a Learning Kalman Network (LKN) based monocular visual
odometry (VO), i.e. LKN-VO, for on-road driving. Most existing learning-based
VO focus on ego-motion estimation by comparing the two most recent consecutive
frames. By contrast, the LKN-VO incorporates a learning ego-motion estimation
through the current measurement, and a discriminative state estimator through
a sequence of previous measurements. Superior to the model-based monocular
VO, a more accurate absolute scale can be learned by LKN without any geomet-
ric constraints. In contrast to the model-based Kalman Filter (KF), the optimal
model parameters of LKN can be obtained from dynamic and deterministic out-
puts of the neural network without elaborate human design. LKN is a hybrid
approach where we achieve the non-linearity of the observation model and the
transition model though deep neural networks, and update the state following the
Kalman probabilistic mechanism. In contrast to the learning-based state estima-
tor, a sparse representation is further proposed to learn the correlations within
the states from the car’s movement behaviour, thereby applying better filtering on
the 6DOF trajectory for on-road driving. The experimental results show that the
proposed LKN-VO outperforms both model-based and learning state-estimator-
based monocular VO on the most well-cited on-road driving datasets, i.e. KITTI
and Apolloscape. In addition, LKN-VO is integrated with dense 3D mapping,
which can be deployed for simultaneous localization and mapping in urban envi-
ronments.
Keywords: Monocular Visual Odometry; Learning Kalman Filter; Vehicle
Driving
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A demonstrate video demo can be found on the link1.
1. Introduction
Simultaneous localization and mapping (SLAM) [1] is a core technique for
self-driving cars [2] and mobile service robots [3][4]. Among the various SLAM
methods developed for different sensor modalities, e.g. monocular [5], stereo [6],
omnidirectional [7] camera, laser [8], lidar [9], etc., monocular SLAM is one of
the most challenging due to its absolute scale drift problems and limitations in
dense mapping.
Recently, deep-learning-based methods have provided new solutions for odometry[10],
relocalization [11] and semantic mapping [12][13][14][15]. So far the learning-
based odometry approaches have mainly focused on monocular visual odome-
try (VO) using supervised [16][10][17][18] or unsupervised [19][20][21][22] deep
learning. They formulate visual localization as a regression problem, leveraging
the ability of convolutional or recurrent neural networks. The main advantage of
deep-learning-based monocular VO lies in rectifying the incorrect scale estima-
tion of monocular SLAM.
Moreover, most of the learning-based approaches only focus on VO for local-
ization without mapping. Prior work including CNN-SLAM [23], CodeSLAM [24]
and DVSO [25] integrated deep-learning-based depth estimation with monocular
SLAM methods to mitigate the weakness of dense mapping.
Most of the existing researches mainly focus on ego-motion estimation be-
tween pairs of adjacent frames. However, trajectory refinement, which is usually
based on filtering or optimization, is still an open problem for deep neural net-
works [1]. The forerunner researches BKF [26] and LSTM-KF [27] proposed
deterministic computation-graph-based filters for the state estimation.
In this paper, we propose a new Learning Kalman Network based monocular
visual odometry (LKN-VO) with both ego-motion estimation and state estimation.
In contrast to the previous learning-based methods mainly focusing on ego-motion
estimation between adjacent frames, our LKN explores the ability of deep neural
networks for state estimation to filter the 6DOF trajectory given a sequence of
1https://www.dropbox.com/s/k5a088hfjcpx9hy/RAS2019_1080.mp4?
dl=0
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measurements. This data-driven LKN can learn its dynamic changing parameters
by end-to-end training, without specifying them explicitly.
Specifically, our proposed LKN includes the following new features: (i) a
neural-network-based learning observation model can transform high-dimensional
measurements to low-dimensional motion states to avoid modelling the full distri-
bution over sensor readings; (ii) a neural-network-based learning transition model
can model the non-linear transitions in the system dynamics; (iii) the uncertain-
ties in the observation and transition models are formed in a sparse representation
to learn the correlations within estimated states, which can provide a strong con-
straint for the 6DOF trajectory filtering; and (iv) the Kalman Gain iteration is
enhanced by a LSTM prior resulting in a more robust Kalman update.
The rest of this paper is organized as follows: First, related works are reviewed
in Section 2. Then the proposed methods are introduced in Section 3 followed by
experimental results and analyses in Section 4. Finally, we conclude the paper in
Section 5. Supplementary materials are provided in Section 8.
2. Related work
In this section, we first review the recently supervised (Section 2.1) and un-
supervised (Section 2.2) deep learning approaches for monocular VO. Then the
latest achievements of deep-learning-based monocular VO with mapping are in-
troduced in Section 2.3. Finally, the frontier researches on deep-learning-based
trajectory filters/state estimators for monocular VO are reviewed in Section 2.4.
2.1. Supervised Deep Learning for Monocular VO
Deep-learning-based monocular VO can be grouped into supervised and un-
supervised approaches. Supervised deep learning approaches formulate VO as a
regression problem. Costante et al. [28] first employed CNNs to estimate ego-
motion from the dense optical flow obtained by matching image features. Flow-
Odometry [16] is the first end-to-end learning VO method, which combines FlowNet [29]
for feature extraction with CNNs for regression. LS-VO [18] employs an auto-
encoder network to find a non-linear representation of the optical flow manifold
for ego-motion estimation. In contrast to model-based monocular VO, those re-
searches achieve feature extraction and pose estimation by a non-linear CNN to
directly regress the relative pose, and furthermore generate the global trajectory
by accumulating relative poses.
DeepVO [30][10] leverages FlowNet features as the input of LSTM to learn
monocular VO as a sequence-to-sequence encoder-decoder. Clark et. al [17]
3
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use the same network architecture as [30][10] for RGB images but fused addi-
tional IMU readings to improve the performance. GCN [31] also employed a
CNN-RNN architecture to find the corresponding descriptors of keypoints. These
monocular VO researches leverage the image interpretation ability of CNNs for
descriptor learning and the sequential prediction ability of RNNs for state esti-
mation. In contrast to conventional model-based VO, transforming optical flow
directly to poses is a popular approach for deep-learning-based VO approaches
such as DeepVO [30][10] based on learned optical flow features and LS-VO [18]
based directly on learned optical flow.
In addition, some researches try to combine global and relative pose regres-
sion through a shared neural network architecture, which can simultaneously per-
form global relocalization and monocular VO. VLocNet [32] and its advanced
version VLocNet++ [33] based on semantic knowledge can achieve 6DOF global
pose regression and VO estimation from consecutive monocular images. Map-
Net [34] learns a data-driven map representation for global camera localization –
meanwhile it also learns the geometric constraint between two adjacent images
to eliminate the drift in relative pose estimation. However, learning-based global
relocalization can only be deployed in a known environment, and relative pose
estimation plays an auxiliary role as a local geometry constraint. Hence, this cat-
egory of monocular VO cannot be performed in an unknown environment.
Benefiting from the learning ability of CNNs and RNNs, the monocular VO
based on supervised deep learning can estimate a more accurate absolute scale
than conventional model-based monocular VO. Compared to conventional VO, a
moderate amount of ground truth data is required for training a deep neural net-
work. Despite this, the training data is relatively cheap to acquire than for many
other learning tasks, e.g. semantic understanding, as the ground truth can be di-
rectly obtained from GPS-RTK or Vicon cameras rather than manual annotations.
2.2. Unsupervised Deep Learning for Monocular VO
In order to eliminate the limitation of using ground truth trajectory, unsuper-
vised deep monocular VO integrates geometric constraints, e.g. similarity con-
straints, epipolar constraints, etc., into the loss function so that the deep neural
network can be trained in an unsupervised way.
Most of the unsupervised methods jointly predict the depth and ego-motion si-
multaneously using a geometric loss function. The forerunner work proposed by
Zhou et al. [19] can predict the depth and ego-motion simultaneously through a
training loss which minimizes the image warping error of an image sequence. An
extension of this work [35] adopted the same network architecture with a novel
4
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3D loss function based on geometric constraints to improve the performance. The
multi-task networks SfM-Net [20], DeMoN [21] and GeoNet [36] can jointly pre-
dict depth, segmentation, ego-motion, dense optical flow and surface normals us-
ing an adaptive geometric consistency loss function.
Li et al. [22] and Zhan et al. [37] proposed similar approaches that combine
temporal (forward-backward) [19] and spatial (between left-right pairs) [38] loss
functions to achieve unsupervised monocular VO. Ganesh et al. [39] proposed a
loss function which can enforce geometric consistency of the trajectory so that
the deep VO can be trained in an unsupervised way without additional stereo
information. Using deep convolutional Generative Adversarial Networks (GANs),
GANVO [40] can perform monocular VO with depth estimation. It proposed the
minimization of warping view sequences and re-projection loss so that it can be
trained in a generative unsupervised way.
These unsupervised deep monocular VO approaches are essentially not unsu-
pervised approaches. To be specific, they still require additional information, such
as consecutive frames or stereo images pairs instead of the ground truth trajectory,
to provide the complementary supervision for the network training. Compared to
supervised deep monocular VO, they usually require intrinsic parameters from the
camera calibration and some of them using stereo images also need the extrinsic
parameters of the stereo camera. Moreover, the performance of unsupervised deep
VO is still inferior to that of supervised approaches.
2.3. Deep Learning for Monocular VO with Mapping
Model-based monocular SLAM struggles with dense mapping due to the lim-
itations of depth prediction from the geometric inference. Most of the learning-
based geometry research mainly focuses on odometry estimation, without includ-
ing dense mapping.
CNN-SLAM [23] is the first deep-learning-based SLAM system, which inte-
grates deep depth prediction into LSD-SLAM to decrease the scale drift, mean-
while generating a dense 3D map. Similarly, DVSO [25] also integrates self-
supervised depth prediction based on StackNet into Direct Sparse Odometry [41]
to obtain a sparse monocular SLAM method, which achieves very impressive re-
sults. DeepTAM [42] is an entirely learned system for keyframe-based dense
camera tracking and depth map estimation. They employ a multiple hypothesis
approach for camera poses to enhance the camera pose tracking. Meanwhile, they
employ cost volume information and image-based priors to enhance the dense
depth estimation.
5
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Leveraging the latest achievements of learning-based dense depth prediction,
the monocular SLAM problem can be formulated as virtual ‘RGB-D’ SLAM to
alleviate the absolute scale drift issue and mitigate the limitations in dense map-
ping. However, these approaches mainly employ deep learning to improve the
depth prediction, while the other core components of the entire SLAM system,
such as relocalization, loop closure and optimization, are still implemented using
conventional geometry-based methods.
Frontier research Code-SLAM [24] first achieved a tight joint optimization
of camera motion and dense depth prediction for dense monocular SLAM. How-
ever, the dense 3D map generation and joint depth optimization can only be per-
formed using limited numbers of keyframes in a very small scene. Our prelimi-
nary work [43] proposed a learning monocular SLAM using dense 3D flow-based
learning VO. A Bivariate Gaussian loss function is employed to learn the correla-
tion between the motion directions. However, this research still considers monoc-
ular VO as ego-motion estimation without trajectory filtering. The LKN-VO pre-
sented in this paper provides significant novel technology beyond our previous
work.
2.4. Deep Trajectory Filtering for Monocular VO
Most of the existing learning-based monocular VO mainly focuses on ego-
motion learning using two adjacent images without global trajectory filtering.
However, a probabilistic state estimator such as Kalman Filter or Particle Filter
can filter the global trajectory to further improve the performance of VO using a
sequence of measurements. To the best of our knowledge, there is limited litera-
ture on deep-learning-based trajectory filtering for monocular VO. The following
researches integrate the deep neural networks into the probabilistic filter frame-
work as discriminative deterministic state estimators, which can be employed for
monocular VO.
Backprop KF (BKF) [26] combines a Kalman Filter (KF) with a CNN-based
observation model, which learns a non-linear mapping from the high-dimensional
observation to the low-dimensional state. It can be trained in an end-to-end way
using simple backpropagation through time. However, BKF assumes that the sys-
tem dynamics are known and linear. For non-linear systems, additional approxi-
mations, such as linearization of the system dynamics, are required.
LSTM-KF [27] integrates three LSTM units into the KF to learn the transition,
observation and noise models. This method in the original paper is designed for
temporal prediction problems, e.g. skeleton tracking, rather than VO. Due to the
6
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Figure 1: Pipeline of LKN-based deep monocular visual odometry with dense mapping. The LKN
is enlarged in Figs. 2 and 3.
properties of LSTM, the learned representations depend on all previous observa-
tions and states. However, these methods cannot model the correlations within
the state variables as a result of using diagonal observation/transition covariance
matrices. As shown in our experiments, modelling the correlations can provide a
strong constraint for consecutive 6DOF pose estimation, and through which, the
performance of monocular VO can be significantly improved.
7
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Figure 2: The architecture of LKN. The used symbol variables are defined in Eqs. (1) - (11).
3. Methodology
3.1. Overview
The pipeline of the proposed LKN-VO with 3D dense mapping is shown in
Fig. 1. To be more specific, firstly the dense optical flow and depth are obtained
using FlowNet2 [44] and DepthNet [38], respectively. Subsequently, the LKN si-
multaneously estimates the ego-motion from current measurement and filters the
states from a sequence of measurements. Consequently, a sequence of filtered
states, i.e. 6 DOF relative poses, can be transformed to the global pose trajectory
by the SE(3) composition layer [10]. Simultaneously, the point cloud is consis-
tently generated from the estimated depth, and incrementally mapped with the
learned global pose. Furthermore, an Octree depth fusion [43][45] is employed
for a robust depth refinement, in which multi-view measurements are used to elim-
inate inaccurate predictions. Finally, a dense 3D map can be obtained. As shown
in Figs. 2 and 3, LKN is a computation graph made up of a Kalman Filter archi-
tecture with learning observation and transition models, which can be trained as
a complete graph from end to end. Please note that only monocular RGB images
are employed for localization and mapping.
3.2. Learning Obvervation Model
The probabilistic filters are limited to handle rich sensor observations such
as images directly. An additional measurement model is usually required in or-
8
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Figure 3: Unrolled LKN architecture. The used symbol variables are defined in Eqs. (1) - (11).
der to avoid modelling the full distribution over sensor measurements. By con-
trast, the observation model of LKN is designed using a deep neural network,
which can transform the high-dimensional observations (e.g. RGB images) to low-
dimensional states (e.g. 6DOF poses) directly. It is composed of the optical flow
network and the ego-motion estimation network. FlowNet2 [44] is firstly em-
ployed to predict the dense optical flow, which is of significant importance for the
ego-motion learning. Then the ego-motion network can predict the 6DOF relative
pose, observation matrix and noise covariance correspondingly.
More specially, in the model-based Kalman Filter, the observation zt of the
true state xt at time t can be obtained through a hand-designed observation matrix
Ht and observation noise (rt) covariance Rt,
zt , Htxt + rt, rt ∼ N(0, Rt). (1)
By contrast, the non-linear observation model in LKN is approximated as a
deep neural network h (Fig. 2) with learnable Gaussian noise,
ẑt, Ht, Rt = h(mt). (2)
Here, at time t, the raw measurement mt i.e. RGB images from the camera
are encoded by the deep neural network h to the motion state ẑt, i.e. 6 DOF pose.
Simultaneously, the observation matrix Ht and observation noise covariance Rt
9
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for the Kalman update are also learned by the deep neural network h.
3.3. Learning Transition Model
The model-based Kalman Filter assumes that the state xt is evolved from the
state xt−1 through a hand-designed transition matrix At and transition noise (qt)
covariance Qt,
xt , Atxt−1 + qt, qt ∼ N(0, Qt). (3)
But in order to capture the motion changes in a non-linear dynamic system
(i.e. on-road driving), we use a deep neural network f (Fig. 2) to approximate the
non-linear transition model with learnable Gaussian uncertainties,
x̂
′
t, At, Qt = f(x̂t−1). (4)
At each time stamp t, the intermediate state x̂′t, which is not dependent on the
current measurement, can be produced by the neural network f using the previous
state estimate x̂t−1. Simultaneously, the transition matrix At and transition noise
covariance Qt for the Kalman update are also learned by the neural network f .
It is very complex to compute the Jacobian matrix of the non-linear function
implemented by the deep neural network, and further linearize it by Taylor series.
Similar to the implementation of LSTM-KF2, we also employ a neural network to
approximate the transition matrix At instead of linearizing the function f as in the
Extended Kalman Filter (EKF).
Furthermore, the prior state covariance matrix P̂ ′t at time t can be updated as
P̂
′
t = AtP̂t−1A
T
t +Qt. (5)
3.4. Sparse Representation
An intuitive hypothesis is that the motion correlations can be learned from
the large-scale data collection of the car’s movement behaviors on the road. For
example, there should be a hidden correlation between the linear and angular ve-
locities for a car under different manoeuvres. In order to model the correlations
between the main degree of freedom within the motion state, two sparse repre-
sentation architectures are designed for the observation/transition matrices and
observation/transition noise covariances. The sparse architectures enable LKN
to learn both the uncertainties of the estimated states and the correlations within
these states, which can be a significant constraint used for the trajectory filtering.
The transition/observation matrices A/H are designed as
2https://github.com/Seleucia/lstmkf_ICCV2017/blob/master/
model_runner/klstm/kfl_QRFf.py
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A/H =


A1/H1 0 A7/H7 0 A8/H8 0
0 A2/H2 0 0 0 0
A10/H10 0 A3/H3 0 A9/H9 0
0 0 0 A4/H4 0 0
A11/H11 0 A12/H12 0 A5/H5 0
0 0 0 0 0 A6/H6


. (6)
The transition/observation covariance matrices Q/R are restricted to be sym-
metric positive definite,
Q/R =


σ2x 0 ρ1σxσz 0 ρ2σxσY 0
0 σ2y 0 0 0 0
ρ1σxσz 0 σ
2
z 0 ρ3σzσY 0
0 0 0 σ2R 0 0
ρ2σxσY 0 ρ3σzσY 0 σ
2
Y 0
0 0 0 0 0 σ2P


. (7)
Here, the coordinate design in this paper is the same as the KITTI camera
configuration3, i.e. the camera coordinate system is x : right (horizontal), y :
down (vertical), z : forward (horizontal). The 6DOF pose state is described as
(x, y, z, Roll, Y aw, P itch). We estimate six standard deviations σx, σy, σz, σR, σY , σP
and three correlation coefficients ρ1, ρ2, ρ3 in the covariance matrices. ρ1 is the
correlation coefficient of the states x and z. ρ2 is the correlation coefficient of
the states x and Y (Y aw). ρ3 is the correlation coefficient of the states z and
Y (Y aw). For the on-road driving, the states x (horizontal), z (horizontal) and
Y (rotation around y) are the main translational and rotational degrees of freedom.
Intuitively, we only need to find the cross-correlations between states x, z and Y .
3.5. LSTM Prior
Using the prior state covariance P̂ ′t from the Kalman prediction, an intermedi-
ate Kalman Gain K ′t at time t is calculated as
K
′
t = P̂
′
tH
T
t (HtP̂
′
tH
T
t +Rt)
−1. (8)
We further use the intermediate Kalman Gain K ′t as the observation input of
a Long Short-Term Memory (LSTM) stack. It can learn the transition of Kalman
3http://www.cvlibs.net/datasets/kitti/setup.php
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Gains in a hidden state space from high-dimensional state SKt−1 to S
K
t , which can
provide additional prior knowledge for Kalman Gain Kt estimation,
Kt, S
K
t = LSTMn(K
′
t , S
K
t−1). (9)
Here, n is the number of LSTM cells. It is worth noting that, provided sparse
representations of the transition/observation matrices and the corresponding co-
variance matrices, the intermediate Kalman Gain is also a sparse matrix after a
series of matrix operations. We only apply the LSTM stack to regress the non-
zero elements in the sparse matrix (12 non-zero elements in the 6×6 matrix) in
order to protect the inherent sparse architecture.
Unlike the model-based KF, the transition/observation matrices and the cor-
responding covariance matrices in LKN are dynamically changing through time.
The LSTM prior can learn to memorize and forget the previous high-dimensional
states of the Kalman Gain in the hidden state space, which allows for a more
robust iteration and convergence of the Kalman Gain.
3.6. Kalman Update
Finally, in the Kalman update procedure, the final prediction x̂t at time t can
be inferred analytically from the intermediate states, covariance estimations and
Kalman Gain,
x̂t = x̂
′
t +Kt(ẑt −Htx̂
′
t). (10)
The posterior state covariance matrix P̂t at time t can be updated as
P̂t = (I −KtHt)P̂
′
t (I −KtHt)T +KtRtKTt . (11)
To facilitate the reader’s understanding of the proposed method, we explicitly
indicate the dimension of each symbol variable (matrix) in Eqs. (1) - (11): ẑt, x̂
′
t,
x̂t are 6 dimensional, Ht, At, Rt, Qt are 6×6 dimensional, P̂ ′t , P̂t, K
′
t , Kt, I are
6×6 dimensional and SKt are 128 dimensional.
3.7. Network Architecture
The learning observation network is composed of an optical flow network, i.e.
Flownet2, and ego-motion estimation network. The ego-motion estimate network
includes a convolution stack, with three branches of fully-connected stacks. In
order to keep the spatial geometry information, the pooling layer is abandoned in
the convolution stack. The convolution layers are composed of 3× 3 filters with a
stride of 2. Its number of channels are 64, 128, 256 and 512 with relu activation
function. A sequence of fully-connected regressors constitute the fully-connected
stack. The hidden state of the regressors is set to 128 with relu activation function.
12
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The learning transition network is composed of three branches of fully-connected
stacks. A sequence of fully-connected regressors constitute the fully-connected
stack. The hidden state of the regressors is set to 128 with relu activation func-
tion. The LSTM stack comprises two standard LSTM cells with a hidden state of
128. The detail architecture and parameters of observation, transition and LSTM
prior networks are shown in the Section 8.3.
3.8. Loss Function and Optimization
The standard Euclidean `2 loss is employed for the loss function optimization.
Similar to [30], the Euler Angles are used to represent the orientation. We further
include a `2 regularization term for all trainable weights to mitigate against over-
fitting. Our loss function is defined as
loss = λ1
N∑
i
n∑
j
‖T i,jp − T i,jgt ‖2 + λ2
N∑
i
n∑
j
‖Ri,jp −Ri,jgt ‖2 + λ3‖W‖2, (12)
where n is the length of the observation sequences, and N is the number of train-
ing sequences. T i,jp := (xp, yp, zp)
i,j and T i,jgt := (xgt, ygt, zgt)i,j are the pre-
dicted and ground truth camera translation, respectively. Ri,jp := (e
z
p, e
y
p, e
x
p)
i,j and
Ri,jgt := (e
z
gt, e
y
gt, e
x
gt)
i,j are the predicted and ground-truth rotation in Euler An-
gles, respectively. W represents the trainable weights of the neural network. λ1,
λ2 and λ3 are the scaling factors to balance the weights of translation and rota-
tion loss, which are set according to practical experience. The Adam Optimizer is
employed to optimize all the trainable parameters to minimize the loss function.
4. Experiments
The KITTI4 odometry benchmark is employed for the LKN evaluation, which
consists of 22 sequences of saved RGB images in PNG format. Accurate 6 DOF
ground truth trajectories (< 10cm) from a GPS/IMU system are provided for
the sequences 00-10. There are no ground truth trajectories available for the se-
quences 11-21, but an online submission portal for evaluation is provided. More-
over, the Apolloscape5 self-localization dataset is also employed as a supplemen-
tary evaluation in order to further verify the generalization ability of LKN.
4http://www.cvlibs.net/datasets/kitti/eval_odometry.php
5http://apolloscape.auto/self_localization.html
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4.1. Network Training
During training, the network is trained for 300 epochs with a batch size of
100. The step learning policy is employed and the learning rate decay is fixed to
0.95. The starting learning rate is 10−4 and minimum learning rate is 10−7. The
momentum is fixed to (0.9, 0.999). The scaling factors are set to λ1=1, λ2=1e3
and λ3=1e-3 correspondingly. The start time-point of a sub-sequence is randomly
selected from the whole sequence and the length of each sub-sequence is set to
10. The algorithm computes the gradient by rolling from the random start point to
the end of the whole sequence. Gradient clipping is used in order to increase the
training robustness.
Considering the GPU limitation and the nearly real-time running requirement
for the SLAM system, the raw RGB images from the KITTI dataset are down-
sampled 4 times to 320 × 96, although the performance will degrade using a
smaller image size. Thus there is a trade-off between runtime and performance.
The whole network is end-to-end trainable, while training it step-by-step is more
practicable because of the computing resource limitation. The weights of the ego-
motion estimation network, the transition network and the LSTM stack are opti-
mized while the weights of Flownet2 are frozen.
In addtion, we fine-tune the FlowNet2 [44] and DepthNet [38] using the KITTI
training data (as described in 4.3) and then transplant them for our task. Follow-
ing [29][38] and [10], both image augmentation (color, brightness, gamma) and
geometric augmentation (translation, rotation, scaling) are used to enhance per-
formance and mitigate overfitting.
4.2. Baselines
For a comparable evaluation, the performances of 7 different baselines (B1...B7)
are provided. B1 and B2 are employed to compare with the conventional model-
based VO. B4 and B5 are employed to compare with the LSTM-based state es-
timator. B3, B6 and B7 are employed to compare with the model-based and
learning-based KF for state estimation.
• VISO-S (B1) and VISO-M (B2) [6] are the geometry-feature-based stereo
and monocular VO in the open source VO library VISO26, which are tai-
lored VO for the self-driving car. In order to eliminate the absolute scale
drift, the height and pitch are fixed to 1.7 and -0.03 for VISO-M according
to the author’s suggestions for the KITTI dataset.
6http://www.cvlibs.net/software/libviso/
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• BKF [26] (B3) proposed a learning observation model using the differ-
ence image, which can approximate the non-linear observation mapping
with noise covariance by neural networks. It integrates a CNN-based obser-
vation model with KF to learn a non-linear transformation from the high-
dimensional image to the low-dimensional motion state through end-to-end
training. The system dynamics is assumed to be known and linear. Other-
wise, an additional model-based EKF is required for the linearization of the
system dynamics.
• ESP-VO [10] (B4) and LSTMs (B5) are both LSTM-based learning monoc-
ular VO. The former employs the observation model also based on the opti-
cal flow feature as in the original paper, while the latter (re-implemented by
ourselves) employs the observation model proposed in our LKN approach.
They are sequence-to-sequence encoder-decoder, which leverages the ad-
vantage of the variance perception ability of FlowNet for the descriptor
learning and the prediction ability of LSTM for the state estimation.
• Conventional KF (B6) represents the model-based filter approach. It em-
ploys the observation model proposed in our LKN approach to transform
the high-dimensional sensor measurement to the low-dimensional motion
state, so that the KF can filter a sequence of states. Its parameters are hand-
designed according to experience, and not learned by the neural network.
The parameters are the same with parameter settings of the baseline in the
LSTM-KF7.
• LSTM-KF [27] (B7) uses three LSTM units to model the transition func-
tion and the transition/observation noise covariance. It leverages LSTM to
make the representations depend on all previous observations and all pre-
vious states. However, its covariance matrices are simplified as diagonal
matrices, which cannot learn the correlations within the motion states. It
is designed for skeleton tracking in the original paper rather than the VO
problem. Therefore we re-implemented it based on their open-source code8
with the observation model proposed in our LKN approach and tested it on
the public datasets.
7https://github.com/Seleucia/lstmkf_ICCV2017/blob/master/
model_runner/klstm/kf_tf.py
8https://github.com/Seleucia/lstmkf_ICCV2017
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• Note: For a fair comparison, we provide the state estimator baselines B5,
B6 and B7 with the proposed learning observation model (the same with
our LKN) for the ego-motion estimation. For the non-open-source baselines
B3 (BKF) and B4 (ESP-VO), the experimental results are cited from their
original paper.
4.3. Evaluation of Visual Odometry on KITTI Dataset
Two kinds of evaluations are employed to compare the proposed LKN to base-
lines. Following the same partition in [10] for a fair comparison, the first evalua-
tion uses sequences 00-10 and is split to 00, 01, 02, 08, 09 for training and 03, 04,
05, 06, 07, 10 for testing. The second evaluation uses sequences 00-21 where 00-
10 are used for training and 11-21 for testing. For a direct display, the trajectories
generated by LOAM [46] are provided as the reference in the second evaluation
because no ground truth data are provided. LOAM achieves the-state-of-the-art
performance using 3D Lidar data on the KITTI odometry benchmark. The stan-
dard KITTI VO evaluation metrics, i.e., computing the average translational and
rotational RMSE for all possible sub-sequences of length (100, . . . , 800) meters,
are employed as evaluation criteria.
For the first evaluation, the overall average translational and rotational errors
of LKN are 1.79% and 0.87◦/100m respectively. The comparisons of qualitative
performances are shown in Fig. 4. The quantitative results are shown in Fig. 6 for
different length/speed analysis, Table 1 for subsequence analysis and Table 2 for
ablation analysis.
Table 1: The comparison of performance of LKN against the baselines on the KITTI dataset
according to the evaluation method [10]. Note that VISO-S is a stereo VO and the other methods
are monocular VO. The learning model is trained on the sequences 00, 01, 02, 08 and 09, and
evaluated on the rest. Some results are copied from [26] and [10].
Seq.
VISO-S[6] VISO-M[6] BKF [26] ESP-VO[10] LSTMs KF LSTM-KF [27] LKN
(1242× 376) (1242× 376) (150× 50) (1241× 376) (320× 96) (320× 96) (320× 96) (320× 96)
trel(%) rrel(
◦) trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦)
03 1.71 1.12 9.02 2.83 - - 6.72 6.46 3.09 1.76 3.62 2.05 3.30 1.85 3.25 1.41
04 1.54 0.84 4.33 1.63 - - 6.33 6.08 2.24 1.09 2.94 1.74 2.82 1.62 1.40 0.51
05 2.36 1.20 19.16 3.62 - - 3.35 4.93 2.91 1.24 3.24 1.33 3.13 1.31 1.39 0.61
06 1.47 0.87 6.64 1.96 - - 7.24 7.29 2.41 0.91 2.18 1.14 1.84 1.03 1.46 0.80
07 2.37 1.78 26.54 5.92 - - 3.52 5.02 4.22 2.70 6.09 3.78 5.97 3.78 2.51 1.87
10 1.51 1.15 48.29 3.43 - - 9.77 10.2 3.79 1.51 4.03 1.54 3.54 1.46 2.68 1.13
Mean 1.83 1.16 19.00 3.23 - - 6.15 6.66 3.11 1.54 3.68 1.93 3.43 1.84 2.11 1.05
Overall 2.05 1.19 21.00 3.46 18.04 5.56 - - 3.07 1.38 3.45 1.60 3.24 1.55 1.79 0.87
trel(%) and rrel(◦) are average translational RMSE(%) and rotational RMSE(◦/100m) over 100m− 800m intervals.
In the second evaluation, the overall average translational and rotational errors
of LKN are 2.66% and 0.79◦/100m, respectively, obtained with the KITTI online
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(f) Sequence 10.
Figure 4: The predicted trajectories of LKN on the sequences 03, 04, 05, 06, 07 and 10 from the
KITTI dataset. The learning model is trained on the sequences 00, 01, 02, 08 and 09.
Table 2: The ablation analysis for the performance of LKN. B: learning ego-motion estimation
with model-based KF (manually designed parameters). L: learning non-linear observation/transi-
tion models. S: sparse representation. P: LSTM Prior.
Architecture trel(%) rrel(◦)
B 3.42 1.64
B+L 3.01 1.41
B+L+S 2.03 0.99
B+L+S+P 1.79 0.87
trel(%) and rrel(◦/100m) are the same as in Table 1.
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Figure 5: The predicted trajectories of LKN on the sequences 11, 12, 13, 14, 15, 16, 18, 19 and 20
from the KITTI dataset. The network is trained on the sequences 00-10. The trajectories generated
by LOAM [46] are provided as the reference.
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Figure 6: Average translational and rotational errors of LKN against different path lengths and
speeds. The learning model is trained on the sequences 00, 01, 02, 08 and 09, and evaluated on
the rest.
submission portal. The comparison of qualitative results is shown in Fig. 5. The
methods with closer trajectories to LOAM can be regarded as superior. More
details about the quantitative results of the second evaluation can be found in
Section 8.1 or KITTI odometry online evaluation website9.
From Table 2, it can be seen that the performance improvement of LKN mainly
comes from three parts: the learning non-linear observation/transition models, the
sparse representation and the LSTM prior.
From the comparison, we can see the performance of LKN is superior to
model-based monocular VO, and is even comparable with a model-based stereo
VO (VISO2-M). The model-based monocular VO (without dense depth predic-
9http://www.cvlibs.net/datasets/kitti/eval_odometry_detail.
php?&result=e2b9434f9bd33770c66680871e8262990d0a780a
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tion and loop detection) suffers from absolute scale drift, while the learning-based
methods can learn a more accurate absolute scale without any scene-based geo-
metric constraints such as camera height, which is the main reason why LKN can
significantly outperform model-based monocular VO.
We can also see that LKN outperforms BKF and ESP-VO. We believe that
one reason for this is the improved learning observation model used in the LKN.
Moreover, BKF requires an additional model-based EKF for the non-linear system
approximation rather than learning from data. Using the same learning observa-
tion model for ego-motion estimation, LKN also achieves a better performance
than the conventional KF, LSTM-KF and LSTMs. Compared to the conventional
KF, LKN can learn the non-linear transition/observation models with the corre-
sponding noise covariances instead of specifying them manually. Comparing with
the LSTM-KF and LSTMs, LKN can learn the sparse covariance matrices, rather
than the simple diagonal matrix used in LSTM-KF and provide a more principled
treatment of uncertainty than the LSTMs. It can model the correlations within the
motion states as a strong constraint for the 6DOF trajectory filtering. Moreover,
the LSTM prior in LKN is helpful for the Kalman Gain iteration for a more robust
Kalman update.
4.4. Evaluation of Visual Odometry on Apolloscape Dataset
To further verify the generalization ability of the LKN, the Apolloscape self-
localization dataset10 is employed for additional evaluation. The Apolloscape self-
localization dataset consists of 151 sequences from 6 different roads (28km) in 4
different cities. It provides roughly 300k RGB images saved as JPG format and
accurate 6 DOF (translation ≤ 50mm, rotation ≤ 0.015◦ ) ground truth trajecto-
ries from a GPS/IMU system. The evaluation metrics provided by the Apolloscape
self-localization dataset, i.e., median translation offset and median relative angle,
are used for global localization, not for odometry. So the standard KITTI odom-
etry evaluation metrics, i.e., computing the average translational and rotational
RMSE for all possible sub-sequences of length (100, . . . , 800) meters, are also
employed as evaluation criteria. The 151 sequences from 6 different roads are
split into 77 sequences for training and 71 sequences for testing. Three sequences
are abandoned because only one image was included in these sequences. The
training and test sequences are split as shown in Table 3.
As mentioned in the paper, three learning based state estimators, i.e. BKF [26],
10http://apolloscape.auto/self_localization.html
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ESP-VO [10] and LSTM-KF [27] are our main baseline approaches. The author
of BKF did not release their code, so it is difficult to implement it in a short time
to provide the evaluation results on the Apolloscape dataset. ESP-VO combines
CNN with LSTMs, and LSTM-KF is an open-source approach. We implemented
them with the observation model proposed in our LKN approach for a fair compar-
ison. The comparison quantitative results on the Apolloscape dataset are reported
in Table 4. We also provide some selected qualitative results of LKN in Fig. 10 in
Section 8.2. Comparing with the main baselines, the improvement from LKN on
the Apolloscape dataset is less than that on the KITTI dataset. The main reason is
that the testing sequences from the Apolloscape dataset are less challenging than
those from the KITTI dataset. The trajectories in the former dataset usually have
at most one corner, as shown in Fig. 10, while the trajectories in the latter dataset
are usually more curved, as shown in Fig. 4 and Fig. 5.
Table 3: The split training and test sequences on the Apolloscape dataset.
Road Time Training sequences (77 Seq.) Test sequences (71 Seq.)
Road11 GZ20180310B 001-007, 021-027, 029-030 008-014, 031-037
Road12 CD20180303A 001-006, 021-031 007-013, 032-038
Road14 BJ20180601B-A2 001-007, 014-018, 020-021 -
Road14 BJ20180601D-A2 - 001-008, 016-021
Road15 BJ20180602B-D2 020-027 001-005, 007
Road16 BJ20180603A-A2 001-007, 014-020 -
Road16 BJ20180602E-D2 - 001, 004-011, 021-026
Road17 BJ20180602G-D2 001-007, 028 020-027
Table 4: The comparison of performance of LKN against main baselines on the Apolloscape
dataset.
Road (Seq. amount)
ESP-VO/LSTMs [10] LSTM-KF [27] LKN
(416× 336) (416× 336) (416× 336)
trel(%) rrel(
◦) trel(%) rrel(◦) trel(%) rrel(◦)
Road11 (14 Seq.) 1.61 0.86 1.65 0.88 1.41 0.70
Road12 (14 Seq.) 1.99 1.05 1.39 0.71 1.10 0.56
Road14 (14 Seq.) 1.82 0.99 2.01 0.93 1.67 0.82
Road15 ( 6 Seq.) 2.02 1.16 1.97 0.92 1.40 0.73
Road16 (15 Seq.) 1.77 0.78 1.70 0.73 1.53 0.65
Road17 ( 8 Seq.) 2.71 0.96 2.99 1.06 1.46 0.60
trel(%) and rrel(◦) are average translational RMSE(%) and rotational RMSE(◦/100m) over 100m− 800m intervals.
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Figure 7: The first row depicts the global dense 3D maps of sequences 05, 15 and 18 from the
KITTI dataset. The small images in the second and third row show enlarged local areas of the
global map.
4.5. Dense 3D Mapping
We integrated LKN-VO with dense 3D mapping, which is implemented under
the ROS11 framework. The LKN implemented by Tensorflow12 is trained on an
NVIDIA Titan GPU accelerated by CUDA and CUDNN. As shown in Fig. 7, the
images on the first row show the global dense 3D map of sequences 05, 15 and 18
on the KITTI dataset and the images on the second and third row show enlarged
local areas of the global map. The Octree depth fusion [43][45] with multi-view
measurements associated by LKN can alleviate the border blur and remove many
outliers arising from inaccurate depth predictions from a single frame. It can be
seen that the more sharply defined shapes such as the car, trees and buildings can
be generated after depth fusion.
11http://www.ros.org/
12https://www.tensorflow.org/
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5. Conclusion, Limitation and Future work
This paper proposed a discriminative state-estimator-based monocular VO ap-
proach, LKN-VO, to simultaneously estimate the ego-motion and filter the tra-
jectory for on-road driving. Our main contribution is the proposed hybrid LKN
model that combines the non-linear transform property of data-driven deep neural
networks with the probabilistic fusion mechanism of the Kalman Filter. Com-
paring with the model-based monocular VO, LKN-VO can learn a more accurate
absolute scale without the requirement of scene-based geometric constraints for
the trajectory. In contrast to the model-based KF, LKN is a deterministic KF-
based computation graph, in which the non-linear observation and transition mod-
els with noise uncertainties are approximated through neural networks. In contrast
to the existing learning state estimators, the sparse representation (modelling cor-
relations within state dimensions) and the LSTM prior in LKN can provide more
powerful spatio-temporal constraints for the trajectory filtering. The performance
of LKN-VO exceeds that of the model-based and learning state-estimator-based
monocular VO on the most well-cited self-driving datasets, i.e. KITTI and Apol-
loscape. Last, but not least, the LKN-VO is able to perform simultaneous lo-
calization and mapping in urban environments, via the integration of dense 3D
mapping.
The common limitation of deep-learning-based localization and mapping is
its high computational requirement. One potential solution is to learn smaller and
shallower but ‘good enough’ neural networks via model dilation and then deploy
them via on-board GPU devices such as NVIDIA DRIVE AGX. For future work,
we will investigate the possibility to integrate deep-learning-based loop closure
into the proposed system to establish a globally consistent representation of the
environment. In that case, graph optimization can be performed to significantly
mitigate the trajectory drift with the error accumulation from VO. Lastly, with the
rapid development of coming high-speed 5G communication technologies, we
will investigate a service-client mode based on 5G to mitigate the high computa-
tional requirement of the proposed method as an on-board system.
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Figure 8: The predicted trajectories of LKN on the sequences 11-21 from the KITTI dataset. The
learning model is trained on the sequences 00-10. Please note the results of sequences 16-21 are
not provided on the official website.
8. Appendixes
8.1. Appendix A: Online Submission Evaluation on KITTI Dataset
The evaluation on sequences 11-21 for the model trained on sequences 00-10
is performed using the online submission portal of the KITTI dataset. The quali-
tative and quantitative results are shown in Figs. 8 and 9. The LKN VO achieves
an overall performance of 2.66% for average translational error and 0.79◦/100m
for average rotational error on sequences 11-21 from the KITTI dataset. Please
note the results of sequences 16-21 are not provided on the official website. More
detail can be found on our online KITTI submission website13.
13http://www.cvlibs.net/datasets/kitti/eval_odometry_detail.
php?&result=e2b9434f9bd33770c66680871e8262990d0a780a
29
Jo
u
na
l P
re
-p
ro
of
Journal Pre-proof
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 100  200  300  400  500  600  700  800
T
ra
ns
la
tio
n 
E
rr
or
 [%
]
Path Length [m]
Translation Error
(a) Translation vs Path Length.
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 100  200  300  400  500  600  700  800
R
ot
at
io
n 
E
rr
or
 [d
eg
/m
]
Path Length [m]
Rotation Error
(b) Rotation vs Path Length.
 0
 1
 2
 3
 4
 5
 6
 7
 10  20  30  40  50  60  70  80  90
T
ra
ns
la
tio
n 
E
rr
or
 [%
]
Speed [km/h]
Translation Error
(c) Translation vs Speed.
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0.016
 10  20  30  40  50  60  70  80  90
R
ot
at
io
n 
E
rr
or
 [d
eg
/m
]
Speed [km/h]
Rotation Error
(d) Rotation vs Speed.
Figure 9: Average translational and rotational errors of LKN against different path lengths and
speeds. The learning model is trained on sequences 00-10 and evaluated on sequences 11-21.
8.2. Appendix B: Qualitative Results on Apolloscape Dataset
Some selected qualitative results of LKN on Apolloscape Dataset are shown
in Fig. 10.
8.3. Appendix C: Network Architecture
Figs. 11 and 12 show the operations and parameters of the observation, tran-
sition and LSTM prior networks in LKN deployed on KITTI and Apolloscape
datasets correspondingly.
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Figure 10: The predicted trajectories of LKN on the Apolloscape dataset. The training and test
sequences are split as shown in Table 3.
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Figure 11: The detailed architecture and parameters of the observation, transition and LSTM prior
networks in LKN deployed on the KITTI dataset.
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Figure 12: The detailed architecture and parameters of the observation, transition and LSTM prior
networks of LKN deployed on the Apolloscape dataset.
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