We observe power-law scaling of the temporal onset of excitations with quench speed in the neighborhood of the quantum phase transition between the polar and broken-axisymmetry phases in a small spin-1 ferromagnetic Bose-Einstein condensate. As the system is driven through the quantum critical point by tuning the Hamiltonian, the vanishing energy gap between the ground state and first excited state causes the reaction time scale of the system to diverge, preventing it from adiabatically following the ground state. We measure the temporal evolution of the spin populations for different quench speeds and determine the exponents characterizing the scaling of the onset of excitations, which are in good agreement with the predictions of the Kibble-Zurek mechanism.
We observe power-law scaling of the temporal onset of excitations with quench speed in the neighborhood of the quantum phase transition between the polar and broken-axisymmetry phases in a small spin-1 ferromagnetic Bose-Einstein condensate. As the system is driven through the quantum critical point by tuning the Hamiltonian, the vanishing energy gap between the ground state and first excited state causes the reaction time scale of the system to diverge, preventing it from adiabatically following the ground state. We measure the temporal evolution of the spin populations for different quench speeds and determine the exponents characterizing the scaling of the onset of excitations, which are in good agreement with the predictions of the Kibble-Zurek mechanism.
In a second-order (or continuous) quantum phase transition (QPT), a qualitative change in the system's ground state occurs at zero temperature when a parameter in the Hamiltonian is varied across a quantum critical point (QCP) [1] . Near the critical point of the transition, the time scale characterizing the dynamics of a system diverges, and the scaling of this divergence with respect to the quench speed through the phase transition is characterized by universal critical exponents. The Kibble-Zurek mechanism (KZM) as originally formulated characterizes the formation of topological defects when a system undergoes a continuous phase transition at a finite rate. This concept was first conceived by Kibble in his study on topology of cosmic domains and strings in the early universe [2, 3] , and it was later extended by Zurek [4] [5] [6] who suggested applying these symmetry breaking ideas to condensed matter systems, such as superconductors and superfluids. This seminal work was followed by many theoretical studies applying the KZM to cosmology, condensed matter, cold atoms and more [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . In parallel, the KZM has been studied experimentally and verified in a large variety of systems, including liquid crystals [25, 26] , 4 He [27] and 3 He [28, 29] , optical Kerr media [30] , Josephson junctions [31] , superconducting films [32] , and annealed glass [33] . There has also been significant interest in the KZM in the cold atom community. In recent years, it has been observed in ion chains [34] [35] [36] [37] , in atomic gases in optical lattices [38] , and in Bose-Einstein condensates (BECs), through the formation of spatial domains during condensation [39, 40] , vortices [41, 42] , creation of solitons [43] and supercurrents [44] . Only a few experiments have explored the KZM using QPTs (i.e. at zero temperature), namely an investigation of the Mott insulator to superfluid transition [45] and, in a recent preprint [46] , an ion chain cooled to the ground state. There has been related work investigating universal scaling in optical lattices [47] and recently in the miscible-immiscible transition in a two-component Bose gas [48] .
A ferromagnetic spin-1 ( 87 Rb) BEC exhibits a QPT between a symmetric polar (P) phase and a brokenaxisymmetry (BA) phase [20, 49] due to the competition between magnetic and collisional spin interaction energies. There have been several theoretical studies predicting KZM power-law scaling of the spin excitations for slow quenches through the critical point [20, 21, [50] [51] [52] [53] . In this Letter, we investigate such slow quenches in small spin-1
87 Rb condensates and demonstrate powerlaw scaling in the onset of spin excitations as a function of the quench speed from the polar to BA phases. A distinguishing feature of our KZM investigation is that the excitations are not manifest as spatial defects. Our small spin condensates are in the single mode approximation where all the atoms share the same spatial wave function, so unlike in spatially extended systems where the KZM is manifest in topological defects, the excitations appear in the temporal evolution of the spin populations. In this study, we investigate slow quenches through the critical point, which distinguishes this work from several previous investigations of sudden quenches [54] [55] [56] [57] .
The spin dynamics of our system in a homogeneous magnetic field (along the z-axis) can be described using the following Hamiltonian:Ĥ =cŜ 2 − q 2Q z . The first term describes the spin interactions, wherec is the spin-dependent elastic collision coefficient related to the s-wave scattering lengths for collisions between pairs of atoms (c < 0 for ferromagnetic condensates), and
z is the total spin vector operator. The second term describes the quadratic Zeeman energy per particle.Q z is proportional to the spin-1 quadrupole moment,Q zz [55] , and q = q z B 2 is the quadratic Zeeman energy per particle, where B is the magnitude of the magnetic field and q z ≈ 71.6 Hz/G 2 (hereafter h = 1). The experiment is initialized with no longitudinal magnetization, Ŝ z = 0, which is conserved by the Hamiltonian, so the linear Zeeman energy pŜ z with p ∝ B can be ignored. In terms of the mean-field expectation values, the spin energy is:
where c ∝c is the spinor dynamical rate and Q z = 2ρ 0 − 1, with ρ 0 being the fractional population in the |F = 1, m F = 0 state. The states of the system can be represented on the {S ⊥ , Q ⊥ , Q z } unit sphere, where
yz [55] , as shown in Fig. 1 .
The quantum critical point between the P and BA phases occurs at q c = 2|c|. Using Bogoliubov theory, it can be shown that the BA phase (q < q c ) ground state has three excitation modes [49] . Two are gapless modes (in the long wavelength limit), which arise from the SO(2) symmetry breaking as predicted by the Goldstone theorem [58] , but the third mode has a non-zero eigenvalue, corresponding to the energy gap between the ground and first excited state (see Fig. 1a ).
where the approximation is valid near q = q c . A universal feature of QPTs is that close to the critical point, the properties of the system are uniquely described by critical exponents determining the functional form of the energy gap as a function of the parameters of the Hamiltonian: ∆ ∼ |g c − g| zν , where z, ν are the critical exponents, g is the tuning parameter, and g c is the critical point of the system [1] . Comparing to Eq. 2 shows that zν = 1/2 for the spin-1 system. Because the energy gap ∆ vanishes at the critical point (ignoring finite-size effects), the system cannot cross the critical point adiabatically. The utility of the KZM is that it provides a universal prescription for quantifying the dynamical excitation based on the exponents z, ν that govern the equilibrium behavior of the system [4, 15, 21, 59] . As illustrated in Fig. 1b , two characteristic timescales can be compared to explain the behavior of the system initialized in the ground state of one phase as it is driven across the QCP. The first is the reaction time of the system to changes in the Hamiltonian, which is inversely proportional to the energy gap ∆. The second is ∆/∆ and describes how fast the system is driven through the critical point. Close to the critical point, the reaction time is too large for the evolution to be adiabatic, and the evolution shifts to an impulse regime where the system remains frozen in the polar ground state. When the two timescales become comparable again, the system unfreezes and is now in an excited state. The dynamics resume and the system is able to adiabatically evolve towards the BA ground state.
The freeze out timet between the crossing of the critical point and the recovery of adiabatic evolution is a function of the ramp speed and can be found from ∆ −1 (t) = ∆/∆| t=t . For the case of linear ramps of the control parameter of the Hamiltonian (q, in our case) in a quench time τ Q , thenq ∝ τ Introducing the dimensionless ratioq = q/|c| and definingq as the change inq between the crossing of the critical point and the resuming of dynamics, a power law scaling can also be derived forq using the same approach as fort, which results in q ∼τ The experiments use small spin-1 87 Rb atomic Bose condensates in the F = 1 hyperfine state confined in an optical dipole trap. The condensates are initialized in the m F = 0 state in a high magnetic field, which is the polar ground state (see Fig. 1a, right) . To measure the powerlaw scaling fort andq, the condensates are quenched across the QCP at different speeds, and the onset time (and corresponding value of q) for excitations from the polar ground state are determined from the time evolution of the mean value spin population ρ 0 and the fluctuation ∆ρ 0 . In Fig. 2a , the results from several ramps are shown. For each these ramps, the field is first lowered quickly to q 0 = 2.2|c|, and then ramped according to q(t) = q 0 − t/τ Q for a range of τ Q values. For asymptotically slow ramps, the population ρ 0 should adiabatically follow the ground state value ρ 0,GS = 1/2 + q/4|c| for q < q c = 2|c|. From the data in Fig. 2a , it is clear that the population lags the ground state value by an amount that increasing for faster ramps, indicating the non-adiabatic crossing of the QCP.
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ The determinations oft andq are shown in Fig. 2b , which show both ρ(t) and ∆ρ 0 (t) for a typical quench. To determine when the system 'unfreezes,' thresholds of ρ 0 = 0.99 and ∆ρ 0 = 0.005 are used. As pointed out in [21] , the exponent is insensitive to the choice of the exact thresholds. The freeze-out time ist = t th − t c , where t c is the time the system crosses the critical point and t th is where ρ 0 and ∆ρ 0 reach their respective thresholds.q is determined similarly tot, and is given bŷ q =q(t th ) −q(t c ). The use ofq allows us to incorporate the effect of the finite lifetime of the condensate (∼ 2 s) in the data analysis. The value q/|c| is affected by the reduction of density due to the finite lifetime of the condensate, as the spin interaction energy depends on the density and atom number as c(t) ∝ n(t) ∝ N (t) 2/5 (see Supplemental Information), which we account for by usingq = q(t)/|c(t)|.
In order to be able to extract accurate values fort and q, it is necessary to make a careful determination of q c = 2|c|. This is achieved by preparing the system in the polar ground state and measuring the onset of fluctuations in ρ 0 following a fast quench from high field to a final field value in the neighborhood of the critical field, B c . In order to determine the scaling of the excitations as a function of ramp speed, the values ofq are plotted versusτ Q in Fig. 3 . The data are fit to a power law, which reveals good agreement, except for the slowest ramps (τ Q > 1.5), which start to deviate from the fit. This is likely due to the large amount of atom loss in this regime. The inset in Fig. 3 shows the same data in a log-log plot along with a linear fit of the data between 0.04 <τ Q < 1.5. This fit yields the power law exponent β = −0.80 (8) . The data are compared with simulations matching the experiment conditions (gray shaded region) and the agreement is satisfactory. In particular the power law exponent determined from the simulations is β = −0.79(7). The experiment was repeated multiple times over several months, and the results are summarized in Fig. 4 . The scaling exponents were determined from analyzing both ρ 0 and ∆ρ 0 ; the latter are shown as blue markers (see Supplemental information for results from all data sets). The fourth data set used a different trap geometry-an elongated cigar-shaped trap, which benefits from a longer lifetime of ∼ 15 s. Even though the condensate was no longer in the single mode approxi-
Power law fit.q data (red squares) and simulations (dashed line with ± one standard deviation envelope) plotted with respect to the characteristic ramp timeτQ. The red and black solid lines correspond to fits to the data and simulations respectively. The inset shows a linear fit to the log of the data forτQ < 1.5 (solid markers), yielding a scaling exponent of −0.80 (8) .
mation, no spin domains were detected before the system crossed the thresholds used to determine the freeze-out time, and the measured β = −0.80 (10) is also in good agreement with simulations using the experimental settings. The observed scaling exponents are self-consistent (within experimental uncertainty) and agree well with the simulations. They are however, slightly more negative than the −2/3 value derived above. To investigate this discrepancy, we have performed simulations varying a wide range of parameters including atom number, ramp speeds, initial magnetic fields and condensate lifetime (Supplemental Information).
Simulations performed in ideal conditions (infinite condensate lifetime, high initial magnetic field, and large number of atoms) yield β = −0.67(2) for very long ramps (τ Q > 2), in excellent agreement with the value of −2/3 predicted by the KZM (see Fig. 4 ). However, for the faster ramps that we can measure due to the finite lifetime of the system, the simulations of the ideal case yield a more negative result with β = −0.76 (4) . The restriction of the simple theory to the slowest ramps was pointed out in [21] . A second consequence of the lifetime of the condensate is that it prevents starting the magnetic field ramps at a value much higher than the critical point, since a large number or atoms would be lost by the time the system crossed the critical point. A compromise is reached experimentally by starting with a fast drop from a high field (q = 17.1q c ) to a field closer to the critical point (q = 1.1q c ), followed by slower ramps through the critical point. When we include this exper- imental step in the simulations, we get β = −0.82 (4), which agrees with the experimental results. From our simulations, the effects of atom loss are not important in the range of ramps that are used to determine the scaling exponent. In summary, we have observed the Kibble-Zurek mechanism in spin-1 BEC by measuring the exciations as a function of the quench speed across the quantum critical point. This is one of the few demonstrations of the KZM in a quantum phase transition. In the future, an investigation of the scaling of spin domain formation following slow quenches in larger condensates is a natural continuation of this study. We are also interested in exploring modifications to the KZM in the spin-1 system due to finite size (quantum) effects. We have performed simulations for different numbers of atoms (holding all other parameters constant) that indicate that these effects should be observable in our experiments. Finally, understanding the behavior of quantum systems undergoing a QPT is relevant in the prospect of implementing adiabatic quantum computing [60] .
SUPPLEMENTAL INFORMATION
In this supplemental information, we present the experimental methods used to prepare the system and determine the location of the critical point, and give additional details about the magnetic field ramps used to find the KZM scaling. The relation between the spinor dynamical rate c and the total number of atoms in the condensate is derived, and the methods behind the numerical simulations are explained. Finally, the plots showing the extraction of the scaling exponents are shown for every data set used in this study.
METHODS

System preparation
The experiment starts by cooling ∼ 10 8 87 Rb atoms in a magneto-optical trap (MOT). After 15 s, the number of atoms in the MOT reaches saturation, and a temporal dark MOT sequence is initiated. This procedure increases the spatial density of the trapped atoms as the MOT collapses along the repump axis, which increases the overlap with the ∼ 120 µm-waist optical trap, created by the focus of 10.6 µm light from a CO 2 laser. After 150 µs, there are 10-15 million atoms in the optical trap. Evaporative cooling takes place for 3 s in the optical trap, during which a strong magnetic field gradient of ∼ 20 G/cm is applied along the laser axis, removing the |F = 1, m F = ±1 atoms from the cloud, thus leaving only atoms in the |F = 1, m F = 0 hyperfine ground state. For optimal cooling, the focus of the CO 2 laser must also be tightened, resulting in a beam waist of 20 µm. The evaporation leaves a nearly pure BEC with a temperature less than 100 nK, with no observable thermal component. Near the end of evaporation, a 850 nm beam with a waist of ∼ 20 µm is gradually turned on, intersecting the CO 2 beam at their respective focuses. This confines the atoms in a nearly spherical trapping potential.
The atoms are initially held in a homogeneous magnetic field of 2 G, which corresponds to the polar ground state, so the system will not evolve. For the experiments presented, the BEC contained 30(1) × 10 3 to 60(1) × 10 3 atoms. These condensates have a Thomas-Fermi radius of ∼ 5 µm and a spin healing length of ∼ 10 µm, thus guaranteeing that the experiment is well described by the single mode approximation. The experiment has also been performed in a single-focus, cigar-shaped trap formed by the focus of the CO 2 laser alone. In this trap, the condensate is no longer in the single mode approximation. Nevertheless, no spin domains were detected before the system crossed the threshold used to determine the freeze-out time, and there was no significant difference in the critical exponents. After evolution, the populations in the three m F spin states are measured by releasing the trap and allowing the atoms to freely expand during 22 ms in a SternGerlach magnetic field gradient. This gradient separates the three spin component clouds as they fall, preventing any spatial overlap. To count the three m F components, the atoms are probed for 200 µs, and the fluorescence of the m F components is collected by a CCD camera.
Critical point determination Determining the magnetic field B c corresponding to the critical point with high reliability and precision is necessary for a meaningful investigation of KZM scaling. The procedure starts by initializing the system in the polar phase ground state at a high magnetic field, well above the critical point (B i ≈ 2 G B c ), where ρ 0 = 1 is the ground state. The magnetic field is then quickly (2 ms) lowered to a fixed value B f near the expected critical field. If this final magnetic field value is above the critical point, the creation of m F = −1 and m F = +1 will be suppressed. However, if the system finds itself in the broken-axisymmetry phase, spin-mixing dynamics will occur. These spin population dynamics are determined by how far the final magnetic field is from the critical point.
The system is allowed to evolve at the constant magnetic field B f for a time t evol (ranging from 150 ms in the cross trap to 500 ms in the single focus trap) prior to measurement. This process is repeated for several final fields and the spin population transfer is measured. The mean of the fractional population ρ 0 and its standard deviation ∆ρ 0 are then plotted against the final value of the field. An example of data and the simulation that is the best match (represented by a the solid black trace) is shown in Fig. 5 , where not only ρ 0 but also its standard deviation ∆ρ 0 show good agreement with simulations.
The precision of the determination of the critical point can be estimated by comparing the data with simulations performed using other critical fields, as illustrated in Fig. 5 . Using this technique, the uncertainty in the determination of the critical field can be as low as 1 to 2 mG.
Magnetic field ramps Once the location of the critical point is precisely known, the next step is to ramp down the magnetic field through the critical point at different speeds, which is how the KZM scaling is determined. The system is prepared in the polar ground state at high magnetic field (B ≈ 2 G B c ), and all the atoms are in the m F = 0 state. The system is first brought closer to the critical point by rapidly (2 ms) lowering the field such that q = q 0 = 2.2|c| = 1.1q c . This value is still over the crit- ical point, so the system is still very close to the polar ground state. The system is then driven through the critical point by decreasing the magnetic field such that q varies linearly as q(t) = q 0 − t/τ Q = q 0 (1 − t/t r ), where t r is the time it takes to ramp the field from q = q 0 to q = 0. The experiment is repeated for several values of t r . The fastest ramp uses t r = 100 ms, whereas the slowest ones last up to 4 s in the cross trap and 9 s in the single focus trap. After a freeze-out timet following the quantum phase transition, the system starts evolving. ρ 0 is measured multiple times at regular intervals during the ramp, and its mean and standard deviation ∆ρ 0 are determined.
SECOND-ORDER PHASE TRANSITION
As expected from a second-order QPT, our system is characterized by a vanishing energy scale, namely the energy gap between the ground state and the first accessible excited state, which approaches zero at the critical point. This vanishing energy scale results in critical slowing down, as observed in the divergence of the reaction time and correlation length of the system. The reaction time is also known as the relaxation time, and gives the time scale at which the system can adiabatically follow a changing ground state, or return to its ground state after an excitation. An intuitive way to consider this phenomenon is that the reflexes of the system deteriorate around the critical point. Similarly, the correlation length describes the scale on which the system can 'heal' in space and collectively return to its ground state after an excitation.
The parameter from the Hamiltonian that is changed for the system to cross the critical point is the quadratic Zeeman energy q ∼ B 2 . The critical point takes place when q = q c = 2|c|, where c is the spinor dynamical rate, which essentially characterizes the energy from the spin interactions [20] . In our experiment, we lower the magnetic field such that the QPT happens from the polar phase (q > q c ) to the broken-axisymmetry phase (q < q c ).
The expression for the energy gap in the brokenaxisymmetry phase of our system is given by
Close to the critical point,
with ∆ 0 = √ 2q c . The energy gap approaching the critical point of a second-order phase transition is generically given by
The product of the critical exponents z and ν is 1/2 for our system, corresponding to the mean field values of z = 1 and ν = 1/2 [61] . One of the key points behind the Kibble-Zurek mechanism is that the system cannot adiabatically follow the ground state when the ground state is changed too quickly compared to the reaction time. When the change occurs too fast, the evolution of the system switches from an adiabatic regime to an impulse regime where the system 'freezes' with no evolution. This is followed by the system 'unfreezing,' returning to an adiabatic regime. This freezing of the dynamics happens when the reaction time diverges, which is the case when the energy gap between the ground state and the first excited state vanishes, as seen in our system. The transition from adiabatic to impulse and back to adiabatic regimes happens when the time scales characterizing the system's reaction time and the rate of change of the energy gap are comparable. This can be described by
wheret is the freeze-out time. Whenq ∝ 1/τ Q at the critical point, solving Eq. 7 using the expression from Eq. 4 and zν = 1/2 giveŝ
Introducingq(t) = q(t)/|c(t)|, where c is the spinor dynamical rate of the system, we can defineq as the change inq from the crossing of the critical point to the return to the adiabatic regime. After a similar derivation to the one fort, we get
whereτ Q ≡ 1/ q (t c ) is a characteristic ramp time. These are the scaling exponents that are compared with the results from our measurements.
DEPENDENCE OF c ON THE NUMBER OF ATOMS IN THE CONDENSATE
The spinor dynamical rate c scales with the total number of atoms in the BEC. A brief derivation of the scaling is presented, and this theoretical prediction is then compared with experimental data.
Within the Thomas-Fermi approximation [62] , the density of atoms in the trap is given by
where µ is the chemical potential, U ( r) is the trap potential, and c 0 = 4π 2 a/m is the mean field density interaction strength. a = (2a 2 + a 0 )/3 is an average scattering length which depends on the s-wave scattering lengths a F for the collisions with total spin F , and m is the mass of the atom.
In a harmonic potential with frequencies ω i ,
where N is the total number of atoms and the ThomasFermi radii R i are given by
Using the normalization condition n( r)d 3 r = N , the chemical potential of the condensate can be calculated:
whereω is the mean trap frequency. From Eq. 10, we get a peak density n 0 = µ/c 0 . The value of c is determined
The factors of N in front of and inside the integral in the expression for c cancel out, which yields c = 4 7
The relative coupling strengths c 0 and c 2 only depend on the scattering lengths and the mass of the atom. In other words, the only dependence on the number of atoms N in c comes form the chemical potential µ from Eq. 13:
This expression yields the scaling we are interested in: c ∝ N 2/5 . Using the technique described previously, the magnetic field corresponding to the critical point is determined from experimental data for different numbers of atoms in order to quantify the effect of atom loss on the spin dynamics. The spinor dynamical rate c is calculated from the magnetic field B. The quadratic Zeeman energy q is given by q = q z B 2 , where q z ≈ 71.6 Hz/G 2 , and the critical point takes place at q = q c = 2|c|. Fig. 6 shows a measurement of |c| versus the number of atoms in the condensate. The inset shows the data in a log-log plot, showing a clear power law dependence. The exponent determined from a linear fit of the logarithm of the data gives 0.44 (2) , which is within 10% of the 0.4 exponent predicted by theory.
SIMULATIONS
The data is compared with mean field and quantum dynamical simulations. The mean field simulations are performed by numerically integrating the equations of motion of the order parameter ψ = (ζ 1 , ζ 0 , ζ −1 )
T . However, our initial state is the polar ground state, where all the atoms are in the m F = 0 energy level. This state does not evolve according to these equations [55] , even in the broken-axisymmetry phase where the state is a hyperbolic fixed point. The evolution seen experimentally is due to quantum fluctuations. In order to account for these quantum fluctuations in the mean field picture, a quasi-probability distribution is generated from the quantum noise of the initial Fock state |0, N, 0 [55] .
In the context of this study, this initial distribution essentially corresponds to a set of states slightly perturbed from the polar ground state. The quadratic Zeeman energy q is a parameter in the mean field equations of motion, so implementing a linear ramp in q, as in the experiment, is trivial. In order to account for atom loss, the spinor dynamical rate c is updated with the number of atoms in the condensate such that c ∝ N 2/5 . More details about the simulations and the generation of the quasi-probability distribution can be found in Ref. [55] .
Simulations in Ideal Conditions
We begin by presenting simulations performed in ideal conditions: infinite condensate lifetime, asymptotically long ramps starting at a magnetic field much higher than the critical magnetic field, and a large number of atoms. We simulate ramps starting at a higher magnetic field (q = 4.3q c ) than in the experiment (q = 1.1q c ), with a range of ramp times reaching well beyond the longest ramps used in the experiment. The output of the simulation can be seen in Fig. 7 . Even though the plot shows a slight curvature, good quality power law fits can be preformed in different ranges of ramp speeds. The range of slow ramps shown in red in Fig. 7 satisfies the asymptotic settings used to derive the KZM scaling: slow ramps starting from a high magnetic field with a large number of atoms. In these ideal conditions, the scaling exponent extracted from simulations matches the value of −2/3 predicted by the KZM, which was also found using numerics by Damski and Zurek in Ref. [21] .
The reason the faster ramps deviate slightly from the KZM is the following: the derivation of scaling exponents described earlier assumes that the system is close ■■■  ■■  ■■■  ■■■  ■■■■  ■■■■  ■■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■■  ■■■  ■■■■■  ■■■■  ■■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■■  ■■■■  ■■■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■■  ■■■■  ■■  ■■■  ■■■  ■■■  ■■  ■■■■  ■■■  ■■  ■■■■  ■■■■  ■■  ■■■■  ■■■  ■■■  ■■■■  ■■■■  ■■■■  ■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■■  ■■■■■  ■■  ■■■■  ■■   ■■■  ■■  ■■■  ■■■  ■■■■  ■■■■  ■■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■■  ■■■  ■■■■■  ■■■■  ■■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■■  ■■■■  ■■■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■■  ■■■■  ■■  ■■■  ■■■  ■■■  ■■  ■■■■  ■■■  ■■  ■■■■  ■■■■  ■■  ■■■■  ■■■  ■■■  ■■■■  ■■■■  ■■■■  ■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■■  ■■■■■  ■■  ■■■■  ■■   ■■■  ■■  ■■■  ■■■  ■■■■  ■■■■  ■■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■■  ■■■  ■■■■   ■■■  ■■  ■■■■  ■■■  ■■  ■■■■  ■■■■  ■■  ■■■■  ■■■  ■■■  ■■■■  ■■■■  ■■■■  ■■  ■■■  ■■■■  ■■■  ■■■  ■■■  ■■■■  ■■■■■  ■■  ■■■■ to the critical point, which is where the universal critical exponents in the expressions for the energy gap appear.
In our case, we approximate the energy gap ∆ in the broken-axisymmetry phase (q < q c ) by
and in the polar phase (q > q c ) by
These approximations are only valid when q ≈ q c . This means that for the derivation of the scaling exponents to be valid, the system must be driven slow enough such that the dynamics cease and resume their adiabatic evolution where the energy gap approximation is appropriate.
Similar Ramps as in the Experiment
Limited trap lifetimes set a limit regarding how high we can start the magnetic field ramps. Ideally, one would want to start a ramp at a field where the spin interactions are completely dominated by the quadratic Zeeman energy term from the Hamiltonian, and slowly ramp the magnetic field down towards the critical point. The magnetic field where we prepare the system in the polar ground state essentially suppresses any spin dynamics. However, if we were to lower the field using linear ramps in q starting from that value, we would be constrained to using ramps that reach the critical point without significant losses, which would result in a fast rate of change of the field at the critical point. In the lab, a compromise is reached by starting with a fast drop from 2 G to a value close to the critical field, but still sufficiently above it so as to prevent any spin-mixing dynamics. Fig. 8 shows a loss-less simulation using a similar initial fast drop as in the experiment. The faster ramps ■■  ■■  ■■  ■■■  ■■  ■■■■  ■■■  ■■■  ■■  ■■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■■  ■■  ■■■■  ■■■  ■■■■  ■■■■■  ■■■■■  ■■■■  ■■■■■■■■■  ■■  ■■  ■  ■■■  ■■  ■■  ■■■  ■■  ■■  ■■  ■■■  ■■■■■■■■■■■■■■  ■■  ■■  ■■  ■■  ■■  ■■■■■■■  ■■  ■  ■  ■■  ■■■  ■■■■  ■■■  ■  ■■  ■■■■  ■  ■■  ■  ■■  ■■■   ■■  ■  ■  ■■■   ■■  ■  ■  ■■  ■■  ■  ■■  ■  ■  ■  ■■  ■■  ■  ■  ■   ■   ■■■  ■   ■■   ■  ■   ■■  ■■  ■■  ■■■  ■■  ■■■■  ■■■  ■■■  ■■  ■■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■■  ■■  ■■■■  ■■■  ■■■■  ■■■■■  ■■■■■  ■■■■  ■■■■■■■■■  ■■  ■■  ■  ■■■  ■■  ■■  ■■■  ■■  ■■  ■■  ■■■  ■■■■■■■■■■■■■■  ■■  ■■  ■■  ■■  ■■  ■■■■■■■  ■■  ■  ■  ■■  ■■■  ■■■■  ■■■  ■  ■■  ■■■■  ■  ■■  ■  ■■  ■■■   ■■  ■  ■  ■■■   ■■  ■  ■  ■■  ■■  ■  ■■  ■  ■  ■  ■■  ■■  ■  ■  ■   ■   ■■■  ■   ■■   ■  ■   ■■  ■■  ■■  ■■■  ■■  ■■■■  ■■■  ■■■  ■■  ■■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■■ show a clear power law dependence inq, followed by an oscillatory behavior as the ramp times increase. For the faster ramps, corresponding to the region plotted in blue, the scaling exponent is −0.81(3). The oscillations in Fig. 8 are caused by the 2 ms fast drop that lowers the magnetic field from 2 G to a field corresponding to q = 1.1q c . Even though q = 1.1q c is higher than the critical field and the system is still in the polar phase, the energy contours in the spin-nematic phase space around the polar ground state suddenly change from circles to ellipses, as illustrated in Fig. 9.   FIG. 9 . Initial distributions of states and energy contours before and after the initial quench. These figures illustrate the effect of the 2 ms quench on the energy contours in the polar phase space. The figures shows energy contours at magnetic fields of 2 G (a) and 500 mG (b). The critical magnetic field is 480 mG.
Before the quench, the initial distribution that corresponds to a slightly perturbed polar ground state is circularly symmetric and precesses around the ground state on the high field circular energy contours, as seen in Fig. 9a . Following the initial fast quench, the energy contours become ellipses, shown in Fig. 9b . As the initially circular distribution precesses around the ground state, its shape morphs back and forth from circular to elliptical until crossing the critical point and reaching the transition to the broken-axisymmetry phase. The ground state, which lay on the pole of the spin-nematic sphere in the polar phase, drifts down the (degenerate) sides of the sphere along the S ⊥ axis, which happens to be the major axis of the elliptical energy contours around the polar ground state. The reaction time of the system depends on the shape and orientation of the distribution as the system enters the broken-axisymmetry phase.
FIG. 10.
Polar phase space right after the critical point (q = 1.99). The polar phase space shows the separatrix in green, the phase winding contours in blue, and a red closed orbit, centered around the ground state represented by a red dot. The black dots represent 1000 samples initialized with a Gaussian distribution (for 4 × 10 4 atoms) around the pole. (a) shows the distribution during a 1.66 s ramp from 500 mG to 0 mG, and (b) during a 2 s ramp with a critical field Bc = 480 mG. Due to the precession of the distribution on the elliptical phase winding energy contours above the critical point, the distribution will be aligned along the diverging arm of the separatrix in (a), and the converging arm in (b) as the system crosses the critical point. This results in oscillations in theq plots for ramps beginning atq = 2.2, as in Fig. 8 .
At that time, the top pole of the spin-nematic sphere is a hyperbolic fixed point. As illustrated in Fig. 10 , a separatrix (green) marks the boundary between the closed orbits (red) and the phase-winding orbits (blue). A state situated in the vicinity of the separatrix will evolve parallel to it, clockwise around the ground state. This means that states in the neighborhood of the pole will tend to evolve towards or away from it, depending in which quadrant of the polar phase they are located. The quad-rants where S ⊥ and Q ⊥ have the same sign contain the converging branch of the separatrix, while the other two quadrants contain the diverging branch.
If the distribution is in a stretched elliptical shape aligned along the diverging branch of the separatrix, as in Fig. 10a , most states in the distribution will be able to follow energy contours leading away from the pole, shortening the mean reaction time of the system. However, if the distribution is in a circular shape, or as an ellipse aligned with the converging branch of the separatrix at the critical time, as illustrated in Fig. 10b , most states will be evolving around energy contours bringing them back to the pole and away from the broken-axisymmetry ground state, thus delaying the evolution and increasing the freeze-out time.
As shown earlier, starting the ramps at a higher magnetic field eliminates the oscillations in theq plots, which are only observed when the ramps start at the same field as the experiment. The exponents extracted for different initial magnetic fields are included in Table I . Simulations Including Atom Loss Despite clear power law fits shown by the data for the short ramps, the values ofq depart from the power law for the slowest ramps. When atom loss is included for simulations, the number of atoms is modeled using a double exponential N (t) = N (0) 2 (e −t/τ1 + e −t/τ2 ), with lifetimes determined from the typical behavior of our experiment. When simulating the conditions in the cross trap, the lifetimes are τ 1 = 1 s and τ 2 = 4.5 s. In the single focus trap, which has a much longer lifetime, we use τ 1 = 15 s and τ 2 = 30 s. The effect of atom loss is included in the analysis by changing the spinor dynamical rate c, in the same fashion as for the data analysis. Unless specified otherwise, the threshold used to determine the return to the adiabatic regime is ρ 0 = 0.99, and the ramp times t r range from 100 ms to 5 s.
In order to emulate the behavior of our experiment, the simulations use the same magnetic field ramps as for the data. The linear q ramps start from q = 1.1q c , following a fast drop from 2 G. Unlike the loss-less simulations presented earlier, we are constrained by limited trap lifetimes, which means we cannot initialize the ramps at higher magnetic fields than the experiment or test very slow ramps. A simulation including atom loss is shown in Fig. 11 . ■■  ■■■  ■■■  ■■  ■■  ■■  ■■  ■■  ■■■  ■■■  ■■  ■■■■  ■■  ■■■■  ■■■  ■■■■  ■■  ■■■■■  ■■  ■■■■  ■■■  ■■■  ■■■■  ■■  ■■■■■■  ■  ■  ■■  ■■  ■■■■■■  ■■■  ■■■  ■■■■■■■■■■■■■■■■  ■  ■■  ■  ■  ■■  ■  ■  ■■  ■  ■■■■■  ■■  ■■  ■■■  ■  ■  ■  ■■ ■■  ■■■  ■■■  ■■  ■■  ■■  ■■  ■■  ■■■  ■■■  ■■  ■■■■  ■■  ■■■■  ■■■  ■■■■  ■■  ■■■■■  ■■  ■■■■  ■■■  ■■■  ■■■■  ■■  ■■■■■■  ■  ■  ■■  ■■  ■■■■■■  ■■■  ■■■  ■■■■■■■■■■■■■■■■  ■  ■■  ■  ■  ■■  ■  ■  ■■  ■  ■■■■■  ■■  ■■  ■■■  ■  ■  ■  ■■ ■■  ■■■  ■■■  ■■  ■■  ■■  ■■  ■■  ■■■  ■■■  ■■  ■■■■  ■■  ■■■■  ■■■  ■■■■  ■■  ■■■■■  ■■  ■■■■  ■■■  ■■■  ■■■■  ■■  ■■■■■■  ■  ■ The simulations presented so far were semi-classical, using the mean field dynamical equations along with an initial distribution of states that mimics the quantum fluctuations due to the finite number of atoms. Semiclassical simulations are used instead of quantum simulations simply because the former are orders of magnitude faster to run. ■■■  ■■  ■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■  ■■■  ■■■  ■■■  ■■■  ■■■  ■■■■  ■■■  ■■■■  ■■■■■  ■■■■■■  ■■■■■■■■■■■■■■  ■■  ■■  ■■  ■■  ■■  ■■  ■■  ■■  ■■  ■■■  ■■■■■■■■■■■■ 
Comparison of Semi-Classical and Quantum Simulations
Comparison of semi-classical and quantum simulations. The outputs from loss-less semi-classical and quantum simulations for 4 × 10 4 atoms are compared. The ramps start at 500 mG, with a critical magnetic field set at Bc = 480 mG, which explains the oscillations for longer ramps. The solid red line is the output of the quantum simulation, and the shaded region represents one standard deviation. The blue dots show the output of the semi-classical simulation, performed with 1000 samples.
One may question the validity of using semi-classical simulations over quantum simulations for the following reason. The KZM theory insists on the fact that the energy gap between the ground state and the first excited state vanishes at the critical point, thus preventing the crossing of the critical point from occurring adiabatically. However, this claim is only strictly valid in the thermodynamic limit, for an asymptotically large numbers of atoms. With ∼ 4 × 10 4 atoms, the energy gap is actually non-zero because of the finite size of the condensate. Testing the effect of this non-vanishing energy gap requires the quantum version of our simulations. A comparison of semi-classical and quantum simulations using 4 × 10 4 atoms is shown in Fig. 12 . The overlap of the two outputs is excellent, thus justifying the interchangeable use of semi-classical or quantum simulations.
MEASUREMENTS OF ρ0 DURING MAGNETIC FIELD RAMPS THROUGH THE CRITICAL POINT
The data shown in the plots below was taken during ramps lowering the field from 500 mG to 0 mG such that q decreased linearly, with a critical magnetic field B c = 480 mG. Each point and its associated error bars correspond to the mean of and standard deviation of 10 measurements at a given time. The solid red line that connects the data points illustrates how the time t th when ρ 0 crosses the threshold is determined. Graphically, t th corresponds to the x-coordinate of the intersection between the line connecting the points and the horizontal red line, which shows the threshold of ρ 0 = 0.99. The time t th is represented by the vertical dashed line. Similarly, the upper and lower ends of the error bars are connected by gray dashed lines. The edges of the darker shaded region around the vertical dashed line, which show the uncertainty in t th , are determined by the intersection between the horizontal red line and the gray dashed lines. The lighter shaded regions show the uncertainty added by the finite time step between the measured evolution times. The vertical red line shows the time t c of the critical point, and the shaded area is the uncertainty in its position. The values and errors oft andq are shown in the insets. In the following plots,q is plotted with respect to the characteristic magnetic field ramp timeτ Q , given by the inverse of the rate of change ofq at the critical point. The vertical error bars are found by combining the uncertainties in the determination of the time t c the system crosses the critical point and in the time t th the system crosses the ρ 0 and ∆ρ 0 thresholds. The characteristic ramp timesτ Q integrate atom loss by including the changing value of c, whose initial value is calculated from the measurement of the magnetic field at the critical point. The error in the determination of the critical magnetic field therefore induces an uncertainty inτ Q represented by the horizontal error bars. For every data point, a simulation is performed with the same experimental parameters (ramp time, number of atoms, and initial value of c) and their corresponding errors . For clarity, the simulations are plotted by interpolating between the output points as a gray dashed line, with a grey envelope displaying the error calculated using the same method as for the data. The insets show the data and simulations plotted in a log-log plot. Linear fits to the log of the data and simulations give the critical exponents. For the fits, the points represented by empty markers are not used, which restricts the fitting to the linear regions of the data, indicated by solid square markers. For each of the four data sets shown, the red plots show the values ofq determined by measuring ρ 0 and using a threshold of ρ 0 = 0.99 to determine t th . The blue plots use the standard deviation ∆ρ 0 and a threshold of ∆ρ 0 = 0.01. 
