New definitions of determinant functionals over the quaternion skew field are given in this paper. The inverse matrix over the quaternion skew field is represented by analogues of the classical adjoint matrix. Cramer rule for right and left quaternionic systems of linear equations have been obtained.
Introduction
For a representation of solution of a system of linear equations over the quaternion skew field H by Cramer rule is necessary to represent the inverse of the coefficient matrix by the classical adjoint matrix. The crucial importance for this has a definition of the determinant of a square matrix over H. On the whole the theory of determinants of matrices with noncommutative entries, (which are also defined as noncommutative determinants), can be divided into three methods. Let M (n, K) be the ring of n × n matrices with entries in a ring K. The first approach [1, 4, 5] to defining the determinant of a matrix in M (n, K) is as follows. 
Then a value of the functional d is called the determinant of the matrix
A ∈ M (n, K).
Examples of such determinant are the determinants of Study and Diedonné. If a determinant functional satisfies Axioms 1, 2, 3, then it takes on a value in a commutative subset of the ring. It is proved in [1] . Therefore a determinant representation of an inverse matrix by such determinants is impossible. This reason compels to define determinant functionals unsatisfying all the above axioms. However Axiom 1 is considered [5] indispensable for the utility of the notion of a determinant.
In another way a noncommutative determinant is defined as a rational function from entries of a matrix. Herein I. M. Gelfand and V. S. Retah have reached the greatest success by the theory of quasideterminants [6, 7] . An arbitrary n × n matrix over a skew field is associated with an n × n matrix whose entries are quasideterminants. I. M. Gelfand and V. S. Retah transfer from a commutative case not the concept of a determinant but its relations to minors. Since quasideterminants can not be expanded by cofactors along an arbitrary row or column, an inverse matrix is not represented by the adjoint classical matrix in this case as well.
At last, at the third approach a noncommutative determinant is defined as the alternating sum of n! products of entries of a matrix but by specifying a certain ordering of coefficients in each term. E. H. Moore was the first who achieved the fulfillment of the main Axiom 1 by such definition of a noncommutative determinant. This is done not for all square matrices over a skew field but rather only Hermitian matrices. He has defined the determinant of a Hermitian matrix A = (a ij ) n×n , ( i.e. a ij = a ji ), over a skew field with an involution by induction on n in the following way ( [5] ).
Denote by A(i → j) the matrix obtained from A by replacing its jth column with the ith column, and then by deleting both the ith row and column. By definition, put Mdet A = σ∈Sn |σ|a n 11 n 12 · . . . · a n 1l 1 n 11 ·a n 21 n 22 · . . . · a n rl 1 n r1 .
The disjoint cycle representation of the permutation σ ∈ S n is written in the normal form, σ = (n 11 . . . n 1l 1 ) (n 21 . . . n 2l 2 ) . . . (n r1 . . . n rlr ) .
However there was no extension of the definition of the Moore determinant to arbitrary square matrices. F. J. Dyson has emphasized this point in [5] . Longxuan Chen has offered the following decision of this problem in [2, 3] . He has defined the determinant of an arbitrary square matrix A = (a ij ) ∈ M (n, H) over the quaternion skew field H as follows.
det A = σ∈Sn ε (σ) a n 1 i 2 · a i 2 i 3 . . . · a isn 1 · . . . · a nrk 2 · . . . · a k l nr , σ = (n 1 i 2 . . . i s ) . . . (n r k 2 . . . k l ) , n 1 > i 2 , i 3 , . . . , i s ; . . . ; n r > k 2 , k 3 , . . . , k l , n = n 1 > n 2 > . . . > n r ≥ 1.
L. Chen has obtained a determinant representation of an inverse matrix over the quaternion skew field even though the determinant does not satisfy Axiom 1. However this determinant also can not be expanded by cofactors along an arbitrary row or column with the exception of the nth row. Therefore he has not obtained the classical adjoint matrix or its analogue as well. . . .
. . .
Here α i is the ith column of A, α * i is the ith row of A * , and β * is the n-dimension row vector conjugated with β.
The row and column determinants of a square matrix over the quaternion skew field are defined in this work. (For the first time we introduced these definitions in [8] ). Their properties of an arbitrary square matrix and Hermitian over the quaternion skew field are investigated. The determinant representations of an inverse matrix by analogues of the adjoint matrix are obtained. Generalizations of Cramer rule for left and right systems of linear equations over the quaternion skew field are obtained as well.
2
Definitions and basic properties of the column and row determinants Throughout this article the skew field H is the quaternion division algebra generated by four basic elements 1, i, j, k over the field of real numbers R with the famous Hamilton's relations i 2 = j 2 = k 2 = ijk = −1. Define q n = w n + x n i + y n j + z n k ∈ H for n = (1, 2). Addition and subtraction of quaternions is defined by q 1 ±q 2 = (w 1 ±w 2 )+(x 1 ±x 2 )i+(y 1 ±y 2 )j+(z 1 ±z 2 )k. Multiplication of quaternions is defined by
The conjugate of a quaternion q = w + xi + yj + zk is defined to be q = w − xi − yj − zk at that p + q = q + p, p · q = p · q, q = q for all q, p ∈ H.
The norm of a quaternion is defined by n(q) = w 2 + x 2 + y 2 + z 2 . The norm is a real-valued function, and the norm of a product of quaternions satisfies the properties n (p · q) = n (p) · n (q) and n (q) = n(q). The trace of a quaternion is defined by t (q) = q + q. The trace is a real-valued function as well. The trace of a product of quaternions satisfies the rearrangement property t (q · p) = t (p · q). 
where S n is the symmetric group on the set I n . The left-ordered cycle notation of the permutation σ is written as follows
Here the index i opens the first cycle from the left and other cycles satisfy the following conditions
We shall further consider rdet i A ∀i = 1, n as a sum of n! monomials whose coefficients are entries of A.
Let a .j be the jth column and a i. be the ith row of a matrix A ∈ M (n, H). Denote by A .j (b) the matrix obtained from A by replacing its jth column with the column b , and by A i. (b) denote the matrix obtained from A by replacing its ith row with the row b. Denote by A i j the submatrix of A obtained by deleting both the ith row and the jth column. The following lemma enables us to expand rdet i A (∀i = 1, n) by cofactors along the i-th row. The calculation of the row determinant of a n × n matrix is reduced to the calculation of the row determinant of a lower dimension matrix.
Lemma 2.1 Let R i j be the right ij-th cofactor of A ∈ M (n, H), that is
where A i i . j (a . i ) is obtained from A by replacing the jth column with the ith column, and then by deleting both the ith row and column; k = min {I n \ {i}}.
Proof. First we prove that
. Consider monomials of rdet 1 A such that the coefficient a 11 is the first from the left in each of their:
By factoring the common left-side factor a 11 , we obtain
Here S n−1 is the symmetric group on I n \ {1}. The numbers of the disjoint cycles and coefficients of every monomial of R 11 decrease by one. An element of the second row opens each monomial of R 11 on the left. There are no elements of the first row and column of A among its coefficients. Thus, we have
If now i = 1, then
Consider monomials of rdet i A such that a i i is the first from the left in each of their:
Again by factoring the common left-side factor a i i , we get
Here ⌢ S n−1 is the symmetric group on I n \ {i}. The numbers of disjoint cycles and coefficients of every monomial of R i i again decrease by one. An element of the first row opens on the left each monomial of R i i , and there are no elements of the ith row and column of A among its coefficients. Thus, we obtain
Combining (3) and (5), we get R i i = rdet k A i i , k = min {I n \ {i}}. Now suppose that i = j. Consider monomials of rdet i A in (4) such that a i j is the first from the left in each of their:
The permutationσ 1 does not contain the index i in every monomial of R i j . By (4) . j (a . i ) is obtained from A by replacing the jth column with the column i, and then by deleting both the ith row and column. That is, 
where S n is the symmetric group on the set J n = {1, . . . , n}. The rightordered cycle notation of the permutation τ ∈ S n is written as follows:
Here the index j opens the first cycle from the right and other cycles satisfy the following conditions 
Consider the basic properties of the column and row determinants of a square matrix over H, the proofs of which immediately follow from the definitions. 
Theorem 2.2 If the ith row of
A ∈ M (n, H) is left-multiplied by b ∈ H, then rdet i A i . (b · a i . ) = b · rdet i A, (∀i = 1, n).
Theorem 2.3 If the jth column of
A ∈ M (n, H) is right-multiplied by b ∈ H, then cdet j A . j (a . j · b) = cdet j A, (∀j = 1, n).
Theorem 2.4 If for
where 
A determinant of a Hermitian matrix
The following lemma is needed for the sequel.
Lemma 3.1 Let T n be the sum of all possible products of the n factors, each of which are either h i ∈ H or h i , (∀i = 1, n), by specifying the ordering in the terms, i.e.:
Then T n consists of the 2 n terms and
Proof. The number 2 n of terms of the sum T n is equal to the number of ordered combinations of n unknown elements with two values.
The proof goes by induction on n.
(ii) Suppose the lemma is true for n − 1:
(iii) Now we prove that it is valid for n.
By factoring the common right-side factors either h n or h n respectively, we obtain
Theorem 3.1 If A ∈ M (n, H) is a Hermitian matrix, then
Proof. At first we note that if a matrix A = (a ij ) ∈ M (n, H) is Hermitian, then we have a ii ∈ R and a ij = a ji , (∀i, j = 1, n). We divide the set of monomials of some rdet i A ∀i = 1, n into two subsets. If indices of coefficients of monomials form permutations as products of disjoint cycles of length 1 and 2, then we include these monomials in the first subset. Other monomials belong to the second subset. If indices of coefficients form a disjoint cycle of length 1, then these coefficients are entries of the principal diagonal of the Hermitian matrix A. Hence, they are real numbers. If indices of coefficients form a disjoint cycle of length 2, then these elements are conjugated, a i k i k+1 = a i k+1 i k , and their product takes on a real value as well,
So, all monomials of the first subset take on real values. Now we consider some monomial d from the second subset. Assume that indices of its coefficients form a permutation as a product of r disjoint cycles.
where h s = a i ks i ks+1 · . . . · a i ks+ls i ks , ∀s = 1, r , and m ∈ {1, . . . , r}.
If l s = 0, 1 for ∀s = 1, r in (6), then we obtain a monomial of the first subset. Let ∃s ∈ I n such that l s ≥ 2. Then 
Here α ∈ R is the product of coefficients whose indices form disjoint cycles of length 1 and 2, ν k ∈ {1, . . . , r}, (∀k = 1, p). Thus for an arbitrary monomial from the second subset of rdet i A, we can find the 2 p monomials such that their sum takes on a real value. Therefore, rdet i A ∈ R.
Now we prove the equality of all row determinants of A. Consider rdet j A such that j = i, ∀j = 1, n . We divide the set of monomials of rdet j A into two subsets using the same rule as for rdet i A. Monomials from the first subset are products of the real factors (either entries of the principal diagonal of A or norms of entries). Hence each monomial from the first subset of rdet i A is equal to a corresponding monomial from the first subset of rdet j A. Now consider the monomial d 1 from the second subset of monomials of rdet i A consisting of coefficients that are equal to the coefficients of d but are placed in another arrangement. Consider all possibilities of the arrangement of coefficients in d 1 .
(i) Suppose indices of its coefficients form a permutation as a product of r disjoint cycles and these cycles coincide with the r disjoint cycles of d. But the index permutation of d distinguishes from the index permutation of d 1 by the ordering of disjoint cycles. Then we have
where {µ, . . . , λ} = {ν 1 , . . . , ν p }. By Lemma 3.1 there exist 2 p − 1 monomials among the monomials from the second subset of rdet j A such that each of them is equal to a product of p factors either h s or h s , (∀s ∈ {µ, . . . , λ}), multiplied by (−1) n−r α. Hence by Lemma 3.1, we obtain
(ii) Now suppose that in addition to the case (i) the index j is placed inside some disjoint cycle of indices of d, e.g. j ∈ {i k m+1 , ..., i km+lm }. Denote j = i km+q . Then d 1 is represented as follows:
where {m, µ, . . . , λ} = {ν 1 , . . . , ν p }. Except forh m , each factor of d 1 in (7) corresponds to the equal factor of d in (6) . We have t(h m ) = t(h m ) by the rearrangement property of the trace. Hence by Lemma 3.1 and by analogy to the previous case, we obtain the following equality.
(iii) If in addition to the case (i) the index i is placed inside some disjoint cycles of the index permutation of d 1 , then we apply the rearrangement property of the trace to a factor whose indices belong to this cycle. As in the previous cases among monomials from the second subset of rdet j A, we find 2 p monomials such that by Lemma 3.1 their sum is equal to the sum of the corresponding 2 p monomials of rdet i A. Clearly, we obtain the same conclusion at association of all previous cases, then we apply the rearrangement property of the trace twice.
Thus, in any case each sum of 2 p corresponding monomials from the second subset of rdet j A is equal to the sum of 2 p monomials of rdet i A. Here p is the number of disjoint cycles of length more than 2. Thus,
Now we prove the equality cdet i A = rdet i A ∀i = 1, n . We divide the set of monomials of cdet i A into two subsets conforming to the same rule as for rdet i A. Each monomial from the first subset of cdet i A is equal to the corresponding monomial of rdet i A since their factors are real numbers (either entries of the principal diagonal of A or norms of entries of A). Consider the monomial d 2 from the second subset of monomials of cdet i A consisting of coefficients that are equal to the coefficients of d. The coefficients of d 2 are placed in the same ordering as for d but from left to right. If ρ is the number of disjoint cycles of length 1 and 2, and p = r − ρ, then
Here α is a product of coefficients whose indices form disjoint cycles of length 1 and 2. We have
By Lemma 3.1 among monomials from the second subset of cdet i A, there exist 2 p − 1 monomials for d 2 such that each of them is equal to a product of p factors, either h τs or h τs (s = 1, p), by specifying their right-ordering, and is multiplied by (−1) n−r α. Consider the sum C 3 of these monomials and d. Due to commutativity of real numbers and by Lemma 3.1, we get
Therefore, each sum of the 2 p corresponding monomials from the second subset of cdet i A is equal to a sum of the 2 p monomials of rdet i A and vice versa.
Thus, cdet i A = rdet i A ∈ R ∀i = 1, n . 
Remark 3.1 Since all column and row determinants of a Hermitian matrix over H are equal, we can define the determinant of a Hermitian matrix A ∈ M (n, H). By definition, put
By comparing expressions (1) and (8) 
Proof. We assume n > 3 for A ∈ M (n, H). The case n ≤ 3 can be easily proved by direct calculation. Consider some monomial d of rdet j A j . (a i . ). Suppose indices of its coefficients form a permutation as a product of r disjoint cycles, and denote i = i s . Consider all possibilities of disposition of an entry of the i s th row in the monomial d.
(i) Suppose an entry of the i s th row is placed in d such that the index i s opens some disjoint cycle, i.e.:
Here by u τ and v t we denote products of coefficients whose indices form some disjoint cycles (∀τ = 1, ρ, ∀t = 1, p, ρ + p = r − 2) or there are no such products. For d there are the following three monomials of rdet j A j . (a i . ).
If a ji 1 . . . a i k j = x and a isi s+1 . . . a i s+m is = y, then y = a isi s+m . . . a i s+1 is . Taking into account a j i 1 = a isi 1 , a j i s−1 = a isi s−1 and a j i s+1 = a isi s+1 , we consider the sum of these monomials.
Thus among the monomials of rdet j A j . (a i . ) we find three monomials for d such that the sum of these monomials and d is equal to zero. If in (9) m = 0 or m = 1, we obtain such monomials accordingly:
There are the following monomials for them:
Taking into account a j i 1 = a isi 1 , a j is = a isis ∈ R, a j i s+1 = a isi s+1 , and a isi s+1 a i s+1 is ∈ R, we getd +d 1 = 0,
Hence, the sums of corresponding two monomials of rdet j A j . (a i . ) are equal to zero in this case.
ii) Now suppose that the index i s is placed in another disjoint cycle than the index j and does not open this cycle,
Here by u τ and v t we denote products of coefficients whose indices form some disjoint cycles (τ = 1, ρ, t = 1, p, ρ+p = r−2) or there are no such products. Now for d there are the following three monomials of rdet j A j . (a i . ):
Assume that a isi s+1 . . .
Then we obtain y = φϕ, y 1 = ϕφ, y = a iqi q−1 . . . a i s+1 is a isi s−1 . . . a i q+1 iq , and
Since by the rearrangement property of the trace t(φ · ϕ) = t(ϕ · φ), then we obtain
If the indices i s and j are placed in the same cycle, then we have the following monomials:
As shown above, for each of them there are another one or three monomials of rdet j A j . (a i . ) such that the sums of these two or four corresponding monomials are equal to zero.
We have considered all possible kinds of disposition of an element of the i s th row as a factor of some monomial d of rdet j A j . (a i . ). In each case there exist one or three corresponding monomials for d such that the sum of two or four monomials is equal to zero respectively. Hence, rdet j A j . (a i . ) = 0. Proof. Suppose the ith row of A coincides with the jth row, i.e. a ik = a jk ∀k ∈ I n , {i, j} ∈ I n , i = j. Then a ik = a jk , (∀k ∈ I n ). Since the matrix A is Hermitian, we get ∀k ∈ I n a ki = a kj , where {i, j} ∈ I n , i = j. This means that if a Hermitian matrix has two same rows, then it has two same corresponding columns as well. The matrix A may be represented as A j. 
Theorem 4.2 If the matrix A . i (a .j ) is obtained from a Hermitian matrix A ∈ M (n, H) by replacing of its ith column with the jth column, then
Proof. The proof of this theorem is analogous to that of Theorem 4.1.
From Theorems 4.1, 4.2 and basic properties of row and column determinants for arbitrary matrices we have the following theorems. Proof. We assume n > 3 for A ∈ M (n, H). The case n ≤ 3 can be easily proved by direct calculation. Consider some monomial d of rdet j A .j (a . i · b). Suppose indices of its coefficients form a permutation as a product of r disjoint cycles, and denote i = i s . Consider all possibilities of disposition of an entry of the i s th row in the monomial d. (i) Suppose an entry of the i s th row is placed in d such that the index i s opens some disjoint cycle, i.e.:
Here we denote by u τ and v t products of coefficients whose indices form disjoint cycles (∀τ = 1, ρ, ∀t = 1, p, ρ + p = r − 2) or there are no such products. For d there are the following three monomials of rdet j A .j (a . i · b).
is , we consider the sum of these monomials.
Thus among the monomials of rdet j A .j (a . i · b) we find three monomials for d such that the sum of these monomials and d is equal to zero. If in (10) m = 0 or m = 1, we obtain such monomials accordingly:
There are the following monomials for them.
Taking into account a i k j = a i k is , a isj = a isis ,a i s+1 j = a i s+1 is , and a isis ∈ R, a isi s+1 a i s+1 is = n a isi s+1 ∈ R, we get
Hence, the sums of corresponding two monomials of rdet j A .j (a . i · b) are equal to zero in this case.
(ii) Now suppose that the index i s is placed in another disjoint cycle than the index j and does not open this cycle,
Here we denote by u τ and v t products of coefficients whose indices form disjoint cycles (τ = 1, ρ, t = 1, p, ρ+p = r−2) or there are no such products. Now for d we have the following three monomials of rdetA .j (a . i · b).
Since t(φ · ϕ) = t(ϕ · φ) by the rearrangement property of the trace, then we obtaind +d 1 +d 2 +d 3 = 0. We have considered all possible kinds of disposition of an entry of the i s th row as a factor of some monomial d of rdet j A .j (a . i · b). In each case there exist one or three corresponding monomials for d such that the sums of these two or four monomials are equal to zero respectively. Hence, rdet j A .j (a . i · b) = 0, ∀i,j = 1,n, i = j . Proof . The proof of this corollary follows from Theorem 4.6 by put b = 1.
The following theorems immediately follows from the previous theorems and basic properties of the row and column determinants for arbitrary matrices. 
Theorem 4.7 If the ith row of a Hermitian matrix A ∈ M (n, H) is replaced with a left linear combination of its other rows
where c l ∈ H for ∀l = 1, k and {i, i l } ⊂ I n .
Theorem 4.10 If the jth column of a Hermitian matrix A ∈ M (n, H) is added a right linear combination of its other columns, then
where c l ∈ H for ∀l = 1, k and {j, j l } ⊂ J n .
5
The inverse of a Hermitian matrix 
R ij , L ij are right and left ij-th cofactor of A respectively, ∀i, j = 1, n .
Proof. Let B = A·(RA) −1 . We obtain the entries of B by direct calculations. 
Properties of the corresponding Hermitian matrices
Denote by H m×n the set of m × n matrices with entries in H. Proof. Let the jth column of A ∈ H m×n be a right linear combination of its other columns. That is a .j = a .j 1 c 1 + . . . + a .j k c k , where c l ∈ H for ∀l = 1, k and {j, j l } ⊂ J n . Then the jth row of A * is the left linear combination of its rows, a * .j = c 1 a * .j 1
Consider the Hermitian matrix A * A. It is easy to verify that the jth column of A * A is a right linear combination of its other columns. Therefore by Corollary 4.5 we have det A * A = 0. The following theorem about the basis rows and columns from linear algebra generalize in a straight forward way to quaternions. 
Since the Hermitian matrix D j contains two same columns, we obtain by
Now suppose that j / ∈ {i 1 , . . . , i k , i k+1 , . . . , i r } and i k < j < i k+1 . Consider the matrix D j obtained from M by supplementing it by the jth row and column.
The matrix D j is Hermitian in this case as well. Then we have
Since L j j = det M = 0, then
Combining (11) and (12), we obtain
Hence, a k j = r l=1 µ l a k i l and a k j = r l=1 a k i l µ l (∀k = 1, m). Therefore, an arbitrary column of the matrix A is the right linear combination of its basis columns with the coefficients µ 1 , . . . , µ r , i.e.:
The following theorem is proved in a similar manner. 
Properties of the double determinant of a quaternion square matrix
Suppose the matrix E ij = (e pq ) n×n such that e pq = 1, p = i, q = j, 0, p = i, q = j. 
Proof. First note that for ∀U ∈ M(n, H) and a Hermitian matrix A, the matrix U * AU is Hermitian as well. Really, (U * AU) * = U * A * U = U * AU. Multiplying a matrix A by P ij (b) on the left adds the jth row left-multiplied by b to the ith row. Whereas multiplying a matrix A by P * ij (b) on the right adds the jth column right-multiplied by b to the jth column. Therefore,
. H) is a Hermitian matrix and ∀U ∈ SL(n, H),
Proof. We claim that there exists {P 1 , . . . , P k } ⊂ SL(n, H) and ∃k ∈ N for U ∈ SL (n, H) such that U = P k · . . . · P 1 . Then U * = P * 1 · . . . · P * k . We prove the theorem by induction on k.
i) The case k = 1 has been proved Theorem 7.1. ii) Suppose the theorem is valid for k − 1. That is U = P k−1 · . . . · P 1 and
Proof. Consider the first column of a Hermitian matrix A ∈ M (n, H). It is possible the following cases. i) If a 11 = 0, then µ 1 = a 11 ∈ R. By sequentially left-multiplying the matrix A by elementary unimodular matrices P i1 − a i1 µ 1 , ∀i = 2, n , we obtain zero for all entries of the first column save for diagonal. Since −
. By sequentially right-multiplying the matrix A by elementary unimodular matrices P * i1 − a i1 µ 1 , we get zero for all entries of the first row save for diagonal. Due to Theorem 7.1 the obtained matrix is Hermitian as well.
ii) Suppose a 11 = 0 and ∃i ∈ I n a i1 = 0. Having multiplied the matrix A by elementary unimodular matrices P 1i (a 1i ) on the left and by P i1 (a i1 ) on the right, we get the matrixÃ with an entryã 11 = n(a i1 ) (2 + a i i ) ∈ R. Let now µ 1 =ã 11 . Again by sequentially multiplying the matrixÃ by P i1 −ã , ∀i = 2, n , on the right, we obtain the matrix with zero for all entries of the first row and column save for diagonal.
iii) If ∀i ∈ I n a i1 = 0, then put µ 1 = a 11 . Having carried through the described procedure for all diagonal entries and entries of corresponding rows and columns by means of a finite number of multiplications the Hermitian matrix A by elementary unimodular matrices P k = P ij (b k ) on the left and by P * k = P ji b k on the right, we obtain the diagonal matrix with diagonal entries µ i ∈ R ∀i = 1, n . Suppose U = k P k , then by Theorem 7.2 we finally obtain
Proof. Suppose A ∈ M (n, H). The matrix I A 0 I can be represented as a product of n 2 elementary unimodular 2n × 2n matrices, i.e. ∀k = 1, n 2 ∃i = 1, n ∃j = n + 1, n 2
ij (a ij ):
In a similar manner, I 0 A * I ∈ SL(2n, H). From this by Theorem 7.2, we have ddetA := det (A * A) = det (AA * ) .
Proof. Due to Theorem 7.3 for the Hermitian matrix
where R + is the set of the nonnegative real numbers. Therefore for
Hence by Theorems 7.3 and 7.4, we obtain 
and ) n×n as the left inverse matrix, we get 
9
Cramer rule for quaternionic systems of linear equations Theorem 9.1 Let A · x = y (15)
be a right system of linear equations with a matrix of coefficients A ∈ M(n, H), a column of constants y = (y 1 , . . . , y n ) T ∈ H n×1 , and a column of unknowns x = (x 1 , . . . , x n )
T . If ddetA = 0, then the solution to the linear system (15) is given by components
where f = A * y.
Proof. By Theorem 8.1 A is invertibility. So there exists the unique inverse matrix A −1 . From this the existence and uniqueness of solutions of (15) (15) is represented by components
where L ij is the left ij-th cofactor of the Hermitian matrix (A * A). From here we obtain (16).
Theorem 9.2 Let
x · A = y (17)
be a left system of linear equations with a matrix of coefficients A ∈ M(n, H), a row of constants y = (y 1 , . . . , y n ) ∈ H 1×n , and a row of unknowns x = (x 1 , . . . , x n ). If ddetA = 0, then the solution to the linear system (17) is given by components
where z = yA * .
Proof . The proof of this theorem is analogous to that of Theorem 9.1. 
