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Abstract
We provide improvements on the best currently known upper and lower bounds for the exponential
growth rate of meanders. The method of proof for the upper bounds is to extend the Goulden–Jackson
cluster method.
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1. Introduction
A meander of order n is a self-avoiding closed curve crossing a given line in the plane
at 2n places, [11]. Two meanders are equivalent if one can be transformed into the other
by continuous deformations of the plane, which leave the line ﬁxed (as a set). A number
of authors have addressed the problem of exact and asymptotic enumeration of the number
Mn of meanders of order n (see for instance [6,9] and references therein). The relationship
between the enumeration of meanders and Hilbert’s 16th problem is discussed in [1] and a
general survey of the connection between meanders and related structures and problems in
mathematics and physics can be found in [2].
It is widely believed that an asymptotic formula
Mn ≈ CMnn
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applies, and some effort has been devoted to estimating the parameters M and  [3–5,10].
Broadly, these methods have relied on extrapolation from exact values of Mn, currently
known for n24 (see [10]). A careful estimate, using differential approximants based on
these values, yields [10] the approximate value M  12.26287.
A presumed correspondence with certain ﬁeld theories has yielded the conjecture [4]
that:
 = √29(√29 + √5)/12 = 3.42013288 . . . .
Numerical evidence supporting this conjecture is found in [5]. Our, less ambitious, aim will
be to provide rigorous upper and lower bounds on the exponential growth rate of Mn.
Consider the generating function:
M(t) =
∞∑
n=0
Mnt
2n.
It is easy to verify thatMa+bMaMb and so it is certainly the case thatM := limn→∞ M1/nn
exists, and is the square of the reciprocal of the radius of convergence of this series. We will
prove:
Theorem 1.1. The following inequalities hold:
11.380M12.901.
These bounds improve (on both sides) the best previous bounds due to Richard Stanley
(M > 10.0) [1995, private communication] and Jim Reeds and Larry Shepp (M13.002)
[1999, unpublished].
Our basicmethodology is to representmeanders as a language over an alphabet consisting
of four symbols. The bounds are then obtained by producing suitable sublanguages and
superlanguages for which the growth rates can be computed explicitly. In principle our
bounds could be improved bymore detailed construction of these languages, andwe include
some indication in the ﬁnal section of howmuch further progress might be possible by such
means.
2. Deﬁnitions and notation
We begin by providing a combinatorial description of meanders which allows us to
identify them with a language over a four-letter alphabet. This interpretation is implicit
in a number of earlier works and is similar to the description of meanders by means of
“conﬁgurations” in [9] and also to the description of meanders in terms of Motzkin words
found in [13].
Set the orientation of the line which the meander crosses as horizontal. We consider the
evolution of the meander as we move rightwards along the line. When viewed in this way,
at a particular stage of its evolution the meander will consist of a number of segments, some
of whose endpoints lie above the line, and some which lie below. Each signiﬁcant step in the
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Fig. 1. The meander cucdaa.
evolution of a meander is marked by a place where the meander crosses the line, and these
crossings are of four types: c where a new segment of the meander is created, a where two
previous segments are merged into one (or as a ﬁnal step the meander is completed), and
u or d where a segment crosses the line from bottom to top, or top to bottom, respectively.
Fig. 1 illustrates this encoding of meanders.
The meander language, M, is the set of words in these four letters that represent mean-
ders. It is immediately clear that distinct words in the meander language represent distinct
meanders, and only slightly less clear that every meander is represented by a single word
in the meander language.
We digress brieﬂy to recapitulate some standard notation and terminology concerning
words and languages. A word is simply a ﬁnite sequence of symbols from some alphabet
. This sequence may be empty, and the empty word is denoted . The set of all words
over  is denoted ∗ and can be identiﬁed with the free monoid over  by considering
juxtaposition as the monoid operation. So, a word v is said to be a factor of a word w if
w = xvy for some words x and y. If we can take x =  then we say that v is a preﬁx of w,
while if we can take y =  then we say that v is a sufﬁx of w. A language over  is simply
a subset of ∗. The ()∗ notation is extended to languages, or even words, so that X∗ simply
means the language which consists of all possible juxtapositions (including the empty one)
of elements of X. The length of a word w, that is, the number of symbols in the sequence w,
is denoted |w|. Hence Mn, the number of meanders with 2n crossings is simply the number
of words in M of length 2n (since each symbol in a meander word accounts for a single
crossing).
In our interpretation of meanders it makes sense to speak of the environment that exists
as we scan preﬁxes of a word. This environment is simply the collection of segments in their
appropriate order on either side of the line. Further, we adopt the convention that when two
segments are merged, the newly merged segment is identiﬁed in the environment with the
older of the two (in a meander the only time we will merge two ends of the same segment
is at the ﬁnal a).
Sometimes it is useful to imagine that we have available an extended environment consist-
ing initially of an inﬁnite family of labelled and completely unmatched segments on either
side of the line. This allows the effect of any word to be interpreted within this environment.
For our purposes, words whose only effect is to shift some segments from one side of the
line to the other are particularly signiﬁcant. In Fig. 2 we illustrate how the factor cuad has no
effect on the surrounding environment. In particular this means that ifw = uv is a meander,
and if the environment following u contains a segment below the line, then ucuadv is also
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Fig. 2. cuad has no effect on the environment.
a meander. On the other hand, it is also clear that no meander (aside from ca) can have ca
as a factor, and so neither can it have ccuada as a factor. From observations of the former
kind we obtain sublanguages of M by building up words which must be meanders. From
observations of the latter kind we obtain superlanguages of M by requiring words to avoid
certain factors.
Throughout the remaining sections we identify languages over c, a, u, d with their gener-
ating function in the power series ring over non-commuting variables c, a, u and d. Generally
wework in this context to obtain relationships between (the generating functions of) various
languages, and then specialize to a single variable t when we wish to obtain numerical esti-
mates. All the generating functions we will be considering have non-negative coefﬁcients,
and when we say that f (t) majorizes g(t) we mean that the coefﬁcient of tn in f (t) is at
least as great as that in g(t). In particular, this implies that the radius of convergence of f is
not greater than that of g.
3. Shifts and lower bounds
Consider a state of the extended meander environment, such as might be achieved after
executing some preﬁx p of a meander word. There are now various continuations which
will have the same effect on the environment as uk would for some k. Trivially any sequence
of u’s and d’s which has k more u’s than d’s is such a continuation. However, it is also the
case that cua has the same effect on the environment as u, and ccuuaa has the same effect
as uu. Furthermore, these constructions can be recursively combined and therefore:
c(ccuuaa)da
has the same effect as cuuda, hence as cua and ﬁnally as u.
Deﬁnition 3.1. A shift is a word whose effect on the extended meander environment is the
same as that of uk or dk for some non-negative integer k. The displacement of a shift is k
in the former case, and −k in the latter. A jump is a shift having no proper shift preﬁx. 1 A
shift whose only proper shift factors are in u∗ or d∗ is called primitive.
The simplest jumps are u and d. Next simplest are cua and cda. A rathermore complicated
example is shown in Fig. 3.
1 We apologize to the sensitive reader for using “shift” both as a noun and an adjective.
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Fig. 3. cucd3aua is a jump of displacement −1.
Every shift can be uniquely factored as a concatenation of jumps. In turn, every jump
is created from some (uniquely determined) primitive shift by substitution of shifts for the
blocks of u’s and d’s within the primitive shift. For example cccuuaada is created from cua
by substituting ccuuaa d (a shift of displacement 1 formed from a jump of displacement 2,
and one of displacement −1) for u.
Every shift has a minimum required environment. This is simply the minimum num-
ber of segments which must be present on either side of the line before undertaking the
shift in order to ensure that it can be successfully carried out. As previously noted, the
minimum required environment for the shift cua is that there be at least one segment be-
low the line (which will be merged with the end of the segment created at the beginning
of the jump). On the other hand the shift u100d200u100 has a minimum required envi-
ronment of 100 segments above and 100 segments below the line. Any extra segments
beyond those of the minimum required environment do not hinder the interpretation of a
shift.
Let J be the language of all jumps and S the language of all shifts. Since every shift is
uniquely represented as a concatenation of jumps, then S is the union of the disjoint sets
J n as n runs over the non-negative integers, with the usual convention that J 0 denotes
the singleton set consisting of the empty word. Since concatenation of words corresponds
to multiplication of the corresponding generating functions, when we pass to generating
functions we obtain
S = J ∗ =  + J + J 2 + · · · = 1
1 − J . (1)
Introducing a new indexing variable x which commutes with the symbols of the language,
and lettingJi (or Si) be the language of jumps (or shifts) of displacement i, we have slightly
more generally that:
∞∑
i=−∞
Sixi = 11 −∑∞i=−∞ Jixi .
Suppose that J is some primitive jump. Then the set of all jumps with primitive form
J is obtained by replacing each (possibly null) block of d’s or u’s between consecutive
occurrences of c or a by Sk where k is the displacement of the block. Denote the result of
this replacement by JS . Then Ji is the sum over primitive jumps J of displacement i of the
terms JS .
Let j0(t) be the generating function obtained from J0 by replacing all of c, a, d,
and u by t.
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Fig. 4. ccddauua is in J0.
Proposition 3.2. The radius of convergence of j0(t) is equal to that of M(t).
Proof. First suppose that r > 0 is larger than the radius of convergence of j0(t). Then we
may choose a polynomial j (t) with non-negative integer coefﬁcients majorized by those
of j0(t) and such that j (r) > 1. We may further choose a ﬁnite subset, F ⊆ J0 such that
the generating function of this ﬁnite set is j. Finally, let N be a positive integer larger than
the largest number of segments in the minimum required environment of any jump in F .
Note that w = cNdaN−1ua ∈ M as it represents a large closed spiral with the line running
through it. The environment present after the preﬁx cN ofw consists ofN segments on either
side of the line. In this environment, any of the jumps in F can be carried out. In fact, since
these jumps all have displacement 0, after carrying one out the environment is restored to
its previous state and therefore any word from F∗ can be carried out in this environment.
Thus,
cNF∗daN−1ua ⊆ M. (2)
Moreover, since everyword inF∗ factors uniquely as a sequence of words inF wemay pass
from Eq. (2) directly to the corresponding generating functions and see thatM(t)majorizes
t2N+2
1 − j (t) .
Therefore, the radius of convergence of M(t) is not greater than the ﬁrst positive root of
1− j (t), so the radius of convergence of M(t) is smaller than r, and thus less than or equal
to the radius of convergence of j0(t).
Conversely, if w = ca is any word in M then
ccddauua ∈ J0.
Indeed, in order to establish this fact, it sufﬁces to verify it for the case c = c since that is
the net effect of c, and this is illustrated in Fig. 4. Hence, j0(t) majorizes t6M(t). Thus, the
radius of convergence of j0(t) does not exceed that of M(t) and so, in conjunction with the
result of the previous paragraph, we may conclude that they must be equal. 
This proposition is our main tool in computing lower bounds for the constant M. It
allows us to take any polynomial majorized by j0(t) and use it to produce an upper bound
on the radius of convergence of M(t) and hence a lower bound on M. This method can be
used effectively because we can generate many jumps from primitive jumps by successive
substitutions of shifts within them, and also evaluate the corresponding generating functions
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at a particular value r > 0 by corresponding substitutions of previously computed values
of the generating functions. The details of this method are discussed further in Section 6.
4. The cluster method
The cluster method is a method of enumerating words with a given ﬁnite set of for-
bidden factors. It was introduced in this form in [7] and is also discussed in [8]. Exten-
sions of the cluster method are given in [12] to handle certain cases where the forbidden
set of factors is inﬁnite. We need to supply a similar extension in an even more general
setting.
Let  be an alphabet, and B a subset of + (the non-empty words over ). We are
concerned with the language consisting of those words which have no factor from B, the
B-factor-free words, that is the complement in ∗ of ∗B∗. If b is a factor of c and b
does not occur as a factor of some word w, then of course neither does c. So, for any B,
the B-factor-free words are the same as the B′-factor-free words, where B′ consists of the
minimal elements ofB in the factor ordering. Therefore we assume throughout that no word
b ∈ B is a proper factor of any other word in B.
Deﬁne the set of overlaps, Ov(B) to be the collection of all triples (b,w, c) such that
b, c ∈ B, w ∈ +, and for some bl and cr , b = blw and c = wcr . Note that, owing to the
assumption above, neither bl nor cr can be the empty word. We claim that the system of
equations:
vb = b −
∑{
blvc : (b,w, c) ∈ Ov(B), b = blw
}
for b ∈ B (3)
has a unique solution in the power series ring Q[[]].
For consider the linear operator:
S : Q[[]]B → Q[[]]B
that sends x to Sx where:
(Sx)b =
∑{
blxc : (b,w, c) ∈ Ov(B), b = blw
}
.
Then, if the minimum degree of any monomial occurring in any coordinate of x is d,
the minimum such degree in Sx is strictly larger than d. Therefore S has norm less than
1 with respect to a suitable valuation of Q[[]], and the L∞ norm on Q[[]]B. It fol-
lows that I + S is invertible, and hence that the system of equations (3) has a unique
solution.
The following theorem generalizes (to the case of inﬁnite B and non-commuting vari-
ables) a specialization (to the case of forbidding all occurrences ofB rather than determining
the type of the occurrences ofB in a word) of Theorem 2.86 in [8], often called theGoulden–
Jackson cluster method. In [14] an informal treatment of an equivalent method can also be
found. A full generalization of the original theorem could be obtained by adding tagging
variables yb (commuting with each other and with ) to the system (3), but the version
below is adequate for our purposes.
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Theorem 4.1. The generating function over Q[[]] of ∗ \ ∗B∗ is(
1 − +
∑
b∈B
vb
)−1
,
where {vb : b ∈ B} are deﬁned by (3).
Proof. The proof of this theorem can be read off from the proof of the theorem cited
above. However, at least in this form, it is simply a restatement of the principle of inclu-
sion/exclusion. Deﬁne a B-marking of a word w in ∗ to be a speciﬁc identiﬁcation of
certain factors of w which belong to B (not necessarily any or all such factors). If we assign
the value (−1)kw to each B-marking of w in which k factors from B are marked then the
sum over all the B markings of a word w will be 0 if w contains a B-factor, and w if it
does not. By considering the expression above as a geometric series it is easy to see that
the coefﬁcient of w is exactly this sum over B-markings of w, and hence the expression
represents the generating function of B-factor-free words. 
As remarked in [14], in the case of inﬁnite structureless B this does not give an equation
for the generating function in any usual sense. However, in our application below, the
language B will carry sufﬁcient structure that we can make effective use of Theorem 4.1.
Note that if we turn to the ordinary generating function for the language of B-factor-free
words, then its radius of convergence is the smallest positive root of the equation:
1 − ||t +
∑
b∈B
vb(t),
where we also have
vb(t) = t |b| −
∑{
t |bl |vc(t) : (b,w, c) ∈ Ov(B), b = blw
}
for b ∈ B.
Remark 4.2. The system of equations (3) can be solved directly by an iterative method
beginning from vb = 0 for all b ∈ B. In general, however, the system of linear equations
deﬁned above fails to have the property required to allow an iterative solution after special-
izing to a single variable, and to a speciﬁc value for that variable, even if the value chosen
lies inside the radius of convergence of the series which form its solution in Q[[t]]. An
example is the case B = {aaa, aba} over the alphabet {a, b}.
5. Submeanders and upper bounds
We now apply the results of the preceding section in order to obtain upper bounds on
the exponential growth rate of the meander languageM. Ideally, the language of forbidden
words which we would like to consider consists of all words which minimally deﬁne some
closed loop, or submeander. That is, a word is forbidden if it is of the form cwa where the
ﬁnal symbol closes off the pair of segments created by the initial one, and such that w does
not create a submeander. Let B be the language of such words. If an element of B occurs as
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a proper factor of a word m then m /∈ M. However, by deﬁnition, M ⊆ B as well, so the
words in M are not B-factor-free. But the growth rates for the languages of B-factor-free
words and proper B-factor-free words are the same, so we do not need to worry about that
distinction. Henceforth we ﬁx the alphabet  = {c, a, u, d}.
The shortest word in B is ca. However, this single word is really a representative of a
much wider family of forbidden words. Among these are cuda, and ccuada. Generally if S
is any shift of displacement 0, then cSa is a forbidden word. It is worth noting that there is
no requirement that the words in B be balanced with respect to c and a. For example, the
word cucdda is in B, since the ﬁnal a forms a submeander with the original c, and so if this
word occurs as a factor of some longer word w then w cannot represent a meander.
There is an equivalence relation deﬁned on words by taking the transitive closure of the
relation obtained by allowing the replacement of a shift by any other shift of the same
displacement. Each equivalence class of this relation contains a unique representative with
the property that any maximal shift factor lies in d∗ or u∗. Let us call these representatives
the standard representatives of their classes. Note that B is closed under this equivalence
relation.
Lemma 5.1. Let a word w be given. Its standard representative is obtained by replacing
the maximal shift factors of w by blocks of d’s or u’s of the same displacement.
Proof. This follows immediately from the observation that two shift factors of w cannot
overlap unless their overlap is also a shift. This is because a proper sufﬁx of a shift which
is not a shift and begins with c contains more a’s than c’s, and no preﬁx of a shift word
has this property. Since shifts are closed under concatenation, the maximal shift factors of
w are disjoint and properly separated, and so the standard representative is obtained in the
manner described. 
Using this result we obtain:
Proposition 5.2. Let b, c ∈ B have an overlap w. Then the standard representatives of b
and c also have an overlap, which is the image of w under the replacement described in
Lemma 5.1.
Proof. The word w has the form cua. Moreover in b the terminal a closes the segments
formed by the initial c of b so, interpreted in isolation, it does not close any segment created
within u and so cannot be part of any shift factor of w. The same idea applies to the
observation that the initial c of c is matched by its ﬁnal a and so shows that the original c
of w also cannot be part of any shift factor of w. So the shift factors of b and c which occur
within w, occur within u. Therefore the reduction of Lemma 5.1 affects w in the same way
in both b and c. 
LetBrep be the sublanguage ofB consisting of the standard representatives of the elements
ofB. For any wordw let w¯ be the generating function of its equivalence class. Now consider
a modiﬁcation of the system of equations (3):
xb = b¯ −
∑{
b¯lxc : (b,w, c) ∈ Ov(Brep), b = blw
}
for b ∈ Brep. (4)
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Then, it follows directly from Proposition 5.2 that:∑
b∈B
vb =
∑
b∈Brep
xb,
where vb is deﬁned by the system of equations (3).
Thus we may use the modiﬁed form in computations arising from Theorem 4.1. For
instance, we could use a ﬁnite subset of the original language B, and also place some
restrictions on the shift words used in constructing w¯ from w.
For example, take as forbidden language B0, the single forbidden word ca and its ex-
pansions cSa where S ∈ {u, d}∗ has displacement 0. Then the generating function for
B0-factor-free words is
1
1 − 4t + t
2
√
1 − 4t2
.
The radius of convergence of this generating function is the smallest positive solution of
65t4 − 32t3 − 12t2 + 8t − 1 = 0,
whose approximate value is 0.272054. Since B0 represents a subset of the actual words
forbidden to appear as factors in a meander word, this gives an upper bound of 13.5111
on M.
In the next section we will describe in greater detail how these results can be used to
provide bounds for M in situations where we cannot analytically solve the equations for the
radius of convergence.
6. Computational methodology
In this section we give an overview of the computational methods used to evaluate lower
and upper bounds on M.
6.1. Lower bounds
In computing lower bounds on the exponential growth rate for the meander generat-
ing function, we attempt to construct a generating function based on a subset of the set
of shifts, built up from a subset of the primitive jumps. Generally, we make use of all
the primitive jumps containing at most some preset number of symbols. These are con-
structed by simulating the extended meander environment and carrying out a depth-ﬁrst
search. The only extra information which must be maintained is a record of the new seg-
ments present when each c occurs. This must then be compared to the a which elimi-
nates the segment created by the c in order to ensure that the only shift factors are in d∗
and u∗.
The results quoted below are for primitive jumps containing a maximum of 24 symbols.
There are 875,938 such primitive jumpswith non-negative displacement. On the other hand,
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there are only 25,264 of length at most 20, and only the following 13 of length at most 10:
cua ccuuaa ccddauua ccuuadda
cddcuuaa cuucddaa cccuuuaaa cdcuuuada
cdccuuauaa cuucddauua ccucuuaada ccdcuuuaaa
cccuuuadaa.
The basic computational scheme employed is a simple iterative one. We establish at the
outset an arbitrary bound on the number of jumps which will be concatenated to form a
shift (in practice 50 is more than adequate). Then we take an existing set of jumps and
compute a new set of shifts by concatenating them in this way. These new shifts are in turn
substituted into our supply of primitive jumps in order to compute a new set of jumps, and
so on.
All of this is handled numerically by passing at the outset to generating functions in a
single variable t (which replaces each of the letters of the meander alphabet). For a ﬁxed
real value of t we can then carry out the computation described above. At the end of each
iteration we have a value j (t) that represents the value of the generating polynomial for
the jumps of displacement 0 constructed up to this point. Using Proposition 3.2 we can
conclude that if j (t) > 1 then t lies outside the radius of convergence of the generating
function of the meander language. So this decision is a strict one—we can be certain that
the upper bounds supplied for the radius of convergence are accurate. For the lower bounds
we simply continue the iteration for some preset number of steps, and declare that we are
inside the radius of convergence if we have never found j (t) > 1. Then a simple binary
search on t allows us to determine rigorous upper bounds on the radius of convergence for
the meander language.
Using jumps of length up to 24, we obtain an upper bound of 0.296431 for the radius of
convergence of the generating function of the meander language. This translates to a lower
bound of 11.38 on M.
6.2. Upper bounds
In producing upper bounds for the growth rate of meander numbers we begin from a setB
of standard representatives of words creating a submeander. Again, themost straightforward
approach is simply to list all such words up to some predeﬁned length. Doing this, again
involves a depth-ﬁrst search in the extendedmeander environment. This timewemust check
that the ﬁnal a joins the segments formed by the initial c, that no earlier a creates a sub-
meander, and that no jumps occur as subwords other than d and u. All these tests are easily
implemented within the meander environment.
After passing to a single variable t we use Eq. (4) in order to compute the quantities xb.
Rather than solving this large (but relatively sparse) system exactly we may use a simple
iterative scheme, since it is easily checked that for values of t in the range we are interested
in, there are no eigenvalues of the matrix representing the summations on the RHS of this
equation whose modulus is greater than or equal to 1. Convergence is therefore guaranteed,
with error bounds decreasing by a constant factor on each iteration. Having computed the
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Table 1
Lower and upper bounds on M based on maximum length of jumps, and submeanders
Lower bounds Upper bounds
10 10.749 6 13.171
12 10.928 8 13.086
14 11.023 10 13.018
16 11.114 12 12.970
18 11.188 14 12.931
20 11.249 16 12.901
22 11.301
24 11.380
values xb, all that is necessary is to evaluate the sign of
1 − 4t +
∑
b∈B
xb(t),
which is the denominator of the generating function for the B-factor-free words found
in Theorem 4.1. This allows us to determine whether t lies above or below the radius of
convergence of the generating function for the B-factor-free words. Again a simple binary
search can be used to estimate the radius of convergence, and hence an upper bound on the
exponential growth of the meander numbers.
Using the 20 509 words of length 16 which are standard representatives of words creating
a submeander for B produces an estimate of 0.2784 for the radius of convergence of B-
factor-free words, and hence an upper bound of 12.901 on M.
7. Summary and conclusions
Obviously the methods which we have applied could be extended to obtain better bounds
through more extensive computation using longer words as primitive jumps, or as the
standard representatives of submeander words. Some indication of how far this might or
might not progress is shown in Table 1.
A simple extrapolation based on this data suggests a limiting lower bound of approxi-
mately 11.6, and an upper bound of approximately 12.8. However, the ﬁnal lower bound
which we have computed (from jumps up to length 24) represents a better than expected
improvement on the previous value. Put another way, there are more jumps of length 24
than one would expect based on simple extrapolation of previous values. So, it may be that
better improvements on the lower bound are possible.
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