Nearby young stellar moving groups have been identified by many research groups with different methods and criteria giving rise to cautions on the reality of some groups. We aim to utilise moving groups in an unbiased way to create a list of unambiguously recognisable moving groups and their members. For the analysis, two unsupervised machine learning algorithms (K-means and Agglomerative Clustering) are applied to previously known bona fide members of nine moving groups from our previous study. As a result of this study, we recovered six previously known groups (AB Doradus, Argus, β-Pic, Carina, TWA, and Volans-Carina). Three the other known groups are recognised as well; however, they are combined into two new separate groups (ThOr+Columba and TucHor+Columba).
INTRODUCTION
Nearby young stellar moving groups (NYMGs, hereafter) are gravitationally unbound loose stellar associations, and in this paper we focus primarily on NYMGs that are younger than 100 Myr and have mean distances smaller than 100 pc of the Sun. The first NYMG, the TW Hya association (TWA), was discovered in late 1990 (Kastner et al. 1997) . Then, new NYMGs were identified by discoveries of comoving groups of stars in a small region of space (within few tens of pc) with signs of similar ages. Even though NYMGs have a relatively short history (about 20 years), many NYMGs (N ∼10) and their members (N >2000) have been discovered (e.g., Zuckerman et al. 2001; Zuckerman & Song 2004; Torres et al. 2008; Mamajek 2007; Malo et al. 2013; Elliott et al. 2016; Riedel et al. 2017; Gagné et al. 2018) .
Recent studies about NYMGs (e.g., Faherty et al. 2018; Gagné et al. 2018; Lee & Song 2019; Zuckerman 2019) recognise nine NYMGs: TW Hya association (TWA), β-Pic moving group (BPMG), 32 Ori association (ThOr), Tucana-Horologium association (TucHor), Carina association (Carina), Columba association (Columba), Argus association (Argus), AB Doradus moving group (ABDor), and Volans-Carina association (VCA). Other NYMGs have been claimed (e.g., GAYA 1 & 2 and AnA by Torres et al. 2003 , Carina-Vela by Makarov & Urban 2000) , and they were E-mail: jinhee@uga.edu later redefined or disappeared. Tucana association (Zuckerman & Webb 2000) and Horologium association (Torres et al. 2000) were merged as a single group by Zuckerman (2001) [Tucana Horologium Association (TucHor) ]. Liu (2015) points out that several moving groups may be merged, rejected, or new groups can be discovered.
In this study, we re-evaluate the well-known nine NYMGs without relying on any previous knowledge. For this task, the cluster analysis would be an ideal technique. The cluster analysis is a branch of unsupervised machine learning that finds groups within a dataset without prior reference to the outcome. For identifying a star belonging to a certain NYMG, the required information is Galactic position (XY Z), Galactic velocity (UVW), and age. Stars occupying a similar space in the age-spatio-kinematic space (i.e., sharing characteristics in the 7D space) can be classified as the same group members. On the other hand, a star located far from this group of stars in the 7D space can be assessed as non-members.
METHOD

Data
As input data, we use bona fide members of nine NYMGs from Lee & Song (2019; Paper I) , which enable us to evaluate NYMGs by comparing clustering results to previously known NYMGs. Considered nine groups are TWA, BPMG, ThOr, TucHor, Carina, Columba, Argus, ABDor, and VCA.
While the stars' spatio-kinematic information, XY Z and UVW, are straightforward to calculate, age is difficult to obtain and generally has a large uncertainty. In the age range of NYMGs (∼8 to ∼100 Myr), age is evaluated using Li equivalent width, position on colour-magnitude diagrams, near-UV excess, or X-ray brightness (e.g., Zuckerman & Song 2004; Soderblom 2010; Rodriguez et al. 2011; Malo et al. 2013) . These bona fide members of nine NYMGs are youthconfirmed members. Instead of using numerical, continuous ages in Myr, we use categorical ages (i.e., age classes) to ensure more efficient groupings in our cluster analysis. Using common age-dating methods mentioned previously, we age-dated all input stars (N=652) into 5 age classes: 1 for 8−10 Myr (TWA), 2 for 12−20 Myr (BPMG and ThOr), 3 for 30−40 Myr (TucHor, Carina, Columba, and Argus), 4 for 90−150 Myr (ABDor and VCA), and 5 for older age (field stars).
We do not consider chemical abundance or metallicity in our analysis because metallicity has a large uncertainty, and it is known that young nearby stars all should have similar abundance (Viana Almeida et al. 2009 ).
Clustering algorithms
Clustering algorithms find groups in data in a way that members in the same group are more similar to each other than to those in other groups. There are various clustering algorithms with different strategies and criteria for finding groups. In this study, we use two algorithms in the sklearn package of python (Pedregosa et al. 2011) . Each algorithm has its own specific parameters.
K-means
The K-means algorithm finds groups in data by trying to separate samples into a desired number of groups while minimizing within-cluster sum-of-squares. Within-cluster sumof-squares, also known as inertia, is calculated by following equation.
Where C k is the kth cluster, and µ k is the centroids (the mean) of C k . K-means requires the number of clusters (n clusters ) as an input parameter.
Agglomerative Clustering
The Agglomerative Clustering algorithm tries to build a hierarchy of clusters starting with clusters consist of an individual sample. Then, clusters are successively merged together. To determine which neighbouring clusters will merge, there are several options of linking criteria (e.g., Ward, maximum, average, and single linkage). We use Ward in this study. Ward has a merge strategy minimizing the sum of squared differences within all clusters. The number of clusters (n clusters ) is required as an input parameter similar to the K-means method.
Procedure
Preprocessing of data
For a reliable clustering, raw data should be transformed to make all variables have a similar range. Using raw data without a proper transformation can cause biased results. For example, XY Z values are distributed in a range of 100 (in pc), and UVW values are distributed in a range of 10s (in km s −1 ) (See Fig. 1 ). Parameters with more extensive ranges can have a more significant effect in clustering.
Preprocessing in the cluster analysis is a process for homogenising the range of data variables. There are various transformation functions in the sklearn package. StandardScaler in sklearn transforms data to make the distribution has a mean value zero and standard deviation of one, by subtracting the mean and then dividing by the standard deviation of the whole dataset. Since the outliers have a significant influence on the mean and standard deviation, the StandardScaler would not be a proper choice as a transformation function. RobustScaler in sklearn scales variables using values within percentiles, therefore, is not influenced by a small number of outliers. In this study, RobustScaler is applied for transforming XY ZUVW values, resulting in the transformed variables having a range of approximately -2.5 to +2.5. After the transformation, two outliers (∼15σ in U and ∼7σ in V) are removed.
The age class has values in the range from +1 to +5. To make age class spanning the similar range to the transformed XY ZUVW variables, we subtract 3.125 to the age class and multiply by 1.25. This procedure as shown in Fig. 1 is to ensure that all variables are transformed to match similar scales.
Strategy for evaluating NYMGs
When the entire input data are used, both Agglomerative Clustering and K-means algorithms generate nearly the same results with a given n clusters . To find a general trend of groupings from multiple clustering results, for a given algorithm, we performed one thousand trial runs by varying input data slightly for each run. In each run, 95 per cent of the input data are randomly selected. Because of the slight difference in the selected data for each run, a different outcome appears each time. For each combination of the chosen algorithm (K-means and Agglomerative Clustering) and n clusters (from 3 to 10), we run the calculations one thousand times. From the clustering results from a total 16,000 runs, we identify groups. Then, members of these newly identified groups are tracked, and members consistently assessed into a group (>70 per cent of trial runs between the two algorithms) can be recognised as "bona fide" members of the group.
RESULTS
Finding a grouping trend
The most frequent groupings for each of 16 combinations of algorithms and n clusters values are found and discussed. To identify the most dominant grouping with a given n clusters Figure 1 . Distribution of input data. Raw and transformed scales are displayed along the bottom and the top X-axis, respectively. Units for raw data are pc (X, Y, and Z) and km s −1 (U, V , and W ). Age (age class) has no unit.
and an algorithm, we need to identify the most frequent pattern of grouping through the one thousand runs. The tested input parameter, n clusters , is in a range of 3 to 10. In these figures, the X-axis and Y-axis represent the indices of runs and stars, respectively. In each run, each star's resultant clustering results are displayed as a colour-coded point. For an easier interpretation, the 2D results are sorted along both the X and Y-axes. The results along the Y-axis (stellar indices) are sorted first. Stars are sorted by previously known group membership first for comparing the new clustering results to the previously known grouping. ABDor members are located at the top (index 0 to ∼100), and VCA members are located at the bottom. Then, the results are sorted along the X-axis. This process sorts the results placing the similar grouping results together, which enable us to easily identify frequent groupings through the entire set of trial runs. When a star is not included in the 95 per cent sampling, such cases are represented as white dots.
If one extracts a slice along the Y-axis (i.e., takes results from a single run), stars with the same colour indicate that these stars belong to the same group. The number of colours in one trial run should be the same as n clusters . However, when we look at the results of the entire one thousand runs, more than n clusters groupings appear generally. For example, results from K-means with n clusters =5 have six colours. However, if one takes out any single vertical slice, the number of colours is always five for n clusters =5.
The best results with n clusters =9 and comparison against previously known NYMGs
The interpretation of clustering results can critically depend on the choice of n clusters . However, choosing a proper n clusters value is difficult because it requires the acceptance on the number of "true" NYMGs. Nonetheless, because we use nine NYMGs as the input, n clusters close to 9 would be an appropriate choice to compare our results against the previously known NYMGs. To evaluate if n clusters ="number of input groups" is a suitable choice, we performed a test with a smaller input data set using only four NYMGs (ABDor, BPMG, TucHor, and TWA). The two clustering algorithms were utilised in the same way as we used the entire data, but the tested n clusters range is from 3 to 8. When n clusters =4, both algorithms correctly recovered four NYMGs. Although this exercise does not guarantee that n clusters =9 should be the best choice in considering the entire dataset, the choice of n clusters may be suitably set to the number of "expected" true groupings in the input data. Table 1 and Fig. 2 present the dominant grouping with n clusters =9. Both algorithms find ABDor, Argus, BPMG, and TWA (orange, light green, pink, and red in Fig. 2 , respectively) in more than 80 per cent of cases. Carina (green) and VCA (dark green) are found with both algorithms when considering a lower percentage (70 per cent with K-means and 35 per cent with Agglomerative Clustering).
Interesting results come from the remaining groups (ThOr, Columba, and TucHor). Both algorithms find a new group consisting of the entire ThOr and a subset of Columba (95 per cent cases with K-means and 40 per cent cases with Agglomerative Clustering). With the remaining members, while Agglomerative Clustering splits TucHor (blue) and the subset of Columba (light orange) group, K-means algorithm makes two groups consisting the mixture of TucHor and Columba (blue and dark blue).
Based on the results, with n clusters =9, six groups matching to previously known NYMGs are recognised (ABDor, Argus, BPMG, TWA, Carina, and VCA). A new group containing the entire ThOr and a subset of Columba members is frequently recognised. We suggest calling this group ThOr-Col. The remaining stars are mainly consisting of the entire TucHor and a majority of Columba. While each Kmeans and Agglomerative Clustering algorithm recognises two groups in the remaining members, the two groups from these algorithms do not match well (i.e., the specific content of two groups from both algorithms are different). Therefore, we define a single group enclosing these two group members. This group is called THC (TucHor-Col). Even though groups are taken from results with n clusters =9, the number of recognised groups is eight.
As explained in Section 2.3.2, stars consistently (i.e., >70 per cent) assigned to the same group from one thousand runs can be regarded as "reliable" members of the group. From two such lists of members of two algorithms, a set of common members are selected as bona fide members of the newly identified eight NYMGs. The number of bona fide members listed in Table 2 appears to be considerably larger than those in BANYAN series (Malo et al. 2013; Gagné et al. 2014 Gagné et al. , 2018 . The bona fide members referred in those papers are "classical" members to build kinematic models for identifying new members. Our input data includes not only these classical members but also newly identified members from the recent studies (See Paper I). Fig. 3 compares the distribution of bona fide members of the new eight groups (this study) and those of classical groups (the input data) in the spatio-kinematic space. As explained earlier, THC and ThOr-Col enclose TucHor, Columba, and ThOr, while the other six groups are recovered almost the same to the previous NYMGs. 
DISCUSSION AND CONCLUSION
In this study, we carried out a pattern recognition in the age-spatio-kinematic space for an unbiased evaluation of NYMGs using an unsupervised machine learning method. The grouping was evaluated by numerous trials of the clustering algorithms with 95 per cent random sampling of the previously known NYMG members. The most frequent grouping pattern was found with a given n clusters . While there are some differences between results with K-means and Agglomerative Clustering algorithms, there is a significant similarity between these results.
ABDor is the first recognised group using both algorithms at n clusters =3, and Argus is the second recognised group (n clusters =4). Carina and VCA tend to form a single group at a small n clusters , which indicates that these two groups share similar characteristics (XY ZUVW and age). However, with a large n clusters value (n clusters =9−10), these two groups are clearly separated as previously known groupings (i.e., recognised as Carina and VCA). This implies that these two groups share similar characteristics but probably not a single entity. Similar to the case of Carina and VCA, BPMG and TWA have similar age-spatio-kinematic characteristics, making them into a single entity with a smaller n clusters value (<7). However, these two groups are split clearly with larger n clusters values.
One interesting result comes from Columba and ThOr. Both algorithms create a merged group, ThOr-Col. The entire ThOr and majority of Columba members form this new group. THC group consists of almost the entire TucHor and a half of Columba members. Zuckerman et al. (2011) proposed to combine members of TucHor and Columba, because there is a difficulty assigning some of them into either TucHor of Columba. Our result supports the claim of Zuckerman et al. (2011) .
The input data include eighteen planet-host stars. Among these 18 stars, 11 stars are retained as bona fide members via cluster analysis in this study, while the other seven stars are not consistently recognised as members of the newly defined groups. Table 3 shows membership of these stars. Membership from this study and Bayesian membership probability from Paper I are compared. In the case of eleven retained bona fide members, their memberships are consistent with those in Paper I.
In this study, previously known NYMGs are evaluated using previously known bona fide members of the groups. If old field stars are included in the analysis, the results will be different. For example, ABDor and Argus are easily separated from other groups, because of their unique XY Z and UVW. However, because the two groups are relatively old themselves, any inclusion of field stars in the analysis as well will serve to undermine the appearance of separation. The number density of NYMGs is lower than that of field stars, and there are many field stars sharing similar XY Z and UVW with ABDor and Argus members.
Expanding this study, young nearby stars and field stars should be analysed without knowledge about known NYMGs for the most unbiased and objective analysis of nearby stars. The new configuration of groups will provide more reliable and objective investigations of young nearby stars and the environment of the solar neighbourhood. ABDor (100) a Assigned group in this study. b Previously known groups in Paper I with a Bayesian membership probability (per cent). c These stars are in the input data, but not retained as bona fide members in Section 3.2. Table 3 . Membership of planet-host stars. While bona fide members based on Bayesian membership probability in Paper I are used as input data, there are members not retained as bona fide members in cluster analysis.
SUPPORTING INFORMATION
Additional supporting information may be found in the online version of this article. 
APPENDIX A: RESULTS OF K-MEANS AND AGGLOMERATIVE CLUSTERING WITH SEVERAL n clusters VALUES
The grouping trend with a given n clusters is presented in Figs. A1-A7 and Tabel A1, and discussed here.
A1 n clusters =3
With n clusters of 3, ABDor is solely identified with both algorithms in more than 95 per cent cases (orange in the figure) . A large group (pink colour with both algorithms) consisting of BPMG, TWA, ThOr, TucHor, a subset of Columba, few ABDor members is recognised with both algorithms with a different number of members. The other group (blue) consists of Argus, Carina, VCA, and a subset of Columba. In the case of Agglomerative Clustering, this group additionally includes about half of TucHor members (i.e., more inclusive than the group from K-means).
A2 n clusters =4
Similar to the results with n clusters =3, ABDor is solely identified with both algorithms in 100 per cent cases (orange). K-means algorithm identifies a group presented with pink colour consisting of BPMG, ThOr, TWA, a subset of Columba, a subset of TucHor, and a few ABDor members in ∼98 per cent cases. Argus (light green) is solely identified in 50 per cent cases, and a group presented with blue colour consists of Carina, VCA, and a majority of Columba and TucHor members. Agglomerative Clustering makes similar results with those from the K-means algorithm while the number of members is different.
A3 n clusters =5 K-means creates results similar to the ones with n clusters =4. The difference is that a group illustrated with pink with n clusters =4 is split into two groups; a group displayed with light blue consists of ThOr, a half of Columba, and a subset of BPMG and TucHor. The other group displayed with pink consists of BPMG, and TWA members. In case of Agglomerative Clustering, compared to n clusters =4, a group displayed with blue split into two groups; a group consisting of Carina and VCA (green) and the other group enclosing a subset of TucHor and Columba (blue).
A4 n clusters =6
Both algorithms identify similar grouping. ABDor and Argus (orange and light green, respectively), a group enclosing Carina and VCA (green), another group including BPMG and TWA (pink), and the other group consisting of ThOr and a subset of Columba (light blue) are recognised with both algorithms. The remaining members mainly consist of TucHor and Columba members and construct a group (blue). A5 n clusters =7
Compared to n clusters =6, both algorithms split TWA (red) from the combined group illustrated with pink in results with n clusters =6. The two algorithms make a slightly different grouping for a group displayed with light blue. A group illustrated with pink encloses a subset of TucHor with K-means in more than 95 cases, while Agglomerative Clustering does not enclose a subset of TucHor to the group in majority cases (∼60 per cent).
A6 n clusters =8
Compared to n clusters =7, K-means splits a group illustrated with blue into two groups (blue and dark blue). Each group consists of a mixture of Columba and TucHor. In the case of Agglomerative Clustering, a group presented with blue with n clusters =7 is split into two groups consisting of Columba (light orange) and TucHor (blue).
A7 n clusters ≥10
In addition to recognising all previously known moving groups, both K-means and Agglomerative tends to split TucHor into two groups (blue and dark blue). When n clusters is eleven, BPMG or ABDor begin to be split. Both BPMG and ABDor are well-known single groups, and we postulate that these results cannot be physically true. The larger n clusters values divide more groups as expected and get more complicated to interpret. Therefore, we do not elaborate on the analysis of results with n clusters larger than 10.
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