Multi-model modeling is an important method for solving the modeling problem of complex non-linear systems. However, there is no such good classification principle of its sub-models' time span, and the division of sub-windows affects the accuracy of the model, as well as the cost of computing. Through analysis of the characteristics of the bed temperature object, the principal component analysis was introduced into the method of designing the time span division of the sub-windows. The dividing points of the time span of the sub-windows were determined by piecewise analysis, rolling merging, and cyclic validation. The problem with this is that the sub-models in different windows may be different. Aiming at the problems of modeling in the sub-windows, the contribution rates of variables to the principal components were analyzed, the independent variables that play a major role in the dependent variables in the sub-windows were determined with the results of PCA, and the regression models in the the sub-windows were identified by multivariate linear regression. Compared to the sub-window model established by the principal component regression method, the former method had higher accuracy and could better reflect the actual operation of the bed temperature object.
I. INTRODUCTION
Identification and modeling of complex systems, especially non-linear systems, are often encountered in the fields of science and engineering. According to the system modeling theory, the modeling of complex systems focuses on two directions: mechanism modeling and experiment modeling. It is theoretically feasible to obtain the mathematical model of an object through mechanism analysis. However, its practicability will be greatly reduced if the controlled object is too complex. In order to obtain a mechanism model, a considerable amount of simplification is needed, thus the model accuracy is seriously degraded [1] . Compared to mechanism modeling, experimental modeling based on data-driven performs better. The modeling process of complex systems can be divided into two steps: how to design a simple model The associate editor coordinating the review of this manuscript and approving it for publication was Siqi Bu . structure and how to estimate the relevant time-varying parameters based on the experimental data.
According to whether the model structure needs to be determined in advance, data-driven modeling methods can be divided into two categories: one is to determine the model structure first, and then identify the parameters in the model through optimization algorithm; the other is to change the structure and parameters at the same time during the modeling process. In comparison, the latter method is more difficult to calculate, but the accuracy of the model is higher. With the development of deep learning, many efficient algorithms emerge in the latter method, like stacked autoencoder [2] , [3] , deep belief network(DBN) [4] , [5] , deep convolutional neural network(CNN) [6] and long short-term memory network(LSTM) [7] , [8] .
The former identification methods for complex timevarying systems can be approximately divided into three categories: adaptive recursive estimation methods [9] , basis VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ function expansion methods [10] , [11] , and multi-model methods [12] . The first two methods aim to unify the complex process into one model description, while the multi-model method aims to describe the complex non-linear system through multiple linear or simple models.
In the multi-model modeling strategy, the input and output data are divided into multiple intervals or sub-spaces according to the time variation. In each interval, the system is considered to be a fixed process. Many processes or objects of thermal power units have been described by time-varying non-linear models, and the model structure and estimated parameters, especially the bed temperature objects of CFB boilers, change over time. The idea of multi-model modeling is used to obtain non-linear models for simulation and optimal control. Multi-models of thermal processes are often based on experience and can be divided into typical working conditions or sub-windows based on the load or some other key parameters. Traditional time-invariant modeling methods, such as ARMAX and NARMAX, have been used to identify single models defined in each sub-window or subspace [13] , [14] . However, the performance of the whole model mostly depends on the size and division principle of the sub-space time span. Some scholars have tried to use the Gauss mixture model [15] , [16] and the fuzzy clustering method [17] to deal with the sub-window division (condition division). However, no unified and effective standard exists yet. In most cases, it still relies on experience, which limits the practical application of such methods to a certain extent. Reducing the influence of human factors or getting rid of the dependence of the model on the time span of sub-windows with reasonable time span division, can help to improve the generalization ability of the model.
Multivariate statistical analysis and statistical process monitoring (SPM) techniques have been widely used in genomics, signal processing, and various industrial processes [18] - [20] . Principal component analysis (PCA) is one of the most commonly used multivariate analysis techniques. Its applications are extensive, ranging from image recognition and genetic engineering to financial and climatic data.
PCA maintains as much variability as possible by defining a new set of variables or principal components (PC). Principal components are linear combinations of variables or principal components in the original data set. These variables or principal components continuously maximize the variance and are not correlated to each other. Many measurements from industrial processes, especially thermal processes, are random variables, which have a clear physical meaning relative to the original variables in the data set. PCA is particularly useful when the generated PC consist of a small number of original variables. Improving the interpretability of the PC has been an active research topic in the past decade [21] .
In this paper, PCA [22] , [23] was used to process the original input data. The PCA results of the input data were used as the basis for dividing multiple sub-windows or subspaces. The machine learning method was used to automatically divide the sub-windows of the multi-model. At the same time, the PCA results were also used to determine the main input variables in sub-windows, and the sub-models were established by multivariable linear regression. The parameters and structure of the obtained model were different in the different sub-windows, increasing the diversity of the model. Compared with the sub-models established by the principal component regression method, the former method has higher accuracy and can better reflect the actual operation of non-linear objects.
II. PCA AND SUB-WINDOW DIVISION A. PCA
PCA is an effective tool for data dimension compression. Its purpose is to simplify statistical data and reveal the relationship between variables. PCA can be used in linear regression [18] , which can deal well with the linear relationship between input variables and output variables. In addition, PCA is based on the original data space. It reduces the dimensions of the original data space by constructing a group of new latent variables. Then it extracts the main variation information from the new mapping space and extracts the statistical features, therefore, the new solution to the spatial characteristics of the original data can be constructed.
The variables in the new mapping space are composed of linear combinations of original data variables. Thus, this method greatly reduces the dimensions of the projection space. Moreover, the statistical eigenvectors in the projection space are orthogonal to each other, thus, the correlation between variables is eliminated, and the complexity of the original process characteristic analysis is simplified.
Let X be an n × m data matrix, where each column corresponds to a variable and each row corresponds to a sample. Matrix X can be decomposed into the sum of the cross products of m vectors. X can be expressed as follows:
where t i ∈ R n is the score vector, p i ∈ R m is the load vector and P is the load matrix. The score vector of X is also called the principal component of X .
If some minor factors are ignored and only the first a principal elements are retained, while the neglected part is considered as a residual item, then the expression of X can be expressed as follows:
Process data can be reconstructed with a few principal components. The estimate of X (denoted byXX ) is defined as follows:X
P a is the matrix composed of the first a vectors of the load matrix. By calculating statistics T 2 , multiple principal components can be monitored simultaneously. For the process variable vector X i at time i, the statistic T 2 is as follows:
where t i is the ith row of the matrix T a , which is composed of a principal component score vectors and constitutes the principal component model, while λ is the diagonal matrix composed of the corresponding characteristic values of the first a diagonal matrix. If the contribution of each process variable to the statistics T 2 is calculated and plotted into histograms, then, the contribution graphs can be obtained by [24] :
where x i is the ith observation vector, P * i are the PC loadings, and * is the covariance matrix for PC scores.
The contribution graphs can be used to analyze the contribution of each process variable to the statistic T 2 , and determine the main independent variables that cause process changes. Fig. 1 shows the flow chart of PCA.
(1) In order to avoid the influence of different dimensions of variables, centralization and variance normalization are applied to the input matrix X .
x ij is the element in the input matrix,x j is the mean value of the elements in the jth column of the input matrix, σ ij is covariance.
(2) Next, find the covariance matrix, and then prove that the covariance matrix is positive definite. (3) Find the eigenvalues of the covariance matrix, and arrange them in descending order. Then, the corresponding eigenvectors are calculated respectively. (4) Then, find the principal component sub-space information matrix. One of the great advantages of PCA technology is that there is no parameter restriction. In the calculation process of PCA, there is no need to set parameters artificially or interfere with the calculation based on any empirical model. The final result is related only to data and is independent of the users. However, this is a disadvantage at the same time.
In particular, if the user has some prior knowledge of the object and grasps some characteristics of the data, but cannot intervene in the processing process through parameterization or other methods, it may be far from the expected results in a low-efficiency way.
In this paper, the number of principal components in the sub-space was determined by the combination of the cumulative contribution rate of principal components [22] , [23] and the predicted residual sum of squares (PRESS) test.
The cumulative variance contribution rate of the ith principal component is as follows:
CONT i is called the cumulative variance contribution rate of the first a principal components.
The PRESS statistic is defined as follows:
It can reflect the optimal division of the principal component space and the residual space.
B. SUB-WINDOW DIVISION BASED ON PC
At present, the most effective method of sub-window division (condition division) is the Gauss mixture model (GMM) [15] , [16] and fuzzy clustering. The first takes the historical data as training samples, estimates the maximum likelihood distribution parameters by the expectation maximization algorithm, and chooses the number of Gauss components by Bayesian Yin Yang to establish the Gauss mixture model. Through filtering of the Gauss mixture model, the training samples are classified into K clusters, each of which is a Gauss component, as a typical case. The fuzzy clustering method is used to divide the sample data into K clusters, it chooses the appropriate Gauss kernel function, calculates the parameters of the kernel width, performs least squares support vector regression for each cluster, and obtains K submodels, which are synthesized into multi-model outputs in a specific way.
In the present study, PCA and model accuracy verification were used to divide the sub-space. The number of principal components was determined by the cumulative contribution rate of the principal components and the PRESS method. The obtained results of the time span in the different sub-spaces were different based on PCA. The specific steps are as follows:
Step 1: According to the time span of the analyzed historical data, choose a relatively small initial time span, denoted by t init .
Step 2: Analyze the data in each time interval by PCA, calculate the cumulative contribution rate of the principal components and the PRESS statistics, and, if the results of PCA in adjacent intervals are similar, merge the time intervals.
Step 3: Identify and model the data in the processing time interval, get the sub-window models, and then obtain the whole model of the system.
Step 4: Verify the accuracy of the model using validation data. Firstly, preprocess the data by using PCA. Then, verify the accuracy of the sub-models. If the accuracy of the submodels does not meet the requirements, it shows that the time interval division of Step 2 is unreasonable, which indicates that the chosen initial time span t init is inappropriate. Consequently, reduce the initial time span and return to Step 2. Instead, the number of sub-windows can be reduced by increasing the initial time span.
III. MATHEMATICAL SUB-WINDOW MODEL
For the modeling method in the sub window, the parameter learning method and non parameter learning method in machine learning can be selected. The parameter learning method includes linear regression, non parameter learning method includes local weighted regression, etc. Local weighted learning has been proved to be a good way to deal with nonlinear problems [25] , [26] . Because the data in the sub window has obvious linear characteristics, the parameter learning method is preferred.
A. SUB-WINDOW MODELS BASED ON VARIABLE CONTRIBUTION GRAPHS
The input data are analyzed by PCA. The number of principal components is determined by combining the cumulative contribution rate of the principal components [22] , [23] and the results of the PRESS test. The variable contribution graphs of each input data are calculated separately in order to identify which types of main input data result in process variable changes.
Commonly used variable contribution graphs include residual contribution graphs (Q contribution graphs), principal component score contribution graphs (T 2 contribution graphs), FDA contribution graph, etc. They are used to describe the contribution rates of process variables to various statistics, and to further identify which types of input data play a major role. Afterwards, the intelligent identification method is used to establish the regression model of the object in the sub-window.
B. PRINCIPAL COMPONENT REGRESSION METHOD
According to the PCA results in the sub-window, the linear regression relationship between the first k principal components and the dependent variables is established, which is called principal component regression.
The criterion for determining the principal component regression coefficient a is defined as follows:
The least square solution of the principal regression coefficient vector a is expressed as follows:
where a = [a 1 , a 2 , . . . , a k ] T
The output of the regression model is 
Principal component regression is a satisfactory way to solve the correlation problems of independent variables. However, in the process of dimension reduction of the input independent variables, it does not take into consideration the relationship between independent variables and dependent variables. Thus, the reduced dimensionality space that it chooses may not be optimal for the output of regression model. The deletion of minor principal components with lower variance may be beneficial to the output of the regression model.
IV. BED TEMPERATURE OBJECT OF CFB
The bed temperature is an important parameter in the combustion control system of CFB boilers. According to the actual operation of the boiler, the best bed temperature which can effectively remove and reduce the discharge is about 850-900 • . On the one hand, low bed temperatures will not only reduce the combustion efficiency of the boiler, but will also make the operation of the boiler unstable and lead easily to flameout. On the other hand, excessive bed temperatures will lead to the decrease of the desulfurization efficiency, increase the SO 2 and NO x emissions, and cause a coking problem, so that the materials cannot circulate during burning. To summarize, the bed temperature affects the safety and economy of the whole boiler operation and at the same time, it affects the environmental effect of boiler operation [27] .
The bed temperature is affected by many factors, including bed thickness, coal quality, air volume, material circulation, coal feed rate, and load variation. The main factors are the coal feed rate, the air volume, and the material circulation.
The boiler of a CFB unit is sub-critical and characterized by primary intermediate reheating, single drum natural circulation, and balanced ventilation. Considering the influence of bed temperature and field measurable variables, four influence factors, i.e. primary air volume, secondary air volume, coal feed rate, and fluidized air volume, were selected as the data to be preprocessed. These five parameters were collected in the field, the sampling period was set to 5 seconds, and the sampling points were about 3600. The operation curves of the 5 main parameters are shown in Fig. 3 . 
V. MULTI-MODEL OF CFB BOILER BASED ON PCA A. SUB-WINDOW DIVISION BASED ON PC
According to the method described in Section 1.2, the whole historical data can be optimized and analyzed by PCA. According to the different selected principal components, the whole historical data obtained in Part 3 can be rolled into four sub-windows. The relevant statistical information of the different sub-windows is shown in Table 1 and the PCA results are shown in Fig. 4 .
From the data in Table 1 , it can be seen that the more the principal components selected in different windows, the lower the PRESS statistics. This is related to the data characteristics and the purpose of data application. When used in modeling and regression analysis, it is obvious that the more the data, the smaller the error. Therefore, the number of principal components in the different windows was unified to 4.
The histograms in Fig. 4 illustrate the principal component contribution rates in the different sub-windows. As it can be seen in Fig. 4 , the cumulative contribution rates of the first and second principal components exceeded 95%. If the PC data were used as input data in the sub-windows to perform linear regression, the four variables of primary air volume, secondary air volume, coal feed rate, and fluidized air volume could be reduced to 1 or 2 principal component(s). This would reduce the amount of data and the linear correlation between data.
B. SUB-WINDOW MODEL ESTABLISHMENT
The multivariable regression models in different sub-windows were established by the two aforementioned methods, i.e., variable contribution plot and principal component regression. Without considering the noise, the multivariate linear regression models in the different sub-windows were established as follows.
C. MULTIVARIATE LINEAR REGRESSION MODELS BASED ON VARIABLE CONTRIBUTION PLOTS
The contributions of the process variables to statistic T 2 in the six sub-windows were calculated and the results were plotted into histograms. The process variables numbered 1, 2, 3, and 4 represented the primary air volume, the coal feed rate, the secondary air volume, and the fluidized air volume, respectively. According to the analysis results of the contribution plots, in the first sub-window, the secondary air volume and coal feed rate contribute significantly to statistic T 2 . The main process variables in the second sub-window are the primary air volume, the coal feed rate, the secondary air volume, and the fluidized air volume. The main process variables in the third sub-window are the coal feed rate and the secondary air volume. The main process variables in the fourth sub-window are the primary air volume, the coal feed rate, the secondary air volume, and the fluidized air volume. The main process variables in the fifth sub-window are the primary air volume, the coal feed rate, the secondary air volume, and the fluidized air volume. The main process variables in the sixth sub-window are the coal feed rate, the primary air volume, and the secondary air volume. These variables were taken respectively as input variables of models in the different subwindows.
Multivariate linear regression analysis was carried out in the different sub-windows. The first 80% of the input and output data were selected as training data, and the last 20% as test data. The accuracy of the model was evaluated by the determinant coefficient R 2 .
The predicted results are shown in Fig. 6 and Table 3 .
D. PRINCIPAL COMPONENT REGRESSION MATHEMATICAL MODEL
According to the previous method, take the principal component data as input, the multiple regression linear models in six sub-windows are established. The first 80% data are still used to predict the regression coefficients, and the last 20% data are used to verify the predicted results. The results are shown in Fig. 7 and Tab. 4.
E. COMPARISON AND ANALYSIS
The results and conclusions of the above two sections were compared and analyzed. Using the results of PCA as the basis for dividing multi-model sub-windows is very effective way for the linearization of complex non-linear processes. The time span division of sub-windows is no longer based on experience alone, but can be more accurately divided by using the data analysis results. In the different sub-windows, the principal component data can replace the original input data in order to establish a multivariate linear regression model. Using the analysis method of the variable contribution plots, the process variables, which have great influence on process changes in the sub-windows, can be selected from multiple uncertain input data. In addition, the accuracy of the multivariate linear regression can be still guaranteed, even better than the results of principal component linear regression. 
VI. CONCLUSION
The problem of identification and modeling of nonlinear systems has always been a hotspot and a difficulty in the industrial field. The process complexity makes the mechanism modeling very difficult. Modeling techniques based on historical data can provide high-precision models with the help of neural networks, wavelet transform, support vector machine, and other algorithms. However, the external conditions that affect the controlled object are various, which greatly influence the generalization ability of the model. However, the external conditions that affect the controlled objects are various, and the generalization ability of the models is greatly affected. This study focused on how to divide the time span of sub-windows more reasonably. The principal component analysis method was used as the theoretical basis for dividing the time span of sub-windows, which improved the generalization ability of the model. In the subwindow, the principal component linear regression and the multivariate linear regression based on the variable contribution plot were compared. It was found that both methods can achieve high accuracy, however the latter was superior to the former in some respects. In brief, the modeling process and method have a certain promotion application value. 
