This paper demonstrates a speaker identification system based on recurrent neural networks trained with the Real-time Recurrent Learning algorithm (RTRL). A series of speaker identification experiments based on isolated digits has been conducted. The database contains four utterances of ten digits spoken by ten speakers over a period of nine months. The results suggest that recurrent networks can encode static and dynamic features of speech signals. They also show that the proposed system outperforms the traditional speaker identification systems in which Backpropagation networks are used. However, this paper demonstrates experimentally that the outputs of the RTRL networks are highly dependent on the initial portion of the input sequences. Removing the first few vectors from the input sequences will lead to a substantial reduction in identification accuracy.
INTRODUCTION
Speaker recognition can be divided into speaker verification and speaker identification. The former is to verify whether an unknown voice matches with the voiced of the claimed identity. The later is to identify an unknown voice from a set of known voices. Speaker verification systems are mainly applied to security access control while speaker identification systems are mainly used in criminal investigation [1] .
Several researchers have attempted to use feedforward neural networks in speaker recognition. For example, Oglesby and Mason [2, 3] reported several speaker identification experiments based on Backpropagation networks. Mak et al. [4, 5] have compared the performance of Multi-layer Perceptrons and Radial Basis Function networks in a series of speaker identification experiments. They found that Radial Basis Function networks are more robust than Multi-layer Perceptrons in speaker identification.
Ambikairajah et al. [6] proposed a hybrid Multi-layer Perceptions (MLP)-Radial Basis Function (RBF) model for speaker verification. The weights of an MLP predictor are used as inputs to an RBF classifier. The hybrid model is designed to operate in the time domain alone without any time warping procedure. Therefore, pre-processing of input speech signals is unnecessary. Ambikairajah et al. demonstrated that the hybrid MLP-RBF model is reliable and robust. Recently, Farrell et al. [7] evaluated various classifiers for text-independent speaker recognition and a new classifier called the Modified Neural Tree Network (MNTN) was proposed. The MNTN is a hierarchical classifier that combines the characteristics of decision trees and feedforward networks. The classifiers were evaluated on a subset of the TIMIT database consisting of 38 speakers. Farrell et al. found that the performance of the MNTN is better than that of the full-search VQ classifiers.
The approaches mentioned above are mainly based on feedforward networks. Therefore, the dynamic characteristics of speech signals, which may contain speaker dependent information, are ignored. Previous researches [8, 9] have shown that dynamic features can improve the performance of automatic speaker recognition systems. The dynamic features are usually extracted from a sequence of feature vectors using either temporal differencing or regression analysis. The dynamic features are appended to the static features to form the combined feature vectors. The pattern classifier treats the combined feature vectors as independent static patterns. However, long-term dependency of the speech data is ignored. This is because simple differencing produces a pointwise estimation of the rate of change of features, whereas the regression approach gives an average instantaneous gradient only.
To incorporate long-term temporal information, this paper proposes an identification system based on recurrent networks. The recurrent networks inherit the mapping capability of feedforward networks and, at the same time, capture the dynamic features of speech signals. We can note that the extraction of dynamic features becomes the task of the pattern classifier rather than the pre-processor.
RECURRENT NETWORK APPROACH
Feedforward networks have difficulty in modeling temporal signals or dynamic systems. This is because they require a buffer to hold the recent input samples. To model temporal signals or dynamic systems, several network architectures and learning algorithms incorporating feedback loops have been proposed. For example, William and Zipser [10] proposed the Realtime Recurrent Learning (RTRL) algorithm that can be run on-line so that learning occurs while the input sequence is presented. Therefore, it can deal with sequences of arbitrary length. The RTRL algorithm is used to train the recurrent networks in the current study. Hereafter, we denote the fully connected recurrent networks trained with the RTRL algorithm as RTRL networks.
An RTRL network (Fig. 1 ) comprises input nodes, processing nodes, feedforward and recurrent connections. Some of the processing nodes are assigned as output nodes. The output of every processing node is connected to all processing nodes including itself, i.e., fully connected recurrent network. The output of a processing node at the current time step depends on the input signals and feedback signals in the previous time step. William and Zipser showed that this type of recurrent networks can be trained by updating their weights in every processing cycle, i.e., real-time learning.
Let the parameters of an RTRL network, as shown in Fig. 1 , be defined as follows:
x p (t) = signal applied to input node p at time step t. y k (t) = actual output of processing node k at time step t. d k (t) = target output of processing node k at time step t. s k (t) = activation of processing node k at time step t. w kp = weight connecting input node p to processing node k. v kq = weight connecting processing node q to processing node k. Q = number of processing nodes. P = number of input nodes.
Since the activation of a processing node is the weighted sum of the current input and feedback signals, we have where w k,P+1 is the bias and x P+1 =1.
The output of the processing node k at the next time step is
where f k (⋅) is a sigmoid function.
Denote T(t) as the set of indices such that the processing nodes have target values (teachers) at time step t, and let e k (t) be the instantaneous error between the target output and the actual output of processing node k. We have
Hence, the total instantaneous squared error at time step t is
( )
The weights are updated according to the gradient descent rules
and
where α is the learning rate.
By using (1) and (2), we obtain
Equations (1) to (9) completely define the RTRL algorithm.
RTRL networks are particularly suitable for (1) input/output sequence association, (2) sequence generation, and (3) sequence recognition. RTRL networks have been successfully applied to process control [11] and channel equalization [12] . These researches demonstrate that the internal states of the RTRL networks encode the dynamic characteristics of input sequences.
EXPERIMENTS AND RESULTS

Speech Database and Feature Vectors
The speech database consists of four utterances of ten digits ('0' to '9') spoken by ten speakers (five male and five female). The data were collected in an ordinary office environment over a period of nine months. For each utterance, the analogy speech signals went through the following steps to obtain a sequence of 12-th order Cepstrum coefficients.
1) The speech signals were band limited by a 50 Hz to 3.5 kHz bandpass filter.
2) The filtered speech signals were sampled at 8 kHz by a 14-bit A/D converter.
3) The silent portions were removed manually using a waveform editor.
4) The resulting speech signals were pre-emphasized by a filter with transfer function H(z)=1-0.95z -1 . A Hamming window with a window length of 28 ms was applied. For each frame, the window advanced 14 ms. 5) LPC analysis was performed on each frame and a sequence of 12-th order Cepstral vectors was obtained.
The sequences of Cepstral vectors, derived from all of the utterances of all speakers, form the feature vectors for the RTRL networks.
Speaker Identification System
Fig . 2 shows the proposed identification system. The system contains as many modules as the number of speakers. Each module is an RTRL network modeling the characteristics of a single speaker. For a system with ten speakers, there will be ten RTRL networks. Each network was trained in such a way that it will produce an increasing output when a sequence of Cepstral vectors associated with that speaker is applied; otherwise, it will produce a decreasing output.
There are several reasons behind this modular approach and a recent study [13] has explained and demonstrated its advantages. Firstly, it is easier to learn simple problems separately than to learn a sophisticated problem that constitutes several simple problems. Secondly, the chance that the network converges to the optimum solution is higher because the output of each individual network will not interfere each other.
Identification Experiments and Performance Evaluation
The identification experiments are text-dependent in the sense that the training set and test set use the same context. However, the proposed system was tested by presenting isolated digit sequences and the system may not be able to know the digit sequences in advance. Therefore, the task tackled by the proposed system is more difficult than that of the traditional text-dependent systems where the contexts of the digit sequences are important for identification.
Each RTRL network was trained independently with sequences of 12-th order Cepstral vectors derived from the first and second utterances of ten digits spoken by ten speakers. These vectors form the training set. The test set was derived from the third and fourth utterances of the ten digits spoken by the same speakers. Where the training vectors were derived from the speaker associated with the network to be trained, an increasing ramp target function was applied. Otherwise, a decreasing ramp target function was applied (see Fig. 1 (10) where t n =1,...,N n , and N n is the number of Cepstral vectors in the n-th spoken digit.
For each network, the number of processing nodes 1 , Q, and the learning rate, α, were set to 12 and 0.05, respectively. Each network was trained until the mean squared error between the target output and actual output no longer decrease or 200 epochs have been reached. In this study, one epoch is defined as the presentation of all Cepstral vectors in the training set. During the learning process, the learning rate was reduced by 10% if the error ceases to decrease for 10 epochs. It was found that the mean squared error can be further reduced by decreasing the learning rate during the learning process. The idea is that we can locate the valley of the error surface quickly by using a large learning rate during the initial learning phase. However, when approaching the minimum of the error surface, a small learning rate is used to prevent the weight vector from oscillating above the point of minimum. Fig. 3 shows the target output and actual output when the third utterances of the digit 'three' (spoken by ten speakers) were presented to a network modeling speaker '1'. The results show that the actual output follows the target output. Therefore, for each test digit, only one out of ten networks will produce an increasing output, while all the other networks will produce a decreasing output. In Fig. 4 , ten sequences of the digit 'four', spoken by ten different speakers, were presented to the ten RTRL networks. For each speaker indicated in the 'Cepstral sequence from' axis, a sequence of Cepstral vectors was presented to the ten networks. The 'Network output' axis indicates the output of each network subjected to these sequences. Fig. 4 demonstrates that, for each digit, only the network associated with the speaker who speaks that digit produces an increasing output. Therefore, the speaker can be identified correctly with high confidence.
When an unknown Cepstral sequence is applied to the system, the slope of the actual output produced by each network is evaluated using first-order linear regression. We can, therefore, identify an unknown speaker by selecting the network with the largest slope.
In the identification experiment, m (m≤10) randomly selected digits were fed to each RTRL network successively. The classification is correct if the network that gives the largest slope is the speaker's own network. The process was repeated for all possible combinations of the m digits out of 10 digits. By averaging the number of correct classifications, the identification accuracy, I a (m), is obtained. Therefore, we have
⋅ Number of correct classifications 10 100%. (11) Moreover, the identification confidence, I c (m), is defined as the average difference between the two largest slopes among the ten networks when m randomly selected digits are applied. The higher the identification confidence, the more confident that the system identifies the speaker correctly. Table 1 shows the identification accuracy and identification confidence for varies number of random digits per test. Table 1 demonstrates that the identification accuracy grows as the number of digits per test increases. This is because the duration of the speech segments used in each test increases with the number of digits. However, there is no improvement in identification confidence when longer speech segments were used. Moreover, the identification confidences for the test set are significantly less than that of the training set. Table 2 compares the performance of the RTRL based system with that of the traditional one [4, 5] in which feedforward networks were used. The number of random digits per test was set to five in both cases, i.e., m=5. Both systems used the same training set and test set. Therefore, direct comparison is possible. Table 2 shows that the RTRL networks outperform the Backpropagation (BP) networks in terms of identification accuracy, but their performance is slightly poorer than that of the Radial Basis Function (RBF) networks. Another interesting point is that, for the given task, the number of free parameters (weights) of the RTRL networks is far less than that of the BP and RBF networks. This implies that the architecture of the RTRL networks enables them to encode the static and dynamic speaker characteristics with smaller number of weights.
Sensitivity of RTRL Networks
As the RTRL networks learn the temporal structure of the sequence rather than the individual vectors, their output trajectory will depend on the initial portion of the sequence. In order words, if the initial portion of a sequence contains several vectors that are not useful for the task to be tackled, the output trajectory may deviate from the target trajectory significantly. The following experiments demonstrate this phenomenon.
A spoken digit '6' was segmented manually such that there is a 30 ms of silent interval before the start of the speech signals. A Cepstral sequence was derived by using the method described in section 3.1. The initial vector of the sequence was removed. This is equivalent to removing 14 ms of speech signals because the Hamming window advanced 14 ms for each frame. The resulting sequence was fed to an RTRL network that modeled the speaker who spoke the digit, and the slope of the output was recorded. Then, another initial vector of the sequence was removed and the process repeated. Ideally, the slope of the output trajectory is positive irrespective of the length of the silence interval. Fig. 5 illustrates the variations of the slope with respect to the duration of the speech signals to be removed. The results show that the slope attains the maximum after 28 ms (2 frames) of speech signals has been removed. This corresponds approximately to the beginning point of the phoneme /s/ in the digit six. Therefore, the output trajectory depends on the duration of the silence interval preceding the speech signals. To verify the impact of this beginning point sensitivity on the speaker identification system, the above experiment was extended to ten networks and the whole test set was used. A Speaker identification experiment as described in section 3.3 was conducted. However, the identification accuracy was recorded when the number of removed vectors in each Cepstral sequence was increased from zero to five. The results presented in Table 3 were obtained by using five random digits per test. Table 3 indicates that the identification accuracy decreases significantly after two initial vectors have been removed. As mentioned in section 3.1 the Cepstral sequences in the test set were derived from handsegmented speech signals with all silent regions removed. Therefore, removing any vectors from the sequences is equivalent to removing the vectors that are significant for the networks to produce the correct output trajectories.
The implication of these experiments is that we must segment the speech signals carefully, or the automatic segmentation unit must be very accurate. This is one of the disadvantages of using RTRL networks in speaker identification. Another disadvantage is that the run-time complexity of RTRL networks is O(n 4 ), where n is the number of processing nodes. Therefore, the training time extends substantially as the number of speakers increases.
CONCLUSION
A series of speaker identification experiments, using isolated digits as training set and test set, has been conducted. The results indicate that recurrent neural networks trained with the Real-time Recurrent Learning (RTRL) algorithm outperform the traditional neural based speaker identification systems in which Backpropagation (BP) networks were used. The identification accuracy based on five test digits is 94.4% for RTRL networks while it is 73.5% for BP networks. However, the identification accuracy of the RTRL networks is slightly poorer than that of the Radial Basis Function networks (94.4% vs. 96.9%). Moreover, it is found that the RTRL networks are very sensitive to the initial portion of the input sequences. Removing some significant vectors in the sequences or adding some irrelevant vectors at the beginning of the sequences may cause incorrect output trajectories. Cepstral sequences derived from the digit 'four' spoken by ten speakers.
ACKNOWLEDGMENT
