Abstract. The capillary system is modelled by a fractal graph attached to a blood vessel. It is supplied with differential equations obtained from threedimensional model by the dimension-reduction procedure. The geometry and physical parameters of this system are described by a finite number of scaling parameters which allows for system to have self-reproducing solutions, solutions which are determined by theirs values on a certain finite piece of the fractal graph and are continued on the remaining part by using these scaling factors. We describe all self-reproducing solutions and, as a result we obtain a connection between the pressure and the flux at the junction point between the capillary system and blood vessel. This connection gives an artificial boundary condition at the junction in the blood vessel and allows to solve the problem for the flow in the blood vessel without solving it in the capillary system.
Introduction
Both, natural and artificial, objects often involve fractal structures in which elements are repeated iteratively with simultaneous scaling in one or more directions. In this paper we study fractal graphs that can serve as models of capillary blood systems in animal or human bodies as well as vegetative systems in land-plants and their leaves (see Fig.1 ).
Figure 1: An oak and capillaries
Our model is described by a graph G (see Fig.2 ) equipped with a differential equation on every edge e, namely − ∂ ξ (H(ξ)∂ ξ w(ξ)) + B(ξ)w(ξ) = 0, ξ ∈ e,
where ξ is the arc length on the edge e. At the vertices the continuity conditions together with the classic Kirchhoff transmission conditions are stated. This problem on the graph corresponds to a one-dimensional model of fluid flow in a system of three-dimensional thin channels with the limiting geometry G and boundary conditions on the lateral surface describing fluid percolation through the wall of the channel, see Appendix. Here, w is unknown distribution of the hydrodynamic pressure along a thin channel axis, H(ξ) > 0 and B(ξ) are given smooth real-valued functions describing the throughput capacity of the inferred cross-section ω(ξ) of the channel and the total flux through the wall ∂ω(ξ) at the point ξ ∈ e, respectively. Reynolds type equation (1) is suitable to model steady flows in a thin pipe of both, an ideal liquid (the Neumann problem for the three-dimensional Laplace equation) and a viscous incompressible fluid (the spatial Navier-Stokes equations with the Robin boundary condition). In the first case the coefficient H(ξ) is proportional to the area of the cross-section and in the second one to the tortional rigidity of ω(ξ), see Appendix.
The coefficient B(ξ) is related to the outgoing (negative value) and incoming (positive value) flux through the wall of the channel. Both values, negative and positive, have physical meaning. Indeed, if a vital wall is served to lead blood or succus out from the vessel, the outflow through ∂ω(ξ) is proportional to the pressure w(ξ) at the point ξ that results in the term B(ξ)w(ξ) with B(ξ) < 0, where B(ξ) is the total flux. In contrast, if an abiotic wall is porous or damaged with microcracks, the interior pressure w(ξ) enlarges permeability of the wall and, for a saturated surrounding medium, the total input B(ξ)w(ξ) with B(ξ) > 0 must be taken into account in equation (1) . We emphasize that sign of B in (1) is in agreement with minus in (1) as depicted in Fig.3 under the assumption H = const.
In order to present our model we begin with a connected graph G and outputs W 1 , . . . , W J . The construction of fractal graph G together with corresponding differential equations on its edges is given in Sect.2.2. Here we introduce the first step in this construction. Let l j ∈ (0, 1) and k j ∈ (0, 1), j = 1, . . . , J, be factors corresponding to scaling of edges and "crosssections" in three-dimensional model, respectively, see Appendix for detail. We start from the graph G 0 and attach the input of the graph l j G 0 to the j-th output of G 0 . The coefficients H j e and B j e for each edge e of the graph l j G 0 are defined by
It is clear that if w is a solution to (1) with the continuity and Kirchhoff transmission conditions at the interior vertices of G 0 then
is a solution of corresponding problem on l j G 0 for arbitrary constants m j . In such structure we search for self-reproducing solutions only, i.e. solutions of the form (3), which are continuous at the attachment points and moreover the Kirchhoff transmission condition must be satisfied there. This leads to the following equations for m j :
where
, and
is the flux at the vertex W j , where the derivative is taken outwards at F 1 , . . . , F J and inwards at F 0 with respect to the graph G 0 . If we denote by F j (1, m), m = (m 1 , . . . , m J ), the flux F j (w), where the solution w satisfies the Dirichlet boundary conditions: w(W 0 ) = 1 and w(W j ) = m j , j = 1, . . . , J, then systems (4) and (5) can be written as one system
These are the key relations for finding of m. When m is found we obtain the following connection between the Dirichlet and Neumann boundary conditions at the input W 0 for arbitrary self-reproducing solution with parameters k j , l j :
Most of computational schemes are difficult to implement for topologically complicatedly arranged graphs of fractal types, in particular, due to the necessity of constant reduction of the grid spacing or the size of the spline. However, many objects containing fractal fragments have common features: veins and arteries are involved in the movement of blood on a large scale to and from various parts of the body, whereas capillaries are involved in the local distribution of blood to cells and body tissue within a small volume. Similar methods of liquid distribution occur in tree systems.
Our goal is to replace the fractal branch attached to a "main" vessel by artificial boundary conditions (7) posed at the place of attachment. The main problem here is to find the parameter β(m) or equivalently m. It appears that this parameter can be found under reasonable assumptions on the fractal graph.
In what follows, we look for positive solution to the problem described above, so m j > 0. The case of m j < 0 corresponds to extraction of fluid out of the system. But this does not occur for vegetative and capillary systems. We also assume that m j < 1. Otherwise, our modelling system will have unlimited growth pressure in the channels that is in conflict with the normal functioning of the system and its viability.
Description of the fractal graph G together with the formulation of the problem is given in Sect. 2. Sect. 3 is devoted to the study of equation (6) . We split our analysis into three cases: (i) impermeable case (B = 0); (ii) permeable case (B ≥ 0); (iii) permeable case (B ≤ 0). Our study is based on the maximum principle. In the case (i) we show that equation (6) is uniquely solvable for all k j , l j satisfying
In the case (ii) the unique solvability is proved for all positive k j and l j . Finally, in the case (iii) a local solvability is proved outside a surface of codimension 1 and it is demonstrated that there is no global unique solvability. We present a derivation of one dimensional models from three-dimensional ones in the Appendix.
2 Formulation of the problem 2.1 Model problem on elementary cell G 0 Let G 0 = (V, E) be a connected graph in R 3 with vertexes V and edges E. We denote by W = {W j : j = 0, 1, . . . , J}, J ≥ 1, the vertexes which are attached only to one edge. All others are attached at least to two edges. We call the vertex W 0 input and the vertexes W j , j = 1, . . . , J, outputs. We represent each edge e ∈ E as a curve with corresponding vertexes as endpoints and we supply it with the natural parametrization ξ ∈ (0, L e ), where L e is the length of the curve. It is supposed that functions
and B e ∈ C[0, L e ] are given on each edge e ∈ E. It is assumed that there exists a positive constant c H such that
Let H 1 (G 0 ) be the set of real-valued functions w on G 0 , continuous on each edge and at the vertexes with the norm
, where w ′ is the derivative of w with respect to ξ. Let also H 1 0 (G 0 ) be the subspace in H 1 (G 0 ) consisting of functions equal zero at all points W j , j = 0, 1, . . . , J. In order to define a weak formulation of the problem which we are going to study, we introduce a bilinear form on H 1 (G 0 ):
Then we introduce the following Dirichlet problem:
satisfying the Dirichlet boundary conditions
One can use an equivalent strong formulation of problem (9), (10):
w is continuous at each vertex, the Kirchhoff conditions are valid at each vertex of V \ W and (10) is satisfied. We recall that the Kirchhoff condition at v ∈ V \ W is defined as
where the sum is taken over all e attached to the vertex v and the derivative is taken outwards with respect to the vertex v. For the solution of problem (9), (10) we denote by
the flux at the vertex W j , j = 0, 1, . . . , J, where the derivative is taken outwards with respect to the graph for F j , j = 1, . . . , J, and inwards for F 0 . Since the problem (9), (10) is linear, the functions F j are also linear with respect to (X 0 , X).
We always assume that
Then the problem (9) with the boundary conditions
has a unique solution. Let us show that this solution is positive. Then the form a = a t , which is obtained from a if B is replaced by tB, satisfies also (12). Therefore, one can define also the solution w t to (9) subject to the boundary conditions (13). One can readily check that w 0 = 1 and that w t continuously depends on t ∈ [0, 1]. Let us take the first t (we denote it by t 0 ) for which w t 0 has a zero at a certain point. Since this is the minimum, then the derivative is also zero at the same point. Due to uniqueness of solutions to the Cauchy problem the function vanishes on the whole edge containing this point together with vertexes-endpoints of the edge. Since zero is the minimum of the function then using the Kirchhoff boundary condition one can show that all fluxes at these vertexes are zero. Therefore, the function w t 0 vanishes at edges adjacent to these vertexes. Continuing this procedure, we obtain that w t 0 = 0 on G 0 . This contradiction (w(W 0 ) = 1) demonstrates that w t is a positive function on G 0 for all t ∈ [0, 1] and, in particular, for t = 1. In what follows we denote this function (w = w 1 ) by Q. It satisfies (9) together with boundary conditions (13) and Q is positive.
The following Green formulae will be used in the sequel:
where v, w ∈ H 1 (G 0 ) are solutions to (9) with the Dirichlet data (X 0 , X) and (Y 0 , Y) respectively. As a consequence, we get
Fractal graph G
In order to describe the fractal graph G we introduce numbers l j ∈ (0, 1), j = 1, . . . , J, and put
where J n = (j 1 , . . . , j n ), and j k may take values 1, . . . , J. We denote by W Jn 0 the input of G(J n ) and by W Jn j its outputs. Further, we identify the input W Jn 0 of the graph G(J n ) with the output W
. These graphs together with above identification give the fractal graph
To define the corresponding differential operators we introduce numbers k j ∈ (0, 1), j = 1, . . . , J, and on each edge e of the graph G(J n ) we define the functions
Note that fractal graph G consists of edges that are closed arcs. It can have cycles and occupies finite volume, since due to scaling factors l j ∈ (0, 1) the sizes of cells decrease as a geometrical progression.
We are looking for a solution to the model problem (9), (10) on G 0 which has self-reproducing structure on the whole fractal graph G. Namely, if w(ξ) is a solution to the problem (9), (10) on G 0 then
is a solution of the corresponding problem on the graph G(J n ) for arbitrary coefficients m j . This self-reproducing solution solves the problem on the whole graph G if the continuity and the Kirchhoff transmission conditions are satisfied at all attachment points. Thus we obtain the following equations for m j :
In what follows, the main role plays the solvability condition to equation (17) which determine parameters m j for given scaling factors l j and k j . Determination of m j gives one possibility to obtain the relation of the Dirichlet and Neumann data, i.e. the Robin boundary condition, at the input W 0 :
3 Existence and uniqueness
The case of impermeable walls
In this section we assume that B ≡ 0 and consider the mapping
Since these sets are given by linear inequalities both of them are convex and Ω ⊃ Ω (see Fig.5 ). Furthermore, let 1 = (1, . . . , 1) ∈ R J . Applying (14) to the function v = 1 corresponding to the Dirichlet data (1, 1) and observing that a(w, v) = 0 for arbitrary w in this case, we get
In what follows, we will use the following Maximum principle (B = 0). If v(ξ) = const is a solution to problem (9)-(10) with the Dirichlet data (X 0 , X) , then 
Let us show that m j < 1, j = 1, . . . , J for m ∈Ω. Indeed, denote by w a solution to (9)-(10) with the Dirichlet data (1, m). If max 1≤j≤J m j ≥ 1 then F j is positive at the corresponding output according to the maximum principle (the case m = 1 is excluded since F 0 = 0 onΩ, which contradicts to the definition ofΩ).
The Jacobian of the map F is denoted by
, where
Here δ j i is the Kronecker delta. Lemma 3.1. The Jacobian J (m) is invertible at any point m ∈Ω.
Proof It is sufficient to show that the equation
has only trivial solution h ∈ R J . Since
J admits a unique representation
where H satisfies F 0 (0, H) = 0 and λ is a real constant. Consider two cases. 1) λ = 0. Then (24) becomes
Applying (14) to the functions w = v, which solve (9) with the Dirichlet data (0, H), we conclude that
This implies that either
The first alternative is impossible because of equation (26) and inequality
If the second alternative is valid and a certain H j = 0 then the corresponding F j (0, H) must be zero which contradicts to (26). Thus H is zero.
2) λ = 0. Since the vector λ −1 h also satisfies (24), we can assume that λ = 1. Inserting (25) into (24) we get
The right-hand side of the last equation is positive. Let us find a condition for existence of a non-trivial solution to the system of equations
Due to the case 1) there is exactly one vector q ∈ R J such that
Applying (15) to the sum J j=1 F j (0, H)q j , we write the last equality as
which implies that
Here c is a nonzero constant and e k = {δ
and F 0 (0, e j ) = −F j (1, 0) due to the Green formula (15), we conclude that a solution to (29) with c = 1 is q = m. Thus equation (28) is solvable if and only if
Applying this compatibility condition to equation (27), we see that it has a solution if and only if
which is impossible due to 0 < m j < 1 and F 0 (1, m) < 0. The proof is completed.
Proof Let us show that F (m) = F (n) for certain m, n ∈Ω implies m = n. Assuming
taking the difference and putting h = m − n, we obtain
We represent h as (25), where H satisfies F 0 (0, H) = 0 and λ is a real constant.
Assume that λ = 0 or equivalently F 0 (0, h) = 0. Using the same argument as in Lemma 3.1, we show that the equation (31) has only trivial solution h = 0, hence m = n.
Suppose that F 0 (0, h) = 0 or equivalently λ = 0 in (25). Without loss of generality, we can assume that F 0 (0, h) < 0 otherwise we can deal with the difference n − m from the very beginning. Then
Substituting (25) into (31), we obtain
The right-hand side of the equation (32) is positive. The same considerations as in Lemma 3.1 show that (32) is not satisfied for all j = 1, . . . , J. The proof is completed. We put (see Fig.6 ) 
Proof.First, let us prove (i). We need two estimates. From (23), it follows that
Here we have used that F k (1, 1) = 0 and hence
Using the linearity of F k , we obtain that
where a = (a 1 , . . . , a J ). We observe that 0 ≤ a k ≤ 1 and a l = 1. Applying the maximum principle, we verify
and all the quantities F k (0, a) are uniformly bounded with respect to a by linearity of F k . Thus, we arrive at the first desired inequality
Assuming that min 1≤k≤J m k ≤ 1/2, we prove the second inequality
where c is a positive constant independent on F . Let minimum be attained at m l ≤ 1/2. Then it suffices to show that
Applying the maximum principle, we get
This together with boundedness of all F k yields (35). Due to Lemmas 3.1 and 3.2 the map
is open and by estimates (33) and (34) the map is proper.
We fix a small positive ε and introducê
Let also Ω ε be the interior ofΩ ε . We represent the boundary Γ ε ofΩ ε as
Then F (Γ 1 ε ) ⊂ ∂Ξ and due to estimates (33) and (34)
where c is a positive constant independent of ε. Consider connected components of R J \ F (Γ ε ). Due to the above-perfomed analysis of F (Γ j ε ), one of connected components contains the set F ∈ Ξ : |F | < c ε ,
Since the map is open, each connected component must belong to F (Ω ε ) or its intersection with the last set is empty. Thus we get that the set (37) lies in F (Ω ε ). Taking now ε → 0, we obtain
which proves (i).
Since the proper map F is a local homeomorphism, we arrive at (ii). Assertion (iii) follows from assertion (ii) and Lemmas 3.1, 3.2. The proof is completed.
The case of permeable walls, B ≥ 0
In this section we assume that B ≥ 0 and B is not identically zero. This guarantees that the form a(u, u) is positive definite on H 1 (G 0 ). We consider the map defined by (19), (20) on the setsΩ or Ω, see beginning of Sect.3.1. In our study an important role will be played by the following Maximum principle (B ≥ 0). Let v be a solution to the problem (9)-(10) with the Dirichlet data (X 0 , X) and let v be not identically constant. If
Moreover, if the maximum is attained at W k then F k < 0 when k = 1, . . . , J and F k > 0 when k = 0.
Similar assertion is valid for the minimum. (It suffices to apply the above principle to the function −v).
This principle is well known for second order elliptic partial differential equations, see [PW] , Th.6 and 7. The graph version is also well known and its proof is quite straightforward.
Let us examine the function Q introduced in Sect.2.1. Since Q is a positive function, the application of the maximum principle gives
Now, we show that
and
Indeed, let m belongs to the right-hand side of (40). Applying the maximum principle to the function w − Q, where w is the solution to (9) with the Dirichlet data (1, m), we conclude that w − Q is negative in G 0 \ {W 0 } (if max 1≤k≤J (w−Q)(W k ) ≥ 0 then the flux must be negative at the point, where this maximum is attained, but F k (w − Q) < 0) and hence
The last inequality shows that F 0 (1, m) is always positive onΩ, which implies also relation (40). Applying (15) to the solutions w and Q, we arrive at
The analog of Lemma 3.1 runs as follows Lemma 3.3. Let B ≥ 0. The Jacobian J (m) is invertible at any point m ∈Ω.
Proof As in the case of Lemma 3.1, it is sufficient to show that equation (24) has only trivial solution h ∈ R J . We put
where H satisfies F 0 (0, H) = 0 and λ is a real constant. Consider two cases. 1) λ = 0. Then (24) becomes (26). Applying (14) to the functions w = v, which solve (9) with the Dirichlet data (0, H), we conclude that
This implies that either F j (0, H)H j > 0 for certain j or H = 0 due to positivity of the form a. The first alternative is impossible because of equation (26) and inequality F 0 (1, m) < 0. Thus H is zero.
2) λ = 0. Since the vector λ −1 h also satisfies (24), we can assume that λ = 1. Inserting (43) into (24) we get
The right-hand side of the last equation is positive. Reasoning as in the proof of Lemma 3.1, we show that equation (28) 
Since the left-hand side is positive, equation (44) has no solutions. Hence, the case λ = 0 does not occur, that completes the proof. Proof uses the same arguments as in Lemmas 3.2 and 3.3. Therefore we omit it here.
is a homeomorphism.
Proof. Let us prove (i). We note, that inequality (34) is valid when min 1≤k≤J m k ≤ 1/2. Since the proof is the same (with some evident changes), we omit it.
Due to Lemmas 3.3 and 3.4 the map (45) is open and by estimate (34) this map is proper. We fix a small positive ε and introducê
Let Ω ε be the interior ofΩ ε . We represent the boundary Γ ε ofΩ ε as
and due to estimate (34)
Consider connected components of R J \ F (Γ ε ). Due to the above-perfomed analysis of F (Γ j ε ), one of connected components contains the set
Since the map is open, each of connected components must belong to F (Ω ε ) or its intersection with this set is empty. Thus we get that the set (46) lies in F (Ω ε ). Sending now ε → 0, we obtain
Since the proper map F is a local homeomorphism, we arrive at (ii). Assertion (iii) follows from assertion (ii) and Lemmas 3.3, 3.4. The proof is completed.
The case of permeable walls, B ≤ 0
In this section we consider the case B ≤ 0 and B is not identically zero. We recall that our main assumption in this case is positive definiteness of the form a on all non-zero functions from H 1 (G 0 ) vanishing at W 0 , see Sect.2.1. This guarantees the existence of a positive solution Q to (9) satisfying the boundary conditions (13). From the equation for Q and the sign of B it follows that the derivative of the flux is non-negative (and somewhere positive) and hence F 0 (Q) > 0.
We will use the following maximum principle
Maximum principle (B ≤ 0). If w = Q is a solution to the problem (9)-(10) with the Dirichlet data (X 0 , X) , then
Similar assertion for second order elliptic partial differential equations is contained in [PW], Th.10. This is a graph version of that result.
We shall use the notationsΩ and Ω, introduced in Sect.3.2, for the case B ≤ 0. Using the maximum principle for the solution to (9) with the Dirichlet data (1, m) ∈Ω, we obtain m k < Q(W k ), k = 1, . . . , J, and w > 0 in G 0 .
Indeed, the positivity of w follows from (47). Since the function w/Q cannot attain maximum at the points W k , 1 ≤ k ≤ J (because the flux of w/Q is negative at W k ), we have that w/Q(W k ) < w/Q(W 0 ) = 1, which proves the first inequality in (48). 
Proof. It is sufficient to show that equation (24) has only trivial solutions h ∈ R J . Since F 0 (Q) > 0 every vector h can be represented as
where H satisfies F 0 (0, H) = 0, β = (β 1 , . . . , β J ), β k = Q(W k ) and λ is a real constant. Reapeating the proof of Lemma 3.1, one shows that equation (24) has only trivial solutions in the case λ = 0. Let λ = 0. Without loss of generality, we can assume that λ = 1. Then equation (24) takes the form Let us prove (50). Since m ∈ S, the left-hand side in (50) satisfies
Application of the maximum principle shows that the quantity F 0 (0, m − β) is negative and F 0 (0, e j ) is positive. This together with (48) proves the negativity of the right-hand side of (53). The proof is completed. We introduceΩ Proof. Let m, n ∈Ω + be such that m = n and
where κ 1 , . . . , κ J are positive constants. One of the numbers
must be negative, since their sum − (m j − n j ) 2 is negative. Let us assume that
The other case is considered literally in the same way. Taking the difference of quantities in (54), we get
Similar to Lemma (3.3), we apply the representation
where F 0 (0, H) = 0 and λ is a real number. Then (57) takes the form
where we used that F j (1, β) = 0, j = 1, . . . , J, and F 0 (0, H) = 0. Applying the second relation in (54), we transform (58) into 
The left-hand side in the last relation is equal to
The first term here is non-negative due to the definition ofΩ + and the second term is positive due to (56) and the inequality F 0 (0, n − β)>0, which follows from the maximum principle. This proves the assertion.
An example
Here we present an example of nonuniqueness of solution to problem (9), (10) in the case of B ≤ 0. Consider one-dimensional case, i.e. the graph G 0 has J = 1 output. Let B = −γ 2 ≤ 0 (γ is not identically zero) and H ≡ 1 in (11). We look for the solution w(ξ) to problem (9), (10) on the interval [0, 1] with the Dirichlet data (1, m). We have
where m ∈ (0, cosγ) and 0 < γ < If m → cosγ we have
This shows that the equation
has at least two solutions on (0, cosγ) for κ > min 0<m<cosγ F (m).
Appendix

The Reynolds equation for a viscous incompressible flow
In a thin tube with curved walls
we consider the Navier-Stokes equations
where u h and p h are a velocity vector and a pressure respectively, ∇ x = grad, ∇ x · = div, ∆ x = ∇ x · ∇ x is the Laplace operator. Notice that, by rescaling, length of the tube has been reduced to 1, equations (61), (62) are written in the dimensionless form and involve the Reynolds number Re which is compared with the small parameter h ∈ (0, 1] as follows:
Furthermore, ω(z) = κ z ω where ω is a domain in the plane R 2 ∋ η = (η 1 , η 2 ) bounded by a simple smooth closed contour ∂ω and κ z : R 2 → R 2 is a family of diffeomorphisms dependent smoothly on the longitudinal coordinate
At the lateral boundary Σ h = {x : η ∈ ∂ω(z), z ∈ (0, 1)}, we impose the no-slip condition u
and the percolation condition
n n h is a two-dimensional vector of tangential velocities, and ε = (ε jk ) is the shear stress tensor with components
The boundary condition (65) means that a percolation occurs through the wall Σ h and is proportional to the normal hydrodynamic force with the coefficient (positive or negative)
We are looking for an asymptotic solution of problem (61), (62), (64), (65) in the form
For the normal at Σ h we have the formula
where N = (N 1 , N 2 ) is the unit outward normal on the boundary of the domain ω(z) ⊂ R 2 while the component hN 0 reflects the variability of the tube cross-section ω h (z), see (72) below. Assuming the Reynolds number to be small that is ρ > 0 in (63), we insert (66)-(69) into (61),(62) and (64),(65). Then we collect coefficients of like powers of h and compose two problems −∆ η W (η, z) = −∂ z P (z), η ∈ ω(z), W (η, z) = 0, η ∈ ∂ω(z),
and −∆ η V (η, z) + ∇ η Q(η, z) = 0, η ∈ ω(z), −∇ η V (η, z) = ∂ z W (η, z), η ∈ ω(z), V N (η, z) = b(η, z)P (z) − N 0 (η, z)W (η, z), η ∈ ∂ω(z), V S (η, z) = 0, η ∈ ∂ω(z).
The solution of (70) is
where Ψ is the Prandtl function satisfying −∆ η Ψ(η, z) = 2, η ∈ ω(z), Ψ(η, z) = 0, η ∈ ∂ω(z).
Moreover, the formula
for differention of integrals with variable limits transforms a compatibility condition (the total flux vanishes) in the two-dimensional Stokes problem (71) into the ordinary differential equation of Reynolds type − ∂ z (H(z)∂ z P (z)) + B(z)P (z) = 0, z ∈ (0, 1)
(see, e.g., [3] for details). Here, 4H(z) is the torsion rigidity of the domain ω(z), see, e.g., [6] , and B(z) stands for the total percolation coefficient, namely
b(η, z)dS η .
(75) According to (68) and (72), (75), the flux through the cross-section ω h (z) of the tube is determined as At ρ = 0, the latter term must come to problem (70) that deprives the first limit problem of sense. In other words, to validate a linear one-dimensional model, one has either to assume ρ > 0 in (63), or to reduce negative exponents of the small parameter h in the asymptotic ansatzes (68) and (67). We also mention that an intensive enforced percolation may change asymptotic structures of a thin flow, cf. [4] .
The one-dimensional flow of an ideal liquid
Let now u h (x) be the velocity potential in an ideal liquid which satisfies the Laplace equation in thin curved tube (60)
as well as the boundary condition of Robin's type with the coefficient (66) on the lateral surface
