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Abstract
Spectrum expansion and a significant network densification are key elements in meeting the
ever increasing demands in data rates and traffic loads of future communication systems.
In this context, cognitive radio (CR) techniques, which sense and opportunistically use
spectrum resources, as well as beamforming methods, which increase spectral efficiency by
exploiting spatial dimensions, are particularly promising. Thus, the scope of this thesis
is to propose efficient downlink (DL) beamforming and power allocation schemes, in a
CR framework. The methods developed here, can be further applied to various practical
scenarios such as hierarchical multi-tier, heterogenous or dense networks. In this work, the
particular CR underlay paradigm is considered, according to which, secondary users (SUs)
opportunistically use the spectrum held by primary users (PUs), without disturbing the
operation of the latter. Developing beamforming algorithms, in this scenario, requires that
channel state information (CSI) from both SUs and PUs is required at the BS. Since in CR
networks PUs have typically limited or no cooperation with the SUs, we particularly focus
on designing beamforming schemes based on statistical CSI, which can be obtained with
limited or no feedback. To further meet the energy efficiency requirements, the proposed
beamforming designs aim to minimize the transmitted power at the BS, which serves SUs at
their desired Quality-of-Service (QoS), in form of Signal-to-interference-plus-noise (SINR),
while respecting the interference requirements of the primary network.
In the first stage, this problem is considered under the assumption of perfect CSI of both
SUs and PUs. The difficulty of this problem consists on one hand, in its non-convexity and,
on the other hand, in the fact that the beamformers are coupled in all constraints. State-
of-the-art approaches are based on convex approximations, given by semidefinite relaxation
(SDR) methods, and suffer from large computational complexity per iteration, as well as the
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drawback that optimal beamformers cannot always be retrieved from the obtained solutions.
The approach, proposed in this thesis, aims to overcome these limitations by exploiting the
structure of the problem. We show that the original downlink problem can be equivalently
represented in a so called ’virtual’ uplink domain (VUL), where the beamformers and powers
are allocated, such that uplink SINR constraints of the SUs are satisfied, while both SUs
and PUs transmit to the BS. The resulting VUL problem has a simpler structure than
the original formulation, as the beamformers are decoupled in the SINR constraints. This
allows us to develop algorithms, which solve the original problem, with significantly less
computational complexity than the state-of-the-art methods. The rigurous analysis of the
Lagrange duality, performed next, exposes scenarios, in which the equivalence between VUL
and DL problems can be theroretically proven and shows the relation between the obtained
powers in the VUL domain and the optimal Lagrange multipliers, corresponding to the
original problem.
We further use the duality results and the intuition of the VUL reformulation, in the
extended problem of joint admission control and beamforming. The aim of this is to find a
maximal set of SUs, which can be jointly served, as well as the corresponding beamforming
and power allocation. Our approach uses Lagrange duality, to detect infeasible cases and
the intuition of the VUL reformulation to decide upon the users, which have the largest
contribution to the infeasibiity of the problem. With these elements, we construct a deflation
based algorithm for the joint beamforming and admission control problem, which benefits
from low complexity, yet close to optimal perfomance. To make the method also suitable
for dense networks, with a large number of SUs and PUs, a cluster aided approach is
further proposed and consists in grouping users, based on their long term spatial signatures.
The information in the clusters serves as an initial indication of the SUs which cannot be
simultaneously served and the PUs which pose similar interference constraints to the BS.
Thus, the cluster information can be used to significantly reduce the dimension of the
problem in scenarios with large number of SUs and PUs, and this fact is further validated
by extensive simulations.
In the second part of this thesis, the practical case of imperfect covariance based CSI,
available at the transmitter, is considered. To account for the uncertainty in the chan-
nel knowledge, a worst case approach is taken, in which the SINR and the interference
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constraints are considered for all CSI mismatches in a predefined set One important factor,
which influences the performance of the worst case beamforming approach is a proper choice
of the the defined uncertainty set, to accurately model the possible uncertainties in the CSI.
In this thesis, we show that recently derived Riemannian distances are better suited to mea-
sure the mismatches in the statistical CSI than the commonly used Frobenius norms, as
they better capture the properties of the covariance matrices, than the latter. Therefore,
we formulate a novel worst case robust beamforming problem, in which the uncertainty set
is bounded based on these measures and for this, we derive a convex approximation, to
which a solution can be efficiently found in polynomial time. Theoretical and numerical re-
sults confirm the significantly better performance of our proposed methods, as compared to
the state-of-the-art methods, in which Frobenius norms are used to bound the mismatches.
The consistently better results of the designs utilizing Riemannian distances also manifest in
scenarios with large number of users, where admission control techniques must supplement
the beamforming design with imperfect CSI. Both benchmark methods as well as low com-
plexity techniques, developed in this thesis to solve this problem, show that designs based
on Riemannian distance outperform their competitors, in both required transmit power as
well as number of users, which can be simultaneously served.
vii
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Zusammenfassung
Die Erweiterung des genutzten Frequenzspektrums sowie eine erhebliche Verdichtung der
Mobilfunknetze in Sinne kleiner Zellen sind Schlu¨sselemente um die sta¨ndig wachsenden
Anspru¨chen an Datenraten und Datenvolumen in zuku¨nftigen Mobilfunknetzen zu erfu¨llen.
Besonders vielversprechende Techniken, um den zuvor gennannten Anspru¨chen gerecht zu
werden, bieten, zum einen Cognitive Radios (CR, deut. kognitive Funksysteme), welche
verfu¨gbare Frequenzba¨nder detektieren und opportunistisch belegen, und zum anderen das
Beamforming (deut. Strahlenformung), welches die spektrale Effizienz durch die Nutzung
von ra¨umlich selektiver Antenne-Abstrahlung erho¨hen. Vor diesem Hintergrund werden
in dieser Dissertation effiziente Verfahren der Beamformings und der Leistungszuteilung im
Rahmen von CR vorgestellt. Die in dieser Arbeit entwickelten Verfahren ko¨nnen auf zahlre-
iche weitere, praktische Szenarien angewandt werden, wie etwa den gemischten Betrieb ver-
schiedener Funknetzwerke, sowie heterogene oder dichte Funknetzwerke. Der Schwerpunkt
der Betrachtung liegt dabei auf dem ”Underlay”-Konzept fu¨r CR, demgema¨ß die fu¨r Primary
Users (PUs, deut. prima¨re Nutzer) zugewiesenen Frequenzba¨nder zusa¨tzlich von Secondary
Usern (SUs, sekunda¨re Nutzer) verwendet werden, ohne dass dabei die U¨bertragungsqualita¨t
der Ersteren beeintra¨chtigt wird. Eine Voraussetzung fu¨r den Beamformer-Entwurf in diesen
Szenarien ist die Verfu¨gbarkeit der Kanalzustandsinformation der SUs und PUs an der Ba-
sisstation (BS). Aufgrund der begrentzten oder nicht vorhandenen Kooperation zwischen
PUs und SUs, werden fu¨r die hier vorgestellten Verfahren statistische Kanalzustandsinfor-
mationen der PUs verwendet, die nur langsam mit der Zeit variieren und mit geringem
oder gar ohne Feedback an der BS bestimmt werden ko¨nnen. Um weiterhin eine hohe En-
ergieeffizienz zu gewa¨hrleisten, zielen die vorgestellten Verfahren auf eine Minimierung der
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Sendeleistung auf Seiten der BS ab, welche die SUs mit Bezug auf eine gewu¨nschte Dien-
stgu¨te bedient, wa¨hrend die an den PUs messbare Interferenz unterhalb eines vorgegebenen
Schwellwerts liegt.
In einem ersten Ansatz wird das Problem des Beamforming in CR zuna¨chst auf Basis
idealer Kanalkenntnis fu¨r die PUs und SUs betrachtet. Die Schwierigkeiten dieses Prob-
lems bestehen zum einen in der nicht-konvexen Formulierung des zugrundeliegenden Opti-
mierungsproblems und zum anderen in der Kopplung der Beamformer-Koeffizienten in allen
Nebenbedingungen. Verfahren auf dem aktuellen Stand der Technik verwenden daher eine
konvexe Approximationen in Form von Semidefiniter Relaxierung (SDR). Diese Methoden
leiden jedoch an einer erho¨hten Rechen-Komplexita¨t pro Iteration sowie der Einschra¨nkung,
dass sich die optimalen Beamformer-Koeffizienten nicht immer aus der Lo¨sung der SDR-
Formulierung ableiten lassen. Der in dieser Dissertation vorgestellte neue Ansatz zielt darauf
ab, diese Einschra¨nkungen durch Ausnutzung der Problemstruktur zu umgehen. Es wird
gezeigt, dass das urspru¨ngliche Problem fu¨r den Downlink (DL, deut. Abwa¨rtsstrecke) in ein
a¨quivalentes Problem in einem ”virtuellen” Uplink (VUL, deut. virtuelle Aufwa¨rtsstrecke)
Bereich dargestellt werden kann, in welchem die Beamformer-Koeffizienten und Sendeleis-
tungen so bestimmt werden, dass die U¨bertragungsqualita¨t der SUs im Uplink gewa¨hrleistet
ist, wa¨hrend sowohl PUs und SUs an die Basisstation senden. Das resultierende VUL-
Problem besitzt eine vereinfachte Struktur gegenu¨ber der urspru¨nglichen DL-Problem-
formulierung, in dem die Beamformer-Koeffizienten in allen Nebenbedingungen entkoppelt
sind. Dies ermo¨glicht die Entwicklung von Algorithmen, welche das urspru¨ngliche DL-
Problem, gegenu¨ber Methoden auf aktuellem Stand der Technik, mit deutlich reduzierter
Rechen-Komplexita¨t lo¨sen. Es folgt weiter eine ausfu¨hrliche Analyse der Lagrangeschen
Dualita¨tseigenschaften, in der die A¨quivalenz des VUL- und des DL-Problems fu¨r bes-
timmte Szenarien theoretisch nachgewiesen wird und eine Beziehung zwischen der Leis-
tungszuweisung im VUL-Bereich und den optimalen Lagrangeschen Multiplikatoren, welche
der Leistungszuweisung im DL-Bereich entsprechen, aufgewiesen wird.
Ferner werden die Ergebnisse der Dualita¨ts-Analyse und der Intuition der VUL For-
mulierung auf das erweiterte Problem der gleichzeitigen Teilnehmerauswahl und Beamformer-
Bestimmung angewendet. Ziel dieser Betrachtung ist es eine maximale Anzahl an aus-
gewa¨lten SUs bei minimaler Sendeleistung an der BS und begrenzten Interferenz-Bedingungen
x
bezu¨glich der PUs zu bedienen. In dem vorgestellten Ansatz, lassen sich unzula¨ssige
Fa¨lle, durch eine auf Lagrangescher Dualita¨t basierende Methode, effizient identifizieren.
Daru¨ber hinaus, werden anhand der Intuition der VUL-Formulierung, die Nutzer identi-
fiziert, welche den gro¨ßten Effekt auf die Unzula¨ssigkeit verursachen. Mit Hilfe dieser Kom-
ponenten wird ein auf Deflation basierenden Algorithmus fu¨r die gleichzeitige Teilnehmer-
auswahl und Beamformer-Bestimmung konstruiert, welcher ein geringe Rechen-Komplexita¨t
aufweist, gleichzeitig aber nahezu optimale Leistungsfa¨higkeit besitzt. Um das entwickelte
Verfahren zusa¨tzlich fu¨r dichte Netzwerke, mit einer Vielzahl von PUs und SUs, anwend-
bar zu machen, wird des Weiteren ein Ansatz zur Gruppierung von Nutzern anhand ihrer
ra¨umlichen Langzeitmerkmale vorgestellt. Die Informations innerhalb der einzelnen Grup-
pen dienen dabei zu einer ersten Feststellung welche SUs nicht gleichzeitig bedient werden
ko¨nnen und welche PUs gleichwertige Interferenz-Bedingungen besitzen. In Szenarien mit
einer Vielzahl an SUs und PUs ko¨nnen die Gruppeninformationen somit fu¨r eine deutliche
Reduzierung der Problemgro¨ße und der damit verbunden Rechen-Komplexita¨t genutzt wer-
den, was anhand umfangreicher Simulationen belegt wird.
Der praxisrelevante Fall von nicht idealen, statistischen Kanalkenntnissen auf der Sender-
seite wird im zweiten Teil der Dissertation betrachtet. Um Unsicherheiten in den Kanalin-
formationen zu beru¨cksichtigen wird ein “worst case” (deut. Extremfall)-Ansatz betrachtet,
in welchem die resultierende Dienstgu¨te und Interferenz fu¨r alle mo¨glichen Kanalinforma-
tionsfehler innerhalb einer zuvor definierten Menge betrachtet werden. Ein gewichtiger Fak-
tor, der die Leistungsfa¨higkeit von diesen Verfahren beeinflusst, ist, die geeignete Auswahl
des Models fu¨r die pra¨zise Beschreibung der vorhandenen Unsicherheiten in den Kanalzus-
tandsinformationen. In dieser Dissertation wird nachgewiesen, dass die ku¨rzlich hergeleit-
eten Riemannschen Distanzen besser zur Messung von Abweichungen der statistischen
Kanalzustandsinformationen geeignet sind als die sonst u¨bliche Frobenius-Norm, da sie,
gegenu¨ber den Letzteren, die Eigenschaften von Kovarianz-Matrizen besser darstellen. Da-
her wird in dieser Dissertation ein neuwertiges ”worst case”-robustes Beamforming Problem
definiert, in welchem die Menge der Unsicherheiten mit Hilfe der Riemannschen Distanzen
begrenzt wird, und daru¨ber hinaus eine konvexe Approximation hergeleitet, welche eine
Lo¨sung in Polynomialzeit erlaubt. Theoretische und numerische Ergebnisse besta¨tigen die
deutlich verbesserte Leistungsfa¨higkeit des vorgestellten Verfahrens gegenu¨ber Verfahren
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auf aktuellem Stand der Technik, in welchen die Frobenius-Norm zur Begrenzung der Un-
sicherheiten genutzt wird. Die durchgehend besseren Ergebnisse, des auf Riemannschen
Distanzen basierenden Verfahrens, zeigen sich auch in Szenarien mit einer Vielzahl von
Nutzern, in welchen der Beamformer-Entwurf mit nicht idealen Kanalzustandsinformatio-
nen durch eine Teilnehmerauswahl erweitert werden muss. Sowohl die rechenintensiven,
optimalen Verfahren als auch die heuristischen Verfahren mit geringer Rechen-Komplexita¨t,
welche jeweils in dieser Dissertation vorgestellt werden, zeigen, dass die auf Riemannschen
Distanzen basierenden Verfahren die Vergleichsverfahren sowohl bezu¨glich der beno¨tigten
Sendeleistung als auch bezu¨glich der Zahl der Nutzer, welche gleichzeitig bedient werden
ko¨nnen, u¨bertreffen.
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Chapter 1
Introduction
1.1 Background
The highly productive interplay between the semiconductor and communication research,
together with the innovative development of mobile devices and their applications have led
to an explosive demand in wireless services. Only last year, mobile data traffic has increased
by 69% and the compound anual growth is expected to be around 57% from 2014 to 2019
[1]. To respond to the exponential increase in connected devices and data traffic, ambitious
goals are envisioned for the future communication technologies, emerging under the keyword
“5G” [3]. However, in their evolution of the last two decades, the wireless services have
already undergone a paradigm shift from low rate low latency voice demands to high data
rate streaming applications with an increase in supported peak data rates of several orders
of magnitude. To sustain this, current technologies such as LTE and LTE-A are already
designed to operate close to the theoretical limits in their particular bandwidths, due to e.g.,
advances in coding, modulation and link adaptation [4]. To understand potential directions
in which this development is still possible, we first address some of the main challenges,
which must be overcome.
An essential factor to increase data rates is the ability of the network to efficiently uti-
lize larger bandwidths. Looking at the evolution of communication systems, the efforts,
carried out in the past years to operate over constantly increasing bandwiths can be clearly
1
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noted. Whereas 2G standards such as GSM were designed for chunks of 200 kHz of band-
width, current 4G LTE-A can operate over 20MHz over contiguous bandwidths and even
up to 100MHz, with carrier aggregation [5]. However, this dramatic increase in bandwidth
requirements together with the fixed frequency allocation, currently imposed by regula-
tors, has led to a situation where most spectrum below 3GHz, which has been regarded as
most valuable to mobile communications, due to its favourable propagation properties, is
already occupied. Therefore, future wireless systems must either find spectral opportunities
in already licensed bandwidths or explore the frequency bands above 3GHz.
Additionally, it is acknowledged that to achieve a significant capacity increase, a large
network densification is required. This can be accomplished by supplementing the tradi-
tional macrocell with small cell networks, which improve coverage and oﬄoad traffic. Het-
erogenous networks, consisting of femtocells and picocells, have already been well accepted
by industry [10], [11]. To benefit, however, from a dense deployment of small networks,
a rigurous interference management is needed. Techniques to achieve this, such as Inter-
ference alignment(IA) [12]-[15] and coordinate multipoint (CoMP) [17]-[21], are currently
receiving significant attention in the research community. The goal of the former technique
is to enable the simultaneous communication of multiple pairs of transmitters and receivers
over a common channel. This is achieved by allowing transitters to jointly design their
signals so that the interference at the receivers only occupies a portion of the signal space.
This technique was shown to exhibit remarkable properties in theory [13], however, in prac-
tice, significant challenges must be overcome, in order to fully benefit from it. Among these
are the low performance in low SNR regime, the stringent synchronization requirements of
all transmitters as well as the need for full knowledge of all instantaneous channels [16].
Similarly, in CoMP schemes, multiple base-stations (BS) form clusters and cooperatively
serve users [17]-[21], in order to achieve the desired performance metrics. Also, in the case
of CoMP, significant research is directed towards making these techniques applicable in
practice, e.g., by optimizing cooperation clusters [18], [21], limiting the feedback overhead
[20], and the amount of backhaul signaling [19]. Thus, even though significant progress in
improving these schemes is expected, it is unlikely that these techniques alone, will enable
the large network densification, envisioned by future standards.
Last but not least, the increasing concerns on the carbon footprint are pushing the need
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to actively consider energy efficiency aspects in the design of the future communication
systems. Even though currently contributing to only around 2% of the global carbon emis-
sion, the exponentially increasing energy consumption, makes this problem impossible to
be neglected [22]-[24].
A promising technology, which holds a potential solution to these challenges is cognitive
radio (CR). The concept of CR has been introduced by Mitola in [6], where a ‘flexible’ radio,
able to sense and adapt to the environment, was envisioned. This idea received immediate
interest in the research community, particularly motivated by measurement studies which
showed that, even though licensed, large amounts of spectrum are underutilized for large
amounts of time and in wide geographical areas [2]. Consequently, significant efforts have
been devoted to designing sensing algorithms, which are able to reliably discover available
spectrum opportunities [25].
Initially considered as a solution to reutilize TV bands [8], the CR framework has evolved
to encompass a variety of techniques, which enable an unlicensed secondary user (SU) or
base-station (BS) to ‘sense’ transmit opportunities in the spectrum allocated to a licensed
primary network (PN) and ‘underlay’, ‘overlay’ or ‘interweave’ its transmission with those
of the incumbent primary users (PUs) [9]. Specifically, these transmission techniques define
how the CR users utilize the spectrum of the PN, and differ in the amount of cooperation
between the CR and the primary networks, as well as in the strictness of the interference
protection the former must respect towards the latter. Thus, ‘interweave’ and ‘underlay’
schemes assume limited or no cooperation between the two networks, whereas in ‘overlay’,
the CR transmitter assists the PN, by relaying messages to PUs and thus improving the
primary transmission. Further, according to the interweave paradigm, a CR transmitter
can only utilize frequency slots, which are not utilized by the PUs at the particular time
instant, while the underlay scheme is less restrictive, allowing CRs to utilize the same
frequency spectrum, as long as the interference leaked to the PUs is rigurosly controlled to
lie below imposed interference thresholds.
Naturally, these CR transmission paradigms also apply to hierarchical heterogenous
networks, in which, e.g., a femtocell serves users without disturbing the operation of a
macrocell, by limiting the interference leaked to the users of the macro network, or by op-
erating over a frequency slot not used by the macrocell at the particular time instant [11].
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Furthermore, when multiple BSs are clustered to serve users, the underlay paradigm can
also be useful, since, in order to be practical, only a small number of BSs can cooperate,
while the users served by the remaining BSs must be protected from interference. Multi-
antenna beamforming is considered as a significant enabler for CR underlay and overlay
transmission schemes in multiple-input-multiple-output (MIMO) networks. Beamforming
techniques consist in adaptively modifying the directivity patterns of the antennas, such
that the transmission towards intended users is improved, whereas, interference is reduced
and controlled [26]. Thus, the coexistance of multiple tiers, e.g., femtocells and macrocells
can be achieved.
A particularly promising technique, which complements CR in the efforts to provide
more available bandwidth and creates a relevant context for beamforming in underlay and
overlay scenarios is milimiter-wave (mmWave) transmission. This technique advocates the
use of the frequency bands above 3 GHz, more precisely between 3-300GHz [27]-[30], where
large amounts of available spectrum can be found. The reason, why these bandwidths
have been to date scarcely utilized is due to the concerns regarding the poor propagation
conditions at very high frequency: increased pathloss, larger penetration losses and adverse
meteorological conditions in this domain. Recent studies show that these concerns regarding
large rain attenuation and penetration losses are indeed justified [27]. On the other hand,
the statement that in free space, higher frequencies propagate less than lower ones, as given
by the well known Friis equation, is valid when isotropic antennas are used at transmitter
and receiver. If, however, directive antennas are employed, higher frequencies can even
propagate farther than lower frequencies, for fixed aperture sizes [30]. The reason is that,
higher frequencies translate into smaller wavelengths, and thus enable the use of more an-
tenna elements, with which narrower beams, better gains and directivity characteristics can
be obtained [27]. The research area of mmWave transmission for cellular communications
is in its infancy, however feasibility studies [27], as well as measurement campaigns with
prototypes designed to operate in 28 and 38 GHz have already shown promising results and
spurred a great interest in the topic [28], [29]. Thus, beamforming is expected to be a key
enabler for mmWave transmission, by means of which access to large amounts of available
spectrum can be achieved. Furthermore the use of large numbers of antenna elements,
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enabled by the higher frequencies, together with CR based interference management tech-
niques are expected to provide essential solutions to the envisioned network densification.
1.2 Thesis Overview and Contributions
Our focus, in this thesis, lies on the design of efficient beamforming and power allocation
schemes for multiuser CR underlay scenarios. Various aspects of this problem, such as the
mathematical structure, the existence of feasible solutions, the control of the user admission
and the robustness against imperfections in the channel knowledge, are considered and
carefully analysed.
This dissertation is organized as follows. In Chapter 2, after a short introduction into
the vast field of transmit beamforming techniques and the various design considerations that
have been taken in literature, we formulate the core problem, on which we focus, in this
thesis. Specifically, this consists in optimizing the beamformers allocating the power per
user and minimizing the overall transmit power, in order to serve users with desired Quality-
of-service (QoS) in terms of achieved Signal-to-Interference-plus-Noise-Ratio (SINR), while
respecting the interference constraints, imposed by a PN. An overview of the techniques,
available in literature, in both conventional scenarios, i.e., in the absence of PUs, as well as
in CR networks, with PUs present, completes this chapter.
In Chapter 3, we consider the case, in which the problem with a given user assignment
admits a feasible solution and perfect channel state information (CSI) is available at the
BS. Under this assumption, we propose a virtual uplink (VUL) reformulation of the original
problem. The advantage of this reformulation is that the beamformers are decoupled in
the constraints, which allows us to devise iterative algorithms, with significantly reduced
computational complexity as compared to the state-of-the-art interior point methods. Next,
we analyze the duality properties of the original problem. For this purpose, we consider
an alternative uplink reformulation, derived based on Lagrange duality, and show that,
under certain assumptions, the original problem attains strong duality. Specifically, we
show that this result applies if i) instantaneous CSI of SUs and covariance based CSI of
PUs is considered, ii) covariance based CSI in the form of Toeplitz matrices is assumed
for both SUs and PUs, or iii) a strictly feasible power allocation exists for any feasible
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beamformer. A consequence of strong duality is that, when it holds, optimality of the
solutions obtained by our proposed algorithms, as well as by the state-of-the-art methods is
always guaranteed. Furthermore, we show through counterexamples, that extensions of the
duality results obtained for conventional networks, i.e., in the absence of the PUs, do not
necessarily hold for CR networks. Based on the uplink reformulations, two algorithms are
proposed and their computational complexity and convergence properties are analysed. The
chapter closes with a presentation of extensive numerical results, under both instantaneous
and covariance based CSI for SUs and PUs.
In Chapter 4, we relax the feasibility assumption, and propose a method which is able
to detect whether a beamforming and power allocation exists, such that the SINR and
interference constraints can be simultaneously met. The method stems from the theorem of
alternatives in duality theory and has as an advantage, that it can be naturally incorporated
in the previously proposed technique, thus benefiting from its low computational complexity.
For the cases, in which infeasibility is signaled, we design a deflation technique, which
successively removes one SU per iteration until feasible set of users, that can be served
simultaneously at there required QoS constraints is found. To decide upon the user to be
removed, we first propose a heuristic measure that is suggested by the intuition, conferred by
the VUL interpretation of the problem. This scheme performs reasonably well, especially in
cases where there exists a user with a significantly large heuristic measure. A more elaborate
approach is proposed next, in which a depth first search is taken to discern between SUs,
with similar heuristic measures. The deflation approach considered so far, benefits from low
complexity and good performance. However, it is impractical in dense networks, where a
large number of SUs require access to resources or a large number of PUs imposes difficult
interference limitations on the network. To make this method also applicable in these
cases, we propose next a preprocessing clustering phase, based on the long term spatial
signatures of the users. These statistical measures are used in order to allow the clustering
scheme to be performed oﬄine and require less frequent updates, as required in the case of
instantaneous CSI. To measure the similarity between long term spatial signatures, we use
a Riemannian distance, recently derived in [134]. Based on this, two clustering algorithms
are proposed. Next, a method to retrieve meaningful cluster representatives is devised and,
for these, the deflation based algorithm, previously proposed, is applied. Numerical results
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show that this method provides good performance in point of served number of users and,
most importantly, scales well with an increase in the number of users. The reduction in
complexity, achieved by applying the preprocessing scheme, as compared to the successive
deflation without clustering, can reach up to 80%, both in point of runtimes and number of
total iterations, required to find an appropriate set of users and its corresponding optimal
beamformers and powers.
In the remaining part of the thesis, we relax the assumptions on the perfect CSI, and
turn our attention to designs, which account for mismaches in these values. Chapter 5 is
a brief introduction into the topic of robust beamforming. Here, the worst case problem
formulation with mismatches in the covariance based CSI is introduced and the related
approaches taken in literature to solve this problem are shown, together with their draw-
backs. In Chapter 6, we show our proposed worst case robust beamforming design. In our
approach, rather than using the common Euclidean norms, which measure the distance be-
tween matrices as a cumulative difference between their individual elements, we consider a
Riemannian distance measure, which is derived to intrinsically capture the positive semidefi-
niteness properties of the covariance matrices. We analyse the properties of the Riemannian
distance, which impact on the robust beamforming design. We then proceed to derive a
convex approximation to the newly formulated robust beamforming problem, where mis-
matches are bounded with the Riemannian distances. The final convex formulation can be
implemented using interior point methods. Simulation reults show a significantly improved
performance of our approach, with respect to the state-of-the-art methods, especially in
difficult scenarios, in which the QoS requirements are large or the separation between users
is small. Finally, we consider the general problem, in which both the assumptions on fea-
sibility and perfect CSI are relaxed, and propose a solution to the problem of admission
control and optimal beamforming. Our aim in this section is twofold. On one hand, we are
interested to provide a solution to the admission control and beamforming problem with
imperfect CSI. On the other hand, we complete the analysis of robust beamforming design
using Riemannian distance by developing a benchmark method, based on which the impact
of the mismatch set characterization can be shown, in a large number of users.
The results from this thesis have been presented in the following conference and journal
papers.
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Processing Advances in Wireless Communications (SPAWC’13), June 2013, Darm-
stadt, Germany
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ference Limited Cognitive Radio Networks,” European Signal Processing Conference
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Chapter 2
Multiuser Downlink Beamforming
- Problem Statement and Prior
Work
2.1 Introduction
Transmit beamforming is a powerful technique, which makes it possible for multiple users
to be simultaneously served, by efficiently exploiting the spatial dimensions. Therefore, this
has been addressed in literature from a variety of view points, and techniques have been
developed to respond to a wide range of design requirements.
To address the ever increasing demand in data rates, many approaches have focused
on proposing beamforming designs which maximize the sum rate, [32]-[41], under further
considerations such as total transmit power constraints, per antenna power constraints
or, in the case of CR networks, maximum interference thresholds. Motivated by energy
efficiency concerns, a formulation of most interest for telecom operators is the transmit
power minimization, required to satisfy the QoS constraints of the users [58]-[66], [70]-[74]. A
closely related design criterion is max-min fairness [64], [42]-[44], in which the beamformers
are computed to maximize the smallest SINR of the users in the network. In [56] and [67],
it was shown that these two problems, i.e., the transmit power minimization with SINR
constraints and the maximin of SINR with power constraints are dual to each other, in
the sense that, when the transmit power constraint in the latter is fixed to the optimum of
the former problem the same optimum beamformers are obtained. The same result holds,
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if the SINR targets in the power minimization problem are chosen as the optima of the
max-min formulation. Other design criteria, of particular interest for CR networks are the
minimization of the interference at the PUs, or proposing tradeoffs between intereference
minimization and QoS satisfaction or finding thresholds, which ensure the operation of both
[45].
A large amount of the beamforming designs have been developed, based on instantaneous
CSI metrics[32]-[41], [61]. The channel information can be obtained at the receiver, but
needs to be constantly fed back to the BS. This incurs significant overhead and is prone to
errors, especially when channels are rapidly fluctuating. Thus to the first problem, limited
feedback schemes have been developed [91], whereas, for the latter, possible solutions have
been explored, in which statistical knowledge of the channel is used in the designs [46], [47],
[58], [70], [71].
A common difficulty of multiuser downlink beamforming problems, for all the design
considerations, mentioned above is the interference coupling. To handle this, two powerful
tools have been developed, namely uplink downlink duality and the theory of interference
functions. The former framework aims to find equivalence transformations, converting the
downlink problems into uplink problems, which are not affected by interference coupling.
Uplink downlink duality results were obtained either by complicated changes of variables
[39], [40], by adopting Perron-Frobenius theory for non-negative matrices [58], [64] or by
using Lagrange duality theory [41]. Alternatively, using the theory of interference functions,
introduced in [59] and further developed in [48], [63] interesting results were obtained,
regarding the convexity of the feasible regions under various QoS measures.
Here, we propose multiuser downlink beamforming techniques which aim to minimize the
transmit power, while satisfying QoS and interference requirements. Our aim is to extend
the uplink downlink duality results to CR scenarios, with arbitrary number of constraints,
and under both instantaneous as well as covariance based CSI. We formulate in Section 3.2
the problem, which we are interested to solve. Further, in Section 3.3, we have a closer look
at the state-of-the-art approaches, proposed in literature for the problem formulation, we
deal with in this thesis, and discuss their limitations.
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2.2 Signal Model and Problem Formulation
We consider a CR scenario, in which one BS with N antennas opportunistically uses the
spectrum of a PN, in an underlay fashion, to serve SUs with a guaranteed QoS. We assume
that K single antenna SUs, indexed as 1 to K require access to resources, and from them
a set S ∈ {1, . . . ,K} can be served at a particular time-slot. The signal transmitted by the
BS at time instant n represents a linear combination of the precoded data symbols destined
for all users and can be expressed as
x(n) =
∑
k∈S
√
pkuksk(n), (2.1)
where pk, uk and sk(n) denote the power, unit norm beamformer and data symbol at time
instant n, respectively, destined to the k-th user. Further, let hk,i be the channel from
the ith antenna element to the kth SU, with which the channel vector from the BS to this
respective user denoted as hk = [hk,1, . . . , hk,N ]
T is formed. With this notation and the
definition in Eq. (2.1), the received signal at the kth SU can be written as
yk(n) = h
H
k x(n) + zk, (2.2)
where zk represents the temporally and spatially white complex circularly Gaussian noise
at the kth receiver, having zero mean and σ2k variance. To ensure a required level of QoS
at the BS, we consider as metric the SINR, which for the kth SU can be expressed as
SINRDLk ,
pku
H
k Rkuk∑
i 6=k
i∈S
piuHi Rkui + σ
2
k
. (2.3)
In Eq. (2.3), Rk denotes the channel covariance matrix of the k-th SU, which is computed
as Rk = E
{
hkh
H
k
}
.
In the same spectrum, L single antenna PUs coexist and we consider without loss of
generality that they are indexed asK+1 toK+L. The set of the PU indices is then defined as
SPU , {K+1, . . . ,K+L}. Using a similar notation as in the SU case, we let hK+l,i be the
channel coefficient between the ith BS antenna element and the lth PU. Correspondingly,
we form the channel vector from the BS to the lth PU, i.e., hK+l = [hK+l,1, . . . , hK+l,N ].
With this notation and the definition in Eq. (2.1), the signal received at lth PU can be
expressed as
yK+l(n) = h
H
K+lx(n). (2.4)
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Consequently, the interference that the BS leaks to the lth PU can be written as
IDLl ,
∑
k∈S
pku
H
k RK+luk, (2.5)
where, similarly to the SU case, we have denoted by RK+l the channel covariance matrix
of the lth PU, i.e., RK+l = E
{
hK+lh
H
K+l
}
. According to the underlay paradigm, to use
the spectrum of the PN, the BS must ensure that the interference level at each PU is below
imposed thresholds. This condition translates to
Il ≤ γ−1K+l; l = 1, . . . L, (2.6)
where γK+l represents the interference threshold of the lth PU. Due to the form of the inter-
ference constraints in (2.6), we note that the absence of the noise components in Eq. (2.4)
does not incur any loss of generality, as the contribution of these terms can be considered
to be incorporated in the imposed interference thresholds.
The goal of the joint beamforming and power allocation problem is to compute optimal
beamformers and powers, such that the QoS requirements for all the SUs, as well as the
interference thresholds, imposed by all the PUs, are respected, while minimizing the total
transmitted power. This can be compactly formulated as
PD(S, SPU ) : min
{uk,pk}
∑
k∈S
pk (2.7a)
s.to
pku
H
k Rkuk∑
i 6=k
i∈S
piuHi Rkui + σ
2
k
≥ γk; k ∈ S (2.7b)
∑
k∈S
pku
H
k Rluk ≤
1
γl
; l ∈ SPU (2.7c)
pk ≥ 0; ||uk|| = 1. (2.7d)
In practice, an additional regulatory sum power constraint may be required. This can be
straightforwardly considered in the formulation of the original problem (2.7) as an L+1-
th PU, with a channel covariance matrix equal to the identity matrix. We will use this
constraint explictly in the admission control problem.
It is easy to see that the problem in (2.7) can be equivalently considered in variables
wk =
√
pkuk, for k = 1, . . . ,K. With these, the Lagrange dual problem corresponding to
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(2.7) can be formulated as
max
{qk}
min
{wk}
L(q1, . . . , qK+l,w1, . . . ,wK). (2.8)
In (2.8), L is the Lagrangian function defined as
L(q1, . . . , qK+L,w1, . . . ,wK) ,
∑
k∈S
qk
−wHk Rkwk +∑
i∈S
i 6=k
wHi γkRkwi + γkσ
2
k

+
∑
l∈SPU
ql
(
K∑
k=1
wHk γlRlwk − 1
)
(2.9a)
=
∑
k∈S
wHk
I− qkRk +∑
i∈S
i 6=k
qiγiRi +
∑
l∈SPU
qlγlRl
wk
+
K∑
i=1
qiγiσ
2
i −
∑
l∈SPU
ql. (2.9b)
The equality in Eq. (2.9b) is simply a rearrangement of the terms in Eq. (2.9a), meant to
emphasize that the Lagrangian function is a quadratic form, and that the matrices between
parentheses must be positive semidefinite, in order for the inner minimization in (2.8) to be
bounded below. Using the fact that the optimal weighting factors {wk}k∈S must respect
the first order optimality condition, i.e., ∂L(q1, . . . , qK+L,w1, . . . ,wK)/∂wk = 0, for all k,
it follows that the problem in (2.8) can be equivalently expressed as
min
{qk}
∑
k∈S
γkσ
2
kqk −
∑
l∈SPU
ql (2.10a)
s.to Zk , I− qkRk +
∑
i 6=k
i∈S
γiqiRi +
∑
l∈SPU
γlqlRl < 0; k ∈ S (2.10b)
qk ≥ 0; ql ≥ 0; l ∈ SPU . (2.10c)
Next, let us make several remarks regarding the CSI assumptions, considered in this
thesis. In order to design the beamformers, CSI in the form of instantaneous or second
order channel information of all users must be available at the transmitter. In this thesis,
we consider the following cases:
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i) Instantaneous CSI (iCSI) for the SUs, i.e., rank one covariance matrices Rk = hkh
H
k ,
for k ∈ S and statistical CSI (sCSI) in the form of general rank channel covariance
matrices for the PUs.
ii) Covariance based sCSI for both SUs and PUs.
Case i) is motivated by the fact that iCSI is a common assumption in literature and is
practically motivated for the secondary system, as the channels may be acquired through
training by the SUs and fed back to the BS. Estimation techniques and training procedures
are available in literature and documented in standards. Considering this type of CSI is
also mathematically attractive, because in this case the original problem (2.7) holds some
interesting properties, which we reveal further in Chapter 3. On the other hand, assuming
iCSI in the case of the PUs is generally unrealistic, as these users have little incentive to
spend resources on feeding back their channel information to the secondary BS. Second
order statistics of the channels are known to vary more slowly with time, which makes them
a more appropriate choice in these cases.
On the other hand, sCSI is also of interest in the case of SUs. This is because sending
frequent updates of the iCSI becomes impractical when, e.g., a large number of antennas are
considered at the BS, a large number of users are present in the network, or when mobility
is considered. This is the motivation behind the case ii).
2.3 Related Works and Contribution
The problem in (2.7) is a non-convex quadratically constrained quadratic program (QCQP).
To be able to find optimal solutions in polynomial time, it is essential to prove that strong
duality [49] holds for the problem. For this generic class of problems, however, strong
duality results have so far only been proven, if the number of constraints is limited to two
or three in [49] and [50], respectively. The proofs presented in these works are constructive
and therefore extensions to larger number of constraints are not straightforward.
However, beamforming and power allocation problems, exhibit a favourable structure,
based on which strong duality results have been obtained [58], [61] and efficient polynomial
time algorithms have been designed [61], [62], [65], [66] for conventional DL scenarios i.e.,
L = 0. Instrumental in developing these algorithms is the fact that the original problem
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can be equivalently solved by a reformulation, which exhibits an uplink structure, generally
referred to as ‘virtual’ uplink (VUL) [61], [62]. This transformation is used directly in [61],
whereas the approach in [62] proposes an extension to take into account different values
of the noise variance terms. Once translated to the VUL domain, a fixed point iteration
can be used, which was first proposed in [59] and extended in [60]. Alternatively, in [58],
strong duality of the original problem is shown using the elegant Perron-Frobenius theory
of nonnegative matrices [63].
The works we have mentioned so far [58]-[66], only consider the conventional commu-
nication scenario, in which no additional PUs are present and the constraints are solely
posed by the SINR requirements. On the other hand, extending the strong duality results
in [58] to accomodate additional constraints is not straightforward and scenario-dependant.
This problem has been initially addressed in [68], where the authors considered one group
of individual beam-shaping constraints in addition to the QoS constraints and proved, us-
ing uplink downlink duality, that strong duality holds in this case. In a CR context, the
problem with interference constraints has been considered in [70]-[76].
The works of [70]-[74] approach the problem via its semidefinite relaxation (SDR) re-
formulation. Specifically, the SDR technique consists in writing the original problem as
min
{Wk}
∑
k∈S
Tr {Wk} (2.11a)
s.to Tr {WkRk} −
∑
i 6=k
i∈S
γkWiRk ≥ γkσ2k (2.11b)
∑
k∈S
Tr {γK+lRK+lWk} ≤ 1; l = 1, . . . , L (2.11c)
Wk  0; k ∈ S, (2.11d)
where the change of variables Wk , wkw
H
k is used. In this form, (2.11) belongs to the
class of convex conic semidefinite programs (SDP), which are actively studied and for which
algorithms have been proposed [77]-[79]. Note that, to write the original problem as a convex
SDP in (2.11), the rank one constraints on the variables Wk have been ignored. Therefore,
(2.11) is a relaxation of the original problem, which is exact if there exist optimal weighting
matrices {W⋆k}, such that the rank of W⋆k is one for all k.
Using the SDR technique is convenient, however it raises two main questions: “when
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can it be expected that the relaxation of the rank constraints is indeed tight” and “how can
a valid feasible beamformer be retrieved from the SDR solution, when this is not rank one”.
Interestingly, numerical results show that in many cases, solving the SDR reformulation
indeed leads to rank one solutions. It is thus interesting to find analytical conditions under
which this equivalence holds. In [58], it is shown that this is the case when L = 0, and the
proof is based on the strong duality, which can be concluded by the equivalence between the
original, the VUL and the dual problems. In [86], it is claimed that a rank one solution is
always obtained and strong duality holds, however the proof relies on a result from quadratic
programming, which shows strong duality in a constructive manner for three quadratic
constraints. Therefore, the applicability of the result in [86] is limited to a CR network
with K + L = 3. Stronger results were obtained in [69] for L = 1 and in [71] for L ≤ 2.
The importance of these works is that they give upper bounds for the rank of the solution
obtained from the SDR, which depend on the number of constraints. Furthermore, based
on rank decomposition techniques, optimal solutions to the original quadratic problem can
be found, for a limited number of additional interference temperature constraints. Thus,
the advantage of rank decomposition techniques is that, when applicable, they are able to
‘purify’ the solution obtained by the SDR to an exact solution for the original problem. The
disadvantage, however, is that, when the number of constraints is larger than three, there
is no guarantee that such a solution can be obtained. Furthermore, even though attractive
due to their convex cone properties, the computational complexity per iteration of teh SDR
techniques is still large.
Alternative approaches for the MISO CR scenarios have been proposed in [75] and [76].
In [75], the linear precoding technique in [67], for conventional scenarios, is extended into a
subgradient method for CR setups. A limitation of the method, proposed in [75], is that it
only considers the case of iCSI for both SUs and PUs.
Our aim, in this thesis, is to study the beamforming problem in a more general context,
i.e., with arbitrary number of PU constraints and instantaneous as well as sCSI feedback.
We show several duality properties in Chapter 3 and point out, through counterexamples,
that some of the features of the beamforming problem in the conventional scenarios do not
naturally extend to CR setups with L > 0. Furthermore, we expose the VUL structure of the
original problem (2.7) in a generic CR scenario, for an arbitrary number of users and iCSI as
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well as sCSI, available at the transmitter. Based on this, we propose algorithms to optimally
devise beamforming and power allocation schemes for the considered CR scenario. These
techniques, developed in Chapter 3, are further extended in Chapter 4 to handle feasibility
and admission control.
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Chapter 3
Proposed Downlink Beamforming
Techniques for CR Scenarios
3.1 Introduction
In this chapter, we address the beamforming problem (2.7), under the assumption that
a feasible solution exists, and we propose two iterative low complexity algorithms to find
the optimal beamformer and power allocation, as well as an analysis of the conditions
under which strong duality is attained for the considered problem. Specifically, in Section
3.1, we propose an initial reformulation of (2.7), which exposes the VUL structure of the
downlink problem. This formulation offers a nice intuition of the problem and enables the
derivation of an efficient fixed point algorithm, which we present in Section 3.3. However,
the performance of the algorithm derived in this manner depends on whether strong duality
for the original problem holds. Therefore, to understand, under which conditions it is
possible to make strong duality statements, we take a minimax approach in Section 3.2
to derive an alternative uplink formulation. Based on this, we prove, in a first stage, the
equivalence between the new reformulation, the SDR and the dual problems. To show the
connection to the original problem, we separately consider the cases of iCSI and sCSI. We
prove equivalence for the iCSI case, and show that in the case of sCSI several additional
assumptions are necessary. Moreover, we point out differences between the CR and the
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conventional scenarios, which add to the difficulty of the problem in the former in the former
setup. Based on the proposed formulations, we construct, in Section 3.3, two iterative low
complexity algorithms and analyse their convergence. Numerical results in Section 3.4 show
the performance of the proposed approaches.
3.2 An Approach Based on Uplink Downlink Duality Theory
3.2.1 Uplink Downlink Reformulation
Here, we show that the original downlink problem can be equivalently solved via an uplink
reformulation, given by
PU1(S, SPU ) : min
{uk,qk},{ql}
∑
k∈S
γkσ
2
kqk −
∑
l∈SPU
pl (u1, . . . ,uK) ql (3.1a)
s.to SINRVULk =
qku
H
k Rkuk
uHk
(
I+
∑
i 6=k
i∈S
qiγiRi +
∑
l∈SPU
qlRlγl
)
uk
≥ 1
(3.1b)
0 ≤ ql; pl(u1, . . . ,uk) ≤ 1; l ∈ SPU ; (3.1c)
||uk|| = 1; qk ≥ 0; k ∈ S, (3.1d)
where {qk}k∈S and {ql}l∈SPU can be seen as VUL powers of the SUs and PUs, respec-
tively. In (3.1), {pl}l∈SPU represent the interference levels experienced by the PUs, normed
with respect to the corresponding imposed thresholds, and are functions of the unit norm
beamformers. These interference levels are reflected in the VUL powers of the PUs. More
precisely, we show here that an optimal solution for the variables {ql}l∈SPU is the one which
is null when the PUs are not affected by interference, i.e., pl(u1, . . . ,uK) < 1 and non-
negative otherwise. Moreover, the QoS constraints are reformulated from the downlink
SINR to the UL SINR in Eq. (3.1b), with the essential difference that in the latter, the
beamformers are decoupled in the constraints, i.e., each constraint only contains a single
beamformer. A depiction of the downlink problem and the corresponding VUL counterpart
is shown in Figure 3.1. We now proceed to formally state and prove the equivalence between
the original problem (2.7) and the VUL reformulation in (3.1).
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(a) Downlink Scheme
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1
(b) ’Virtual’ Uplink Scheme
Figure 3.1: Illustration of the relation between the downlink and uplink scenarios rep-
resented formally by the original DL problem in Eq. (2.7) and the uplink reformulation
Eq. (3.1)
Proposition 3.1 The original downlink problem (2.7) and the VUL reformulation (3.1)
are equivalent, in the sense that they achieve the same optimal value, and have the same
optimal beamformers. The downlink powers can be obtained from the uplink powers, via a
linear transformation.
Before proceeding to the proof, we first introduce several definitions to ease the further
exposition. Let
[D]k,k , u
H
k Rkuk (3.2a)
[G1]i,j ,
 0, i = j;γiuHj Riuj , i 6= j (3.2b)
[G2]l,j , γlu
H
j Rluj (3.2c)
for all l∈SPU and k, i, j∈S, where uk and γk are the kth unit norm beamformer and SINR
target, respectively, as defined in Section 2.2. Note that, due to the positive semidefiniteness
of the covariance matrices, all entries of D, G1 and G2 are non-negative. Moreover, for all
the beamformers, which are feasible for (2.7), D is strictly positive definite, as otherwise,
if any element on the diagonal of D is null, the corresponding SINR is null and thus the
constraints cannot be satisfied. We further gather the SU powers and the weighted targets
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in vectors, respectively as:
p1 = [p1, . . . , p|S|]
T (3.3)
and
η , [γ1σ
2
1, . . . , γ|S|σ
2
|S|]
T . (3.4)
Finally, we define the downlink PU powers as the interference levels experienced by each
PU, and with these, we form the vector p2 , [pK+1, . . . , pK+L], where each element is
given as pK+l =
∑
k∈S pku
H
k RK+lγK+luk. With these definitions, (2.7) can be compactly
expressed as
min
{uk},p1
1Tp1 (3.5a)
s.to (D−G1)p1 = η (3.5b)
p2 = G2p1 (3.5c)
p1 > 0; p2 ≤ 1. (3.5d)
Note that at the optimum of (3.5), as well as at that of (2.7), the SINR constraints in
Eqs. (3.5b) and (2.7b), respectively, are satisfied with equality. This is evident from the fact
that, if the SINR constraint of a particular user k is strictly larger than one, downscaling its
power pk leads to a smaller optimal value while satisfying all constraints, thus contradicting
optimality. Therefore, the inequality sign in (3.5b) is replaced with equality, without loss
of optimality.
Proof of Proposition 3.1 SinceD is invertible, andD−1G1 has non-negative elements
and is irreducible 1, it follows from Perron-Frobenius theory that λmax
(
D−1G1
) ∈ (0, 1),
where λmax(·) denotes the largest eigenvalue of (·). This implies that the matrix (D−G1)
is invertible, and all the entries of its inverse are nonnegative [58]. Consequently, the power
vector p1 = (D − G1)−1η has only nonnegative entries and thus, the power constraint
p1 ≥ 0K×1 can be replaced by a constraint on the maximum eigenvalue of the matrix
1A matrix is said to be irreducible, if its connected graph is strongly connected [53]
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D−1G1. In this way, Eq. (3.5) becomes
min
{uk},p1
1Tp1 (3.6a)
s.to (D−G1)p1 = η (3.6b)
p2 = G2p1; p2 ≤ 1 (3.6c)
λmax
(
D−1G1
)
< 1. (3.6d)
Introducing the non-negative vector q2 , [qK+1, . . . , qK+L]
T as slack variable, the cost
function of the problem (3.6) can be expanded with the term pT2 q2−ηT1 (D−G1)−TGT2 q2 =
0, as
min
{uk},p1,q2
pT1 1K×1 + η
T (D−G1)−TGT2 q2 − pT2 q2 (3.7a)
s.to (D−G1)p1 = η1 (3.7b)
p2 = G2p1 (3.7c)
p2 ≤ 1L×1; q2 ≥ 0 (3.7d)
λmax
(
D−1G1
)
< 1; ||uk|| = 1; k = 1, . . . ,K. (3.7e)
Making explicit the power term from Eq. (3.7b) and introducing the vector
q1 , (D−G1)−T (1+GT2 q2), (3.8)
we can rewrite Eq. (3.7) as
min
{uk},q1,q2
qT1 η − pT2 q2 (3.9a)
s.to (D−G1)T q1 −GT2 q2 = 1 (3.9b)
p2 ≤ 1L×1;q2 ≥ 0 (3.9c)
λmax
(
D−1G1
)
< 1; ||uk|| = 1; k = 1, . . . ,K. (3.9d)
Since q2 is non-negative, 1 +G
T
2 q2 is strictly positive. Then, with the same argument as
before, the constraints on λmax
(
D−1G1
)
< 1 can be equivalently replaced by q1 > 0 and
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thus Eq. (3.9) is equivalent to
min
{uk},q1,q2
qT1 η − pT2 q2 (3.10a)
s.to (D−G1)T q1 −GT2 q2 = 1 (3.10b)
p2 ≤ 1L×1; q2 ≥ 0 (3.10c)
q1 > 0; ||uk|| = 1; k = 1, . . . ,K. (3.10d)
Thus, the original problem (2.7) attains the same optimum as the reformulation in (3.10),
which, can be equivalently expressed as shown in (3.1). 
Note that in problem (3.10), p2 cannot be considered as simple slack variables. Dis-
regarding the dependency of p2 on the beamformers in Eq. (3.7c), can lead to a strictly
smaller optimum of the problem in (3.10), due to the fact that the beamformers and DL
SU powers are not guaranteed to satisfy the interference constraints, and thus correspond
to a relaxed problem. Therefore, in this form the problem can only be seen as partially
decoupled in the beamformers. However, the decoupling of the beamformers in the SINR
constraints, together with optimality conditions which we show in the next section, enable
the derivation of an efficient algorithm, based on the formulation in (3.10).
3.2.2 Discussion on Optimality and Strong Duality
In the conventional scenario, in which no PUs are present, it has been shown that the VUL
powers can be chosen to correspond to the optimal solutions of the dual problem. We are
interested to see if such a correspondence is also valid in the case of the more general CR
scenarios.
First note that the existence of a global minimum of the original problem (2.7) is ensured,
as in the conventional case, by the fact that the cost function is coercive and the constraint
set is closed. These conditions imply that, when a feasible solution exists, a global minimum
exists, as guaranteed by the Weierstrass Theorem [Theorem A.2, [51]].
Secondly, at any local optimum of the original problem (2.7), there exist Lagrange
multipliers to satisfy the Karush-Kuhn-Tucker (KKT) conditions [49], which can be written
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as I− qkRk +∑
i∈S
i 6=k
qiRiγi +
∑
l∈SPU
qlRlγl
u⋆k = 0 (3.11a)
qk
(
SINRDLk − 1
)
= 0; k ∈ S (3.11b)
ql (pl (u1, . . . ,uK)− 1) = 0; l ∈ SPU . (3.11c)
The existence of Lagrange multipliers, to satisfy the KKT conditions formulated in (3.11),
is ensured under mild assumptions, e.g., if the original problem (2.7) admits an optimal
solution, which is regular. Specifically, this means that the gradients of the constraints at
an optimum solution are linearly independent. Note that, in our case, this translates into
a linearly independence condition of K + L vectors of dimension NK. Since, in general,
NK must be significantly larger than K + L for the original beamforming problem to be
feasible, we conclude that in most practical scenarios this condition holds. Additionally,
when the regularity assumption holds, the optimum Lagrange multipliers are unique [51].
Returning to our problem, it can be easily seen that any set of optimal beamformers
for the original problem, together with the corresponding Lagrange multiplers form a solu-
tion of the VUL reformulation in Eq. (3.1). Since the original problem is not convex, the
KKT conditions are, however, only necessary and not sufficient for optimality. A sufficient
condition for global optimality is that for each k, the dual matrix Zk is psd [51], [55], i.e.,
Zk , I− qkRk +
∑
i∈S
i 6=k
qiRiγi +
∑
l∈SPU
qlRlγl  0. (3.12)
In conventional scenarios, i.e., L = 0, this condition can be shown to hold at the optimum,
as then, the solutions of the VUL problem (3.1) lie in the same set as the optima of
the dual problem (2.10). The argument for this statement, in the particular case L =
0, is that, if positive semidefiniteness of some Zk does not hold, then the corresponding
beamformer uk can be ‘moved’ in the direction of the negative eigenvalue. In this manner,
the corresponding VUL power, qk, can be reduced, while respecting all constraints, which
contradicts optimality. In our case however, the argument holds only if it is possible to
guarantee the existence of such a change in the beamformer, that does not violate the PU
interference constraints, which are all functions of these variables. Even if, there may exist
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beamformers for which this is satisfied, the condition does not hold in general. In fact,
it is possible to construct a solution of the VUL reformulation, which attains the same
optimum, but whose VUL powers violate the positive semidefiniteness of at least one of the
matrices Zk. We show this in Appendix A. Such an example is interesting as it marks the
differences between the conventional and the CR scenarios and the challenges associated
with the latter.
In conclusion, a feasible solution
(
q⋆1,q
⋆
2, {uk}k∈S
)
of PU1(S, SPU ) is guaranteed to
be optimal if the conditions in (3.11) and (3.12) are satisfied. Note that, the positive
semidefiniteness can be enforced by computing the beamformers as generalized eigenvectors
in the UL SINR expressions. This represents in fact the optimal beamformer strategy at
a receiver in an uplink domain, where the goal is to minimize total uplink power, while
satifying uplink SINR constraints. We use these ideas in Section 3.4, where we devise an
algorithm to solve PD(S, SPU ), by the alternative PU1(S, SPU ), while ensuring that the
conditions (3.11) and (3.12) are respected.
3.3 An Approach Based on Minimax Theory
In this section, we show an alternative uplink reformulation of the original problem (2.7),
which is constructed based on Lagrange duality. Specifically, we show that the original
problem can be solved with an uplink reformulation, which writes as
PU2(S, SPU ) : max
{ql}
min
{uk,qk}
∑
k∈S
γkσ
2
kqk −
∑
l∈SPU
ql (3.13a)
s.to SINRVULk ,
qku
H
kRkuk
uHk
(∑
j 6=k
j∈S
qjγjRj+
∑
l∈SPU
qlγlRl+I
)
uk
=1 (3.13b)
qk ≥ 0; ||uk|| = 1; k ∈ S. (3.13c)
As opposed to PU1(S, SPU ), in the mimimax formulation PU2(S, SPU ) the coupling be-
tween the beamformers is completely removed. We first show that this reformulation is
equivalent to a partial Lagrange dual problem, corresponding to the original (2.7). There-
fore, its optimum is smaller or equal than that of the original problem, and, at the same
time, larger or equal than that of the total dual problem (2.10). Next, we close the gap
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Original Problem
Semidefinite RelaxationVirtual UplinkPartial Dual Problem
Dual Problem
Prop. 3.3
Prop. 3.2 Corollary 3.1
Conic Duality
Prop 3.4, iCSI
Prop 3.6, sCSI, ULA
Prop 3.5, sSCI
Figure 3.2: Correspondence between the problems considered in Section 3.2. From duality
theory the original problem has a larger optimum than the partial dual and the total dual.
The arrows with solid lines imply that the gap is tight between the connected blocks,
whereas dashed line marks that additional assumptions are necessary.
between the uplink reformulation and the total dual problem, by showing that the two for-
mulations achieve the same optimal solution. Further, to close the gap between the uplink
formulation and the original problem, the separate cases of iCSI and sCSI of the SUs are
considered. For the former case, duality is proven to always hold, while for the latter, we can
only show this, under certain assumptions. In any case, the solution obtained by the uplink
formulation in (3.13), is as tight as the state-of-the-art SDR solution, while benefiting from
a significant computational reduction, as compared to this method, due to the decoupling
of the beamformers. The relations mentioned so far, between the problems considered in
this section are visually represented in Figure 3.2.
3.3.1 Minimax Problem Reformulation
We first construct the partial dual problem corresponding to (2.7), by relaxing the PU
interference constraints. Specifically, the partial dual Lagrange function is defined as fp :
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R
L
+ → R with
fp (q2) = min
{uk,pk}
∑
k∈S
pk+
∑
l∈SPU
qlγl
(∑
k∈S
pku
H
k Rluk−1
)
(3.14a)
s.to
pku
H
k Rkuk∑
j 6=k
j∈S
pjuHj Rkuj + σ
2
k
≥ γk, (3.14b)
pk ≥ 0; k ∈ S. (3.14c)
The partial dual problem corresponding to (2.7) consists in the maximization of fp(q2),
defined in (3.14), with respect to all non-negative q2, i.e.,
max
q2
fp(q2). (3.15)
Then, the equivalence between the partial dual problem (3.15) and the uplink formulation
in (3.13), can be established, as formally stated and proved next.
Proposition 3.2 Let fd : R
L
+ → R be a function defined as
fd (q2) , min
{uk,qk}
∑
k∈S
γkσ
2
kqk −
∑
l∈SPU
ql (3.16a)
s.to SINRVULk ,
qku
H
kRkuk
uHk
(∑
j 6=k
j∈S
qjγjRj+
∑
l∈SPU
qlγlRl+I
)
uk
=1. (3.16b)
Then, maxq2≥0 fp = maxq2≥0 fd and the optimal beamformers which minimize the two
functions are the same. Furthermore, the optimal downlink powers {pk} can be obtained
from the variables {qk}, using a linear transformation.
Proof Similar to the proof in Proposition 3.1, we can show that for any non-negative
q2, fp(q2) = fd(q2). With the definitions in Eq. (3.2), the partial dual function, fp, can be
written, for a fixed q2, as
fp(q2) = min
{uk}
K
k=1,p1
1TK×1p1 + q
T
2 (G2p1 − 1L×1) (3.17a)
s.to (D−G1)p1 = η (3.17b)
p1 ≥ 0. (3.17c)
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With the same argument, based on Perron-Frobenius theorem, as in the previous section,
the power constraints in Eq. (3.17c) can be replaced with an inequality on the spectral
radius of D−1G1, i.e., λmax
(
D−1G1
)
< 1. This leads to
fp(q2) = min
{uk}
K
k=1,p1
1TK×1p1 + q
T
2 (G2p1 − 1L×1) (3.18a)
s.to (D−G1)p1 = η (3.18b)
λmax
(
D−1G1
)
< 1; k ∈ S. (3.18c)
Further introducing the vector q1, with the definition in Eq. (3.8), we have that
fd(q2) , min
{uk}
K
k=1,q1
ηTq1 − 1TL×1q2 (3.19a)
s.to
(
D−GT1
)
q1 −GT2 q2 = 1 (3.19b)
q1 ≥ 0K×1; k ∈ S. (3.19c)
Finally, since the equivalence of fp and fd holds for any q2, it also holds for the optimal q2,
which maximizes fp and fd, respectively. Thus, PU2(S, SPU ) attains the same optimum as
the partial dual problem in (3.15). 
Note that, by construction, the optimum value of the partial Lagrange dual problem
(3.15) lies between the the optima of the original problem (2.7) and of the total dual (2.10).
Consequently, by Proposition 3.2, the same statement holds for the VUL problem (3.13).
In the following proposition, we show that the gap between the total dual and the VUL is
however tight.
Proposition 3.3 The VUL reformulation (3.13) achieves the same optimal value as the
dual problem (2.10).
Proof The proof implies showing that an optimal solution of (2.10) is in the feasi-
ble set of (3.13) and the optimal solution of (3.13) is in the feasible set of (2.10). Let
(q⋆V,1, . . . ,q
⋆
V,K+L) be an optimal solution for Eq. (3.13). Then, for any SU, it holds that
I− q⋆V,kRk +
∑
j 6=k
j∈S
q⋆V,jγjRj  0; k ∈ S (3.20)
This can be proven by contradiction, as follows. Note first, that the problem in Eq. (3.13) is
equivalent to one, in which the virtual uplink SINR constraints are satisfied with inequality,
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i.e., SINRUL ≥ 1. The argument for this is that, downscaling the virtual uplink powers
leads to a contradiction of optimality if equality is not satisfied at the optimum.
Assume that the expression in (3.20) admits a negative eigenvalue. In this case, the
corresponding beamformer u⋆k can be ‘moved’ in the direction of the negative eigenvalue
and thus q⋆V,k can be decreased, without violating the constraints. This, however, implies a
smaller cost for the inner minimization, while satisfying all constraints and thus leading to
a contradiction. In conclusion, any optimum of PU2(S, SPU ) lies in the feasible set of the
dual problem (2.10). On the other hand, if (q⋆D,1, . . . ,q
⋆
D,K+L) is optimal for the dual, then
I− q⋆D,kRk +
∑
j 6=k
j∈S
q⋆D,jγjRj  0; k ∈ S (3.21)
has at least one zero eigenvalue. Indeed, if for any k, the expression in Eq. (3.21) is posi-
tive definite, then q⋆D,k can be increased, while satisfying all constraints, which contradicts
optimality. Thus, the two problems, (3.13) and (2.10), have the optima in the same set
and both problems achieve the same objective function value. Then, since in Eq. (2.10)
a maximization is performed with respect to the variables, the optimum of the dual must
be larger than or equal to that of the VUL reformulation. On the other hand, since from
Proposition 3.1, the VUL has the same optimum value as the partial dual problem, it fol-
lows from weak duality that the optimum of (3.13) is larger than or equal to that of (2.10).
Therefore, equality between the two optima is obtained. 
Corollary 3.1 Assume that a strictly feasible solution exists for the original problem in
(2.7). Then, the VUL formulation (3.13) attains the same optimum as the SDR formulation
in (2.11).
Proof This statement results straightforwardly from conic duality. If a strictly feasible
solution for the original problem exists, then a strictly feasible solution for the SDR in
Eq. (2.11) exists, and, consequently, strong duality holds [Proposition 4, [52]]. Then, with
Proposition 3.3, the conclusion of the proof follows.
3.3.2 Duality Results for Scenarios with Instantaneous CSI
In this subsection, we show that, when iCSI is available the VUL reformulation (3.13) is
exact. This is due to the following result.
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Proposition 3.4 If iCSI, i.e., Rk = hkh
H
k is available for the SUs and a strictly feasible
solution exists for PD(S, SPU ) in (2.7), then the VUL reformulation (3.13) attains the same
optimum as the original problem.
Proof From the existence of a strictly feasible solution for PD(S, SPU ), it follows that
strong duality holds for the SDR. Therefore, for any optimal solution of (2.11), W⋆k, and
any optimal dual matrix Z⋆k, the slackness condition holds, i.e.,
W⋆kZ
⋆
k = 0. (3.22)
From the definition of Zk in (2.10b), it is easy to see that if Rk has rank one, Zk has
rank N − 1, therefore from (3.22), it follows that rank(Wk) ≤ 1. Noting that W⋆k ≻ 0, as
otherwise the kth constraint is not feasible, completes the proof. 
Since the rank of each dual matrix is N − 1, it follows that Zk admits exactly one null
eigenvalue for each k, whose corresponding eigenvector is unique up to a scaling. Further-
more, from cone duality, it follows that for every optimal W⋆k and Z
⋆
k, the complementary
slackness condition (3.22) holds. Therefore, normalizing this eigenvector, provides a feasible
beamformer in the downlink domain. Although a phase ambiguity exists, it cancels out in
the terms of the form uHi Rjui, which further implies that the resulting downlink powers
and interference levels are unique. A similar observation as the one in Proposition 3.4 has
been made in [71]. Alternatively, the result of this proposition, can be obtained from the
more general analysis, performed in the next section.
3.3.3 Duality Results for Scenarios with Covariance Based CSI
Let us now consider the general case, in which sCSI is available for both SUs and PUs. In
the first statement we show the necessary and sufficient condition for the VUL formulation
(3.13) and the total dual problem (2.10) to attain strong duality.
Proposition 3.5 Assume a strictly feasible solution for the original problem in Eq. (2.7)
exists. Then, the VUL reformulation PU2(S, SPU ) in (3.13) attains the same optimal as
the original problem, and implicitly strong duality holds, if and only if there exists a set of
unit norm beamformers {uk}k∈S , such that G2 (D−G1)−1 η ≤ 1.
Proof “⇒” We first show by contradiction that strong duality implies the existance
of a set of beamformers, which satisfy the PU constraints. Assume that there exists no
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such set of unit norm beamformers, which at the optimal of PU2(S, SPU ) satisfy the PU
conditions. Let q1 and q2 be the optimal solution for the VUL problem (3.13), and p1 and
p2 the corresponding power and interference vectors, respectively, obtained by minimizing
the partial dual function fp(q2). Further, let {uk}k∈S be a set of beamformers, which are
feasible for the downlink problem with p
1
and p
2
, the corresponding SU power and PU
interference vectors, respectively. Then, for the optimal PU VUL power vector, q2, we have
that
qT1 η − qT2 1 = pT1 1+ (p2 − 1)T q2 (3.23a)
< pT
1
1+
(
p
2
− 1
)T
q2 (3.23b)
≤ p⋆T1 1. (3.23c)
The inequality in (3.23b) is due to the fact that, for any q2, if {uk} is feasible for the corre-
sponding DL problem, then it is feasible for the the system of VUL SINRs. Consequently,
the cost function for the solution obtained with this set of beamformers must be larger than
that obtained by the optimizer of VUL. Further, since strict inequality holds for all feasible
solutions in (3.23b), then it also holds for the optimum of (2.7). This, however, contradicts
the initial assumption, that the two problems attain the same optimum.
”⇐” Let {uk}k∈S be a set of optimal beamformers for the VUL reformulation (3.13),
which satisfies G2 (D−G1)−1 η ≤ 1. It can be easily seen that if this set of beamformers
satisfies the constraints, then fixing p = (D−G1)−1η and further defining Wk = pkukuHk ,
for all k ∈ S, we obtain a feasible solution for the SDR reformulation (2.11). Further, from
Proposition 3.2 any solution of the VUL problem (3.13) is a solution of the dual (2.10),
and whenerver strict feasibility is satisfied these two problems attain the same optimal
value as the SDR formulation (2.11). Since {Wk} and {qk} are feasible in the primal and
dual domain, respectively, it follows from cone duality [Proposition 4, [52]], that the pair
is optimal and strong duality holds. Thus, a rank one solution is optimal for the SDR
formulation (2.11), which implies that strong duality holds for the original problem. 
In conclusion, the equivalence between the original problem PD(S, SPU ) and PU2(S, SPU )
is guranteed if and only if there exists a vector in the null space of each Zk, for which the
primary constraints are satisfied. For the case when iCSI of the SUs is available at the
transmitter, it follows from the discussion in Section 3.3.2, that this condition must be
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Figure 3.3: Example of violation of the PU constraints by random vectors in the null space
of the dual matrices. Values larger than one imply that the obtained PU interferences are
larger than the imposed interference thresholds.
satisfied, due to the complementarity slackness constraints. In the case of sCSI, this state-
ment is however not straightforward. The following remark gives a hint regarding where
the difficulties lie in evaluating the CR scenarios with sCSI.
Remark 1 (regarding optimal beamformers) Contrary to the conventional case
with L = 0, when CR scenarios are assumed, and the channel covariance matrices have
general rank, the statement, that any vector in the null space of the dual matrices {Zk} is
a feasible beamformer for the original problem (2.7), is not necessarily true. It is possible
to expose cases, in which, vectors from the null space of Zk do not lead to feasible solutions
for the primary constraints, even for problem instances which do not exhibit a duality gap.
Such an example is depicted in Figure 3.3, and corresponds to a scenario with N = 12
antennas, 6 PUs and 3 SUs, positioned at [−65, −60, −55, −35, −25, −15]◦ and, at
[−5, 10, 25]◦ relative to the antenna broadside, respectively. A scattering angle of 2◦ is
considered for the SUs, whereas this parameter is chosen as zero for the PUs. In this case,
the null space of the dual matrix corresponding to the first two SUs has dimension one, while
that of the third SU is two. Considering two orthogonal eigenvectors i.e., u3,1 and u3,2 in
the null space of this user, we can construct a beamformer as a normed linear combination
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u3 , (αu3,1 + (1− α)u3,2) /‖αu3,1 + (1 − α)u3,2‖. With this newly obtained beamformer,
downlink powers can be computed using Eq. (3.5b). However, as seen in Figure 3.3, for a real
choice of the parameter α ∈ [0, 1], no solution simultaneously satisfies all PU interference
constraints, although for this problem strong duality holds. However, a beamformer exists
in the null space of the dual matrices, and is feasible in the downlink domain.
Remark 2 (regarding the VUL problem with fixed beamformers) One ap-
proach to prove uplink downlink duality is to show first, that the statement holds for fixed
beamformers, and then extrapolate the result to the general problem. In our case, for
fixed feasible beamformers, the VUL reformulation in (3.13) is indeed equivalent to the
original problem (2.7). This can be shown as follows. As shown in Appendix A, when the
beamformers are fixed and feasible, the original problem (2.7) is an LP, for which strong
duality holds. Thus, for fixed beamformers, (2.7) achieves the same optimum as the LP
dual problem
max
q1,q2
qT1 η − qT2 1 (3.24a)
s.to (D−G1)Tq1 −GT2 q2 = 1 (3.24b)
q1 ≥ 0; q2 ≥ 0. (3.24c)
Furthermore, the spectral radius condition, i.e., λmax(D
−1G1) < 1 is satisfied for any
feasible set of beamformers. This implies that q1 is unique for any non-negative q2, and
Eq. (3.24) is equivalent to
max
q2
min
q1
qT1 η − qT2 1 (3.25a)
s.to
qku
H
k Rkuk
uHk
(∑
i∈S
i 6=k
qiRiγi +
∑
l∈SPU
qlRlγl + 1
)
uk
≥ 1. (3.25b)
In conclusion, when the transmit beamformers are fixed, the VUL formulation (3.13)
achieves the same optimum as the original problem. The result, however, does not generalize
directly to the case of variable beamformers, unless it is possible to show that the optimum
beamformers for the original problems are also optimal for the inner minimization problem
of the VUL (3.13).
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3.3.4 A Particular Case of Strong Duality
When only sCSI is available for both SUs and PUs, a more general statement regarding
the strong duality of the original problem is still an open problem. Under particular model
assumptions it is however possible to prove that the SDR formulation (2.11) admits a rank
one solution, therefore ensuring that the original problem (2.7) and its dual achieve the
same optimal. More precisely, we show that strong duality holds for a channel model which
simultaneously respects the following set of assumptions.
Assumptions A.1
i) the antenna configuration at the BS is uniform linear array (ULA)
ii) the distribution of rays around the nominal direction from which the signal from a
user impinges on the array, is approximately normal with zero mean and σθ standard
deviatiation
iii) the complex gains of the paths are assumed independent from snapshot to snapshot
and from ray to ray.
Let θk be the angle of incidence of the signal from user k to the BS array. Under the
above mentioned assumptions A.1, the covariance matrix can be written in closed form [80]
as
Rk(θk) =

∫∞
−∞ e
− φ
2
2σ2
φ ej0g(θk,φ)dφ . . .
∫∞
−∞ e
− φ
2
2σ2
φ e−j(N−1)g(θk,φ)dφ
. . . . . .∫∞
−∞ e
− φ
2
2σ2
φ ej(N−1)g(θk,φ)dφ . . .
∫∞
−∞ e
− φ
2
2σ2
φ ej0g(θk,φ)dφ
 (3.26)
where
g(θk, φ) = 2π∆sin(θk + φ). (3.27)
Using a small spread angle approximation and explicitating the integrals, the expression in
Eq. (3.26) is equivalent to the familiar model [80], which is commonly used in simulations.
To prove strong duality, we show that the SDR of the original problem (2.7) always
admits a rank one solution. Furthermore, the proof bases on the Fejer-Riesz theorem which
states the following.
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Theorem (Fejer Riesz [82]) Let Pc(e
jt) =
∑N−1
l=−N+1 cle
jlt be a trigonometric poly-
nomial, which takes real and non-negative values for any real t. Then Pc can be factorized
as Pc(e
jt) = P ∗a (e
jt)Pa(e
jt), where Pa(z) =
∑N
l=0 alz
l is a polynomial obtained as
Pa(z) =
√
C
N∏
l=1
(z − αl), (3.28)
α1, . . . , αN represent the roots of z
NPc(z), which lie within the unit circle, and (·)∗ denotes
the complex conjugate of (·).
Sketch of Proof The proof of this statement stems from the observation that Pc(z) =
P ∗c (1/z
∗), for any complex z, which implies that the roots of the poylnomial zNPc(z) appear
in pairs {αl, 1/α∗l }, with equal multiplicity. 
Proposition 3.6 Let W˜ be an N-by-N Hermitian psd matrix of rank r. Then, there
exists w˜ such that Tr{W˜R(θk)} = w˜HR(θk)w˜ for any θk.
Proof Since W˜ is Hermitian positive semidefinite, there exist vectors w˜1 . . . w˜r such
that
W˜ =
r∑
i=1
w˜iw˜
H
i . (3.29)
Then, we have
Tr{W˜Rk(θk)} = Tr
{
r∑
i=1
w˜iw˜
H
i Rk(θk)
}
(3.30)
=
N−1∑
l=0
N−1∑
m=0
r∑
i=1
w˜i,lw˜
∗
i,m
∫ ∞
−∞
e
− φ
2
2σ2
φ e−j2π(l−m)g(θk,φ)dφ (3.31)
=
∫ ∞
−∞
e
− φ
2
2σ2
φ
N−1∑
l=−N+1
fl(w˜1, . . . , w˜r)e
jlg(θk,φ)
︸ ︷︷ ︸
Pf (e
jg(θk,φ))
dφ (3.32)
where the lth function fl(w˜1, . . . w˜r) results from grouping the terms corresponding to the
l-th exponentials and can be written as
fl(w˜1, . . . w˜r) ,

∑N−1
m=l
∑r
i=1 w˜i,mw˜
∗
i,m−l, l = 0, . . . , N − 1
f∗−l, l = −(N − 1), . . . ,−1
(3.33)
We can easily notice that Pf (e
jg(θk,φ)) ,
∑N−1
l=−N+1 fl(w˜1, . . . w˜r)e
jlg(θk,φ) is a trigonometric
polynomial, which is non-negative for any real θk and φ, as Pf results from a sum of
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quadratic forms
Pf = e
φ2
2σ2
φ
r∑
i=1
w˜Hi Rk(θk)w˜i. (3.34)
From the Fejer-Riesz theorem, it follows that Pf can be equivalently represented as
Pf (e
jg(θk,φ)) = P ∗w(e
jg(θk,φ))Pw(e
jg(θk,φ)), where Pw(e
jg(θk,φ) =
∑N
i=0 w˜o,ie
jg(θk,φ), such that
the coefficients w˜o,0, . . . w˜o,N of Pw do not depend on θk but solely on w1, . . . ,wN through
the relations given by Eq. (3.33). Denoting bθk,φ ,
[
1, ejg(θk+φ), . . . , ej(N−1)g(θk+φ)
]T
and
w˜o = [w˜o,0 . . . w˜o,N−1], (3.30) can now be written as
Tr{W˜Rk(θk)} =
∫ ∞
−∞
e
− φ
2
2σ2
φ w˜Ho,ibφ,θkb
H
φ,θk
w˜o,idφ (3.35)
= w˜Ho
(∫ ∞
−∞
e
− φ
2
2σ2
φ bφ,θkb
H
φ,θk
dφ
)
w˜o (3.36)
= w˜Ho Rk(θk)w˜o. (3.37)

From Proposition 6.1, it follows that for any beamforming matrix Wk, obtained as
an optimal solution of the SDR formulation (2.11), a beamforming vector wk can be con-
structed such that Tr {WkRl} = wHk Rlwk, for all l ∈ S ∪ SPU , as long as the covariance
matrices have the form in (3.26).
We remark, in the end, that a related result has been very recently published [72], in
which strong duality is proven for a homogenous QCQP problem, in which all matrices
in the quadratic constraints are Toeplitz Hermitian. However, the result in [72] does not
directly apply to our problem, as bringing (2.7) to the form of the problem in [72], destroys
the Hermitian Toeplitz structure of the matrices in the constraints. On the other hand, a
careful inspection of the approach in [72] may provide additional insight into the problem
structure and possibly new approaches, which are also applicable to the scenario, considered
in this thesis.
3.4 Proposed Algorithms
In this section, we propose two algorithms to solve the original problem in (2.7), using
the uplink reformulations proposed in Sections 3.4.1 and 3.4.2. The first algorithm, in
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Section 3.4.1 is based on the reformulation in (3.1), together with the optimality conditions,
mentioned in Section 3.1.2. On the other hand, the algorithm in Section 3.4.2 employs the
partial dual structure of the reformulation in (3.13), and, based on this, a subgradient
method is devised.
3.4.1 Fixed Point Algorithm
Our approach to solve the original problem in (2.7), through the VUL reformulation in
(3.1), is summarized in Table 3.1.
We assume for now that, at initialization, a set of beamformers and powers is available,
such that the SINR constraints of all SUs are simultaneously satisfied under a generic total
sum power constraint and in the absence of the PUs. We term such a point SU feasible
and note that it can be efficiently obtained as the solution of an SINR balancing problem,
expressed as
max
{pk,uk}
min
k∈S
SINRDLk
γk
(3.42a)
s.to pT1 1 ≤ Pmax, (3.42b)
when the optimum of this is larger than one. With the beamformers obtained from (3.42),
the initial downlink powers, p1(0), and interference terms, p2(0), can be computed from
Eq. (3.5b) and Eq. (3.5c), respectively. Finally, we initialize the PU VUL powers as q2(0) =
p2(0), and the SU VUL powers, q1(0), as the solution of the linear system of equations in
(3.10), for the chosen beamformers and VUL PU values. An algorithm for solving (3.42)
has been proposed in [64] and shown to exhibit superlinear convergence. A discussion about
infeasibility is deferred to the next chapter.
After the initilization procedure, we successively update the beamformers and VUL
powers, as follows. The decoupled nature of the SINRVUL enables an efficient computation
of the beamformers as generalized eigenvectors, as shown in Step 2 of Table 3.1. The
interference levels, caused by the new beamformers to the PUs, are computed in Step 3,
and, according to these, the VUL PU powers, {ql}l∈SPU , are updated. More precisely,
the logic of the update is that, if some interference threshold pl(t) at the t-th iteration is
violated, the corresponding PU VUL power ql is increased, in order to put more effort on
satisfying this constraint in the following iterations. If, on the contrary, pl(t) is strictly
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Algorithm 3.1 Fixed Point Method
Step 1 Initialize {uk}k∈S such these are SU feasible and {qk}k∈S and {ql}l∈SPU with the
values corresponding to the SU feasible point
Step 2 Compute the uplink SU powers and beamformers
2.1 Define the function Ek as
Ek(q1(t),q2(t),uk) ,
uHk
(∑
i∈S, i 6=k qi(t)γiRi +
∑
l∈SPU
ql(t)γlRl + 1
)
uk
uHk Rkuk
(3.38)
2.2 Update the beamformers with the solutions of the minimization of Ek with respect to
uk, for all k ∈ S as
uk(t+ 1) = argminukEk(uk,q1(t),q2(t)) (3.39)
2.3 Reconstruct the matrices D(t+ 1), G1(t+ 1) and G2(t+ 1) as in Eq. (3.2)
Step 3 Update the downlink powers, p1(t + 1), and the interference levels, p2(t + 1), with
Eq. (3.5b) and Eq. (3.5c), respectively
Step 4 Update the VUL PU powers
ql(t+ 1) = ql(t)pl(t+ 1)); l ∈ SPU (3.40)
Step 5 Update the VUL SU powers with the solution of the linear system of equations
qk(t+ 1) = Ek(q1(t+ 1),q2(t+ 1),uk(t+ 1)); k ∈ S (3.41)
Step 6 Check convergence
if
√∑
i∈S∪SPU
|qi(t+ 1)− qi(t)|2 > ǫ, go to Step 2, else exit
Table 3.1: The uplink downlink algorithm corresponding to the formulation in Section 3.1
smaller than one, then its corresponding PU power is decreased. Finally, the SU VUL
powers are updated as the solution of the linear system of equ
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procedure is repeated, until the norm of the difference between two consecutive updates is
below a desired precision, denoted as ǫ.
Remark 3 (regarding positivity of DL powers and VUL feasibility) The initial-
ization, together with the update in Step 5, ensures that, the intermediary downlink powers,
obtained at each iteration, are positive. Consequently, at each step, the SU and PU VUL
powers are positive and non-negative, respectively, and these form a feasible solution in
the VUL domain, i.e., SINRVUL constraints are satisfied. Indeed, if at initialization an SU
feasible solution exists, then for the beamformers obtained at this step, the spectral radius
condition λmax(D
−1GT1 ) < 1 holds. Therefore, feasibility is ensured for the VUL problem,
and q1 exists, such that for each element k, it holds that qk ≥ Ek(q1,q2(0),uk(0)), regard-
less of the choice of non-negative q2(0). Initializing q1(0) in this manner, we naturally have
that the inequality also holds after the beamformer update in Step 2, i.e.,
qk(0) ≥ min
uk
Ek(q1(0),q2(0),uk) k ∈ S. (3.43)
To show that for the matrices D(1),G1(1), constructed with the newly updated beam-
formers, the spectral radius conditions λmax(D
−1G1) < 1 holds, Collatz-Wielandt maximin
characterization can be employed. Specifically, this can be proven as follows. Explicitating
the terms Ek, in Eq. (3.43), we have that, for any positive vector v
vTq1(0) ≥ vTD−1(1)GT1 (1)q1(0) + vTD−1(1)GT2 (1)q2(0) + vTD−1(1)1 (3.44)
Since q1(0) > 0, it follows that v
Tq1(0) > 0 and subsequently that
1 ≥ v
TD−1(1)GT1 (1)q1(0)
vTq1(0)
+
vTD−1(1)GT2 (1)q2(0)
vTqT1 (0)
+
vTD−1(1)1
vTqT1 (0)
(3.45)
≥ sup
v
{
vTD−1(1)GT1 (1)q1(0)
vTq1(0)
+
vTD−1(1)GT2 (1)q2(0)
vTqT1 (1)
+
vTD−1(1)1
vTqT1 (0)
}
(3.46)
≥ sup
v
inf
q1>0
{
vTD−1(1)GT1 (1)q1
vTq1
+
vTD−1(1)GT2 (1)q2
vTqT1
+
vTD−1(1)1
vTqT1
.
}
(3.47)
Since supv infq1>0
{
vTD−1(1)GT2 (1)q2
vTqT1 (1)
+ v
TD−1(1)1
vTqT1 (1)
}
> 0, it follows that
sup
v
inf
q1>0
{
vTD−1(1)GT1 (1)q1
vTq1
}
< 1, (3.48)
which implies λmax(D
−1(1)G1(1)) < 1, due to the Collatz-Wielandt max min characteri-
zation of the spectral radius [53]. The same reasoning can be applied, to show that VUL
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feasibility, and implicitly the spectral radius condition is satisfied at all steps of the al-
gorithm. Obtaining meaningful values in the DL domain, i.e., positive DL powers and
non-negative interference levels, proves mostly useful, when feasibility control and user se-
lection procedures are required, as we will show in Chapter 4.
Remark 4 (regarding alternative update rules for q1) The SU VUL powers
can also be updated with a fixed point iteration of the form qk(t + 1) = Ek(q1(t),q2(t +
1),uk(t + 1)), for all k, instead of computing the solution of the linear equations in Step
5. Simulations show that, also in this case, the spectral radius condition and the VUL
feasibility are satisfied. A formal proof is however complicated, in this case, due to the fact
that PU interference levels can either increase or decrease with the VUL PU updates. If,
at an iteration, the VUL powers are feasible, and the PU interference levels obtained after
the beamformer updates are below one, then, VUL feasibility is respected after the SU and
PU power updates, which can be shown with a similar argument as before. On the other
hand, if some of the PU interference conditions are not respected, and some entry of p2 is
larger than one, then it is not sure whether VUL feasibility continues to be satisfied. Thus it
cannot be guaranteed that the λmax(D
−1G1) < 1, and implicitly that the corresponding DL
powers are positive. Furthermore, other initializations than the one based on SU feasibility,
may also lead to negative intermediary powers, and therefore, the PU updates must be
modified to accomodate these cases, as we showed in [76].
Remark 5 (regarding global optimality) At convergence, the resulting downlink
powers represent the global optimal solution of Problem (2.7). This is due to the fact
that the resulting q⋆1, q
⋆
2 and {u⋆k}, satisfy the necessary KKT conditions, as well as the
sufficient conditions for global optimality, formulated in Section 3.1.2. Specifically, the
positive semidefiniteness of the dual matrices Z⋆k, formed with q
⋆
1 and q
⋆
2 is ensured by the
generalized eigenvalue problem. Further, since Z⋆k is psd, u
⋆H
k Z
⋆
ku
⋆
k = 0, implies Z
⋆
ku
⋆
k = 0,
thus the first order optimality condition in Eq. (3.11a) is satisfied. Finally, the PU update
enforces that the complementarity slackness in Eq. (3.11c) holds. The algorithm converges,
only if strong duality holds, as otherwise, there exists no pair of VUL powers, q1 and q2
such that the KKT conditions and the positive semidefiniteness of all Zk are simultaneously
satisfied.
Remark 6 (regarding complexity) The fixed point algorithm, presented in Table
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3.1, mainly consists of K maximum eigenvalue/eigenvector problems to obtain the opti-
mum beamformers, and two systems of linear equations of dimension K, to obtain the
intermediary DL and VUL powers, respectively, for the SUs. Thus, the complexity is of the
order O (KN2 +K2). In comparison, the SDP, which is the benchmark and state-of-the-
art solution, has a complexity of O
(
max (K + L,NK)4
)
or O
(
(KN)3
)
, depending on the
implementation [79]. The number of iterations, which the SDR requires to converge within
a precision ǫ is of order O
(
(KN)1/2 log 1/ǫ
)
. As discussed in Section 2.3, it is possible
that the solution of the SDR has a rank higher than one, in which case, randomization
procedures [56], stochastic optimization [57], or rank reduction techniques [71] must be
performed, which further add to the complexity.
3.4.2 Subgradient Algorithm
The reformulation PU2(S, SPU ) in Section 3.2 suggests an alternative implementation of
the originl problem (2.7), based on subgradient methods, which we show here. We remind
that the subgradient of a function f : RN → R at a point a is a function g : RN → R, which
satisfies f(b) ≥ f(a) + gT (a)(b − a) for all b ∈ RN . Similarly, g is a supragradient at a,
if the inequality is reversed, i.e., f(b) ≤ f(a) + gT (a)(b − a), for all b. It is easy to note
that a supragradient of fp(q2), at a non-negative q2, is p2 − 1, where p2 is the vector of
the interference levels to the PUs, caused by the beamformers which minimize fd(q2). This
results from the following sequence of inequalities. For an arbitrary non-negative q˜2,
fp(q˜2) = min
{uk},p1,p2
pT1 1+ q˜
T
2 (p2 − 1) (3.49a)
s.to (D−G1)p1 = η
≤ pT1 1+ q˜T2 (p2 − 1) (3.49b)
= pT1 1+ q
T
2 (p2 − 1) + (q˜2 − q2)T (p2 − 1) (3.49c)
= fp(q2) + (p2 − 1)T (q˜2 − q2). (3.49d)
Since p1 is optimal for fp(q2), then it is in the feasible set of the minimization problem
contained in fp(q˜2), for any non-negative q˜2. However, these may not be optimal for fp(q˜2),
thus the inequality in (3.49b) results.
With these observations, we are ready to present the algorithm, which is summarized
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in Table 3.2. After the initialization stage, which is similar to the one employed in the
previous algorithm, we proceed to solve the inner minimization problem in Eq. (3.13).
Due to the decoupled nature of the VUL SINRs, this can be performed by alternatively
updating the beamformers as generalized eigenvectors, in Step 2.1 and updating the VUL
SU powers, in Step 2.2, until convergence. In order to clearly differentiate the operations of
the inner and outer optimization problems, we have introduced the variables tin and tout,
to mark the iteration numbers of the inner, and respectively outer loop. To update the PU
VUL powers, the equivalence between fp(q2) and fd(q2), shown in Proposition 3.2, is used.
Thus, the elements of q2 are updated based on the supragradient of fp(q2). To compute
the supragradient, the powers and PU interference levels must be evaluated in the downlink
domain, as shown in Step 3.1 and 3.2, respectively. Finally, the PU powers are updated
with the classical supragradient rule, as shown in Step 3.3, where αl denotes the stepsize,
for the l-th PU constraint. The algorithm is repeated iteratively, until the convergence of
the PU VUL powers, to a desired precision ǫ.
Remark 7 (regarding the PU updates) The general form of the VUL PU powers
updates, if projective subgradient methods are employed is the one given by Eq. (3.55) in
the Step 3.3 of Algorithm 3.2, where [·]+, represents the projection onto the non-negative
orthant. It is easy to note that, choosing the step size as the PU VUL power obtained at
the previous iterations, i.e., αl = q2,l(tout), the update rule is the same as in the algorithm
in Section 3.4.1. Thus, the iterative algorithm in Section 3.4.1 can be regarded as an
approximate subgradient method, which only takes one step in the direction of the optimal
downlink powers and beamformers, for each q2, rather than computing them thoroughly.
Remark 8 (regarding complexity and inner loop) The inner loop follows the same
principle as the algorithm proposed in [65], for conventional networks. The updates in the
inner loop can also be done by means of fixed point iteration, thus with lower complexity
but also with lower convergence rate. A comparison between the convergence rates of the
two methods has been done in [65], where it was shown that the former algorithm achieves a
superlinear convergence rate, whereas, the latter only a quadratic convergence rate. These
results can be straightforwardly proven to hold for the inner loop.
Remark 9 (regarding differentiability) When iCSI is available for the SUs, fp(q2)
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Algorithm 3.2 A Subgradient Based Power and Beamformer Allocation
Step 1 Initialize {qk}k∈S and {ql}l∈SPU and the corresponding beamforming matrix, such
that we have an SU-feasible point
Until convergence of {ql}l∈SPU :
Step 2 Solve PU2(S, SPU ) for fixed {ql}l∈SPUuntil convergence of {qk}k∈S , as follows
2.1 Update the SU VUL power with
q1(tin + 1) =
(
D (tin)−GT1 (tin)
)−1 (
1K×1 +G
T
2 (tin)q2 (tout)
)
(3.50)
2.2 Update the unit norm beamformers, for fixed powers
uk(tin + 1) = argminuk
uHk
(
I+
∑
i 6=k
i∈S
Riγiqi (tin) +
∑
l∈SPU
Rlγlql (tout)
)
uk
uHk Rkuk
(3.51)
2.3 Reconstruct the matrices D(tin + 1), G1(tin + 1), G2(tin + 1) with Eq. (3.2)
2.4 Check convergence
‖q1 (tin + 1)− q1 (tin) ‖ ≤ ǫ (3.52)
Step 3 Update the PU VUL powers
3.1 Compute the downlink powers
p1 (tout + 1) = (D (tin)−G1 (tin))−1 η (3.53)
3.2 Compute the PU interference terms
p2(tout + 1) = G2(tin)p1(tout + 1), (3.54)
3.3 Update the PU VUL powers
ql(tout + 1) = [ql(tout) + αl (pl(tout + 1)− 1)]+ ; l ∈ SPU (3.55)
Step 4. Check convergence of the PU VUL powers
if ‖q2(tout + 1)− q2(tout)‖ ≥ ǫ, go to Step 2, else exit
Table 3.2: Subgradient based algorithm to solve the original problem (2.7) by means of
PU2(S, SPU )
CHAPTER 3. Proposed Downlink Beamforming Techniques for CR Scenarios 45
is differentiable and the algorithm in Table 3.2, is in fact a dual ascent method. Differ-
entiability results from the fact that, in this case, the supragradient p2 − 1 is unique, as
discussed in Section 3.2.1. Thus, since fp(q2) is concave, due to its structure as optimum
objective of a piecewise minimization problem, it follows from [Proposition 6.1.1, [51]] that
fp is differentiable at any q2.
3.5 Simulation Results
In this section, we show the performance of the fixed point and subgradient algorithms,
under gradually relaxed requirements in point of the CSI, available at the BS, i.e., from
iCSI of all users, to iCSI of SUs and sCSI of PUs, and finally, to sCSI of all SUs and PUs.
For comparison, we consider the benchmark SDR solution, which is implemented using the
CVX sofware package, with the particular solver chosen as SeDuMi. We consider one BS
with N = 7 antennas, 3 SUs and 3 PUs. The QoS thresholds are chosen randomly, at each
run, from a uniform distribution in the interval [−3, 8] dB. The interference threshold levels
for the PUs, as well as the noise variance are set to −10 dBs. We compare the fixed point
algorithm in Table 3.1 to the subgradient method in Table 3.2, where the stepsize is chosen
equal to the VUL PU power at the current iterations, as discussed in Remark 7.
In the first scenario, the channels are generated as random complex Gaussian variables,
to take Rayleigh fading effects into account, and we assume that perfect iCSI of both SUs
and PUs is available at the BS. We show in Figures 3.4a and 3.4b, the cdf of the number
of iterations, required to converge with a precision 10−5 and 10−6, respectively. For the
subgradient method, we consider noth the number of outer iterations, as well as the total
number of iterations. The simulations are performed over 1000 independent Monte Carlo
runs. As shown in Figure 3.4, the algorithms converge relatively fast, in this scenario. The
number of outer iterations required by the subgradient method is similar to that of the the
fixed point method, as expected. On the other hand, if all inner and outer iterations are
taken into account, a clear difference can be seen between the two methods, even when the
fastest procedure for the inner minimization in the subgradient method is used, i.e., the one
using matrix inversion as shown in Table 3.2.
Furthermore, in Figure 3.5, we show the root-mean-square-error (RMSE) of the sum of
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Figure 3.4: CDF of the number of iterations in which the algorithms have converged, for
two different choices of the precision factor ǫ
.
intermediary DL powers, obtained at each iteration, and the solution of the SDR reformu-
lation. Specifically, this was computed as
√
1/NM
∑NM
i=1
∑
k∈S
(
pk(i)− pSDRk
)2
, where NM
is the number of Monte Carlo runs, pSDRk is the optimal power of the kth user, as obtained
by the SDR reformulation and i represents the iteration number. We consider the cdf as
computed for all Monte Carlo runs, as well as for the best 90%, 95% and 98% of the cases. It
can be seen that, whereas the RMSE decreases slowly with the iterations, when all feasible
Monte Carlo runs are considered, significant improvement in the average convergence can
be obtained if a small outage is acceptable.
We repeat the simulations for the cases of iCSI at the SUs and sCSI at the PUs, and
show the results in Figures 3.6 and 3.7. In this scenario, the channel covariance matrices
of both SUs and PUs are generated using the model in [80]. The positions of the users
with respect to the antenna broadside are drawn at random from a uniform distribution.
To model scattering effects, a spread angle of 3◦ is considered. The instantaneous channel
realization at the k-th SU is further generated as R
1/2
k ek, where ek is a unit norm Gaussian
variable, modelling Rayleigh fading effects. As shown by Figure 3.6, the number of iterations
required to converge within a precision of 10−6 is significantly larger, compared to the
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(b) RMSE for Subgradient Method
Figure 3.5: RMSE of intermediary DL powers w.r.t. the optimal SDR value, for a scenario,
in which, iCSI of both SUs and PUs is available
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Figure 3.6: CDF of the number of iterations in which the algorithms have converged
previous case. On the other hand, from the RMSE graphic in Figure 3.7, it can be seen
that the algorithms converge relatively fast up to a certain precision, e.g., of around 10−5,
in this scenario. However, from that point onwards, attaining higher precisions can only be
achieved in a much larger number of iterations. We remark that the interior point algorithm,
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(b) RMSE for Subgradient Method
Figure 3.7: RMSE of intermediary DL powers w.r.t. the optimal SDR value, for a scenario,
in which, iCSI of SUs and sCSI of PU is available
has comparatively a much faster covergence rate. On the other hand, the large difference
between the complexity of the iterations, for the two algorithms, makes our method more
efficient, for reasonable choices of the precision thresholds. Moreover, the updates of the
beamformers, which represent the most computationally complex part of our algorithms,
can be performed in parallel, which may further speed up the performance in practice.
Finally, we show in Figures 3.8 and 3.9, the results for a scenario in which the available
CSI of both SUs and PUs is in the form of channel covariance matrices.
The RMSE for cases, in which convergence was achieved, is shown in Figure 3.9. The
percentage of cases, in which convergence was not reached are 2-3%. Methods to force
feasibility, e.g., using augumented Lagrangian or barrier functions can be developed, to
address such cases. However, given the rare number of cases in which convergence problems
occur, it is questionable whether the increase in complexity implied by treating these cases
is indeed justifiable.
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Figure 3.8: CDF of the number of iterations in which the algorithms have converged.
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Figure 3.9: RMSE of intermediary DL powers w.r.t. the optimal SDR value, for a scenario,
in which sCSI of SUs and PUs is available.
3.6 Summary
In this chapter, we have exposed the VUL structure of downlink beamforming and power
allocation problems, in CR scenarios. This resulted in the decoupling of the beamformers in
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the SINR constraints, thus enabling efficient implementations, which achieve a significant
reduction in complexity per iteration with respect to existing state-of the art techniques.
Further, we have analysed the strong duality properties of the original DL problem in
CR MISO scenario with arbitrary number of constraints. Even though a general duality
statement for this is still an open problem, we have exposed several particular cases in which
strong duality is indeed achieved. Furthermore, we have shown, through counterexamples,
that some results from conventional networks, cannot be straightforwardly extended to CR
scenarios, as might be presumed.
Chapter 4
Joint Downlink Beamforming and
User Selection
4.1 Introduction
In the previous chapter, we have solved the beamforming and power allocation problem,
under the assumption that a feasible solution exists. However, in practice, there may be no
beamforming design, which can simultaneously satisfy all QoS and interference constraints
imposed by the SUs and PUs, respectively, due to, e.g., excessively high SINR demands,
stringent interference constraints or unfavourable channels. Therefore, in these cases, ad-
mission control at the base station becomes necessary. Selecting an appropriate set of users
to be served is however a problem of combinatorial nature, and consequently, impossible
to solve optimally, in polynomial time [83]. Therefore, two interesting objectives arise in
this context. The first one, which has been approached in [83]-[86], concerns the design of
low complexity suboptimal solutions with reasonable performance. The second one consists
in devising convenient benchmark solutions, by customizing general purpose solvers with
problem specific information, in order to reduce the search space, without compromising
on optimality [88], [89]. Our focus, in this thesis, is on the first of type of these objectives.
For this, a low complexity suboptimal scheme, to simultaneously select users to be served
and their corresponding beamformers, has been proposed in [85]. The authors devised a
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method, which consists in admitting SUs based on an orthogonality measure between their
channel vectors and the channel vectors corresponding to the PUs. This makes this ap-
proach only applicable when perfect instantaneous CSI of both SUs and PUs is available at
the BS. An alternative solution has been proposed in [83] for a setup with L = 0 and was
later extended to a joint admission and power control scheme for cognitive radios in [84].
In [86], the more general admission control, with both power and beamformer design, was
approached by extending the ideas in [83]. The methods in [83]-[86] consist of deflation and,
respectively, branch and bound techniques, which, in each step, solve an SDR formulation,
with a complexity similar to that of the problem in Eq. (2.11). This makes these techniques
computationally demanding.
Our method, on the other hand, is designed based on the low complexity iterative
scheme presented in Section 3. More precisely, we introduce a low complexity infeasibility
detection technique, based on duality theory and the theorem of alternatives [49], which
naturally integrates in the algorithm proposed in the previous chapter. With this, we further
devise a deflation based user selection procedure, which successively removes SUs as long
as infeasibility is detected. Heuristic measures, developed based on the intuition given by
the VUL formulation, provide simple yet efficient measures to decide upon the users to be
removed. Finally, for the feasible group of users obtained in this way, the algorithm provides
the optimal beamformers and power allocation.
This method, which we show in detail in Section 4.2, performs well in small scenarios,
however, it may become impractical when dense deployments are considered. Therefore, in
Section 4.3, we consider a preprocessing phase in which a clustering of PUs and SUs, based
on their long term spatial signatures, is performed. This information is further used in a
computationally efficient admission and resource allocation scheme. Numerical results in
Section 4.4. show the significant reduction in computational complexity achieved by this
technique, when a large number of SUs and PUs are considered.
4.2 Proposed Approach for Small Scenarios
The problem we are interested in is to find the largest feasible set of users, for which there
exists a beamforming and power allocation solution, satisfying all SINR and interference
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constraints. More precisely, our aim is to find a set of SUs, So, as:
So=argmaxS⊆{1...K} |S| s.to (2.7) is feasible for S (4.1)
and to solve the resource allocation problem for the resulting set. In Eq. (4.1), we have
denoted by | · | the cardinality of the set.
The approach, we take in this section, is based on the theorems of alternatives from
duality theory [49]. The idea behind these theorems is as follows. In order to prove that a
set of constraints is infeasible, it is sufficient to show that a consequence of simultaneously
satisfying the constraints under consideration leads to a contradiction. This, in turn, can
be shown by assessing whether a properly constructed ‘complementary’ set to the original
constraint set is empty or not. If this set is empty, there exists a solution which simulta-
neously satisfies the original group of constraints. Duality theory provides elegant tools to
easily construct such complementary sets and consequently expose the feasibility of a group
of constraints.
We show next how we can use this principle to devise an infeasibility detection scheme.
First, several remarks and definitions are necessary. Thus, we explicitly consider a total sum
power constraint, in addition to the interference temperature constraints. This is practically
motivated by regulatory requirements and represents a potential source of infeasibility. As
discussed in Section 2.2, this can be incorporated as a (K+L+1)-th PU constraint. For
ease of notation, we define the extended PU set as SPU = SPU ∪ {K + L+ 1}, to account
for the additional constraint. Next, we define the primal feasibility set as
F , {{pk,uk}k∈S ∣∣SINRDLk ≥ γk; IDLl ≤ γ−1l ; l ∈ SPU ; k∈S} (4.2)
and the sets
D1 ,

(
{qk}k∈S , {ql}l∈SPU
) ∣∣∣∣∣∣∣∣−qjRj +
∑
k 6=j
k∈S
qkγkRk +
∑
l∈SPU
qlγlRl< 0, j∈S
 (4.3)
D2 ,
({qk}k∈S , {ql}l∈SPU)
∣∣∣∣∣∣
∑
k∈S
qkγkσ
2
k −
∑
l∈SPU
ql > 0
 . (4.4)
Further let D , D1 ∪ D2. Then, a feasibility certificate can be obtained using the theorem
of alternatives [49], as follows.
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Proposition 4.1 Assume the original problem (2.7) is strictly SU feasible. If there exist
VUL powers such that (q1, . . . , qK+L+1) ∈ D, then no beamformer and power allocation can
simultaneously satisfy the SINR and interference constraints in (2.7).
Proof The feasibility problem can be written as
min
{wk},s
s (4.5a)
s.to wHk Rkwk −
∑
i 6=k
i∈S
wHi Rkwiγk ≥ γkσ2k; k ∈ S (4.5b)
∑
k∈S
wHk Rlwkγl − s ≤ 1/γl; l ∈ SPU . (4.5c)
The dual problem corresponding to (4.5) can be easily derived as
g(q1,q2) = max
q1,q2
qT1 η − qT2 1 (4.6a)
s.to −qjRj +
∑
k 6=j
k∈S
qkγkRk +
∑
l∈SPU
qlγlRl < 0 (4.6b)
qT2 1 = 1. (4.6c)
It can be seen that if a solution of the problem in (4.6) exists and is strictly larger than
zero, then from weak duality, the optimum value of (4.5) is strictly positive, which implies
that the original problem in (2.7) is infeasible. Thus if D is non-empty, the set F is empty.

From Proposition 4.1, if the set D is non-empty, then the original problem is infeasible.
However, this does not guarantee that, when the original problem is infeasible, D is not also
empty. If both F and D are empty for some scenario, then infeasibility cannot be detected,
and some different criteria must be found. However, we can show that under strict SU
feasibility, this can only happen if the SDR reformulation (2.11) admits a solution, whereas
the original problem (2.7) does not. Therefore, in scenarios in which iCSI or sCSI in
Toeplitz form is available for the SUs, infeasibility can always be detected by using the
result of Proposition 4.1.
To show that under strict SU feasibility, either D or the feasible set of the SDR (2.11)
is empty, we can proceed as follows. The feasibility problem corresponding to the SDR
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reformulation (2.11) can be written as
min
{Wk}, s
s (4.7a)
s.to Tr {WkRk} −
∑
i 6=k
i∈S
Tr {γkWiRk} ≥ γkσ2k; k ∈ S (4.7b)
∑
k∈S
Tr {γlWkRl} − s ≤ 1/γl; l ∈ SPU . (4.7c)
It can be straightforwardly shown that the dual problem corresponding to (4.7) has the same
expression as the dual of the original problem, (4.6). If the strict SU feasibility holds for the
original problem (2.7), then a beamforming matrix exists, for which the inequalities in (4.7b)
are strictly satisfied. Then, by choosing s such that s > maxl∈SPU Tr {γlWkRl} − 1/γl, we
obtain a strictly feasible solution for the problem in (4.7). Therefore, Slater’s condition is
satisified [49], implying that strong duality holds for the feasibility problem (4.7), associated
to the SDR formulation (2.11). Consequently, if there exists no feasible solution of the SDR
problem (4.7), it follows that s > 0 and thus the set D is non-empty. Since the SDR in
(2.11) is a relaxation of the original problem (2.7), its infeasibility implies that the latter
problem is also infeasible. Thus, the sets F and D can only be simultaneously empty, if the
SDR reformulation, (2.11), admits a solution, and the original problem does not.
4.2.1 Joint User Selection, Beamforming and Power Allocation Algo-
rithm
According to the result in Proposition 4.1, if at an arbitrary step, the VUL powers are in the
set D = D1 ∪D2, then, the problem is infeasible. However, it can be easily shown that, the
PU power updates based on complementary slackness, in Section 3.1, enforce the renewed
VUL powers to be in the set D2. This holds for both the fixed point and subgradient based
algorithm, presented in Section 3.
In the case of the subgradient based algorithm in Table 3.2, this can be shown as
follows. Let us consider q1(tout + 1) and {uk(tout + 1)} as the optimum VUL power vector
and beamformers respectively, obtained after the convergence of the inner loop for q2(tout).
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We then have:
ηTq1(tout + 1) = η
T (D (tout + 1)−G1 (tout + 1))−T
(
1+GT2 (tout + 1)q2 (tout)
)
(4.8a)
= pT1 (tout + 1)1+ p
T
2 (tout + 1)q2(tout) (4.8b)
= pT1 (tout + 1)1+ q
T
2 (tout + 1)1 (4.8c)
> qT2 (tout + 1)1. (4.8d)
Thus, {q1(tout + 1),q2(tout + 1)} are in D2. A similar result holds for the fixed point
algorithm in Table 3.1, if, instead of the updated SU VUL powers, the optima of the
eigenvalue problems Ek (q1 (t) ,q2 (t) ,uk (t+ 1)) are employed, where t denotes the iteration
number. This results as follows. Letting qk , Ek(q1(t),q2(t),uk(t+1)), and stacking these
elements into the vector q1, we have
ηTq1 ≥ ηT (D (t+ 1)−G1 (t+ 1))−T
(
1+GT2 (t+ 1)q2 (t)
)
. (4.9)
The inequality in (4.9) holds due to VUL feasibility, as discussed in the third remark of
Section 3.2. From (4.9), similar inequalities hold as in (4.8b)-(4.8d), thus we can conclude
that ηTq1 − q2(t + 1)T1 ≥ 0. Note that optimal values of Ek (q1 (t) ,q2 (t) ,uk (t+ 1)) are
already available after solving the eigenvalue problems in Step 2, and are therefore obtained
at virtually no cost. Furthermore, the result of the k-th eigenvalue problem can be viewed
as an intermediary VUL power of the k-th SU.
In conclusion, to test infeasibility, it is sufficient to test if(
{qk (tout + 1)}k∈S , {ql (tout + 1)}l∈SPU
)
∈ D1, (4.10)
in the case of the subgradient based algorithm in Table 3.2, and similarly that(
{Ek (q1 (t) ,q2 (t) ,uk (t+ 1))}k∈S , {ql (t+ 1)}l∈SPU
)
∈ D1, (4.11)
in the case of the fixed point algorithm in Table 3.1. If infeasibility is detected, an SU is
removed, based on heuristics, which we derive in Section 4.2.2. Moreover, the feasibility
test procedure can be terminated once a point in the set F has been found. This check
comes at virtually no cost, as it only involves the verification of whether the PU interference
constraints after the updates are respected. For completeness, we show in Table 4.1 the
beamforming and admission control procedure, based on the subgradient method in Table
3.2. Naturally, the procedure can be adapted for the fixed point algorithm, where the
infeasibility test is based on Eq. (4.11).
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Algorithm 4.1 Heuristic Deflation Algorithm
Step 1. Initialize {qk}k∈S and {ql}l∈SPU and the corresponding beamform-
ing matrix such that we have an SU-feasible point
Step 2. Until convergence of {ql}l∈SPU , iterate the following steps:
2.1 Update the SU uplink powers for fixed beamformers Eq. (3.50)
2.2 Update the unit norm beamformers for fixed powers Eq. (3.51)
Step 3. Update the PU virtual uplink powers with Eq. (3.54)
Step 4. Perform the infeasibility test: [q1, . . . , qK+L+1] (tout + 1) ∈ D1.
If infeasible, remove user based on an appropriate heuristic, as described
in Section 4.2.2 and go to Step 2.
Step 5. Perform convergence check
Table 4.1: Joint deflation based user selection and beamforming control, based on subgra-
dient method.
4.2.2 Heuristic Selection
The proposed procedure assumes as initialization the largest SU feasible set. Then, the it-
erative beamforming algorithm with feasibility control is started and, whenever infeasibility
is detected, one user is removed at a time, based on appropriately chosen heuristics. The
structure of the problem and its interpretation in the VUL domain, makes it possible to
choose powerful heuristics. Recalling that infeasibility is detected when the VUL powers
are in the set D1, it is reasonable to consider the removal of the user, whose elimination
‘moves’ the remaining set of VUL powers the furthest away from D1. A potential candidate,
to satisfy this, is the one with the largest weighted VUL power, i.e., γkqk. The advantages
of using this heuristic, in a deflation based scheme, lie in its simplicity and generally good
performance, as shown in simulations. We refer to this scheme as ‘Fast Removal’, through
the rest of the chapter.
This scheme performs well when there exists an SU with a significantly larger weighted
VUL power. There may however occur cases when several SUs have similar such coefficients,
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Algorithm 4.2 Look Ahead
Step 1. for j=1,2
1.1 Solve PU(Sj(t), SPU ) until {qk}k∈Sj(t)∪SPU converges or infeasibility
is detected.
1.2 With the obtained {qk}k∈Sj(t)∪SPU compute
mj =

∑
k∈Sj(t) γkσ
2
kqk−
∑L+1
l=1 qK+l if PU(Sj(t),SPU) feasible;
|T | where T ={k ∈ Sj(t) | γkqk>γjqj} otherwise.
Return (mj , infeasibility status)
Step 2. if both PU (Sj(t), SPU) , j = 1, 2 have the same infeasibility
status eliminate user j with the smallest mj
else eliminate user j for which PU(Sj(t), SPU ) is feasible
Table 4.2: User removal based on depth one branch search. PU denotes generically the
VUL problem and can be either PU1(S, SPU ) in (3.1) or PU2(S, SPU ) in (3.13)
e.g., when two SUs interfere with each other or create interference to the same PU. To
overcome this problem we consider an alternative user selection scheme, in which a depth
first tree search is performed. More specifically, when there is no user with a distinctively
high weighted VUL power, we consider the two users, which attain the highest such values,
as candidates for removal. Then, temporarily eliminating each one, we perform the iterative
update and assess the evolution of the two candidates among the remaining users. Finally,
we remove the SU, which at the next branch level has the poorest performance with respect
to a chosen metric, e.g., weighted uplink power or interference created to the PUs. This
removal approach, which we term ‘Look-Ahead’ is shown in Table 4.2, where for simplicity
we consider only two SUs in the candidate set. For convenience, we use the notation Sj(t)
to represent the set of users S, considered at iteration t, from each user j has been removed,
i.e., Sj = S(t) \ {j}.
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Figure 4.1: Percentage of correct decisions, in point of served number of users when the
number of PUs is fixed to 6 and SINR target is increasing
4.2.3 Simulation Results
In this subsection, we evaluate by numerical simulations the performance of the algorithms
in interference limited scenarios, in which infeasibility is due to a large number of coexisting
PUs and increasing QoS demands, which must be respected without violating the imposed
interference temperature constraints. We evaluate the performance in terms of served
number of users and power consumption, as well as the number of iterations required to
decide infeasibility. For comparison we consider the optimal solution, which can be obtained
using a full search method and a solution, given by randomly removing one user at each
step, for which infeasibility was detected. The simulation scenarios consist of one BS with
N = 7 antennas and 6 single antenna SUs. The channels are assumed to be affected by
Rayleigh fading. The interference thresholds for the PUs, as well as the noise levels at the
SUs are set to −10dBs.
In the first scenario we consider that infeasibility caused by increasing QoS demands and
show in Figure 4.1 the percentage of correct decisions in point of served number of users,
when the number of PUs is 6. Specifically, we show the percentage of Monte Carlo runs, in
which the number of served users, using the three deflation methods, i.e., our two proposed
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Figure 4.2: Average transmit power for the feasible user combinations, chosen by the three
schemes
heuristic methods and the random removal scheme, coincide with the optimal number of
users, given by the benchmark solution. We notice that the proposed low complexity algo-
rithms serve the correct number of users in more than 85 % of the cases. As expected the
‘Look-Ahead’ algorithm which performs the tree search has a better performance, taking
the correct decision in more than 90% of the cases. The performance of both proposed algo-
rithms is significantly better than a random user selection scheme, thus certifying that the
VUL powers at the iteration where infeasibility is detected, as well as our proposed heuristic
measures, are indeed meaningful. The average transmitted power of the user combinations,
chosen by our algorithms compared to the user combination, which achieves the optimal
power, is depicted in Figure 4.2. For a fair comparison, only the Monte Carlo runs were
considered, in which all three techniques served the same number of users. We note that
even though our low complexity algorithms do not always choose the user combination with
the smallest transmit power, the difference to the optimal scheme is below 0.5dB on average,
which is acceptable once the significant difference in complexity between our methods and
the exhaustive search is taken into account.
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Figure 4.3: Percentage of correct decisions in point of served number of users when the
SINR target is set to 8dB
In the second scenario, we evaluate the performance of our algorithms, when the infea-
sibility is due to the interference limitations, imposed by an increasing number of PUs. We
show, in Figure 4.3, the percentage of the correct decisions taken by our algorithms and
the random removal algorithm in point of served number of users. Similar to the previous
case, the deflation procedures perform well, with the simple one step removal reaching the
correct decisions in 85 to 90% of the cases, while being outperformed by the Look Ahead
method. The random removal method only reaches the correct decisions in less than 40%
of the cases. Finally, we show in Figure 4.4, the cdf of the number of iterations required
to reach an infeasibility decision. More precisely, the number of outer iterations for the
subgradient algorithm is considered in this figure, and is similar to the number of iterations
for the fixed point algorithm. We note that, generally, the decision is taken relatively fast
for these scenarios, with more than 90% of cases exhibiting infeasibility in less than 10
iterations.
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8dBs and increasing number of PUs
4.3 Proposed Approach for Dense Networks
In this section we consider the case where the number of SUs competing for resources, as
well as the number of PUs which require interference protection is large. Applying the
deflation techniques from the previous section to these scenarios is clearly impractical. To
reduce the complexity of the user selection scheme for such cases, we propose a preprocessing
phase in which users are clustered based on the similarity between their long term spatial
signatures. More precisely our motivation is as follows. Consider a scenario as the one
depicted in Figure 4.5. Here, SUs with similar spatial signatures are prone to creating
large levels of mutual interference, therefore are unlikely to be served jointly. Furthermore,
PUs with similar spatial signatures pose similar constraints to the secondary system and,
therefore, the use of PU clusters promises a more efficient interference management.
Clustering algorithms have been extensively studied in unsupervised machine learning
and a significant number of algorithms has been developed to solve this problem on vector
spaces. For our purposes, however, we are interested in grouping the users based on the
second order statistics of their channels. In this case, the vector space prerequisite is
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Figure 4.5: Clustering in dense CR networks
not met, due to the fact that the covariance matrices are positive semidefinite. Several
techniques have been developed to cluster points based on covariance matrices, however
these generally employ an exponential distance measure, which cannot be used when the
covariance matrices are rank deficient. Therefore, in this thesis, we employ the distance
measure derived in [134] and, based on this, we develop two clustering schemes. From each
of these clusters, appropriate representatives can be chosen and fed to the uplink downlink
algorithm, considered in Section 4.2.2. The use of long term channel statistics, which are
known to vary slowly in time, makes the scheme practically attractive as the clustering
schemes can be performed oﬄine and do not require a frequent updates.
4.3.1 Covariance Based User Clustering
Let G denote a set of points, which, in our case, are psd channel covariance matrices. The
purpose of a clustering scheme is to find non-overlapping sets {Ci} and corresponding cluster
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centers Ri such that
min
NC ,{Ci,Ri}
∑
i
|Ci|∑
j=1
d2
(
RCi(j),Ri
)
(4.12a)
s.to
⋃
i
Ci = G;
⋂
i
Ci = Ø, (4.12b)
where Ci(j) represents the jth element in the ith cluster, NC is the number of clusters and
d(·, ·) is a similarity measure between two psd matrices which are its arguments.
To find appropriate clusters, the first important requirement, as pointed out by the
problem formulated in (4.12), is to have a proper distance function to measure the similarity
between channel covariance matrices. It has been acknowledged that Euclidean distances
are generally not well suited to assess the proximity between covariance matrices. As shown
in Appendix B, the set of covariance matrices can, however, be endowed with a Riemannian
manifold structure, for which appropriate distance measures can be defined, to measure
the similarity between points, i.e., psd matrices, while taking into account their inherent
positive semidefiniteness properties. Thus, to measure similarity between the matrices on
the Riemannian manifold, we use the distance derived in [134] as
dR(R1,R2) =
√
Tr
{(
R
1/2
1 −R1/22
)2}
, (4.13)
where R1 and R2 are two arbitrary psd matrices.
To group users around centers, which are not known apriori, it is necessary to establish
the concept of the mean of points on the manifold. A definition of the mean on general
Riemannian manifolds has been proposed by Karcher as a natural generalization of the
arithmetic mean on Euclidean spaces. More precisely, the mean of P points on the manifold
is defined as the point which minimizes the sum of square distances to all P points, i.e.,
psd matrices, and can be written as
R , argminR≻0
P∑
i=1
d2R(R,Ri). (4.14)
Inserting Eq. (4.13) in the definition (4.14), we obtain that the Karcher mean for the
Riemannian manifold of psd matrices characterised with the distance measure (4.13), must
satisfy
min
R
PTr {R} − 2
P∑
i=1
Tr
{
R
1/2
i R
1/2
}
+
P∑
i=1
Tr {Ri} . (4.15)
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Naturally, a minimizer of (4.15) is
R =
[
1
P
P∑
i=1
R
1/2
i
]2
. (4.16)
Finally, one more aspect, which must be considered when approaching the problem in
(4.12), is the knowledge of the number of clusters NC . Many familiar clustering algorithms
in literature, e.g., K-means, are designed under the assumption that NC is known a-priori.
In the case of SU clustering, such an assumption can be justified as, generally, the number
of users for which a feasible beamforming design under SINR constraints exists, is limited
by the number of antennas available at the BS. An upper bound for the number of SUs,
which can be satisfied simultaneously, may also be derived in closed form as in [67]. Thus,
for the case when the number of SUs is known, we can adapt a K-means algorithm to the
distance measure in (4.13) and the corresponding center, defined by Eq. (4.16), as we show
next.
SU Clustering
Choosing NSUC as an upper bound for the number of users which can be simultaneously
served, we perform a K-means clustering for the SUs. This algorithm is summarized in
Table 4.3, where we denote the iC-th SU cluster by CSU,ic . The idea of the approach, is
to iteratively update the members of the clusters, by evaluating the distance between each
user and the estimated cluster center, at each iteration. Each user is then included in the
cluster, whose center is the closest with respect to the chosen distance, (4.13), in Step 2.
Finally, in Step 3, the mean of the newly formed groups are recomputed. The procedure is
repeated iteratively, until the centers of the clusters stabilize.
PU Clustering
Contrary to the SU case, finding a number of PU clusters is more demanding, as in this case
no condition can be found, e.g., w.r.t. number of antennas. Furthermore, performing the
grouping for an erroneous number of clusters can lead to artificial results. Thus, to avoid
these drawbacks, and an additional stage of estimating the number of clusters, we propose
here a greedy scheme to group the PUs. Before we proceed, we introduce several definitions.
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Algorithm 4.3 SU Clustering
Step 1. Initialize the cluster centers with NSUC SUs and the center with the corresponding
covariance matrix
CSU,iC ← π(iC); iC = 1, . . . NSUC (4.17)
RSU,iC (1)← Rπ(iC), (4.18)
where π(iC) is the index of the SU which has been selected for cluster iC
Repeat until convergence:
Step 2. For each k = 1, . . . ,K, assign kth SU to a cluster iC such that:
iC = argmini=1,...,NSUCd
2
R(RSU,i(t),Rk) (4.19)
CSU,iC ← CSU,iC ∪ {k} . (4.20)
Step 3. For iC = 1, . . . , NSUC , update the mean of the cluster iC with Eq. (4.16)
RSU,iC (t+ 1) =
 1
|CSU,iC |
∑
k∈CSU,iC
R
1/2
k
2 . (4.21)
Table 4.3: Clustering algorithm for known number of clusters.
Let DPU be a set containing the distances between any two PU channels covariance matrices
which are smaller than a threshold Υ as:
DPU = {dR(Ri,Rj) < Υ; i, j = K+1, . . . ,K+L} (4.24)
and assume the elements are sorted in ascending order. Further, consider the index set
defined as
IPU , {(i, j)|i < j, i, j = K + 1, . . . ,K + L} (4.25)
and a mapping π : {1, . . . , |DPU |} → IPU such that π(k) retrieves the indexes (i, j) of the
k-th smallest distance in DPU .
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Algorithm 4.4 PU Clustering
Step 1. Initialisation: Form the set DPU as in Eq. (4.24). Construct the first cluster and
compute its mean:
(i, j) = π(1),
NPUC ← 1,
CPU,1 ← {i} ∪ {j} ,
RPU,1 =
1
4
(R
1/2
i +R
1/2
j )
2.
Step 2. for t = 2, . . . , |DPU |
(i, j)← π(k)
iC,i=
[
argminiC=1,...,NPUCd
2
R(Ri,RPU,iC)≤Υ/2
]
+
(4.22)
iC,j=
[
argminiC=1,...,NPUCd
2
R(Rj,RPU,iC)≤Υ/2
]
+
(4.23)
if iC,i = iC,j = 0, create new cluster
NPUC = NPUC + 1
CPU,NPUC ← {i} ∪ {j}
else assign to the closest clusters
CPU,iC,i ← CPU,iC,i ∪ {i}
CPU,iC,j ← CPU,iC,j ∪ {j}
if all PUs assigned to a cluster, exit
Table 4.4: Clustering for unknown number of clusters
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The idea of the algorithm, summarized in Table 4.4, is to first create one cluster with
the two PUs, whose distance is the smallest, and compute its center, as shown in Step 1.
The procedure is then successively performed, in ascending order of the distances between
user pairs. At each iteration t, the similarity between the PUs, corresponding to the t-th
smallest distance in DPU , and the centers of the existing clusters is evaluated. The PUs,
corresponding to the t-th pair, which do not already belong to a cluster, are assigned to the
group, whose center is the closest, in Riemannian distance. At the same time, the distance
towards the closest center must not exceed Υ. This is evaluated by Eqs. (4.22) and (4.23),
where the notation
[argmin f ≤ α]+=
 f⋆, if the minimum f⋆ satisfies f⋆≤α0, otherwise.
is used. If the smallest distance exceeds the largest threshold Υ, the users are not assigned
to an existing cluster, but a new cluster containing these users is formed.
4.3.2 Proposed Algorithm for Cluster Aided User Selection and Optimal
Beamforming
Our proposed algorithm for dense networks is depicted in Table 4.5. As mentioned in the
previous section, the first stage consists of a preprocessing phase, in which PUs and SUs
are clustered and which may be performed oﬄine due to the slow varying nature of the
second order channel statistics. If latency is a concern, the two clustering schemes may
be performed in parallel. Otherwise, information about the PU clusters can be utilized,
when deciding upon the initial centers of the SU clusters. In this manner, the SU clustering
scheme can be designed to put more focus on the protection of the primary network from
interference.
Once the clusters are formed, we determine one representative of each cluster and
form the sets RSU and RPU of SU and PU representatives, respectively. The sets RSU
and RPU are then used to solve the initial joint beamforming and user selection prob-
lem PD(RSU ,RPU ) through the equivalent uplink formulation PU(RSU ,RPU ). In Table
4.5, the subgradient method from Table 3.2 is used to achieve this. Naturally, the fixed
point method can be alternatively employed, with the difference in the infeasibility test, as
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Algorithm 4.5 Joint User Clustering, Beamforming and Power Allocation
Oﬄine Preprocessing Stage:
Step 1. Perform PU clustering as in Algorithm 4.4.
Step 2. Perform SU clustering as in Algorithm 4.3.
Step 3. Find set of representatives, RPU , for each PU cluster
Online Stage:
Step 1. Find set of representatives, RSU , for each SU cluster and solve (3.42). If not strictly
SU feasibile, remove the SU with the largest virtual power, update RSU and repeat Step 1.
Until convergence of the VUL powers {ql}l∈RPU :
Step 2. Solve PU (RSU ,RPU ) for fixed {ql}l∈RPU by iterating the steps:
2.1 Update the SU uplink powers {qk}k∈RSU with the solution of the linear system of
equations in (3.13a) for fixed beamformers.
2.2 Update the beamformers {uk} as generalized eigenvectors of the expressions defined in
(3.13a) for fixed qk.
Step 3. Update the PU VUL powers
3.1 Compute the DL powers from Eq. (2.7b).
3.2 Compute the PU interference levels IDLl (t+1) from Eq. (2.7c), for the fixed beamform-
ers.
3.3 Perform the PU VUL power updates with
ql(t+ 1) = ql(t)γlI
DL
l (t+ 1), l ∈ RPU . (4.26)
Step 4. if {qk} ∈ D1 remove the SU with the largest weighted VUL power and go to Step 2.
Table 4.5: Clustering aided user selection, with a subgradient based algorithm.
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mentioned in Section 4.1.1. We next describe the procedures for choosing the PU and SU
representatives.
Selecting PU representatives
In order to form the set RPU of the PU representatives in Step 3 of the proposed algorithm
in Table 4.5, we approach the problem as follows. Instead of directly selecting one of the
PUs in the clusters, we construct ‘virtual’ users, for which the covariance matrices satisfy all
the interference constraints, required by the PUs in the considered cluster. More precisely, a
virtual user for cluster iC is chosen, such that the satisfaction of the interference temperature
constraints, w.r.t. its channel covariance matrix, RˆiC , implies that all interference thresholds
of the PUs in the corresponding cluster are respected. Specifically, denoting by IˆDLiC , the
interference experienced by an user with channel covariance matrix RˆiC , then the condition
IˆDLiC =
∑
k∈S
pku
H
k RˆiCuk ≤
1
γiC
(4.27)
implies that
∑
k∈RSU
pku
H
k Rˆluk ≤ γ−1l for all l∈CPU,iC . In Eq. (4.27), γ−1iC represents the
interference threshold. For ease of exposition, we consider that all users in a cluster have the
same interference thresholds i.e., γiC = γl, l ∈ CPU,iC . The case, in which the interference
thresholds are different, can be easily treated by appropriately scaling the channel covariance
matrices in (4.27). A virtual user, which satisfies (4.27), can be constructed as a solution
to the following SDP problem
RˆiC = argminR0Tr {R}
s.to R− Rˆi  0, i ∈ CPU,iC . (4.28)
Selecting SU Representatives
If instantaneous CSI is available, a possible choice for cluster iC is the SU with the strongest
channel i.e., the SU such that
argmaxi∈CSU,iC
‖hi‖2. (4.29)
In this way, multiuser diversity is exploited, by considering the fading nature of the wireless
channels. Naturally, such a scheme must be performed online to take into account the con-
stant channel feedbacks. This is the rule, which we considered in our simulations. However,
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it is expected that, in practical scenarios, the decision, regarding the SU to be removed,
will be taken by, or together with the scheduler on upper layers, in order to ensure, e.g.,
fairness and service quality aspects.
4.3.3 Simulation Results
We validate the performance of our algorithms in a scenario consisting of one BS with
8 antennas, 20 SUs and a number of PUs increasing from 20 to 40. The minimum SINR
requirements for the SUs are set to 2dB, whereas, the interference thresholds imposed by the
primary network are -10dB. The covariance matrices are generated using a ring scattering
model [80], with 30 random sets of angles. We consider iCSI at the transmitter and generate
the instantaneous channels from the covariance matrices as hk = R
1/2
k ek. In this expression,
ek is a Gaussian random vector with zero mean and unitary variance, which models the
Rayleigh fading. For each set of angles, we generate 300 instantaneous channels for the
Monte Carlo simulations.
We compare the performances of the algorithms with the proposed clustering schemes
to the deflation scheme in Section 4.2. Moreover, we consider the SU and PU clustering
schemes alone and in combination, in order to show the effect of each of the procedures.
For the SU clustering scheme, we consider two variants, which differ on the initialization
point. Thus, the first, which we term ‘SU-friendly’, performs several rounds of Algorithm
4.3 with random initialization points, and chooses the one which achieves the smallest
objective, as given by Eq. (4.12). The second scheme, which we term ‘PU-friendly’, assumes
an initialization which is the farthest to the PU cluster centers, in terms of Riemannian
distance. The number of SU clusters in the simulations was set to 9.
We show in Figure 4.6 the total number of inner iterations required to find a feasible user
combination and its corresponding optimal beamforming and power allocation. We notice
that, performing clustering only on the SUs, results in a decrease of approximately 20% in
the number of iterations. Further, applying this technique on both the set of SUs and PUs
leads to a significant reduction of 75%, with respect to the scheme without preprocessing.
This effect is even more prominent if runtimes are compared, as shown in Figure 4.7. The
reason for this is that the clustering leads to a reduction in the size of the problem.
Regarding the number of served users for all techniques, we notice from Figure 4.8,
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Figure 4.6: Total number of inner iterations to reach the feasible user combination and its
corresponding optimal power and beamforming allocation
20 22 24 26 28 30 32 34 36 38 40
0
5
10
15
 
 
No cluster [87]
SU cluster (SU friendly) PU cluster
no SU cluster PU cluster
SU cluster (SU friendly) no PU cluster
SU cluster (PU friendly) no PU cluster
Number of PUs
R
u
n
ti
m
e
(s
)
Figure 4.7: Runtime to reach the feasible user combination and its corresponding optimal
power and beamforming allocation
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Figure 4.8: Number of secondary users which can be simultaneously served with required
QoS
that in the clustering-based schemes less users are served than in the step by step deflation
procedure. The difference, however, is around 0.1-0.25 users on average, in the case of SU
clustering with random initializations and without PU clustering, and even smaller in the
case of combined SU and PU clustering. Interestingly, clustering only the PUs results in a
larger number of served users than the step by step deflation. A possible explanation for
this can be that the effect of the PUs is emphasized more by the creation of the covering
elipsoids serving as PU representatives, thus further contributing to the VUL powers of the
SUs and reducing the ambiguities which were mentioned in Section 4.2.2.
Finally, in Figure 4.9, we show the transmitted power, required by all schemes to serve
the set of users, they selected. We only considered for this comparison, the runs in which
all techniques achieved the same number of users. We notice from Figure 4.9 that the
differences between the SU clustering techniques are almost negligeable. On the other
hand, as expected, the PU clustering induces an increase in the transmitted power. This
power increase is however below 1.5dB in general.
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Figure 4.9: Transmitted power when all scenarios are feasible
4.4 Summary
We have shown, in this chapter, an approach to detect infeasibility, using Lagrange duality
and the theorems of alternatives. Based on this and the iterative algorithms in the previous
chapter, we have constructed a joint admission control and beamforming method, which
selects a maximal set of SUs to be served, and for these, it compute the optimal beamformer
and power allocation. Simulation results showed that the resulting methods perform close
to optimal in point of served number of users. In achieving this, they require however a
significantly reduced complexity as compared to the optimal search-based schemes. For
the case of dense networks, we have proposed a cluster-aided admission and beamforming
approach. We showed that, by forming clusters of SUs and PUs, based on their long term
spatial signatures, a significant reduction in complexity can be achieved, as compared to
the case when no grouping is performed. Furthermore, it was shown, through simulations,
that using the clustering in both SUs and PUs, the resulting methods scale well with the
increase in the number of PUs.
Chapter 5
Conventional Robust Downlink
Beamforming
In the previous chapters, we have considered the beamforming design in which the BS
has perfect knowledge of the CSI. This assumption is, however, rarely met in practice
due to, e.g., imprecise estimation at the receiver [90], outdated or limited feedback [91]
or quantization effects at transmitter and receiver. On the other hand, disregarding the
errors in the channel information may lead to designs which violate the QoS or interference
constraints for the true CSI. Therefore, our focus, in the rest of the thesis, is on robust
beamforming methods, which are capable to reliably meet the imposed design requirements,
even when the available sCSI is erroneous.
In this introductory chapter, we first give a short overview of the vast literature on the
various instances of robust beamforming problems in Section 5.1. Thereafter, we introduce
the signal model and the particular problem formulation, we are interested to solve in
Section 5.2. The state-of-the-art methods for this scenario, together with their drawbacks,
are presented in Section 5.3.
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5.1 Background
Robust beamforming techniques were initially developed in the context of array processing,
where mismatches in the steering vectors due, to e.g., imperfect calibration, look direction
errors, manifold mismodeling and distorted antenna shapes cause significant degradation
in the performance of the existing non-robust methods. The diagonal loading technique,
which consists of adding small regularization parameters to the diagonal of the covariance
matrices, has been recognized as a promising technique to overcome these drawbacks [92].
Attractive, due to its simplicity, the method suffers however from the shortcoming that the
regularization parameters cannot be easily or optimally computed [92], [94]. A more general
framework has been proposed in [93], namely worst case robust beamforming which consists
in satisfying the constraints for all the errors lying in a sphere around the presumed signal
steering vectors. In this work, the connection to the diagonal loading has been shown.
The results have been further extended to more general ellipsoidal sets [95] and general
rank constraints [96]. Less conservative approaches have been proposed in the form of
probabilistic methods which make different assumptions on the statistics of the spatial
signature. Considering a Gaussian distribution on the steering vector, the authors in [97]
propose a robust design which ensures an outage probability of the QoS measure below a
given threshold. Stochastic approaches, where the statistics of the uncertainties are chosen
based on observed samples have been presented in [98].
The robust framework developed for array processing purposes has been extended and
tailored to specific requirements of MIMO communication systems [99]-[120]. In the context
of MIMO receiver techniques, in [99] and [100], linear equalizers have been derived that
minimize the worst case mean square error. In [101], the framework of [96] has been extended
and, based on this, a robust receive beamforming scheme for MIMO multiuser acces using
orthogonal space time block codes has been developed.
Robust beamforming techniques at the transmitter side have been originally considered
in a single user MIMO scenario. Worst case approaches have initially assumed predefined
transmit directions and have been designed to optimize some specific QoS metric, e.g.,
SNR, only with respect to power while assuming the channel mismatches lie in arbitrary
convex sets [102], [103]. Interestingly, it was shown in [106] that the transmit directions
assumed in [103], i.e., the right singular eigenvectors of the nominal channels, are optimal
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for uncertainty errors lying in an ellipsoid measured with weighted Frobenius norm, whereas
a similar result was proven in [107] for mismatch sets measured by the spectral norm.
In the multiuser case, no such statements can be made about the optimal transmit direc-
tions and thus the optimization problem must be carried over both powers and beamformers.
Multiuser beamforming techniques to minimize the transmit power under worst case QoS
requirements were developed in [108]-[115], where SINR was chosen as QoS measure in [108],
[112]-[115] and MSE in [104]. The robust SINR balancing problem was considered in [113]
under both instantaneous and covariance based CSI.
The less conservative probabilistic approaches have been considered for robust downlink
beamforming problems in [109], [119], [120], where Gaussian errors were assumed in the CSI.
The approaches focused on finding appropriate convex approximations for the probabilistic
constraints, e.g., ball approximations [120], Bernstein-type inequalities [120]. In this thesis
we consider the general case of erroneous statistical CSI in a multiuser MISO scenario, for
which the problem formulation is introduced in the next section.
5.2 Problem Formulation
Similar to the scenario considered in the previous chapters, we assume one BS with N
antennas, which serves K SUs in the presence of L PUs. We remind that the transmitted
signal at the BS is
x(n) =
∑
k∈S
wksk(n), (5.1)
whereas the received signals at the kth SU and lth PU can be written as yk = h
H
k x + nk
and yl = h
H
l x, respectively. At the transmitter, erroneous sCSI is available in the form of
estimates of the channel covariance matrices, for both SUs and PUs, and can be expressed
as
Rˆk = Rk −∆k; k = 1, . . . ,K + L, (5.2)
where Rk and ∆k denote the true channel covariance matrix and the error matrix, respec-
tively, of the kth user.
A worst case approach for the robust downlink beamforming problem consists in finding
a resource allocation, such that the QoS and interference constraints are satisfied for all
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the channel mismatches, in a predefined uncertainty set. For a generic distance measure
d : CN × CN → R+ and a positive theshold αk, the uncertainty set at user k consists of
all error matrices ∆˜k such that d(Rˆk, Rˆk + ∆˜k) ≤ αk. Consequently, the worst case SINR
is defined as the smallest SINR, which is obtained with a mismatched channel covariance
matrix from the predefined uncertainty set. Thus, the worst case SINR with respect to the
distance function d, WSINRd, is given by an optimization problem of the form
WSINRd,k (∆
⋆
k,w1, . . . ,wK) , min
∆k
wHk
(
Rˆk+∆k
)
wk∑K
i=1
i 6=k
wHi
(
Rˆk+∆k
)
wi+σ2k
, (5.3a)
s.to d(Rk,Rk +∆k) ≤ αk, Rˆk+∆k≻ 0. (5.3b)
In (5.3), ∆⋆k represents the mismatch, for which the optimum of the minimization problem
(5.3) is attained. Similarly, the worst case interference term with respect to the distance d,
WId, represents the largest interference experienced by the PUs for a mismatch covariance
matrix in the uncertainty set defined with d and can be obtained from the optimization
problem
WId,l
(
∆⋆K+l,w1, . . . ,wK
)
, max
∆l
K∑
i=1
wHi
(
RˆK+l +∆K+l
)
wi (5.4a)
s.to d(RK+l,RK+l +∆K+l) ≤ αK+l. (5.4b)
With the definitions in Eq. (5.3) and Eq. (5.4), the worst case robust beamforming problem
can be written in the general form as
min
{wi}
K∑
i=1
||wi||2 (5.5a)
s.to WSINRd,k (∆
⋆
k,w1, . . . ,wK) ≥ γk (5.5b)
WId,l
(
∆⋆K+l,w1, . . . ,wK
) ≤ γ−1K+l (5.5c)
k = 1, . . . ,K, l = 1, . . . , L. (5.5d)
An alternative to the worst case formulation is solving the stochastic robust beamforming
problem, in which it is assumed that the errors follow a given distribution and the SINR
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and interference constraints are satisfied with a predefined outage
min
{wi}
K∑
k=1
wHk wk (5.6a)
s.to Pr
Rˆk
 w
H
k Rˆkwk∑K
i=1
i 6=k
wHi Rˆkwi+σ
2
k
≥ γk
 ≥ 1− ǫk, k = 1, . . . ,K (5.6b)
Pr
RˆK+l
{
K∑
i=1
wHi RˆK+lwi ≤ γ−1K+l
}
≥ 1− ǫK+l, l = 1, . . . , L (5.6c)
(5.6d)
where PrX {·} and ǫk represent the probability operator, with respect to random variable
X and the kth outage probability threshold, respectively.
5.3 Related Work
The worst case robust beamforming problem with sCSI, expressed in Eq. (5.5) has been
previously approached in [58] and [112], for scenarios with L = 0 and in [113] - [118] for CR
setups with L ≥ 0. In all these works, the distance measure, to bound the uncertainty set,
has been chosen to be the Euclidean norm. We refer to these methods as the conventional
robust beamforming approaches to mark the difference to the method described in this
thesis, which uses measures, developed on the Riemannian manifold.
A common idea of the existing approaches [58], [112]-[118] is to find a closed form solu-
tion or approximation to the inner problem posed by the worst case SINR and interference
constraints, according to the chosen distance measure. With this, an adequate reformula-
tion for the original problem is subsequently derived, to allow for an implementation with
polynomial complexity.
To solve the inner problem the authors in [58] neglect the positive semidefinite con-
straints Rk +∆k and propose an approximation of the WSINRs as
min‖∆¯k‖≤αk w
H
k (Rˆk + ∆¯k)wk∑K
i=1
i 6=k
max‖∆¯k‖≤αk w
H
i (Rˆk + ∆¯k)wi + σ
2
k
≥ γk. (5.7)
A similar idea was used in [113], to deal with the WI constraints in a CR network.
The relaxation of the positive semidefinite constraints in [58] and [113] is tight, as shown
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in the simulations, however the inner approximations in Eq. (5.7) make the solution ex-
cessively conservative. To overcome this drawback, the authors in [112] employ Lagrange
duality theory to propose exact closed form expressions for the inner maximization problems
representing the SINR constraints.
This technique has been later extended to cognitive radio scenarios in [114], [115]. Inter-
estingly, it was shown in [114], that using Lagrange duality to handle the inner optimization
problems, leads to elegant expressions of the WSINR andWI, which resemble the non-robust
counterparts but have additional penalty terms to account for robustness. Specifically, the
WSINR case can be written as
wHk Rkwk −
∑
i=1
i 6=k
wHi γkRkwi ≥ σ2kγk + αk‖Ak‖, (5.8)
where Ak is a function of the beamformers, as Ak , γk
∑K
i=1
i 6=k
wiw
H
i − wkwHk . This ob-
servation has been used in [117] to develop an iterative robust technique, based on the up-
link downlink algorithm presented in Section 3, thus benefiting from lower computational
complexity as compared to the SDP-based counterparts in [114]. The inner optimization
problems have been alternatively approached using S-lemma in [116], leading however to
similar final formulations.
Even though the inner optimization problems are more rigurously treated using the
techniques in [112] - [116], the robust beamforming designs proposed in these works can
still be overly conservative, due to the use of the simple Euclidean distance. This is because
the Frobenius norms do not take into account the properties of the mismatches and thus
when errors are not spatially uniform, the methods tend to consume excessive transmit
power to cover cases which in realistic situations rarely occur.
Alternatively, in [118], we showed an approach which is suitable for cases in which the
errors in the channel covariance matrices are preponderent in certain known directions, an
effect which may be caused, e.g., by pilot pollution or interference from neighbouring cells
in the channel estimation phase. The idea of the approach is that, when the covariance
matrices of the interferences from neighbouring cells are known, they can be appropriately
incorporated in weight factors and the robust design can be carried out using weighted
Forbenius norms, constructed in this manner.
Alternative approaches, which do not consider the Frobenius norms in multiuser setups
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with sCSI, have been presented in [121] and [122]. In [121], a trace norm was proposed,
which was shown to be appropriate for particular types of mismatches, e.g., due to finite
sampling. Finally in [122], an approach based on the Euclidean distance between the square
roots of the true and estimated channel covariance matrices has been proposed. Even though
the uncertainty set with this distance resembles the one with the Riemannian measure,
employed in this thesis, the motivation of the approach in [122] is merely the mathematical
tractability and it is thus entirely different from ours. Furthermore, the approximations
employed in the solution proposed in [122] make the approach relatively conservative as
compared to the one presented in this thesis.
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Chapter 6
Robust Downlink Beamforming
Techniques on the Riemannian
Manifold
6.1 Introduction
The techniques based on Frobenius distance tend to have a relatively poor performance when
the errors are spatially not uniformly distributed [118]. This drawback can be overcome by
measuring the mismatches with weighted Frobenius norms, in which the weighting matrices
are designed to appropriately match the uncertainty sets. However, in order to appropriately
design these weights, additional information is needed about the directions in which the
errors preferentially lie, and for this purpose additional feedback is required.
Secondly, and most importantly, the techniques developed for robust beamforming with
sCSI are treating matrices as elements of the Euclidean space, which is not a rigurous char-
acterization from a mathematical point of view. This is because channel covariance matrices
are positive semidefinite and, therefore, do not admit a vector space structure. However,
they form a Riemannian manifold, which exhibits rich geometric properties. The difference
between measuring with Frobenius and Riemannian distances can be intuitively perceived as
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follows. While the former computes a sum of the distances between individual entries of the
considered matrices, the latter measures the similarity between manifold components based
on the intrinsic features which made them emerge from their original space, e.g., CN×N .
We therefore propose a robust beamforming design in which the mismatch set is bounded
based on Riemannian distance derived recently in [134]. We study the implications of using
this measure in Section 6.2, by pointing out the aspects which the Riemannian distance
emphasizes as compared to the Frobenius norm and the impact of these differences on the
robust beamforming design.
Unlike the previously developed exponential distance, e.g., [132], the measure in [134]
allows for a closed form expression of the inner optimization problems describing the worst
case SINR and interference constraints, which we expose in Section 6.3.1. Based on this,
we derive a convex reformulation which can be solved by means of existing interior point
methods. Simulations indicate that the properties of the Riemannian distances enable a
more flexible robust design, which performs significantly better in point of feasibility and
transmit power, when the SINR requirements are large and the system is prone to being
interference-limited.
In Section 6.3.3, we show several statistical properties of the Riemannian distance,
which can be utilized in establishing thresholds for the uncertainty sets, without requiring
learning procedures. Furthermore, based on these properties, a probabilistic approach can
be devised, as also shown in this section. Finally, in Section 6.4 we analyse the performance
of the distance functions in a scenario with large number of users, and propose admission
control schemes, which operate under imperfect sCSI.
6.2 Mismatch Characterization Based on the Riemannian
Distance
In [134], two distance measures have been derived, by considering two possible mappings
of the psd matrices. A detailed derivation of the distance metric along with intuitive
interpretations is given in Appendix B. We remind that when the postive semidefinite
matrices are assumed to emerge from CN×N by the mapping P˜ → P˜P˜H , the Riemannian
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Figure 6.1: Isosurface of the eigenvalues of psd matrices which lie within a fixed distance
to matrix with eigenvalues 4 and 1
distance is given as
dR,1(Pm,Pn)= min
Pm=P˜mP˜Hm
Pn=P˜Hn P˜n
‖P˜m−P˜n‖ (6.1)
=
√
Tr {Pm}+Tr {Pn}−2Tr
{(
P
1/2
m PnP
1/2
m
)1/2}
.
On the other hand, when the mapping is such that the psd matrices are represented only
with respect to their unique square root in CN×N , the resulting distance measures can be
derived as
dR,2(Pm,Pn) =
√
Tr {Pm}+Tr {Pn} − 2Tr
{
P
1/2
m P
1/2
n
}
. (6.2)
It is easy to note that the two distances are equal for matrices Pm and Pn, which span
the same space. Since, as shown in Appendix B, there exist different Riemannian measures
which stem from very different derivations and underlying mappings. It would therefore be
interesting to have a more thorough analysis, regarding the practical implications of these
measures.
To this purpose, we visualize the shapes of the uncertainty sets bounded with respect
to the Riemannian and Frobenius distance. Let Rref be a reference covariance matrix and
the sets SR and SF comprise of all the covariance matrices, which are within a Riemannian
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and Frobenius distance, respectively, from Rref , i.e., SR = {R|dR(R,Rref) < αR} and SF =
{R|dF (R,Rref) < αF }. The largest eigenvalue variations occur when the perturbed matrix
R is in the same space as the original covariance matrix Rref . Let Rref = U
HΛrefU,
RF = U
HΛFU and RR = U
HΛRU be the eigenvalue decompositions of Rref and of
matrices RF ∈ SF and RR ∈ SR, which span the same space as Rref . Then,
Tr
{
(RF −Rref)H(RF −Rref)
}
= Tr {ΛF −Λref} =
∑
(λF,i − λref,i)2 = α2F (6.3)
On the other hand, for the Riemannian distance we have
Tr
{
(R
1/2
R −R1/2ref )H(R1/2R −R1/2ref )
}
= Tr
{
Λ
1/2
R −Λ1/2ref
}
=
∑
(λ
1/2
R,i − λ1/2ref,i)2 = α2R (6.4)
Note that (6.4) is valid for both dR,1 and dR,2, as the two distances are equivalent when
their arguments span the same space.
It can then be easily seen from (6.3), that the eigenvalues of the matrices in SF lie
inside circles of radius αF , centered around the eigenvalues of the reference matrix. On
the other hand, for the Riemannian distance, the square roots of the eigenvalues of the
matrices in SR lie inside circles of radius αR, around each of the eigenvalues of Rref . This
implies that the interval in which each λR,i varies depends on both the threshold αR and the
corresponding eigenvalue of the reference matrix. Therefore, the Riemannian distance allows
larger variations of the large eigenvalues and smaller variations of the smaller eigenvalues,
as shown in Figure 6.1.
To understand the implications of this observation on the robust beamforming problem
we must first note that the channel covariance matrices, which frequently occur in practice,
have generally large condition numbers for common antenna architectures, tending to be
even low rank when the number of antennas increases [125], [126]. Furthermore, as shown
in Figure 6.2, some common error models, e.g., the ones that assume errors due changes in
the positions of the users or due to finite sampling, seem to favour the Riemannian model,
in that the eigenvalues of the mismatched matrices have dissimilar spreads according to the
value of the eigenvalues of the original channel matrices.
Secondly, even though a rigurous theoretical analysis is only available for the two users
case [127], due to the complicated interference coupling, it has been observed that beam-
formers tend to align on the larger components of their corresponding channel covariance
matrix and on the weaker components of the interference covariance matrices. Therefore,
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Figure 6.2: The variation of eigenvalues in erroneously estimated covariance matrices, under
various error models
allowing larger variations around the strong components increases the ‘price’ for interference
on the preferred transmit direction of each user, therefore ‘encouraging’ the beamformers of
interfering users to align more on the low components. Thus, a larger separation between
users is achieved, which makes it possible to find feasible solutions in more difficult sce-
narios. On the other hand, allowing larger variations of the small channel components, as
permitted by the Frobenius distance, implies that an unnecessary large level of interference
must be compensated, which results in an increase in transmitted power.
6.3 Worst Case Robust Downlink Beamforming on the Rie-
mannian Manifold
6.3.1 Proposed algorithm
We first derive a closed form expression for the WSINR and WI expressions, choosing dR,2 in
Eq. (6.2) as distance function to bound the uncertainty set. Note that, since dR,1(Pm,Pn) ≤
dR,2(Pm,Pn) for all Pm and Pn, the approach presented here also provides a suboptimal
solution for the robust beamforming problem using the dR,1 measure. Let us introduce the
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variables
Ak,γk
K∑
i=1
i 6=k
wiw
H
i −wkwHk , k = 1, . . .K. (6.5)
Then, the WSINR corresponding to the kth SU can be expressed as
min
∆k
−Tr {∆kAk} − Tr
{
RˆkAk
}
− σ2kγk ≥ 0 (6.6a)
s.to Tr
{((
Rˆk+∆k
)1/2−Rˆ1/2k )2
}
≤ α2R,k (6.6b)
Rˆk +∆k  0. (6.6c)
A closed form solution to (6.6) can be found as follows.
Proposition 6.1 The kth WSINR resulting from the optimization problem in (6.6) is
non-negative if and only if there exists a non-negative ξk such that
Zk(ξk, αR,k) ,
 −IN ⊗Ak + ξkIN2 ξkvec(Rˆ1/2k )
ξkvec
H(Rˆ
1/2
k ) ξkTr{Rˆk} − σ2kγk − ξkα2R,k
 (6.7)
is positive semidefinite.
Proof The kth WSINR in (6.6) can be equivalently written as
min
Qk
−Tr{QHkAkQk}− σ2kγk (6.8a)
s.to Tr
{(
Qk −Rˆ1/2k
)H(
Qk−Rˆ1/2k
)}
≤ α2R,k (6.8b)
We first show that omitting the constraints on the Hermitian structure of the variables
Qk in (6.8) has no effect on the reformulation as any solution of (6.8) is in fact Hermitian.
To this purpose, we define the Lagrangian associated with (6.8) as
L(ξk,Qk) = −Tr
{
QHkAkQk
}− σ2kγk + ξk(Tr{(Qk −Rˆ1/2k )H(Qk−Rˆ1/2k )}− α2R,k) (6.9)
and the corresponding Lagrangian function as
min
Qk
L(ξk,Qk). (6.10)
The first order optimality conditions can be subsequently derived as
∂L(ξk,Qk)
∂QHk
= (−Ak + ξkIN )Qk − Rˆ1/2k . (6.11)
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Due to the symmetry of the problem it follows that, if Q⋆k is a solution of the problem (6.8),
then also its Hermitian Q⋆Hk is a solution of (6.8). Therefore both Q
⋆
k and Q
⋆H
k satisfy the
first order optimality conditions in (6.11) and we consequently have
Q⋆k (−Ak + ξkIN ) = (−Ak + ξkIN )Q⋆k = Rˆ1/2k . (6.12)
From (6.12) and further using [53, Th 1.3.12] it follows thatQ⋆k=Q
⋆H
k . The rest of the proof
consists in deriving the dual problem corresponding to (6.8) and showing that strong duality
holds. We then complete the proof using a reformulation based on Schur complement.
Let us define the vectors vk by stacking the columns of Qk, i.e., vk,vec(Qk). Using
the properties of the vectorization operator, namely that for any matrices A,B,X and Y,
Tr{XY} = vecH(XH)vec(Y) and vec(AXB) = (BT ⊗A)vec(X), the problem in (6.8) can
be equivalently written as
min
vk
−vHk (IN ⊗Ak)vk − σ2kγk (6.13)
s.to vHk vk − 2Re
{
vecH
(
Rˆ
1/2
k
)
vk
}
+Tr{Rˆk} − α2k ≤ 0.
The formulation in (6.13) belongs to the class of single constraint quadratic problems, for
which it has been proven that strong duality holds if a strictly feasible solution exists [49].
Since the bound of the uncertainty set is assumed to be strictly positive, a strictly feasible
solution to the problem defined by (6.13) is representend by the all zeros vectors, i.e.,
vk = 0, for all k. Therefore, in our case, strong duality holds. The Lagrange dual function
corresponding to (6.13) is then
gk(ξk) = min
vk
L(ξk,vk), (6.14)
where L(ξk,vk) represents the Lagrangian associated to (6.13), expressed as
L(ξk,vk) = −vHk (IN⊗Ak)vk−σ2kγk + ξk
(
vHk vk−2Re
{
vecH
(
Rˆ
1/2
k
)
vk
}
+Tr
{
Rˆk
}
− α2k
)
.
(6.15)
According to the KKT conditions, any optimum must satisfy
∂L(ξk,vk)
∂vHk
= (−IN⊗Ak + ξkIN2)vk − ξkvec
(
Rˆ
1/2
k
)
= 0. (6.16)
Subsequently, we have from Eq. (6.16) that, for a critical point to exist, vec
(
Rˆ
1/2
k
)
must
be in the range of −IN⊗Ak + ξkIN2 . In this case, the optimum solution is
v⋆k = (−IN⊗Ak + ξkIN2)† ξkvec
(
Rˆ
1/2
k
)
. (6.17)
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In order for the minimization problem in Eq. (6.14) to be bounded, the matrix −IN⊗Ak +
ξkIN2 must be psd.
Using these observations and further introducing Eq. (6.17) in Eq. (6.15), we have that
the Lagrange dual function is
g(ξk) =

ck − bk(−IN⊗Ak + ξkIN2)†bk if − IN⊗Ak + ξkIN2  0,
bk ∈ range (−IN⊗Ak + ξkIN2)
−∞ otherwise
(6.18)
where ck , ξkTr
{
Rˆk
}
− ξkα2k − σ2kγk and bk , ξkvec
(
Rˆ
1/2
k
)
. To satisfy the kth WSINR,
we must have that maxξk≥0 g(ξk) ≥ 0. Consequently, in order to respect the kth SINR
constraint, it is sufficient that there exists a ξk ≥ 0, for which g(ξk) ≥ 0. However, using the
Schur complement [49], the condition that g(ξk) is non-negative is equivalent to the condition
that the matrix Zk(ξk, αR,k) ,
 −IN ⊗Ak + ξkIN2 ξkvec(Rˆ1/2k )
ξkvec
H(Rˆ
1/2
k ) ξkTr{Rˆk} − σ2kγk − ξkα2R,k
 is psd.

The worst case interference constraints can be handled in a similar way. We define
AK+1 ,
K∑
i=1
wiw
H
i . (6.19)
Thus, WIdR,l can be expressed as
max
∆l
Tr
{
γK+lRˆK+lAK+1
}
− 1 ≥ 0 (6.20a)
s.to Tr
{((
RˆK+l+∆K+l
)1/2−Rˆ1/2K+l)2
}
≤ α2R,K+l (6.20b)
RˆK+l +∆K+l  0. (6.20c)
The maximization can be transformed into a minimization, and the problem in (6.20) can
be equivalently expressed as
min
∆l
−Tr
{
γK+lRˆK+lAK+1
}
+ 1 ≥ 0 (6.21)
s.to (6.20b) and (6.20c). (6.22)
Therefore, using the reformulation in (6.21), a similar statement to that regarding the
WSINR inner problems can be made. Specifically, the lth WI is non-positive if and only if
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there exists a non-negative ξK+l such that
ZK+l(ξK+l, αR,K+l) ,
 IN ⊗ γK+lAK+1 + ξK+lIN2 ξK+lvec(Rˆ1/2K+l)
ξK+lvec
H(Rˆ
1/2
K+l) Tr{RˆK+l} − ξK+lα2R,K+l + 1
  0.
(6.23)
This equivalence can be shown similarly as the result of Proposition 6.1, and therefore, we
omit the proof for brevity. With the use of these two results, we can now reformulate the
original worst case robust beamforming problem (5.5) as
min
{Wk}
Tr {Wk} (6.24a)
s.to Zk(ξk, αR,k)  0, k = 1, . . .K + L (6.24b)
Wk  0 (6.24c)
In general, the formulation in (6.24) is a relaxation of the original problem in (5.5), due
to the rank relaxation of the variables {Wk}. However, simulations show that rank one
solutions to (6.24) are obtained in the majority of the cases. Therefore, in most practical
cases, the two are equivalent.
6.3.2 Simulation Results
In our simulations, we separately consider the cases of L = 0 i.e., no PUs are present, and
the CR setup, in order to clearly show the impact of the proposed distance for bounding
the uncertainty sets. We compare our proposed method to the robust beamforming scheme
with the state-of-the-art Frobenius distance [118] and the non-robust scheme [58] for two
error models, i.e., due to position changes of the users and due to a combination of erroneous
LS estimation and finite sampling. To ensure a fair comparison between the techniques,
the thresholds for the uncertainty sets are chosen to cover 95% of the mismatches, for the
considered error models. Specifically, 2500 independent channel covariance matrices are gen-
erated, according to the considered error models, the Riemannian and Frobenius distances
between the true and estimated covariance matrices are computed and the thresholds are
chosen such that the desired percentage of matrices are within the uncertainty area. In all
simulation setups, we have one BS, which is equipped with an ULA. The channel covariance
matrices are chosen according to the model in [80].
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Figure 6.3: Transmitted power for increasing SINR, when error is due to changes in users
positions.
In the first simulation setup, we assume that the mismatch is due to changes in the user
positions, i.e., the angle of each SU is drawn from a uniform distribution [0, 7]◦, centered
around the around the presumed values. These presumed positions of the SUs are at
[20 35 60]◦, with respect to the antenna broadside. The required SINR values are between
−3 and 3 dB. The noise variance is set to -10dB.
In Figure 6.3, we show the average transmit power to satisfy the increasing SINR de-
mands. We first remark that, the robust technique using Frobenius norms is only feasible,
when the imposed SINRs are below 1dB, while our proposed technique, based on Rieman-
nian distance, is able to find feasible beamforming designs for required threshods of up to
3dB. Moreover, it can be noticed from Figure 6.3, that when the imposed SINR thresholds
are low, the two robust techniques perform similar in point of transmit power, with a slight
advantage in the case of the method using the Frobenius distance. However, as the SINR
levels increase, our technique performs significantly better, achieving a reduction in trans-
mit power of even more than 10dB, as compared to the Frobenius-norm counterpart, for
imposed SINR levels of 1dB.
To understand the reason behind this large difference, we plot in Figures 6.4 and 6.5, the
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contribution of the beamforming components to the interference and useful signal direction.
Specifically, we show in Figure 6.4 how the optimum beamformers, obtained by the three
techniques, align to components of the channel covariance matrix for each user. For a user
k, this can be evaluated as w
(t)H
k Rkw
(t)
k /‖w(t)k ‖, where w(t)k ∈
{
w⋆,Fk ,w
⋆,R
k ,w
⋆,NR
k
}
is the
optimum beamformer obtained by the Frobenius, Riemannian and non-robust techniques,
respectively. Similarly, we show in Figure 6.5, how the obtained beamfomers align to the
components of user 2, which in this scenario is the one most affected by interference. Specif-
ically, what we plot is w
(t)H
k R2w
(t)
k /‖w(t)k ‖, for k = {1, 3} and w(t)k ∈
{
w⋆,Fk ,w
⋆,R
k ,w
⋆,NR
k
}
.
As can be seen from these two figures, the unit norm beamformers in the case of the Frobe-
nius and non-robust techniques have similar contributions. This implies that the Frobenius
method ensures robustness by merely adjusting the power. On the other hand, the Rie-
mannian technique allows a much larger flexibility for the optimal beamformers, which
leads to a decreased interference experienced by the users, mainly user 2 which is the one
most affected in this scenario. Furthermore, this decrease in the interference terms towards
large SINRs is even more significant with the Riemannian characterization, when the worst
case mismatches are considered. This is shown in Figure 6.6, where R2,worst represents the
matrix in the uncertainty set, for which the largest interference term is obtained.
In the following simulation, we change the error model and assume that the channels are
obtained using a least squares (LS) estimation method, in which a random Gaussian error
with variance −20 dB occurs. The true channels, follow the Rayleigh model with spatial
correlation, i.e., hk = R
1/2
k n˜k, with Rk, denoting the true covariance matrix generated as
in [80], and n˜k denoting a Gaussian random vector of zero mean and unit power. The
estimated channel, corresponding to one realization is then hˆk = hk +T
†ek, where T and
ek are the training matrix and the estimation error respectively. It was shown in [141],
that any training matrix is optimal if it satisfies the condition TTH = PTsT with PT being
the total training power and sT the number of training samples. The estimated covariance
matrix of the kth user is then constructed as Rˆk = 1/Ns
∑Ns
i=1 hˆk,ihˆ
H
k,i, where Ns denotes
the number of samples, which, in our simultions is set to 512, and hˆk,i is the estimated
channel at user k and time instant i.
We first consider the errors ek to be white Gaussian with -20 dB variance and plot in
Figures 6.7 and 6.8 the feasibility percentage and transmitted power, respectively, for a
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Figure 6.4: Average normed power on transmit direction of each user. For user k, this is
assessed as w
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Figure 6.7: Feasibility percentage when error is due to imprecise LS estimation
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Figure 6.8: Transmitted power when error is due to imprecise LS estimation
separation angle between users varying from 5◦ to 12◦. As in the previous case, we notice
that the proposed approach can reliably solve the robust beamforming problem in more
difficult scenarios, i.e., for smaller separation angles between the users, than the Frobenius
norm counterpart. Moreover, when both approaches are feasible, the performance of our
technique clearly outperforms the competing method in terms of transmitted power.
Further, in Figure 6.9, we show the histograms of the weighted SINR values for the three
considered cases. The weighted SINR, defined as the ratio between the obtained SINR for
the true channel matrix and the imposed threshold, is an indication of both the satisfaction
and conservativeness of the approach. The goal is to satisfy these constraints, thus the
obtained weighted SINR values must be larger than one. At the same time, however, the
obtained SINRs must not be excessively over-satisfied, and, consequently, the weighted
SINRs must be as close to one as possible as otherwise, the transmit power is unnecessarily
large, without bringing additional benefits for the robustness problem. As we can see from
Figure 6.9, even though both techniques lead to an oversatisfaction of these constraints,
the characterization with the Riemannian distance, performs better in this respect. On the
other hand, the non-robust technique is only able to satisfy about 50% of the constraints.
Finally, we assume that the errors on the LS estimation are coloured, with the covariance
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Figure 6.9: Histogram of normalized QoS constraints (γ = −2 dB).
matrix of the errors at user k, denoted by RI,k. This can be the case e.g., if interferences
or reflections occur in the estimation process and results in errors that are preponderant
in certain directions dictated by the space of RI,k. We consider both the cases when the
error covariance matrices are known and unknown at the transmitter. When the error
covariance matrix is known at the transmitter a weighted Frobenius norm can be used to
model the uncertainty set and solve the robust beamforming problem [118]. The weight can
be defined with respect to RI,k to essentially whiten the estimation errors as follows. Under
the coloured noise assumption we have that hˆk = hk +T
†R
1/2
I,Kek and further constructing
the sampled covariance matrices, we obtain that Rk = Rˆk + T
†R
1/2
I,k∆e,kRˆ
1/2
I,kT
†H , where
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Figure 6.10: Transmitted power on colored noise LS
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Figure 6.11: Feasibility percentage when colored error on LS
∆e,k =
1
Ns
∑Ns
i=1 eke
H
k . The weighted Frobenius distance is defined as [118]
dF,Ξ(Rˆk,Rk) =
√
vecH
(
Rk − Rˆk
)
Ξkvec
(
Rk − Rˆk
)
, (6.25)
where Ξk denotes the positive definite weighting matrix and, in our case, it can be chosen as
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Ξk =
(
T†HR
1/2
I,k
)T
⊗
(
T†HR
1/2
I,k
)
‖Ξk‖
We derive in the Appendix C the form of the training matrices
that are optimal in the sense that they minimize the power of the estimation error.
In Figures 6.10-6.11 we show the transmitted power necessary for the robust beamform-
ing problem when the separation angle varies from 5 to 12◦ and consider that near each
user an interfer at 10◦ affects the LS estimation. We consider the 3 cases of weighted,
non-weighted and Riemannian distance with both the optimal training as resulting from
the derivation in Appendix C and the basic training matrices, that we used for the white
Gaussian LS estimation errors. The latter case is motivated by a scenario in which the
transmitter is either uninformed of the interference covariance matrices or does not want
to invest the additional effort in such a specialized training. Remarkably the ‘uninformed’
Riemannian distance has a close performance to the ‘informed’ weighted Frobenius distance.
This may be intuitively explained by the fact that the Riemannian distance depends on the
covariance matrix to which it is applied, therefore the effect that an error preponderant in
some directions has on the shape of the estimated covariance matrix is intrinsically taken
into account to a certain extent.
6.3.3 Relation to the Probabilistic Approach
Let us now consider a probabilistic model for CSI, instead of the deterministic one, assumed
in the previous section. More precisely, we consider that each channel covariance matrix is a
random variable drawn from a Wishart distribution with Ns degrees of freedom and a scale
matrix corresponding to the true covariance matrix, i.e., Rˆk ∼ WN (Rk, Ns). The practical
case corresponding to this model is the one where the covariance matrices are constructed
from Ns samples of estimated channels. If the channels are affected by Rayleigh fading,
then we can assume each estimated channel hˆk to be independently drawn from a Gaussian
N-variate distribution with zero mean and covariance Rk thus Rˆk =
∑Ns
i=1 hˆk(i)hˆ
H
k (i) ∼
WN (Rk, Ns).
Then, interpreting the Riemannian distance as a statistical measure for random vari-
ables, we can gain more insight into the properties of the uncertainty set, considered so
far. More precisely, we show in Proposition 6.2 that, for our particular model, the cdf of
the Riemannian distance, considered in a statistical sense, can be computed in closed form.
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This enables an efficient choice of the thresholds of the uncertainty region, without neces-
sitating an a-priori learning phase, as shown in Section 6.3.2. The statistical properties of
the Riemannian distance can be additionally used to derive an approximate solution to the
probabilistic robust beamforming problem as further shown in this section.
Proposition 6.2 Let Rˆk,1 and Rˆk,2 two independent random matrices from a Wishart
distribution with Ns degrees of freedom and scale matrix Rk, WN (Rk, Ns). Then,
Pr
{
dR(Rˆk,1, Rˆk,2) ≤ α2R
}
= F (α2R), (6.26)
where F is defined as
F (t) = 1−
r∏
j=1
λNsj
r∑
j=1
Ns∑
l=1
Ψj,l(−λj)tNs−le−λit
(Ns − l)!(l − 1)! , (6.27)
with λj denoting the jth eigenvalue of Rk and further,
Ψj,l(t) = (−1)l−1(l − 1)!
∑
Ωj(l)
∏
m
(
im+Ns−1
im
)
(λm + t)
−Ns−im (6.28)
and
Ωj(l) =
(i1, . . . , ir)|
r∑
m=1
m 6=j
im = l − 1, im = 0, . . . , Ns
 . (6.29)
Proof The matrices Rˆk,1, Rˆk,2 ∼ WN (Rk, Ns) can be written as Rˆk,1 = R1/2k Gk,1GHk,1R1/2k
and Rˆk,2 = R
1/2
k Gk,2G
H
k,2R
1/2
k where Gk,1,Gk,2 are complex N × Ns matrices whose
columns are independent identically distributed complex circular Gaussian variables of zero
mean and covariance Rk.
It has been shown in B that the Riemannian distance dR,1 between two psd matrices, e.g.,
P1 and P2 is essentially the smallest distance between the equivalence classes, comprised
by all complex square matrices, which correspond to P1,P2, i.e., all P˜1 and P˜2 such that
P1 = P˜1P˜
H
1 and P2 = P˜2P˜
H
2 . It is however easy to see that the same result can be
obtained, if the mapping is considered from the space of “fat” complex matrices, i.e., P˜1
and P˜2 are of dimensions N×Ns with Ns > N. We show this for completeness in Appendix
B.3. Using this observation, we can write the Riemannian distance between the two random
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matrices Rˆk,1 and Rˆk,2, by considering as fixed representatives in the complex N by Ns
plane, the matrices R
1/2
k,1Gk,1 and R
1/2
k,2Gk,2. Thus, we have
Pr
Rˆ1,Rˆ2
{
d2R(Rˆ1, Rˆ2) ≤ α2R
}
(6.30)
= PrGk,1,Gk,2
 minU˜1U˜H2 =INs
U˜2U˜
H
2 =INs
∥∥∥R1/2k Gk,1U˜1 −R1/2k Gk,2U˜2∥∥∥2
F
≤ α2R
 (6.31)
= PrGk,1,Gk,2
{∥∥∥R1/2k Gk,1U˜⋆1 −R1/2k Gk,2U˜⋆2∥∥∥2
F
≤ α2R
}
(6.32)
= PrGk
{∥∥∥R1/2k Gk∥∥∥2
F
≤ α2R
}
(6.33)
In Eq. (6.32), we used the notations U⋆1 and U
⋆
2 for the matrices which attain the
optimum of the minimization problem. Further, in Eq. (6.33), Gk denotes the difference
between the two matrices Gk,1U˜
⋆
1 and Gk,2U˜
⋆
2. Note that, since the Gaussian distribution
is invariant to multiplication with unitary matrices, Gk,1Uˆ
⋆
1 and Gk,2Uˆ
⋆
2 are also Gaussian
with the same properties as Gk,1 and Gk,2. Furthermore, the difference between two in-
dependent Gaussian matrices is also Gaussian thus the probability in (6.32) reduces to the
form in Eq. (6.33) with Gk Gaussian.
We now evaluate the probability in (6.33). To this purpose, Eq. (6.33) can be equiva-
lently written as:
PrGk
{∥∥∥R1/2k Gk∥∥∥2
F
≤ α2R
}
= Pr
{
Tr
{(
R
1/2
k Gk
)H (
R
1/2
k Gk
)}
≤ α2R
}
(6.34)
= Pr
{
vecH
(
R
1/2
k Gk
)
vec
(
R
1/2
k Gk
)
≤ α2R
}
(6.35)
= Pr
{
vecHGk (IN ⊗Rk) vecHGk ≤ α2R
}
(6.36)
= Prg
k
∼N (0,INNs )
{
gH
k
Λkgk ≤ α2R
}
, (6.37)
where g
k
, vec (Gk). In (6.37), we further denoted by Λk the diagonal matrix containing
the eigenvalues of IN ⊗ Rk, where we considered, without loss of generality, that equal
eigenvalues are grouped together, i.e.,
λk,Ns(j−1)+1 = . . . = λk,Ns(j−1)+Ns = λj ; j = 1, . . . , rk, (6.38)
for rk = rank(Rk). We assume, for ease of exposition, that the positive eigenvalues of Rk
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are distinct. Then, the term in (6.37) can be compactly written as
gH
k
Λkgk =
r∑
i=1
Ns∑
j=1
λi|gk,i+j |2, (6.39)
where gk,i+j denotes the i + j-th element of gk. The expression in (6.39) represents a
sum of independent squared Gaussian variables with variances λ1, . . . , λr, each having the
multiplicity Ns. The cumulative distribution function of an expression of this form has been
derived in [139] and [140]. By writing the Laplace transformation of the pdf of a squared
Gaussian variable as fk(s) = λk/(s + λk), the Laplace transformation of the pdf of the
sum in Eq. (6.39) results as f(s) =
∏r
i=1
(
λi
s+λi
)Ns
. Thereafter, using the properties of the
Laplace transformation, it follows that the cdf of the expression in (6.39) can be derived
as the inverse Laplace transformation of f(s)/s. After further computations, this results in
[139]:
F (t) = 1−
r∏
j=1
λNSj
r∑
j=1
NS∑
l=1
Ψj,l(−λj)tNS−le−λit
(NS − l)!(l − 1)! , (6.40)
where
Ψj,l(t) =
∂l−1
∂tl−1
r∏
m=0
m 6=j
(λm + t)
−NS . (6.41)
The partial derivatives in Eq. (6.41) have been further written in closed form in [139] and
in our case lead to the expression in Eq. (6.28). 
The result in Proposition 6.2 can be used to derive an approximate solution to the robust
beamforming problem with probabilistic constraints, as shown next. Using the notations in
Eq. (6.5), the probabilistic robust beamforming problem can be expressed as
min
{Wi}
K∑
k=1
Tr {Wk} (6.42a)
s.to Pr
{
Tr
{(
Rˆk
)
Ak
}
≥ σ2kγk
}
≥ 1− ǫk; k = 1, . . . ,K (6.42b)
Pr
{
Tr
{(
RˆK+l
)
AK+1
}
≤ γ−1K+l
}
≥ 1− ǫK+l; l = 1, . . . , L (6.42c)
The approach is based on the observation that the kth SINR constraint in Eq. (6.42b ) is
respected with an outage probability of 1− ǫk, i.e,
Pr
{
Tr
{
RˆkAk
}
≥ σ2kγk
}
≥ 1− ǫk, (6.43)
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if, for some random matrix Rk, from the same Wishart distribution as Rˆk, it holds that
Tr
{
RˆkAk
}
≥ σ2kγk for all Rˆk such that dR,1(Rˆk,Rk) ≤ F−1(1− ǫk). (6.44)
This can be proven by the following sequence of equalities and inequalities
Pr
{
Tr
{
RˆkAk
}}
=
∫
Tr{RkAk}≥σ
2
kγk
pf (Rˆk)dRˆk (6.45)
≥
∫
d2R(Rˆk,Rk)≤F−1(1−ǫk)
pf (Rˆk)dRˆk (6.46)
= F (F−1 (1− ǫk)) = 1− ǫk, (6.47)
where pf
(
Rˆk
)
denotes the probability distribution function of Rˆk and the inequality in
(6.46) holds due to (6.44). In this manner, it is posible to approximate the probabilistic
constraints (6.42b) with WSINR constraints, of the form in (5.5b), where the boundary
of the uncertainty region is chosen based on the statistical properties of the Riemannian
distance. Naturally, a similar statement can be made for the PU probabilistic constraints
in (6.42c).
In practice, it may be of more interest to consider, instead of the random variables
Rk, an observed sample of the estimated covariance matrix, say R
′
k. If this is the case,
the computation of the cdf of dR(Rˆk,R
′
k) is more involved, since in the expressions in
Eq. (6.39) the Gaussian variables have a mean corresponding to the fixed sample matrix.
Thus the distribution is generalized non-central chi-square, for which several expressions for
numerically computing the cdf have been proposed in e.g., [128], [129].
6.4 Joint User Selection and Beamforming with Imperfect
Covariance Based CSI
6.4.1 Introduction
As we have seen in the previous chapter, the beamforming problems tend to become infea-
sible when a large number of users require access to resources or when the SINR constraints
are too stringent. Compensating for imperfect sCSI is an additional cause for infeasibility
and the ability of robust techniques to satisfy the constraints without being excessively
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conservative is of high importance. Thus, the problem of joint users section and robust
beamforming, that is considered in this section, is doubly motivated. Firstly, the need for
admission control and beamforming under imperfect CSI is expected to be of great practi-
cal relevance, where beamforming designs to simultaneously serve all users may not always
exist, and the acquisition of perfect CSI for all users is highly unlikely. Secondly, the prob-
lem posed here, completes the analysis of the impact of mismatch characterization on the
feasibility and performance of the robust beamforming designs.
The rest of this chapter is organized as follows. In Section 6.4.2, we formulate the
joint admission control and beamforming problem under the assumption of imperfect sCSI.
For this, we derive in Section 6.4.3 a mixed integer SDP (MISDP) formulation, that can
be implemented by Branch and Cut techniques, for which solvers started to appear, e.g,
MOSEK and BARON. In this manner, the impact of the uncertainty sets on the robust
beamforming problems can be evaluated, for various scenarios of interest. These methods,
provide in essence a more intelligent search for optimal or close to optimal solutions, than
basic exhaustive searches. However, in terms of complexity, these methods are still too
computationally demanding to be used in real time implementations for admission control
and beamforming. Therefore in Section 6.4.4, we devise a heuristic inflation algorithm to
perform this task, with lower computation complexity. The heuristic measures, based on
which the inflation is pursued are based on the evaluation of the Riemannian and Frobenius
distances between users and their corresponding uncertainty sets. Simulations in Section
6.4.5 show the consistently and significantly better performance of the robust designs based
on Riemannian distances w.r.t. the ones employing Frobenius norms. Furthermore, the
heuristic algorithms for admission control and beamforming show a performance close to
the optimal schemes, albeit at a significantly reduced complexity.
6.4.2 Problem Formulation and Proposed Approach
We consider the problem in the absense of the PUs, i.e., L=0, noting that the CR case
can be straightforwardly extended from this analysis. To account for imperfections in the
sCSI, we consider as in the previous section that the constraints must be satisfied for an
uncertainty set defined around the presumed channel covariance matrix. Therefore, we
build the admission control and beamforming problem on the robust formulation in (5.5).
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To include admission control, we introduce the binary variables {sk} such that sk = 1 when
user k is admitted and sk = 0 otherwise. Furthermore, the cost function must be modified
to ensure that the largest number of users is admitted in the system. To accomodate all
these aspects, the problem can be formulated as
min
{wi}
ρ
K∑
i=1
||wi||2 −
K∑
i=1
si (6.48a)
s.to min
d(Rˆk,Rˆk+∆k)≤αk
Rk+∆k0
wHk
(
Rˆk +∆k
)
wk∑K
i=1
i 6=k
wHi
(
Rˆk +∆k
)
wi + σ2k
≥ skγk
(6.48b)
K∑
i=1
‖wi‖ ≤ PMAX (6.48c)
sk ∈ {0, 1} ; k = 1, . . . ,K. (6.48d)
In (6.48), the parameter ρ is chosen such that the part of the objective function correspond-
ing to the minimum power objective does not favour a smaller number of admitted users
than that could otherwise be simultaneously served. It can be shown that the choice of ρ
such that ρ ≤ 11+PMAX ensures the optimality of the solution of (6.48) in point of admitted
number of users. The proof of this can be done by contradiction, as follows. Assume that
(w⋆k, s
⋆
k)k is an optimal solution and there exists (wk, sk)k, which admits a larger number of
users. Then
∑K
k=1 sk >
∑K
k=1 s
⋆
k or equivalently −
∑K
k=1 sk ≤ −
∑K
k=1 s
⋆
k−1. Consequently,
ρ
K∑
k=1
‖wk‖2 −
K∑
k=1
sk ≤ ρPMAX −
K∑
k=1
s⋆k − 1. (6.49)
Since ρ is chosen to satisfy ρPMAX − 1 < 0, it further follows that the right-hand-side of
(6.49) is smaller that ρ
∑K
k=1 ‖w⋆k‖2−
∑K
k=1 s
⋆
k, which contradicts the optimality of (w
⋆
k, s
⋆
k)k.
In addition to the difficulties of the robust beamforming design posed by the non-
convexity and inner optimization problems, as discussed in the previous section, the new
formulation is further complicated by the presence of the binary variables. These give the
problem a combinatorial nature, which results in exponential complexity. An exhaustive
search procedure, which examines all possible combinations has a prohibitive computational
complexity, even for relatively small problem setups with reduced number of users or anten-
nas. A possible approach is to relax the integer variables. This method however rarely leads
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to a meaningful solution, from which a set of users, with a feasible robust beamforming and
power allocation can be retrieved. Nevertheless, relaxing some sets of the variables, while
keeping the remaining variables fixed provides useful lower bounds, which can be used in
Branch and Bound or Branch and Cut techniques. Specifically, these methods consist in
constructing search trees, whose nodes represent subsets of the integer variables. Solving
an optimization problem at a node and comparing to some appropriately chosen upper and
lower bounds, decides whether the corresponding branch is worth pursuing or not. This
is also the principle behind existing solvers, developed to handle mixed integer/continuous
problem such as mixed integer linear programs (MILP), second order cone programs (MI-
SOCP) or semidefinite programs (MISDP).
6.4.3 Benchmark Solution
In this subsection, we derive a MISDP reformulation of (6.48). Similar to the solution
in Section 6.3, we are first interested in deriving a closed form expression for the inner
optimization problems, represented by the WSINR constraints, which can be written as
min
d(Rˆk,Rˆk+∆k)≤αk
Rk+∆k0
wHk
(
Rˆk +∆k
)
wk − skγk
K∑
i=1
i 6=k
wHi
(
Rˆk +∆k
)
wi − skγkσ2k ≥ 0 (6.50)
Note that utilizing directly the result in Proposition 6.1 for skγk has the undesired effect
that the admission control and beamforming variables are coupled in the terms Ak, and
consequently in Zk, as can be seen from the definitions of these variables in (6.5) and (6.7),
respectively. To overcome this, the ‘big M’ approach [123] can be taken. This consists in
introducing variables {Mk} such that the kth WSINR in (6.50) is automatically satisfied
when the kth user is not scheduled. On the contrary, the contribution of the {Mk} terms
to the SINR constraints, corresponding to scheduled users, is null. In this manner, the kth
WSINR constraint in (6.50) can be equivalently reformulated as
min
d(Rˆk,Rˆk+∆k)≤αk
Rk+∆k0
wHk
(
Rˆk +∆k
)
wk − γk
K∑
i=1
i 6=k
wHi
(
Rˆk +∆k
)
wi − γkσ2k +Mk(1− sk) ≥ 0,
(6.51)
where Mk is such that the optimum solution w
⋆
k = 0 when sk = 0. It is easy to see that Mk
has no effect on the WSINR in (6.51) when a user is admitted, i.e., sk = 1. To find Mk, we
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first make the following observation.
Lemma 6.1 Let d be the Riemannian distance dR,2 and αk be the threshold of the uncer-
tainty set measured with this distance. If Mk ≥ PMAXγkTr
(
Rˆk +∆k
)
+ σ2kγk, then the
SINR constraints are automatically satisfied for a non-admitted user, i.e., sk = 0.
Proof Let ∆k be an arbitrary mismatch matrix. Then,
K∑
i=1
i 6=k
wHi γk
(
Rˆk +∆k
)
wi + σ
2
kγk =
K∑
i=1
i 6=k
wHi γk

rank(Rˆk+∆k)∑
l=1
λlulu
H
l
wi + γkσ2k (6.52a)
≤
K∑
i=1
i 6=k
||wi||2γkTr
(
Rˆk +∆k
)
+ σ2kγk (6.52b)
≤ PMAXγkTr
(
Rˆk +∆k
)
+ σ2kγk, (6.52c)
where ul and λl in (6.52a) are, respectively, the eigenvectors and eigenvalues of the matrix
Rˆk +∆k. Note that (6.52b) results from the Cauchy-Schwartz inequality, applied to the
inner terms of the sum in (6.52a). Finally, (6.52c) is a direct consequence of the power
limitatition of the transmit power by PMAX .
From the last inequality of (6.52) it follows that, if Mk ≥ PMAXγkTr
(
Rˆk +∆k
)
+σ2kγk
for all ∆k in the uncertainty set, the WSINR constraint is respected for sk = 0. This
condition is equivalent to solving the optimization problem
max
∆k
Tr
{
Rˆk +∆k
}
s.to d2R,2(Rˆ+∆k, Rˆk) ≤ α2R,k. (6.53)
Further, (6.53) can be equivalently reformulated as
min
Qk
−Tr{QkQHk } (6.54a)
s.to Tr
{(
Qk − Rˆ1/2k
)H (
Qk − Rˆ1/2k
)}
≤ α2R,k. (6.54b)
Writing the Lagrangian dual function corresponding to (6.54) and deriving the first order
optimality conditions, we have that each optimal solution Q⋆k must satisfy
Q⋆k =
ξk
ξk − 1Rˆ
1/2
k , (6.55)
where ξk is the non-negative Lagrange multiplier. By further introducing (6.55) in (6.54b)
and constraining that the latter must be satisfied with equality, we have that ξk = 1 +
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√
Tr{Rˆk}
αR,k
and, consequently, that the optimum of (6.53) is
(
αR,k +
√
Tr
{
Rˆk
})2
. Thus,
the final expression for Mk results as
Mk = PMAXγk
(
αR,k +
√
Tr
{
Rˆk
})2
+ σ2kγk. (6.56)
With Mk from Eq. (6.56), the kth WSINR constraint in (6.50) can be equivalently
expressed as
Z
(a)
k ,
 −IN ⊗Ak + ξkIN2 ξkvec(Rˆ1/2k )
ξkvec
H(Rˆ
1/2
k ) c˜k
  0, (6.57)
where c˜k = σ
2
kγk −Mk(1− sk)σ2kγk + ξkTr
{
Rˆk
}
− ξkα2k. Thus, when the distance measure
is dR,2 and the threshold αR,2, the joint admission control and beamforming problem can
be reformulated as
min
{Wi}
K∑
i=1
ρTr {Wi} −
K∑
i=1
si (6.58a)
s.to Z
(a)
k  0 (6.58b)
K∑
i=1
Tr {Wi} ≤ PMAX (6.58c)
sk ∈ {0, 1} ; k = 1, . . . ,K. (6.58d)
Even though this class of problems is far less explored than the simpler MILP and
MISOCPs, solvers for this have started to emerge, e.g., MOSEK and BARON. These operate
based on the Branch and Bound and Branch and Cut techniques, to provide more efficient
search methods. The basic idea of these techniques is the following. Starting from a node,
representing a user, the continuous relaxation problem corresponding to (6.58)
min
{Wi}
K∑
i=1
ǫTr {Wi} −
K∑
i=1
si (6.59a)
s.to Z
(a)
k  0 (6.59b)
K∑
i=1
Tr {Wi} ≤ PMAX (6.59c)
sk ∈ (0, 1) ; k = 1, . . . ,K (6.59d)
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is solved. If the solution obtained is smaller than an upper bound, which can be chosen
as the best integer solution obtained so far, the branch is followed. This implies solving
(6.59), in which the sk variables corresponding to the nodes of the branch, which have
been visitied are fixed, while the ones corresponding to the remaining nodes are relaxed.
Branches are pruned: i) if the continuous relaxation at a node is infeasible ii) if an integer
solution is found, in which case the result is compared to the best obtained solution or iii) if
the solution of the relaxation is larger than the cost of the best obtained solution, in which
case, further pursuing the branch leads to suboptimal solutions. Additional constraints,
commonly referred to as cuts, can be introduced in the formulation in (6.59) to tighten the
continuous relaxation without affecting the optimality of the problem.
6.4.4 Heuristic Admission Control and Beamforming with Imperfect sCSI
In this subsection, we construct a low complexity inflation based admission and beamform-
ing algorithm. The algorithm employs the Riemannian and Frobenius measures to assess
the distance between users and between the mismatch sets between users.
Specifically, to define a measure, which asserts whether the uncertainty sets of users i
and j intersect, we first introduce variables m(i, j) as
m(i, j) = dR(Rj , Ri)− αR,i − αR,j . (6.60)
Naturally, if the uncertainty areas of the two users intersect, then m(i, j) > 0. We further
rank each user, based on how often its uncertainty set intersects the mismatch regions of the
other users, which have not yet been admitted at a particular time instant. Denoting this
set with Sr, the ranking of user i can then be defined as m(i) = |{j|m(i, j) > 0, j ∈ Sr}|.
The algorithm, summarized in Table 6.1 is then constructed as follows. We intialize the
set of admitted users Sa with the user i, whose ranking m(i) is the largest. Then, users
are added successively in decreasing order of their rankings, provided the distance towards
already admitted users is larger than a certain threshold ΥR. After each step, in which a
user is added, the feasibility of the problem (5.5) is tested. If the problem is feasible the
procedure is repeated and a new user is considered for admission. Otherwise the procedure
is stopped and the set of users, for which the problem is feasible, is returned.
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Algorithm 6.1 Heuristic Admission Control and Beamforming with Imperfect sCSI
Step 1. Construct set of users Sr, in the descreasing order of their rankings m
Step 2. Select the user with largest ranking m(i). Initialize the set of admitted users Sa
and upldate the set of remaining users Sr
Sa ← argmin m(i)
Sr ← {1, . . . ,K} \ {i}
Step 3. Until Sr is empty repeat the following steps
3.1 Select user with the largest metric, from the users, which where not yet admitted Sr
j ← argmini∈Sr m(i)
3.2 Check if the distance between the sCSI of user j and each of the selected users is below
a threshold
if mini∈Sr dR(Rˆj , Rˆi) ≤ ΥR, remove {j} from the set of users to be admitted at this time
instant, Sr ← Sr \ {j}
else if, (5.5) is feasible, admit user Sa ← Sa ∪ {j}
else remove from the set of remaining users Sr ← Sr \ {j}
Table 6.1: The heuristic inflation scheme for robust admission control and beamforming
6.4.5 Simulation results
In this subsection, we compare the optimal solutions of the admission control and beamform-
ing problem with uncertainty sets measured with the Riemannian and Frobenius distances,
and we evaluate the performance of the low complexity heuristic schemes.
In the first simulation scenario, we consider one BS with 6 antennas and 10 single antenna
users. The positions of the users with respect to the antenna broadside are generated from
a uniform distribution, between [0, 180]◦. Furthermore, we consider that the errors in the
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Figure 6.12: Number of users vs error variance
estimated channel covariance matrices are due to changes in the positions of the users.
Specifically we consider that the angles based on which the channel covariance matrices
are generated are {ai ± ǫp,i}, where ai is the correct position of user i and and ǫp,i is a
random variable uniformly drawn from [0, 7]◦. We show in Figure 6.12, the number of
served users, as obtained by the methods using the Frobenius and Riemannian distance
to measure the uncertainty set, with both benchmark and heuristic solution. As can be
observed, the Riemannian distance significantly outperforms the Frobenius distance, in
both the optimal and heuristic algorithms, with the Riemannian based method consistently
serving at least one more user than the Frobenius counterpart. This behaviour is also
observed in regions where the required SINR targets are low, and thus in cases in which the
analysis in small scenarios had suggested an almost imperceptible difference between the
techniques. Furthermore, the heuristic techniques lose in average at most 0.22 users in the
case of the robust admission control with Riemannian distance and 0.4 for the Frobenius
one. Thus, they perform close to optimal, although at significantly reduced complexity.
Similar results are obtained for the second simulation scenario. In this simulation setup,
we consider one BS with 5 antennas and a pool of K = 10 users, which demand access to
resources. The SINR levels are fixed to 10dB, while the noise variance at each receiver is
-10dB.
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Figure 6.13: Number of users vs error variance
Similar to the previous scenario, the true channel covariance matrices are generated
according to the model in [58]. The error in this scenario, occurs due to imprecise LS channel
estimation and finite sampling in creating the covariance matrices. Specifically the true
channels are generated as R
1/2
k n˜k, where Rk and n˜k are the true channel covariance matrix
and a unit norm Gaussian vector, modelling the Rayleigh fading, respectively. Further, the
estimated channel at user k is hˆk = hk +T
†R
1/2
I,k ek, with RI,k, T and ek being the channel
covariance matrix of interfering signals in the estimation phase, the training matrix and a
Gaussian vector, modelling the error fluctuations, respectively. Similar to the simulation
scenario in Section 6.3.4, the training matrix is chosen to minimize the error, given the
colored noise and has the form derived in Appendix C. Finally, the estimated channel
covariance matrix is Rˆk = 1/Ns
∑Ns
i=1 hˆkhˆ
H
k , where the numer of samples Ns is chosen
Ns = 512. We compare the robust admission schemes with Frobenius, weighted Frobenius
and Riemannian distance and show the results in point of number of served users, for an
increasing variance of ek, for all k, in Figure 6.13. It can be observed from this figure
that, similar to in the results obtained in the previous simulation scenario, the designs with
the Riemannian distance are able to serve the largest number of users, significantly more
than the scheme with the Frobenius norm and sligtly more than the weighted Frobenius
distance. We remind however that the weighted Frobenius distance uses the information
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of the error covariance RI,k in defining the weighting matrices, whereas the Riemannian
distance does not require this specific information. Furthermore, the heuristic scheme for the
Riemannian distance is close to optimal, losing less than 0.1 users on average as compared
to the benchmark scheme using Riemannian distances. Furthermore, with this scheme,
almost the same number of users is served, as compared to the optimal admission scheme
with weighted Frobenius distance and on average 0.5-0.6 users more than in the optimal
Frobenius distance. Thus, bounding the uncertainty sets with Riemannian distance in
beamforming designs with imperfect sCSI and which require admission control seems to
bring significant improvements, with respect to the Frobenius counterpart.
6.5 Summary
In this chapter, we have proposed a new robust beamforming technique, in which the uncer-
tainty set is measured using a Riemannian distance. We showed that this new measure has
several interesting features, which which can be beneficially exploited in the the beamform-
ing design. Particularly, we showed that the designs with Riemannian distances protect
more the strong components of the channel covariance matrices, thus the ones of most in-
terest for the beamforming problem. This leads to a significantly better performance of the
designs with the Riemannian distance as compared to state-of-the-art methods employing
Frobenius norms. Interesting results were obtained not only in small scenarios, but also in
setups with larger number of users, where admission control was necessary. To evaluate this,
we developed both a benchmark method and a low complexity heuristic method, suitable
for real time implementations.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
In this thesis, we have proposed DL beamforming algorithms for CR MISO scenarios, in
which spectral resources are utilized in an underlay fashion. First, we have considered
the problem under the assumption of perfect CSI, in the form of both instantaneous and
covariance based CSI. For this, we have proposed efficient algorithms, based on uplink
downlink and minimax duality, which exploit the underlying structure of the problem and
consequently achieve a significantly reduced computational complexity, as compared to
existing state-of-the-art techniques. We have then studied the duality properties of the
original DL problem and exposed scenarios in which the original problem achieves strong
duality, regardless of the number of PU constraints.
We then considered the joint admission control and beamforming problem under the
assumption of perfect CSI at the SUs and PUs. We derived a method to detect infeasibility,
based on the theorem of alternatives, from Lagrange duality theory and showed that this
can be naturally incorporated in the iterative algorithm, without compromising on compu-
tational complexity. The nature of the variable updates in the resulting algorithm, not only
has a nice intuitive explanation but also achieves two main goals. It ensures optimality of
the solutions in feasible cases and it ‘forces’ the detection of infeasibility when no set of
beamforming and power allocations exists to simultaneously satify all imposed constraints.
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Furthermore, the heuristics constructed based on the updated SUs and PUs powers, at the
infeasibility decisions, proved meaningful and strong, when used in our proposed deflation-
based algorithm. Numerical results have further confirmed that the infeasibility decisions
generally require a reduced number of iterations To make the approach also applicable to
dense networks, we constructed a preprocessing phase based on unsupervised learning. In
this, we clustered SUs and PUs, using their long term spatial signatures, in order to ob-
tain an initial indication regarding the SUs which are unlikely to be served together and the
PUs which are likely to pose similar interference constraints on the system. We showed that
using this preprocessing phase together with an appropriate choice of representatives can
significantly improve the deflation based technique, which we devised for small networks.
Indeed, the cluster-aided deflation method was shown to scale well with an increase in the
number of users and achieve reductions in runtimes and number of iterations of up to 80%,
as compared to the simple deflation method.
In the second part of the thesis, we considered the problem under the more general
assumptions on imperfect covariance based CSI. We first considered the problem in the
worst case robust framework, with the aim to minimize transmit power while satisfying the
SINR constraints for all mismatches in a predefined uncertainty set. We introduced a new
characterization of the uncertainty set, in which the mismatches are measured based on
a Riemannian distance. Compared to the Frobenius norm, this distance not only better
captures the psd properties of the covariance matrices but also exhibits some interesting
features, which prove useful in the beamforming design. Specifically we showed that these
measures allow larger variations around large eigenvalues and smaller variations around
small eigenvalues of the covariance matrices. Thus, when used in a robust beamforming
context, the strong components of the channel covariance matrices, which are the ones
of most interest for the problem, are protected more than the smaller components. This
is particular useful in multiuser scenarios, in which the larger the small components of
the covariance matrices are, the larger is the interference level experienced by a particular
user. For the new robust beamforming formulation with uncertainty sets bounded based
on the Riemannian distance, we have derived a convex approximation, which can be easily
implemented with existing interior point solvers. Simulations showed a significantly better
performance of the robust techniques using this measure than the state-of-the-art methods
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based on Frobenius norms. Furthermore, we showed that, contrary to existing methods,
the improvements in terms of feasibility and transmit power are achieved due to a larger
flexibility in the beamformer design. This is essentially different than in the designs based
on Frobenius distance, where the beamformers are similar to the ones obtained by the
non-robust designs and the robustness is achieved mostly by power control.
We then showed some statistical properties of the Riemannian distance, based on which
thresholds to bound the uncertainty sets can be analytically derived. Additionally they can
employed in deriving probabilistic approaches, in which the SINR constraints are satisfied
with a predefined outage and we showed a possible technique to achieve this.
Finally we considered the joint admission control and beamforming problem under the
assumption of imperfect covariance based CSI. We have derived both a benchmark method
to provide the optimal solutions in a computationally tractable manner and a heuristic low
complexity inflation method, more suitable for real time implementation of robust admis-
sion control and beamforming problems. The analysis in a large number of users regime
confirmed the consistently better performance of the Riemannian distances. Interestingly,
simulations showed that the low complexity heuristic methods based on Riemannian dis-
tance can even outperform the optimal robust admission control and beamforming solutions
based on Frobenius norms, in point of served number of users.
7.2 Future work
The problems addressed in this thesis can be further extended, as follows. First of all the
techniques developped in this thesis, in the framework of CR underlay can be straightfor-
wardly applied to heterogenous, multi-tier networks. Furthermore, the robust beamforming
techniques with Riemannian distances, can be naturally applied to other scenarios of in-
terest such as multicast, broadcast or relay networks. Besides these, non-trivial extensions
can be explored, as discussed further.
First, regarding the duality analysis in a CR underlay framework with perfect CSI,
we note that a proof of the string duality of (2.7) in the most general sense, is still an
open problem. In this thesis, we have only shown that the original problem attains strong
duality under several assumptions. The importance of a strong duality statement in the
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most general case is two-fold. Firstly, it ensures that the downlink beamforming problem
can always be solved by an equivalent uplink reformulation, with significantly reduced
complexity. Secondly it ensures that infeasibility can always be detected. On the other hand,
finding classes of problems, for which strong duality does not hold can also be beneficial. In
these cases, it should be further analysed whether the scenarios for which strong duality does
not hold are of practical interest, and if so, improved beamformer designs and feasibility
problems have to be devised.
Regarding the use of Riemannian distances to measure the similarity between channel
covariance matrices, several application can be further investigated. Based on this distance,
codebooks can be created to appropriately reduce the feedback, required to transmit the
channel covariance matrices. Thereafter, applying the robust beamforming problem in
conjunction with these codebooks can yield efficient beamforming schemes, in which the
feedback overhead is significantly reduced compared to existing techniques. This is achieved
both by the use of the codebook itself, as well as by the need for less frequent feedback
than in the case of iCSI, due to the slow varying nature of the channel covariance matrices.
We note that such codebooks have been constructed for related Riemannian manifolds, i.e.,
the Grassmianian manifold of fixed rank matrices, and have already found application in
codebook beamforming. There exists however to our knwoledge, no codebooks, based on
distances derived on the Riemannian manifold of covariance matrices.
Regarding the user clustering problem, based on the Riemannian distance between the
channel covariances of the users, one aspect can be further studied. One simple example is a
decentralized clustering scheme, in which users exchange information and group themselves
according to their channel information. In these ways the groups can act as entities, which
choose one representative, which requires service at particular time-instances and feedbacks
its channel to the BS. In this manner, the feedback overhead can be further reduced.
Finally, the techniques, developed in this thesis for the robust beamforming problem
with imperfect sCSI are based on interior point methods which are still relatively complex.
Methods to reduce complexity, by further analysing the structure of the problem would be
useful.
Appendices
119

Appendix A
LP Duality and Implications
It is easy to see that whe the beamformers are fixed, the original problem (2.7) turns into
a linear program (LP) in the power variables {pk}. This can be expressed as
min
p1
pT1 1 (A.1a)
s.to (D−G1)p1 = η (A.1b)
G2p1 ≤ 1. (A.1c)
The Lagrange dual problem, corresponding to (A.1) can then be easily derived as
max
q1,q2
qT1 η − qT2 1 (A.2a)
s.to (D−G1)T q1 −GT2 q2 = 1 (A.2b)
q1 ≥ 0; q2 ≥ 0. (A.2c)
When (A.1) is feasible and bounded, LP duality holds [52], thus, (A.1) and (A.2) attain
the same optima. When any of the problems (A.1) or (A.2) is feasible and bounded, the
other one is also feasible and bounded. If however, the original is not feasible, the dual
LP (A.2) is unbounded above. Furthermore, it is known from LP duality that for any
feasible solution for the primal problem (A.1), p⋆1, and for any feasible solution of the dual
problem (A.2), if the complementary slackness condition is satisfied, the primal and dual
solutions are optimal and the two problems attain the same solution. Based on this fact,
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the construction of a solution, which contradicts positive semidefinitness can be done as
follows.
A.1 An Example Which Contradicts Positive Semidefinite-
ness
Let us consider an instance of the downlink beamforming problem (2.7), for which the PU
interference constraints are not implicit, i.e., the inequality between the optimum objective
functions of the original problem with L > 0 and a problem obtained by removing the PU
constraints is strict. Further, let {u⋆k} be the set of optimal beamformers for this problem
(2.7) with L > 0 and q⋆1, the solution of the linear system (D −G1)q1 = 1, constructed
with {u⋆k}.
First, we show that ({u⋆k} ,q⋆1,0L) is an optimal solution for PU1(S, SPU ). This results
as follows. Since {u⋆k} are feasible for the original problem (2.7), there exists q1 such that
(D−G1)Tq1 = 1. (A.3)
It is easy to see that choosing q⋆1 as the solution of (A.3) and q
⋆
2 = 0L is feasible for the dual
LP problem. Furthermore, this solution satisfies the complementary slackness conditions
for the LP, therefore it is optimal for this. Therefore, we have from LP duality theory that
({uk},q⋆1,0L) is optimal for PU1(S, SPU ).
Next, we prove by contradiction that at least one matrix Zk is not positve semidefinite.
Indeed, assume that I− q⋆kRk +
∑
i q
⋆
iRiγi is positive semidefinite. Then {q⋆k}k∈S is in the
feasible set of the total dual problem, coresponding to a conventional beamforming problem,
without PU constraints, expressed as
min
{uk,pk}
K∑
k=1
pk (A.4a)
s.to piu
H
i Riui −
K∑
k=1
pku
H
k Riγiuk = σ
2
kγk. (A.4b)
Since, in our case ({uk},q⋆1,0L) attains a strictly smaller optimum than PU1(S, SPU ), thus
a contradiction is found.
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Note that in general (A.4) attains a lower optimum then the original problem (2.7), due
to the relaxation of the PU constraints and examples where the difference between the two
is strict often occur in simulations.
124
Appendix B
Deriving Geodesic Distances on
the Riemannian Manifold
The aim of this section is to show how the Riemannian distances emerge and what is the
intuition behind the expressions, used in this thesis. Interested users may refer to [137] for
a rigurous, yet accessible introduction. The derivations of the distances, used in this thesis,
have been proposed in [134].
B.1 Definitions
An Euclidean space is a vector space equipped with an inner product. In the case of
Euclidean space of N ×N complex matrices the inner product can be chosen as
< A,B >=
1
2
Tr
{
ABH +BAH
}
. (B.1)
A Riemannian manifoldM is a differentiable manifold that can be locally approximated
at each point by a finite dimensional vector space, called tangent space, as it comprises of all
vectors tangent to the manifold at that specific point. A curve on a manifold M is defined
as a smooth mapping γ : R→M. At each point Pm, the tangent space, which we denote by
TMPm, is the space of the vectors tangent to all curves passing through Pm. Furthermore,
at each point Pm, TMPm, can be endowed with a smooth inner product, called Riemannian
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metric. Once a Riemannian metric is defined, the length of a curve P(θ) : [θ1, θ2] → M
between two points Pm = P(θ1) and Pn = P(θ2) on the manifold M can be computed as
l(P(θ)) =
∫ θ2
θ1
√
gP
(
dP (θ)
dθ
,
dP (θ)
dθ
)
dθ, (B.2)
where gP is the inner product on the tangent space at P. The distance between two points
on the manifold can then be defined as the length of the shortest path between them, also
called geodesic in differential geometry terminology and can be written as
dR(Pm,Pn) = min
P:[θ1,θ2]→M
l(P(θ)). (B.3)
B.2 Riemannian Manifold of Positive Definite Matrices
The set of the positive definite matrices can be represented as emerging from the Euclidean
space of complex N -by-N matrices with the following mapping:
π1 : C
N×N →M, such that π1(P) = P˜P˜H. (B.4)
Naturally, the preimage of the mapping in Eq. (B.4) is
π−11 :M→ CN×N such that π−11 (Pm) =
{
P˜mU | UUH = IN, U ∈ CN×N
}
. (B.5)
The matrix P˜m in (B.5) is commonly referred to as representative of the equivalence class,
formed by all matrices in the Euclidean plane, which after the mapping (??) correspond
to Pm. To compute the length of a curve P(θ) more conveniently, it is useful to find a
correspondence between the tangent spaces along P and the original Euclidean space. The
difficulty of considering tangent vectors in TMPm with respect to elements of the original
space TCN×N P˜m is that there are infintely many valid representations. The tangent space
TCN×N P˜m can be however decomposed into two orthogonal subspaces namely the ‘vertical’
and ‘horizontal’ subspace. The advantage of this representation is that tangent vectors in
the original space C can be uniquely ‘lifted’ in the horizontal space. Further, by defining a
‘horizontal lift’ of a curve P(θ) on the manifoldM as the curve in the original space CN×N ,
for which the tangent vectors at each point lie in the horizontal space, it is possible to prove
that the two curves have the same lengths, provided certain properties of the mapping hold.
We show this in more detail, below.
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(a) from the set of the complex matrices
Figure B.1: Illustration of the derivation of the Riemannian distances
The vertical space VCN×N P˜m can be considered as the tangent space of the pre-image
π−1(Pm). To derive its form, note first that the set ON =
{
U ∈ CN×N | UUH = IN
}
of
square unitary matrices is the well known Stiefel manifold of N-by-N matrices. For this,
the tangent space at an element U can be written as [138]
TONU =
{
US | S = −SH ; S ∈ CN×N} . (B.6)
Since π−11 (Pm) is a right multiplication of a representative with all unitary N-by-N matrices,
we have that the tangent space of π−11 and consequently the vertical space at P˜m is
VCN×N P˜m =
{
P˜mS | SH = −S S ∈ CN×N
}
(B.7)
The horizontal space is formed by all matrices in the tangent space TCN×N P˜m which are
orthogonal to VCN×NPm with respect to the inner product, which in our case is given in
Eq. (B.1). Thus, an arbitrary tangent vector in TCN×N P˜m, ˙˜Pm, is in the horizontal space
if for all for all skew symmetric matrices S, it holds that
< P˜mS,
˙˜Pm >=
1
2
Tr
{(
˙˜PHmP˜m − P˜Hm ˙˜Pm
)
S
}
= 0 (B.8)
For (B.8) to hold for all S, we must have that
(
˙˜PHmP˜m − P˜Hm ˙˜Pm
)
= 0. This is satisfied
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˙˜Pm = KP˜m for all K Hermitian, thus the horizontal space writes as
HCN×N =
{
KP˜m | K = KH
}
(B.9)
Next, consider the Riemannian metric g
(1)
P : TMP× TMP→ R defined as
g
(1)
P (T1,T2) =
1
2
Tr {T1K} , (B.10)
where K is a square Hermitian matrix such that KP+PK = T2.
It was shown in [137] that for any T1,T2 ∈ TM(P), there exist T˜1, T˜2 ∈ HCN×N (P),
such that g
(1)
P (T1,T2) =< T˜1, T˜2 > [136] When this is the case, the length of a geodesic in
M is equal to the length of its horizontal lift [133]. Based on this, the following result was
obtained.
Proposition 1 [136] If the mapping is chosen as (B.4) and the Riemannian metric as
(B.10), then the Riemannian distance is derived as
dR,1(Pm,Pn)= min
Pm=P˜mP˜Hm
Pn=P˜Hn P˜n
‖P˜m−P˜n‖ (B.11)
=
√
Tr {Pm}+Tr {Pn}−2Tr
{(
P
1/2
m PnP
1/2
m
)1/2}
An alternative derivation of the Riemannian distance considers the manifold of positive
definite matrices emerging from the set of Hermitian matrices as follows.
π2 : C
N×N
H →M, P =P˜
2
, P ∈M,P˜ ∈ CH . (B.12)
Proposition 2 [136] Let g
(2)
P (T1,T2) : TMP × TMP → R be a Riemannian metric
defined as
g
(2)
P (T1,T2) =
1
2
Tr
{
TH1K+K
HT1
}
, (B.13)
where K is such that PK + KP + 2P1/2KP1/2 = T2 and T1,T2 ∈ TM(P). Then the
distance between Pm and Pn is given as
dR,2(Pm,Pn) =
√
Tr {Pm}+Tr {Pn} − 2Tr
{
P
1/2
m P
1/2
n
}
(B.14)
Since in this case the pre-image consists of only one element, the introduction of horizon-
tal and vertical spaces is no longer necessary and the proof that gP(T1,T2) =< T˜1, T˜2 >
was done in [136] directly using Lyapunov operators.
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B.3 Riemannian Distance with Non-Square Representatives
In the previous section it was shown that the Riemannian distance dR,1 between two psd
matrices, e.g., P1 and P2 is essentially the smallest distance between the equivalence classes,
formed by all matrices in the complex space of square matrices, which correspond to P1,P2,
i.e., all P˜1, P˜2 such that P1 = P˜1P˜
H
1 and P2 = P˜2P˜
H
2 . Here, we show that the same result
holds, if the mapping is considered from the space of fat complex matrices, instead of that
of square complex matrices.
For this, assume P1 and P2 be positive definite of dimension N and their corresponding
representatives Pi = P
1/2
i Ui, where Ui is a fixed unitary matrix in C
N×Ns and Ns > N .
Naturally all Pi can be obtained as Pi = P˜iP˜
H
i , with P˜i = PiU˜i and U˜i a unitary matrix
in CNs×Ns .
In this case the distance writes as
dR(P1,P2) = min
U˜1U˜
H
1 =INs
U˜2U˜
H
2 =INs
‖P1/21 U1U˜i −P1/22 U2U˜2‖2 (B.15)
= Tr {P1}+Tr {P2} − max
U˜1U˜
H
1 =INs
U˜2U˜
H
2 =INs
Re
{
U˜H1U
H
1 P
1/2
1 P
1/2
2 U2U˜2
}
(B.16)
= Tr {P1}+Tr {P2} −
∑
j
σj(P
1/2
1 P
1/2
2 ) (B.17)
= Tr {P1}+Tr {P2} − max
U1U
H
1 =IN
U2U
H
2 =IN
Re
{
U
H
1 P
1/2
1 P
1/2
2 U2
}
(B.18)
= dR(P1,P2), (B.19)
where in Eq. (B.17), we have used the notation σj(P
1/2
1 P
1/2
2 ) to represent the jth singular
value of P
1/2
1 P
1/2
2
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Appendix C
Optimal Training for Coloured LS
Estimation Noise
The optimal training matrices for the LS estimation are found by imposing that the power
of the estimation noise is minimized [141]. Specifically, for user k, the training matrix can
be found by solving the optimization problem:
min
Tk
E
{
Tr
{
T+Hk E
H
kEkT
+
k
}}
(C.1a)
s.to Tr
{
TkT
H
k
}
= PT, (C.1b)
where Ek is the matrix obtained by stacking all samples of the kth error vector, ek. Defining
the error covariance matrix REk , E
{
EkE
H
k
}
, the optimization problem in (C.1) can be
equivalently reformulated as
min
Tk
Tr
{
REk
(
THkTk
)−1}
s.to Tr
{
TkT
H
k
}
= PT. (C.2)
The Lagrangian function, corresponding to (C.2) can be written as
L(TkTHk ) = Tr
{
REk
(
THkTk
)−1}
+ ξk
(
Tr
{
TkT
H
k
}− PT) (C.3)
With this, the first order optimality condition is
∂L (TkTHk )
∂TkT
H
k
= − (TkTHk )−T RTEk (TkTHk )−T + ξkIN = 0. (C.4)
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Naturally, from Eq. (C.4), for the optimum training matrices, it must hold that
TkT
T
k =
1
ξk
R
1/2
Ek
. (C.5)
By further introducing this expression in Eq. (C.1b), we obtain that ξk = Tr
{
R
1/2
Ek
}
/ξk
and, finally, that the optimum training matrices must satisfy
TkT
T
k =
PT
Tr
{
R
1/2
Ek
}R1/2Ek . (C.6)
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