Abstract -A sequential quadratic programming algorithm for nonlinear programmes using an l= exact penalty function is described. Numerical results are also presented. These results show that the algorithm is competitive with other exact penalty function based algorithms, and that the inclusion of the second penalty parameter can be advantageous.
Introduction
Nonlinear Programming problems (NLP) arise in many practical situations, and algorithms based on exact penalty functions have proved particularly effective in solving such problems.
A common approach which yields global convergence is the use of Sequential Quadratic Programming (SQP) techniques in conjunction with an exact penalty function. This approach was introduced and popularised for the f 1 penalty function in the papers of Han [3] , and Powell [10] . In this paper, however, attention is directed to an Roo Exact Penalty Function (EPF) following the approach. taken in [8, 7] . The purpose of this paper is to show that there are some advantages to be gained from using a two parameter exact penalty function based on the infinity norm of constraint violations.
The NLP considered is of the form: min f( x) subject to c( x) :::; 0, xERn (1) where the objective function j, mapping Rn into R, and the constraint function c, mapping Rn into Rm, are continuously differentiable. For convenience, discussion of the problem has been restricted to inequality constraints, but nonlinear equality constraints and simple bounds, together with other linear constraints may be present in a more general formulation.
Under an appropriate constraint qualification (for example [2] ) the Karush-KuhnTucker (KKT) conditions are necessary for optimality, and these are_assumed to hold at all solutions to the NLP problem (1) which are of interest. 
Assumption 1.1 Let x* be any optimal point of the NLP (1). Then there exists a vector of Lagrange multipliers

The Penalty Function Problem
The approach taken in this paper is to replace the NLP by the more tractable problem of minimizing a non-differentiable penalty function chosen so that solutions of the NLP are also solutions of the Penalty Function Problem (PFP). The exact penalty function used in this paper is based on the infinity norm of the constraint violations (4) and has the form 
a--+0+ (6) exists for all x, p E Rn. 
Now <I> = f on the NLP's feasible region, and sox* is a KKT point of the NLP. D
Calculating Descent Directions for <P( x).
It has been shown in the previous section that, under the appropriate assumptions, the NLP may be replaced by the problem of finding feasible local minimizers of the PFP. The PFP is minimized by an iterative method which chooses a direction of descent at each iteration before applying a line search to reduce <I>. In order to determine a suitable descent direction at the kth iterate x(k), a continuous piecewise
and where H(k) is positive definite. Using Taylor series expansions,
Clearly W is strictly convex in p, and the level set {p E Rn : W (p) ::::; W ( 0)} is bounded for all 11 > 0 and all v : : : : : _ 0. Thus w(k) has a unique global minimizer p(k).
Because p(k) also solves the quadratic programming problem (12)
both problems are referred to as £ 00 Qp(k).
Theorem 3.1 Let f(k) J c(k) and ()(k) denote f(x(k))J c(x(k))J and ()(x(k)) respectively) and let p = p(k) and ( = ((k) denote the unique solution to f..oo Qp(k) J where H(k) is positive definite. Further) let ). (k) denote an optimal Lagrange multiplier vector (which need not be unique) for this f..ooQP for which jj).(k)lh is least. Ifp(k) =/=OJ (14)
and ( 
15) then p(k) is a descent direction for <I>( x) at x(k).
Proof: The KKT conditions (2), (3) 
Here A( is the Lagrange multiplier for the constraint ( ~ 0. Therefore, using (16)
Applying this result to (19) gives the inequality 
An £ 00 Exact Penalty Function Algorithm
The results of the preceding sections are used to define an effective algorithm for NLP problems. For purposes of ensuring convergence, the following bound is imposed on
The following algorithm was used to test the effectiveness of including the second penalty parameter. Many other algorithms based on the hybrid penalty function are of course possible.
Algorithm A. 
Otherwise the penalty parameters are not altered. and second, either the penalty parameters were not altered in step 2 or the
is satisfied, then the proposed step p(k) is accepted and the algorithm proceeds to step 7. Otherwise execution continues at the next step.
CALCULATE THE MARATOS EFFECT CORRECTION VECTOR. Solve the following QP for the second order correction t(k):
where T is the set of indices of the constraints active at the QP's solution in 
where
Otherwise k is incremented, and the algorithm proceeds to step 2.
The convergence properties of algorithm A are studied in [9] and [7] , and are summarised in the following theorem.
Theorem 4.1 Given:
1. The sequence of iterates { x(k)} generated by the algorithm is bounded.
The sequence of matrices { H(k)} is bounded in norm.
The parameters f." and v are altered only a finite number of times.
Then every cluster point of the sequence of iterates { x(k)} generated by the algorithm is a critical point of <I>(f.l, v, x), where f." and v are at their final values.
Proof. A proof of this theorem is given in [9] . Alternatively, the NLP (l).may be viewed as a specialization of t_he semi-infinite programming problem described in [7] .
The specialization of the exact penalty function used in [7] is equivalent to (5), and so a convergence proof for algorithm A may be constructed along the lines of the convergence proof given in [7] . The proof presented in [9] exploits the finiteness of the NLP's constraint set, and hence is simpler. 0
Numerical Results.
The algorithm was tested on a variety of problems, and results are listed in Tables 1   to 4 . The legend for these tables is as follows: j denotes the number of times the objective and constraint functions are evaluated; h is the number of objective and constraint gradient evaluations performed (which equals the number of iterations performed); and r denotes the magnitude of the KKT residual calculated as described in step 7 of the algorithm. The subscripts S, P, B, and C respectively refer to results given by Sahba [12] , by Powell [10] , by Bartholomew-Biggs [1] , and those generated by algorithm A. The superscript n refers to the value a quantity takes at the final iterate generated by the algorithm.
The algorithm was tested on those problems listed in [4] for which results are given in [1] . These problems are tagged using the numbers given to them in [4] , and the results are listed in Table 1 Table 1 for this problem were generated using The algorithm was also tested on problems 1, 2, 3, 4, 6, _and 7 of the Colville set (hereafter C1, C2 etc). Problems C2 and C3 have an 'F' or 'I' postfix to indicate whether the feasible or infeasible initial point was used. The results for these problems are listed in Table 2 . The last three rows of Table 3 : Results for the Colville set of problems and the 'Wright 9' problem.
The algorithm's ability to cope with remote starting points was tested using problems C1 and C2. These results are listed in Table 4 
Problem Pl:
The solution is x* = (0, , 0).
X1,X2
The nature of the hybrid exact penalty function was also explored using this problem. 
Concluding Remarks.
The use of a hybrid (or two parameter) penalty function has the additional advantage that, with v > 0, the QP subproblems are strictly convex; this enlarges the class of QP subroutines capable of solving them.
Badly scaled sets of constraints can be dealt with by scaling each constraint by a positive constant, and adjusting these constants at most a finite number of times throughout the solution process. With this modification the situation is similar to that for an £ 1 exact penalty function, where each constraint has a separate penalty parameter, and each such parameter is altered at most a finite number of times.
Exact penalty functions based on the infinity norm have an advantage over onenorm based exact penalty functions in that only the gradients of the most violated constraints need be calculated in order to find a search direction: for R 1 exact penalty functions the gradients of all active and violated constraints may be required.
The algorithm has been shown to generate convergent sequences under mild conditions. Superlinear convergence is obtainable on problems for which f and c are sufficiently continuous [5, 9, 11 ] when any appropriate update for H is used. The numerical results show that algorithm A is effective in practice, and that use of a second penalty parameter significantly reduces the effort required to solve constrained nonlinear programmes.
