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Abstract: The Loomis-Whitney inequality, and the more general Uniform Cover inequality,
bound the volume of a body in terms of a product of the volumes of lower-dimensional
projections of the body. In this paper, we prove stability versions of these inequalities,
showing that when they are close to being tight, the body in question is close in symmetric
difference to a box. Our results are best possible up to a constant factor depending upon the
dimension alone. Our approach is information theoretic.
We use our stability result for the Loomis-Whitney inequality to obtain a stability result
for the edge-isoperimetric inequality in the infinite d-dimensional lattice. Namely, we prove
that a subset of Zd with small edge-boundary must be close in symmetric difference to a
d-dimensional cube. Our bound is, again, best possible up to a constant factor depending
upon d alone.
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1 Introduction
In this paper, we prove stability results for the Loomis-Whitney inequality and some of its generalisations.
Let us start by describing these results.
1.1 Projection inequalities
The Loomis-Whitney inequality. The Loomis-Whitney inequality [22] bounds the volume of a d-
dimensional body in terms of the volumes of its (d−1)-dimensional projections. It states that every body
S in Rd satisfies
µ(S)d−1 ≤ ∏
i∈[d]
µ(pi[d]\{i}(S)), (1)
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where µ denotes Lebesgue measure, [d] := {1,2, . . . ,d}, and for g⊂ [d], we denote by pig(S) the projection
of S onto the coordinates of g (i.e., the projection onto the subspace {x ∈ Rd : xi = 0 ∀i /∈ g}). Here, we
say that S⊂ Rd is a body if it is an open set with compact closure. Note that if S is a Cartesian product of
subsets of R, then equality holds in (1); we call such a body a box.
The Box Theorem and the Uniform Cover inequality. The Box Theorem of Bollobás and Thomason
[7] is a simultaneous generalisation and strengthening of the Loomis-Whitney inequality. It states that for
any body S⊂ Rd , there exists a box B⊂ Rd with the same measure as S, such that µ(pig(S))≥ µ(pig(B))
for all g ⊂ [d]. Bollobás and Thomason show that this is equivalent to the so-called ‘Uniform Cover
inequality’ of Chung, Frankl, Graham and Shearer [9]. We say that a family G ⊂ P([d]) is a uniform
m-cover if every i ∈ [d] belongs to exactly m of the sets in G, and that G is a uniform cover if G is a
uniform m-cover for some m ∈ N. The Uniform Cover inequality states that for any body S ⊂ Rd , any
m ∈ N, and any uniform m-cover G⊂ P([d]), we have
µ(S)m ≤∏
g∈G
µ(pig(S)). (2)
The Uniform Cover inequality is sharp when S is a box.
Applying the Uniform Cover inequality to sets which are unions of axis-parallel unit cubes, implies
that for any finite S⊂ Zd , any m ∈ N, and any uniform m-cover G⊂ P([d]), we have
|S|m ≤∏
g∈G
|pig(S)|. (3)
(Here, of course, |S| denotes the cardinality of the set S.) Since increasing the size of a set g ∈ G can only
increase the right-hand side of (3), it follows that for any set family G⊂ P([d]), and any finite S⊂ Zd , we
have
|S|m(G) ≤∏
g∈G
|pig(S)|, (4)
where m(G) denotes the minimum integer m such that every i ∈ [d] belongs to at least m of the sets in G.
In fact, (3) implies (2), by a standard approximation argument, approximating a body S⊂ Rd by a
union of cubes in a sufficiently fine grid, as outlined in [22]. Note, however, that the analogue of (4) for
bodies in Rd (with Lebesgue measure) does not necessarily hold if G is not a uniform cover, as can be
seen by taking S to be a d-dimensional axis-parallel cube of side-length less than 1. (Roughly speaking,
the approximation argument requires both sides of (2) to scale by the same factor, when S is dilated; see
the proof of Corollary 2 in Section 3.1 below.)
Shearer’s Lemma. Loomis and Whitney, and Bollobás and Thomason, proved their results using
induction on the dimension, and Hölder’s inequality. However, the discrete versions of the Loomis-
Whitney and Uniform Cover inequalities (which are equivalent to the continuous ones) are special cases
of Shearer’s Entropy Lemma. The term ‘Shearer’s Lemma’ is often used to refer to two essentially
equivalent results. The first is stated in terms of the entropy of a random variable, first proved by Shearer
(implicitly) in 1978, and first published by Chung, Frankl, Graham and Shearer in 1986 in [9]. The
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second, from the same paper, is equation (2), the result we referred to above as the Uniform Cover
inequality. The entropy approach for proving these inequalities is the one we adopt in this paper.
As well as being very natural statements in their own right, the above results have many applications:
for example in convex geometry (see [3]), in the study of isoperimetric problems (see [22]), in extremal
combinatorics (see [9]) and in additive combinatorics (see [1]). There are also several useful generali-
sations of Shearer’s Lemma, such as the weighted version in [19], which is itself a special case of the
Brascamp-Lieb inequality [8]. In [2], Ball stated and applied the geometric version of the Brascamp-Lieb
inequality to study sections of the Euclidean cube. The results in this paper apply directly to several of
these generalisations.
Stability versions
When a geometric, combinatorial or functional inequality is sharp, it is natural to ask whether it is also
‘stable’ — i.e., when the inequality is almost sharp for a particular object, must that object be close in
structure to an extremal one (meaning, an object for which equality holds)?
Stability phenomena for geometric and functional inequalities have been widely studied in recent
years. To obtain a stability result for an inequality, it is natural to look closely at known proofs of the
inequality and see what information these proofs yield about objects where equality ‘almost’ holds.
Several methods for proving geometric inequalities have recently been shown to yield best-possible (or
close to best-possible) stability results. A partial list includes symmetrization techniques (see e.g. [21]),
optimal transport (see e.g. [16, 10]), spectral techniques (see e.g. [5]), and non-linear evolution equations
(see e.g. [12]). Stability phenomena for combinatorial inequalities have also been widely studied, and
best-possible (or close to best-possible) stability results have been obtained via elementary combinatorial
arguments (see e.g. [26, 17]), and using spectral techniques (see e.g. [20, 13]), Fourier analysis (see e.g.
[20, 18]) and ‘non-Abelian’ Fourier analysis (see e.g. [13, 14, 15]).
Our main result in this paper is a stability result for the Uniform Cover inequality. To state it, we
need some more notation. We define a box in Zd to be a Cartesian product of finite subsets of Z. For a
collection of subsets of coordinates G⊂ P([d]), we denote by σ(G) the maximum integer σ such that for
every i, j ∈ [d] with i 6= j, there are at least σ sets in G containing i but not j. If σ(G)> 0, then we define
ρ(G) :=
m(G)
σ(G)
.
We prove the following stability result for the inequality (4).
Theorem 1. For every integer d ≥ 2 there exists b = b(d) > 0 such that the following holds. Let
G⊂ P([d]) with m(G),σ(G)> 0. Let S⊂ Zd with |S|< ∞. If
|S| ≥ (1− ε)
(
∏
g∈G
|pig(S)|
)1/m(G)
,
then there exists a box B⊂ Zd such that
|S∆B| ≤ bρ(G)ε |S|.
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Our proof yields b(d) = 4d2+64d. This theorem is best-possible in terms of its dependence upon ε ,
as can be seen by taking S = [a]d \ [a′]d , where (a′/a)d = ε < 2−d , and taking G= [d](d−1).
Theorem 1 easily implies the following analogue for bodies (with uniform covers), via the standard
approximation argument outlined in [22], and referred to above.
Corollary 2. For every integer d ≥ 2 there exists b = b(d)> 0 such that the following holds. Let m ∈ N,
and let G⊂ P([d]) be a uniform m-cover with σ(G)> 0. Let S⊂ Rd be a body such that
µ(S)≥ (1− ε)
(
∏
g∈G
µ(pig(S))
)1/m
. (5)
Then there exists a box B⊂ Rd such that
µ(S∆B)≤ bρ(G)ε µ(S).
For completeness, we present in full the deduction of Corollary 2 from Theorem 1, in Section 3.1.
If G= [d](d−1), then m(G) = d−1, σ(G) = 1 and ρ(G) = d−1, so the following stability result for
the Loomis-Whitney inequality, is a special case of Theorem 1 .
Corollary 3. For every integer d ≥ 2 there exists c = c(d)> 0 such that the following holds. Let S⊂ Zd
with |S|< ∞. If
|S| ≥ (1− ε)
(
d
∏
i=1
|pi[d]\{i}(S)|
)1/(d−1)
,
then there exists a box B⊂ Zd such that
|S∆B| ≤ cε |S|.
Of course, we can take c(d) = (d−1)b(d) = (d−1)(4d2+64d)≤ 36d3 in this corollary.
Stability for a weighted version of the Uniform Cover inequality. In [19], a weighted version of
the Uniform Cover inequality is proved, a version that is, in fact, a special case of the Brascamp-Lieb
inequality of [8]. It is not hard to verify that our proof in this paper goes through almost word for word to
yield the following stability result for the weighted version.
Theorem 4. For every integer d ≥ 2 there exists b = b(d) > 0 such that the following holds. Let
G⊂P([d]), and let w : G→R≥0 be a non-negative weight function on G, such that every i∈ [d] is covered
by sets with total weight at least 1, i.e.
∑
g∈G:
i∈g
w(g)≥ 1.
Let σ(G) :=mini 6= j∑g∩{i, j}={i}w(g), assume σ(G)> 0, and let ρ(G) = 1/σ(G). Let S⊂Zd with |S|<∞.
If
|S| ≥ (1− ε)∏
g∈G
|pig(S)|w(g)
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then there exists a box B⊂ Zd such that
|S∆B| ≤ bρ(G)ε |S|.
Again, we can take b(d) = 4d2+64d. We omit the details of the proof of Theorem 4.
About the proof. A few words regarding our proof of Theorem 1. To prove a stability result for some
inequality, it is natural to consider a certain proof of that inequality, and to ‘work backwards’ through
this proof to deduce closeness to the desired structure when equality almost holds. This may be called
a ‘stable version’ of the relevant proof. Perhaps the first natural approach to proving Theorem 1 is to
produce a stable version of the classical proof of (4), which uses Hölder’s inequality and induction on the
dimension. However, even for the Loomis-Whitney inequality, this only yields Θ(
√
ε)-dependence. In
order to obtain the sharp Θ(ε)-dependence we seek, we consider the beautiful Llewellyn-Radhakrishnan
proof of Shearer’s Lemma (see [24]). This proof is information-theoretic, using simple properties of
entropy.
Given a set S⊂ Zd and a family G⊂ P([d]), such that the inequality (4) is almost tight for S and G,
we first deduce that, in a sense, S is ‘close’ to a ‘product structure’; that is, the uniform distribution on S
is ‘close’ to the product of its marginals (the relevant notion of distance is discussed below). That part of
the argument is a fairly straightforward deduction from the entropy proof of Llewellyn-Radhakrishnan, or
alternatively from the entropy inequalities proved by Balister and Bollobás in [1]. (It is also inspired by
the proof of the Parallel Repetition Theorem in [25], and related works such as [4].)
Although information theory allows us to easily identify a product structure, it moves us from the
language of sets to the language of distributions. The next ingredient of the proof is more combinatorial.
Its purpose is to move back from the language of distributions to the language of sets; we identify the
actual box that we claim exists.
It turns out that for this part of the proof, a ‘two-dimensional lemma’ suffices. Given a set S⊂ X1×X2,
such that the uniform distribution on S is ‘close’ to the product of its marginals, we find a two-dimensional
box (a ‘rectangle’) R1×R2, which is a good approximation of the set S. To prove this lemma, we need
to identify the two sets R1 ⊂ pi1(S) and R2 ⊂ pi2(S). This is done via an iterative ‘trimming’ procedure,
which gradually removes parts of pi1(S) and pi2(S), until only R1 and R2 remain. The crux of the proof is
in showing that we did not throw too much, i.e., that S\ (R1×R2) is small.
We apply this two-dimensional lemma d times; for each i ∈ [d] we consider our set S ⊂ Zd as a
two-dimensional set S ⊂ Z{i}×Z[d]\{i}, and we find a set Ri ⊂ Z{i} which is a good candidate to be
the ‘edge in direction i’ of the box approximating S. We then check that, indeed, S is close to the box
R1×R2× . . .×Rd .
The last issue to discuss is the meaning of the word ‘close’ above: how to measure the ‘distance’
between the uniform distribution on S and the product of its marginals. The information theoretic part of
the argument naturally leads to measuring this distance using the Kullback-Leibler divergence. A natural
thing to do at this point would be to use Pinsker’s inequality to move from Kullback-Leibler divergence
to `1-distance. This, however, leads to suboptimal Θ(
√
ε)-dependence. To overcome this difficulty, we
introduce a new (but natural) measure of distance, which we call the ‘hole-weight’. The hole-weight
suffices to control the trimming procedure, yielding optimal Θ(ε)-dependence. It may find applications
in other, similar scenarios. For more details on this part of the proof, see Section 3.1 below.
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1.2 Isoperimetric inequalities
In Section 4, we apply Theorem 1 to prove another result, demonstrating stability for the edge-isoperimetric
inequality in the infinite d-dimensional lattice. Before stating this formally, we give some background on
isoperimetric inequalities.
Isoperimetric problems are classical objects of study in mathematics. In general, they ask for the
minimum possible ‘boundary size’ of a set of a given ‘size’, where the exact meaning of these words
varies according to the problem.
The classical isoperimetric problem in the plane asks for the minimum possible perimeter of a shape
in the plane with area 1. The answer, that it is best to take a circle, was already known to the ancient
Greeks, but it was not until the 19th century that this was proved rigorously1.
The isoperimetric inequality for Euclidean space states that among all subsets of Rd of given volume,
Euclidean balls have the smallest boundary. To state a version of this precisely, if A⊂Rd is a Borel set of
finite Lebesgue measure, we denote by Per(A) the distributional perimeter of A (see e.g. Chapter 12 in
[23] for the definition of distributional perimeter). When A has piecewise smooth topological boundary
∂A, then Per(A) = µd−1(∂A), where µd−1(∂A) denotes the (d−1)-dimensional Hausdorff measure of
∂A, a measure of the boundary which may be more familiar to some readers.
Theorem 5. If S⊂ Rd is a Borel set with Lebesgue measure µ(S)< ∞, then
Per(S)≥ Per(B),
where B is an Euclidean ball in Rd with µ(B) = µ(S).
In this paper, we consider a discrete analogue of Theorem 5. To state it, we need some more notation.
Let Ld denote the graph of the d-dimensional integer lattice, i.e. the graph with vertex-set Zd and edge-set
{{x,x+ ei} : x ∈ Zd , i ∈ [d]},
where ei = (0,0, . . . ,0,1,0, . . . ,0) denotes the ith unit vector in Rd . If S ⊂ Zd , we let ∂S denote the
edge-boundary of S in the graph Ld , meaning the set of edges of Ld which join a vertex in S to a vertex
not in S.
The following edge-isoperimetric inequality in Ld is an easy consequence of the Loomis-Whitney
Inequality, and the inequality of arithmetic and geometric means (the AM-GM inequality, for short). It is
also an immediate consequence of Theorem 8 in [6].
Theorem 6. Let S⊂ Zd with |S|< ∞. Then
|∂S| ≥ 2d|S|(d−1)/d .
Equality holds in Theorem 6 if S = [a]d for some a ∈ N. Very slightly more generally, equality holds
if S = S1×S2× . . .×Sd , where S1, . . . ,Sd are equal-sized intervals in Z; we will call such a set a cube.
1The first complete proof, by placing the calculus of variations on a fully rigorous footing, was given by Weierstrass in a
series of lectures in the 1870s in Berlin.
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Isoperimetric stability
In their seminal work [21], Fusco, Maggi and Pratelli proved that if S⊂Rd is a Borel set of finite measure
and with distributional perimeter close to the minimum possible size (viz, the size given by Theorem
5), then S must be close in symmetric difference to an Euclidean ball of the same measure, confirming a
conjecture of Hall.
Theorem 7 (Fusco, Maggi, Pratelli). Suppose S⊂ Rd is a Borel set with Lebesgue measure µ(S)< ∞,
and with
Per(S)≤ (1+ ε)Per(B),
where B is a Euclidean ball with µ(B) = µ(S). Then there exists x ∈ Rd such that
µ(S∆(B+ x))≤Cd
√
ε µ(S),
where Cd > 0 is a constant depending upon d alone.
As observed in [21], Theorem 7 is sharp up to the value of the constant Cd , as can be seen by taking S
to be an ellipsoid with d−1 semi-axes of length 1 and one semi-axis of length slightly larger than 1.
In this paper, we prove a discrete analogue of Theorem 7 by using Theorem 1. We prove the following
stability result for the edge-isoperimetric inequality in Ld .
Theorem 8. Let d ∈ N with d ≥ 2. If S⊂ Zd with |S|< ∞ and with
|∂S| ≤ (1+ ε)2d|S|(d−1)/d ,
then there exists a cube C ⊂ Zd such that
|S∆C| ≤ 72d5/2√ε|S|.
Theorem 8 has the best possible dependence on ε , as can be seen by taking a ‘cuboid’ S= [a]d−1× [b],
where b is slightly larger than a (see Remark 19 for details). We conjecture that the dependence on d
could be improved, to Θ(
√
d) (see section 5).
1.3 Structure of paper
In section 2, we cover some background and introduce some notation. In subsection 3.1, we present our
main lemmas and prove that they imply our main theorem. In subsection 3.2, we prove the main lemmas.
In section 4, we prove Theorem 8, our stability result for the edge-isoperimetric inequality in the lattice
Ld . Finally, in section 5, we conclude with some open problems.
2 Preliminaries
In this section, we state some definitions and known results from probability theory and information
theory, and we describe some of our notation. For background concerning the information-theoretic
results, and for proofs, the reader is referred to [11].
Throughout this paper, log means log2, and we use the convention 0log0 = 0.
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Definition. Let p be a probability distribution on a finite or countable set X . The entropy of p is defined
by
H(p) := ∑
x∈X
p(x) log(1/p(x)).
The entropy of a random variable is the entropy of its distribution. (By a slight abuse of terminology,
we will often identify a random variable with its distribution.)
Intuitively, the entropy of a random variable measures the ‘amount of information’ one has from
knowing the value of the random variable.
Let supp(p) denote the support of the distribution p, i.e. supp(p) = {x : p(x) 6= 0}. The convexity of
t 7→ log(1/t) implies that
H(p)≤ log |supp(p)|. (6)
Note that equality holds in (6) iff p is uniformly distributed on its support.
Definition. For two random variables A,B taking values in a set X , the conditional entropy of A given B
is defined by
H(A|B) := H(A,B)−H(B).
The chain rule for entropy follows immediately:
H(A,B) = H(B)+H(A|B).
It is easy to prove that conditioning does not increase entropy: for any two random variables A,B,
H(A|B)≤ H(A).
For three random variables A,B,C, we denote by p(a,b,c) the probability of the event {A = a,B =
b,C = c}, we denote by p(a) the probability of the event {A = a}, and if p(b)> 0, we denote by p(a|b)
the probability of {A = a} given {B = b}.
Definition. If p and q are two distributions on a finite or countable set X , with supp(p)⊂ supp(q), the
Kullback-Leibler divergence between p,q is defined by
D(p||q) :=∑
x
p(x) log
p(x)
q(x)
.
If supp(p) 6⊂ supp(q), we define D(p||q) := ∞.
The Kullback-Leibler divergence is non-negative, it is zero if and only if p= q, but it is not symmetric,
i.e. in general, D(q||p) 6= D(p||q), even when supp(p) = supp(q).
Definition. The mutual information of A and B is defined by
I(A;B) = H(A)−H(A|B) =∑
a,b
p(a,b) log
p(a,b)
p(a)p(b)
. (7)
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Note that this is also the Kullback-Leibler divergence between the joint distribution of A and B and the
product of the marginals.
The mutual information of A and B, conditioned on C, is defined by
I(A;B |C) = H(A|C)−H(A |(B,C)) = ∑
a,b,c
p(a,b,c) log
p(a,b|c)
p(a|c)p(b|c) . (8)
Mutual information is symmetric under interchanging A and B, i.e.
I(B;A |C) = I(A;B |C).
Another (intuitively plausible) property of mutual information is that if C is a function of B, then
I(A;C)≤ I(A;B).
We refer to this property as the ‘monotonicity of mutual information’.
Marginal distributions. Let p be a probability distribution on Zd . For a subset g⊂ [d], we denote by
pg the marginal distribution of p on the set of coordinates g, i.e.
∀S⊂ Zg, pg(S) = p(S×Z[d]\g).
If (g1,g2, . . . ,gr) is a partition of [d], we denote by pg1 pg2 . . . pgr the obvious product-distribution on Zd .
We will need the following equation relating the divergences between various products of marginals
of p.
D
(
p ||
d
∏
i=1
pi
)
=
d
∑
i=2
D
(
p[i] || p[i−1]pi
)
. (9)
This is easily verified, using the definition of D and expanding the logarithms on the right-hand side.
Note that if X = (X1,X2, . . . ,Xd) is a random variable with probability distribution p, then the left-hand
side is precisely the total correlation of the set of random variables {X1, . . . ,Xd}.
3 Proof of Theorem 1
3.1 Main lemmas and the deduction of Theorem 1
In this subsection, we present several statements that, when put together, easily imply our main theorem.
First, we would like to show that if the Uniform Cover inequality is close to being tight for a set S, then
there is not much mutual information between any 1-dimensional marginal of the uniform distribution on
S, and the complementary (d−1)-dimensional marginal.
Lemma 9. Let d ∈ N with d ≥ 2. Let G⊂ P([d]) with m(G),σ(G)> 0. Let 0≤ ε ≤ 12 . Let S⊂ Zd with
|S|< ∞ and with
|S| ≥ (1− ε)
(
∏
g∈G
|pig(S)|
)1/m(G)
.
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Let p denote the uniform distribution on S. Then for all i ∈ [d], we have
I(p{i}; p[d]\{i})≤ 2ρ(G)ε.
Note that, by monotonicity of mutual information, Lemma 9 implies that for any J ⊂ [d] and any
i 6∈ J, we have
D(pJ∪{i}||pJ p{i}) = I(p{i}; pJ)≤ I(p{i}; p[d]\{i})≤ 2ρ(G)ε. (10)
Given a set S ⊂ Zd , we want to measure how far the uniform distribution p on S is from the product
of some of its marginals. It turns out that a useful measure for us (which we call the ‘hole-weight’) is
the sum of the product of the marginals over all points not in S (‘holes’). Formally, if (g1, . . . ,gr) is a
partition of [d], we define the hole-weight of S with respect to (g1, . . . ,gr) by
Holeg1,...,gr(S) :=∑
x 6∈S
r
∏
j=1
pg j(x).
In all but one case below, the partition of [d] which defines the hole-weight will be of the form ({i}, [d]\
{i}), so for brevity, we write Holei(S) := Hole{i},[d]\{i}(S). Also, when stating and proving lemmas,
instead of considering S ⊆ Z{i}×Z[d]\{i}, we will sometimes consider the general ‘two-dimensional’
setting S⊂ X1×X2, i.e. S is simply a subset of a product of two sets. If X1 and X2 are sets, and S⊂ X1×X2,
we will write Hole(S) := Hole{1},{2}(S).
The following claim bounds from above the hole-weight of S by the Kullback-Leibler divergence
between the uniform distribution on S, and the product of its marginals.
Claim 10. Let S⊂Zd with |S|<∞, let p be the uniform distribution on S, and let (g1, . . .gr) be a partition
of [d]. Let p be the uniform distribution on S, and let (pg j) denote the corresponding marginals. Then
Holeg1,...gr(S)≤ D
(
p ||
r
∏
j=1
pg j
)
. (11)
Remark 11. Of course, another very natural way of measuring how far p is from the product of its
marginals is to simply use the `1-distance
‖p−
r
∏
j=1
pg j‖1. (12)
(Recall that if p and q are probability distributions on a finite or countable set X , then the `1-distance
between p and q is defined by
‖p−q‖1 := ∑
x∈X
|p(x)−q(x)|= 2max{p(S)−q(S) : S⊂ X};
the quantity max{p(S)−q(S) : S⊂ X}= 12‖p−q‖1 is often called the total variation distance between
p and q.)
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One can bound the `1-distance (12) in terms of the divergence on the right-hand side of (11), using
Pinsker’s inequality. Pinsker’s inequality states that if p and q are two probability distributions on a finite
or countable set X , then
‖p−q‖1 ≤
√
(2ln2)D(p||q). (13)
(Note that Pinkser originally proved (13) with a worse constant. The above form, in which the constant is
sharp, is due independently to Kullback, Csiszár and Kemperman.) Applying this yields
‖p−
r
∏
j=1
pg j‖1 ≤
√√√√(2ln2)D(p || r∏
j=1
pg j
)
.
Unfortunately, this application of Pinsker’s inequality introduces Θ(
√
ε)-dependence in the conclusion
of Theorem 1 (this was our original approach). We obtain Θ(ε)-dependence by relying only on the
hole-weight.
We now need a lemma saying that if the hole-weight of a two-dimensional set S is small, then S is
close to a 2-dimensional box.
Lemma 12. Let X1 and X2 be sets. Let S⊂ X1×X2 with |S|< ∞. Let p denote the uniform distribution
on S, and let p1, p2 denote its marginals. Let 0< α < 1. Then there exists R1 ⊂ X1 such that
p1(X1 \R1)≤ 2Hole(S)α ,
and such that for every x1 ∈ R1, we have
p1(x1)≥
(
1− 2Hole(S)
α
)
· (1−α)|R1| .
The idea behind Lemma 12 is that the set R1 ⊂ X1 is a good candidate to be one of the multiplicands
(‘edges’) of a box approximating S: on the one hand, it captures most of p1(S), and on the other hand, p1
restricted to R1 is close (in a sense) to being uniform. Indeed, the main step in the proof of Theorem 1
below is to apply Lemma 12, with an appropriate value of α , yielding (for each i ∈ [d]) a set Ri ⊂ Z{i},
and then to show that S is close in symmetric difference to the Cartesian product of the Ri’s.
The above lemmas now yield the proof of our main theorem.
Proof of Theorem 1. Let G ⊂ P([d]) with m(G),σ(G) > 0. We may and shall assume that ε < ((4d2 +
64d)ρ(G))−1, as otherwise the conclusion of the theorem holds trivially. Given a set S⊂ Zd with |S|<∞,
and with
|S| ≥ (1− ε)
(
∏
g∈G
|pig(S)|
)1/m(G)
,
we apply Lemma 9 to deduce that for all i ∈ [d],
I(p{i}; p[d]\{i})≤ 2ρ(G)ε.
DISCRETE ANALYSIS, 2016:10, 28pp. 11
DAVID ELLIS, EHUD FRIEDGUT, GUY KINDLER AND AMIR YEHUDAYOFF
This implies, via (10) and Claim 10, that for every i in [d],
Holei(S)≤ 2ρ(G)ε.
Next, for each i∈ [d], we apply Lemma 12 to S⊆Z{i}×Z[d]\{i} (i.e., we take X1 =Z{i} and X2 =Z[d]\{i}),
so that Hole(S) = Holei(S)≤ 2ρ(G)ε; we take α = 1/d. This yields (for every i ∈ [d]) a set Ri ⊂ Z{i}
such that
pi(Z{i} \Ri)≤ 2d ·Holei(S)≤ 4dρ(G)ε,
and such that for any xi ∈ Ri,
pi(xi)≥ (1−2d ·Holei(S))(1−1/d) 1|Ri| ≥ (1−4dρ(G)ε)(1−1/d)
1
|Ri| ≥ (1−1/d)
2 1
|Ri| .
Let
R := R1×R2× . . .×Rd .
By the union bound,
p(S\R)≤ 4d2ρ(G)ε,
i.e.
|S\R| ≤ 4d2ρ(G)ε|S|. (14)
On the other hand, for every x ∈ R\S, we have
d
∏
i=1
pi(xi)≥
d
∏
i=1
(1−1/d)2
|Ri| =
(1−1/d)2d
|R| ≥
1
16|R| .
Hence,
|R\S|
16|R| ≤ ∑x∈R\S
d
∏
i=1
pi(xi)≤ Hole(1,2,...,d)(S).
Applying Claim 10 and equation (9), it follows that
|R\S|
16|R| ≤ D
(
p ||
d
∏
i=1
pi
)
=
d
∑
i=2
D(p[i] || p[i−1]pi).
Applying the bound (10) gives
|R\S|
16|R| ≤ 2dρ(G)ε,
which implies that |R\S| ≤ 32dρ(G)ε|R|. Hence, |S| ≥ (1−32dρ(G)ε)|R|, and so
|R\S| ≤ 32dρ(G)ε
1−32dρ(G)ε |S| ≤ 64dρ(G)ε|S|. (15)
Combining (14) and (15) gives
|S4R| ≤ (4d2+64d)ρ(G)ε|S|,
so we may take B = R, completing the proof.
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For completeness, we now present the deduction of Corollary 2 from Theorem 1, using the approxi-
mation argument outlined in [22].
Proof of Corollary 2. Let m ∈ N. Let G⊂ P([d]) be a uniform m-cover. Let S⊂ Rd be a body such that
µ(S)≥ (1− ε)
(
∏
g∈G
µ(pig(S))
)1/m
.
Fix η ∈ (0,1). Since S is compact and µ(S) > 0, there exists a compact set K ⊂ S such that
µ(K)≥ (1−η)µ(S). Choose an open cover C of K by open cubes with corners at rational coordinates,
such that all the cubes in C are contained within S. Since K is compact, we may choose a finite
subset C′ ⊂ C such that C′ is a cover of K. Choose an axis-parallel grid of some side-length δ > 0,
which is a common refinement of all the sets in C′ (meaning that all the open cubes in C′ are unions
of open grid-cubes). Let F be the union of all the open grid-cubes which are contained in S. Then
µ(F)≥ (1−η)µ(S). Let N be the number of open grid-cubes in F , and for each g⊂ [d], let Ng be the
number of (lower-dimensional) open grid-cubes in the projection of F onto the plane {x : xi = 0 ∀i /∈ g}.
Then we have
Nmδmd = µ(F)m
≥ (1−η)mµ(S)m
≥ (1−η)m(1− ε)m∏
g∈G
µ(pig(S))
≥ (1−η)m(1− ε)m∏
g∈G
Ngδ |g|
= (1− ε−η+ εη)mδmd∏
g∈G
Ng.
Hence, cancelling the common factor of δmd and rearranging, we obtain
N ≥ (1− ε−η+ εη)
(
∏
g∈G
Ng
)1/m
.
Therefore, by Theorem 1, there exists a box Bη ⊂ Rd (which is a union of open grid-cubes), such that
µ(F∆Bη)≤ bρ(G)(ε+η− εη)µ(F).
Hence,
µ(S∆Bη)≤ bρ(G)(ε+η− εη)µ(S)+ηµ(S).
Since η ∈ (0,1) was arbitrary, it follows by a compactness argument that there exists a box B⊂ Rd such
that
µ(S∆B)≤ bρ(G)εµ(S).
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3.2 Proofs of the main lemmas
We now present the proofs of our main lemmas.
Proof of Lemma 9. Our proof is information-theoretic, inspired by the technique of Radhakrishnan from
[24].
Let d,G,ε,S and p be as in the statement of the lemma. Let X be a random variable uniformly
distributed on S. Assume without loss of generality that i = d. Recall that H(X) = log(|S|) and that by
(6), for all g ⊂ [d], we have H(Xg) ≤ log(|pig(S)|). Set m := m(G), σ := σ(G) and ρ := ρ(G). Since
|S| ≥ (1− ε)(∏g∈G |pig(S)|)1/m, we have
H(X) = log |S| ≥ log(1− ε)+ 1
m ∑g∈G
log |pig(S)| ≥ log(1− ε)+ 1m ∑g∈G
H(Xg)
≥−2ε+ 1
m ∑g∈G
H(Xg). (16)
Hence,
2ε ≥ 1
m ∑g∈G
H(Xg)−H(X)
=
1
m ∑g∈G
H(Xg)−H(Xd)−H(X[d−1] | Xd) (by the chain rule)
=
∑ g∈G:
d∈g
(H(Xd)+H(Xg\{d} | Xd))+∑ g∈G:
d 6∈g
H(Xg)
m
−H(Xd)−H(X[d−1] | Xd)
≥
∑ g∈G:
d∈g
H(Xg\{d} | Xd)+∑ g∈G:
d 6∈g
H(Xg)
m
−H(X[d−1] | Xd)
(since, by definition of m = m(G), there are at least m sets g ∈ G with d ∈ g)
= ∑
j<d
∑ g∈G:d, j∈g H(X j | Xg∩[ j−1],Xd)+∑ g∈G:g∩{d, j}= j H(X j | Xg∩[ j−1])
m
−H(X j | X[ j−1],Xd)

(by the chain rule)
≥ ∑
j<d
∑ g∈G:d, j∈g H(X j | X[ j−1],Xd)+∑ g∈G:g∩{d, j}= j H(X j | X[ j−1])
m
−H(X j | X[ j−1],Xd)

(since extra conditioning does not increase entropy)
≥ σ
m ∑j<d
(
H(X j | X[ j−1])−H(X j | X[ j−1],Xd)
)
(using the definitions of m and σ )
= ρ−1
(
H(X[d−1])−H(X[d−1] | Xd)
)
(by the chain rule)
= ρ−1I(X[d−1];Xd),
as required.
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Remark 13. As mentioned in the Introduction, Lemma 9 can also be proved by appealing to an entropy
inequality in the paper [1] of Balister and Bollobás. Indeed, without loss of generality taking i = d, it
suffices to prove the inequality
σH(Xd)+σH(X[d−1])+(m−σ)H(X)≤ ∑
g∈G
H(Xg),
which follows from two applications of Theorem 6 in [1], the first application being with A= {g ∈ G :
d /∈ G}. We have opted to give the self-contained proof above, as it is not much longer.
Proof of Claim 10. Recall that log 11−α ≥ α for all α ∈ [0,1), since 1−α ≤ e−α ≤ 2−α . Using this, and
the convexity of t 7→ log(1/t), we have
D
(
p ||
r
∏
j=1
pg j
)
=−∑
x∈S
p(x) log
∏rj=1 pg j(xg j)
p(x)
≥− log∑
x∈S
p(x)
∏rj=1 pg j(xg j)
p(x)
= log
1
1−∑x 6∈S∏rj=1 pg j(xg j)
≥∑
x 6∈S
r
∏
j=1
pg j(xg j)
= Holeg1,...gr(S).
Trimming a 2-dimensional set to yield a rectangle
In this subsection, we deal with the most combinatorially-flavoured ingredient in our paper, the proof of
Lemma 12. Given a set S ⊂ X1×X2, we proceed to trim away some of its ‘vertical fibres’ (sets of the
form ({x1}×X2)∩S, for some x1 ∈ X1), in such a way that none of the remaining fibres is very short
compared to the others. This leaves us with a subset R1 ⊂ X1, such that weight of each remaining vertical
fibre of R1 is at least a constant fraction of the average weight of the remaining fibres. The total amount
of mass trimmed is bounded from above in terms of Hole(S). Applying this procedure with α = 1/2, and
then repeating it to find a similar set R2 ⊂ X2, yields the following.
Lemma 14. Let X1 and X2 be sets. If S ⊂ X1×X2 with |S| < ∞, then there exist R1 ⊂ X1 and R2 ⊂ X2
such that
|S∆(R1×R2)| ≤ 20Hole(S) |S|.
We will not use this lemma directly in our proof of our main theorem, but its proof is included for the
reader’s interest at the end of this subsection.
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Proof of Lemma 12. For j ∈ {1,2}, let pi j(S) denote the natural projection of S onto X j. We find an
appropriate set R1 by iteratively removing from pi1(S) those points x1 for which p1(x1) is too ‘small’,
namely, those points whose fibre has size less than (1−α) times the average size of a fibre.
To this end, we define recursively: T (0) := /0 and R(1) := pi1(S), and for each j ∈ N,
T ( j) :=
{
x1 ∈ R( j) : p1(x1)p1
(
R( j)
) ≤ 1−α∣∣R( j)∣∣
}
,
R( j+1) := pi1(S)\
j⋃
r=1
T (r),
ε( j) := p1
(
T ( j)
)
.
Define the limit objects:
U (∞) :=
∞⋃
j=1
T ( j),
R1 := pi1(S)\U (∞),
ε1 := p1
(
U (∞)
)
=
∞
∑
j=1
ε( j).
Since S is finite, this process stabilizes after finitely many steps. If we can show that
ε1 = p1(pi1(S)\R1)≤ 2Hole(S)α , (17)
then by definition, for every x1 ∈ R1, we indeed have
p1(x1)≥ p1 (R1) · 1−α|R1| ≥
(
1− 2Hole(S)
α
)
· (1−α)|R1| ,
proving Lemma 12.
To obtain (17), it suffices to prove the following claim.
Claim 15. α∑∞j=1 ε( j)
(
1−∑1≤r< j ε(r)
)≤ Hole(S).
Indeed, Claim 15 implies
1
α
Hole(S)≥
∞
∑
j=1
ε( j)
(
1− ∑
1≤r< j
ε(r)
)
=
(
∞
∑
j=1
ε( j)
)
−
(
∞
∑
j=1
∑
1≤r< j
ε( j)ε(r)
)
≥ ε1− 12ε
2
1 ≥
ε1
2
,
implying (17).
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It remains, therefore, to prove Claim 15.
Proof of Claim 15. Fix j ∈ N and let x1 ∈ T ( j). Let
Y = Y (x1) := {y ∈ pi2(S) : (x1,y) ∈ S}
be the fibre of x1, and let Y = Y (x1) = pi2(S) \Y . We first bound the mass of the set of elements of S
whose projection lies in Y .
By definition, we have
p1(R( j)) = 1−∑
r< j
ε(r)
and
p1(x1)≤ (1−α)p1(R
( j))
|R( j)| .
So ∣∣∣R( j)×Y ∣∣∣= ∣∣∣R( j)∣∣∣ |Y |= ∣∣∣R( j)∣∣∣ · p1(x1)|S| ≤ (1−α)|S|(1−∑
r< j
ε(r)
)
.
We therefore have
∑
y∈Y
p2(y) = ∑
y∈Y
∑
x′1∈pi1(S)
p(x′1,y)
≤
∣∣R( j)×Y ∣∣
|S| +∑y∈Y ∑x′1 6∈R( j)
p(x′1,y) (since p is uniform on S)
≤ (1−α)
(
1−∑
r< j
ε(r)
)
+ ∑
x′1 /∈R( j)
∑
y∈pi2(S)
p(x′1,y)
= (1−α)
(
1−∑
r< j
ε(r)
)
+∑
r< j
ε(r)
= 1−α+α∑
r< j
ε(r).
It follows that
∑
y∈Y
p2(y)≥ 1−
(
1−α+α∑
r< j
ε(r)
)
= α
(
1−∑
r< j
ε(r)
)
. (18)
Now summing over x1 and using (18), we have
∑
x1∈T ( j)
p1(x1) ∑
y∈Y (x1)
p2(y)≥ ε( j)α
(
1−∑
r< j
ε(r)
)
.
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Finally, summing over all j, and recalling that if y ∈ Y (x1) then (x1,y) 6∈ S, we have
Hole(S) = ∑
(x1,y)6∈S
p1(x1)p2(y)≥ α
∞
∑
j=1
ε( j)
(
1−∑
r< j
ε(r)
)
.
This completes the proof of Claim 15, and thus of Lemma 12.
Proof of Lemma 14. We may assume that Hole(S)< 1/20, otherwise the conclusion of the lemma holds
with R1 = R2 = /0. Let R1 ⊂ X1 be the set given by Lemma 12 with α = 1/2. Let R2 ⊂ X2 be the set given
by Lemma 12 with α = 1/2, when coordinates 1 and 2 are interchanged. Let R = R1×R2. By the union
bound, we have
|S\R|
|S| ≤ 2 ·
2Hole(S)
α
= 8Hole(S). (19)
On the other hand, for every x ∈ R, we have
p1(x1)p2(x2)≥
(
1− 2Hole(S)
α
)2
(1−α)2 1|R| >
1
7|R| .
Therefore,
Hole(S)≥ ∑
x∈R\S
p1(x1)p2(x2)≥ |R\S| · 17|R| ,
which implies that |R\S| ≤ 7Hole(S) |R|. It follows that
|S| ≥ |S∩R| ≥ (1−7Hole(S))|R| ≥ 13|R|/20,
and therefore
|R\S| ≤ 12Hole(S) |S|. (20)
Combining (19) and (20), we have |S4R| ≤ 20Hole(S) |S|, completing the proof.
4 A stability result for the edge-isoperimetric inequality in Ld
In this section, we prove Theorem 8, our stability result for the edge-isoperimetric inequality in the lattice
Ld , using Theorem 1 and some additional combinatorial arguments.
We start with a short proof of the isoperimetric inequality (Theorem 6), as it will be useful to refer to
it later.
Proof of Theorem 6. We write ∂i(S) for the set of edges in ∂S of the form {x,x+ ei}, i.e. the set of all
direction-i edges of ∂S. Since |S|< ∞, for each x ∈ S, there are at least two direction-i edges of ∂S which
project to pi[d]\{i}(x), and therefore
|∂i(S)| ≥ 2|pi[d]\{i}(S)|.
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Summing over all i, we obtain
|∂S|=
d
∑
i=1
|∂i(S)| ≥ 2
d
∑
i=1
|pi[d]\{i}(S)|.
The AM-GM inequality and the Loomis-Whitney inequality yield
|∂S| ≥ 2
d
∑
i=1
|pi[d]\{i}(S)| ≥ 2d
(
d
∏
i=1
|pi[d]\{i}S|
)1/d
≥ 2d|S|(d−1)/d . (21)
The following easy stability result for the AM-GM inequality will be useful in our proof of Theorem
8.
Proposition 16. Let 0≤ ε ≤ 1/(16d). Let z1 ≥ z2 ≥ . . .≥ zd > 0 be such that
1
d
d
∑
i=1
zi ≤ (1+ ε)
(
d
∏
i=1
zi
)1/d
.
Let G :=
(
∏di=1 zi
)1/d
. Then
∀i ∈ [d], (1−2d
√
dε)G≤ zi ≤ (1+2
√
dε)G.
Proof. First, we assert that
z1 ≤ (1+4
√
dε)G. (22)
Let η ≥ 0 be such that z1 = (1+η)G, and let η0 := 4
√
dε; then η0 ≤ 1/2. Assume for a contradiction
that η > η0. Then
(1+ ε)Gd ≥
d
∑
i=1
zi
≥ z1+(d−1)
(
d
∏
i=2
zi
)1/(d−1)
(AM-GM)
= z1+(d−1)Gd/(d−1)z−1/(d−1)1
= G
(
1+η+(d−1)(1+η)−1/(d−1)
)
.
The function f : η 7→ η+(d−1)(1+η)−1/(d−1) has f ′(η)> 0 for all positive η , and is therefore strictly
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increasing on [0,∞). Hence,
(1+ ε)d ≥ 1+η+(d−1)(1+η)−1/(d−1)
> 1+η0+(d−1)(1+η0)−1/(d−1)
≥ d+ d
2(d−1)η
2
0 −
d(2d−1)
6(d−1)2 η
3
0
≥ d+
(
d
2(d−1)η
2
0 −
d(2d−1)
12(d−1)2
)
η20
≥ d+ 14η20 ,
contradicting the definition of η0.
It follows from (22) that
Gd ≤
d
∑
i=1
zi ≤ (d−1)(1+η0)G+ zd ,
so
zd ≥ G(1− (d−1)η0)≥ G(1−dη0),
completing the proof.
Proof of Theorem 8. Let S⊂ Zd with |S|< ∞ and
|∂S| ≤ 2d|S|(d−1)/d(1+ ε). (23)
We may assume that
ε ≤ 1
722d5
, (24)
otherwise the conclusion of the theorem holds trivially with C = /0.
By (21) and (23), we have(
d
∏
i=1
|pi[d]\{i}S|
)1/(d−1)
≤
( |∂S|
2d
)d/(d−1)
≤ (1+ ε)d/(d−1)|S| ≤ 1
1−2ε |S|. (25)
Corollary 3 now implies that there exists a box
R = R1×R2× . . .×Rd ⊂ Zd
such that
|S4R| ≤ 2(64d+4d2)(d−1)ε|S| ≤ 72d3ε|S| ≤ δ |S|, (26)
where
δ :=
√
dε.
Our aim is to show that R is close in symmetric difference to a cube.
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Clearly, by (26), we have
(1−δ )|S| ≤ |R| ≤ (1+δ )|S|. (27)
Let
G :=
(
∏
i∈[d]
|pi[d]\{i}S|
)1/d
and a := |S|1/d .
Note that, by (25) and the Loomis-Whitney inequality, we have
ad−1 = |S|(d−1)/d ≤ G≤ (1+ ε)|S|(d−1)/d = (1+ ε)ad−1. (28)
By (21) and (23), we have
1
d
d
∑
i=1
|pi[d]\{i}(S)| ≤
|∂S|
2d
≤ (1+ ε)|S|(d−1)/d ≤ (1+ ε)
(
∏
i∈[d]
|pi[d]\{i}(S)|
)1/d
.
Hence, by Proposition 16, all the (d−1)-dimensional projections of S are of roughly equal size:
∀i ∈ [d], (1−2dδ )G≤ |pi[d]\{i}(S)| ≤ (1+2δ )G. (29)
We now show that all the 1-dimensional projections of R are of roughly equal size.
Claim 17. For every i ∈ [d], we have (1−7δ )a≤ |Ri| ≤ (1+14dδ )a.
Proof. Without loss of generality, we prove the claim for i = 1. Observe that
(1−2δ )|pi{2,...,d}(R)| ≤ |pi{2,...,d}(S)|. (30)
Indeed, if this does not hold, then, using (27), we have
|S4R| ≥ |R\S|> 2δ |R| ≥ 2(1−δ )|S| ≥ δ |S|,
contradicting (26). Therefore, using (27), (30), (29) and (28) successively, we have
|R1|= |R||pi{2,3,...,d}(R)|
≥ (1−2δ )(1−δ )|S||pi{2,...,d}(S)|
≥ (1−2δ )(1−δ )|S|
(1+2δ )G
≥ (1−2δ )(1−δ )|S|
(1+2δ )(1+ ε)|S|(d−1)/d
≥ (1−7δ )|S|1/d
= (1−7δ )a.
DISCRETE ANALYSIS, 2016:10, 28pp. 21
DAVID ELLIS, EHUD FRIEDGUT, GUY KINDLER AND AMIR YEHUDAYOFF
Similarly, we have
∀i ∈ [d], |Ri| ≥ (1−7δ )a. (31)
Hence, using (27) and (31) we obtain
|R1|= |R|
∏di=2 |R j|
≤ (1+δ )|S|
(1−7δ )d−1|S|(d−1)/d
≤ (1+14dδ )|S|1/d
= (1+14dδ )a.
Next, for each i ∈ [d] we throw away the elements c ∈ Ri such that {x ∈ R : xi = c} contains few
elements of S, producing a slightly smaller box R′.
Fix i ∈ [d]; without loss of generality, i = 1. Define
Q := R2×R3× . . .×Rd .
For each c ∈ R1, call c heavy if |S∩{x ∈ R : x1 = c}| ≥ 7|Q|/8, and call c light otherwise. We assert
that there are at most 16δ |R1| light elements in R1. Indeed, if the number of light elements is larger than
this, then
|S4R| ≥ |R\S|> (|Q|/8) ·16δ |R1|= 2δ |R| ≥ 2δ (1−δ )|S| ≥ δ |S|,
contradicting (26).
Let R′1 := {c ∈ R1 : c is heavy}. Then |R1 \ R′1| ≤ 16δ |R1|. Define R′i similarly for each i ∈
{2,3, . . . ,d}, and let
R′ = R′1×R′2× . . .×R′d .
By the union bound, we have
|R\R′| ≤ 16dδ |R|, (32)
and therefore
|R′| ≥ (1−16dδ )|R|. (33)
Our next step is to show that, for each i ∈ [d], R′i occupies most of the interval in which it is contained,
as if not, |∂S| would be too large.
Claim 18. For each i ∈ [d], we have max(R′i)−min(R′i)+1−|Ri| ≤ 8δ |Ri|.
Proof. Without loss of generality, we prove the claim for i = 1. Let
u := min(R′1), v := max(R
′
1).
Suppose for a contradiction that
v−u+1−|R1|> 8δ |R1|. (34)
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Define
U := pi{2,3,...,d}(S∩{x ∈ R : x1 = u}),
V := pi{2,3,...,d}(S∩{x ∈ R : x1 = v}),
F := {y ∈ Q : (x1,y) ∈ S ∀x1 ∈ {u,u+1, . . . ,v−1,v}};
note that U,V,F ⊂ Q. Since |S| < ∞, for each z ∈U , there is at least one edge in ∂1(S) of the form
{(x1,z),(x1 +1,z)}, where x1 < u. Similarly, for each z ∈ V , there is at least one edge in ∂1(S) of the
form {(x1,z),(x1+1,z)}, where x1 ≥ v. Moreover, for each z ∈ (U ∩V )\F , there is at least one edge in
∂1(S) of the form {(x1,z),(x1+1,z)} where u≤ x1 < v. It follows that
|∂1(S)| ≥ |U |+ |V |+ |(U ∩V )\F |
= |U |+ |V |+ |U ∩V |− |F |
≥ 78 |Q|+ 78 |Q|+ 34 |Q|− |F |
= 52 |Q|− |F |. (35)
We now assert that
|F | ≤ 14 |Q|. (36)
Indeed, suppose on the contrary that (36) does not hold. By (34), the interval {u,u+1, . . . ,v} contains
more than 8δ |R1| elements not in R1. Therefore,
|S\R|> 8δ |R1| · |F |> 8δ |R1| · 14 |Q|= 2δ |R| ≥ δ |S|,
contradicting (26).
Using Claim 17 and (26), we have
|Q|= |R||R1| ≥
(1−δ )ad
(1+14dδ )a
≥ (1−15dδ )ad−1. (37)
Hence, by (36) and (35), we have
|∂1(S)| ≥ 2|Q|+ 14 |Q| ≥ (2+ 14)(1−15dδ )ad−1.
But we also have
∀i ∈ {2,3, . . . ,d}, |∂i(S)| ≥ 2|pi[d]\{i}(S)| ≥ 2(1−2dδ )G≥ 2(1−2dδ )ad−1,
using (28) and (29). Hence, using (24), we have
|∂S|=
d
∑
i=1
|∂i(S)|
≥ (2+ 14)(1−15dδ )ad−1+(d−1) ·2(1−2dδ )ad−1
≥ 2dad−1(1+ 116d −2dδ )
> 2dad−1(1+ ε),
contradicting (23).
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We can now complete the proof of the theorem. Let
L = max{max(R′i)−min(R′i)+1 : i ∈ [d]}.
Assume without loss of generality that
L = max(R′1)−min(R′1)+1.
Define
C =
d
∏
i=1
{min(R′i),min(R′i)+1, . . . ,min(R′i)+L−1}.
The set C is a cube of side-length L containing R′. Using Claims 17 and 18, we have
L−a = max(R′1)−min(R′1)+1−|R1|+(|R1|−a)
≤ 8δ (1+14dδ )a+14dδa
≤ 20dδa.
Therefore, using (33) and (27), we have
|R′4C|= Ld−|R′|
≤ (1+20dδ )dad− (1−16dδ )(1−δ )ad
≤ (1+40d2δ )ad− (1−17dδ )ad
≤ 50d2δad .
Finally, using (32), (26) and (27), we obtain
|S4C| ≤ |S4R|+ |R4R′|+ |R′4C|
≤ δad +16dδ (1+δ )ad +50d2δad
≤ 60d2δad
= 60d5/2
√
ε|S|,
proving the theorem.
Remark 19. As observed in the Section 1, Theorem 8 is sharp up to a constant factor depending upon
d alone. To see this, take S = [a]d−1× [b], where b = (1+φ)a, φ > 0 and a,b ∈ N, i.e. S is a ‘cuboid’.
Then
|S|= ad−1b = (1+φ)ad ,
and
|S4C| ≥ (b−a)ad−1 = φad = φ
1+φ
|S|
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for all cubes C ⊂ Zd . On the other hand, we have
|∂S|−2d|S|(d−1)/d = 2ad−1+2(d−1)ad−2b−2d(ad−1b)(d−1)/d
= 2ad−1(1+(d−1)(1+φ)−d(1+φ)(d−1)/d)
≤ 2ad−1(d+φ(d−1)−d[1+ d−1d φ − d−12d2 φ 2]) = d−1d φ 2ad−1.
Hence, we have |∂S|= (1+ ε)2d|S|(d−1)/d , where
ε =
|∂S|−2d|S|(d−1)/d
2d|S|(d−1)/d ≤
d−1
d φ
2ad−1
2dad−1(1+φ)(d−1)/d
≤ φ
2
2d
,
but S is δ -far from any cube, where
δ =
φ
1+φ
≥ 12φ ≥ 12
√
2dε.
5 Conclusion and open problems
We have proved stability results for the Uniform Cover inequality (Theorem 1), and the edge-isoperimetric
inequality in the d-dimensional integer lattice (Theorem 8).
We conjecture that the dependence on d in Theorem 1 can be removed:
Conjecture 20. Let d ∈ N with d ≥ 2. Let S⊂ Zd with |S|< ∞. If
|S| ≥ (1− ε)
(
∏
g∈G
|pigS|
)1/m(G)
,
then there exists a box B⊂ Zd such that
|S∆B| ≤ cρ(G)ε |S|,
where c is an absolute constant.
We also conjecture that the dependence upon d in Theorem 8 can be improved to Θ(
√
d):
Conjecture 21. Let S⊂ Zd with |S|< ∞ and with
|∂S| ≤ 2d|S|(d−1)/d(1+ ε).
Then there exists a cube C ⊂ Zd such that |S∆C| ≤ c′√dε |S|, where c′ is an absolute constant.
This would be sharp up to the value of c′, by the cuboid example in Remark 19.
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