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Abstract
We show a general problem-solving tool called limit theory. This is an advanced version
of asymptotic analysis of discrete problems when some finite parameter tends to infinity.
We will apply it on three closely related problems.
Alpern’s Caching Game (for 2 nuts) is defined as follows. The hider caches 2 nuts into
one or two of n potential holes by digging at most 1 depth in total. The goal of the searcher
is to find both nuts in a limited time h, otherwise the hider wins. We will show that if
h and n/h are large enough, then very counterintuitively, any optimal hiding strategy
should dig less than 1 in total, with positive probability. We will prove it by defining
and analyzing a limit problem. Then we will partially solve the entire problem. We
will also have significant progress with two other problems: the Manickam–Miklo´s–Singhi
Conjecture and the Kikuta–Ruckle Conjecture.
1 Introduction
For finite problems, it is a very common technique to solve infinite or continuous versions of it,
and its solution may be useful for the original problem. Another very common technique is that
we find the asymptotics of the solution when, e.g., a parameter tends to infinity. Limit theory
is a combination of these two techniques. Namely, we define a limit problem about which we
can prove that its solution is the limit of the solutions of a sequence of finite problems. Finding
a good limit problem can be difficult but very useful.
Limit theory techniques were already used in different areas. Statistical physics is essentially
just limit theory in physics. In mathematics, probably Fu¨rstenberg (1977, [6]) was the first to
use limit theory techniques, for reproving Szemere´di’s Theorem. Lova´sz and Szegedy (2006, [9])
used this technique by introducing limit graphs called graphons. This also motivated the limit
theory of many different discrete structures. However, in all these cases, limit theory was used
only for special purposes. In this paper, we will show through several examples that this is
indeed a general problem-solving tool.
Our most convincing but most difficult application is about Alpern’s Caching Game (Sec-
tion 2). We will find and analyze multiple limit problems, and we will get to some very inter-
esting and highly counterintuitive results. Then we will extend the Manickam–Miklo´s–Singhi
Conjecture (MMS, Section 3) using a simple but nontrivial limit problem. Finally, we will
consider the Kikuta–Ruckle Problem (KR, Section 4), which is a generalization of the MMS
Problem. We will understand and specify the KR Conjecture in a highly nontrivial way, us-
ing some limit problems. About Alpern’s Caching Game and the KR Problem, the solutions
depending on the parameters looked chaotic, but our techniques will reveal the structures in
them.
∗Supported by Marie Sk lodowska-Curie grant 750857, ERC grants 306493 and 648017 and MTA Re´nyi
“Lendu¨let” Groups and Graphs Research Group.
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2 Alpern’s Caching Game
Definition 2.1. Alpern’s Caching Game G(k, j, n, h) is defined as the following 2-player game
between the hider and the searcher. There are n ∈ N (potential) holes and k ∈ N nuts. The
hider places (caches) each of k nuts into one of the holes in a positive depth, so that the total
digging time (the sum of the depths of the deepest nut in each non-empty hole) must be at most
1. The searcher cannot observe anything about the placement, but he can dig the hole at most
depth h ∈ R+ in total. A nut is found if the searcher dug at least as much in that hole as the
depth of the nut. The searcher can choose an adaptive digging strategy, continuously observing
what and where he already found during the digging.1 The searcher wins if he finds at least
j ∈ N out of the k nuts. Otherwise the hider wins.
This is a 2-player 0-sum game, therefore, there is a value of the game v = v(k, j, n, h)
with the following properties. The searcher has a strategy which wins with probability at least
v against any pure (= deterministic) hiding strategy called placement, and the hider has a
strategy which wins with probability at least 1− v against any pure searching strategy. These
are called optimal strategies.
2.1 Previous results
This problem was introduced by Alpern, Fokkink, Lidbetter and Clayton in [2], a summary
about the results and related questions of Alpern’s Caching Game can be found in the survey
book by Alpern, Fokkink, Leszek, Lindelauf [1]. More recent results are presented in [4].
The problem is solved for k = j = 2, n ≤ 4. [2, 4] The solution for k = j = 2, n = 4 is
the stepfunction shown in Figure 1. We show the nature of these optimal strategies by the
following few cases.
• If h ≥ 1, then the searcher makes a uniform random guess for the two holes of the two
objects (10 options including the cases that the two holes are the same), and he digs in
those holes until he find them. If the guess was right, then he finds both. Therefore, he
wins with probability at least 1
10
.
On the other hand, the hider can choose the two holes uniformly at random out of the
10 options, and hide them at depths 1
2
, 1
2
for two different holes, or 1
2
, 1 if he chose the
same hole. If h < 3
2
, then the searcher cannot find both in more than 1 out of the 10
placements.
• If h ≥ 3
2
, then the searcher does the same as for h ≥ 1 except that if the first guess was
right but the second guess was wrong, then he makes another guess for the second hole,
and if the nut is there at depth at most 1
2
, then he finds it. If the searcher makes the
choices with the right probabilities, then the searcher wins with probability at least 3
20
for
each placement.
On the other hand, if the hider chooses depths 1
3
, 2
3
for different holes, or 1
3
, 1 or 2
3
, 1 for
same holes, then the searcher cannot find them in more than 3 cases if h < 5
3
. Therefore,
if the hider chooses the placement uniformly at random out of the 20 possibilities, then
the searcher wins with probability at most 3
20
.
1 Strategy means mixed (or randomized) strategy. If we use the discrete sigma-algebra on the set of strategies,
then there is nothing to add to the definition, but we cannot use continuous distributions about the hiding depths
and we will have only approximately optimal strategies. Or we can use the Lebesgue sigma-algebra on the set
of hiding strategies, but in this case, we need some measurability criteria for the searching strategy in order
to define winning probabilities. These are irrelevant issues about our results, and we will omit these technical
details throughout the section.
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Figure 1: The solution value of G(2, 2, 4, h).
• If h < 7
3
, then the optimal hiding strategy has the same structure as for h ∈ [3
2
, 5
3
)
, except
that instead of depth 1
3
(and 1 − 1
3
= 2
3
), we are using depth 1
6
or 1
5
or 1
4
or 2
5
or 1
2
, and
the hider uses a convex combination of these hiding strategies. If h ≥ 7
3
, then the hider
simply puts both nuts to the same hole. The optimal searching strategies are much more
difficult and very irregular, those would require many pages to describe.
These results suggested that the solution even for k = j = 2 nuts (and for arbitrary n and
h) are chaotic and almost hopeless to characterize. Therefore, the researchers of the question
claimed that they gave up trying to solve this problem. (Personal communication.)
2.2 The breakthrough using limit theory
Using limit theory, we will show that the solution is difficult but not that chaotic, and very
different from what the earlier results suggested. First, we show a surprising property of the
solution, and then we will partially solve the problem for k = j = 2. Some of the results will
apply for k = j > 2 and k = j + 1 > 2.
Definition 2.2. In Alpern’s Caching Game, we say that a placement of the nuts is extremal
if this requires total digging depth 1 (the sum of the depth of the deepest nut in the non-empty
holes is exactly 1). A (mixed) hiding strategy is called extremal if it is supported on extremal
placements. The extremal version of the game XG means that the hider must use an extremal
strategy.
Let vX always denote the same as v with the extremal version of the game.
Question 2.3. Does the hider always have an extremal strategy which is optimal?
Or (equivalently) does v(k, j, n, h) = vX(k, j, n, h) always hold?
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The answer was believed to be clearly positive, some of the authors of the problem did not
even realize that they did not have a proper proof of it (according to private communications).
Moreover, there was a conjecture presented in [1] about a difficult recursive property of the
optimal strategies of the hider, which was in accordance to the solved cases, but which implied
the positive answer to Question 2.3.
In the beginning, the author of this paper was almost sure about the positive answer, too.
But limit theory analysis pointed out the opposite. On the top of it, further analysis showed
that for a large class of parameters, the optimal hiding strategy uses non-extremal placements
with probability 1.
The proof of our final results are presented in Subsection 2.5. However, the primary goal
of this section is not showing the final results and the proofs like pulling a rabbit out of a hat,
but we want to show the technique of how we found these results. The same technique will be
used for the other two problems in this paper.
Define the limit of the game when the number of nuts to hide k and to find j are fixed, but
the number of holes and the digging time n, h→∞, with an asymptotic ratio n/h→ λ.
Definition 2.4. The limit game LG(k, j, λ) and its extremal version XLG(k, j, λ) are defined
as follows. The hider chooses a partitioning a1, a2, ..., ak′ ∈ Z+ where
∑
ai = k, and he chooses
values (depths) y1, y2, ...yk′ ∈ [0, 1] with
∑
yi ≤ 1 in LG, and
∑
yi = 1 in XLG. Then for
k′ independent uniform random numbers x1, x2, ...xk′ ∈ [0, λ], ai number of nuts are placed
at (xi, yi). The searcher observes nothing. Now the searcher should define a function ft(x) :
[0, 1] × [0, λ] → [0, 1] which is monotone increasing in both parameters and ∫ f1(x) dx ≤ 1.
Then we evaluate f meaning that the searcher gets to know the smallest t∗ so that ft∗(xi) ≥ yi
for some i. If there is no such nut position even for f1, then the game ends. Otherwise the
nuts at (xi, yi) are found by the searcher, he gets to know the position and the number of them,
and we remove these nuts. Then the searcher can change his function in the parameter interval
t ∈ (t∗, 1], and we re-evaluate f . The searcher wins if he finds at least j nuts in total.
Note 2.5. We can get an equivalent problem by assuming that
∫
ft(x) dx = t for all t ∈ [0, 1].
This will be convenient to assume when we are showing upper bounds on the value of the game.
Also, we can omit the condition that f is monotone increasing in the second coordinate, which
will be useful for lower bounds.
The following theorem shows the reason why we call it a limit game. Denote the value of
the limit game by v(k, j, λ).
Theorem 2.6. For any parameters k, j, n, h ∈ Z+,
v(k, j, n, h) : v
(
k, j,
n
h
)
∈
[(h− j
h
)j
, 1
]
.
Therefore, if ni/hi → λ and n→∞, then v(k, j, ni, hi)→ v(k, j, λ). The same applies for the
extremal versions.
This theorem will be used when we will disprove Question 2.3. But we will not need this
for the final results. Therefore, we present just a sketch of proof of the theorem.
Sketch of proof. Notice first that both players can choose a uniform random permutation of the
holes and apply his strategy on this permutation. If either of them does so, then whether the
other player does it makes no difference in the expected result. Therefore, if we add to the rules
that either or both players must use this randomization, then it does not change the value of
the game, as both players can secure himself this expected score.
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About the limit games LG and XLG, notice that if two holes are dug to the same depth,
and nothing was found in them so far, then it does not matter which one the searcher continues
digging. Therefore, we can assume that according to the random ordering of the holes, their
depths remain monotone decreasing during the search, excluding holes in which we have already
found a nut.
Now let us see why do the values of the discrete problems converge to the values of the limit
problems.
On one hand, any strategy of the searcher in the discrete game G or XG can be applied in
the limit game by choosing ft in the interval
[
i−1
n
, i
n
)
as the depth of the ith deepest hole after
a total amount of digging t. This way the searcher can get at least the same score as in the
discrete game.
On the other hand, a strategy of the searcher in LG (or XLG) can be applied in G (or XG)
as follows. The searcher chooses a random ordering of the holes. Then he digs so as to have
depth ft
(
i−1
h−j
)
in the ith hole, except that if a nut is found in a hole, then he digs that hole
until depth 1. He does it for all t ∈ [0, 1], in increasing order. This way, the searcher can get at
least
(
h−j
h
)j
times the score of the limit game LG (or XLG).
Definition 2.7. The double limit game DLG(k, j) and its extremal version XDLG(k, j) are
defined as the limit game with λ→∞, as follows. The hider chooses k values y1, y2, ...yk ∈ [0, 1]
where
∑
yi ≤ 1 in DLG, and
∑
yi = 1 in XDLG. At the same time, the searcher defines a pure
strategy of the limit game with λ = ∞. Then for each subset Q = {q1, q2, ..., qj} ⊂ {1, 2, ..., k}
with a vector of positive real numbers xq1 , xq2 , ...xqj ∈ R+, the nuts are placed at (xqi , yqi). The
score of the searcher is the j-dimensional measure of the vectors xq1 , xq2 , ...xqj for which he wins
by his strategy, summing up for all different Q. This is what the searcher aims to maximize
and the hider aims to minimize, in expectation.
Denote the value of DLG(k, j) by v(k, j).
Theorem 2.8. Fix k ≥ j ≥ 2, and consider a sequence of pairs (ni, hi) so that hi → ∞ and
ni
hi
→∞. Then (ni
hi
)j
· v(k, j, ni, hi)→ v(k, j).
The same applies for the extremal versions.
Sketch of proof. The strategy of the searcher in LG can be applied in DLG. This shows one
direction.
The other direction is a bit more technical. The first observation is that in G, if the hider
puts more nuts in the same hole, and the searcher digs bhc holes until depth 1, then this
already provides him a score ω
((
ni
hi
)−j)
. Therefore, in the optimal hiding strategy of the hider,
the probability of such a placement tends to 0. Thus, the limit of the values does not change
if we forbid such a placement in G.
The next observation is that the probability of finding more than j nuts is o
((
ni
hi
)−j)
.
Therefore, the probability of finding j nuts is essentially the same as the expected number of
j-element subsets of the nuts which would be found by the searcher if the other nuts had not
been cached.
The optimal strategy of the searcher in DLG can be applied in LG with a large parameter
λ, simply by restricting f to [0, 1]× [0, λ]. In DLG, if x > λ, then (by monotonicity) f1(x) < 1λ
throughout the game. Therefore, this restricted strategy provides the same score unless if the
depth of a nut is at most 1
λ
.
The following searching strategy is very efficient if the depth of a nut is at most 1
λ
. First,
the searcher chooses ft(x) =
1
λ
if x < t
λ
, and 0 otherwise. Then, after finding the first nut at
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(x1, y1), then he chooses f1(x) =
1
λ
if x < x1, f1(x) = 1 if x ∈ [x1, x1 +1−λx1] and 0 otherwise.
If we use this strategy with probability O
(
1
λ
)
and the strategy f restricted to [0, 1] × [0, λ]
otherwise, then for all possible hiding strategy, this mixed searching strategy in LG will be (at
least) almost as good as the original strategy in DLG.
The same argument works for the extremal games, as well.
Consider any optimal strategy of the hider in XDLG(2, 2). This can be identified with the
probability measure µ of the depth of a random nut.
Lemma 2.9. In XDLG(2, 2), if the searcher with any optimal strategy finds a nut at depth
y ∈ supp(µ), then he almost always changes f so as to maximize the size of the interval
f−11 (1− y) =
{
x ∈ [0,∞) : f1(x) = 1− y
}
.
More precisely, if the hider chooses a placement randomly from µ, and the searcher plays op-
timally, then finding a nut and changing f not in the suggested way happens with probability
0.
Sketch of proof. Otherwise the searcher could improve his score against an optimal hiding strat-
egy.
Two pure searching strategies are called equivalent if they get the same score against any hid-
ing strategies including the non-extremal ones. Two (mixed) searching strategies are equivalent
if there exists a measure preserving bijection between the two distributions of pure strategies
such that the corresponding pure strategies are equivalent except for a 0-measure set.
Lemma 2.10. For any optimal strategy of the searcher in XDLG(2, 2), there is an equivalent
one which starts with a function f satisfying that for all (t, x) ∈ [0, 1]× [0,∞),
ft(x) = 0 or ∀ε > 0: µ
[
ft(x)− ε, ft(x)
]
> 0. (1)
(This is a little more restrictive than ft(x) ∈ {0} ∪ supp(µ).)
Sketch of proof. Assume that
∫
ft(x) dx = t. Let
qt(x) = sup
{
y ≤ ft(x)
∣∣∣ (y = 0) or (∀ε > 0 : µ[y − ε, y] > 0)}.
Clearly, f and q get the same score against the hiding strategy µ. Now, after some case analysis,
we can get to the following conclusion. Either q is an equivalent searching strategy to f , or we
can find an fˆ ≥ q which provides higher score than f against µ.
Theorem 2.11. vX(2, 2) < v(2, 2).
Corollary 2.12. Theorems 2.8 and 2.11 imply the existence of infinitely many counterexamples
for Question 2.3.
Sketch of proof of Theorem 2.11. Assume by contradiction that vX(2, 2) = v(2, 2) = v. Con-
sider an optimal strategy S ′ of the searcher in DLG. This provides the expected score at
least v against any strategy of the hider. Therefore, S ′ provides an expected score at least v
against all extremal hiding strategies, therefore, S ′ is an optimal searching strategy in XDLG,
as well. Lemma 2.10 says that there exists an S equivalent to S ′ satisfying (1). Consequently,
S is an optimal searching strategy in DLG which satisfies (1). This can be represented by the
first-round searching function fS.
µ and S are optimal hiding and searching strategies in both DLG and XDLG, because they
provide an expected score at least and at most v, respectively, against any searching strategy.
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According to Lemma 2.9, the strategy of the searcher is represented by the first function f he
chooses.
Case 1. supp(µ) = [0, 1]. (We conjecture this to be true.)
In XDLG, a randomization between the following two pure strategies of the searcher pro-
vides him a score at least
√
2 + 1.
• ft(x) = 1 if x < t, otherwise 0. – This scores 12y1y2 .
• ft(x) = 12 if x < 2t, otherwise 0. – This scores 1y2 + 12y22 , where y2 ≥ y1.
Therefore,
v ≥
√
2 + 1. (2)
Consider an arbitrary strategy of the searcher in XDLG. Let t∗ denote the time point when(
4
3
, 1
4
)
is dug, and let s1 and s2 denote the length of holes which had been dug to the depth at
least 1
4
before or by t∗, respectively. Formally,
t∗ = sup
t∈[0,1]
{
ft
(4
3
)
<
1
4
}
, s1 = inf
x∈R
{
sup
t∈[0,1]
{
ft(x) <
1
4
}
= t∗
}
, s2 = sup
x∈R
{
ft∗(x) ≥ 1
4
}
.
Now consider the score it provides against the hiding strategies y1 =
1
4
− ε and y2 = 14 when
ε→ 0+. In the limit, the searcher can win only if one of the followings are satisfied.
• max(x1, x2) ≤ s1 and x1, x2 ≤ 43
• x1 ∈ [s1, s2] and x2 ∈
[
s1, 2− s22
]
The total area of the set of these pairs (x1, x2) ∈ [0,∞)2 is
2 · 4
3
s1 − s21 + max
(
0, (s2 − s1)
(
2− s2
2
− s1
)) ≤ 2
with equation if s1 = 0 and s2 = 2. This contradicts with (2).
Case 2. supp(µ) 6= [0, 1]. We only consider the case when there exist 0 < a < b < 1
satisfying µ(a, b) = µ(1 − b, 1 − a) = 0, but µ(a), µ(b) > 0. The proofs of the other cases are
essentially the same.
Compare the score of the two hiding strategies H1 = (a, 1 − a) and H2 =
(
a, 1 − a+b
2
)
against S. Compare them when the same pairs of holes (x1, x2) are chosen. Lemma 2.10 implies
that the first nut is found at the same time point and in the same hole in the two cases. If this
is the first nut (at (x1, a)), then Lemma 2.9 shows that the searcher digs either both or none
of the two points
(
x2, 1− a+b2
)
and (x2, 1− a), therefore, H1 and H2 are equally good in this
case. If the second nut was found for first, then the other nut is in the same place (x1, a) in
the two cases, and Lemma 2.9 shows that S plays optimally against H1 after finding this nut.
This implies that S gets at most as much score against H2 than against H1.
The optimality of S and µ with the fact that µ(1 − a) = µ(a) > 0 imply that S gets the
score v against H1. But S gets at least v against all hiding strategies. Therefore, S gets the
score v against H2, as well. This means that if S finds the second nut, then he plays optimally
also against H2, meaning that it no longer digs deeper than a.
We can use the same argument with H ′2 =
(
a+b
2
, 1 − a). Therefore, if the hider chooses
depths
(
a+b
2
, 1− a+b
2
)
, then S, after finding one nut, completely fails to dig at the right depth
for the other nut, and hereby the searcher gets the score 0. This contradicts with the optimality
of S.
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2.3 Solution for the double limit game
For first, it seemed that the extremal double limit game is easier to solve than the double
limit game. The reason of it is that the strategy of the hider is a probability distribution on
an interval in XDLG, and on a two-dimensional domain in DLG. And therefore, the author
expected that XDLG is easier to solve than DLG. But the truth seems to be the opposite.
The extremal double limit game is not solved yet. If somebody tries to solve it, then the
author suggests considering the searcher’s function ft−1(x) = χ(x < t) ·
(
1− 1
t
)
with probability
more than 1
2
. The searcher’s other pure strategy may start with ft(x) = χ(x < t)g(x) for
t ∈ [0, ε] with a function g(0) = 1, g′(0) ≈ −0.1. The author believes that vX(2, 2) ≈ 2.8.
On the other hand, the double limit game has a surprisingly simple solution, as follows.
Theorem 2.13. If λ ≥ k = j, then v(k, j, λ) = v(k, k, λ) = k!
λk
, and therefore, the value of the
double limit game is v(k, k) = k! .
The proof of Theorem 2.13 consists of Propositions 2.14 and 2.15, showing optimal strategies
for the hider and the searcher.
Proposition 2.14. In LG(k, k, λ) with λ ≥ k, if the hider chooses a uniform random point
(y1, y2, ..., yk) from the simplex yi > 0 (∀i ∈ {1, 2, ..., k}),
∑
yi ≤ 1, then the searcher wins with
probability at most k!
λk
.
(Moreover, the searcher wins with exactly this probability provided that he always searches for
nuts in places where it is possible to find one (e.g. never in depth > 1).)
Proof. Consider the measure space T of k time points 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ 1. For each
strategy of the searcher, consider the measure space S of all allocations of the nuts for which
the searcher would find all nuts. To each allocation in S, we can assign the vector of time points
when the searcher finds the nuts. This is an injective mapping from S to T , and the inverse
of it is measure-preserving. Therefore, the measure of S is at most the measure of T . The
allocation of the nuts is a uniform random point (x1, y1, x2, y2, ..., xk, yk) from the set xi ∈ [0, λ],
yi > 0,
∑
yi ≤ 1, but this set is factored by the k! permutations of the k indices. Therefore,
the winning probability of the searcher is at most
Vol
(
(t1, t2, ..., tk)
∣∣ 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ 1)
1
k!
· λk · Vol ((y1, y2, ..., yk) ∣∣ (∀i : yi ≥ 0),∑ yi ≤ 1)
=
k! Vol
(
(t1, t2, ..., tk)
∣∣ t1, t2 − t1, t3 − t2, ..., tk − tk−1 ≥ 0; tk ≤ 1)
λk · Vol ((y1, y2, ..., yk) ∣∣ (∀i : yi ≥ 0),∑ yi ≤ 1) = k!λk . (3)
Proposition 2.15. In LG(k, k, λ) for λ ≥ k, the searcher can win with probability at least k!
λk
by the following strategy.
He digs parallelly in a unit interval, and if he finds a nut, then he goes to the next interval.
Formally, if he found so far q nuts at the points in time t1, t2, ..., tq, then with t0 = 0, he chooses
the function
ft(x) =
q∑
i=1
(
χ(i− 1 ≤ x < i) · (ti − ti−1)
)
+ χ(q ≤ x < q + 1) · (t− tq).
Proof. If there is a group of nuts in each of the intervals [0, 1), [1, 2), ... [k′ − 1, k′), then the
searcher finds all nuts. This has a probability k
′!
λk′ ≥ k!λk .
Theorem 2.16. If k ≤ 3, then v(k, k − 1) = k! .
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Proof. The same strategy of the searcher as in DLG(k, k) provides a lower bound of k ·(k−1)! =
k! .
If the hider chooses (y1, y2, ..., yk) uniformly randomly from the simplex yi ≥ 0,
∑
yi = 1,
then the joint distribution of the k − 1 variables, say (y1, y2, ..., yk−1) is just a uniform random
vector from the simplex yi ≥ 0,
k−1∑
i=1
yi ≤ 1. Therefore, this shows an upper bound of k ·(k−1)! =
k! , as well.
2.4 The discrete limit game
As we will see, the solution for the double limit game for k = j is conjectured and partially
proved to work if h is larger than a constant. Therefore, it will be useful to define a limit game
when n→∞ and k, j and h are constant.
Definition 2.17. The discrete limit game DG(k, j, h) is defined as follows. The hider
chooses k values y1, y2, ...yk ∈ [0, 1] where
∑
yi ≤ 1. Then for some subset Q = {q1, q2, ..., qj} ⊂
{1, 2, ..., k} with a vector of different positive integers xq1 , xq2 , ...xqj ∈ Z+, the nuts are placed
at (xqi , yqi). The searcher observes nothing. Independently from this, the searcher defines a
strategy of the limit game with λ = ∞. The score of the searcher is the number of the vectors
xq1 , xq2 , ...xqj for which he wins, summing up for all different Q. This is what the searcher aims
to maximize and the hider aims to minimize, in expectation. The value of this game is denoted
by v∗(k, j, h).
Theorem 2.18.
v∗(k, j, h) = lim
n→∞
v(k, j, n, h).
Sketch of proof. The proof will be similar to the proof for LG in Theorem 2.6 with the following
step from Theorem 2.8.
In G(k, j, n, h), by hiding the nuts into random holes with depths 1
k
, we can get that
v(k, j, n, h) = O(n−j). On the other hand, the searcher can get a score Ω(n−j+1) against
placements that use the same hole for at least two nuts. E.g. f1(x) = χ(x < 1) makes the job.
Therefore, in any optimal hiding strategy, the probability that all nuts are placed in different
holes should tend to 1.
Similar argument shows that if n → ∞ and ε → 0, then the probability that the hider
chooses a depth less than ε should also tend to 0. This implies that forbidding the searcher to
dig in more than 1
ε
holes has a negligible effect on the value of the game.
Now we can convert the optimal hiding and searching strategy of DG to strategies of G
with almost the same minimax and maximin scores with an error tending to 0. This works in
the same way as in Theorem 2.6.
Theorem 2.19. v(k, j, n, h) ≤ (n+j−1
j
) · v∗(k, j, h)
Sketch of proof. First, we bound the winning probability by the expected number of j-element
subsets of nuts that would have been found by the searcher if the other nuts had not been
cached.
Consider a hiding strategy of DG, and choose the same hiding strategy in G in the following
sense. The hider chooses a uniformly random k-element multiset of holes out of the
(
n+k−1
k
)
possibilities. We put the nuts into these holes in different depths as follows. We will have k
distances: the depth of the first nut in each non-empty hole, and the additional depths of the
further nuts from the previous nuts. These depths will be a uniform random permutation of
the random depths used by the optimal hiding strategy in DG.
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Now any strategy of the searcher in DG can be transformed to a strategy in G by instead
of digging a hole after finding a nut, the searcher digs in a new hole. This transformed strategy
wins in the same number of cases.
Conjecture 2.20. If k = j and for any h, if n is large enough, then the bound in Theorem 2.19
is sharp, and hereby the transformed hiding strategy in G is optimal.
Question 2.21. Is Conjecture 2.20 true for all k = j > 2?
2.5 Solutions for the original problem for k = j = 2
In this section, unless we say the opposite, we always assume that k = j = 2, namely, the
hider caches two nuts, and the searcher aims to find both of them.
The following definition will simplify further analysis.
Definition 2.22. A basic strategy denoted by a pair (y1, y2) means the following. The searcher
chooses two holes, maybe the same hole twice, uniformly randomly out of the
(
n+1
2
)
choices. If
he chooses two different holes x1 6= x2, then he caches the two nuts to (x1, y1) and (x2, y2), or
(x1, y2) and (x2, y1), with the same probabilities. If he chooses the same hole x, then he caches
the nuts to (x, y1) and (x, 1), or (x, y2) and (x, 1), randomly.
2
Conjecture 2.23. For any n and h, there always exists an optimal hiding strategy which is a
mixture of basic strategies.
In the light of this conjecture, we can use the solution of the double limit game (Theo-
rem 2.13) for the original game as follows.
Theorem 2.24. If the hider uses the strategy (y1, y2) for a uniform random pair satisfying
y1 ≥ 0, y2 ≥ 0, y1 + y2 ≤ 1, then the searcher wins with probability at most 2h2n(n+1) . If h ∈ Z+
and h ≤ n+1
2
, then the bound is sharp, namely, the value of the game is 2h
2
n(n+1)
.
The proof will be very similar to the proof of Theorem 2.13. It will follow from Theorem 2.37
and Theorem 2.38, about the strategies of the hider and the searcher.
Conjecture 2.25. The bound 2h
2
n(n+1)
in Theorem 2.24 is sharp if h
2
bhc ≤ n+12 and either h ≥ 3
or h = 3− 1
q
for any q ∈ Z+ \ {3}.
Theorem 2.26. If n+1
2
≤ h, then the value of the game is bhc
n
. This is always an upper bound
for the value of the game, because of the hiding strategy of putting both nuts at the same random
hole, at depth 1.
Proof. Hiding both nuts at the same hole in depth 1 is provides hiding probability at most bhc
n
.
Consider now the following strategy of the searcher. He chooses bhc holes at random, and
starts digging in them parallelly, until a nut is found, at hole x in depth y. Then he continues
digging x until depth 1. Then if y ≤ 1
2
, then he digs the other bhc − 1 chosen holes until depth
1− y, and the remaining n− bhc holes until depth min(y, 1− y).
If the nut with the higher depth (if the depths are the same, then either nut) is in one of
the bhc chosen holes, then the searcher finds both nuts. This has a probability at least bhc
n
.
This strategy uses a total digging amount of
1 +
(bhc − 1) ·max(y, 1− y) + (n− bhc) ·min(y, 1− y)
2The strategy (1, 0) can be replaced by the strategy of caching both nuts in the same random hole in depth
1.
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= 1 + (n− 1) ·min(y, 1− y) + (bhc − 1) · (max(y, 1− y)−min(y, 1− y))
≤ 1 + (2h− 2) ·min(y, 1− y) + (h− 1) · (max(y, 1− y)−min(y, 1− y))
= 1 + (h− 1) · (max(y, 1− y) + min(y, 1− y)) = 1 + (h− 1) = h.
Conjecture 2.27. If n+1
2
≤ h2bhc , then the value of the game is bhcn .
To challenge Conjectures 2.25 and 2.27, or to try to prove them, the author suggests con-
sidering the following question.
Question 2.28. For n = 6, h =
√
10.5 ≈ 3.24, is it true that the searcher can win with
probability 1
2
?
If h < 3, then the following discrete version of the searcher’s double limit game solution can
provide a better upper bound.
Theorem 2.29. If h < a
b
for some a, b ∈ Z+, then with the following hiding strategy, the
searcher always wins with probability at most 2(a−1)(a−2)
b(b−1)·n(n+1) .
The hider chooses y1, y2 ∈
{
1
b
, 2
b
, 3
b
, ..., b−1
b
}
, y1 + y2 ≤ 1 uniformly at random from the
(
b
2
)
possible choices, and chooses the hiding straregy (y1, y2).
Proof. The searcher can dig at most a− 1 possible hiding points (depths 1
b
, 2
b
, ..., 1). Given the
strategy of searcher, if he finds the two nuts at the ith and jth searched possible hiding points,
then it determines the two positions of the nuts. There are
(
a−1
2
)
different pairs of integers
1 ≤ i < j ≤ a − 1, and there are (b
2
) · (n+1
2
)
possible pairs of positions, so the searcher cannot
win with higher probability than
(a−12 )
(b2)(
n+1
2 )
= 2(a−1)(a−2)
b(b−1)·n(n+1) .
Conjecture 2.30. If h ∈ (5
2
, 8
3
)∪ [19
7
, 2
)\{3− 1
q
: q ∈ Z+}, then the best upper bound provided
by Theorem 2.29 is sharp.
Now we have a conjecture of the solution for h ∈ [5
2
, n
] \ [8
3
, 19
7
)
.
For h ∈ [0, 9
5
) ∪ [2, 7
3
)
, the values of the games are the very same as for n = 4, written in
the form α(h)
n(n+1)
. The proofs are also essentially the same.
Theorem 2.31. For h ∈ [2− 1
q−1 , 2− 1q
)
, q ∈ {5, 6, 7, 8, 9} and n ≤ q − 1, and for h ∈ [9
5
, 2
)
and n ≤ 5, the values of the games are 9
2
, 5, 26
5
, 28
5
, 17
3
, 6, respectively, divided by n(n+ 1).
An optimal hiding strategy in the first 5 cases are
(
1
q
, q−1
q
)
with probability 1
2
, 1
2
, 2
5
, 2
5
, 1
3
,
respectively, and
(
q−1
2q
, q+1
2q
)
otherwise. In the last case, it is
(
1
4
, 3
4
)
with probability 2
3
and
(
1
2
, 1
2
)
with probability 1
3
, or in other words, it is a uniform random extremal strategy with depths
multiples of 1
4
. An optimal strategy of the searcher is the mixture of the followings, until finding
the first nut (the continuation is obvious, see Lemma 2.9). He caches a random hole until depth
h− 1, then another one until depth 3−h
2
, then continues the first hole until depth 1. Or he just
caches a random hole until depth 1. The former strategy is used with probabilities 1
4
, 2
4
, 3
5
, 4
5
, 5
6
, 1,
respectively.
The proof is a simple but long case analysis which we omit from this paper.
For h ∈ [7
3
, 5
2
)
, we expect a similar but more difficult structure of the solutions as for
h ∈ [9
5
, 2
)
. What we know is the following.
Lemma 2.32. If h < 5
2
, then the value of the game is at most 11
n(n+1)
. This can be achieved by
the strategy
(
1
4
, 3
4
)
with probability 1
2
and
(
1
2
, 1
2
)
with probability 1
2
.
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Conjecture 2.33. The bound in Lemma 2.32 is optimal for h ∈ [17
7
, 5
2
)
.
Note 2.34. If one wants to solve h ∈ [7
3
, 17
7
)
, then we suggest considering mixtures of extremal
hiding strategies
(
10−4h
3
, 4h−7
3
)
,
(
h−1
5
, 6−h
5
)
,
(
16−6h
5
, 6h−11
5
)
,
(
h−1
3
, 4−h
3
)
.
Theorem 2.35. If h < h∗ = 67
25
or 51
19
or 19
7
, and n ≤ 11, then the searcher can win with
probability at most
14 2
53
n(n+1)
,
14 2
27
n(n+1)
,
14 2
11
n(n+1)
, respectively, if the hider uses the following mixture of
hiding strategies.
• (3−h∗
2
, h
∗−1
2
)
with probability 12
53
, 20
81
, 4
33
, respectively;
• (h∗−1
6
, 7−h
∗
6
)
with probability 4
53
, 4
81
, 4
33
, respectively;
• (h∗−1
4
, 5−h
∗
4
)
with probability 36
53
, 56
81
, 8
11
, respectively;
• (h∗−1
6
, h
∗−1
6
)
with probability 1
53
, 1
81
, 1
33
, respectively.
In particular, in the third case, the four depths are
(
1
7
, 6
7
)
,
(
2
7
, 5
7
)
,
(
3
7
, 4
7
)
and
(
2
7
, 2
7
)
.
The proof again is a simple but long case analysis, which we omit from this paper.
Conjecture 2.36. If h ∈ [8
3
, 19
7
)
, then the best bound in Theorem 2.35 is sharp.
The table summarizes our results and conjectures for k = j = 2.
2.6 Extensions for k = j > 2
Theorem 2.37. If k ≥ 2, then
v(k, k, n, h) ≤ h
k(
n+k−1
k
) . (4)
Proof. We convert the proof for v(k, k) (Theorem 2.13) to a proof of this problem as follows.
The hider chooses how many nuts to put to each hole, choosing one of the
(
n+k−1
k
)
possibilities
uniformly at random. Now we consider the distance of each nut from the closest nut above it,
or if there is no nut above it, then the depth of the nut (the distance from the top). We choose
these k depths y′1, y
′
2, ...y
′
k uniformly at random from the simplex y
′
i ≥ 0 (∀i ∈ {1, 2, ..., k′}),∑
y′i ≤ 1. From here, we can continue with the proof of Proposition 2.14 with exchanging λk
to
(
n+k−1
k
)
.
Now we show that (4) is sharp if k = 2 and h ∈ N.
Theorem 2.38. If k ∈ N
v(2, 2, n, h) ≥ h
k(
n+k−1
k
) .
Proof. Consider the following strategy of the searcher. He chooses h holes at random, and he
is digging them parallelly until a nut is found (but until at most depth 1, when the game ends).
If a nut is found at a depth y, then he chooses h new holes, as follows. With probability 2h
n+1
, he
chooses the hole in which the nut was found, and the remaining h− 1 or h holes are randomly
chosen from the other n− h holes. Then he digs these holes in depth 1− y (more).
Assume first that the hider caches the two nuts in two different holes. If exactly one of
them are in one of the h holes the searcher started with, and the other one is in the next h
12
h v(2, 2, n, h) validity status notes
[0, 1) 0 every n
proved
proved in earlier papers for n = 4,
[
1, 32
)
2
n(n+1) n ≥ 2
bound
the same proof works for n ≥ 4
[
3
2 ,
5
3
)
3
n(n+1)[
5
3 ,
7
4
)
4
n(n+1) n ≥ 3[
7
4 ,
9
5
)
4.5
n(n+1) n ≥ 4[
9
5 ,
11
6
)
5
n(n+1) n ≥ 5
proved in Theorem 2.31
[
11
6 ,
13
7
)
5.2
n(n+1) n ≥ 6[
13
7 ,
15
8
)
5.6
n(n+1) n ≥ 7[
15
8 ,
17
9
) 5 23
n(n+1) n ≥ 8[
17
9 , 2
)
6
n(n+1) n ≥ 5[
2, 115
)
8
n(n+1) n ≥ 4 proved in earlier papers for n = 4,[
11
5 ,
7
3
)
9
n(n+1) the same proof works for n ≥ 4[
7
3 ,
17
7
)
?
n ≥ 5
open see Note 2.34[
17
7 ,
5
2
)
11
n(n+1)
upper
see Lemma 2.32 and Conjecture 2.33
5
2
12.5
n(n+1)
n ≥ 6
bound
see Theorem 2.24 and Conj. 2.25(
5
2 ,
8
3
)
inf
a
b>h
2(a−1)(a−2)
b(b−1)·n(n+1)
proved
see Theorem 2.29[
8
3 ,
67
25
) 14 253
n(n+1)
see Theorem 2.35 and Conj. 2.36
[
67
25 ,
51
19
) 14 227
n(n+1) n ≥ 11[
51
19 ,
19
7
) 14 211
n(n+1)[
19
7 , 3
)
inf
a
b>h
2(a−1)(a−2)
b(b−1)·n(n+1) n ≥ 8 see Theorem 2.29 (and Conj. 2.25){
3, 4, ...,
⌊
n+1
2
⌋}
2h2
n(n+1) every n proved proved in Theorem 2.24(
3, n2 + O(1)
]
2h2
n(n+1) n ≥ 6 upper see Conjecture 2.25
n+1
2 ≤ h
2
bhc bhc
n
every n
proved see Conjecture 2.27[
n+1
2 , n
]
proved proved in Theorem 2.26
holes, then the searcher finds both nuts. Therefore, the searcher finds both nuts in expectedly
h · (h− 2h
n+1
)
number of cases out of the
(
n
2
)
pairs, which happens with probability
h · (h− 2h
n+1
)(
n
2
) = 2h · (n+1)h−2hn+1
n(n− 1) =
2h · (n−1)h
n+1
n(n− 1) =
2h2
n(n+ 1)
.
Assume now that the hider caches the two nuts in the same hole. If this nut is in the first
h holes chosen by the searcher, and the searcher chooses to continue digging in this hole, then
he finds both nuts. This has probability
h
n
· 2h
n+ 1
=
2h2
n(n+ 1)
.
To sum up, this strategy of the searcher finds both nuts with probability at least 2h
2
n(n+1)
,
against any strategy of the hider.
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Conjecture 2.39. If k ≥ 2 and k+1
k−1 ≤ h ≤ nk , then v(k, k, n, h) = h
k
(n+k−1k )
.
Most probably, this conjecture can be proved for any integer h. So this weaker, seemingly
easier conjecture is the following.
Conjecture 2.40. If k ≥ 2 and h ∈ Z+ and h ≤ n
k
, then v(k, k, n, h) = h
k
(n+k−1k )
.
The author believes that the same proof works here as for k = 2, in Theorem 2.38. Except
that when the searcher finds a nut and chooses h new holes, then he might choose again any
holes which had a nut at its current bottom. We should find the right probabilities for each
of these choices so as for each distribution of the number of nuts in the different holes, the
searcher finds them with the same probability.3
Finally, we note that there are many other potentially useful limit problems not yet consid-
ered, when k →∞. E.g. if ji →∞ and jiki is convergent. These limit games might also be very
useful, and these may also look differently from the original game.
3 Manickam–Miklo´s–Singhi Conjecture
As a much simpler application of the limit theory techniques, we show an easy way to generalize
a well-known conjecture.
Problem 3.1 (MMS-Problem). For a fixed n, k ∈ N, find a sequence ai ∈ R, a1+a2+...+an = 0
such that if {i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random subset with cardinality k, then
Pr
(
ai1 + ai2 + ...+ aik > 0
)
is the largest possible.
Denote this maximum probability byM(n, k). Two sequences are equivalent if after applying
a permutation on one sequence, the two events that the sum is positive are the same.
Conjecture 3.2 (Manickam–Miklo´s–Singhi). If 4k ≤ n, then M(n, k) = n−k
n
. The only optimal
solution up to equivalence is 1− n, 1, 1, 1, ..., 1.
The Manickam–Miklo´s–Singhi Conjecture was introduced in 1987 in [10], and it has recently
received a lot of attention, especially because of its connection to the Erdo˝s matching conjecture
[5]. In 1987, they proved the conjecture for n > (k + 1)(kk + k2) + k = Θ(kk+1). In 2012,
Tyomkin [13] proved it for n > k2(4e log k)k = (log k)Θ(k). In 2013, Huang and Sudakov [7]
proved it for 33k2 < n. In 2014, Chowdhury, Sarkis and Shahriari [3] proved it for 8k2 < n.
Then in 2015, Pokrovskiy [12] proved it for k < ε · n, but this improves the previous results
only for k > 1045.
We consider a limit problem when n→∞, and k
n
converges. Finding the right limit problem
is not an obvious task. One of the problems is that the solution 1−n, 1, 1, 1, ..., 1 does not have
a limit when n→∞. We resolve this problem by considering the following equivalent version
of the MMS-problem.
Problem 3.3 (MMS-Problem-v2). For a fixed n, k ∈ N, find a sequence ai ∈ R, such that if
{i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random subset with cardinality k, then Pr
(
ai1 + ai2 +
...+ aik >
k
n
n∑
i=1
ai
)
is the largest possible.
3Update: Do¨mo¨to¨r Pa´lvo¨lgyi recently proved this conjecture in [11].
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M(p)
p
Figure 2: M(p) is the maximum of the functions in the figure. If p is between 0 and 0.317...
(or exactly 1/3), then the solution −1 is optimal (and the other coefficients are 0), between
0.317... and 1/3 the optimal solution is 1, 1, 1, between 1/3 and 0.395... (and at 0.4) the solu-
tion −1,−1,−1, between 0.395... and 0.4 the solution 1, 1, 1, 1, 1, between 0.4 and 0.414... the
solution −1,−1,−1,−1,−1, and between 0.414... and 0.5 the solution 1, 1 is optimal.
This is clearly equivalent to the original problem, we only need to change each ai to
1
n
n∑
i=1
ai.
Now −1, 0, 0, ..., 0 is an equivalent form of the conjectured optimal solution, and we can say
that the infinite sequence −1, 0, 0, ... is a limit of it. We needed a few more observations to
define the following limit problem.
Problem 3.4 (MMS-Limit). For a fixed p ∈ (0, 1), we are looking for a countable sequence
a1, a2, ... of real numbers with
∑
a2i <∞ which maximizes Pr
(∑
ai(xi−p) > 0
)
, where x1, x2, ...
are independent indicator variables with probability p.
There is a compact version of the limit problem, which is a kind of closure of the previous
version. This will be a bit more difficult but easier to handle.
Problem 3.5 (MMS-CompactLimit). For a fixed p ∈ (0, 1), we are looking for a countable
sequence a1, a2, ... of real numbers with
∑
a2i < ∞ and a real number d which maximizes
Pr
(∑
ai(xi − p) + dx0 > 0
)
, where x1, x2, ... are indicator variables with probability p, and
x0 is a variable with standard normal distribution, and x0, x1, x2, ... are independent.
We call this problem a limit problem of the Manickam–Miklo´s–Singhi Conjecure, because
the following theorem holds.
Theorem 3.6. The supremum probabilities in MMS-Limit and MMS-CompactLimit are the
same, denoted by M(p), and for any p ∈ (0, 1),
lim sup
δ→0
M(p+ δ) = lim sup
ni→∞, kini→p
M(ni, ki).
Before the proof, we show why this theorem is useful. We analyzed the limit problem for all
values of p, the results are summarized in Figure 2. This leads to a new conjecture as follows.
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Conjecture 3.7. The optimal solution of the limit game has the form a1 = a2 = ... = aq
where q ∈ {1, 2, 3, 5}, and all other coefficients are 0. This is the only optimal solution up to
equivalence.
Now we are ready to form the corresponding conjecture for the original problem.
Conjecture 3.8. The optimal solution of the original finite game has the form a1 = a2 =
... = aq where q ∈ {1, 2, 3, 5}, and aq+1 = aq+2 = ... = an = − qn−qa1. This is the only optimal
solution up to equivalence.
The proof of Theorem 3.6 will be based on the following version of the Central Limit
Theorem, for which we omit the proof here.
Lemma 3.9. For every p ∈ (0, 1) and ε > 0, there exists δ > 0 such that for any sequence
−δ < a1, a2, ..., an < δ and
∣∣ k
n
− p∣∣ < δ and t ∈ R, the following holds. If {i1, i2, ..., ik} ⊂
{1, 2, ..., n} is a uniform random subset with cardinality k, then
Φ
(t− ε
σ
)
− ε < Pr
(
ai1 + ai2 + ...+ aik <
k
n
n∑
i=1
ai + t
)
< Φ
(t+ ε
σ
)
+ ε,
where σ2 = Var
(
ai1 + ai2 + ...+ aik
)
and Φ is the distribution function of the standard normal
distribution.
Proof of Theorem 3.6. We can convert any solution of the MMS-Problem (Problem 3.1 or 3.3),
MMS-Limit (Problem 3.4) and MMS-CompactLimit (Problem 3.5) to each other. We only need
to prove that the conversion error of the probabilities in question tends to 0 when n→∞.
A solution
(
(ai), d
)
of MMS-CompactLimit can be converted to the solution of MMS-Limit
by simply extending the sequence (ai) with
⌊
d
p(1−p)ε
⌋
number of ε. The Central Limit Theorem
shows that if ε→ 0, then the sequence of the implied distributions converge to the distribution
of
∑
ai(xi−p)+dx0. Therefore, the implied probabilities also tend to Pr
(∑
ai(xi−p)+dx0 > 0
)
provided that Pr
(∑
ai(xi − p) + dx0 = 0
)
= 0. This holds if d > 0. If d = 0, then (ai) is
already a perfect conversion.
Now we are converting a solution a1, a2, ..., an of the MMS-problem-v2 to a solution of
MMS-CompactLimit. We normalize the terms so that if we delete the largest and smallest εn
elements, then the average of the rest will be 0, and
∑n
i=1 a
2
i = 1. This does not change whether
ai1 + ai2 + ...+ aik >
k
n
∑
ai. We sort the elements |a1| ≥ |a2| ≥ ... ≥ |an|. One of the following
two cases must hold.
Case 1. There exists an index l < 2 log2 n such that |al+1| < 2|al+logn|. In this case, with an
approximation error tending to 0 as n→∞, the indices 1, 2, ..., l are chosen independently into
S = {i1, i2, ..., ik} ⊂ {1, 2, ..., n}, and Lemma 3.9 implies that
∑
i∈S, i>l
ai has an approximately
normal distribution with approximately the same expected value k
n
n∑
i=l+1
ai and variance d for
all
{
i ≤ l, i ∈ S}. Therefore, ((a1, a2, ..., al), d) provides approximately the same probability in
MMS-CompactLimit.
Case 2. For an l > log n, there exists a sequence j1 < j2 < ... < j2l < 2 log
2 n such that
2i|aji | is monotone decreasing. In this case, any S \ {j1, j2, ..., jl} can be extended in at most
one way to get a set S with
∣∣∣ ∑
i∈S
ai − kn
n∑
i=1
ai
∣∣∣ < jl. Therefore, this event for a random S has a
probability tending to 0.
n∑
i=2l+1
ai < n ·j2l < n ·2−l ·jl < jl, therefore, if we exchange all elements
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a2l+1, a2l+2, ..., an to 0, then this changes Pr
(∑
i∈S
ai >
k
n
n∑
i=1
ai
)
by asymptotically 0. The joint
distribution of the events ai ∈ S for i ≤ 2l are approximately the same as for independent
events with probability p, therefore, Pr
(
ai1 +ai2 + ...+aik >
k
n
n∑
i=1
ai
)
≈ Pr
( 2l∑
i=1
ai(xi−p) > 0
)
with an error tending to 0.
A solution (ai) of MMS-Limit can be converted to MMS-problem as follows. Notice that a
bounded subsequence of (ai) provides the same distribution with an arbitrary small error in L2
norm. We either had a finite number of non-0 elements, or Pr
(∑
ai(xi− p) = 0
)
= 0 (because
we can choose an infinite sequence j1, j2, j3, ... such that 2
i|aji | is monotone decreasing, and
then we can use the technique in Case 2). Therefore, the change in Pr
(∑
ai(xi−p) > 0
)
tends
to 0 if n → ∞. If we extend this subsequence with a large number of 0 values to a total of n
elements, then choosing bnpc from them provides an approximately independent choice from
the non-0 elements, with an arbitrary small error in the probabilities.
3.1 A suggestion for proving the MMS-conjecture
Now we show a possible way to prove the conjecture by analyzing a very large but finite number
of cases (most probably using a computer). We say that a feasible normalized solution, or in
short, a solution for MMS-CompactLimit is a sequence and a number
(
(ai)i∈N, d
)
, where
Var
(∑
ai(xi − p) + dx0
)
= p(1− p)
∑
i∈N
a2i + d
2 = 1.
We define the distance between two solutions
(
(ai), dα
)
and
(
(bi), dβ
)
by
dist inf
σ,pi,k
( k∑
i=1
∣∣aσi − bpii∣∣+ sup
i>k
∣∣aσi∣∣+ sup
i>k
∣∣bpii∣∣),
where σ and pi are permutations on Z+.
Lemma 3.10. The topological space of the solutions induced by dist is compact.
Lemma 3.11. If a solution s =
(
(ai), d
)
satisfies Pr
(∑
ai(xi−p)+dx0 > −ε
)
< v, then there
exists a neighborhood of s in which for every solution
(
(a′i), d
′), we have Pr (∑ a′i(xi−p)+d′x0 >
0
)
< v.
Sketch of proof. If dist
((
(ai), dα
)
,
(
(bi), dβ
))
is small, then
∑k
i=1 aσixi ≈
∑k
i=1 bpiixi. About the
rest of the terms, Lemma 3.9 shows that
∑
i>k
apiixpii has an approximately normal distribution,
with approximately the same variance. Therefore, the two distributions are almost the same.
With these two lemmas, we can hope that we can cover the solution space with a finite
number of regions (open sets) so that we can show the conjectured inequality in each of these
regions. Then we could modify these proofs so as to make it valid for the original discrete
problem, as well. For this, we would also need a version of Lemma 3.9 which gives an explicit
δ > 0 for each ε > 0.
A similar but more detailed proof plan will be shown for the next related problem, in
Section 4.1.
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3.2 A new related question
Problem 3.12. There are n, k ∈ N, and a vector space V over R and T ⊂ V is a convex
closed set. We want to find vectors a1, a2, ..., an with a1 + a2 + ... + an = 0 which maximizes
Pr
(
ai1 + ai2 + ...+ aik ∈ T
)
, where {i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random k-element
subset.
This problem can be reduced to the following problem.
Problem 3.13. For fixed parameters n, k ∈ N and 1 < M ∈ R, find a sequence ai ∈ R,
a1 + a2 + ...+ an = 0 such that if {i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random subset with
cardinality k, then Pr
(
1 ≤ ai1 + ai2 + ...+ aik ≤M
)
is the largest possible.
The key lemma to show the equivalence of these problems is the following.
Lemma 3.14. For each convex closed set S ⊂ V , 0 /∈ S, there exists two vectors v, w ∈ V and
positive real numbers λ1, λ2 ∈ R+ such that λ1v, λ2w ∈ S and ∀x ∈ S : x · w ∈ [λ1, λ2].
Problems 3.12 and 3.13 with M = λ2/λ1 are equivalent because of the following reason. On
one hand, for a sequence for Problem 3.12, the scalar product of the vectors with w/λ1 provides
a equally good sequence for Problem 3.13. On the other hand, a sequence for Problem 3.13
multiplied by λ1 · v provides an equally good solution for Problem 3.12.
Using the limit theory techniques in an analogous way, we can form the following conjecture.
Conjecture 3.15. The optimal solution for Problem 3.13 has the form a1 = a2 = ... = aq and
aq+1 = aq+2 = ... = an = − qn−qa1. q is bounded on kn ∈ [0, 1] \ [12 − ε, 12 + ε] for all ε > 0.
4 Kikuta–Ruckle Conjecture
We can use the same technique for the following generalization of the MMS-Problem, defined
by Kikuta and Ruckle. [1, 8]
Problem 4.1 (KR-Problem). n, k ∈ N, and d ∈ (0, 1) are given. We want to find nonnegative
real numbers a1, a2, ..., an ≥ 0 with a1 +a2 +...+an = 1 which maximizes Pr
(
ai1 +ai2 +...+aik >
d
)
, where {i1, i2, ..., ik} ⊂ {1, 2, ..., n} is a uniform random k-element subset.
Denote this supremum4 probability by K(k, n, d). Notice that if d < k
n
, then ai =
1
n
provides
K(k, n, d) = 1 and if d = k
n
, then we get back the MMS-Problem.
Furthermore, we can get the Kikuta–Ruckle problem from Alpern’s Caching Game by the
following modification and by taking the limit k → ∞ and k
n
→ d. This modification is that
we replace the overall hiding time limit to the restriction that the searcher cannot use a depth
more than 1 (or other than 1), and we consider the limit k →∞ and j
k
→ d.
Conjecture 4.2 (Kikuta–Ruckle). For all n, k ∈ N, and d ∈ (0, 1), there is an optimal solution
for the KR-Problem of the form a1 = a2 = ... = as =
1
s
and as+1 = as+2 = ... = an = 0 for
some s ∈ {1, 2, ..., n}.
The conjecture says nothing about the optimal value of s. The authors as well as other
researchers on the topic found a very chaotic behaviour of this value. However, it would be
useful to know the value if we want to prove the conjecture. Searching for the optimal values
for small constant values n, k did not really help, we will shortly see the reason of it. Instead,
we will consider what happens if n→∞ and hereby we form a conjecture about the value of s.
4We believe that this is a maximum. If we use “≥ d” rather than “> d”, than due to the compactness of the
space of solutions, we can even prove it.
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Figure 3: The conjectured asymptotical solution for fixed d and converging k
n
.
The KR-Problem has one more parameter than the MMS-Problem, therefore, we have a
larger freedom about defining limit problems of it with ni →∞. The simplest limit problem is
when ki
ni
→ p ∈ (0, 1) and di = d, which is simply the following.
Problem 4.3. For fixed parameters 0 < p < d < 1, we are looking for a countable sequence
0 ≤ a1, a2, ... of nonnegative real numbers with
∑
ai = 1 which maximizes Pr
(∑
aixi > d
)
,
where x1, x2, ... are independent indicator variables with probability p.
Denote this maximum probability by K(p, d).
Theorem 4.4. For any p, d ∈ (0, 1), sequence (ni, ki, di), ,
lim sup
ni→∞; kini→p; di→d
K(ni, ki, di) = lim sup
ε,δ→0
K(p+ ε, d+ δ).
Sketch of proof. As in the proof of Theorem 3.6, we convert the solutions of the KR-problem
to solutions of the limit problem and vice versa, with conversion errors → 0 as n→∞.
The proof that it is a limit problem. We only note that the key observation is that if max ai
is small, then Var
(∑
aixi
)
is also small, therefore, with a large probability,
∑
aixi ≈ p < d
which cannot be optimal. Based on the conjectured solution of Problem 4.3, the conjectured
value of s is described in Figure 3 (extended with the simple case d < k
n
).
However, it misses some very important cases: when d is just above k
n
. Now we define
some other limit problems about this case. When ni → ∞, kini → p ∈ (0, 1), di = kini , then
we just get to MMS-CompactLimit. Let us see what happens if we increase d. If d > k
n−1 ,
then it is no longer useful to choose s = n − 1 (which corresponds to the solution −1, 0, 0, ...
for the MMS-problem). Moreover, if d > k
n−c for any constant c, then s ≥ n − c provides
Pr(ai1 + ai2 + ... + aik > d) = 0. Therefore, if ni → ∞, kini → p ∈ (0, 1), di → p and
nidi − ki →∞, then this leads to the following limit problem.
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Figure 4: The efficiency of the solutions when n→∞, ki
ni
→ p, di → p but di · ni − ki →∞.
Problem 4.5. For a fixed p ∈ (0, 1), we are looking for a countable sequence 0 ≤ a1, a2, ... of
nonnegative real numbers with
∑
a2i <∞ and a real number σ which maximizes
Pr
(∑
ai(xi − p) + σx0 > 0
)
, (5)
where x1, x2, ... are indicator variables with probability p, and x0 is a variable with standard
normal distribution, and x0, x1, x2, ... are independent.
Denote this supremum probability by K(p). Figure 4 shows the efficiency of the conjectured
optimal solutions.
Again, the reason why we consider it a true limit problem is the following theorem.
Theorem 4.6. For any sequence (ni, ki, di), ni → ∞ and kini → p ∈ (0, 1), di → p and
nidi − ki →∞,
lim inf
δ→0
K(p+ δ) ≤ lim inf K(ni, ki, di) ≤ lim supK(ni, ki, di) ≤ lim sup
δ→0
K(p+ δ).
Sketch of proof. The proof is the same as for Theorem 3.6 with the additional observation that
the median is at most 2
n
, and changing a few terms ai by O
(
1
n
)
has a negligible effect.
The following limit problem describes the transition between MMS-Limit and 4.5. If 0 <
k
n
< d → 0, with different values of lim dn − k = λ, then it has the same limit as Problem 4.5
except that (5) is replaced to the following.
Pr
(∑
ai(xi − p) + σx0 > −λmin
i
ai
)
Its conjectured solution is shown in Figure 5.
After analyzing all limits, we can make a conjecture about how s depends on n and d. It
can be read from the figures, but here is a summary.
Conjecture 4.7. For all n, k ∈ N, and d ∈ (0, 1), there is an optimal solution for the KR-
Problem of the form a1 = a2 = ... = as =
1
s
and as+1 = as+2 = ... = an = 0, where
5
5bxc = max{y ∈ Z : y < x} and bxcodd = max{y ≡ 1 (mod 2), y < x} and bxc≡n (mod 2) = max{y ≡
n (mod 2), y < x}. If we define the KR-Problem with ”≤” instead of ”<”, then here we have y ≤ x.
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s ∈
{⌊1
d
⌋
,
⌊ 1
2d− 1
⌋
odd
, 5, 7, 8, 11, 14, 17, 20, 23, 26,
⌊k
d
⌋
,
⌊2k − n
2d− 1
⌋
≡n (mod 2)
,
n− 10, n− 7, n− 6, n− 5, n− 4, n− 3, n
}
.
We show an interesting case about the final analysis of the KR-problem. When 10
29
> d >
k
n
→ 10
29
, then s = 29 provides probability tending to 0.5694, but s = 2 provides a very slightly
higher limit probability 0.5707. However, when n is small, then the solution s = 29 slightly
beats s = 2, thanks to the negative correlations between the events of choosing the different
terms. There were 167 different pairs (n, k) of this kind, in all cases k
n
is very close to 10
29
. In
these cases, k
n−1 >
k−1
n−4 >
10
29
holds, and therefore, s = n − 1 or s = n − 4 can beat some of
these solutions. In 106 cases both beat s = 29, in 60 cases only s = n − 1 beats s = 29 and
in only one case, when n = 62, k = 21, only s = n − 4 beats s = 29. To sum up, the solution
s = 29 was the only serious candidate for being optimal only in a finite number of cases (where
k
n
, d ≈ 10
29
), but at least one of s = 2 or s = n− 1 or s = n− 4 always beats it.
The author found this technique very useful for seeking for counterexamples, as well. Now
he strongly believes that the conjecture is true, but it is rather“accidentally true”and he doubts
that there exists a simple proof. He found that the best candidates for counterexamples use the
terms 2
s
, 1
s
and 0 for some s. Showing that there is no counterexample of this form is already
a very difficult task, we need completely different arguments for the different cases.
4.1 Compact limits and a suggestion for proving the conjecture
First, we are trying to prove the conjectures for the limit games. The hope is that we can
modify it to a proof of the original problem. The suggested proof would use a large number
of cases, probably analysed using a computer. We consider the following equivalent version of
Problem 4.3, and we show the analysis of a few cases.
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Problem 4.8. For fixed parameters p, d ∈ (0, 1), we are looking for a countable sequence
0 ≤ a1, a2, ... of nonnegative real numbers with
∑
ai ≤ 1 which maximizes
Pr
(∑
aixi + p
(
1−
∑
ai
)
> d
)
,
where x1, x2, ... are independent indicator variables with probability p.
This is the limit of the sequence ai extended by
1−∑ ai
ε
number of ε elements, when ε→ 0.
This is analogous to the MMS-Problem and MMS-Problem-v2 (Problems 3.1 and 3.3).
Solution means an countable sequence (ai) with a1 ≥ a2 ≥ ... ≥ 0 and
∑
ai ≤ 1. We define
the distance between two solutions (ai) and (bi) by
dist
(
(ai), (bi)
)
= inf
k∈Z+
( k−1∑
i=1
∣∣ai − bi∣∣+ ak + bk).
Theorem 4.9. The topological space of the solutions induced by dist is compact.
Theorem 4.10. For any fix parameter p ∈ (0, 1), we assign the distribution ∑ aixi + p(1 −∑
ai
)
, where x1, x2, ... are independent indicator variables with probability p. This mapping
is continuous with respect to the topology induced by dist and the topology on the space of
probability distributions in R.
We omit the proofs of these theorems, but the anticipated proof of the Kikuta–Ruckle
Conjecture would not need this proof.
Let us consider the problem with p = 0.2. The conjectured maximum probability in Prob-
lem 4.3 is f(d) = 1 − 0.8b1/dc if d ≥ 0.2, and f(d) = 1 if d < 0.2. This is a proved lower
bound given from s =
⌊
1
d
⌋
or ai ≡ 0. Assume by contradiction that this bound is not tight.
This means that, for some ε > 0, the true value of the maximum probability F (d) satisfies
F (d) ≤ f(d) + ε with equation for at least one value of d ∈ {1
2
, 1
3
, 1
4
, 1
5
}
. The plan is to prove
that we do not have equation in any of the four cases.
We show a few cases of the proof for d = 1
2
, namely, F
(
1
2
)
< 0.2 + ε.
If a1 >
1
2
, then
∑
aixi + 0.2 ·
(
1−∑ ai) > 12 implies x1 = 1, which has probability 0.2.
If a1 is small enough, then
∑
aixi+0.2·
(
1−∑ ai) is concentrated around 0.2, and therefore,
it is more than 0.5 with probability less than 0.2.
As a nontrivial case, if a1 + a2 ≥ 12 ≥ 2a2 − a1, then the following argument is valid.
We split the probability distribution of (xi) into the convex combination of the following four
distributions, including their weights (or probabilities). The splits will be independent from
the values x3, x4, ... . Let X denote the event
∑
aixi + 0.2 ·
(
1−∑ ai) > 12 .
Event 1 (with 4%). x1 = x2 = 1. Then Pr(X) = 1.
Event 2 (with 64%). x1 = x2 = 0. Then Pr(X) = 0.
Event 3 (with 12%). x1 = 1 and x2 = 0. Then Pr(X) ≤ 1.
Event 4 (with 20%). With probability 0.8, x1 = 0 and x2 = 1 and with probability 0.2,
x1 = 1 and x2 = 0. Now X is equivalent to the event that
(a1 − a2)x1 +
∑
i≥3
aixi + 0.2
(
1−
∑
ai
)
>
1
2
− a2, (6)
where x1, x3, x4, x5, ... are independent indicator variables with probability 0.2. Therefore, if we
define b1 =
a1−a2
1−2a2 , b2 =
a3
1−2a2 , b3 =
a4
1−2a2 , ..., then (6) is equivalent to
∑
bixi+0.2
(
1−∑ bi) > 12 ,
which has probability at most 0.2 + ε.
Therefore, Pr(X) ≤ 4% · 1 + 64% · 0 + 12% · 1 + 20% · (0.2 + ε) = 0.2 + 0.2ε < 0.2 + ε.
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5 Concluding remarks
When we want to solve a discrete problem, then one of the techniques we often try is to define
and solve an infinite version of the problem, hoping that it helps with the original problem.
Here, an infinite version is defined by just exchanging some finite parameters to infinity and
making the necessary modifications so as to get a meaningful problem. In this paper, we showed
a better way of doing this. Namely, we are looking for a problem for which we can prove that its
solution is the limit of the solutions of the finite problems. This is what we call limit problem.
Our technique can be summarized as a 3-step plan, all these steps are generally not easy
but easier than solving the original problem directly.
1. Find interesting limit problems. This means that we need the convergence but we do not
need similarity to the original problem. The simpler the limit problem the better. Having
a compact solution space can be useful. (Complete proofs of the convergences are not
necessary.)
2. Solve the limit problems.
3. Solve the original problem using the solutions of the limit problems.
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