economic evaluation results, like the clinical results, clinical trials, and conclude that bootstrapping is easily transferable from theory to practice for reflect the underlying variance within the sample data. A statistical methodology, known as bootstrapthe estimation of confidence intervals for costeffectiveness ratios. We encourage further investiping, has recently been put forward as a potential method for calculating confidence intervals for costgation into its applicability and use.
Introduction
Traditionally, in many economic evaluations, the solution.1-5 Bootstrapping is a computationally intensive technique which allows the distribution of cost profile of a treatment has been informed by the cost-effectiveness ratio to be constructed empiricclinical judgement about what resources a typical ally. Despite the proposal of these techniques as patient might use for a given treatment. Over recent feasible alternatives for the calculation of confidence years, however, an increasing number of economic intervals, there have been few cost-effectiveness evaluations are being conducted alongside clinical ratios reported in the literature to date when both trials, with resource consequences now being estimcosts and effects are variable.6 ated from observations of a sample of patients.
The aim of this paper is to review the principles Confidence intervals have been used for many years of the bootstrap methodology for estimating confidin the reporting of clinical data to reflect the stochastic ence intervals for cost-effectiveness ratios when both nature of data collected from a sample of patients. The cost and effectiveness are variable, and to highlight transfer of this methodology to economic reporting has its practical application use through two examples not been straightforward, however, as methods to using empirical data from clinical trials. calculate exact confidence intervals for the more commonly used economic measures, such as costeffectiveness ratios, do not exist.
Several authors have explored methods for the
Economic measures
approximation of confidence intervals in this situation, and the use of a statistical methodology known There are two commonly occurring objectives in economic evaluations. First, within a clinical trial as bootstrapping has been put forward as a potential situation, is the desire to describe the most costdraw inferences from the sample in hand rather than make potentially unrealistic assumptions about the effective treatment alternative between at least two comparators. Second, there is the need for a wider underlying population. Using the bootstrap approach, repeated random comparison of efficiency between a large range of different competing health-care interventions.
samples of the same size as the original sample are drawn with replacement from the data. As such, the The two objectives require different economic approaches.
fact that an observation has been selected for inclusion in a resample does not preclude it from being selected again for the same resample. The statistic
Comparison of treatments within a trial of interest is calculated from each resample, and Within a trial of two interventions, the incremental these bootstrap estimates of the original statistic are cost-effectiveness ratio (ICER) is the measure primarthen used to build up an empirical distribution for ily used to compare the cost-effectiveness of the the statistic. The number of bootstrap resamples, B, experimental treatment relative to the control treatrequired depends on the application, but typically B ment.7 The ICER can be described as the ratio of the should be at least 1000 when the distribution is to difference in costs to the difference in effects between be used to construct confidence intervals.5,8 When the two treatments, or:
constructing confidence intervals, this large number of resamples is required to ensure that the tails of C 9 e −C 9 c E 9 e −E 9 c the empirical distribution are filled. This process is pictorially represented in Figure 1 . For example, to generate a bootstrap distribution where C 9 e and C 9 c are the mean costs, and E 9 e and E 9 c for an ICER using trial data, the following steps are the mean effects for the experimental and control would be required (we assume that there were n e treatments, respectively. patients in the experimental treatment group and n c in the control treatment group):
Comparison of treatments outside a trial 1. Generate a sample of n e cost and effect pairs To compare the cost-effectiveness of a particular from the experimental group data with replacetreatment against other treatments outside the context ment. The resampling procedure must reflect that of a trial, for example by comparing against published by which the original data were obtained,9 hence data, requires the use of a different economic meascost and effect pairs need be resampled together ure. A commonly used measure is that of the as they are inter-dependent. marginal cost-utility ratio.7 In this case, the effect of 2. Similarly, generate a sample of n c cost and effect the treatment must be expressed in terms of a pairs from the control group data with standardized measure to ensure comparability across replacement. treatments. The most common standardized measure 3. Calculate the ICER for this bootstrap resample. of effect is quality-adjusted life years (QALY). In this 4. Repeat this procedure 1000 times, to get 1000 case, the marginal cost-utility ratio would be bootstrap estimates of the ICER. These estimates described as ratio of the cost of the treatment to the then define the empirical sampling distribution number of QALYs gained, or of the ICER.
Bootstrap confidence intervals
A range of procedures have been developed for the where C 9 t and E 9 t are the average cost of and the construction of bootstrap confidence intervals, which average QALY gain for the treatment.
include the normal approximation method, the perBoth these methods, when they are using stochcentile method, the percentile-t method, the biasastic data, require a statistical technique which will corrected percentile and the accelerated biasappropriately describe the underlying variance.
corrected method. The optimal choice of method is, however, application-specific. A number of authors give a full description of each technique together
Bootstrap methods
with a summary of the main advantages and disadvantages of each method.5,8 A full discussion of all Bootstrapping is a non-parametric technique which involves large numbers of repetitive computations to these techniques is beyond the scope of this paper; we would refer readers to these other texts for a estimate the shape of a statistic's sampling distribution empirically.8-10 The basic concept behind bootsdetailed comparison. We will, rather, illustrate the methodology through the use of the simple biastrapping is to treat the study sample as if it were the population, the premise being that it is better to corrected percentile method. We have chosen to use a bias-corrected method to illustrate the technique 2. Use this bias-correcting constant to modify the percentiles used to calculate the limits of the as it has been shown that an ICER calculated from sample data is a biased estimate of the true desired confidence interval, such that the lower limit of the bias-corrected confidence interval is population ICER.11 We have chosen the simple biascorrected approach to demonstrate the technique; the value of the bootstrapped estimate at the W[z a/2 +2z 0 ]×100 percentile and the upper limit is the however, the accelerated bias-corrected approach (which is a refinement of the simple approach) has value at the W[z 1−a/2 +2z 0 ]×100 percentile; a is the desired level of significance eg 0.05; z a/2 is been shown to perform better under a wider variety of assumptions.5 the standard normal deviate associated with the value a/2; z 0 is the bias-correcting constant; and The bias-corrected percentile method adjusts for any bias in the bootstrap estimate, and, as the name W represents the cumulative distribution of the standard normal function. implies, percentile-based methods use the percentiles of the generated bootstrap distribution to determine the limits of the confidence interval. To adjust for potential bias in the bootstrap estimates, two steps Example 1: Cost-effectiveness must be followed:
comparison within a trial The cost-effectiveness of immediate colposcopy versus cytological surveillance for the management the bias-correcting constant makes a correction to adjust the confidence intervals in the appropriate of mild cervical dyskaryosis was examined within the context of the Aberdeen Birthright randomized direction. If the estimate from the original sample does fall at the 50th percentile, the resulting trial conducted in the North East of Scotland.12 Women in the immediate colposcopy group had bootstrap confidence interval will be symmetric around the original estimate; if it does not, the fixed treatment costs but variable effects, but women randomized to surveillance had variable costs due bias-correcting constant allows for the confidence interval to be asymmetrical around its expected to differences in subsequent management: completion of surveillance with no recurrent dyskaryosis; value. 
One hundred and forty-five women were randomData relating to costs and benefits were collected for all patients, benefit being measured as absolute ized to immediate colposcopy and 158 were randomized to the surveillance group. The average cost per increase in quality of life score (based on the EuroQol quality of life measure14 As before, 233 effect and cost pairs from the data cost pairs from the surveillance group. An ICER using were resampled with replacement. The marginal this data was calculated. This process was repeated cost-utility ratio for this data was calculated. Again, 1000 times. The 1000 bootstrap estimates of the ICER this process was repeated 1000 times. then provided the empirical sampling distribution On this occasion, 488 of the 1000 bootstrap estimfrom which the limits of the confidence interval ates had values which were less than or equal to would be taken.
the original marginal cost-utility ratio. This cost-utility result can now be compared with MINITAB13 contain a standard normal cumulative other common health-care interventions to assess its distribution function and can be used to return the relative worth. For example, comparing this result values of z and W). This results in a 95% bootstrap with other published cost-utility ratios,15 we can bias-corrected confidence interval for the ICER of show that the point estimate of cost utility for £94.01 to £309.33. orthopaedic surgery renders it less cost-effective than routine treatment for hypertension (Table 1) . However, the 95% confidence interval extends much Example 2: Cost-utility comparisons lower, suggesting there is unlikely to be a real difference in cost utility between the two procedures.
outside a trial
On the other hand the upper confidence limit places This example uses data looking at the cost and orthopaedic treatment lower than breast screening. health improvement associated with orthopaedic management of patients having orthopaedic care for a variety of musculo-skeletal conditions.
Discussion
The cost-effectiveness of the routine service provided by orthopaedic surgeons for the management Recently, randomized trials have started to include contemporaneous economic evaluations, and indeed of non-surgical musculoskeletal conditions was there is obvious intuitive appeal in measuring both of bootstrapping when the initial sample is small. Further research is currently being carried out to cost and effect data on the same patients. With increasing emphasis on the use of confidence interaddress these issues.
Mathematical techniques, such as the parametric vals when reporting the results of clinical trials, simple point estimates of cost-effectiveness ratios method based on Fieller's theorem, have also been put forward as potential methods for calculating based on data which are variable will rapidly become unacceptable.
confidence intervals for cost-effectiveness ratios.4,18
Fieller's method does provide analytic solutions to In recent years, the problem of confidence interval generation for economic analysis has been highthe confidence limits, and may be seen as a more powerful approach than bootstrapping. There are, lighted, and bootstrap techniques raised as a potential solution.1-5 The primary benefit of bootstrap techhowever, limitations to this technique, one of the most important being that implausible values may niques is that they require no assumptions as to the shape of the sampling distribution of the statistic of be returned for the confidence limits (e.g. returning a negative value when only positive values are interest. In this paper we have shown the practical application of the technique to stochastic cost and possible in practice).2 There is also a concern over the validity of parametric assumptions, when the effect data, and have demonstrated that the technique is straightforward to apply with real-life data.
sampling distribution of statistics such as the ICER are unknown.5 To date, however, there have been few costeffectiveness ratios reported in the literature when
Economists have also traditionally used sensitivity analysis rather than confidence intervals to express both costs and effects are variable.6 Computational difficulties with the technique have historically uncertainty with regard to estimates of costs and/or benefits. It is, however, possible to combine sensitivrestricted the use of resampling techniques such as bootstrapping, but with the advances of modern ity analysis with confidence intervals.3 For example, if the cost of a procedure is subject to external computing power, these difficulties should no longer exist. Despite this, as the routine adoption of resamvariation e.g. regional variation, the cost of the procedure can be varied through sensitivity analysis pling techniques is a fairly recent trend, the majority of software programs currently available to undertake with different average estimates and confidence intervals generated. In the Aberdeen study, for example, bootstrapping have been custom-built. Statistical packages such as STATA16 and RATS17 do have the cost of routine cervical smears was £7.01.12 In other centres, however, other costs have been bootstrap procedures in-built, however, and the macro and/or syntax facilities within other statistical quoted. The NHS cervical screening programme, for example, estimated the costs of routine cervical packages can be adapted to run the procedure.
Bootstrapping does have limitations, however. For smears at £17.19 Leaving all other parameters unchanged, but varying the cost of routine smears example, Briggs et al. raise the concern that a theoretical assumption of the bootstrap, that the to £17, a new bias-corrected bootstrap confidence interval for the ICER can be calculated, leading to a second moment exists, may be questionable if there is a distinct possibility of obtaining a zero or nearrevised ICER from the sample data of £45.85 with a 95% bootstrap confidence interval ranging from zero value on the denominator of the ICER. 5 Other concerns have been raised by a number of authors3, 5, 8 £19.55 to £104.88.
In conclusion, we have shown that non-parametric into the validity of other assumptions for particular applications of the bootstrap, such as the applicability bootstrapping for the calculation of confidence 
