Abstract-Deep learning has made significant breakthroughs in various fields of artificial intelligence. Advantages of deep learning include the ability to capture highly complicated features, weak involvement of human engineering, etc. However, it is still virtually impossible to use deep learning to analyze programs since deep architectures cannot be trained effectively with pure back propagation. In this pioneering paper, we propose the "coding criterion" to build program vector representations, which are the premise of deep learning for program analysis. Our representation learning approach directly makes deep learning a reality in this new field. We evaluate the learned vector representations both qualitatively and quantitatively. We conclude, based on the experiments, the coding criterion is successful in building program representations. To evaluate whether deep learning is beneficial for program analysis, we feed the representations to deep neural networks, and achieve higher accuracy in the program classification task than "shallow" methods, such as logistic regression and the support vector machine. This result confirms the feasibility of deep learning to analyze programs. It also gives primary evidence of its success in this new field. We believe deep learning will become an outstanding technique for program analysis in the near future.
I. INTRODUCTION
Machine learning-based program analysis has been studied long in the literature [1] , [2] , [3] . Hindle et al. compare programming languages to natural languages and conclude that programs also have rich statistical properties [4] . These properties are difficult for human to capture, but they justify using learning-based approaches to analyze programs.
The deep neural network, also known as deep learning, has become one of the prevailing machine learning approaches since 2006 [5] . It has made significant breakthroughs in a variety of fields, such as natural language processing [6] , [7] , image processing [8] , [9] , speech recognition [10] , [11] , etc. Compared with traditional machine learning approaches, deep learning has the following major advantages:
• The deep architecture can capture highly complicated (non-linear) features efficiently. They are crucial to most real-world applications.
• Very little human engineering and prior knowledge is required. Interestingly, with even a unified model, deep learning achieves better performance than state-of-the-art approaches in many heterogeneous tasks [12] . * Corresponding author.
Such striking results raise the interest of its applications in the field of program analysis. Using deep learning to automatically capture program features is an interesting and prospective research area. Unfortunately, it has been practically infeasible for deep learning to analyze programs up till now. Since no proper "pretraining" method is proposed for programs, deep neural networks cannot be trained effectively with pure back propagation [13] , [14] , [15] because gradients would either vanish or blow up through the deep architecture [16] . No useful features can be extracted, and it results in very poor performance.
In this paper, we propose a novel "coding criterion" to build program vector representations based on abstract syntax trees (ASTs). The vector representations are the premise of deep architectures, and our method directly makes deep learning a reality in the new field-program analysis. In such vector representations, each node in ASTs (e.g. ID, Constant) is mapped to a real-valued vector, with each element indicating a certain feature of the node. The vector representations serve as a "pretraining" method. They can emerge, through a deep architecture, high-level abstract features, and thus benefit ultimate tasks. We analyze the learned representations both qualitatively and quantitatively. We conclude from the experiments that the coding criterion is successful in building program vector representations.
To evaluate whether deep learning can be used to analyze programs, we feed the learned representations to a deep neural network in the program classification task. We achieve higher accuracy than "shallow" methods. The result confirms the feasibility of neural program analysis. It also sheds some light on the future of this new area.
We publish all of our source codes, datasets, and learned representations on our project website 1 to promote future studies. The AST node representations can be used for further researches in various applications of program analysis. The source codes contain a versatile infrastructure of the feedforward neural network, based on which one can build one's own deep neural architectures.
To our best knowledge, this paper is the first to propose representation learning algorithms for programs. It is also the first to analyze programs by deep learning. This study is a pioneering research in the new field. To sum up, the main contributions of this paper include: 1) Introducing the techniques of deep learning and representation learning to the field of program analysis; 2) Proposing the novel "coding criterion" to build program representations, which are the premise of deep learning; 3) Exploring the feasibility to analyze programs by deep neural networks, shedding some light on the future; 4) Publishing all of our source codes, datasets, and learned representations online to promote further researches. In the rest of this paper, we first motivate our research in Section II. The background of deep learning and representation learning is introduced in Section III. Then we explain our approach in detail in Section IV. Experimental results are shown in Section V. In Section VI, we look forward to the future of deep learning in the field of program analysis. Last, we draw our conclusion in Section VII.
II. MOTIVATION A. From Machine Learning to Deep Learning
Traditional machine learning approaches largely depend on human feature engineering, e.g., [17] for bug detection, [18] for clone detection. Such feature engineering is labelconsuming and ad hoc to a specific task. Further, evidence in the literature suggests that human-engineered features may be even worse than automatically learned ones. Mnih et al. report-for example, in the field of natural language processing (NLP)-the automatically learned taxonomy of words [19] is better in their application than the famous WordNet constructed by experts [20] used in [21] .
Such results pose increasing demands on highly automated learning approaches, such as deep learning with very little human engineering.
With deep neural networks, program analysis may be easier with statistical methods. For example, in the task of program classification, deep neural networks automatically extract program features of interest. Features can be organized hierarchically, from local to abstract. Based on these abstract features, we may determine the category of a program. Such deep learning architectures require less human engineering than existing methods like [22] . Moreover, the feature representation nature also makes it easy for multi-task learning. As pointed out in [23] , "many decision problems can be reduced to classification." Such deep learning architecture is also applicable to other program analysis tasks, including
• bug detection as [17] , to which the deep learning approach is to automatically extract features of bugs; • clone detection as [24] , to automatically match the features of two programs; • code retrieval as [25] , to automatically match program features with that of the queries; and • code recommendation as [26] , to automatically predict the probability of the next possible codes, e.g. APIs, according to previous ones based on the features (like [27] in NLP).
In short, deep neural networks are capable of capturing highly complicated features with little human involvement. Analyzing programs with deep learning is an interesting and promising research topic.
B. Barriers of Deep Learning for Program Analysis
Although deep neural networks are powerful enough to capture complicated features, there are still barriers to overcome before they can be practically used to analyze programs.
Since all program symbols (e.g. nodes in ASTs) are "discrete," no order is defined on these symbols. Such discrete symbols cannot be fed directly to a neural network. A possible solution is to map each symbol to a real-valued vector in some dimension. Each element in the vector characterizes a certain feature of the symbol spontaneously. Hence, it is also referred to as distributed representation. By "distributed," it is contrary to one-of-all coding, such as k-means clustering results.
A direct mapping approach is to randomly initialize these vector representations and train with pure back propagation (like shallow networks). Chances are that we end up with both poor optimization and poor generalization if the network is deep [13] , [14] , [15] . An alternative is to first learn the representations unsupervisedly regardless of the specific task like clone detection, bug detection, etc. Then they are fed to a neural network for supervised training. The vector representations specify meaningful features of the symbols, and benefit the ultimate tasks. Hence, many researches focus on the problem of representation learning per se, such as [27] , [28] , [5] , [7] , [29] in fields like NLP.
However, due to the structural differences between natural languages and programming languages [30] , existing representation learning algorithms in NLP are improper for programs. As we know, natural languages are always written/spoken in one dimension as time flows. By contrast, programmers always organize their source codes with proper indentation, indicating branches, loops or even nested structures. It will be extremely difficult to read source codes if they are written in one line (like natural languages). The formal grammar rules of the programming language alias the notion of neighborhood. To be concrete, physically neighboring stuffs in a program source code are not necessarily near to each other, but those in one grammar rule are.
Further, if we want to build the representations for abstract components of a program (e.g., function declaration/call nodes in ASTs), existing NLP representation learning algorithms are inapplicable since all of them are "flat."
Therefore, new approaches are needed to build program vector representations, which are unfortunately not studied.
The above facts motivate our research of representation learning for programs. This eventually makes deep learning a reality to analyze programs. Considering current evidence in the literature, we believe deep learning will make great progress in heterogenous tasks of program analysis.
III. BACKGROUND OF DEEP LEARNING AND REPRESENTATION LEARNING

A. Deep Neural Networks
Nowadays, the deep neural network is a widely-used technique in artificial intelligence. Comprehensive reviews include [31] , [32] .
A single layer of neurons, the building block for deep neural networks, takes a vector x ∈ R n as input and outputs a vector y ∈ R m (Part A in Figure 1 ). Typically y is computed as
where W ∈ R m×n , b ∈ R m are model parameters, which are first randomly initialized and then trained by gradient descent, i.e., W ← W −α J is the cost function.) f is the activation function, usually non-linear, such as sigmoid, tanh, etc. The power of a singlelayer neural network is limited: the decision boundary is linear, and it is insufficient for most real-world applications.
Multi-layer neural networks (Part B in Figure 1 ) stack multiple layers of neurons. The parameters can also be trained by gradient descent with back propagation algorithm [33] . Due to the stacking of multiple non-linear layers, multi-layer neural networks gain much more power. It can be proved that a 2-layer 2 neural network with sufficient hidden units can approximate arbitrary Boolean or continuous functions, and that a 3-layer network can approximate any function [34] . However, the shallow architecture is inefficient because the number of hidden units may grow exponentially in order to learn complicated (highly non-linear) features of data [35] . Such exponentiation of hidden layer units, and hence parameters, raises the VC-dimension of the model, leading to very poor generalization [36] .
The theory of circuits suggests deep architectures would be more efficient to capture complicated features [31] . In such deep architectures, features can be organized hierarchically, with local features at lower layers and abstract features at higher layers ( Figure 1 ). However, while deep architectures capture abstract features efficiently, they also make the networks very difficult to train. Few successful researches were reported in early years using deep architectures (except convolutional neural networks [37] ).
In 2006, Hinton et al. proposed stacked restricted Boltzmann machine (RBM) as a greedy layer-wise pretraining method for deep neural networks [5] . During the pretraining phase, the stacked RBM is learning underlying data features unsupervisedly by minimizing the energy function defined on the unlabeled data (i.e., maximizing the likelihood of the data). Shortly after that, stacked autoencoders are used for pretraining [13] , the criterion of which is to minimize the reconstruction error. During the pretraining phase with either stacked RBMs or autoencoders, the weights for neuron connections are learned, which extract underlying features of 2 The input layer is not counted to the number of layers in our terminology as there is no weight associated with it. the data. Then, for supervised learning, the neural weights are initialized as that have been learned in the pretraining phase instead of random initialization. Standard back propagation algorithm can be used for fine-tuning the weights so as to be specific to the task.
The pretraining phase plays a vital role in deep learning. It learns the features of data unsupervisedly, and as a result, the weights are much more meaningful than just chosen randomly. According to the experiments reported in [13] , [14] , [15] , pretraining helps optimization (minimizing the training error) as well as generalization (minimizing the test error).
However, the advantages of deep neural networks are not exploited in the field of program analysis. We believe deep learning will also exhibit its power in this new field.
B. Existing Representation Learning Approaches in NLP
Neural networks and the pretraining approaches like RBMs, autoencoders work well with image data, speech data, etc. But they cannot be applied directly to the field like NLP and program analysis because words and program symbols are "discrete."
In data like images, a total order is defined on the value. For example, a gray-scale pixel with value 0 is black. If the value increases, it becomes brighter accordingly. If the value is 255, the pixel becomes white. However, in fields like NLP, a word with index 20 is by no means twice as large as the word with index 10 for any meaningful feature. Therefore, unlike traditional approaches in NLP, where each words is treated as an atomic unit, it is meaningless to feed the indexes of words to neural networks. (Note the multiplication W ·x in Equation 1.)
Real-valued vector representations come to our rescue. With such representations, each word is mapped to a k-dimensional vector (k = 30, 100, 300, etc), representing certain (anonymous) features of the word. The value reflects the degree that a feature is satisfied. These word representations can be fed forward to standard neural networks, and every routine of deep learning works.
Early word representation learning is related to language modeling, the objective of which is to maximize the joint probability of a linguistic corpus. In [27] , they predict the probability of each word given n−1 previous words. By maximizing the conditional probability of the n-th word, useful word features are learned. Hinton et al. introduce 3 energybased models in [28] , where they learn word representations by minimizing the energy (maximizing the likelihood) defined on neighboring words. In [21] , [19] , hierarchical architectures are proposed to reduce the computational cost in calculating the probabilities. Later, researchers realized the normalization of probability is not essential if we merely want to learn feature vectors. Fast algorithms are then proposed in [38] , [39] .
All the above approaches adopt the Markovian assumption, where each word is related to finite many previous words. Such approaches take into consideration only local patterns of physically nearing words. Recurrent neural network (RNN) is introduced in order to capture long-term dependencies [40] . However, RNN may be very difficult to train since the gradient would either vanish or blow up during back propagation [16] . Besides, the time-delaying nature of RNN treats data as a onedimensional signal, where structural information is also lost.
As we have discussed in Section I, programming languages are different from natural languages in that the former contain richer and more explicit structural information. Therefore, new representation learning algorithms are needed. To solve this problem, we propose the "coding criterion" based on ASTs. The detail of our approach is explained in the following section.
IV. THE CODING CRITERION FOR PROGRAM REPRESENTATION LEARNING
In this section, we first discuss the granularities of program representation. We settle for the granularity of nodes in abstract syntax trees (ASTs).
In Subsection IV-B, we formalize our approach and give the learning objective. In Subsection IV-C, we present the stochastic gradient descent algorithm for training.
A. The Granularity
We should first answer a fundamental question of program representation learning-the granularity of representation. As we have introduced in previous sections, vector representations map a symbol to a real-valued, distributed vector. Possible granularities of the symbol include character-level, token-level, etc. We analyze each case as follows.
• Character-level. Characters are the most atomic units of programming languages. At this level, we treat each character in source codes as a symbol. This means that we should learn the representations for characters like double doubles(double doublee){ return 2 * doublee; } (A) A C code snippet a-z, A-Z, 0-9 and all punctuation marks. Although some researches explore character-level modeling for NLP [41] , it is improper for programming languages. In NLP, the knowledge of word morphology can be explored to some extent by character-level modeling, but the situation changes in programs. For example, the token double in a C code refers to a data type. But if one writes doubles, it is an identifier (e.g., a function name), completely different from double. However, double and doubles share most characters, which leads to similar vector representations.
• Token-level. This level is most similar to NLP representation learning. We learn representations for all tokens (analogous to words in NLP), including types like int, double, identifiers like doubles, func, etc. Unfortunately, the identifier representations bring severe problems. Unlike natural languages, where the number of words is generally fixed, programmers can declare their own identifiers in their source codes, e.g., func1, func2, func3, so on and so forth. Therefore, the number of tokens is unlimited. Because some identifiers may appear only a few times (e.g., tmp), we will suffer from the problem of undesired data sparseness. Hence, it is improper for representation learning at this level. Another problem of token-level representation is that information is not encoded efficiently. For example, we need two tokens to represent a pair of parentheses, indicating the priority of different stuffs. In fact, such information need not to be expressed explicitly in a more compressed representation like ASTs.
• Nodes in ASTs. The abstract syntax tree is a structural representation of a program. Figure 2 shows a C code snippet and its corresponding AST, parsed by pycparser 3 . At this level, we learn the representations for nodes in ASTs, e.g., FuncDef, ID, Constant. As is stated, the AST is more compressed compared with token-level representation. Furthermore, there are only finite many types of nodes in ASTs, which makes it feasible to learn. The tree structural nature of ASTs also provides opportunities to capture structural information of programs. Despite the above facts, the AST representation also has its drawback since we regard all identifiers as a same symbol. Such codes as a * b and c * d cannot be distinguished between each other. We hypothesize that structural information captures the semantics of programs to a large extent. For example, if we see two nested for-loops, inside of which is a branch of comparison followed by three assignments, the code snippet is likely to be an implementation of bubble sort. This level is also used in traditional program analysis like code clone detection [42] , [43] , vulnerability extrapolation [44] , etc. The experimental results in Section V-B also suggest high accuracy in the program classification task at this level.
• Statement-level, function-level or higher. Theoretically, a statement, a function or even a program can also be mapped to a real-valued vector. However, such representations cannot be trained directly. A possible approach of modeling such complex stuff is by composition, i.e., the representation of a complex stuff is composited by that of atomic ones. Such researches in NLP is often referred to as compositional semantics [45] . The state-ofthe-art approaches in NLP compositional semantics can only model sentences, paragraphs roughly. It is very hard to capture the precise semantics; the "semantic barrier" is still not overcome.
To sum up, we have analyzed in this part different granularities of program representations. We think the representation for nodes in ASTs has theoretical foundations, and is feasible to learn and useful in applications. In the following subsection, we formalize our coding criterion to build program vector representations.
B. Formalization
The basic criterion of representation learning is that similar symbols should have similar representations. Further, symbols that are similar in some aspects should have similar values in corresponding feature dimensions. This is referred to as "disentangling the underlying factors of variation" in [32] .
In our scenario of representation learning for AST nodes, similarity is defined based on the following intuition. We think such symbols as ID, Constant are similar because both of them are related to data reference; For, While are similar because both are related to loops. The observation is that similar symbols have similar usages in the programming language: both ID and Constant can be an operand of a unay/binary operator; both For and While are a block of codes, etc.
To capture such similarity using AST structural information, we propose the "coding criterion". The idea is that the representation of a node in ASTs should be "coded" by its children's representations via a single neural layer.
We denote the vector of node x as vec(x). vec(·) ∈ R N f , where N f is the dimension of features. (N f is set to 30 empirically in our experimental setting.) For each non-leaf node p in ASTs and its direct children c 1 , · · · , c n , their representations are vec(p), vec(c 1 ), · · · , vec(c n ). The primary objective is that
where W i ∈ R N f ×N f is the weight matrix for node c i ; b ∈ R N f is the bias term. The weights (W i 's) are weighted by the number of leaves under c i and the coefficients are
As we have noticed in Figure 2 , different nodes in ASTs may have different numbers of children, and thus the number of W i 's is hard to determine. To solve this problem, one extreme is to apply dynamic pooling [46] , [47] . In this method, we take the summed or maximal value over vec(c i ) for each feature dimension, and thus only one weight matrix is needed. This is also mathematically equivalent to the continuous bagof-words model [38] . However, when pooling is applied, position information of c's will be totally lost and therefore it is not satisfactory. Another extreme is to assign a different matrix parameter for each different position [45] . This method works in the original application with dependency trees, but may fail in our scenario because there will be too many weights.
What we propose is a model called continuous binary tree, where there are two weight matrices as parameters, namely W l and W r . Any weight W i is a linear combination of the two matrices. That is, regardless the number of children, we treat it as a "binary" tree. Formally, if p has n (n ≥ 2) children, then for child c i ,
If n = 1, Figure 3 , where the gray-scale values in the two bars represent the weight coefficients for the node at the corresponding position. With this model, the relative position information of a node can be coded into the network.
This process is illustrated in
Now that we are able to calculate the weight W i for each node and thus the right-hand side of Equation 2, we measure closeness by the square of Euclidean distance, as below:
. . . cn According to our "coding criterion," d needs to be as small as possible. However, we cannot directly minimize Equation 5 . Otherwise, the network is likely to output trivial representations like vec(·) = 0, W = 0, b = 0. Such result gives zero distance but is meaningless.
To solve the problem, negative sampling can be applied [12] , [45] , [48] . The idea is that for each data sample x, a new negative sample x c is generated. Since x c violates the patterns of valid data, it needs to have a larger distance (denoted as d c ) than d. Hence, negative sampling method is also sometimes referred to as the pairwise ranking criterion [49] . In our program representation learning, we randomly select a symbol (one of p, c 1 , c 2 , · · · , c n ) in each training sample and substitute it with a different random symbol. The objective is that d c should be at least as large as d + ∆, where ∆ is the margin and often set to 1. The error function of training sample x (i) and its negative sample
c is then
To prevent our model from over-fitting, we can add 2 regularization to weights (W l and W r ). The overall training objective is then
where N is the number of training samples; M = 2N 2 f is the number of weights (number of elements in W l and W r ); · F refers to Frobenius norm; λ is the hyperparameter that strikes the balance between coding error and 2 penalty.
C. Training
The numerical optimization algorithm we use is stochastic gradient descent with momentum. The model parameters Θ = vec(·), W l , W r , b are first initialized randomly. Then, for each data sample x (i) and its negative sample x (i) c , we compute the cost function according to Formula 7. Back propagation algorithm is then applied to compute the partial derivatives and the parameters are updated accordingly. This process is looped until convergence. The coding criterion of vector representation learning-as a pretraining phase for neural program analysis-is "shallow," through which error To speed up training, we adopt the momentum method, where the partial derivatives of the last iteration is added to the current ones with decay . Algorithm 1 shows the pseudo-code of the training process.
V. EXPERIMENTS
We first evaluate our learned representations by nearest neighbor querying and k-means clustering. These qualitative evaluations give an intuitive idea about our vector representations. We then perform supervised learning in the program classification task. We feed the learned representations forward to deep neural networks. The experimental results show that meaningful representations, as a means of pretraining, make the network much easier to train in deep architectures. We also achieve higher accuracy with the deep, tree-based convolutional neural network compared with baseline methods. We consider this as primary evidence of the success of deep learning for program analysis.
The dataset, source codes and learned representations can be downloaded at our project website.
A. Qualitative Evaluation: Nearest Neighbor Queries and kmeans Clustering
As we have stated in Section IV-B, similar nodes in ASTs (like ID, Constant) should have similar representations. To evaluate whether our coding criterion for representation learning has accomplished this goal, we perform nearest neighbor queries.
For each query of a symbol, we sort all other symbols by distance (measured in Euclidean space). Examples are presented in Table I . As we can see, ID and Constant are the nearest neighbor of each other. This seems meaningful since both of them are related to data reference. Similar symbols also include ArrayRef, BinaryOp, which are related to data manipulating. Symbols like If, For, While, Break are similar as they are related to control flow. FuncDecl, ArrayDecl, PtrDecl are similar as they are declarations. Moreover, these three groups are dissimilar with each other. (See most dissimilar part in Table I.) To further confirm the above potential clusters with vector representations, we perform k-means clustering, where k is set to 3. The result is shown in Table II . As we see, almost all the symbols in Cluster 1 are related to data reference/manipulating. Cluster 2 is mainly about declarations. Cluster 3 contains more symbols, the majority of which are related to control flow. This result confirms our conjecture that similar symbols can be clustered into groups with the distributed vector representations that are learned by our approach.
As the qualitative evaluations show, the learned representations are meaningful as they can characterize the relationships between different symbols effectively. The results are consistent with human understanding of programs.
It should also be reminded that similarity is not the only goal of representation learning. Even though heuristic metrics can also be used to measure similarity-like [50] in NLP and [18] , [24] in program analysis, which may be useful for code clone detection [51] , code retrieval [25] -they fail to capture different aspects of the relationships between different symbols because the similarity is the only outcome of these metrics. Thus, they are not suitable for highly-automated learning algorithms, e.g., deep neural networks. On the contrary, real-valued representations are distributed. As each dimension captures a feature in a certain aspect spontaneously, the distributed vector representations can emerge high-level abstract features and benefit various tasks. Therefore, representation learning is crucial to program analysis with deep learning approaches. 
B. Quantitative Evaluation: Improvement for Supervised Learning
We now evaluate whether building program vector representations is beneficial for real-world tasks, i.e., whether they will improve optimization and/or generalization for supervised learning of interest. We feed the representations to the Treebased Convolutional Neural Network (TCNN) for program classification.
The dataset comes from an online Open Judge (OJ) system 4 , which contains a large number of programming problems for students. Students solve the problems and submit their source codes to the system. The OJ system automatically compiles, runs and judges the validity of the source codes. We select four problems for our program classification task. Source codes (in C programming language) of the four problems are downloaded along with their labels (problem IDs). We split the dataset by 3 : 1 : 1 for training, cross-validating (CV) and testing. samples.) The X axis is the number of epochs during training. The Y axis is the cross-entropy error, computed as
where N is the number of data samples (training or CV respectively); M = 4 is the number of labels (different programming problems); y j is the probability for label j estimated by the TCNN model; t is the actual label (one-of-all coding), with t j indicating whether data sample i belongs to label j. Since no effective program representation existed before, the deep TCNN model could not be trained at all, as the blue curve demonstrates at the top of Part A in Figure 4. (Here, all model parameters are initialized randomly, which is a prevalent setting in "shallow" architectures.) The reason is that gradients will vanish or blow up during back propagation through a deep network. No useful features are learned, and as a result, TCNN also performs poorly on the CV set, indicated by the cyan curve at the top of Part B in Figure 4 .
On the contrary, the program representation serves as a pretraining method. If the vector representations and the cod- ing parameters, namely vec(·), W l , W r and b, are initialized as are learned by our coding criterion, the training and CV errors decrease drastically (the red and magenta curves) after a plateaux of about 15 epochs, which leads to the high performance of TCNN. The fact that unsupervised pretraining improves supervised learning is also reported in [13] , [14] , [15] , where RBMs and autoencoders are used as pretraining methods for generic data (mainly the MNIST handwritten digit dataset in these papers). As pretraining explores underlying data features unsupervised, it gives a much more meaningful initialization of parameters. Therefore, the deep neural networks can be trained much faster and more effectively. Our experimental results in program analysis are consistent with these reports in the literature in other fields.
To evaluate whether deep learning may be helpful for program analysis, we compare TCNN to baseline methods in the program classification task. In these baseline methods, we adopt the bag-of-words model, which is a widely-used approach in text classification [52] . As shown in Table 4 , logistic regression, as a linear classifier, achieves 81.16% accuracy. The support vector machine (SVM) with radial basis function (RBF) kernel explores non-linearity, and improves the result by 10%. By automatically exploring the underlying features and patterns of programs, TCNN further improves the accuracy by more than 4%. This experiment suggests the promising future of deep leaning approaches in the field of program analysis.
To sum up, we evaluate the learned representations empirically by nearest neighbor querying and k-means clustering. Program classification experiment shows the learned representations are greatly beneficial for supervised learning.
Based on the above experiments, we conclude that the proposed "coding criterion" based on ASTs is a successful representation learning algorithm for programs.
Our experimental result in program classification confirms the feasibility of using deep learning to analyze programs. It also shows primary evidence of its success in the new field.
VI. LOOKING FORWARD TO THE FUTURE
As evidence in the literature show, deep learning is making breakthroughs in many fields of artificial intelligence. We believe it will also become an important method in various tasks in the field of program analysis. As a pioneering study, we address the following promising research topics in this new area.
A. Different Perspectives for Program Modeling
In this paper, we treat a program as a tree, where each node corresponds to an "abstract" component of the program. We hypothesize in this paper that structural information is important to programs to a large extent, and our experiments confirm our conjecture. However, the AST is not the only perspective of program modeling.
Another possible perspective is treating a program as a sequence of statements. Such perspective is also adopted in traditional program analysis, e.g., API usage pattern mining [53] , [54] . As the representations can be composited by atomic symbols (e.g., AST nodes), we can also apply deep learning approaches to sequences of statements. Although some structural information may be lost, the neighboring information are captured and local patterns can be extracted.
Treating a program as a 2-dimensional signal is an interesting, novel and also meaningful perspective, which is bionicsinspired. As we, human beings, always read source codes on a 2-D screen, it is also possible for neural networks to model programs in this perspective. Indents and linefeeds on the 2-D screen are useful features because they suggest strong semantics of programs. Existing techniques in computer vision can be applied, e.g. the convolutional neural network (CNN). CNN is analogous to visual cortex of human brains, and thus it has the solid biological foundation in cognitive science. Interestingly, as a bionics-inspired model, deep CNN achieved unexpected high performance [37] before pretraining methods were invented.
B. Integrating Prior about Programs to Network Architectures
Despite the fact that a unified architecture of deep neural networks is applicable to various tasks with high performance, we can also integrate human priors to the networks.
CNN is an example that specifies explicitly the physically neighborhood information of an image. Physically neighboring pixels form local patterns (e.g. a circle, a line), which can be detected by convolution kernels. Being fed forward to higher layers in the network, the local patterns emerge high-level abstract features. Such abstract features are beneficial for the ultimate task (e.g., object recognition). Another widely-used domain specific prior in deep learning is slowness [55] , [56] . As it is not desired that features of image/acoustic data are changing too fast, penalties of variation are added to the cost function, so that the learned features are "slow."
For program analysis, priors can also be integrated to the neural networks. In one of our undergoing research, we would like to capture the local features of ASTs. A tree-based convolutional neural network (TCNN) is proposed and studied. Primary results have been reported in Section V-B.
Another prior is that we can integrate formal methods of program analysis to neural networks (or vise versa). [57] is an example of neural reasoning for knowledge base. For programs, even though all non-trivial properties are undecidable, formal methods can be viewed as an approximation with pure mathematical deduction, often giving the guarantee of either no false-positive, or no false-negative, which may be important to program analysis [58] . For now, it seems hard to combine these two techniques, but once they were combined, it would be beneficial for both.
C. Various Applications
The application of deep learning in the field of program analysis is another promising research topic, which is at least as important as, if not more important than, the theory of deep learning. Some are pointed out in Section I, including code clone detection, bug detection, and code retrieval.
In short, as deep learning is brand new to program analysis, the questions addressed in this part still remain unknown to the literature. It is not clear which perspective is most proper to model programs, or which is most suitable for what application. It is also not very clear how to integrate human priors about programs to the neural network architecture. These are among the fundamental questions of deep learning when it is applied to the new field. Besides, real-world applications of deep learning are also important for program analysis.
VII. CONCLUSION
In this paper, we study deep learning and representation learning in the field of program analysis. We propose a novel "coding criterion" to build vector representations of nodes in ASTs, which make deep learning a reality for program analysis. We also feed the learned representations to a deep neural network to classify programs.
The experimental results show that our representations successfully capture the similarity and relationships among different nodes in ASTs. The learned representations significantly improve supervised training for deep neural networks in terms of both optimization and generalization. We conclude that the coding criterion is successful in building program vector representations. The experiments also confirm the feasibility of deep learning to analyze programs, and show primary evidence of its success in the new field.
As a pioneering study, we address several fundamental problems, including the perspectives of program modeling, the integration of human priors and the applications of deep learning.
To promote further researches in the new field, we publish all of our datasets, source codes, and learned representations online.
We believe, considering the fact that deep learning has made breakthroughs in many fields of artificial intelligence, along with the primary evidence reported in this paper, deep learning will become an outstanding approach of program analysis in the near future. We call for more studies in this new, prospective field.
