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ABSTRACT
A New Computational Approach to
the Synthesis of Fixed Order Controllers. (December 2007)
Waqar Ahmad Malik, B.Tech, I.I.,T. Kharagpur;
M.S., Texas A&M University
Co–Chairs of Advisory Committee: K. R. Rajagopal
S. Darbha
The research described in this dissertation deals with an open problem concerning
the synthesis of controllers of fixed order and structure. This problem is encoun-
tered in a variety of applications. Simply put, the problem may be put as the
determination of the set, S of controller parameter vectors, K = (k1, k2, . . . , kl),
that render Hurwitz a family (indexed by F) of complex polynomials of the form
{P0(s, α) +
∑l
i=1 Pi(s, α)ki, α ∈ F}, where the polynomials Pj(s, α), j = 0, . . . , l
are given data. They are specified by the plant to be controlled, the structure of the
controller desired and the performance that the controllers are expected to achieve.
Simple examples indicate that the set S can be non-convex and even be disconnected.
While the determination of the non-emptiness of S is decidable and amenable
to methods such as the quantifier elimination scheme, such methods have not been
computationally tractable and more importantly, do not provide a reasonable approx-
imation for the set of controllers. Practical applications require the construction of a
set of controllers that will enable a control engineer to check the satisfaction of per-
formance criteria that may not be mathematically well characterized. The transient
performance criteria often fall into this category.
iv
From the practical viewpoint of the construction of approximations for S, this
dissertation is different from earlier work in the literature on this problem. A novel
feature of the proposed algorithm is the exploitation of the interlacing property of
Hurwitz polynomials to provide arbitrarily tight outer and inner approximation to
S. The approximation is given in terms of the union of polyhedral sets which are
constructed systematically using the Hermite-Biehler theorem and the generalizations
of the Descartes’ rule of signs.
vTo my Mother and Father.
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1CHAPTER I
INTRODUCTION
The synthesis of fixed structure feedback controllers for dynamic systems is an open
problem in control theory where even basic results are unavailable. Moreover this
class of problems is very important in applications. The structure of a controller may
be constrained in terms of its order (state space dimension) or by a requirement that
a control input may only be a function of a certain specified subset of outputs.
The need for this research stems from the following: a) Practical applications
require that controllers of fixed order and structure be designed from the empirical
data of the plant owing to physical, informational and cost constraints. b) An im-
portant need in practical design problems is to have sets of feasible solutions meeting
various objectives such as stability, robustness, time-delay tolerance etc. so that de-
sign tradeoffs can be compared. The present theory of fixed order controllers is far
from answering such questions - indeed it cannot, in most cases, determine if even
stabilization is possible at all. Furthermore, modern control theory provides optimal
controllers of high order that cannot handle the constraint of fixed order or structure
and can have severe structural and sensitivity problems.
Listed below are some illustrative problems that arise in different engineering
applications and require controllers of fixed order or structure:
• In [1], the authors consider a collection of N Unmanned Underwater Vehicles
(UUVs) whose governing equations may be described as:
x˙i = Aixi +Biui, i = 1, 2, . . . , N,
The journal model is IEEE Transactions on Automatic Control.
2q˙ =
N∑
i=1
Hixi,
where xi is the state of the vehicle and ui is its control input. The term q is the
only information available to all UUVs due to constraints on communication.
The problem is that of finding a controller, ui = Kiq, so that the platoon is
stabilized. This problem is clearly one of fixed-order (static output feedback)
stabilization for a multi-input single-output LTI system.
• In the disk drive industry, the seek times are getting shorter and currently stand
for desktop disk drives at 9-12 milliseconds; within this duration, operations
such as data encoding and decoding, sensing and control must be completed.
The signal processing and control computations associated with these operations
are carried out on an inexpensive processor so as to minimize the cost as it is
fast becoming a commodity industry. Moreover, only the position and voice
coil motor current measurements are available for feedback when the arm is
in the data zone. Recent trends towards miniaturization and making the seek
times shorter only necessitate low complexity output feedback controllers that
guarantee certain bandwidth while rejecting/attenuating repetitive and other
disturbances.
• In [2, 3], the authors indicate the need for a bound on the order of the controller
for a Hubble telescope based on the considerations of simplicity of implementa-
tion, hardware limitations and reliability.
• Applications requiring tuning of control parameters by a computer or human
operator force a designer to minimize the number of controller parameters; some
applications in this direction are in [4, 5, 6, 7].
In light of the pervasive use of fixed-order controllers in process control and the
3emergence of new applications such as formations of vehicles, it is imperative to
understand whether fixed-order controllers that achieve a specified performance exist
and if so, how one can find them and/or compute the set of all such stabilizing
controllers that achieve a specified performance.
This dissertation focuses on the problem of determining the set of all controller
parameters, K = (k1, k2, . . . , kl) which render a set of real or complex polynomials
Hurwitz, where each member of the set is of the form:
P (s,K) = Po(s) +
l∑
i=1
kiPi(s). (1.1)
Some important classes of problems which fall into this category, i.e. where K appears
linearly, are as follows:
• Consider the problem of stabilizing a single input single output (SISO) proper
plant with a transfer function Np
Dp
(s) with a proper controller Nc
Dc
(s). If Nc(s) =
n0 + . . .+ nms
m and Dc(s) = s
m + dm−1sm−1 + · · ·+ d0, then the characteristic
polynomial for the closed loop system given below must be Hurwitz:
∆(s) = ∆(s, n0, · · · , nm, d0, . . . , dm−1)
= smDp(s)︸ ︷︷ ︸
P0(s)
+n0Np(s)︸ ︷︷ ︸
P1(s)
+ · · ·+ nm smNp(s)︸ ︷︷ ︸
Pm+1(s)
+d0 Dp(s)︸ ︷︷ ︸
Pm+2(s)
+ · · ·
· · ·+ dm−1 sm−1Dp(s)︸ ︷︷ ︸
P2m(s)
.
The problem of synthesizing fixed order controllers for single input multiple
output (SIMO) and multiple input single output (MISO) systems can be cast
in a similar form.
• Consider the problem of guaranteeing a phase margin φ for a SISO proper
plant with a transfer function Np
Dp
(s) stabilized by a proper controller Nc
Dc
(s).
4This requirement [8], may be converted to a specification that the family of
polynomials Dp(s)Dc(s)+e
jθNp(s)Nc(s), θ ∈ (−φ,+φ), be Hurwitz. If Nc(s) =
n0 + . . . + nms
m and Dc(s) = s
m + dm−1sm−1 + · · · + d0, then each member of
the family is of the form:
∆(s, θ) = ∆(s, n0, · · · , nm, d0, . . . , dm−1)
= smDp(s)︸ ︷︷ ︸
P0(s)
+n0Np(s)e
jθ︸ ︷︷ ︸
P1(s)
+n1 sNp(s)e
jθ︸ ︷︷ ︸
P2(s)
+ · · ·+ nm smNp(s)ejθ︸ ︷︷ ︸
Pm+1(s)
+d0 Dp(s)︸ ︷︷ ︸
Pm+2(s)
+ · · ·+ dm−1 sm−1Dp(s)︸ ︷︷ ︸
P2m(s)
.
• As described later in the dissertation, robust stability and performance specifi-
cations, such as upper bounding the H∞ norm of a weighted sensitivity transfer
function or requiring a closed loop transfer function to be strictly positive real
(SPR), can be converted to the problem of ensuring a family of polynomials, of
the form described by (1.1), is Hurwitz.
In the above problems, it is assumed that a complete description of a model of the
plant is available for controller synthesis. It is widely recognized that an accurate
analytical model of the plant may not be available to a control designer. However, it
is reasonable in many applications that one will have an empirical model of the plant
in terms of its frequency response data and from physical considerations or from the
empirical time response data, one may have some coarse information about the plant
such as the number of non-minimum phase zeros of the plant etc. In view of this,
the problem of synthesizing sets of stabilizing controllers directly from the empiri-
cal data and such coarse information about the plant can have significant practical
applications. There are many techniques for synthesizing controllers from empirical
data of the plant; for example, the most notable are the PID controller design using
5Ziegler-Nichols criteria [9], the rule-of-thumb designs for lead lag compensation [10]
and loop-shaping. A systematic attempt to synthesize PID and first order controllers
for delay-free Single Input Single Output (SISO) LTI plants using frequency response
measurements was first presented in [11]. In [12], the author provides an initial
attempt at synthesizing sets of stabilizing controllers of arbitrary order from the fre-
quency response data and this dissertation provides further results in that direction.
In the following text, the organization of this dissertation, as well as the specific
topics that are dealt with, will be discussed.
Chapter II introduces some preliminary concepts of control system design. It
provides a description of a control system and discusses the requirements of a con-
troller. Preliminary mathematical results are also provided which will be used in the
other chapters.
Chapter III provides an approximation to the set of all controller parameters,
K that make a real polynomial P (s,K), that is affinely dependent on K, Hurwitz.
This chapter describes how the approximation can be accomplished though the use
of the interlacing conditions for stability, as stated by the Hermite-Biehler Theorem,
and the use of Descartes’ rule of signs. The application of Hermite-Biehler Theorem
and Descartes’ rule of signs leads to the systematic construction of polyhedral sets,
described by linear programs. The approximation is given in terms of the union of
polyhedral sets and a systematic procedure is outlined that can capture the set.
Chapter IV and V deals with synthesis of the set of fixed order stabilizing con-
trollers that achieve various performance specifications such as robust stability, phase
margin, gain margin and H∞ norm constraints, time response constraints (overshoot,
undershoot, settling time) and simultaneous stabilization of a discrete set of plants or
a continuum of plants. Chapter IV considers a large class of performance specifica-
tion that can be reduced to the problem of determining a set of stabilizing controllers
6that render a set of complex or real polynomials Hurwitz [8]. This chapter provides a
procedure analogous to the one provided in Chapter III, and uses the interlacing prop-
erty of complex Hurwitz polynomials to systematically construct linear programs, the
solution to which provides an approximation to the set of fixed structure stabilizing
controllers satisfying the given performance criterion. Chapter V provides a proce-
dure to construct an outer approximation (as a union of polyhedral sets) of the set of
controllers K so that a rational, proper transfer function, N(s,K)
D(s,K)
has a non-negative
and decaying impulse response. It is assumed that the coefficients of the polynomials
N(s,K) and D(s,K) are affine in K. A broad class of transient response control
problems can be formulated in this way.
Chapter VI studies the structure of the set of minimal order stabilizing and
performance attaining controllers for continuous time LTI plants in the controller
parameter space. It shows that the minimal order of a controller that guarantee
specified performance is l if and only if (1) there is a controller of order l guaranteeing
the specified performance and (2) the set of strictly proper stabilizing controllers
guaranteeing the performance is bounded. Moreover, if the order of the controller is
increased, the set of higher order controllers which satisfies the specified performance,
will necessarily be unbounded. A procedure is presented for controller order reduction
through the construction of an under-determined system of linear equations. The
system of linear equations is obtained by canceling the poles of the closed loop system
obtained by a controller of higher order and replacing it with one less pole.
Chapter VII develops a theory for fixed order controller synthesis from the knowl-
edge only of empirical frequency response data of the plant and from some coarse
information about them. The coarse information that is required is the following:
the number of non minimum phase zeros of the plant and the frequency range be-
yond which the phase response of the LTI plant does not change appreciably and the
7amplitude response goes to zero. The method also allows for measurement errors in
the frequency response of the plant.
Chapter VIII develops a procedure for the synthesis of fixed order controllers for
nonlinear systems with sector bounded nonlinearities. An inner and outer approxi-
mation of the set of absolutely stabilizing linear controllers is constructed by casting
the closed loop system as a Lure-Postnikov system. The inner approximation is based
on the well-known sufficient conditions that require Strict Positive Realness (SPR) of
open loop transfer function (possibly with some multipliers) and a characterization of
SPR transfer functions that require a family of complex polynomials to be Hurwitz.
The outer approximation is based on the condition that the open loop transfer func-
tion must have infinite gain margin, which translates to a family of real polynomials
being Hurwitz.
Finally, the contributions of this dissertation are summarized in the last chapter,
and a few concluding remarks on possible directions for future research are presented.
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PRELIMINARY CONCEPTS
In this chapter, a brief overview of control theory is provided. It develops the mathe-
matical descriptions for the types of system with which this dissertation is concerned,
namely, Linear Time Invariant (LTI) finite dimensional systems and discusses the
objectives of a control action on such systems. It lists various classical and modern
schemes to design the appropriate control action, and enumerates the difficulties which
arises in applying these schemes to the problem discussed in this dissertation. Next,
a few preliminary mathematical results are included which provides a background for
the rest of the dissertation.
A. Introduction to Control
Control theory deals with the analysis and design of dynamical systems which arise
in various fields such as electrical engineering (motors, power systems), mechanical
engineering (aircraft, mobile robots, lathes) and chemical engineering (oil refineries,
distillation process). This dynamical system is usually referred to as the Plant. A
systematic study of any such physical system (physical process) starts with the de-
velopment of a model. A good model is desired to be detailed enough to accurately
describe the phenomena of interest and yet be concise enough to allow a convenient
mathematical representation. The development of a good model requires an engineer
to be conversant with the working of the physical system and have a good physical
insight. Once the model is developed, appropriate laws (e.g. Newton’s law, Kirch-
hoff’s law, conservation laws) are used to provide a mathematical description of the
model. To represent the physical system accurately and in a tractable mathematical
form is always a difficult task. Physical systems can be represented mathematically
9using modeling only in an approximate manner. In this dissertation, when I mention
that we consider a system described by some given mathematical equations, I am
considering the process described by the mathematical equations and not the actual
system itself. Furthermore, I will not study the modeling procedure, but will assume
that the mathematical description of the physical system is already provided.
This dissertation deals with dynamical systems which are continuous-time finite
dimensional systems. In general, these systems can be modeled by a finite number of
coupled first-order ordinary differential equations
x˙1 =f1(x1, x2, . . . , xn, u1, u2, . . . , up, d1, . . . , dd),
x˙2 =f2(x1, x2, . . . , xn, u1, u2, . . . , up, d1, . . . , dd),
...
x˙n =fn(x1, x2, . . . , xn, u1, u2, . . . , up, d1, . . . , dd),
(2.1)
y1 =h1(x1, x2, . . . , xn, u1, u2, . . . , up, d1, . . . , dd),
y2 =h2(x1, x2, . . . , xn, u1, u2, . . . , up, d1, . . . , dd),
...
ym =hm(x1, x2, . . . , xn, u1, u2, . . . , up, d1, . . . , dd),
(2.2)
where x˙i denotes the derivative of xi with respect to time variable t. x1, x2, . . . , xn
are called state variables and represent the memory that the dynamical system has of
its past. u1, u2, . . . , up are the specified input variables. d1, d2 . . . , dd are the unknown
and unpredictable disturbance impacting the system. y1, y2, . . . , ym are the output
variables and comprises of variables which are of particular interest in the analysis of
the dynamical system. These are variables that can generally be physically measured
or variables that are required to behave in a specified manner. (2.1) is called the state
equation and (2.2) is called the output equation. Together these equations constitute
10
SYSTEM
x˙ =f(x, u, d)
y =h(x, u, d)
d
u y
Fig. 1. A representation of the physical system.
a state-space description/representation of the model of the physical system.
These equations can be represented in a vector form as
x˙ =f(x, u, d),
y =h(x, u, d),
where x is the state vector with components xi, u is the input vector with components
ui, y is the output vector with components yi, d is the disturbance vector impacting
the system and f and h are vector valued functions with components fi and hi
respectively. The dimension of the state variable x is referred to as the order of the
system (plant). If p = 1 and m = 1 the plant is referred to as a Single Input Single
Output (SISO) plant. If p > 1 and m = 1 it is referred to as the Multiple Input
Single Output (MISO) plant. If p = 1 and m > 1 it is referred to as the Single Input
Multiple Output (SIMO) plant. If p > 1 and m > 1 it is referred to as the Multiple
Input Multiple Output (MIMO) plant.
Fig. 1 shows a state-space representation of the physical system.
The purpose of designing the control action u is to change the qualitative nature
of the solutions of the dynamical system. The control action u has to be designed
so as to make certain physical variables of a system (plant) behave in a prescribed
manner despite the presence of uncertainties in the plant model and disturbances
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acting on the plant.
Control is usually achieved by some form of feedback, in which the required
control action, u, is generated by some device (controller) whose inputs are the mea-
surements from the plant. If these measurements are the state variables, x, then the
resulting control scheme is called a state feedback control scheme. In many cases, the
state variables may not be directly available for measurement, or it may not be eco-
nomically feasible to do so. In these cases the output of the plant are considered to be
the measurements. If the device (controller) is itself modeled as a dynamical system,
the resulting scheme is called a dynamic output feedback and can be represented by
ξ˙ =g(ξ, y),
u =η(ξ, y).
The dimension of the vector ξ is called the order of the controller. If the control input
u is not the output of a dynamical system, the resulting controller is called a static
output feedback controller. Fig. 2 depicts the general feedback schemes.
SYSTEM
x˙ =f(x, u, d)
y =h(x, u, d)
d
Controller
u y
(a) State feedback system.
SYSTEM
x˙ =f(x, u, d)
y =h(x, u, d)
d
Controller
u y
(b) Output feedback system.
Fig. 2. Feedback control systems.
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The two fundamental issue in the design of a control system are stability and
performance of the closed loop system. The controller must be designed such that it
guarantees the stability of the closed loop system. Stability of the closed loop system
is a loosely used term in control theory and it actually means that the zero state is
asymptotically stable. The performance of a closed loop system refers to its ability
to track reference signals closely and reject disturbances. The controller has to be
designed such that the controlled outputs can be set to prescribed values (references)
despite the presence of disturbances signals.
B. Feedback Stabilization of Linear Systems
This dissertation further imposes restriction on the plant and the controller. It is
assumed that the plant and controller are linear and time invariant. This is the
only class of systems for which any reasonable theory for controller design has been
developed. Under this assumption the plant and the controller can be represented
with a set of linear ordinary differential equations with constant coefficients. Under
these assumptions, the system can be written as,
Plant: x˙p = Apxp +Bpu,
y = Cpxp.
Controller: x˙c = Acxc +Bcu,
y = Ccxc.
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Closed loop:
 x˙p
x˙c
 =
 Ap BpCc
BcCp Ac

︸ ︷︷ ︸
Acl
xp
xc
 .
The above equation are written by setting the external input (reference) to the plant
to be zero. Let np be the size of the state vector xp. It represents the order of the
plant. Similarly, the size nc of xc represent the order of the controller. The order of
the closed loop system is given by np + nc.
The controller has to be designed such that it guarantees the stability of the
closed loop system. By stability of the closed loop system, it is meant that the zero
state is asymptotically stable. Basic results from linear system theory [13] indicate
that the above system is asymptotically stable if and only if all eigenvalues of Acl
have negative real parts (i.e. <(λj) < 0, j = 1, . . . , np + nc).
Since we are considering linear time invariant systems, they can be represented
using Laplace transformations (Fig. 3). The plant and the feedback controller can be
represented by the rational proper transfer function matrices G(s) and C(s) respec-
tively. These can be written as
G(s) = D−1p (s)Np(s) and C(s) = Nc(s)D
−1
c (s)
where Nc(s), Dc(s), Np(s) and Dp(s) are polynomial matrices in the complex variable
s. The characteristic polynomial of the closed loop system is
δ(s) = det [Dp(s)Dc(s) +Np(s)Nc(s)] .
The characteristic polynomial can also be represented as
δ(s) = det [sI − Acl] .
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It can be easily shown that the eigenvalues of Acl coincide with the roots of the
characteristic polynomial, δ(s). Hence, the closed loop system is stable if and only
if δ(s) is Hurwitz, i.e., all its roots have negative real parts. Laplace transformation
allows one to check the stability of a solution of the nth order differential equations
with constant coefficients through an algebraic problem of determining whether the
characteristic polynomial is Hurwitz.
C(s) = Nc(s)D
−1
c (s)
Controller
G(s) = D−1p (s)Np(s)
Plant
U(s)R(s)+ E(s) Y (s)
−
ym
D(s)
Fig. 3. Output feedback control system (Laplace Domain).
The design of stabilizing controllers can be done in many ways such as linear
quadratic regulator, observer based state feedback and pole placement. These and
other modern controller design schemes provide optimal controllers of high order that
cannot handle the constraint of fixed order or structure and can have severe structural
and sensitivity problems [10, 14]. If the desired controller required the determination
of only one unknown parameter, then various classical methods, such as the root locus
technique, the Nyquist stability criterion, and the Routh Hurwitz criterion could be
effectively used. The root locus and the Nyquist stability criterion are graphical in
nature, whereas the Routh-Hurwitz criteria provides an algebraic solution. Routh-
Hurwitz criteria can be used to formulate the problem of fixed-order controllers,
but it requires the simultaneous solution of a system of nonlinear equation in the
controller parameters. The present state of art in control and optimization theory
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cannot provide a systematic and computationally tractable procedure to approximate
the set of stabilizing controllers of fixed order.
C. Mathematical Preliminaries
The problem of ascertaining the stability of a linear time invariant system reduces to
the determination of the conditions under which a given real characteristic polynomial
has all roots with negative real parts. This problem has been considered for over
one hundred and fifty years. One of commonly used criteria is the Routh-Hurwitz
criteria [15, 16]. There are other conditions for determining whether a polynomial is
Hurwitz, and one of them, the Hermite-Biehler theorem predates the Routh-Hurwitz
criteria. In 1856, Hermite [17] related the location of the roots of a polynomial with
respect to a real line to the signature of a particular quadratic form. In this section,
Hermite-Biehler theorem and its generalizations are provided and this theorem will
be used extensively in this dissertation. Other root counting results, namely, the
Descartes’ rule of signs and its generalization are also provided.
1. Hermite-Biehler Theorem for Real Polynomials
Let P (s) = ans
n + an−1sn−1 + . . .+ a1s+ a0 be a real polynomial of degree n. Write
P (jw) := Pe(w
2) + jwPo(w
2), where Pe and Po are polynomials with real coefficients.
The degrees of polynomials Pe and Po are ne and no respectively in w
2; specifically,
if n is odd, ne = no =
n−1
2
and if n is even, ne =
n
2
and no = ne − 1. Let we,i, wo,i
denote the ith positive real roots of Pe and Po respectively.
Lemma 1. If P (s) is Hurwitz, then all its coefficients are non-zero and have the
same sign, either all positive or all negative.
Proof. Let s1, s2, . . . , sn be the roots of P (s), and let s
′
j be the real roots and let s
′′
k
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the complex roots. Then,
P (s) = an
∏
j
(s− s′j)
∏
k
(s− s′′k)
= an
∏
j
(s− s′j)
∏
k
(s2 − 2<(s′′k)s+ |s
′′
k|2).
Since, all s
′
j and <(s′′k) are negative, one can obtain only positive coefficients for the
powers of s when we compute the product of the monomials. Hence, all the coefficients
of P (s) must be of the same sign.
Lemma 2. If P (s) is Hurwitz, then arg [P (jw)], also called the phase of P (jw), is
a continuous and strictly increasing function of w on (−∞,∞). Moreover the net
change in phase from −∞ to ∞ is
arg [P (j∞)]− arg [P (−j∞)] = npi.
Proof. Let s1, s2, . . . , sn be the roots of P (s). Then,
P (s) = an
n∏
i=1
(s− si), with si = ai + jbi and ai < 0.
Then,
arg [P (jw)] = arg [an] +
n∑
i=1
arg [jw − ai − jbi] ,
= arg [an] +
n∑
i=1
arctan
[
w − bi
−ai
]
.
Since, for each root si, the term arctan
[
w − bi
−ai
]
is a continuous and strictly increasing
function of w on (−∞,∞), it follows that arg [P (jw)] is also a continuous and strictly
increasing function of w on (−∞,∞). The change in phase due to each root, as w
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varies from −∞ to ∞ is
lim
w→∞
arctan
[
w − bi
−ai
]
− lim
w→−∞
arctan
[
w − bi
−ai
]
=
pi
2
− −pi
2
= pi.
Hence the net change in phase of P (jw) from −∞ to ∞ is
arg [P (j∞)]− arg [P (−j∞)] = npi.
Lemma 3. Mikhailov stability criteria: The polynomial P (s) is Hurwitz if and
only if the frequency response plot (plot of P (jw)) starts on the real axis and passes
through exactly n quadrants in the counterclockwise direction as w increases from −∞
to ∞.
The proof follows directly from Lemma 2.
The Hermite-Biehler theorem for real polynomials may be stated as follows:
Theorem 1. Hermite-Biehler Theorem for real polynomials: A real polyno-
mial P (s) is Hurwitz iff
1. The constant coefficients of Pe(w
2) and Po(w
2) are of the same sign,
2. All roots of Pe(w
2) and Po(w
2) are real and distinct; the positive roots interlace
according to the following:
• if n is even:
0 < we,1 < wo,1 < · · · < wo,ne−1 < we,ne
,
• if n is odd:
0 < we,1 < wo,1 < · · · < we,ne < wo,ne
.
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Proof. (Necessity) By Lemma 1 since all coefficients of P (jw) are of the same sign,
the constant coefficient of Pe(w
2) and Po(w
2) will also be of the same sign. Now,
wherever the frequency response plot intersects the imaginary axis, the value of w
is a root of Pe(w
2) and where it intersects the real axis, the value of w is a root of
Po(w
2). Hence, by Mikhailov stability criteria, the interlacing condition holds (See
Fig. 4).
=
<w ≡ 0
we1
wo1
we2
wo2
we3
wo3
we4
Fig. 4. Mikhailov plot.
(Sufficiency) Suppose there exists a polynomial P (s) = Pe(s
2) + sPo(s
2) which
satisfies the conditions 1 and 2 stated above. Consider a one parameter family of
polynomial, P (s, α) = Pe(s
2) + sαPo(s
2), α > 0. Since the roots of Pe(s
2) and Po(s
2)
interlace, the roots of the even and odd parts of P (s, α) also interlaces. Note, that
since the constant coefficient of Pe(s
2) and Po(s
2) are of the same sign (without loss
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of generality, we consider them to be positive), and since α is positive, the polynomial
P (s, α) cannot have a root on the imaginary axis. Hence the root distribution (number
of roots with positive and negative real parts) remains the same.
We will show that for all α, P (s, α) is Hurwitz, and thus prove that P (s) is Hurwitz.
Suppose n is even. Consider the following root locus problem:
1 + α
sPo(s)
Pe(s)
.
The poles and zeros of
sPo(s)
Pe(s)
lie on the imaginary axis and they interlace according
to,
−we,ne < −wo,ne−1 < · · · < −we,1 < 0 = w∗ < we,1 < wo,1 < · · · < wo,ne−1 < we,ne .
Due to the zero at 0, and no other pole or zero on the real axis, a branch of the root
locus exists on the real axis to the left of 0, i.e. in [−∞, 0] on the real axis. The angle
of departure from any pole, jwej will be
180◦ +
∑
i 6=j
(∠woi − ∠wei) + ∠woj − ∠w∗ = 180◦.
Similarly, the angle of arrival at any zero will be 0◦. The branches of the root locus
from the poles at jwe1 and −jwe1 goes to the zeros at 0 = w∗ and −∞. The other
branches goes from −we,j to −wo,j−1 and we,j to wo,j−1, for j = 2, · · · , ne. The root
locus is shown in Fig. 5 and it follows that for all α > 0, P (s, α) is Hurwitz, and thus
P (s) is Hurwitz.
If n is odd, then the root locus of 1+α∗
Pe(s)
sPo(s)
, α∗ =
1
α
shows that P (s, α) is Hurwitz.
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Fig. 5. Root locus.
2. Hermite-Biehler Theorem for Complex Polynomials
Let P (s) be a polynomial with complex coefficients; the number of its roots in the
left half plane is the same as the number of roots of the polynomial P (jw) in the
upper half plane, (i.e., number of roots with positive imaginary parts). Hermite
considered exactly the same problem of counting the roots of a complex polynomial
in the upper half plane [18]; the Hermite-Biehler theorem for real polynomials stated
in the previous subsection is a special case.
Let P (jw) = Pr(w) + jPi(w). where Pr(s) and Pi(s) are polynomials with real
coefficients. Without loss of generality, one may assume that Pr(w) and Pi(w) to be
of degree n. Let wr1, wr2, . . . , wrn be the roots of Pr(w) and wi1, wi2, . . . , win be the
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roots of Pi(w). The Hermite Biehler theorem for complex polynomials may then be
stated as:
Theorem 2. Hermite-Biehler Theorem for complex polynomials: The poly-
nomial P (s) is Hurwitz if and only if all roots Pr(w) and Pi(w) are real and interlace
according to the following:
• If the leading coefficient of Pr(w) and Pi(w) are of the same sign, then
−∞ < wr1 < wi1 < wr2 < wi2 < . . . < wrn < win <∞.
• If the leading coefficient of Pr(w) and Pi(w) are of the same sign, then
−∞ < wi1 < wr1 < wi2 < wr2 < . . . < win < wrn <∞.
The proof of the Hermite-Biehler Theorem for complex polynomials is a straight-
forward extension of that of the real case. The essential idea is that the Mikhailov
plot (P (jw)) of a complex Hurwitz polynomial P (s) must go through 2n quadrants
in the counterclockwise direction as w increases from −∞ to ∞. The first condition
given above corresponds to the Mikhailov plot starting in the first or third quadrant
at w = −∞. The second condition given above corresponds to the Mikhailov plot
starting in the second or fourth quadrant at w = −∞.
3. Descartes’ Rule of Signs and Its Generalizations
Descartes’ rule of signs, first described by Rene Descartes in 1637 in his work La
Geometrie, is a technique for determining the number of positive real roots of a
polynomial. The Descartes’ rule of signs [19, 20] may be stated as follows:
Theorem 3. Descartes’ Rule of Signs: Let
P (s) = p0 + p1s+ . . .+ pns
n,
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be a nth degree real polynomial (pn 6= 0). Then:
1. The number of positive, real roots of P (s) is at most equal to the number of the
variations in sign of the sequence of its coefficients p0, p1, . . . , pn; moreover, if
the number of positive roots is less than the number of variations, the difference
is an even number.
2. If P (s) has all real roots, then the number of variations in sign of the sequence
of coefficients equals the number of real, positive roots of P (s).
Proof. There are different ways to prove the first part Descartes’ Rule of Signs, see
the subsections on Descartes’ Rule of Signs in Chapter V of [20] and section 1 of [19].
Without loss of generality one can delete the roots of P (s) at zero, hence we
assume that p0 6= 0. Also, assume that the leading coefficient pn of P (s) is unity,
since, division of P (s) by a nonzero real number neither influences the location or
number of the variations in sign of the sequence of its coefficients, nor the location
of its roots. If p0 > 0, then the variations in sign of the sequence of its coefficients
must be even, since the first and last coefficient of P (s) are both positive. Moreover,
the number of real positive roots (counted with multiplicity) must also be even, since
P (0) > 0 and P (s) is also positive for very large s. Similar arguments show that if
p0 < 0, then the number of variations in sign of the sequence of its coefficients is odd
and the number of positive roots is odd. Hence, the number of the variations in sign
of the sequence of its coefficients and number of roots have the same parity.
Let a be a positive root of P (s), and P (s) = (s− a)Q(s), with
Q(s) = sn−1 + qn−2sn−2 + ...+ q1s+ q0.
Here, qn−1 = 1, since we’ve assumed pn is 1. Also,
−aqn−k + qn−k−1 = pn−k for k = 1, 2, . . . , n− 1,
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and
−aq0 = p0.
Now, as we work down from the highest-degree terms, we find that at every
variation in the signs of qj and qj−1, pj has the same sign as qj−1. Now suppose
there are m variations in signs of qj, j = 0, . . . , n− 1, then there will at least m sign
changes in the sequence pj, j = 1, . . . , n. Since, p0 is the opposite sign of q0, it follows
that P (s) has at least m+ 1 variations in the sign of the sequence of its coefficients.
Moreover, due to the parity condition, any additional sign changes has to come in
pairs.
Hence, if P (s) has exactly l real positive roots, and let
P (s) =
(
l∏
i=1
(s− ai)
)
Qn−l(s),
then P (s) has at least l variations in the sign of the sequence of its coefficients. Note
that as Qn−l(s) has no real positive roots and thus, due to the parity condition, has
an even number of variations in the sign of the sequence of its coefficients.
Proof of second part: Suppose P (s) has all real roots; then P (s) may be ex-
pressed as pn(s+ a1) . . . (s+ ar)Qˆn−r(s), where a1, . . . , ar > 0 and Qˆn−r(s) is a monic
polynomial that has all real, positive roots. (Without any loss of generality, one can
delete the roots of P (x) at zero). It will be shown that, if Vk is the number of varia-
tions (in the sign of the coefficients) of Pˆk(s) := pn(s+a1)(s+a2) . . . (s+ak)Qˆn−r(s),
then Vk = n− r for k = 1, . . . , r. The following will be established:
1. Vk ≥ Vk+1 ≥ n− r, k = 1, . . . , r, and
2. V1 = n− r to complete the proof.
Consider Pˆk+1(s) = (s + ak+1)Pˆk(s); the number of variations of Pˆk(s) is the same
as the number of variations of Pˆk(ak+1s) and therefore, the number of variations of
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Pˆk+1(ak+1s) is the same as the number of variations of ak+1(s+1)Pˆk(ak+1s). Suppose
Pˆk(ak+1s) = q0 + q1s+ . . .+ qn+k−rsn+k−r. Then, (s+ 1)Pˆk(ak+1s) = q0 + (q1 + q0)s+
(q2 + q1)s
2 + . . .+ (qn+k−r + qn+k−r−1)sn+k−r + qn+k−rsn+k−r. Since qi + qi−1 is of the
same sign as either qi or qi−1, adding qi + qi−1 in between qi and qi−1 in a sequence
{q0, q1, · · · , qi−1, qi, · · · , qn+k−r} will not change the number of variations in the
sign as one moves from the left to the right. In other words, Vk is the same as the
variations of the following sequences:
{q0, q1, · · · , qi−1, qi−1 + qi, qi, · · · , qn+k−r},
and hence,
{q0, q1 + q0, q1, q1 + q2, · · · , qi−1, qi + qi−1, qi, · · · ,
· · · qn+k−r−1, qn+k−r + qn+k−r−1, qn+k−r}.
Since dropping terms in the sequence does not increase the number of variations
in the sign of the terms, Vk is greater than or equal to the number of changes in sign
of
{q0, q1 + q0, q1 + q2, · · · , qi + qi−1 · · · , qn+k−r + qn+k−r−1, qn+k−r},
which equals Vk+1. Therefore, Vk ≥ Vk+1. By the first part Vk ≥ n − r for every
k = 1, . . . , r.
In particular, V1 ≥ n− r and V1−n+ r is a positive, even number. However, Pˆ1
is a polynomial of degree n + 1− r and hence, V1 ≤ n + 1− r. Therefore, V1, being
an integer, can only equal n− r.
Theorem 4. Poincare´’s generalization: The number of sign changes in the coef-
ficients of (s+1)kP (s) is a non-increasing function of k; for a sufficiently large k, the
number of sign changes in the coefficients exactly equals the number of real, positive
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roots of P (s).
Proof. The proof of the generalization due to Poincare´ is given in [20]. The essential
idea of the proof provided in [20] is that, for a sufficiently large k, the number of
sign changes of the coefficients of (s + 1)kP (s) is the same as the number of sign
changes of the sequence of values an associated polynomial R(u) takes at u = l
k
, l =
1, 2, . . . , k − 1; the associated polynomial R(u) is defined as follows:
R(u) = (1− u)nP ( u
1− u)
In other words, Poincare´’s scheme samples the polynomial R(u) uniformly with a grid
width of 1
k
and examines the variations in the value of the polynomial at these points.
Clearly, for a sufficiently fine grid, the number of sign variations in the sampled values
of R(u) exactly equals the number of roots of R(u) in (0, 1), and this is equal to the
number of real, positive roots of P (s).
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CHAPTER III
STABILIZING CONTROLLERS FOR LINEAR-TIME INVARIANT PLANTS
The problem of fixed-order stabilization of a Linear-Time Invariant (LTI) dynamical
system is one of the most important open problems in control theory [21]. It has
attracted significant attention over the last four decades [22, 23]. This problem may
be simply stated as follows: Given a finite-dimensional LTI dynamical system, is there
a set of stabilizing proper, rational controllers of a given order? This set is the basic
set in which all design must be carried out. Despite many results concerning this
problem, there is no systematic procedure for synthesizing a fixed-order controller.
This chapter describes a new approach to the synthesis of fixed structure (in-
cluding fixed order) controllers which are required in many practical applications.
A broad class of fixed structure controller synthesis problems can be reduced to
the determination of a real controller parameter vector (or simply, a controller),
K = (k1, k2, . . . , kl), which render a set of real polynomials Hurwitz, where
each member of the set is of the form:
P (s,K) = Po(s) +
N∑
l=1
klPl(s) (3.1)
The assumption of linear dependence on K, albeit restrictive, applies at least to
all compensator design problem for single-input/single-output, single-input/multi-
output or multi-input/single-output plants.
A. Relation to Current State of Knowledge
The problem of fixed structure controller synthesis can be posed as the feasibility of a
set of polynomial inequalities in the controller parameters through the Routh-Hurwitz
criterion and is shown to be decidable by Anderson et. al [24] using the Quantifier
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Elimination (QE) technique of Tarski and Seidenberg. However, this method is not
computationally tractable. A good survey of the attempts to solve this problem and a
related problem of Static Output Feedback (SOF) stabilization is given in [22, 21, 23]
and the references therein. Recent work on control system design using QE technique
is in [25]. The associated problem of pole placement is presented in [26, 27, 28].
The set of all fixed order/structure stabilizing controllers is non-convex in general
and can even be disconnected in the space of controller parameters [29, 8]. This is
a source of difficulty in its computation. In [30], the Hermite-Biehler theorem is
used in getting an approximation of the set of all stabilizing PID controllers for SISO
plants. The basic idea is to make the Mikhailov plot [31, 8] of the characteristic
polynomial go through an appropriate number of quadrants in the counterclockwise
direction. For a fixed proportional gain, the frequencies at which the Mikhailov plot
cuts the real axis is fixed; requiring the imaginary part to take appropriate signs
at these frequencies is tantamount to making the Mikhailov plot go through the
required number of quadrants; however, this is equivalent to solving a linear program
in the other two parameters. The approximation is completed by sweeping through
the allowable values of the proportional gain. In [32], the D-decomposition technique
(see [31]) is used for the synthesis of first order stabilizing controllers for discrete-time
systems.
In [33], another interesting route to approximating the set of stabilizing con-
trollers is presented. This approach combines ideas from Strict Positive Realness,
positive polynomials written as sum of squares (SOS) and LMIs. This approach also
considers characteristic polynomials that are linear in the parameters of the con-
troller. This approximation is an inner approximation of the set as it is based on the
following sufficient condition for stabilization: Given a (central) polynomial Q(s), a
characteristic polynomial, P (s), is Hurwitz if the rational transfer function P (s)
Q(s)
is
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SPR; using the condition of [34], the SPR condition is translated to the condition
that an associated polynomial, P (jw)Q∗(jw) +Q(jw)P ∗(jw)− 2γQ∗(jw)Q(jw) ≥ 0
for some γ > 0. By using techniques from [35], the associated polynomial is written
as sum-of-squares, which then is expressed as an LMI in the controller parameters.
The feasible set of the LMI is convex and is an inner approximation to the set of
stabilizing controllers.
The parametrization of all stabilizing controllers of fixed order via Quadratic
Lyapunov Functions is presented in [36]. It is accomplished through the use of two
coupled Riccatti equations, one for P and the other for P−1, where P is a symmetric
matrix. However, this parametrization requires the determination of a fixed order
controller a priori. In [37], the synthesis of a low order stabilizing controller is posed
as the feasibility of a pair of LMIs with a coupling rank constraint. This constraint
is convex for the full order controller synthesis problem but is not convex for the
low order controller synthesis problem. Alternating projections are then used to
synthesize a low order controller; the convergence of alternating projections is local
owing to the non-convex nature of the coupling constraint.
The LMI approach for synthesizing SOF controller is also adopted in [38, 39,
40]. In [38], a cone complementary linearization algorithm is used to obtain a SOF
stabilizing controller, whose order is guaranteed to be less than or equal to n −
max{nu, ny}, where n is the order of the plant, nu and ny are the number of inputs
and outputs respectively of the plant, a generic stabilizability result of [28]. The
authors of [38] indicate that often they find controller order less than or equal to
n− nu − ny + 1 matching the generic stabilizability result of [26].
Linear Quadratic Regulator (LQR) theory is employed in [41, 42, 43, 44, 45] to
develop necessary and sufficient conditions for the existence of a stabilizing static
output feedback for a given LTI system. In [46], an iterative method is provided for
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the computation of a stabilizing controller; however, convergence of the iteration is
not guaranteed. Output feedback controller synthesis based on a specified degree of
sub-optimality is presented in [47, 48].
Gradient based techniques for the synthesis of stabilizing SOF controllers is pre-
sented in [49], where a characteristic polynomial, whose coefficients are affine in
controller parameters, is considered. A gradient update scheme for the controller
parameters is proposed based on the minimization of the spectral radius of the char-
acteristic polynomial. Since the spectral radius is not necessarily a convex function
of the controller parameters, the gradient scheme may yield local optima.
A necessary condition for a polynomial to be Hurwitz is that all the coefficients of
the polynomial be of the same sign. In particular, if the coefficients of the closed loop
polynomial are linear functions of the controller parameters, this necessary condition
can be equivalently expressed as the feasibility of two linear programs, since the coef-
ficients can all be negative or positive. One may view the union of the feasible sets of
the two linear programs as an outer approximation of the set of stabilizing controllers.
In [50], this approach was taken to arrive at a lower bound on the minimal order of
stabilization. A further refinement of this approach was taken up in [51], where a
sufficient condition for the existence of a fixed order controller was established by re-
quiring that the distance of a given Hurwitz polynomial, δ from the achievable closed
loop characteristic polynomials be less than the stability radius of the polynomial δ.
In [52], the interior of the monotone increasing (convex) non-negative cone of n
frequencies is bijectively mapped into the set of all Hurwitz polynomials of degree n.
This is a convex parametrization. However, all Hurwitz polynomials of order n may
not be achievable closed loop polynomials, especially with controllers of fixed order.
Nevertheless, by working in the space of frequencies, one can produce approximations
to the stabilizing set which are unions of convex sets. This approach to approximating
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the set of stabilizing controllers of a fixed order using linear programming techniques
was initiated in [53].
The given approach differs from the contributions in the literature on this prob-
lem in its exploitation of the Interlacing Property of Hurwitz polynomials to approx-
imate the stabilizing sets. This leads to a systematic approach to the construction
of the sets of stabilizing controllers of a fixed order using polyhedral sets. The set
of all stabilizing controllers is approximated by the union of the feasible sets of sys-
tematically constructed (finite) linear programs. The approximation can be made
arbitrarily accurate by increasing the number of feasible sets of linear programs. The
main tools that are used in the construction of the sets of linear inequalities are
the Hermite-Biehler theorem, Descartes’ Rule of Signs and its generalization due to
Poincare´.
B. Synthesis of Sets of Stabilizing Controllers
In this section, the Interlacing Property (IP) of Hurwitz polynomials is used to sys-
tematically generate sets of controllers in the parameter space and contained in S.
This approach leads to sets of Linear Programs (LPs). The procedure proposed here
for generating the set of all fixed order controllers using the feasible sets of LPs can
be applied to discrete-time LTI plants also.
1. On Characterizing the Set of Stabilizing Controllers via Linear Programming
Let P (s,K) be a real closed loop characteristic polynomial whose coefficients are
affinely dependent on the design parameters K. Write P (jw,K) := Pe(w
2, K) +
jwPo(w
2, K), where Pe and Po are polynomials with real coefficients. The degrees
of polynomials Pe and Po are ne and no respectively in w
2; specifically, if n is odd,
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ne = no =
n−1
2
and if n is even, ne =
n
2
and no = ne − 1. Let we,i, wo,i denote the ith
positive real roots of Pe and Po respectively.
The Hermite-Biehler theorem for real polynomials was stated in the previous
chapter (Theorem 1). The set S = {K : P (s,K) is Hurwitz} is, therefore, the set of
all controllers, K, that simultaneously satisfy conditions (1) and (2) of the Hermite-
Biehler theorem. The following version of the Hermite-Biehler theorem poses the
problem of rendering P (s,K) Hurwitz through a choice of n− 1 frequencies. By way
of notation, the polynomials Pe and Po are represented compactly in the following
form, owing to the affine dependence of their coefficients on the controller parameter
vector K:
Pe(w
2, K) =
[
1 w2 · · · w2ne
]
∆e
 1
K
 , (3.2)
Po(w
2, K) =
[
1 w2 · · · w2no
]
∆o
 1
K
 . (3.3)
In (3.2) and (3.3), ∆e and ∆o are real constant matrices that depend on the plant
data and the structure of the controller sought; they are respectively of dimensions
(ne+1)×(l+1) and (no+1)×(l+1), where, for n odd, we have ne = no = n−12 , and for
even n, we have ne =
n
2
, no = ne−1; l is the size of the controller parameter vector. For
i = 1, 2, 3, 4, let Ci and Si be diagonal matrices of size n; the (m+ 1)
st diagonal entry
of Ci is cos
(
(2i−1)pi
4
+ mpi
2
)
and the corresponding entry for Si is sin
(
(2i−1)pi
4
+ mpi
2
)
.
For any given set of n distinct frequencies, w0 < w1 < · · · < wn−1, and for any integer
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m define a Vandermonde-like matrix, V (w0, w1, . . . , wn−1,m), as:
V (w0, w1, . . . , wn−1,m) :=

1 w20 . . . w
2m
0
1 w21 . . . w
2m
1
...
...
...
...
1 w2n−1 . . . w
2m
n−1

.
The following theorem characterizes the set of stabilizing controllers can be char-
acterized in terms of (n− 1) frequencies:
Theorem 5. There exists a real control parameter vector K = (k1, k2, · · · , kl) so
that the real polynomial
P (s,K) := P0(s) + k1P1(s) + . . .+ klPl(s)
= pn(K)s
n + pn−1(K)sn−1 + · · ·+ p0(K)
is Hurwitz iff there exists a set of n− 1 frequencies, 0 = w0 < w1 < w2 < w3 < · · · <
wn−1, so that one of the following two Linear Programs (LPs) is feasible:
CiV (w0, w1, . . . , wn−1, ne)∆e
 1
K
 > 0,
SiV (w0, w1, . . . , wn−1, no)∆o
 1
K
 > 0.
(3.4)
for i = 1, 3.
Moreover, the union of the feasible sets of the above LPs corresponding to all such
sets of frequencies (0 < w1 < w2 < . . . < wn−1) is the set of all stabilizing controllers.
Proof. The first condition of the Hermite-Biehler theorem requires that the constant
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coefficients of Pe and Po be of the same sign. This condition implies that
Pe(0, K) > 0, Po(0, K) > 0 or
Pe(0, K) < 0, Po(0, K) < 0.
For w0 = 0, the condition Pe(0, K) > 0, Po(0, K) > 0 is equivalent to
[
1 0 · · · 0
]
V (w0, . . . , wn−1, ne)∆e
 1
K
 > 0,
[
1 0 · · · 0
]
V (w0, . . . , wn−1, no)∆o
 1
K
 > 0.
The second condition of the Hermite-Biehler theorem is equivalent to the existence of
n− 1 frequencies, 0 < w1 < w2 < · · · < wn−1 such that the roots of the even polyno-
mial, Pe, lie in (0, w1), (w2, w3), (w4, w5), . . . , while the roots of the odd polynomial,
Po, lie in (w1, w2), (w3, w4), . . . .
If Pe(0, K) > 0, Po(0, K) > 0, then the placement of roots will require Pe(w
2
1, K) <
0, Pe(w
2
2, K) < 0, Pe(w
2
3, K) > 0, Pe(w
2
4, K) > 0, . . . and Po(w
2
1, K) > 0, Po(w
2
2, K) <
0, Po(w
2
3, K) < 0, Po(w
2
4, K) > 0, . . ..
In other words, the signs of Pe(w
2
j , K) and Po(w
2
j , K) are the same as that of
cos(pi
4
+ j pi
2
) and sin
(
pi
4
+ j pi
2
)
respectively. Therefore, for the case when Pe(0, K) >
0, Po(0, K) > 0,
cos
(pi
4
+ j
pi
2
)
Pe(w
2
j , K) > 0 and sin
(pi
4
+ j
pi
2
)
Po(w
2
j , K) > 0.
Thus, for Pe(0, K) > 0, Po(0, K) > 0, by putting the inequality conditions together,
there exists a stabilizing controller K iff there exists a set of (n − 1) frequencies
0 < w1 < . . . < wn−1 such that the Linear Program (LP) given by (3.4) is feasible for
i = 1.
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Similarly Pe(0, K) < 0, Po(0, K) < 0 corresponds to the case i = 3 and the Linear
Program (LP) given by equation (3.4) is feasible for a stabilizing controller K.
Remark 1. If for some (n− 1) tuples of frequencies, 0 = w0 < w∗1 < w∗2 < w∗3 < · · · <
w∗n−1, one of the LPs in (3.4) is feasible, then the solution to the LP provides a convex
subset of the set of stabilizing controllers.
Remark 2. The problem of determining the set of all stabilizing controllers can be
posed as the search for all possible n tuples ((n − 1) tuples of frequencies and the
binary number indicating the sign of the coefficients of the characteristic polynomial),
whose corresponding LP is feasible.
As can be seen from the LPs given by (3.4), one can associate with every linear
program an n− 1 tuple of frequencies and a binary number which indicates the sign
of the coefficients of the characteristic polynomial. The frequency information is used
in constructing the Vandermonde matrix V and the sign information is used in the
choice of C1, S1 or C3, S3.
Remark 3. If the characteristic polynomial is monic, then only the LP corresponding
to i = 1 needs to be considered for checking the feasibility; the LP corresponding
to i = 3 will not be feasible since all the coefficients of a characteristic polynomial
must be of the same sign - in particular, if the characteristic polynomial is monic, the
coefficients Pe(0, K) and Po(0, K) must also be positive.
Remark 4. Let w∗e,i, w
∗
o,i denote the i
th positive real roots of Pe and Po respectively for
a stabilizing controller K∗. Then for any (n−1) tuples of frequencies, w1, w2 . . . , wn−1
such that w1 ∈ (w∗e,1, w∗o,1), w2 ∈ (w∗e,2, w∗o,2) . . ., one of the LPs in (3.4) will be feasible
and the solution will provide a set of controllers which contains K∗.
Remark 5. Let S1,S2 be the feasible sets of LPs described by equation (3.4) and
corresponding to the cases i = 1 and i = 3 respectively. Then,
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• S1 is exactly the set of all controllers K which place the positive roots of
Pe(w
2, K) and Po(w
2, K) alternately in the intervals
(0, w1), (w1, w2), · · · , (wn−2, wn−1)
and contained in the intersection of half spaces Pe(0, K) > 0, Po(0, K) > 0.
• S2 is exactly the set of all controllers K which place the positive roots of
Pe(w
2, K) and Po(w
2, K) alternately in the intervals
(0, w1), (w1, w2), · · · , (wn−2, wn−1)
and contained in the intersection of half spaces Pe(0, K) < 0, Po(0, K) < 0.
• ⋃2i=1 Si is exactly the set of all controllers K which place the positive roots of
Pe(w
2, K) and Po(w
2, K) alternately in the intervals
(0, w1), (w1, w2), . . . , (wn−2, wn−1).
Remark 6. The problem of simultaneous stabilization of two or more SIMO/MISO
plants can be naturally accommodated with the proposed procedure; it is equivalent to
finding the intersection of the set of stabilizing controllers of fixed order for each plant.
This can be accomplished using linear programming, since one is now intersecting a
finite number of sets, each of which is approximated using a union of polyhedral sets.
We now proceed to develop a computational procedure for Theorem 5. The idea
for the systematic search for the n− 1 tuples of frequencies came from the proofs of
the Poincare´’s generalization of Descartes’ rule of signs. Descartes’ rule of signs and
its generalization also form a basis for formulation of outer approximation.
The essential idea of the proof of the generalization by Poincare´ to Descartes’ rule
of signs provided in [20] is that, for a sufficiently large k, the number of sign changes
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of the coefficients of (s + 1)kP (s) is the same as the number of sign changes of the
sequence of values an associated polynomial R(u) takes at u = l
k
, l = 1, 2, . . . , k − 1;
the associated polynomial R(u) is defined as follows:
R(u) = (1− u)nP ( u
1− u).
In other words, Poincare´’s scheme samples the polynomial R(u) uniformly with a grid
width of 1
k
and examines the variations in the value of the polynomial at these points.
Clearly, for a sufficiently fine grid, the number of sign variations in the sampled values
of R(u) exactly equals the number of roots of R(u) in (0, 1), and this is equal to the
number of real, positive roots of P (s).
This idea will be exploited in finding the sets of fixed structure stabilizing con-
trollers and the bounds on the set of all fixed structure stabilizing controllers.
2. Constructing the Set of Stabilizing Controllers
Motivated by Poincare´’s generalization of the rule of signs, we introduce the trans-
formation,
w2 =
u
1− u,
and for convenience call u as the generalized frequency. This mapping allows us to
compactify the frequency space from (0,∞) to (0, 1). We define the polynomials,
Re(u,K) =(1− u)nePe( u
1− u,K) and
Ro(u,K) =(1− u)noPo( u
1− u,K).
Using Theorem 5 and the above mapping, the problem of finding stabilizing
controllers may be posed as the problem of searching for all sets of n − 1 points,
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u1, . . . , un−1 ∈ (0, 1) such that at least one of the following two LPs is feasible:
CiDeV (
u0
1− u0 , . . . ,
un−1
1− un−1 , ne)∆e
 1
K
 > 0,
SiDoV (
u0
1− u0 , . . . ,
un−1
1− un−1 , no)∆o
 1
K
 > 0,
(3.5)
for i = 1, 3.
where De and Do be diagonal matrices whose i
th diagonal entries are (1− ui)2ne and
(1− ui)2no respectively.
The union of feasible sets of the above LPs corresponding to all possible (n− 1)
tuples, 0 < u1 < u2 < · · · < un−1 < 1, is the set of all stabilizing controllers,
S. Computationally, only finite (n − 1) tuples can be considered and hence the
computed set will be an inner approximation of the set of stabilizing controllers.
The determination of the (n− 1) tuples of generalized frequencies, corresponding to
stabilizing controllers, for the general case is a difficult and open problem. The (n−1)
tuples, leading to feasible sets, depend on the plant and the controller structure. We
provide an algorithm which systematically searches through the generalized frequency
partitions. The inputs are: (i) desired number of partitions, and (ii) plant data and
the controller structure from which LPs are constructed. One can get the inner
approximation of the set of stabilizing controllers as follows:
• Step 1: Enter plant data and controller structure. Form the matrices ∆e and
∆o. Let ntup be the number of tuples of generalized frequencies required.
• Step 2: Enter the number of partitions p.
• Step 3: Form the set of generalized frequencies 0 < u1 < u2 < . . . < up < 1.
• Step 4: Call function SOLVER(start = 1, loop = 1,U = [ 0 ], set = [ ]).
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• Step 5: If inner approximation from step 4 is satisfactory, then EXIT else
goto step 2 and increase number of partitions.
In step 1, the plant and the controller structure is entered. The characteris-
tic polynomial, affinely dependent on the controller parameter, is calculated. Then
the compact representation, i.e. ∆e and ∆o, of the even and odd polynomials are
calculated.
In Step 2 the number of partitions, p, of the interval (0, 1) is entered. The
minimum separation between the roots of even and odd polynomials of P (s,K) is
a measure of the coprimeness of the two polynomials, and hence, a measure of the
distance of the polynomial P (s,K) to a polynomial with imaginary axis roots. For
this reason, a lower bound on the minimum width of the partition (and thus the
number of partitions) is reasonable, from both a computational as well as a closed
loop robust stability point of view.
In Step 3 we partition (0, 1) using p points. Instead of choosing equally spaced
points for the partition, it is better to choose points that are bunched towards the
right end of the interval (0, 1). Hence, to obtain better results, a partition using the
positive roots of an appropriate Chebyshev polynomial is used.
In Step 4 the function SOLVER is called. This function can be described through
the following pseudo-code:
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Function : Solver(start, loop,U, set)
comment: Recursive algorithm for calculating the inner approximation
if loop > ntup
then return (set)
loop← loop+ 1;
for i← start to p
do

U← [U ui];
S1← Solve a subset of the LPs in (3.5)
if LP is feasible
then

SOLVER(i+ 1, loop,U, set)
if loop > ntup
then set← [set S1]
return (set)
The function SOLVER implements a recursive algorithm for finding an inner approx-
imation. The inputs to this function are (i) loop which is a count for the tuples of
generalized frequencies considered in each iteration. It increases from 1 to ntup. (ii)
start which is the index of the generalized frequency from which the search for the
next possible frequency in the tuple should start. For each loop, this index has to
be greater than the generalized frequency being considered in the previous loop. (iii)
U are the tuples of generalized frequencies. It starts with [0] and in loop = 1 it
becomes [0, u1]. Finally, when loop = ntup, it represents an (n − 1) tuple of gen-
eralized frequencies. (iv) set, the set of polyhedrons corresponding to all possible
(n − 1) generalized frequencies which were found. The function SOLVER uses a
pruning technique to find the feasible n − 1 tuples of frequencies. Suppose a sub-
set of the LPs in (3.5) is infeasible for 0 < u∗1 < u
∗
2, then all sets of n − 1 tuples
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0 < u∗1 < u
∗
2 < u3 < . . . < un−1 < 1 will be infeasible and can be discarded. The
outer approximation also aids in the search for all n−1 tuples of generalized frequen-
cies. The union of the feasible sets (each of which is polyhedral) corresponding to all
possible n − 1 tuples, therefore, provides an approximation of the set of stabilizing
controllers. It is an inner approximation - every element of the approximate set is a
stabilizing controller.
Step 5 lists the stopping criteria and also deals with refining the partition.
The approximation may be made more accurate by refining the partition of (0, 1),
because if K is a stabilizing controller, a partition fine enough to separate the roots of
Re(u,K) and Ro(u,K) will always capture K. This refinement is done by increasing
the number of partitions (Step 5). However, if one must increase the number of
partitions (and thus decrease the grid width) arbitrarily in order to find a stabilizing
controller of fixed order, it is quite likely that the resulting controller may not be
robust to plant or controller variations.
3. Outer Approximation
In the previous subsection, a procedure to construct LPs whose feasible set is con-
tained in S is outlined. Their union Si is an inner approximation to S. In this
subsection, a procedure is developed to generate a countable union of polyhedral
sets, So, which contains all the fixed structure stabilizing controllers. As an exam-
ple of an outer approximation, consider the scheme presented in [54]. A necessary
condition for a polynomial to be Hurwitz is that its coefficients must be of the same
sign; using this fact, Bhattacharyya and Keel [54] construct two LPs that require the
coefficients of the characteristic polynomial to be of the same sign; hence, the union
of the feasible sets, say
⋃2
i=1 Souter,i, of the two LPs is an outer approximation of the
set of all stabilizing controllers, i.e., it contains the set of all stabilizing controllers
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of the desired structure. One may ask the following question: Exactly how does the
requirement, that the coefficients of the characteristic polynomial be of the same sign,
relate to the conditions of Hermite-Biehler theorem? An answer to this question can
provide the gap between the set of the stabilizing controllers, S and ⋃2i=1 Souter,i. It
can also provide directions for tightening the outer approximation.
For the sake of a discussion on outer approximation the polynomials, Pe(w
2, K)
and Po(w
2, K), are treated as polynomials in w2. Let λ = w2 and let the ith roots
of Pe(λ,K) and Po(λ,K) be represented as λe,i and λo,i respectively. The Hermite-
Biehler theorem is applied to this polynomial. The condition, that the coefficients of
characteristic polynomial are of the same sign, ensures that the polynomials, Pe(λ,K)
and Po(λ,K) have the maximum possible number of sign changes in its coefficients, (ne
and no respectively). This is necessary, by Descartes’ rule of signs, for the polynomials
Pe and Po to have all real roots and hence, satisfy a part of the second necessary
condition of the Hermite-Biehler theorem. An easy way to tighten the requirement
that all roots of Pe and Po are positive is through the use of Poincare´’s generalization
and is stated below:
Lemma 4. If K is a stabilizing control vector, then (λ + 1)k−1Pe(λ,K) and (λ +
1)k−1Po(λ,K) have exactly ne and no sign changes in their coefficients respectively
for every k ≥ 1.
Exactly how can one use this lemma to construct an outer approximation? For
any given k ≥ 1, the polynomial (λ+ 1)k−1Pe(λ,K) is of degree ne + k− 1; requiring
ne sign changes in its coefficients is tantamount to choosing ne + 1 coefficients in
the increasing powers of λ and enforcing ne sign changes in the chosen coefficients.
Enforcing sign changes in the coefficients is equivalent to constructing two linear
programs for every choice of ne + 1 coefficients. One can now check the feasibility of
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the constructed LPs and let Se,k be the union of their feasible sets. A similar procedure
can be applied to the polynomial Po(λ,K) and let So,k be the corresponding set for
the polynomial Po. One can construct the intersection of Se,k and So,k and let us call
the intersection Souter,k. Clearly, the set Souter,k contains S, since every stabilizing
K ∈ S satisfies the second requirement of Hermite-Biehler theorem and thus belongs
to Souter,k.
It must be remarked that Souter,k+1 ⊂ Souter,k, indicating the tightening of the
approximation (with increasing k) using Lemma 4. To see this, suppose K /∈ Souter,k,
indicating that either (λ + 1)k−1Pe(λ,K) has fewer than ne sign changes in its co-
efficients or (λ + 1)k−1Po(λ,K) has fewer than no sign changes in its coefficients.
By Poincare´’s generalization, since the number of sign changes in the coefficients of
(λ + 1)kPe(λ,K) and (λ + 1)
kPo(λ,K) is a non-increasing function of k, it follows
that K /∈ Souter,k+1.
Interlacing of roots has not been accounted for in the construction of an outer
approximation using Lemma 4. The following lemma converts the requirement of
interlacing of roots to checking the signs of the coefficients of a family of polynomials.
Lemma 5. Suppose,
Q(λ) =Pe(λ,K) = q0 + q1λ+ . . .+ qmλ
m and
R(λ) =λPo(λ,K) = r1λ+ . . .+ rmλ
m + rm+1λ
m+1.
Let qm and rm be of the same sign. Let µ1, . . . µm be the roots of Q(λ) and 0, ξ1, . . . , ξm
be the roots of R(λ). Consider a one-parameter family of polynomials:
Q˜(λ, η) = Q(λ)− ηR(λ)
. Then, the following two statements are equivalent:
43
1. The roots of Q(λ) and R(λ) are real and interlacing, i.e., 0 < µ1 < ξ1 < µ2 <
ξ2 < . . . < µm < ξm.
2. The number of real positive roots of Q˜(λ, η) is exactly m + 1 for η > 0 and
exactly m for η < 0.
ξ1 µ30 µ1 µ2
λ
ξ2
η = q˜(λ)
Fig. 6. Plot of q˜(λ) = Q(λ)
R(λ)
.
Proof. (Necessity) Consider the plot of q˜(λ) = Q(λ)
R(λ)
(see Fig. 6). We first observe
that lim|λ|→∞ q˜ = 0. At the roots of R(λ), the function q˜(λ) has asymptotes. Since
there are m + 1 asymptotes and since there is exactly one zero of q˜(λ) in between
any two successive asymptotes, there are exactly m real zeros between (0, ξm) for the
equation q˜(λ) = η for any η ∈ <. Consider the interval (−∞, 0). The function q˜(λ)
is monotonic on (−∞, 0); otherwise, for some η ∈ <, the equation q˜(λ) = η has two
zeros in (−∞, 0) implying that the equation q˜(λ) = η (and hence, the m+ 1th degree
polynomial Q˜(λ, η)) has m + 1 real roots in (−∞, ξm), which is clearly impossible.
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Since limλ→0− q˜(λ) < 0 and limλ→ξ+m q˜(λ) > 0 are of opposite signs, the function q˜
is monotonically decreasing on (−∞, ξ1) and (ξm,∞). Hence for any η ∈ <, there
is exactly one real zero in the interval (−∞, ξ1) ∪ (ξm,∞). Therefore, the equation
q˜(λ) = η (and hence, the polynomial Q˜(λ, η)) has exactly m + 1 real zeros for any
η > 0 and exactly m for η < 0.
(Sufficiency) If the second condition holds, then for η = 0, one must have real
roots, i.e., Q(λ) has all real roots. For η →∞, one must have all real roots, implying
that R(λ) also has all real roots. Suppose the roots of Q(λ) and R(λ) do not interlace.
Consider the root locus problem,
1− ηQ(λ)
R(λ)
= 0.
Since roots do not interlace, either two successive zeros of Q(λ) or R(λ) do not have
the zeros of the other polynomial between them. Therefore, for either positive or
negative values, η∗ of η, there is a break-in or a breakaway point between the roots
and for some perturbation of η∗, there will be two complex conjugate roots for the
equation 1− ηQ(λ)
R(λ)
= 0. In other words, the mth degree polynomial Q˜(λ, η) will have
two complex conjugate roots, implying that it cannot have all real roots, which is a
contradiction.
Lemma 5 can be used to convert the problem of checking whether roots of
Pe(λ,K) and Po(λ,K) interlace into the problem of counting of the number of real
roots for every member of a one-parameter family of polynomials. Without any loss
of generality, we will assume that P (s,K) is of odd degree for this discussion; oth-
erwise, one can consider the polynomial (s+ 1)P (s,K) which is Hurwitz iff P (s,K)
is Hurwitz and is of odd degree. If P (s,K) is of odd degree, then the polynomials
Pe(λ,K) and Po(λ,K) are of the same degree and the leading coefficients of Pe and
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Po are of the same sign. If the roots of Pe(λ,K) and Po(λ,K) were to be positive,
distinct and interlacing, then the number of real positive roots of
Pe(λ,K)− ηλPo(λ,K)
is exactly no + 1 for η > 0 and exactly no for η < 0.
Lemmas 4 and 5 can be put together to show that an arbitrarily tight outer
approximation can be constructed.
Proposition 1. Let P (s,K) be of odd degree. Then K is such that P (s,K) is not
Hurwitz iff one of the following holds:
1. All coefficients of P (s,K) are not of the same sign.
2. For some l > 1, the number of sign changes in the coefficients of (λ +
1)l−1Pe(λ,K) is fewer than ne.
3. For some l > 1, the number of sign changes in the coefficients of (λ +
1)l−1Po(λ,K) is fewer than no.
4. For some l > 1 and for some η > 0, the number of sign changes in the coefficients
of (λ+ 1)l−1(λPo(λ,K)− ηPe(λ,K)) is fewer than no + 1.
5. For some l > 1 and for some η < 0, the number of sign changes in the coefficients
of (λ+ 1)l−1(λPo(λ,K)− ηPe(λ,K)) is fewer than no.
One can get an outer approximation of the set of stabilizing controllers as follows:
• Step 1: Construct and check the feasibility of the two LPs corresponding to the
cases when all coefficients of P (s,K) are positive and when they are negative.
• Step 2: Choose l > 1. Construct and check the feasibility of LPs corresponding
to the case that the coefficients of the polynomial (λ+1)l−1Pe(λ,K) have exactly
ne sign changes. Suppose pe of them are feasible.
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• Step 3: Similarly, construct and check the feasibility of LPs corresponding to
the case that the coefficients of the polynomial (λ+ 1)l−1Po(λ,K) have exactly
no sign changes. Suppose po of them are feasible.
• Step 4: By picking an LP each from the steps 1, 2 and 3, check the simultaneous
feasibility. There will be at most 2pepo of such augmented LPs; of these, let peo
be feasible.
• Step 5: For this step, consider the degree of P (s,K). If it is even, consider
(s + 1)P (s,K) and construct its odd and even parts, Pe(λ,K) and Po(λ,K).
Pick some values of η ∈ <. For each η ∈ <, construct and check the feasibility of
LPs corresponding to the case that the number of sign changes in the coefficients
of (λ + 1)l−1(λPo(λ,K, η) − ηPe(λ,K)) is equal to no + 1 if η > 0 and to no if
η < 0. Let p∗ of them be feasible.
• Step 6: Check the simultaneous feasibility of LPs constructed by taking one
LP from Step 4 and one from Step 5. There will be at most p∗peo LPs to be
checked.
• Step 7: Update l to any number greater than l for refinement and go to Step
2.
4. Using the Outer Approximation to Restrict the Search for n− 1 Frequencies
The outer approximation outlined above involves determining a number of LPs; the
union of the feasibility sets of the LPs contains the set of all stabilizing controllers.
This set (outer approximation) is relatively easier to find and can help in the system-
atic calculation of the inner approximation in the following way:
For any m(< n − 1), the m−tuples, (w1, w2, . . . , wm), can be used to solve a
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subset of the LPs in Theorem 5 to obtain a polyhedron Spartial. If the intersection
of Spartial with So is empty, then there is no need to search for the other n −m − 1
tuples. This can considerably simplify the computation of the inner approximation
by assisting in the pruning of the search for feasible (n − 1) tuples of frequencies in
the function SOLVER.
The modified function SOLVER, which takes advantage of the above remark is given
below:
Function : Solver(start, loop,U, set,So)
comment: Recursive algorithm for calculating the inner approximation
if loop > ntup
then return (set)
loop← loop+ 1;
for i← start to p
do

U← [U ui];
Spartial ← Solve a subset of the LPs in (3.5)
if Spartial ∩ So is non empty
then

Solver(i+ 1, loop,U, set,So)
if loop > ntup
then set← [set Spartial]
return (set)
One can also use the outer approximation in determining an inner approximation
of S by restricting the range of (n − 1) tuple frequencies that must be searched for.
Using the method described in the previous subsection, one usually gets a set of
polyhedra whose union contains S. One can then ask the following question: Given
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a polyhedron, what is the range of (n − 1) tuple frequencies corresponding to the
stabilizing controllers in the polyhedron? Once the range is found, partitioning of
the (n − 1) tuples can be carried over the narrower range of frequencies in order to
determine an inner approximation of the stabilizing controllers. The following lemmas
work towards such a restriction of the (n− 1) tuples of frequencies:
Lemma 6. Let K be a polyhedron and for every K ∈ K, let Q(λ,K) be a real
polynomial of degree (r+1) with coefficients affine in K. Let R(λ,K) be its derivative
with respect to λ. For all polynomials R(λ,K), K ∈ K that have all real and distinct
roots, suppose their roots lie in the intervals (ai, bi), i = 1, . . . , r with ai+1 ≥ ai and
bi+1 ≥ bi, i = 1, . . . , r − 1. Then, all polynomials, Q(λ,K), K ∈ K that have all real
and distinct roots have their roots in the intervals, (−∞, b1), (a1, b2), . . ., (ar−1, br)
and (ar,∞).
Proof. Let Q(λ,K) have all real and distinct roots for some K ∈ K. Then, R(λ,K)
has all real and distinct real roots and let them be η1, . . . , ηr. Since the roots of
Q(λ,K) and R(λ,K) interlace, the roots of Q(λ,K) must lie in (−∞, η1), (η1, η2),
. . ., (ηr−1, ηr) and (ηr,∞). But ηi ∈ (ai, bi). Therefore, the result follows.
Lemma 7. Consider a linear polynomial a(K)s + b(K), where the coefficients a, b
are affine functions of K and K ∈ K, a polyhedral set. If a(K) > 0 for K ∈ K, the
root of the linear polynomial, for every K ∈ K lies in [−λlow, λhigh], where λlow and
λhigh can be determined by the following linear fractional programs:
λlow = min− b(K)
a(K)
, λhigh = max− b(K)
a(K)
,
a(K) > 0, K ∈ K. a(K) > 0, K ∈ K.
The above linear fractional program can be cast as linear programs, see Boyd
and Vandenberghe [55]. Using Lemmas 6 and 7 and the following lemma, one can
49
construct bounds for the roots of a real polynomial with all real roots.
Lemma 8. Let K = {K : AK ≤ b} be a polyhedron and corresponds to a set of
polynomials
{R(λ,K), K ∈ K}
of degree r and let the leading coefficient of every R(λ,K), K ∈ K be positive. Then,
the roots of the polynomials R(λ,K), K ∈ K with all real and distinct roots can be
bounded recursively using Lemmas 6 and 7.
Proof. Let Kr ⊂ K be defined such that the polynomial R(λ,K) will have all real
roots if K ∈ Kr. If Kr = ∅, then any bound on the roots will suffice.
Let R(k)(λ,K) denote the kth derivative of R(λ,K) with respect to λ. It is clear
that R(r−1) is a linear polynomial, the roots of which can be bounded using Lemma 7.
Since, for every K ∈ Kr, the roots of R(λ,K) are real, it follows that the roots of
R(k)(λ,K) are also real for every K ∈ Kr. Further, for every K ∈ Kr, the roots of
R(r−2) must lie in (−∞, λhigh) and (λlow,∞). These bounds can be tightened further
by solving the following programs:
Let b1 := maxλ such that
λ < λhigh,
R(r−2)(λ,K) > 0, and
R(r−2)(λhigh, K) < 0, K ∈ K
is feasible. If the linear program is not feasible for any λ < λhigh, it implies that
the polynomial R(r−2)(λ,K) cannot have two real roots and hence, the polynomial,
R(λ,K) cannot have all real roots. This in turn will imply that Kr = ∅. If the linear
program is feasible for some λ < λhigh, the quantity b1 may be computed using a
bisection technique as the program can be written as a linear program for any given
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λ. Similarly,
Let a2 := minλ such that
λ > λlow,
R(r−2)(λ,K) < 0 and
R(r−2)(λlow, K) > 0, K ∈ K
is feasible. It is clear that the roots of R(r−2)(λ,K) lie in (−∞, b1) and (a2,∞).
We will show, by induction, that such bounds can be computed for every R(k)(λ,K).
Since the base case k = r − 1 has already been considered, it is sufficient to show
that the bounds for the ith root of R(k−1)(λ,K) can be computed when the bounds
for R(k) have been computed. Let the ith root of R(k)(λ,K) lie in (a
(k)
i , b
(k)
i ). Then, it
is clear that the roots of R(k−1)(λ,K) for K ∈ Kr must lie in
(−∞, b(k)1 ), (a(k)1 , b(k)2 ), . . . , (a(k)r−k−1, b(k)r−k) and (a(k)r−k,∞).
These bounds can be further tightened using linear programming technique illustrated
for the case k = r − 1. Define a(k−1)1 = −∞, and further define b(k−1)r−k+1 = ∞. For
j ≤ r − k, define
b
(k−1)
j = maxλ such that
λ ≤ b(k)j ,
(−1)r−k+jR(k−1)(λ,K) > 0 and
(−1)r−k+jR(k−1)(b(k)j , K) < 0, K ∈ K
is feasible. (Again, if the inequalities are not feasible, then Kr = ∅).
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Similarly, for j ≥ 2, define
a
(k−1)
j = min λ such that
λ ≥ a(k)j−1,
(−1)r−k+jR(k−1)(λ,K) < 0 and
(−1)r−k+jR(k−1)(a(k)j−1, K) > 0, K ∈ K
is feasible. It is clear that the jth root of R(k−1)(λ,K), K ∈ K lies in (a(k−1)j , b(k−1)j ).
By recursion, one can get the bounds for the roots of R(0)(λ,K).
Remark 7. If R(λ,K) corresponds to either Pe(λ,K) or Po(λ,K) and the set Kr =
∅ corresponding to any polyhedron of an outer approximation of S, then such a
polyhedron can be removed from further consideration in the construction of inner
approximation as it cannot contain any stabilizing controllers.
Remark 8. By the above lemma, the computation of bounds for the roots of Pe(λ,K)
and Po(λ,K) corresponding to a polyhedron representing the outer approximation of
stabilizing controllers is independent of the calculations of the vertices of the poly-
hedron. It only requires the computation of linear programs and hence, is computa-
tionally tractable.
Remark 9. In the inner approximation discussed previously, since we have to calculate
the positive real roots of Pe(λ,K) and Po(λ,K), we can restrict the lower bound on
the first root to be 0. This bound can be further tightened using linear programming
technique described in Lemma 5. Define
a
(k−1)
1 = minλ such that
λ ≥ 0,
(−1)r−k+jR(k−1)(λ,K) < 0 and
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(−1)r−k+jR(k−1)(0, K) > 0, K ∈ K
is feasible. For numerical implementation, one can assume that that the roots of the
polynomials always lie within the interval [0, λmax], where the bound λmax can be
computed using the Cauchy bound [56] and linear fractional programming. One can
similarly, compute a tighter upper bound for b
(k−1)
r−k+1.
C. Examples
To illustrate the proposed approach, consider the following examples:
Example 1. This example is from [24]. Consider a LTI plant described by the following
equation:
x˙ =

0 1 0
0 0 1
0 13 0
x+

0
0
1
u,
y =
 0 5 −1
−1 −1 0
x.
The aim is to find the set of all static stabilizing controllers, i.e., u = Ky where
K = [K1 K2], for this system using the method proposed here.
The characteristic polynomial of the closed loop system is
P (s,K) =
[
1 s s2 s3
]

0 0 1
−13 −5 1
0 1 0
1 0 0


1
K1
K2
 .
For this example, ne = 1 and no = 1. The real and imaginary parts of the character-
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istic polynomial, when evaluated at jw are given by:
Pe(w
2, K) =
[
1 w2
] 0 0 1
0 −1 0


1
K1
K2
 ,
Po(w
2, K) =
[
1 w2
] −13 −5 1
−1 0 0


1
K1
K2
 .
The polynomials Re(u,K) and Ro(u,K) are given by:
Re(u,K) =
[
(1− u) u
] 0 0 1
0 −1 0


1
K1
K2
 ,
Ro(u,K) =
[
(1− u) u
] −13 −5 1
−1 0 0


1
K1
K2
 .
Construction of the sets of fixed order stabilizing controllers for this ex-
ample problem: For the closed loop system to be stable, there must exist a set of
generalized frequencies 0 = u0 < u1 < u2 < 1 such that:
1 0 0
0 −1 0
0 0 −1


1− u0 u0
1− u1 u1
1− u2 u2

 0 0 1
0 −1 0


1
K1
K2
 > 0,

1 0 0
0 1 0
0 0 −1


1− u0 u0
1− u1 u1
1− u2 u2

 −13 −5 1
−1 0 0


1
K1
K2
 > 0.
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Fig. 7. Inner and outer approximation of the set of stabilizing controllers for example 1.
Fig. 7 shows the results of inner and outer approximation of the set of stabilizing
controllers. The lightly shaded area shows the inner approximation and the black
region in Fig. 7 is the difference in the outer and inner approximation. This shows
that we achieve a tight bound on the set of controllers.
Example 2. Consider the system given by
P (s) =
1
s(s3 + 1)
.
This plant is not stabilizable by a first order controller. We consider second order
controllers of the form
C(s) =
k1s
2 + k2s+ k3
s2 + k4s+ k5
.
The method developed in this paper is able to find an inner approximation efficiently.
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The characteristic equation is given by
s6 + k4s
5 + k5s
4 + s3 + (k1 + k4)s
2 + (k5 + k2)s+ k3.
Using roots of a 20th degree Chebyshev polynomial of the first kind for partition-
ing, we get 2380 polyhedrons. Every point contained in these polyhedrons stabilizes
the plant. Each of these polyhedrons corresponds to a set of 5-tuples of points:
0 < u1 < u2 < u3 < u4 < u5 < 1. There are 2380 such set of frequencies. One
such set of generalized frequency is (0, 0.12054, 0.20003, 0.3546, 0.5, 0.5806).
Corresponding to this set of generalized frequency, we can find the corresponding
polyhedron. This polyhedron was found to have 32 vertices. All points inside this
polyhedron provides a value of K which stabilizes the plant. For any point in-
side this polyhedron, the roots of the even and odd polynomials should interlace
and u1e ∈ (0, 0.12054), u1o ∈ (0.12054, 0.20003), u2e ∈ (0.20003, 0.3546), u2o ∈
(0.3546, 0.5), u3e ∈ (0.5, 0.5806). To show this, consider a point in the polyhedron,
K = (−0.2235,−1.6020, 0.0339, 0.8879, 1.7594). For this value of K, we find that
ue = (0.056884, 0.31025, 0.55542) and uo = (0.15912, 0.48373) satisfy the interlacing
property and hence is a feasible point. For this controller, the roots of the closed loop
are at (−0.088±1.027i,−0.2091±0.5626i,−0.147±0.2888i). The computer program
was written in MATLAB and used the functions provided in [57] for solving LPs and
for polyhedron visualization.
Example 3. The following example is from [58]. The example is that of a Saturn V
booster and its model can be described by a single input, two output seventh order
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model:
A =

0 1 0 0 0 0 0
0 0 0.2 −0.65 −0.002 2.6 0
−0.014 1 −0.041 0.0002 −0.015 −0.033 0
0 0 0 0 1 0 0
0 0 0 −45 −0.13 255 0
0 0 0 0 0 0 1
0 0 0 0 0 −50 −10

,
B =
[
0 0 0 0 0 0 1
]′
,
x˙ = Ax+Bu,
y =
1 0 0 0 0 0 0
0 1 0 0 0 0 0
x.
The construction of an inner and outer approximation of the set of stabilizing
controllers of the form u = [K1 K2]y is provided.
The characteristic polynomial of the closed loop system with a static output
feedback stabilizing controller is:
P (s,K) =
[
1 s s2 s3 s4 s5 s6 s7
]

6.3 2.2856 0
−448.7218 49.5229 2.2856
1.2196 .072 49.5229
2249.5 −2.6 .072
458.4251 0 −2.6
96.5153 0 0
10.171 0 0
1 0 0

 1K1
K2
 .
Since the characteristic polynomial is monic, all its coefficients must be positive. The
real and imaginary parts of the characteristic polynomial, when evaluated at s = jw,
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are given by:
Pe(w
2, K) =
[
1 w2 w4 w6
]

6.3 2.2856 0
−1.2196 −0.072 −49.5229
458.4251 0 −2.6
−10.171 0 0


1
K1
K2
 ,
Po(w
2, K) =
[
1 w2 w4 w6
]

−448.7218 49.5229 2.2856
−2249.5 2.6 −0.072
96.5153 0 0
−1 0 0


1
K1
K2
 .
After using the transformation w2 = u
1−u , we get
Re(u) =
[
(1− u)3 u(1− u)2 u2(1− u) u3
]

6.3 2.286 0
−1.220 −0.072 −49.523
458.425 0 −2.6
−10.171 0 0


1
K1
K2
 ,
Ro(u) =
[
(1− u)3 u(1− u)2 u2(1− u) u3
]

−448.722 49.523 2.286
−2249.5 2.6 −0.072
96.515 0 0
−1 0 0


1
K1
K2
 .
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Let
U = U(u0, u1, u2, u3, u4, u5, u6, 3) =

(1− u0)3 (1− u0)2u0 (1− u0)u20 u30
(1− u1)3 (1− u1)2u1 (1− u1)u21 u31
(1− u2)3 (1− u2)2u2 (1− u2)u22 u32
(1− u3)3 (1− u3)2u3 (1− u3)u23 u33
(1− u4)3 (1− u4)2u4 (1− u4)u24 u34
(1− u5)3 (1− u5)2u5 (1− u5)u25 u35
(1− u6)3 (1− u6)2u6 (1− u6)u26 u36

.
For the system to be stable, there must exist 6-tuples, 0(= u0) < u1 < u2 < u3 <
u4 < u5 < u6 < 1, such that,
1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1

U

6.3 2.2856 0
−1.2196 −0.072 −49.5229
458.4251 0 −2.6
−10.171 0 0


1
K1
K2
 > 0,

1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1

U [

−448.7218 49.5229 2.2856
−2249.5 2.6 −0.072
96.5153 0 0
−1 0 0


1
K1
K2
 > 0.
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Fig. 8. Outer and inner approximation of the set of static stabilizing controllers for
the seventh order system described in example 3.
Fig. 8 illustrates the outer and inner approximation of the set of stabilizing con-
trollers. Initially, only the outer approximation was found as a union of polyhedrons.
The obtained set can be represented as K = {K : AK ≤ b}. Using Lemma 8, the
bounds for the 6-tuples are found. The even and odd parts of the characteristic poly-
nomial, Pe(λ,K) and Po(λ,K), λ = w
2, are of order 3. The range of the root for the
second derivative of Pe(λ,K) is (1, 14.8886) and that of Po(λ,K) is found to have a
constant value of 32.1718. The ranges of the first and second roots of the first deriva-
tive of Pe(λ,K) are (0.088913, 5.9406) and (26.2933, 29.6883) respectively. The ranges
of the first and second roots of the first derivative of Po(λ,K) are (1.5204, 15.2135)
and (49.1301, 62.8232) respectively.
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The range of the frequencies calculated for the Pe(λ,K) and Po(λ,K) are:
λe1 = (0.0042604, 0.2394) λo1 = (0, 7.6114)
λe2 = (0.683, 6.0015) λo2 = (29.4393, 32.9093)
λe3 = (26.2933, 44.4891) λo3 = (57.5571, 97.5243)
The values reported above do not take the interlacing into consideration. These
bounds can be made tighter by simply observing the ranges and ensuring that inter-
lacing occurs. This availability of these bounds simplifies the calculation of the inner
approximation.
Example 4. An example of approximating a disconnected set of stabilizing controllers
is the following [30]:
The plant to be controlled has the transfer function:
H(s) =
s3 + 3s2 + 9
s4 + 2s3 + 3s2 + 7s+ 14
.
The controller considered is a PID controller,
C(s) = Kp +
KI
s
+KDs.
The closed loop characteristic polynomial, P (s,KP , KI , KD) may be written as:
P =
[
1 s s2 s3 s4 s5
]

0 0 0 9
14 0 9 0
7 9 0 3
3 0 3 1
2 3 1 0
1 1 0 0


1
KD
KP
KI

.
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and
Pe =
[
1 w2 w4
]
0 0 0 9
−7 −9 0 −3
2 3 1 0


1
KD
KP
KI

,
Po =
[
1 w2 w4
]
14 0 9 0
−3 0 −3 −1
1 1 0 0


1
KD
KP
KI

.
For the polynomial P (s,KP , KI , KD) to be Hurwitz, there must exist frequencies
4-tuples of frequencies. As the characteristic polynomial is not monic, it requires
Fig. 9. Set of stabilizing PID controllers - An inner approximation.
the solution of (3.5) for i = 1, 3. Fig. 9 illustrates the inner approximation of dis-
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connected set of stabilizing controllers. There are two discontinuous sets. A par-
tition with 25 positive roots of Chebyshev polynomial of first kind was considered.
Equation (3.5) was solved and 28 feasible polyhedrons were found for i = 1 and
461 for i = 3. The approximate ranges of (u1, u2, u3) for i = 1 are found to be
[(0.7614, 0.8381) , (0.8014, 0.9269) , (0.8381, 0.9491)]. If a refinement is needed for
superior results, then the number of partitions can be increased and the search for
(n− 1) tuples can be approximately restricted to the range found above.
Example 5. The following example is from [59]. The example is that of stabilizing two
plants simultaneously by a fixed order controller. The book [59] considers a second
order controller to stabilize these plants. We approximate the set of all first order
controllers
C(s) =
(K1s+K2)
s+K3
that simultaneously stabilize two plants with the following transfer functions:
P1(s) =
2(2− s)
(s+ 1)(s+ 2)
and P2(s) =
(2− s)
(s− 1)(s+ 2)
Plant 1:
The closed loop characteristic polynomial of the first plant is,
P1(s,K) =
[
1 s s2 s3
]

0 0 4 2
2 4 −2 3
3 −2 0 1
1 0 0 0


1
K1
K2
K3

.
The real and imaginary parts of the characteristic polynomial, evaluated at s = jw,
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are given by:
P 1e (w
2, K) =
[
1 w2
] 0 0 4 2
−3 2 0 −1


1
K1
K2
K3

,
P 1o (w
2, K) =
[
1 w2
] 2 4 −2 3
−1 0 0 0


1
K1
K2
K3

.
After using the transformation w2 = u
1−u ,
R1e(u,K) =
[
(1− u) u
] 0 0 4 2
−3 2 0 −1


1
K1
K2
K3

,
R1o(u,K) =
[
(1− u) u
] 2 4 −2 3
−1 0 0 0


1
K1
K2
K3

.
Plant 2:
The closed loop characteristic polynomial of the second plant is:
P2(s,K) =
[
1 s s2 s3
]

0 0 2 −2
−2 2 −1 1
1 −1 0 1
1 0 0 0


1
K1
K2
K3

.
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The real and imaginary parts of the characteristic polynomial are given by:
P 2e (w
2, K) =
[
1 w2
] 0 0 2 −2
−1 1 0 −1


1
K1
K2
K3

,
P 2o (w
2, K) =
[
1 w2
] −2 2 −1 1
−1 0 0 0


1
K1
K2
K3

.
After using the transformation w2 = u
1−u ,
R2e(u,K) =
[
(1− u) u
] 0 0 2 −2
−1 1 0 −1


1
K1
K2
K3

,
R2o(u,K) =
[
(1− u) u
] −2 2 −1 1
−1 0 0 0


1
K1
K2
K3

.
For the system to be stable, there must exist two sets of generalized frequencies
0(= u0) < u1 < u2 < 1 and 0 = u3 < u4 < u5 < 1 such that:
C1

(1− u0) u0
(1− u1) u1
(1− u2) u2

 0 0 4 2
−3 2 0 −1


1
K1
K2
K3

> 0,
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S1

(1− u0) u0
(1− u1) u1
(1− u2) u2

 2 4 −2 3
−1 0 0 0


1
K1
K2
K3

> 0,
C1

(1− u3) u3
(1− u4) u4
(1− u5) u5

 0 0 2 −2
−1 1 0 −1


1
K1
K2
K3

> 0,
S1

(1− u3) u3
(1− u4) u4
(1− u5) u5

 −2 2 −1 1
−1 0 0 0


1
K1
K2
K3

> 0.
Each plant is separately stabilized using the computer program. Intersection of the
two stabilizing sets provides the solution for the simultaneous stabilization of the two
plants. Fig. 10 and Fig. 11 show the results of this approximation; a partition with
20 positive roots of Chebyshev polynomial of first kind is used.
Example 6. Consider a plant P1(s) =
1
(s2−0.1s+1) ; it is clear that there is a proper
stabilizing controller of first order. We want to find strictly proper output feedback
stabilizing controllers of first order, i.e. controllers of the form: C(s) = K1
s+K2
.
The closed loop characteristic polynomial of the plant is:
P (s,K) =
[
1 s s2 s3
]

0 1 1
1 0 −0.1
−0.1 0 1
1 0 0


1
K1
K2
 .
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Fig. 10. Inner approximation of both the plants (example 5).
The real and imaginary parts of the characteristic polynomial are given by,
Pe(λ,K) =
[
1 λ
] 0 1 1
0.1 0 −1


1
K1
K2
 ,
Po(λ,K) =
[
1 λ
] 1 0 −0.1
−1 0 0


1
K1
K2
 .
Enforcing the necessary condition that the coefficients of P (s,K) be of the same
sign and the condition that λPo(λ) − ηPe(λ) has exactly two sign changes, one gets
an outer approximation of the set of stabilizing controllers.
The characteristic polynomial is monic, hence (3.5) has to be solved for only
i = 1. 2-tuples of frequencies have to be searched. Partitions using positive roots of
Chebyshev polynomial of first kind is used. For 20 partitions, 5 polyhedrons are found
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Fig. 11. Inner approximation for simultaneous stabilization (example 5).
and approximate range of u1 is (0.1205, 0.4287). On refining the number of partitions
to 40, 12 polyhedrons are found and approximate range of u1 is (0.0596, 0.4769). On
increasing the number of partitions to 100, the inner approximation consists of 32
polyhedrons and the approximate range of u1 is (0.0237, 0.4909). Fig. 12 shows the
inner and outer approximation. The lighter shaded region is the inner approxima-
tion with 100 partitions. The black region is the difference in the outer and inner
approximations.
D. Summary
This chapter considers the problem of the synthesis of fixed order and structure
controllers, where the coefficients of the closed loop polynomial are linear in the pa-
rameters of the controller. A novel feature of this paper is the systematic exploitation
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Fig. 12. Inner and outer approximation of example 6 showing a bounded approxima-
tion for first order controllers.
of the interlacing property of Hurwitz polynomials and the use of Descartes’ rule of
signs to generate LPs in the parameters of a fixed order controller. The problem of
inner approximation of the set of stabilizing controllers was posed as the search for
all sets of ordered n− 1-tuples of frequencies for which the associated LP is feasible;
the union of all feasible LPs is an inner approximation for the set of all stabilizing
controllers. For constructing the pouter approximation, we use the fact that a neces-
sary condition for a polynomial to be Hurwitz is that the roots of even and odd parts
of the polynomial have all real, positive and interlacing roots. The Descartes’ rule of
signs and its generalization due to Poincare´ were used to construct the LPs for the
outer approximation. A significant advantage of the presented methodology is that
robust stability and performance specifications such as gain and phase margins can
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be naturally accommodated by imposing further linear inequality constraints. These
will be discussed in the next chapter.
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CHAPTER IV
CONTROLLERS SATISFYING GIVEN PERFORMANCE CRITERIA
The previous chapter dealt with the synthesis of sets of fixed order and fixed structure
stabilizing feedback controllers. It is often required that these feedback controllers
satisfy some specified performance criterion. This class of fixed structure controller
synthesis problems can be reduced to the determination of a real controller parameter
vector (or simply, a controller), K, so that a family of real or complex polynomials,
linear in the parameters of the controllers, is Hurwitz. An algorithm is provided
which exploits the Interlacing Property of complex Hurwitz polynomials to system-
atically construct an arbitrarily large number of sets of linear inequalities in K. The
simultaneous stabilization of the family of real or complex polynomials provides an
approximation of the set of controllers satisfying the given performance criteria.
A. Introduction
One can impose additional restrictions on the set of stabilizing controllers, S, and
check if a certain level of performance can be achieved. Some performance criteria
are desired gain margin, phase margin, desired upper bound on the H∞ norm of a
weighted sensitivity transfer function, or a requirement that a certain closed loop
transfer function be SPR etc. A large class of performance problems such as those
listed here can be reduced to the problem of determining a set of stabilizing controllers
that render a set of complex or real polynomials Hurwitz [8].
a. Performances That Require a Family of Real Polynomials to be Rendered Hurwitz
The solution to the set of controllers satisfying certain performance specifications,
such as the gain margin, can be reduced to finding set of controllers that simultane-
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ously stabilize a one parameter compact family of real polynomials.
• The criterion for guaranteeing a gain margin of k∗ for a SISO plant with a
transfer function Np(s)
Dp(s)
stabilized by a fixed order compensator, Nc(s)
Dc(s)
, is that,
for every k ∈ [1, k∗], the real polynomial
Dp(s)Dc(s) + kNp(s)Nc(s)
must be Hurwitz.
• The solution for the set of controllers for the robust stability of an interval
plant can be similarly posed as requiring a finite family of real polynomials
to be rendered Hurwitz through the choice of the controller parameters. An
interval plant is a class of interval systems where the uncertain parameters lie
in intervals and appear linearly in the numerator and denominator coefficients
of the transfer functions. Consider an unity feedback system with the controller
C(s) = Nc(s)
Dcs)
and the interval plant G(s) = N(s)
D(s)
. The interval polynomial sets
is defined as
D(s) = D(s) : ao + · · ·+ ansn, ak ∈ [ak−, ak+], k = 1 . . . n,
N(s) = N(s) : bo + · · ·+ bmsm, bk ∈ [bk−, bk+], k = 1 . . .m,
and the corresponding set of interval systems:
G(s) =
[
N(s)
D(s)
: (N(s), D(s)) ∈ (N(s)×D(s))
]
.
The set of system characteristic polynomials can be written as
∆(s) = Nc(s)N(s) +Dc(s)D(s).
This control system is robustly stable if each polynomial in ∆(s) is of the same
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degree and is Hurwitz. Using the Generalized Kharitonov Theorem [8], the
Hurwitz stability of the control system over the set G(s) can be reduced to
testing over the much smaller extremal set of system GE(s). Moreover, if the
polynomials Nc(s) and Dc(s) are of the form s
ti(ais+bi)Ui(s)Qi(s), where ti ≥ 0
is an arbitrary integer, ai and bi are arbitrary real numbers, Ui(s) is an anti-
Hurwitz polynomial, and Qi(s) is an even or odd polynomial, then it is sufficient
that the controller simultaneously stabilizes the finite set of Kharitonov vertex
polynomials ∆K(s).
b. Performances That Require a Family of Complex Polynomials to be Rendered
Hurwitz
A large class of performance problems such as those listed here can be reduced to the
problem of determining a set of stabilizing controllers that render a set of complex
polynomials Hurwitz [8]. For example,
• the criterion for guaranteeing a phase margin of φ for a SISO plant with a
transfer function Np(s)
Dp(s)
stabilized by a fixed order compensator, Nc(s)
Dc(s)
is that, for
every θ ∈ (−φ, φ), the polynomial
Dp(s)Dc(s) + e
jθNp(s)Nc(s)
must be Hurwitz.
• For the same controller to achieve aH∞ norm of the sensitivity transfer function
less than γ is equivalent to having the following family of complex polynomials
γDp(s)Dc(s) + e
jθNp(s)Nc(s),
Hurwitz, for every θ ∈ [0, 2pi].
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• Requiring a transfer function N(s,K)
D(s,K)
to be Strictly Positive Real (SPR) is equiv-
alent to requiring the family of polynomials
D(s,K) + jαN(s,K), α ∈ <,
Hurwitz. In fact, this problem arises in guaranteeing absolute stability, that is,
robust stability to sector bounded nonlinearities, which are common in mechan-
ical systems.
In the following subsection, a method is provided to construct a subset P ⊂ K
that make a complex polynomial, P (s,K), of the form described by equation (3.1),
Hurwitz. Controllers that achieve a specified performance can be synthesized in the
following way: (i) discretize the relevant set of polynomials to yield a finite number of
polynomials to be made Hurwitz, (ii) construct set of controllers that simultaneously
make the finite number of polynomials Hurwitz.
B. On Characterizing Stabilizing Sets of Controllers for Complex Polynomials via
Linear Programming
Let P (s) be a complex polynomial; the number of its roots in the left half plane is
the same as the number of roots of the polynomial P (jw) in the upper half plane,
(i.e., number of roots with positive imaginary parts). Hermite considered exactly
the same problem of counting the roots of a complex polynomial in the upper half
plane [18]. For a complex polynomial to be Hurwitz, the Hermite-Biehler theorem
requires the separation between the roots of the real and imaginary parts of P (jw)
(see Theorem 2. As can be seen from our earlier treatment for real stabilization, such
a treatment would lend itself for the construction of linear programs in the controller
parameters.
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Let P (jw) = Pr(w) + jPi(w). If its degree is n, then for a sufficiently large w
∗,
the Mikhailov plot of P (jw) will lie entirely in one quadrant for all w < −w∗; we will
say that pr,n + jpi,n defined through limw→−∞
P (jw)
|w|n belongs to the same quadrant.
One can assume without any loss of generality that pr,npi,n 6= 0; in fact, if pr,npi,n = 0,
one can consider (1 + jτ)P (jw); for this polynomial, the leading coefficients of the
corresponding real and imaginary polynomials are different from zero whenever τ 6= 0
and the location of the roots of this polynomial being the same as that of P (jw) .
Let Ck, Sk, k = 1, 2, 3, 4 be diagonal matrices of dimension 2n; the (m+ 1)
st diagonal
elements of these matrices are respectively the signs of cos
(
(2k − 1)pi
4
+mpi
2
)
and
sin
(
(2k − 1)pi
4
+mpi
2
)
.
In the following theorem, the Hermite Biehler theorem for complex polynomials
is restated in a form, which allows the construction of linear programs.
Theorem 6. Let P (s) be a complex polynomial of degree n with pr,npi,n 6= 0; the
following statements are equivalent:
1. P (s) is Hurwitz.
2. All roots of the polynomials Pr(w) and Pi(w) are real and interlace; specifically,
there exists a set of (2n− 1) real frequencies satisfying −∞ < w1 < w2 < . . . <
w2n−1 < ∞ that separates the roots of the real polynomials in such a way that
for exactly one of k = 1, 2, 3, 4, the following conditions hold:
Ck

Pr,n
Pr(w1)
Pr(w2)
...
Pr(w2n−1)

> 0, Sk

Pi,n
Pi(w1)
Pi(w2)
...
Pi(w2n−1)

> 0.
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Proof. The Mikhailov plot (P (jw)) of a complex Hurwitz polynomial P (s) must go
through 2n quadrants in the counterclockwise direction as w increases from −∞ to
∞. The conditions given above correspond to the Mikhailov plot starting in the kth
quadrant at w = −∞.
One can now convert the problem of checking interlacing to that of checking
the feasibility of LPs with the knowledge of a set of 2n − 1 frequencies; the fol-
lowing theorem is akin to Theorem 5. Let αn(K)βn(K) 6= 0 and let P (s,K) =
(αn(K) + jβn(K))s
n + (αn−1(K) + jβn−1(K))sn−1 + · · ·+ (α0(K) + jβ0(K)). Further
let P (jw,K) = Pr(w,K) + jPi(w,K) with α¯(K) and β¯(K) as the leading coefficients
of Pr(w,K) and Pi(w,K) respectively. If n is even, then α¯ = (−1)n2αn(K) and β¯ =
(−1)n2 βn(K); if n is odd, then α¯ = (−1)n+12 βn(K) and β¯ = (−1)n−12 αn(K). If K ∈ <l,
following the notation used earlier for real stabilization, the polynomials Pr(w,K) and
Pi(w,K) may be expressed in terms of some real matrices ∆r,∆i ∈ <(n+1)×(l+1) as
follows:
Pr(w,K) =
[
1 w · · · wn
]
∆r
 1
K
 ,
Pi(w,K) =
[
1 w · · · wn
]
∆i
 1
K
 .
Define a Vandermonde type matrix, V¯c for any set of (2n − 1) distinct real fre-
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quencies arranged in increasing order, w1, w2, . . . , w2n−1 as follows:
Vc(w1, w2, · · · , w2n−1) =

0 0 0 · · · (−1)n
1 w1 w1 · · · wn1
1 w2 w2 · · · wn2
1
...
... · · · ...
1 w2n−1 w2n−1 · · · wn2n−1

.
An application of Hermite-Biehler theorem for the complex polynomial P (s,K) yields
the following theorem:
Theorem 7. There exists a controller K such that the complex polynomial P (s,K),
is Hurwitz iff there exist 2n−1 frequencies, w1 < w2 < · · · < w2n−1, such that at least
one of the following four Linear Programs is feasible:
CkVc(w0, w1, . . . , w2n−1)∆r
 1
K
 > 0,
SkVc(w0, w1, . . . , w2n−1)∆i
 1
K
 > 0,
for k = 1, 2, 3, 4.
The set of controllers K that render a complex polynomial, P (s,K), Hurwitz can,
therefore, be reduced to the search for the set of 2n−1 frequencies so that at least one
of the corresponding 4 LPs is feasible. If one were to index the LPs corresponding
to a set of 2n − 1 frequencies with a two bit binary number, then the set of all
controllers K which render a complex polynomial Hurwitz is the union of the feasible
sets of all LPs corresponding to (2n− 1) frequencies and the two bit binary numbers.
In order to facilitate the search, compactify < using the following transformation:
w = u
1−u2 . The rationale is as follows: if u = tan θ, then tan 2θ = 2w; in other words, if
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θ ∈ (−pi
4
,+pi
4
), then u ∈ (−1, 1) and w ∈ (−∞,∞) and the relation is bijective. With
this transformation, if one defines Re(u,K) = (1 − u2)nPe( u1−u2 , K) and Ro(u,K) =
(1− u2)nPo( u1−u2 , K), then the polynomials Pe(w,K) and Po(w,K) have exactly the
same number of real roots on < as that of the polynomials Re(u,K) and Ro(u,K)
respectively in the interval (−1, 1); since the transformation w = u
1−u2 , |u| < 1 is
bijective, the real roots of Pe and Po interlace in a specific pattern iff the real roots
of Re and Ro in the interval (−1, 1) interlace in the same pattern. Using Theorem 7,
there exists a controller K such that the complex polynomial P (s,K) is Hurwitz iff
there exist 2n − 1 numbers, −1 < u1 < u2 < · · · < u2n−1 < 1 such that one of the
following four sets of linear inequalities is feasible:
CkUc(u1, u2, . . . , u2n−1)∆r
 1
K
 > 0,
SkUc(u1, u2, . . . , u2n−1)∆i
 1
K
 > 0,
(4.1)
for k = 1, 2, 3, 4.
where Uc(u1, u2, . . . , u2n−1) is as follows:
Uc(u1, u2, . . . , u2n−1) =

0 0 · · · (−1)n
(1− u21)n u1(1− u21)n−1 · · · un1
(1− u22)n u2(1− u22)n−1 · · · un2
...
... · · · ...
(1− u2n−1)n u2n−1(1− u22n−1)n−1 · · · un2n−1

.
As in the case of real stabilization, the procedure is to partition the interval
(−1, 1) using more than (2n−1) points and systematically searching for the feasibility
of the above set of linear inequalities (described in (4.1)). Every feasible point, K,
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makes the polynomial P (s,K) Hurwitz. The union of all the feasible sets of the
LPs described in (4.1) for all possible sets of (2n − 1) points in (−1, 1) is the set of
all stabilizing controllers of the given structure. Partitioning (−1, 1) enables one to
capture only finitely many of the possible sets of (2n− 1) points, u1, . . . , u2n−1. The
feasible sets of the LPs corresponding to these finitely many possible sets will provide
an inner approximation of the set of all stabilizing controllers. This approximation
can be improved by refining the partition - i.e., if K is a stabilizing controller not
in the approximate set, then there is refinement (which will separate the roots of
Re(u,K) and Ro(u,K)) of the partition from which one can pick 2n − 1 points so
that one of the four LPs corresponding to these points is feasible.
C. Outer Approximation for Complex Polynomials
The previous section provides a procedure to construct an inner approximation of
the set of controllers that achieve a certain level of performance. In this subsection,
Lemma 5, Descartes’ rule of signs and it’s generalization due to Poincare´ is used
to construct an outer approximation of the stabilizing, performance achieving set of
controllers.
Lemma 9. Let P (jw,K) = Pr(w,K) + jPi(w,K) be a complex polynomial of order
n, (pr,npi,n 6= 0). Let µ1, . . . µn be the roots of Pr(w,K) and ξ1, . . . , ξn be the roots of
Pi(w,K). Let Q˜(w,K, η) = Pr(w,K)− ηPi(w,K), where η ∈ <. Then the following
statements are equivalent:
1. P (jw,K) is Hurwitz.
2. All the roots of the polynomials Pr(w,K) and Pi(w,K) are real and interlace
according to the following:
• if pr,npi,n > 0, then −∞ < µ1 < ξ1 < µ2 < ξ2 < . . . < µn < ξn <∞.
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• if pr,npi,n < 0, then −∞ < ξ1 < µ1 < ξ2 < µ2 < . . . < ξn < µn <∞.
3. The sum of positive roots of Q˜(w,K, η) and Q˜(−w,K, η) should be n, for any
η ∈ < and there exists a real λ such that,
• if pr,npi,n > 0, then Pr(w− λ,K) and Pi(w− λ,K) have exactly n− 1 and
n sign changes respectively.
• if pr,npi,n < 0, then Pr(w − λ,K) and Pi(w − λ,K) have exactly n and
n− 1 sign changes respectively.
Proof. The first two conditions are from the Hermite-Biehler theorem for complex
polynomials. P (jw,K) is Hurwitz if its Mikhailov plot goes though 2n quadrants
in the counterclockwise direction as w increases from −∞ to ∞. This is ensured
by the interlacing pattern of the second condition. The third condition follows from
Lemma 5, i.e., for any η ∈ <, the roots of Q˜(w,K, η) are all real. Suppose m of them
are positive. Then the polynomial Q˜(−w,K, η) has n−m positive roots.
As in the case of real stabilization, Poincare´’s generalization can be used to
tighten the outer approximation.
Lemma 10. If K is a stabilizing, performance achieving control vector, then (w +
1)k−1Q˜(w,K, η) and (w + 1)k−1Q˜(−w,K, η) have exactly m and n−m sign changes
in their coefficients respectively for every k ≥ 1 and for all η ∈ <.
The above lemma is used for generating the outer approximation. This is done
by choosing some η and k, and constructing linear programs for every choice of m.
D. Examples
Example 7. Consider a plant P1(s) =
1
s2−0.1s+1 ; it is clear that there is a stabilizing
controller of first order. Let us assume that the controller of the form: C(s) = K1
s+K2
.
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Furthermore, suppose we are required to guarantee a 20◦ phase margin.
The complex polynomial obtained from (s2−0.1s+1)(s+K2)+ejθK1, by using the
Euler’s identity (ejθ = cosθ+jsinθ), should be Hurwitz for every θ ∈ (−20◦, 20◦). The
set of stabilizing controllers is found by discretizing θ and finding the simultaneous
solution of the family of complex polynomials thus found.
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Fig. 13. Inner approximation of the set of stabilizing controllers guaranteeing a given
phase margin (example 7).
The inner approximation is shown in Fig. 13. The outer region is the set stabi-
lizing controllers with no performance specification, the regions with phase margins
of 5◦, 10◦ and 20◦ are shown in the figure.
Example 8. In this example, we find an approximation to the set of stabilizing PI
controllers that ensures that the transfer function hasH∞ norm less than a prescribed
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value. The plant is chosen to be:
G(s) =
Np
Dp
=
s− 1
s2 + 0.8s− 0.2 .
The controller is a PI controller, i.e.,
C(s) =
Nc
Dc
=
kps+ ki
s
.
The constraint is to achieve a H∞ norm of the complementary sensitivity transfer
function to be less than γ = 1. Consider the weight W (s) as a high pass transfer
function:
W (s) =
Wn
Wd
=
s+ 0.1
s+ 1
.
The given performance (H∞) specification is expressed as:∥∥∥∥WnWd NpNc(DpDc +NpNc)
∥∥∥∥
∞
≤ γ.
Finding the set of controllers which satisfies this condition is equivalent to the
set of controllers that simultaneously stabilizes the family of plants given by:
γWd(DpDc +NpNc) + e
jθWnNpNc,
for every θ ∈ (0, 2pi).
An inner approximation of the set of PI gains is shown in Fig. 14. The black
region is the inner approximation of the complete set of the PI gains, and the lighter
colored region shows the set of PI gains satisfying the given H∞ norm specification.
Example 9. Consider the interval plant,
P (s) =
P1(s)
P2(s)
=
a1s+ a0
b2s2 + b1s+ b0
,
where the plant parameters vary as follows: a1 ∈ [0.1, 0.2], a0 ∈ [0.9, 1.1], b2 ∈
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Fig. 14. Inner approximation of the set of stabilizing controllers guaranteeing a given
H∞ specification (example 8).
[0.9, 1.0], b1 ∈ [1.8, 2.0] and b0 ∈ [1.9, 2.1]. The controller is of the form k1s+ k2
s+ k3
.
The Kharitonov polynomials of the interval polynomials P1(s) and P2(s) are respec-
tively,
k1
1(s) = 0.9 + 0.1s, k1
2(s) = 0.9 + 0.2s,
k1
3(s) = 1 + 0.1s, k1
4(s) = 1 + 0.2s,
k2
1(s) = 1.9 + 1.8s+ s2, k2
2(s) = 1.9 + 2s+ s2,
k2
3(s) = 2.1 + 1.8s+ s2, k2
4(s) = 2.1 + 2s+ 0.9s2.
It is sufficient to find the set of controllers that simultaneously stabilize the plants
corresponding to the sixteen Kharitonov vertices. The inner approximation of the set
of controllers is shown in Fig. 15.
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Fig. 15. Inner approximation of the set of stabilizing controllers for example 9.
E. Summary
This chapter, provides an algorithm which systematically used the interlacing prop-
erty of complex Hurwitz polynomials to construct LPs in the parameters of a fixed
order controller. For complex stabilization, the feasible set of any LP constructed for
an inner approximation of the set of stabilizing controllers, can be indexed by a set
of 2n − 1 increasing frequencies, −∞ = w0 < w1 < w2 < · · · < w2n−1 < ∞. The
problem of constructing an inner approximation of the set of stabilizing controllers
for the complex polynomial was then posed as the search for all sets of ordered 2n−1-
tuples of frequencies for which the associated LP was feasible; the union of all feasible
LPs provided an inner approximation for the set of all stabilizing controllers. Robust
stability and performance specifications such as gain margin, phase margin and H∞
performance specification, were solved by converting the performance criteria to the
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condition of simultaneous stabilization of a family of real or complex polynomial.
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CHAPTER V
CONTROLLING THE TRANSIENT RESPONSE OF LINEAR TIME
INVARIANT (LTI) SYSTEMS WITH FIXED STRUCTURE CONTROLLERS
The main topic of investigation of this chapter is to find a bound for the set of
control parameters, K, so that a rational, proper transfer function, N(s,K)
D(s,K)
has a
decaying, non-negative impulse response. It is assumed that the coefficients of the
polynomials N(s,K) and D(s,K) are affine in K. A broad class of transient response
control problems can be formulated in this way. The results of chapter III enables
one to constructively find the set of controllers K that render D(s,K) Hurwitz as
a countable union of polyhedral sets. [60] provides two necessary conditions for the
transfer function N(s,K)
D(s,K)
to have a non-negative impulse response: the dominant root
of D(s,K) be real and no real root of N(s,K) be greater than the dominant root
of D(s,K). Using these two results, and the Descartes’ rule of signs, a procedure is
outlined to construct an outer approximation (as a union of polyhedral sets) of the
set of controllers K so that N(s,K)
D(s,K)
has a non-negative and decaying impulse response.
An extension of the developed procedure to the discrete time linear time invariant
systems is also presented at the end of this chapter.
A. Introduction
The problem of controlling the transient response is important in the design of con-
trollers for practical applications. Despite its importance, very little is known in terms
of a systematic solution technique, even for Single Input Single Output (SISO) Linear
Time Invariant (LTI) systems.
The following problem involving the control of transient response of a SISO LTI
system is considered:
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Problem 1. Given a proper, rational transfer function
H(s,K) =
N(s,K)
D(s,K)
,
where the coefficients of N(s,K) and D(s,K) are affine in the controller parameter
vector K, determine the set of K’s such that the impulse response, h(t), of H(s,K)
is non-negative.
A large class of problems involving transient response can be posed in this form:
1. Consider the problem of synthesizing a first order controller, C(s) =
as+ b
s+ c
, for
a plant whose transfer function is
Hp(s) =
Np(s)
Dp(s)
.
The feedback system corresponding to this controller is shown in Fig. 16.
C(s)
PlantController
−
+
R(s) Y(s)
p
H (s)
Fig. 16. Feedback control system.
Suppose sl(t) and su(t) be the lower and upper bounds for the step response
of the closed loop system and let Nl
Dl
(s) and Nu
Du
(s) be the Laplace transforms
of sl(t) and su(t). Then this problem may be posed as requiring the impulse
response of the following two transfer functions be non-negative:
H1(s) =
NuDps
2 + a(NuNps
2 −DuNps) + b(NuNps−DuNp) + cNuDps
sDuDp + as2DuNp + bsDuNp + cDuDp
,
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and
H2(s) =
−NlDps2 − a(NlNps2 −DlNps)− b(NlNps−DlNp)− cNlDps
sDlDp + as2DlNp + bsDlNp + cDuDp
.
The problem of synthesizing a system with a desired undershoot and overshoot
can be solved by specifying sl(t) = −u and su(t) = (1 + o), where u and o
is the tolerable undershoot and overshoot respectively for the step response of
the closed loop system.
2. The problem of synthesizing a monotonic step response is equivalent to syn-
thesizing the impulse response of the closed loop transfer function to be non-
negative. This problem arises in the synthesis of automatic vehicle following
control algorithms for Automated Highway Systems(AHS) [61]. In such appli-
cations, an error propagation function, H(s), indicates how the error in main-
taining a safe distance from the vehicle ahead is propagated upstream in a string
of automatically controlled vehicles. The coefficients of the numerator and de-
nominator polynomial of H(s) are dependent linearly on the controller gains. In
some practically useful information architectures, the error propagation transfer
function has a zero frequency gain (H(0)) of unity and the requirement is that
the L∞ norm of the error propagation transfer function must be less than or
equal to unity. In such cases, ‖H(s)‖ = 1 if its impulse response is non-negative.
In fact, if the impulse response of a transfer function H(s) is non-negative, all
its induced Lp norms equal H(0).
The step response of a plant with a rational, proper stable transfer function
H(s) is monotonic iff its impulse response is non-negative. If the step response is
monotonic, then there is no undershoot or overshoot. The problem of synthesizing
a controller so that a closed loop system has non-overshooting step response was
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considered in [62] for discrete-time LTI systems. It is shown in [62] that there always
exists a stabilizing two-parameter compensator that achieves a non-overshooting step
response. However, there may not exist a controller that can eliminate the undershoot
in the step response.
Some important qualitative results concerning undershoot and overshoot in the
step response of a LTI system have, as their basis, Descartes’ rule of signs and its gen-
eralization. A generalization of Descartes’ rule of signs, due to Laguerre, is especially
useful in the synthesis of non-undershooting step response for LTI systems [60, 63]
and may be stated as follows [19]:
Lemma 11. Let F (s) be a power series ordered by decreasing powers of s. If it is
convergent for all values of s greater than a given positive number a but does not
converge for s = a, then
1. the number of positive values of s for which F (s) is convergent and takes the
value zero is at most equal to the number of variations (in the sign of the coef-
ficients) of the power series, and
2. if the number of values of s which have that property is less than the number of
variations of the series, then the difference is an even number.
A result related to the above generalization is the following: If H(s) = N(s)
D(s)
is a proper, rational transfer function and if N(s) has r real, positive zeros greater
than the root(s) of H(s) with maximal real part, then the impulse response of H(s)
changes sign at least r times.
Descartes’ rule of signs was effectively employed in [60, 63] to constructively
demonstrate that the step response of a system can be controlled to be monotonic
(no undershoot and overshoot) with a two parameter compensator iff there are no real,
non-minimum phase zeros for a continuous LTI plant (iff there are no real, positive
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non-minimum phase zeros for a discrete LTI plant). Using elementary properties
of Laplace transforms, it is also shown in [64] that there exists a proper, rational
two parameter compensator that achieves non-overshooting step response for any
continuous LTI system which does not have a zero at the origin.
However, the schemes proposed in [62, 60, 63, 64] use compensators of sufficiently
high order and it is not clear whether there exists controllers of fixed order that can
accomplish the same objectives concerning the transient response. A controller of
lower order is practically appealing, since a majority of industrial controllers are
simple controllers such as the PID controllers. Since the primary objective of a
controller is stabilization, one must first construct the set of all stabilizing fixed
order controllers as this is the basic set in which design must be carried out. The
solution for stabilizing an LTI plant with a fixed order controller was discussed in
Chapter III. The set of stabilizing fixed order controllers was constructed in parameter
space using Hermite-Biehler theorem and the generalization of Descartes’ rule of
signs due to Poincare [20]. The underlying idea is to search for all n − 1 tuples of
increasing frequencies 0 < w1 < w2 < · · · < wn−1 so that the roots of the even
and odd polynomials associated with the characteristic polynomial have roots that
alternatively lie in the intervals (0, w1), (w1, w2), (w2, w3), · · · , (wn−1, wn), (wn,∞) and
hence, satisfy the interlacing requirement of Hermite-Biehler theorem. Each set of
n−1 tuples of increasing frequencies can potentially provide two LPs in the controller
coefficients(gains), with each element in the feasible set of the LPs being a stabilizing
controller. Hence, one can parametrize the set of all stabilizing controllers of fixed
order as the union of feasible sets of LPs associated with all such n − 1 tuples of
increasing frequencies.
In this chapter, a bound (an outer approximation) is constructed for set of K’s
such that
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1. D(s,K) is Hurwitz, and
2. H(s,K) has non-negative impulse response.
The following sections deal with such a construction and presentation of numerical
results.
B. Approximation of the Set of Controllers with Non-Negative Impulse Response
In this section, the necessary conditions for a transfer function H(s) to have non-
negative impulse response is first provided. The associated linear programs are then
constructed to approximate the set the controllers with non-negative impulse re-
sponse.
The following lemma is from [60]:
Lemma 12. Suppose D(s) is Hurwitz and suppose H(s) = N
D
(s) is a rational, strictly
proper transfer function with non-negative impulse response. Then, N(s) does not
have real, positive zeros.
Proof. If N(s) has a root α > 0, then D(s+α) is Hurwitz and N(s+α) = sN1(s). The
impulse response, hα(t), of H(s+α) =
sN1
D(s+α)
has the same number of sign changes as
the impulse response, h(t), of H(s). Since H1(s) =
N1(s)
D(s+α)
is stable and has relative
degree two; therefore, its impulse response, h1(t), satisfies the following properties:
h1(0) = 0 by the initial value theorem and limt→∞ h1(t) = 0, since D(s+α) is Hurwitz.
Also, hα(t) =
d
dt
h1(t), since H(s+α) = sH1(s)−h1(0) = sH1(s). Therefore, by mean
value theorem, it follows that hα(t) must change sign at least once and therefore, h(t)
must also change sign.
Poincare’s generalization of Descartes’ rule of signs (see Chapter III) is used
to construct a bound for the set of stabilizing controllers that ensure the impulse
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response H(s,K) is non-negative.
The set of K’s such that D(s,K) is Hurwitz can be computed as the union of
feasible sets of linear programs as shown in Chapter III. Let Fi be one such feasible
(polyhedral) set that may be expressed as the feasible set of the linear program
AiK ≤ bi.
Lemma 13. Suppose Fi is a set of stabilizing controllers, i.e., for all K ∈ Fi, the
polynomial D(s,K) is Hurwitz. Let N(s,K)
D(s,K)
be strictly proper. Let 2r be the largest
positive integer less than the degree of N(s,K). Let Glk,k be the union of the feasible
sets of the linear programs constructed by requiring that the number of variations of
(s+1)kN(s,K) be 2lk. If K ∈ Fi renders the impulse response of N(s,K)D(s,K) non-negative,
then, for some non-increasing sequence lk ∈ {0, 1, . . . , r} with limit zero, K ∈ Glk,k
for all k ≥ 0.
Proof. Suppose the impulse response of N(s,K)
D(s,K)
is non-negative for someK ∈ Fi. Then,
N(s,K) cannot have any real positive zeros. By Descartes’ rule of signs, N(s,K) can
at most have even number of variations. Suppose N(s,K) has 2l variations, where
2l is less than the degree of N(s,K). Then, let 2lk be the number of variations of
(s + 1)kN(s,K). By Poincare’s result, l ≥ l1 ≥ l2 ≥ · · · ≥ lk → 0. Therefore,
K ∈ Glk,k for all k.
A real root, λ, of D(s) is dominant if
• D(s) has roots with real parts less than or equal to λ, and
• Among the roots of D(s) with a real part λ, the real root has the maximum
multiplicity.
Lemma 14. If N(s,K)
D(s,K)
has non-negative impulse response, then D(s,K) must have a
dominant real root.
92
Proof. The proof is in [60]. In [60], it is shown that if this condition does not hold,
the impulse response of N(s,K)
D(s,K)
changes sign an infinite number of times.
Since K is a parameter of choice, generically, a real root of λ is dominant if it is
greater than the real part of all other roots of D(s,K). For this reason, we seek an
answer to the following question: What is the set of K ∈ Fi for which a real root is
generically dominant? The following lemma answers this question:
Lemma 15. If a real root of a Hurwitz polynomial D(s) is dominant, there exists an
α < 0 such that all coefficients except the constant coefficient of Dα(s) := D(s − α)
are of the same sign and the constant coefficient is of a different sign.
Proof. Let λ be a (generically) dominant real root of D(s). Consider α = λ−, where
 > 0 and can be chosen. Clearly, when  = 0, all coefficients except the constant
coefficient are positive and the constant coefficient is zero. When  > 0, there is one
root in the RHP plane and it must be positive since the polynomial is real. Since the
coefficients are continuous functions of the roots, for sufficiently small  > 0, all but
the constant coefficient will be positive; since the product of roots is negative, this
implies that the constant coefficient is of opposite sign.
One can now pose the problem of determining the set of controllers in Fi that
have a dominant real pole as a search for α so that a linear program parametrized in
α is feasible. The following lemma deals with this problem:
Lemma 16. Let Fi be a set of controllers K such that D(s,K) is Hurwitz. If L ⊂ Fi
is the set of controllers such that D(s,K) has a generically dominant real root, then
there exists an α < 0 such that any K ∈ L must satisfy one of the following additional
set of linear constraints.
Let Dα(s,K) := D(s+ α,K) := d0(α,K) + d1(α,K)s+ · · ·+ dn(α,K)sn.
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• LP1:
d0(α,K) < 0, d1(α,K) > 0, d2(α,K) > 0, · · · , dn(α,K) > 0.
• LP2:
d0(α,K) > 0, d1(α,K) < 0, d2(α,K) < 0, · · · , dn(α,K) < 0.
Combining the results of Lemmas 13 and 16, one can find an outer approximation
for the set of stabilizing controllers K that render the impulse response of N(s,K)
D(s,K)
non-
negative.
1. Extension to Discrete Time LTI Systems
The problem statement for the discrete time counterpart is as follows:
Problem 2. Given a proper, rational transfer function
H(z,K) =
N(z,K)
D(z,K)
,
where the coefficients of N(z,K) and D(z,K) are affine in the controller parameter
vector K, determine the set of K’s such that the impulse response, h(k), of H(z,K)
is non-negative and decaying.
Through a bilinear transformation, the problem of rendering a polynomial Schur
can be converted to some other polynomial being made Hurwitz. The results of [65]
can be brought to bear to find an approximate set of stabilizing controllers; recently,
using Chebyshev polynomials, a direct method of approximating the set of controllers,
K, that render D(z,K) Schur is presented in [66]. With this as a starting point, we
can focus on how to make the impulse response of h(k) non-negative.
The following counterparts of Lemmas 12 and 14 are of relevance and are proved
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in [63]:
Lemma 17. Suppose D(z,K) is Schur. If N(z,K) has a real positive root on or
outside the unit disk, then the impulse response h(k) will change sign at least once.
Lemma 18. If h(k) does not change sign, then there is a real positive root z0 of
D(z,K) of maximum modulus. Moreover, if there are more than one root that is of
maximum modulus, the multiplicity of the real positive root is maximum.
The counterpart of Lemma 13 may be stated as follows:
Lemma 19. Suppose Fi is a set of stabilizing controllers, i.e., for all K ∈ Fi, the
polynomial D(z,K) is Schur. Let N(z,K)
D(z,K)
be strictly proper. Let 2r be the largest
positive integer less than the degree of N(z,K). Let Glk,k be the union of the feasible
sets of the linear programs constructed by requiring that the number of variations of
(z+1)kN(z,K) be 2lk. If K ∈ Fi renders the impulse response of N(z,K)D(z,K) non-negative,
then, for some non-increasing sequence lk ∈ {0, 1, . . . , r} with limit zero, K ∈ Glk,k
for all k ≥ 0.
The proof follows along the same lines as Lemma 13.
To use Lemma 18, one can construct a polynomial D˜(s,K) = (1− s)nD( s+1
1−s , K)
and claim the following:
Lemma 20. Let D(z,K) be Schur and of degree n. If a real, positive root, ρ, of
D(z,K) is of maximum modulus then the polynomial D˜(s,K) has roots with real
parts less than or equal to ρ−1
ρ+1
.
Proof. Let rejθ be a root of D(z,K). The roots of D(z,K) and D˜(s,K) are related
through r(cos θ+ j sin θ) = s+1
1−s . Then <(s) = r
2−1
r2+2r cos θ+1
≤ r−1
r+1
. Since r ≤ ρ < 1, the
real part of s is a maximum, when θ = 0. Moreover, for θ = 0, the real part of s is
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an increasing function of r. Therefore, a real positive root of D(z,K) is of maximum
modulus if and only if <(s) ≤ ρ−1
ρ+1
.
To get an outer approximation, one therefore uses Lemma 16, where Fi will
correspond to a set of controllers that render D(z,K) Schur.
C. Examples
Example 10. Consider the plant
s+ 2
s2 + 0.8s− 0.2 and a controller of the form
s+ k1
s+ k2
.
The closed loop dynamics are given by the transfer function
N(s,K)
D(s,K)
=
s2 + (2 + k1)s+ 2k1
s3 + (1.8 + k2)s2 + (0.8k2 + 1.8 + k1)s− 0.2k2 + 2k1 .
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Fig. 17. Set of controllers for example 10.
Using Lemmas 12 and 13, the condition for N(s,K) to have no real, positive
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zeros gives the LP k1 > 0.
Applying Lemma 16, Dα(s,K) = s
3 + (1.8 − 3α + k2)s2 + (k1 − 3.6α + 0.8k2 +
3α2 − 2k2α + 1.8)s − 1.8α + k2α2 − k1α − α3 + 2k1 + 1.8α2 − 0.8k2α − 0.2k2 and
solving LP1 and LP2 gives us an approximation of the region where the closed
loop has non-negative impulse response. The complete set of stabilizing controllers
is found using the method described in Chapter III. Figure 17 shows the set of
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Fig. 18. Impulse and step response for point A in Fig. 17.
controllers. The light colored region is the inner approximation of the set of stabi-
lizing controllers. The black regions shows the outer approximation for the set of
controllers with non-negative impulse response. Figure 18 shows the impulse and
step response for point A in region 1. Figure 19 shows the impulse and step response
for point B in region 2. Corresponding to Point A, the controller is
s+ 10.4501
s+ 59.581
.
The zeros of the close loop are at (−10.4501,−2). The poles of the closed loop
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Fig. 19. Impulse and step response for point B in Fig. 17.
are at (−60.3913,−0.804805,−0.184842). Corresponding to point B, the controller
is
s+ 76.6311
s+ 10.4821
. The zeros of the close loop are at (−76.6311,−2). The poles of the
closed loop are at (−4.9441±6.221i,−2.3939). The proximity of the closed loop dom-
inant pole to the zero of the closed loop causes the impulse response of the system to
become negative, thus causing the step response to overshoot.
D. Summary
In this chapter, the problem of controlling the transient response is posed as one of
rendering the impulse response of a rational, proper transfer function, N(s,K)
D(s,K)
, to be
decaying and non-negative. The coefficients of the numerator and denominator poly-
nomials are assumed to be affine in K. Using earlier results about the construction of
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fixed order stabilizing controllers, the non-negativeness of the impulse response and
the Descartes’ rule of signs, a method is presented to construct an outer approxi-
mation of the set of K’s that corresponding to the transfer function N(s,K)
D(s,K)
having
a non-negative and decaying impulse response. The procedure is also extended to
discrete time linear time invariant systems.
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CHAPTER VI
ON THE BOUNDEDNESS OF THE SET OF STABILIZING CONTROLLERS
In Chapter III, algorithms were proposed for generating approximations (inner and
outer) to the set of fixed structure/stabilizing controllers for Linear Time Invariant
(LTI) plants. This chapter shows that the set of rational, strictly proper robustly
stabilizing controllers for Single Input Single Output (SISO) Linear Time Invariant
(LTI) plants will form a bounded (can even be empty) set in the controller parameter
space if and only if the order of the stabilizing controller can not be reduced any
further; if the set of proper stabilizing controllers of order r is not empty and the set
of strictly proper controllers of order r is bounded, then r is the minimal order of
stabilization.
This result result is further extended to characterize the set of controllers that
guarantee some pre-specified performance specifications. Procedure to generate such
sets were provided in Chapter IV. In particular, it is shown here that the minimal or-
der of a controller that guarantees specified performance is l iff (1) there is a controller
of order l guaranteeing the specified performance and (2) the set of strictly proper ro-
bustly stabilizing controllers of order l and guaranteeing the performance is bounded.
Moreover, if the order of the controller is increased, the set of higher order controllers
which satisfies the specified performance, will necessarily be unbounded. This charac-
terization is provided for performance specifications, such as gain margin and robust
stability, which require a one-parameter family of real polynomials to be Hurwitz,
where the parameter is in a closed interval. Other performance specifications, such
as phase margin and H∞ norm, can be reduced to the problem of determining a set
of stabilizing controllers that renders a family of complex polynomials Hurwitz.
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A. Properties of the Set of Stabilizing Controllers
The following lemmas are simple observations which provide key basis for the proposed
characterization of stabilizing controllers.
Lemma 21. If Cr(s) =
Nr(s)
Dr(s)
is a rth order rational, proper controller that stabilizes
P (s) = Np(s)
Dp(s)
, then given any polynomials N˜r(s) and D˜r(s) of degree r, there is a
τ ∗ > 0 such that the (r + 1)st order strictly proper, rational controller,
Cr+1(s) =
Nr(s) + τN˜r(s)
Dr(s) + τ(sr+1 + D˜r(s))
,
also stabilizes
Np(s)
Dp(s)
for every 0 < τ ≤ τ ∗.
Proof. Let ∆(s) := Np(s)Nr(s) +Dp(s)Dr(s).
The characteristic polynomial, ∆pert(s, τ), associated with the perturbed controller is
∆(s) + τ(sr+1Dp(s) + (N˜r(s)Np(s) + D˜r(s)Dp(s))). If τ is treated as a variable in the
following root locus problem,
1 +
1
τ
∆(s)
sr+1Dp(s) + N˜r(s)Np(s) + D˜r(s)Dp(s)
= 0,
and if we notice that the relative degree of the rational proper transfer function in the
above equation is one, it follows that there is a τ ∗ > 0 such that for all 0 < τ ≤ τ ∗,
the polynomial, ∆pert(s, τ), is Hurwitz.
The following are the consequences of Lemma 21:
1. If there is a rth order stabilizing controller, then there is a (strictly proper)
stabilizing controller of order r + 1. Therefore, there is no gap in the order
of stabilization. Hence, minimal order compensators can be synthesized by
recursively reducing the order of stabilizing controller by one. A scheme for
recursive order reduction is provided later in this chapter.
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2. One can associate a vector,
K = (k0, k1, . . . , kr, kr+1, . . . , k2r),
with a rational, proper controller, Cr(s), where
Cr(s) =
k0 + k1s+ . . .+ krs
r
kr+1 + kr+2s+ . . .+ k2rsr−1 + sr
.
Clearly, there is a one-to-one correspondence with K ∈ <2r+1 and a rational,
proper rth order controller Cr(s). The set of all K, with kr = 0, will consti-
tute the parameter space of the rth order strictly proper stabilizing controller.
Without any loss of generality, K and Cr(s) can be used interchangeably.
Let N˜r(s) = k˜0+k˜1s+. . .+k˜rs
r, and D˜r(s) = k˜r+1+k˜r+2s+. . .+k˜2rs
r−1+k˜2r+1sr,
so that, by Lemma 21, there is a τ ∗ such that for all 0 < τ ≤ τ ∗, the following
(r + 1)st order controller, C˜r+1(s), is also stabilizing:
C˜r+1(s) =
(k0 + τ k˜0) + (k1 + τ k˜1)s+ . . .+ (kr + τ k˜r)s
r
(kr+1 + τ k˜r+1) + . . .+ (k2r + τ k˜2r)sr−1 + (1 + τ k˜2r+1)sr + τsr+1
.
In order to find an associated vector, K˜ ∈ <2r+2, divide the numerator and
denominator by τ , so that
C˜r+1(s) =
(
k0
τ
+ k˜0
)
+
(
k1
τ
+ k˜1
)
s+ . . . . . .+
(
kr
τ
+ k˜r
)
sr(
kr+1
τ
+ k˜r+1
)
+ . . .+
(
k2r
τ
+ k˜2r
)
sr−1 +
(
1
τ
+ k˜2r+1
)
sr + sr+1
.
From here, one can get a K˜(τ) ∈ <2r+2:
K˜(τ) =
(
k0
τ
+ k˜0,
k1
τ
+ k˜1, . . . ,
kr
τ
+ k˜r, 0,
kr+1
τ
+ k˜r+1,
kr+2
τ
+ k˜r+2, . . . ,
k2r
τ
+ k˜2r,
1
τ
+ k˜2r+1
)
.
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Define K0 := K˜(τ
∗), λ := 1
τ
− 1
τ∗ , and let K1 be
K1 := (k0, k1, . . . , kr, 0, kr+1, kr+2, . . . , k2r, 1).
Then, one can express K˜ as K0 + λK1 and is stabilizing for every λ ≥ 0, by
Lemma 21. Thus, K˜ is a ray originating at K0 and is in the direction of K1 in
the space of parameters of (r+ 1)st order strictly proper stabilizing controllers.
Two things can be inferred from above:
(a) If an rth order stabilizing compensator exists, the set of (r + 1)st order
strictly proper stabilizing controller parameters is unbounded. In particu-
lar, the set of (r+ 1)st order strictly proper stabilizing controllers contains
a ray of the form K0 + λK1 in <2r+2 that is stabilizing for every λ ≥ 0.
(b) If, by some means, one were to find a ray, {K0 + λK1, λ ≥ 0}, of strictly
proper (r + 1)st order stabilizing controllers, with K1 having the (r + 2)
nd
entry to be zero and the last entry to be unity, then it seems likely to
recover a lower order controller from K1 considering the correspondence
between K1 and C(s).
Lemma 22. If Cr(s) =
Nr(s)
Dr(s)
is a strictly proper stabilizing controller of order r
for the plant P (s) = Np(s)
Dp(s)
of order n, then there also exists a biproper stabilizing
controller of order r for P (s).
Proof. Without any loss of generality, one consider a Cr(s) of relative degree one
to prove this lemma. Let ∆(s) = Np(s)Nr(s) + Dp(s)Dr(s). Consider a biproper
controller to be (εs+1)Cr(s). The corresponding closed loop characteristic polynomial
is ∆(s)+εsNp(s)Nr(s). In the standard form for the root locus, since the characteristic
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equation for the perturbed case can be expressed as,
1 + ε
sNp(s)Nr(s)
∆(s)
= 0,
it follows that the closed loop system with the perturbed controller becomes stable
by a standard root locus argument if ε is sufficiently small.
Lemma 22 indicates that if ever a reduction in the order of stabilizing controller
from r to r−1 is possible there always exists a biproper stabilizing controller of order
r − 1.
Lemma 23. If a stabilizing controller of order r exists for the given plant of order
n(> r), then stabilizing controllers of order between r and n exist.
Proof. It is easily proved by applying Lemma 21 and Lemma 22 recursively.
Lemma 21 shows that if C(s) is an rth order stabilizing controller for P (s), the
set of (r + 1)st order strictly proper stabilizing controllers is unbounded. However,
the converse is in general not true. The following example serves to illustrate that
point.
Consider the plant P (s) = 1
s2+1
. Clearly, no static output feedback controllers
exist. In fact, if K is the static feedback gain, the best one can achieve is marginal
stability when K > 0. Now consider first order strictly proper stabilizing controllers.
Let C(s) = K1
s+K2
be a representative controller and the corresponding characteristic
polynomial is:
s3 +K2s
2 + s+K1 +K2.
From the Routh-Hurwitz criterion, the stability criterion requires that K2 > 0, K1 +
K2 > 0 and K1 < 0. Clearly, the set of strictly proper stabilizing controllers is
unbounded; however, there is no stabilizing controller of lower order.
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To counter such an example, one requires that the ray of strictly proper stabilizing
controllers place the closed loop poles to the left of <(s) = −.
Let P (s) denote a proper transfer function of an LTI system and let P (s) be
given by:
P (s) =
a0 + a1s+ . . .+ ams
m
sn + bn−1sn−1 + . . .+ b0
.
The following theorem provides the conditions for the existence of a lower order
controller from the unboundedness of the set of higher order controllers:
Theorem 8. A proper controller of order r stabilizing P (s) exists iff there exists
an  > 0 and a ray of strictly proper stabilizing controllers of order r + 1, namely
{K0 + λK1, λ > 0}, that place the closed loop poles to the left of <(s) = −.
Proof. A controller of order n − 1 always exists for a SISO plant of order n. Hence,
we will assume that r ≤ n− 2.
(Necessity) Suppose an rth order proper controller, C(s) stabilizes P (s) and let zi be
the roots of the closed loop polynomial. Define 0 := max(<(zi)), (i.e. the maximum
real part of the roots), and define  := − 0
2
. It is clear that the controller C(s− ) will
stabilize the plant P (s− ). By Lemma 21, there exists a τ ∗ such that the controller
1
τs+1
C(s− ) stabilizes P (s− ) for every τ ∈ (0, τ ∗]. Again, by shifting the imaginary
axis of the complex plane, the controller, C˜(s) = 1
τ(s+)+1
C(s) stabilizes P (s) and
places the poles of the closed loop to the left of Re(s) ≤ −.
If C(s) is of the form
C(s) =
c0 + c1s+ . . .+ crs
r
sr + dr−1sr−1 + . . .+ d0
,
then C(s)
τs+1+τ
is of the form,
1
τ
(c0 + c1s+ . . .+ crs
r)
∆p(s)
,
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where
∆p(s) := s
r+1 + (+ dr−1)sr + (dr−1 + dr−2)sr−1 + . . .
. . .+ (d1 + d0)s+ d0 +
1
τ
(sr + dr−1sr−1 + . . .+ d0).
In the parameter space of (r+1)st order controller, it is of the form, K0 +λK1, where
λ :=
1
τ
− 1
τ ∗
,
K1 = (c0, c1, . . . , cr, 0, d0, d1, . . . , dr−1, 1),
K0 =
1
τ ∗
K1 + (0, . . . , 0︸ ︷︷ ︸
r+1 zeros
, d0, (d1 + d0), . . . , (+ dr−1)),
and this ray of controllers, {K0 + λK1, λ > 0} stabilize the plant P (s) and place the
closed loop poles to the left of <(s) = −.
(Sufficiency) Consider a ray of strictly proper controllers of order r as given below:
C(s, λ) =
Nc(s) + λN
∗
c (s)
Dc(s) + λD∗c (s)
,
where,
Nc(s) = c0 + c1s+ c2s
2 + . . .+ cr−1sr
N∗c (s) = e0 + e1s+ e2s
2 + . . .+ er−1sr
Dc(s) = d0 + d1s+ d2s
2 + . . .+ drs
r + sr+1
D∗c (s) = f0 + f1s+ f2s
2 + . . .+ frs
r
Suppose this ray of strictly proper controllers C(s, λ) of order r + 1 stabilize a plant
P (s) and place the closed loop poles to the left of <(s) = − for some  > 0. If
P (s) = Np(s)
Dp(s)
, then, the closed loop characteristic polynomial for the plant P (s) with
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a controller from the ray (identified by λ) may be written as:
∆(P (s), λ) = ∆0 (P (s)) + λ∆1 (P (s)) ,
where ∆0 = Np(s)Nc(s) + Dp(s)Dc(s) and ∆1 = Np(s)N
∗
c (s) + Dp(s)D
∗
c (s). Notice
that the degree of ∆1(s) is less than that of ∆0(s), since we are considering a ray of
strictly proper controllers. Since ∆(P (s), λ) is Hurwitz for all λ > 0 and has roots
with real part less than −, from a root locus argument, it must be true that the
roots of ∆1(P (s)) must lie in the open left half plane.
Since ∆1(P (s)) is Hurwitz, one of the following two cases can occur:
1. If N∗c (s) and D
∗
c (s) are co-prime,
N∗c (s)
D∗c (s)
is a rth order proper stabilizing controller.
2. If N∗c (s) and D
∗
c (s) are not co-prime, then
N∗c (s)
D∗c (s)
in its reduced form stabilizes
P (s).
There is a possibility that C(s) = N
∗
c (s)
D∗c (s)
may not be proper; since C(s) stabilizes P (s),
and since C(s)
τs+1
stabilizes P (s) for a sufficiently small τ > 0, and since the degree of
N∗c is no more than r, one can always synthesize a proper controller of order r that
stabilizes P (s).
Example 11. An arbitrarily tight outer approximation can be constructed as a union of
finite number of feasible sets of linear programs (LPs) [65]. If this outer approximation
is bounded, which can be checked by checking the boundedness of the polyhedral sets
generated by associated LPs, then, by using the results in this manuscript, one can
establish the minimal order of stabilization computationally.
Consider a plant P1(s) =
1
(s2 − 0.1s+ 1). We consider the set of strictly proper
output feedback stabilizing controllers of first order, i.e. controllers of the form:
C(s) =
K1
s+K2
. Fig. 20 shows the inner and outer approximation (Chapter III).
The black region is the outer approximation and the colored region is the inner
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approximation. Since the outer approximation is bounded, the minimal order of
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Fig. 20. Inner and outer approximation showing a bounded approximation for first
order controllers.
stabilization for this plant is one.
B. Boundedness of Strictly Proper Stabilizing Controllers of Minimal Order that
Guarantee Performance.
Following the results of Chapter IV, one can refer to controllers guaranteeing perfor-
mance as those controllers that render a one-parameter family of possibly complex
polynomials of the form {Dp(s)Dc(s) + f(α)Np(s)Nc(s), α ∈ K} to be Hurwitz for
some pre-specified continuous function f and a pre-specified compact interval K. It
is easy to associate the function f and the compact interval K associated with the
performance specifications discussed in Chapter IV.
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The following lemmas enable the characterization of the set of controllers which
satisfy these performance specifications.
Lemma 24. Let ∆(s) be a complex Hurwitz polynomial of the form Πn+ri=1 (s + αi).
Then for any real monic polynomial Dp(s) of degree n, there exists a τ
∗ > 0 such that
the perturbed polynomial
∆p(s) := τs
r+1Dp(s) + ∆(s)
is Hurwitz for 0 < τ ≤ τ ∗.
Proof. One can use a regular perturbation technique for determining the locus of
roots, αi for small τ , and use the relationship between the coefficients of a polynomial
and the sum of the roots to find the locus of the (n+ r + 1)st root of ∆p(s).
Let −αi be a root of ∆(s) of multiplicity k. Define  through τ = k. Let (s+ αi) =
z+O(2), where z is a complex number and indicates the direction of the root locus
and is to be determined. In terms of z and , the perturbed polynomial may be
expressed as:
∆p(z, ) = k(−αi + z +O(2))r+1Dp(−αi + z +O(2)) + kΠj:αi 6=αj (αj − αi +O(2)),
which upon collecting terms of the smallest order (in this case O(k)) yields the
following equation for the perturbation of the root −αi:
(−αi)r+1Dp(−αi) + zkΠi:j 6=i(αj − αi).
It is ready then that z is the kth (complex) root (say zk) of
−(−αi)
r+1Dp(−αi)
Πj 6=i(αj − αi) .
Therefore, for small τ , the finite root of ∆p(z, ) vary as −αi + τ 1k zk +O(τ 2k ).
Since the sum of the roots of ∆p(s) is −1 + dn−1τ
τ
, where dn−1 is the coefficient
of sn−1 in Dp(s), it is clear that the sum of the roots goes to −∞ as τ → 0. But
the other n + r roots are finite as we have shown through the regular perturbation
technique. Therefore, one root escapes to infinity. For the asymptotic behavior of this
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root, it is sufficient to consider the two highest order terms of ∆p(s). Asymptotically,
the (n+ r + 1)st root satisfies:
τsn+r+1 + (1 + dn−1τ)sn+r = 0,
implying that s ≈ − (1+dn−1τ)
τ
. Hence, for sufficiently small τ > 0, all the (n + r + 1)
roots of ∆p(s) will be in the open left half plane, implying that it is Hurwitz.
Lemma 25. Let C(s) = Nc(s)
Dc(s)
be an rth order stabilizing controller for a plant
P (s) = Np(s)
Dp(s)
and guarantees performance. Then, there is a τ ∗ > 0 such that
for all τ ∈ (0, τ ∗] and for α ∈ K, the (r + 1)st order strictly proper controller,
C˜(s) = Nc(s)
τsr+1+Dc(s)
guarantees the specified performance. Consequently, the set of
(r+ 1)st order controllers guaranteeing the specified performance is unbounded in the
parameter space of the controller.
Proof. Let jr+1Dp(jw) be expressed as D¯pr(w)+jD¯pi(w). Let ∆(s, α) = Dp(s)Dc(s)+
f(α)Np(s)Nc(s) and ∆p(s, α) = Dp(τs
r+1 + Dc(s)) + f(α)Np(s)Nc(s). The specified
performance is given in terms of the continuous function f and the compact interval K
and is fixed throughout the proof. Let ∆(s, α)|s=jw = ∆r(w, α)+j∆i(w, α). Consider
the values of τ for which ∆p(s, α)|s=jw = 0. This amounts to the determination of
the values of τ that solve the following system of nonlinear equations:
τwr+1D¯pr(w) + ∆r(w, α) = 0,
τwr+1D¯pi(w) + ∆i(w, α) = 0.
Observe that 0 is not a root of the above equation as it would imply that the polyno-
mial ∆(s, α) is not Hurwitz. The values of (real) w that satisfy the above equations
form a subset of the roots of
∆˜(w) := ∆r(w, α)D¯pi(w)−∆i(w, α)D¯pr(w).
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However, the roots of ∆˜(w) vary continuously with α. Consider any real root of
∆˜(w). At such a w, one cannot have D¯pr(w) = 0 and D¯pi(w) = 0 as it would imply
that ∆(jw, α) = 0 and contradict the Hurwitzness of ∆(s, α). Without any loss of
generality, one can consider the case that D¯pr(w) 6= 0. Let w1, . . . , wk be the distinct
real roots of ∆˜(w). The corresponding value of τk satisfying the system of equations
is given by:
τk = − ∆r(w, α)
wr+1D¯pr(w)
,
and hence, τk is a continuous function of α as it is a continuous function of continuous
functions of α. Define τ(α) = mink τk(α) and is clearly a continuous function of α,
since τk(α) is continuous in α for every k. By Lemma 24, ∆p(s) is Hurwitz for every
τ ∈ [0, τ(α)]. Since α belongs to a compact interval, by Weierstrass’s theorem, the
argument, α∗ minimizing τ(α) lies in the interval [−φ∗, φ∗]. Define τ ∗ := τ(α∗). Since
τ(α) ≥ τ ∗, it follows that for every τ ∈ (0, τ ∗] and for every α ∈ [−φ∗, φ∗], the
polynomial ∆p(s, α) is Hurwitz.
To show the unboundedness of the set of (r+1)st order strictly proper stabilizing
controllers that guarantee performance, let C(s) be of the form
C(s) =
c0 + c1s+ . . .+ crs
r
sr + dr−1sr−1 + . . .+ d0
,
Consider the (r + 1)th order controller, Cˆ(s) =
Nc(s)
τsr+1 +Dc(s)
and can be written in
the form,
1
τ
(c0 + c1s+ . . .+ crs
r)
sr+1 + 1
τ
(sr + dr−1sr−1 + . . .+ d0)
.
Suppose, C(s) stabilizes a plant P (s) = Np(s)
Dp(s)
and satisfies the given performance
criterion, then the family of polynomials
∆(s, α) = Dp(s)Dc(s) + f(α)Np(s)Nc(s)
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must be Hurwitz. Here, f is some continuous function, depending on the performance
specification and α is a compact interval.
If the higher order controller Cˆ(s) also has to satisfy the same performance
criteria, then the following family of polynomials must be Hurwitz:
Dp(s)(τs
r+1 +Dc(s)) + f(α)Np(s)Nc(s)
=τsr+1Dp(s) +Dp(s)Dc(s) + f(α)Np(s)Nc(s)
=τsr+1Dp(s) + ∆(s, α)
=∆p(s, α).
Lemma 24 states that there is a τ ∗ > 0 such that for all τ ∈ (0, τ ∗] the family of
polynomial ∆p(s, α) is Hurwitz.
In parameter vector form, Cˆ(s) is of the form, K0 + λK1, where
λ :=
1
τ
− 1
τ ∗
,
K1 = (c0, c1, . . . , cr, 0, d0, d1, . . . , dr−1, 1),
K0 =
1
τ ∗
K1,
and this ray of controllers, {K0 + λK1, λ > 0} guarantees the specified performance
criteria.
A performance guaranteeing minimal order stabilizing controller is a controller
of the least order that not only stabilizes the plant but also guarantees the specified
performance. Analogous to the problem of real stabilizing minimal order controllers,
one can state the following:
Theorem 9. A performance guaranteeing controller of order l exists if and only if
there is an  > 0 and a ray {K0 + λK1, λ ≥ 0} of strictly proper, performance
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guaranteeing (l + 1)st order stabilizing controllers that place the roots of
Dp(s)Dc(s) + f(α)Np(s)Nc(s)
to the left of Re(s) ≤ − for every α ∈ K.
Proof. The necessity proof follows along the lines of the necessity proof of Theorem 8
but uses Lemma 25 (required for complex stabilization).
Let C(s) = Nc(s)
Dc(s)
be a lth order performance guaranteeing controller for P (s) =
Np(s)
Dp(s)
. Then, for some specified continuous f and a compact interval K, the polynomial
∆(s, α) = Dp(s)Dc(s) + f(α)Np(s)Nc(s)
is Hurwitz for every α ∈ K. For every α, let (α) := maxi{Re (λi (∆(s, α))) < 0},
where λi (∆(s, α)) is the i
th root of the characteristic polynomial. Then, (α) is a
continuous function of α. Since α ∈ K, a compact interval, there exists an  such that
2 = −(α∗) ≥ (α) for every α ∈ K. It is clear that the shifted polynomial ∆(s−, α)
is Hurwitz for every α ∈ K. In other words, the controller C(s − ) guarantees the
specified performance when controlling the plant P (s− ). By Lemma 25, it follows
that there exists a τ ∗ such that for all τ ∈ (0, τ ∗], the controller Nc(s− )
τsl+1 +Dc(s− )
guarantees the specified performance on the plant P (s − ); this is equivalent to
saying that the controller
Nc(s)
τ(s+ )l+1 +Dc(s)
stabilizes the plant P (s) while placing
the poles of the polynomial (τ(s+ )l+1 +Dc(s))Dp(s) +f(α)Np(s)Nc(s) to the left of
Re(s) ≤ −. The set of controllers corresponding to τ ∈ (0, τ ∗], as in the discussion
until now, can be expressed as a ray in the parameter space as {K0 + λK1, λ ≥ 0},
where λ = 1
τ
− 1
τ∗ and K1 = (c0, c1, . . . , cr, 0, d0, d1, . . . , dr−1, 1),
K0 =
1
τ∗K1 + (0, . . . , 0︸ ︷︷ ︸
r+1zeros
l+1, (l + 1)l, . . . , (l + 1)).
The sufficiency proof follows along the lines of the sufficiency proof of Theorem 8.
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Let C(s, λ) = Nc(s)+λN
∗
c (s)
Dc(s)+λD∗c (s)
be a performance guaranteeing controller and be of the same
form as in the sufficiency part of Theorem 8. For some  > 0, since the roots of
(Dp(s)Dc(s) + f(α)Np(s)Nc(s)) + λ(Dp(s)D
∗
c (s) + f(α)Np(s)N
∗
c (s)
have real parts less than − for every α ∈ K and for every λ ≥ 0, it follows that
Dp(s)D
∗
c (s) + f(α)Np(s)N
∗
c (s)
must be Hurwitz for every α ∈ K. This implies that the controller C∗(s) := N∗c (s)
D∗c (s)
in its reduced form is a performance guaranteeing controller for P (s). The degree
of the numerator and denominator of C∗(s) is no more than l. In the event that
the controller C∗(s) is not proper, one can resort to a reasoning along the lines of
Lemma 25 to show that there is a proper performance guaranteeing controller of order
l for the given plant P (s).
The upshot of the last theorem is that the performance guaranteeing strictly
proper stabilizing controllers of minimal order are necessarily bounded. If one can
construct a tight outer approximation for the set of performance guaranteeing con-
trollers of a given order, this result can be used to check if it is of minimal order.
The unboundedness property of the set of higher order stabilizing and perfor-
mance attaining controllers, as discussed above, can be used to develop and recursive
procedure for reducing the order of the controller. Motivation for developing such an
algorithm and its details are provided in the next section.
C. Order Reduction
In this section, a procedure is presented for controller order reduction through the
construction of an under-determined system of linear equations. The system of linear
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equations is obtained by canceling the poles of the closed loop system obtained by a
controller of higher order and replacing it with one less pole. The free parameter in
the solution of the under-determined system is then used to search for stability and
performance.
In the last two decades, there have been numerous results in the field of mod-
ern control theory, [67], [68], [69], which provide a precise formulation and elegant
solutions to the problem of synthesizing a controller which minimizes the general-
ized sensitivity of a given transfer function. Many robust stability and performance
problems can be formulated as similar problems of optimization.
The order of the optimal controller obtained through these traditional techniques
is almost always very high, being equal to that of the generalized plant. The general-
ized plant is of higher order than the original plant due to the inclusion of frequency
dependent weights needed to achieve performance. The difficulty involved in imple-
menting a high order controller for practical applications has been a deterrent to the
use of these controllers. The need for low order controllers arises when simplicity,
hardware limitations or reliability in the implementation of a controller dictates low
order of stabilization.
There are in general three basic approaches to obtain a low order controller [70].
The first method is to directly obtain a low order controller from the given plant data.
The second method is to find a simpler lower order representation of the plant which
captures the essential features of the plant and then construct a possible lower order
controller using the lower order representation of the plant. The third approach is to
compute a controller directly from the higher order plant. This controller can be of
high order. Controller order reduction schemes are then applied to synthesize a lower
order controller.
The direct synthesis of low order controllers involve the problem of fixed-order
115
stabilization. The problem of fixed-order stabilization of a Linear-Time Invariant
(LTI) dynamical system and a systematic procedure for synthesizing a fixed-order
controller were discussed in Chapter III.
Another approach to achieve a low order controller is to approximate the original
system, and then obtain a controller based on the approximated plant. The model of
the system is approximated by various existing methods (see [71]) which are all based
on minimization of some error. A method based on truncating the balanced realization
was proposed by Moore [72]. In many applications, the interest is in approximating
the higher order plant only in a specific frequency interval. The use of weighted-
frequency improves the model reduction by trying to reduce the error only over a
specified frequency range [73]. Comparison of different model reduction techniques
is given in [74]. The main drawback of this method is that the errors due to model
approximation will cause problems in subsequent controller design synthesis [75].
The procedure of direct controller order reduction can be categorized in two parts,
the open-loop and closed-loop methods. In open loop methods, it is required that
the reduced controller, Cr(s) be a good approximation of the original controller C(s).
Requiring Cr(s) to be a good approximation to C(s) does not guarantee the desired
closed-loop performance. The controller reduction requires taking the plant dynam-
ics into account and hence closed-loop methods are used. This is generally achieved
through frequency weighting (see [70],[71]). In frequency-weighted controller reduc-
tion, the aim is to find a lower order controller Cr(s) that minimizes the weighted error
||Wo(s) (C(s)− Cr(s))Wi(s)||∞, where Wi(s) and Wo(s) are appropriate frequency
weighting functions. These weights can be chosen to satisfy closed loop stability and
performance [76].
The next subsection provides a procedure to recursively reduce the order of the
high order controller and can be applied to high order controllers obtained through
116
classical control synthesis techniques. Since all achievable closed loop maps are affine
in the Q (Youla) parameter, the procedure searches for Q parameter of a certain form
to induce a pole zero cancellation in the closed loop map and obtain a lower order
controller. The initial work on this structure of controller parameter was discussed
in [53] and preliminary results regarding stabilization were provided in [77]. This
work differs from [53, 77] in the admission of a free parameter that can be used to
search for stabilizing controller that satisfy the desired performance specifications.
The simplicity of the scheme as well as the limitation of the scheme stems from the
search forQ parameter of a certain form. A recursive order reduction procedure based
on pole-zero cancellation, which guarantees a specified performance specification is
provided. This procedure is sufficient for order reduction and may not be necessary.
1. A Parametrization of Stabilizing Controllers
Consider a rational, proper transfer function, P (s) = Np(s)
Dp(s)
of order n, whereNp(s) and
Dp(s) are co-prime polynomials and a rational, proper stabilizing transfer function,
C1(s) =
Nc1(s)
Dc1(s)
of order r(<= n), where Nc(s) and Dc(s) are co-prime polynomials.
The problem is to find a low order controller, C2(s) which stabilizes the plant, P (s)
and meets some specified H∞-norm performance specification.
In order to obtain a controller order reduction, we consider Youla parameters of
the form
Q =
kms
m + km−1sm−1 + . . .+ k1s+ k0
qn−r+m(s)
, (6.1)
where the order of the polynomial qn−r+m(s) is n − r + m. Then, the stabilizing
controller associated with Q can be expressed as
Cs(s) =
Nc1(s) · qn−r+m(s) + (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Dp(s)
Dc1(s) · qn−r+m(s)− (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Np(s) . (6.2)
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The modified closed loop characteristic polynomial is given by
Np(s)[Nc1(s) · qn−r+m(s) + (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Dp(s)]
+Dp(s)[Dc1(s) · qn−r+m(s)− (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Np(s)]
= ∆(s) · qn−r+m(s). (6.3)
It is clear from the right hand side of the equation that we add n− r+m poles to the
closed loop system through the Q parameter. For an order reduction of the controller,
the polynomials Nc1(s) · qn−r+m(s) + (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Dp(s) and
Dc1(s) · qn−r+m(s) − (kmsm + km−1sm−1 + . . . + k1s + k0) · Np(s) must have at least
n − r + m + 1 factors in common; otherwise, the resulting controller will not be of
reduced order. If they have a polynomial factor, q¯n−r+m+1(s) of order n−r+m+1 in
common, this factor must divide ∆(s) · qn−r+m(s). This indicates that n− r +m+ 1
poles of the closed loop system corresponding to C1(s) have been canceled to obtain
one reduced order controller. That is, at λi, i = 1, ..., n− r +m+ 1 with ∆(λi) = 0,
i = 1, ..., n+ r, we must have
Nc1(s) · qn−r+m(s) + (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Dp(s)|s=λi = 0,
i = 1, ..., n− r +m+ 1. (6.4)
and therefore, have the following dependent set of equations:
Dc1(s) · qn−r+m(s)− (kmsm + km−1sm−1 + . . .+ k1s+ k0) ·Np(s)|s=λi = 0,
i = 1, ..., n− r +m+ 1. (6.5)
The construction of qn−r+m(s) does not care which of the (n−r+m+1) roots of ∆(s)
are picked, as long as complex conjugates are chosen together. Hence, to obtain a
controller order reduction by one with a proper controller, we solve (6.4) for qn−r+m(s)
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and (kms
m+km−1sm−1+. . .+k1s+k0). Without any loss of generality, qn−r+m(s) may
be chosen to be a monic polynomial. Therefore, there are (n− r+ 2m+ 1) unknowns
and (n−r+m+1) linear equations. The formulation of the problem and the procedure
for the solution in terms of these variables is provided in the following sections. If a
Hurwitz polynomial qn−r+m(s) satisfying (6.4) is found, then a stabilizing controller,
whose order is reduced by one, is obtained by (6.2).
2. Problem Formulation
Equation (6.4) can be expressed as follows:
A

q˜0
q1
...
q˜n−r+m−2
q˜n−r+m−1
k0
k1
...
km

︸ ︷︷ ︸
α
= B,
where, A is a numeric matrix of size (n−r+m+1)× (n−r+2m+1), B is a numeric
matrix of size (n − r + m + 1) × (1). q˜0, q˜1, · · · , q˜n−r+m−1 are the coefficients of the
monic polynomial qn−r+m(s). The variable parameters in this procedure are given by
the vector α = [ q˜0 q˜1 · · · q˜n−r+m−1 k0 · · · km ]′. An appropriate solution to
α, which makes qn−r+m(s) Hurwitz, will yield the desired low order controller.
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Let the desired solution be
α = α† + λαNi ,
where α† is the minimum norm solution and αN is the null space of the above system
of equations. αNi represents i
th vector in a basis of the null space. Hence, the solution
can be represented in terms of one parameter, λ. The span of the null space can be
controlled by choosing m, i.e. it depends on the form of the Q parametrization.
The closed loop controller (one order lower) can be expressed in the form :
Cs(s) =
N˜c(s)
D˜c(s)
=
Nc0(s) + λNc1(s)
Dc0(s) + λDc1(s)
. (6.6)
This equation is obtained by substituting α into (6.2) and removing the (n−r+m+1)
roots of 41, which we picked earlier, from both the numerator and the denominator.
At this stage, the search for a lower order stabilizing controller reduces to a root
locus problem in λ. Over the range of stabilizing values of λ, one can then compute
the prescribed performance specifications and determine if the specifications have
been met. In case, either a stabilizing set has not been found or the performance
specifications have not been met, one may try a different vector in the null space.
While there is no guarantee that the procedure will find a stabilizing controller of
lower order in the first place, the procedure seemed to find lower order controller
whenever possible in the numerical examples.
a. Lower Order Stabilizing Controller
The closed loop characteristic equation, for the reduced order controller, is given by
∆˜(s, λ) = N˜c(s)Np(s) + D˜c(s)Dp(s)
= ∆0(s) + λ∆1(s). (6.7)
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Problem 3. Find λ such that ∆˜(s, λ) is Hurwitz.
Procedure. The controller can be reduced to a one order lower stabilizing controller
if there exists a Hurwitz qn−r+m(s). Hence, one needs to find λ such that the monic
polynomial qn−r+m(s) is Hurwitz. This problem reduces to a root locus problem for
the range of λ such that the following polynomial is Hurwitz.
sn−r+m + q˜†n−r+m−1s
n−r+m−1 + ...+ q˜†0 + λ
[
q˜Nn−r+m−1s
n−r+m−1 + ...+ q˜N0
]
.
b. Lower Order Controller Satisfying Given Performance Specification
Various performance specification which can be expressed as a complex stabilization
problem (see Chapter IV) can be considered. For example, consider the performance
specification to be a desired upper bound on the H∞ norm of a weighted sensitivity
transfer function. The given performance (H∞) specification is expressed as:∥∥∥∥Nw(s)Dw(s) Np(s)(Nc0(s) + λNc1(s))(Dp(s)(Dc0(s) + λDc1(s)) +Np(s)(Nc0(s) + λNc1(s)))
∥∥∥∥
∞
≤ γ.
This can be expressed as, ∥∥∥∥N0(s) + λN1(s)D0(s) + λD1(s)
∥∥∥∥
∞
≤ γ.
The above H∞ specification can be expressed in the form of a complex stabilization
problem, i.e.
P (s, λ, θ) = γ(D0(s) + λD1(s)) + e
jθ(N0(s) + λN1(s))
should be Hurwitz ∀θ ∈ [0, 2pi]. Using Euler’s formula (ejθ = cosθ + jsinθ), this
can be converted into a problem of simultaneous stabilization of family of complex
polynomials, P (s, λ, θ).
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Problem 4. Find λ such that the family of complex polynomials P (s, λ, θ) is Hurwitz
∀θ ∈ [0, 2pi].
Procedure. The solution presented is based on determining those values of λ for which
the complex polynomial P (s, λ, θ) has a root on the imaginary axis. For a fixed θ,
these values of λ partition the λ-axis into root invariant regions. One can then find
those invariant regions for which the polynomial P (s, λ, θ) is Hurwitz. By intersection
of such regions, as θ varies in its domain, one obtains the desired ranges of λ for which
the family of complex polynomials is Hurwitz. This range of values, when non-empty,
provides the desired performance. Procedurally, the steps involved are:
• Discretize θ. For each θj, let P (s, λ, θj) be the corresponding complex polyno-
mial.
• To find root invariant regions, one has to calculate λ, such that a root of the
complex polynomial P (s, λ, θj) lies on the imaginary axis. Let s = jw be a root.
Then,
– P (jw, λ, θj) = Pr(w, λ, θj) + jPi(w, λ, θj) = 0
– The above equation reduces to
Pr(w, λ, θj) = Pr0(w, θj) + λPr1(w, θj) = 0 (6.8)
Pi(w, λ, θj) = Pi0(w, θj) + λPi1(w, θj) = 0 (6.9)
– Eliminating λ from (6.8) and (6.9) gives a polynomial,
Pr0(w, θj)Pi1(w, θj)− Pi0(w, θj)Pr1(w, θj) = 0 (6.10)
– Find the real roots, w∗, of the polynomial (6.10).
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– For each w∗, find the corresponding value of λ from (6.8) or (6.9). This
provides the separation of the parameter λ into root invariant regions. Pick
one value of λ from each of the root invariant regions and find the root
distribution of the polynomial P (s, λ, θj). Let λj denote the range of λ’s
for which the polynomial P (s, λ, θj) is Hurwitz.
• The intersection of stabilizing ranges (λj’s) for all polynomials (different values
of θj’s) in the family of polynomial provide a range of values for λ, which can
be used to obtain a one order lower controller which satisfies a pre-specified
performance criterion.
D. Examples
Example 12. Consider a fourth order plant,
P (s) =
s2 + 3s+ 2
s4 − 10s3 + 35s2 − 50s+ 24 .
The initial controller is
C(s) =
1000s3 + 13000s2 + 54000s+ 72000
s3 + 42s2 + 395s+ 1050
.
The weighting function is considered to be W = 1. The H∞ norm of the comple-
mentary sensitivity function is 3.2704. The aim is to recursively find reduced order
controllers with H∞ ≤ 2. This particular controller is chosen to illustrate the point
that the initial closed loop system can have an H∞ norm greater than the desired
value.
Recursive order reduction results using the two procedures in the previous section
are presented.
Without performance criterion: Choosing m = 1, the form of the Youla Param-
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eter is
Q(s) =
k1s+ k0
s2 + q1s+ q0
.
The closed loop poles are −6.123±j24.195, −6.691±j2.834, −0.592±j0.800481
and −5.187. We choose to remove −6.123±j24.195, −5.187. The range of λ is found
to be −2365.9523 −→∞.
In the procedure given above, the choice of only one free parameter λ provides an
advantage. Over the range of stabilizing values of λ, one can compute the prescribed
performance specifications and determine if the specifications have been met. A plot
showing theH∞ norm of the complementary sensitivity function and the phase margin
for different values of λ is shown in Fig. 21. This provides one with a tool to choose
a value of λ which allows multiple performance specifications to be met.
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Fig. 21. H∞ norm of the complementary sensitivity function and the phase margin for
different values of λ.
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Since in this case there is no performance specifications, λ = 2000 is chosen. The
reduced controller obtained is :
C1(s) =
1450s2 + 10290s+ 18160
s2 + 49.74s+ 263.5
.
The H∞ norm of reduced system is 2.1536.
The poles of the closed loop of the reduced system are −12.588 ± j25.613,
−6.691±j2.833 and −0.592±j0.801. Choosing m = 1, the form of the Youla Parame-
ter is Q(s) = k1s+k0
s3+q2s2q1s+q0
. Choosing to remove −12.588±j25.613,−6.691±j2.833, the
range of λ is −∞ −→ −8765.0404. Picking λ = −9000, the reduced order controller
obtained is,
C2(s) =
618.3s+ 1525
s+ 22.66
.
The H∞ norm of reduced system is 12.9481 .
No further reduction of the controller occurs. Failure to calculate does not guar-
antee that we have achieved the minimal order controller. However for this system,
the minimal order of stabilization is indeed first order.
With performance criterion: The form of the Youla Parameter considered is the
same as before. θ is discretized at intervals of 45◦. The roots which are sought to be
removed are −6.123± j24.195, −5.187.
For θ = 0 deg, the value of λ where one root of the polynomial P (s, λ, θ = 0) is
on the imaginary axis is found to be −7340.372.
The number of roots are checked for two intervals of λ, [−∞, −7340.372] and
[−7340.372, ∞]. It is found that for λ ∈ (−7340.372, ∞), all roots of P (jw, λ) are
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in the Left Half Plane. For other values of θ, the ranges of λ′s are given below.
45◦ ⇒ (−954.659, ∞) 90◦ ⇒ (1432.454, ∞)
135◦ ⇒ (2842.117, ∞) 180◦ ⇒ (−7368.890, ∞)
225◦ ⇒ (2842.117, ∞) 270◦ ⇒ (1432.454, ∞)
315◦ ⇒ (−954.659, ∞)
Choosing λ = 10000, a reduced order controller which provides a system with H∞
norm of 1.6365 is obtained. The reduced order controller is given by,
C1(s) =
3013s2 + 19500s+ 33750
s2 + 94.03s+ 485.2
.
The same procedure is repeated to recursively obtain a lower order controller
C2(s) which yields a system with H∞ norm of 1.6049. The controller is given by
C2(s) =
3054s+ 3013
s+ 89.23
.
Example 13. In this example, the order reduction algorithm is applied to the popular
four-disk system. This system was first studied by [73] and comparison of various con-
troller order reduction techniques applied to this problem have been done in [70], [78].
The problem is to control the angle of a disk that is mounted with three other disks
on a shaft with torsion flexibility. The actuation is on the third disk and the angle
of concern is the angle of the first disk. The disks have unit rotational inertia, and
the springs have unit torsional stiffness. The system has one rigid-body mode. The
three vibration modes are assumed to be lightly damped.
The system (plant) to be controlled is represented as linear, time-invariant, single
input and single output, unstable, non-minimum phase and of eighth order. The
minimal realization of A,B,C is given by:
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A =

−0.161 −6.004 −0.58215 −9.9835 −0.40727 −3.982 0.0 0.0
1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0

,
B′ =
[
1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
]
,
C =
[
0.0 0.0 0.0064432 0.0023196 0.071252 1.0002 0.10455 0.99551
]
.
The transfer function of this plant is:
P (s) =
0.0064432s5 + 0.0023196s4 + 0.071252s3 + 1.0002s2 + 0.10455 s+ 0.99551
s8 + 0.161s7 + 6.004s6 + 0.5822s5 + 9.983s4 + 0.4073s3 + 3.982s2
.
The initial controller is:
C8(s) =
0.191s7 + 0.039s6 + 1.1475s5 + 0.1603s4 + 1.913s3 + 0.1596s2 + 0.768s+ 0.0327
s8 + 1.298s7 + 6.824s6 + 7.235s5 + 13.91s4 + 10.29s3 + 9.59s2 + 3.351s+ 1.382
.
The H∞ norm of the complementary transfer function with this controller is 1.2683.
The proposed algorithm is applied to the higher order controller C8(s) and the aim
is to obtain the lowest possible order controller with H∞ norm less than 1.5.
The following provides a result of the algorithm developed in this chapter
C7(s) =
.001(2.304s7 + .527s6 + 13.72s5 + 2.331s4 + 22.74s3 + 2.317s2 + 9.068 s+ .00857)
s7 + 1.233s6 + 3.056s5 + 2.493s4 + 2.486s3 + 0.9420s2 + 0.3795 s+ 0.05178
⇓
C6(s) =
0.2943s6 + 0.2047s5 + 0.7812s4 + 0.4902s3 + 0.3791s2 + 0.2104 s+ 0.008968
s6 + 1.241s5 + 3.104s4 + 2.529s3 + 2.451s2 + 0.9070 s+ 0.2938
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⇓
C5(s) =
0.3030s5 + 2.829s4 + 0.3622s3 + 1.658s2 + 0.05818 s+ 0.002284
s5 + 1.615s4 + 1.687s3 + 0.9683s2 + 0.3614 s− 0.2888
⇓
C4(s) =
−0.09514s4 + 0.2188s3 − 0.03941s2 + 0.1309 s+ 0.005588
s4 + 1.177s3 + 1.399s2 + 0.5578 s+ 0.2499
⇓
C3(s) =
0.02110s3 + 0.001600s2 + 0.01338 s+ 0.0002998
s3 + 0.4461s2 + 0.2646 s+ 0.04818
⇓
C2(s) =
0.01580s2 + 0.1426 s+ 0.006308
s2 + 0.4597 s+ 0.2365
⇓
C1(s) =
0.03304 s+ 0.000003404
s+ 0.1764
The H∞ norm of the closed loop with C1(s) is calculated to be 1.004.
E. Summary
In this chapter, the structure of the set of minimal order stabilizing and performance
attaining controllers for continuous time LTI plants in the controller parameter space
is studied. The minimal order of a controller that guarantee specified performance
is l if and only if (1) there is a controller of order l guaranteeing the specified per-
formance and (2) the set of strictly proper stabilizing controllers guaranteeing the
performance is bounded. Moreover, if the order of the controller is increased, the set
of higher order controllers which satisfies the specified performance, will necessarily
be unbounded. These characterization are provided for performance specifications,
such as gain margin and robust stability, which can be posed as the simultaneous
stabilization of a one-parameter family of plants. Other performance specifications,
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such as phase margin and H∞ norm, is reduced to the problem of determining a set
of stabilizing controllers that renders a family of complex polynomials Hurwitz. The
characterization of the set of controllers for the stabilization of complex polynomials
is provided and is used to show the boundedness properties for the set of controllers
that guarantee a given phase margin or an upper bound on the H∞ norm. Also, if
the set of proper stabilizing controllers of order r is not empty and the set of strictly
proper robustly stabilizing controllers of order r is bounded iff r is the minimal order
of stabilization for the plant.
A procedure was presented for controller order reduction through the construc-
tion of an under-determined system of linear equations. The system of linear equa-
tions was obtained by canceling the poles of the closed loop system obtained by a
controller of higher order and replacing it with one less pole. The free parameter in
the solution of the under-determined system was then used to search for stability and
performance.
129
CHAPTER VII
SYNTHESIS OF FIXED ORDER STABILIZING CONTROLLERS USING
FREQUENCY RESPONSE MEASUREMENTS
A. Introduction
The synthesis of fixed order/structure controllers for LTI plants is an important open
problem with a wide variety of practical applications [21, 59]. Given an analytical
model of the plant, a procedure to synthesize an approximation to the set of fixed or-
der/structure controllers was provided in Chapter III. It is also widely recognized that
an accurate analytical model of the plant may not be available to a control designer.
However, it is reasonable in many applications that one will have an empirical model
of the plant in terms of its frequency response data and from physical considerations
or from the empirical time response data, one may have some coarse information
about the plant such as the number of non-minimum phase zeros of the plant. In
view of this, the problem of synthesizing sets of stabilizing controllers directly from
the empirical data and such coarse information about the plant is considered.
There are many techniques for synthesizing controllers from empirical data of
the plant; for example, the most notable are the PID controller design using Ziegler-
Nichols criteria [9], the rule-of-thumb designs for lead lag compensation [10] and
loop-shaping. A systematic attempt to synthesize PID and first order controllers for
delay-free Single Input Single Output (SISO) LTI plants using frequency response
measurements was first presented in [11].
By way of notation, the transfer function of the plant is denoted by Hp(s). The
following are the standing assumptions about the plant:
1. The transfer function Hp(s) of the plant is rational and strictly proper, i.e.,
130
Hp(s) =
Np
Dp
(s), for some co-prime polynomials, Np(s) and Dp(s), with the
degree, n, of Dp(s) greater than the degree m of Np(s). It is not required to
know either m or n.
2. There are no poles and zeros of the plant on the imaginary axis, i.e., Dp(jw) 6= 0,
Np(jw) 6= 0 for every w ∈ <.
3. There is a frequency wb beyond which the phase of the plant does not change
appreciably and the amplitude response of the plant is negligible. To quantify
this statement, let Hp(jw) be expressed as Hr(w) + jwHi(w), where Hr and Hi
are real, rational functions of w. For some known α > 0,  > 0, assume that
|Hp(jw)| ≤  and |HiHr (w)| ≤ α for all w ≥ wb. This is a reasonable assumption
since the plant is strictly proper.
4. The relative degree n −m is known. This can be inferred from the amplitude
response of the plant at sufficiently high frequencies.
5. It is assumed that the functions |Hp(jw)|2, Hr(w), Hi(w) have been approxi-
mated using polynomials P0(w), P1(w), P2(w) respectively and the maximum
estimation errors are bounded by µ0, µ1, µ2 and the maximum derivatives of
the estimation errors are bounded by η0, η1, η2 respectively. Mathematically,
for all w ∈ [0, wb],
∣∣|Hp(jw)|2 − P0(w)∣∣ ≤ µ0,
|Hr(w)− P1(w)| ≤ µ1,
|Hi(w)− P2(w)| ≤ µ2,∣∣∣∣d(|Hp(jw)|2 − P0(w))dw
∣∣∣∣ ≤ η0,∣∣∣∣d(Hr(w)− P1(w))dw
∣∣∣∣ ≤ η1,
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∣∣∣∣d(Hi(w)− P2(w))dw
∣∣∣∣ ≤ η2.
It is assumed that µi, ηi, i = 0, 1, 2 and the polynomials P0(w), P1(w), P2(w)
are known.
6. The number of non-minimum phase zeros, u of the plant are known. This can
be found, in some cases, from frequency response data.
This chapter deals with synthesizing a rational, proper stabilizing controller C(s),
i.e., for some monic polynomial Dc(s) of degree r and a polynomial Nc(s) of degree
at most r, C(s) = Nc
Dc
(s). Let Nc(s) = n0 + n1s + . . . + nrs
r and Dc(s) = d0 + d1s +
. . .+ dr−1sr−1 + sr. Let K be the vector of controller coefficients:
K =
[
n0 n1 . . . nr d0 d1 . . . dr−1
]T
. The determination of the vector K is equivalent to the determination of the stabi-
lizing controller C(s).
The basic ideas used in the construction of stabilizing sets are as follows:
• Construct a rational function
δ(s) = Hp(s)Hp(−s)Nc(s) +Hp(−s)Dc(s).
In fact, if ∆(s) := Np(s)Nc(s) +Dp(s)Dc(s) is the characteristic polynomial of
the closed loop system, then it is easy to see
δ(s) = ∆(s)
Np(−s)
Dp(s)Dp(−s) .
If ∆(s) has coefficients that are affine in the controller coefficients, then the
rational function, δ(s), is also affine in the controller coefficients.
• All controllers, C(s), that stabilize Hp(s), are such that the total phase accumu-
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lation of δ(jw) as w varies from 0 to∞ is the same and equals (n−m+r+2u)pi
2
.
Since n − m, r and u are known, the total desired accumulation of phase is
known.
• Let δ(jw) = δr(w)+jwδi(w), where δr(w) and δi(w) are real, rational functions.
Lemma 1 provides an expression for how the total accumulation of phase is
related to the roots of δi(w) and the sign of δr(w) at those roots.
Essentially, the numerator of δ(s) must have a certain number of roots with
negative real parts. This can happen only if the Nyquist plot of δ(s) is one of
finitely many patterns, where each pattern is identified with the signs of the
real part of the Nyquist plot when the imaginary part is zero. The set of such
patterns can be characterized using the generalized phase formula developed
in [30, 79].
• The existence of a stabilizing controller for the plant can be expressed in terms
of the existence of an appropriate set of frequency intervals which admit ex-
actly one or zero roots of the imaginary part of the Nyquist plot and no roots
of the real part. This is shown in Theorem 10. For every set of frequency in-
tervals, these conditions can be translated into linear inequality constraints or
linear matrix inequality (LMI) constraints involving the controller parameters.
This step involves the Chebyshev approximation of the frequency response in
the frequency band [0, wb]. It subsequently involves the use of Markov-Lucaks
theorem [80] to convert the conditions into an LMI form. Lemmas 27, 28 and
Theorem 11 deal with the synthesis of stabilizing controllers using LMIs.
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B. Inner Approximation
Following the outline of the main ideas of the chapter presented in the earlier sec-
tion, this section begins with a generalization of Hermite-Biehler theorem for rational
functions in Lemma 26.
Lemma 26. Consider δ(s) = ∆(s)Np(−s)
Dp(s)Dp(−s) . Let the positive roots of δi(w) be w1 < w2 <
. . . < wl and let w0 = 0 and wl+1 = ∞. Let the sign of δr(w) at these frequencies be
correspondingly i0, . . . , il+1. Then ∆(s) is Hurwitz if and only if n−m+ r + 2u =
=
{
sgn[δi(0)]{i0 − 2i1 + . . .+ 2(−1)lil + (−1)l+1il+1} when n−m+ r is even,
sgn[δi(0)]{i0 − 2i1 + 2i2 + . . .+ 2(−1)lil} when n−m+ r is odd.
(7.1)
Proof. Note that the degree of the polynomial ∆(s)Np(−s) is n+ r +m. Hence, the
parity of the degree of the polynomial ∆(s)Np(−s) is the same as that of n−m+ r.
Let the sign of dδi(w)
dw
at w = wk be Ik. The change in the phase of δ(jw) from wl
to wl+1 is given by: Il(il − il+1)pi2 . Since Il+1 = −Il, the phase change in δ(jw) from
w = w0 to w = wl can be expressed as:
I0((i0 − i1)− (i1 − i2) + (i2 − i3) + . . .+ (−1)l−1(il−1 − il))pi
2
.
The phase change in δ(jw) from w = wl to ∞ will depend on the degree of the
polynomial ∆(s)Np(−s); if the degree is odd, it will be Il pi2 il, and if the degree is
even, it will be Il(il − il+1)pi2 . Since I0 = sign(δi(0)) and Il = (−1)lI0, the change in
the phase of δ(jw) as w changes from 0 to ∞ is:
sgn[δi(0)]{i0 − 2i1 + . . .+ 2(−1)lil + (−1)l+1il+1}pi2 when n−m+ r is even,
sgn[δi(0)]{i0 − 2i1 + 2i2 + . . .+ 2(−1)lil}pi2 when n−m+ r is odd.
Since Dp(s) does not have any zeros on the imaginary axis, the phase change in δ(jw)
as w changes from 0 to∞ is the same as that of ∆(jw)Np(−jw) as w changes from 0
to ∞. The accumulation or change of phase of ∆(jw)Np(−jw) is (n−m+ r + 2u)pi2
if and only if ∆(s) is Hurwitz. With this observation (n − m + r + 2u) equals the
quantity expressed in equation (7.1).
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The following theorem will use Lemma 26 to characterize a stabilizing controller
of a fixed order in terms of frequency response of the plant.
Theorem 10. A controller C(s) stabilizes the plant if and only if
• There exists a sequence i1, . . . , il satisfying equation (7.1), and
• For the sequence of integers i1, . . . , il, there exists correspondingly l disjoint
frequency bands, [wp,1, wp,2], p = 1, . . . , l such that
1. there exists exactly one root of δi(w) in (wp,1, wp,2),
2. the sign of δr(w) in [wp,1, wp,2] is the same as that of ip, and
3. there is no sign change of δi(w) in the disjoint intervals [0, w1,1], [wl,2,∞]
and [wp,2, wp+1,1], p = 1, . . . , l − 1.
Proof. Let the root of δi(w) in (wp,1, wp,2) be wp. Since the sign of δr(w) at wp is ip,
the change in phase of δ(jw) as w varies from 0 to∞ is (n−m+ r+ 2u)pi
2
, indicating
that ∆(s)Np(−s) has m− u roots with positive real part. However, this is the case if
and only if ∆(s) is Hurwitz.
Remark 10. 1. δ(s) may be expressed as δ0(s) +
∑2r+1
p=1 δp(s)kp, where kp is the
pth component of the controller vector, K, and δ0, δ1, . . . , δ2r+1 are rational
functions, which can be determined once the expression for Hp(s) is known.
Similarly, δr and δi are affinely dependent on the controller parameter vector,
K. To emphasize the dependence on K, the notation δr(w,K) and δi(w,K) is
used as appropriate. One may express the affine dependence of δr(w,K) and
δi(w,K) as:
δr(w,K) = ∆r(w, |Hp(jw)|2, Hr(w), Hi(w))
 K
1
 ,
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δi(w,K) = ∆i(w, |Hp(jw)|2, Hr(w), Hi(w))
 K
1
 .
for some vectors ∆r and ∆i that depend affinely on |Hp(jw)|2, Hr(w) and Hi(w).
2. The conditions in Theorem 10 may be replaced as follows:
(a) The first condition may be replaced by: δi(wp1 , K)δi(wp,2, K) < 0 and
dδi(w,K)
dw
has the sign I0(−1)p in [wp,1, wp,2]. This ensures that δi(w,K)
has exactly one root in the interval of interest. If the frequency response
at frequencies, wp,1 and wp,2 are known, then the first condition,
δi(wp,1, K)δi(wp,2, K) < 0,
can be written as two sets of linear inequalities.
(b) The second and third conditions may similarly be replaced as:
ipδr(w) ≥ 0, ∀w ∈ [wp,1, wp,2],
I0δi(w) ≥ 0, ∀w ∈ [0, w1,1],
(−1)lI0δi(w) ≥ 0, ∀w ∈ [wl,2,∞),
(−1)qI0δi(w) ≥ 0, ∀w ∈ [wq,2, wq+1,1],
where p = 1, 2, . . . , l, q = 1, . . . , l − 1 and dependence on K is suppressed.
If Hp(jw) is exactly known, the condition that I0(−1)p dδi(w,K)dw be non-negative
in [wp,1, wp,2] can be posed as a robust Semi-Definite Program (SDP) using Markov-
Lucaks theorem as is done in [81] or in [82]. If Hp(jw) is approximately known as is
typically the case when fitting a rational function approximation to the given data
contaminated with noise, the non-negativity condition can be posed as a robust SDP.
In the pursuit of posing non-negativity conditions of the polynomial approxi-
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mations of rational functions, Lemma 27 is required. To prepare for lemma 27, let
P˜0 := |Hp(jw)|2 − P0(w), P˜1 := Hr(w) − P1(w), P˜2 := Hi(w) − P2(w) and let
Q˜i :=
dP˜i
dw
, i = 0, 1, 2. Let Bµ be the box, |P˜i| ≤ µi, i = 0, 1, 2 and Bη be the box,
|Q˜i| ≤ ηi, i = 0, 1, 2. Define w0,1 = w0,2 = 0 and wl+1,1 =∞.
The following lemma provides a sufficient condition for checking the nonnegativ-
ity of a rational function through its polynomial approximation and the approximation
error bounds. Let,
∆∗r(w, µ0,e, µ1,e, µ2,e) := ∆r(w,P0(w) + µ0,e, P1(w) + µ1,e, P2(w) + µ2,e),
where µi,e, i = 0, 1, 2 are the vertices of the box Bµ.
Lemma 27. Let [wlow, whigh] ⊂ [0, wb]. Let K be such that for all vertices of the box
Bµ,
∆∗r(w, µ0,e, µ1,e, µ2,e)
K
1
 ≥ 0, ∀w ∈ [wlow, whigh]. (7.2)
Then, K satisfies
δr(w,K) = ∆r(w, |Hp(jw)|2, Hr(w), Hi(w))
K
1
 ≥ 0
for all w ∈ [wlow, whigh].
Proof. The proof is by contraposition.
Suppose δr(w¯,K) < 0 for some w¯ ∈ [wlow, whigh].
Set µ˜i = P˜i(w¯), i = 0, 1, 2. Therefore,
∆∗r(w¯, µ˜0, µ˜1, µ˜2)
K
1
 < 0.
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Since |µ˜i| ≤ µi, and since ∆r depends affinely on µ˜i, i = 0, 1, 2, it must be that at
some vertex (µ0,e, µ1,e, µ2,e) of the box |P˜i| ≤ µi,
∆∗r(w¯, µ0,e, µ1,e, µ2,e)
K
1
 < 0.
Remark 11. The polynomial condition given by equation (7.2) is a sufficient condition
for the the rational function δr(w,K) to be non-negative on the interval [wlow, whigh]
for the given value of K. In particular, the set of K’s that satisfy the polynomial
condition at every vertex of the box also render the rational function δr(w,K) to be
non-negative on [wlow, whigh]. The set of K’s satisfying the polynomial condition at
a vertex of the box can be written as a SDP; for example, one may use the recent
formulation of [81] or that of [33]. Since there are only eight vertices for the box
|P˜i| ≤ µ0, this means that the set of K’s that simultaneously satisfy eight SDP’s
(which can be cast as a bigger SDP) also renders the rational function δr(w,K) to be
non-negative on [wlow, whigh].
Similar conditions can be derived for the non-negativity of rational functions
δi(w,K),
dδi(w,K)
dw
.
The following lemma deals with the non negativity of δi(w,K) on [wb,∞), where
the polynomial approximation does not hold.
Lemma 28. Let B := {(0, 1, 2) : 0 ≤ 0 < 2, max{|1|, |2|} < }. Let
(0,e, 1,e, 2,e), e = 1, . . . , 8 be the vertices of the box B. If, for some K and l
and for e = 1, . . . , 8,
(−1)l∆i(w, 0,e, 1,e, 2,e)
K
1
 ≥ 0, ∀w ∈ [wb,∞),
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then
(−1)l∆i(w, |Hp(jw)|2, Hr(w), Hi(w))
K
1
 ≥ 0, ∀w ∈ [wb,∞).
The proof for this lemma is similar to that of Lemma 27 and for reasons of space,
it is omitted.
The following lemma is required before stating the main result. Let
∆∗i (wp,1, µ0,e, µ1,e, µ2,e) =
∆i(wp,1, P0(wp,1) + µ0,e, P1(wp,1) + µ1,e, P2(wp,1) + µ2,e)).
Lemma 29. Let [wp,1, wp,2] ⊂ [0, wb]. Let I0 ∈ {−1,+1}. If, for some K, and for all
e = 1, . . . , 8,
I0(−1)p−1∆∗i (wp,1, µ0,e, µ1,e, µ2,e)
K
1
 ≥ 0,
I0(−1)p∆∗i (wp,2, µ0,e, µ1,e, µ2,e)
K
1
 ≥ 0
then
I0(−1)p−1δi(wp,1) > 0, I0(−1)pδi(wp,2) > 0.
Proof. The proof is by contraposition. Suppose I0(−1)p−1δi(wp,1, K) < 0. Let µ˜i :=
P˜i(wp,1). Then,
I0(−1)p−1∆∗i (wp,1, µ˜0, µ˜1, µ˜2)
 K
1
 > 0.
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However, this cannot happen unless at some vertex e,
I0(−1)p−1∆∗i (wp,1, µ0,e, µ1,e, µ2,e)
 K
1
 > 0.
A similar reasoning can be applied to the second condition in the lemma to complete
the proof.
Remark 12. If I0, p, wp,1, wp,2 are known in the above lemma, the sufficient condi-
tions are linear inequalities in K. In particular, every K that satisfies the system of
linear inequalities at the vertices of the box Bµ, also satisfies the linear inequalities
(−1)p−1I0δi(wp,1, K) > 0 and (−1)pI0δi(wp,2, K) > 0. Note that δi(w,K) is not known
exactly, but only, a polynomial approximation of δi(w,K) is available for every K.
Since the condition in Remark 10(2a) requires the non-negativity of
dδi
dw
,
dδi
dw
is
expressed as:
∆d,i(w, |Hp(jw)|2, Hr(w), Hi(w), d|Hp(jw)|
2
dw
,
dHr
dw
,
dHi
dw
)
 K
1
 ,
for some array ∆d,i that is polynomial in w and is dependent affinely on |Hp(jw)|2,
Hr(w), Hi(w) and their derivatives.
The following is the main result and provides a sufficient condition for the direct
synthesis of sets of stabilizing controllers from the frequency response data:
Theorem 11. Let i1, . . . , il be a sequence of integers from the set {−1, 1} satisfying
equation (7.1). Let µ = (µ0,e, µ1,e, µ2,e), e = 1, . . . , 8 be the vertices of box Bµ and
η = (η0,f , η1,f , η2,f ), f = 1, . . . , 8 be the vertices of the box Bη. Let K satisfy every
constraint in the following set of constraints for I0 = −1 or for I0 = +1 and for every
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e = 1, . . . , 8 and f = 1, . . . , 8:
I0(−1)p−1∆∗i (wp,1, µ)
K
1
 > 0, p = 1, . . . , l, (7.3)
I0(−1)p∆∗i (wp,2, µ)
K
1
 > 0, p = 1, . . . , l, (7.4)
I0(−1)p∆∗d,i(w, µ, η)
K
1
 > 0, ∀w ∈ [wp,1, wp,2], p = 1, . . . , l, (7.5)
I0(−1)p∆∗i (w, µ)
K
1
 > 0, ∀w ∈ [wp,2, wp+1,1], p = 0, 1, . . . , l, (7.6)
ip∆
∗
r(w, µ)
K
1
 > 0, ∀w ∈ [wp,1, wp,2], p = 1, . . . , l, (7.7)
(−1)l∆i(w, 0,e, 1,e, 2,e)
K
1
 > 0, ∀w ∈ [wb,∞). (7.8)
Then, K is a stabilizing controller for the plant.
This theorem covers all the cases discussed in this section and provides a sufficient
condition for the synthesis of sets of stabilizing controllers.
• Equations (7.3) and (7.4) together ensure that δi(wp,1, K)δi(wp,2, K) < 0. This
follows from Lemma 29.
• Equation (7.5) guarantees that dδi(w,K)
dw
has the sign I0(−1)p in [wp,1, wp,2]. This
is an application of Lemma 27 to dδi(w,K)
dw
.
• Equations (7.3), (7.4) and (7.5) provide the condition for δi(w,K) to have only
one real root in the interval [wp,1, wp,2].
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• Equations (7.6) and (7.8) provides the condition for the real roots of δi(w,K) to
not lie outside the intervals [wp,1, wp,2]. This is necessary for the correct appli-
cation of Lemma 26. This condition is satisfied by ensuring that the polynomial
is either positive or negative in the complete range of [wp,2, wp+1,1].
• Equation (7.7) ensures that at the real roots of δi(w,K), the sign of δr(w,K) is
correct and is given by the sequence of integers satisfying equation (7.1).
The next section provides an example using some of the conditions discussed in
this section.
C. Numerical Example
Consider a plant:
P (s) =
s4 + 4s3 + 23s2 + 46s− 12
s5 + s4 + 20s3 + 36s2 + 99s+ 100
.
The frequency response measurements of this plant are shown in Fig. 22. In the
simulations it is assumed that the plant structure is not known. Frequency response
measurements are gathered from this ‘unknown’ plant. From the amplitude response
at high frequencies, it is determined that n−m = 1. For frequencies greater than wb =
10, it is observed that the phase of the plant response does not change appreciably
and the amplitude response of the plant is negligible. Frequency response information
of the plant at 30 discrete frequency points, corresponding to the Chebyshev nodes,
are considered for the synthesis of the stabilizing controllers.
The aim is to find a first order controller which stabilizes the closed loop. The
controller is given by:
C(s) =
k1s+ k2
s+ k3
.
142
−40
−30
−20
−10
0
10
M
ag
ni
tu
de
 (d
B)
10−2 10−1 100 101 102
−450
−360
−270
−180
−90
Ph
as
e 
(de
g)
Bode Diagram
Frequency  (rad/sec)
Fig. 22. Frequency response measurements of P (s).
For this first order controller, the functions δr(w) and δi(w) can be expressed as:
δr(w,K) =
[
wHi(w) 0 |Hp(jw)|2 Hr(w)
] K
1
 ,
δi(w,K) =
[
wHr(w) w|Hp(jw)|2 0 −Hi(w)
] K
1
 .
Using the 30 frequency data points, Chebyshev polynomial approximations are
constructed for Hr(w), wHi(w), |Hp(jw)|2 for δr(w,K) and wHr(w), w|H(jw)|2,
Hi(w) for δi(w,K). The maximum measurements errors are bounded by µ1 = µ2 =
µ3 = 0.02. These approximations are shown in Fig. 23.
The Chebyshev polynomials are orthogonal and thus allows the polynomials
formed by the arrays ∆∗i ,∆
∗
r, and ∆
∗
d,i to be put in the form presented in section
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Fig. 23. Chebyshev polynomial approximations.
5.3 of [81]. The non-negativity constraints of theorem 2 are posed as SDP using
Markov-Lucaks theorem. Details of how the problem is setup as an SDP is provided
in the appendix. The computer packages SeDuMi [83] and YALMIP [84] are used to
obtain a solution. The following stabilizing controller was obtained:
C1(s) =
67.2638s+ 19.9411
s+ 108.4066
.
Using this controller and the Chebyshev approximation found above, the plot of
δr(w,K) and δi(w,K) are obtained (Fig. 24).
A projection algorithm is used to obtain an idea about the feasible set of the
SDP and hence find a set of stabilizing controllers. This set is shown in Fig. 25 and
is generated through the YALMIP’s plot command.
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Fig. 24. The plot of δr(w) and δi(w) for the controller C1(s).
D. Summary
In this chapter, a method is presented for constructing a fixed order controller which
directly uses the frequency response measurements. The proposed method applies to
plants which do not have purely imaginary poles or zeros and are representable with
rational, strictly proper transfer functions. It does not require the knowledge of the
transfer function Hp(s), of the plant, but only requires a polynomial approximation
of the real and imaginary parts of the Hp(jw) in a frequency range [0, wb], where wb
is a frequency beyond which the amplitude response of the plant is negligible and
there is no appreciable change in phase. Using the phase change formula for rational
functions, the problem of synthesizing the sets of stabilizing controllers is posed as that
of sets of controllers satisfying some robust SDPs. The advantage of this approach
is that noise in the frequency response measurements can also be directly handled in
the synthesis of controllers. While the technique proposed can be computationally
challenging, it indicates the possibility of fixed order controller synthesis using only
frequency response measurements.
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Fig. 25. A set of stabilizing first order controllers.
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CHAPTER VIII
SYNTHESIS OF FIXED ORDER CONTROLLERS FOR NONLINEAR
SYSTEMS WITH SECTOR BOUNDED NONLINEARITIES
The previous chapters have considered various procedures for synthesizing stabiliz-
ing and performance attaining controllers of a fixed order/structure, for Linear-Time
Invariant (LTI) plants. In this chapter, the synthesis of fixed order controllers for non-
linear systems with sector bounded nonlinearities is considered. An inner and outer
approximation of the set of absolutely stabilizing linear controllers is constructed by
casting the closed loop system as a Lure-Postnikov system. The inner approximation
is based on the well-known sufficient conditions that require Strict Positive Realness
(SPR) of open loop transfer function (possibly with some multipliers) and a charac-
terization of SPR transfer functions that require a family of complex polynomials to
be Hurwitz. The outer approximation is based on the condition that the open loop
transfer function must have infinite gain margin, which translates to a family of real
polynomials being Hurwitz.
A. Introduction
Absolute stability of Lure-Postnikov systems have been studied quite extensively, see
the books of Aizerman [85], Popov [86], Hahn [87], Lefschetz [88], Siljak [31], Narendra
and Taylor [89] and Safanov [90]. The problem of absolute stability is that of ensuring
the asymptotic stability in the large of a nonlinear system of the form given in Fig. 26
for every nonlinearity in the first and third quadrants.
The seminal result of Popov subsumes earlier results of Lure and others concern-
ing the problem and all subsequent results on this problem have the same flavor of
requiring a transfer function, which is usually the product of the transfer function
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tor Bounded Nonlinearity
+r = 0
−
Fig. 26. Lure-Postnikov system.
of the linear part of the Lure-Postnikov system and an appropriate multiplier to be
strictly positive real.
The problem of the synthesis of absolutely stabilizing controllers is important
for two reasons - absolute stability naturally comes with a robustness guarantee that
the zero solution of the closed loop is asymptotically stable for every nonlinearity
satisfying the sector condition. In some nonlinear systems, the nonlinearity in the
system is provided in terms of empirical data and only crude information about the
nonlinearity is available, i.e., that it lies in the first and third quadrants. In such a
case, the problem of synthesis of absolutely stabilizing controllers is relevant while
being conservative. The reason for conservatism is that one is designing a controller
that stabilizes the closed loop for every nonlinearity in the first and third quadrants
as opposed to the specific nonlinearity provided in terms of empirical data. In some
applications, the assumptions involved in developing a lumped model of a system,
render the coefficient of a nonlinearity parametrically uncertain. The classic example
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is that of a pendulum - whether one assumes the mass of the pendulum lumped or
uniformly distributed, the structure of the resulting equations is similar; while the
nonlinearity is sector bounded, its coefficient may not be known.
In the case when the nonlinearity is known, but the coefficient is not exactly
known, the situation may be remedied using nonlinear design techniques developed
in [91, 92] to design a nonlinear controller which are tailor-made for the specific non-
linearity. However, the constraint on the order of the controller cannot be handled
by the existing design techniques. This chapter explores the synthesis of linear abso-
lutely stabilizing controllers of a given order. Although the procedure adopted here
is conservative and applies only to systems with sector bounded nonlinearities, the
proposed method allows for imposing structure (such as the order) on the controller.
The problem of synthesizing absolutely stabilizing controllers has been consid-
ered in the literature, for example, see [93, 94, 95, 96]. In [93, 94], the focus is on
the synthesis of fixed order controllers. In [93], a controller is synthesized in terms
of the solution to coupled Riccatti and Lyapunov equations, while in [94, 96], the
focus was on the use of LMIs to synthesize a controller. In [95], the problem of
synthesizing an inner approximation of the a set of absolutely stabilizing PID (fixed
structure) controllers was considered. In this paper, we consider the problem of con-
structing an inner and an outer approximation of the set of stabilizing controllers of
fixed order/structure for Single-Input, Single-Output (SISO) Lure-Postnikov systems.
The construction of an approximation of set of stabilizing controllers is accomplished
through the use of Hermite-Biehler theorem and a characterization of strict positive
real transfer functions through the requirement of a one-parameter family of complex
polynomials being Hurwitz [8]. The novelty and usefulness of the procedure in this
chapter lies in the construction of an approximation to the set of absolute stabiliz-
ing controllers as a control engineer can restrict the search for a controller satisfying
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multiple objectives from the given set.
B. Synthesis of the of Set Absolutely Stabilizing Controller
Consider the problem of synthesizing an absolutely stabilizing controller for the fol-
lowing system:
x˙ = Ax−B1u−B2φ(y), (8.1)
y = Cx, (8.2)
where the nonlinear function φ(y) satisfies 0 ≤ yφ(y) for all y ∈ <.
Let G1(s) := C(sI − A)−1B1 and G2 := C(sI − A)−1B2. Consider a controller
Gc(s) =
Nc(s)
Dc(s)
, where the polynomial, Dc(s) is monic and of degree r, while the degree
of the polynomial Nc(s) is assumed to be at most r. Let (Ac, Bc, K1, K2) be a minimal
realization of Gc(s). Hence, Gc(s) = K1(sI − Ac)−1Bc + K2. We will assume that
they are in the controllable canonical form. The coefficients of the polynomials Nc(s)
and Dc(s) are free parameters that must be chosen so as to make the zero solution of
the closed loop absolutely stable:
x˙ = Ax−B1u−B2φ(y), (8.3)
x˙c = Acxc +Bcy, (8.4)
y = Cx, (8.5)
u = (K1xc +K2y). (8.6)
In the above equation, xc(t) ∈ <r represents the state of the controller.
The closed loop system may be expressed as a Lure-Postnikov system as follows:
z˙ = Aclz −Bclφ(y), (8.7)
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y = Cclz, (8.8)
for some Acl, Bcl and Ccl which constitute a realization of the transfer function H(s) =
(1 + G1Gc(s))
−1G2. If one were to write G1(s) =
N1(s)
Dp(s)
, G2(s) =
N2(s)
Dp(s)
and Gc(s) =
Nc(s)
Dc(s)
, then the transfer function H(s) may be expressed as N2(s)Dc(s)
Dp(s)Dc(s)+N1(s)Nc(s)
. It is
clear that the coefficients of the numerator and denominator of H(s) are affine in the
parameters of the controller.
The following lemma provides the necessary conditions for absolute stability of
the Lure-Postnikov system:
Let the transfer function H(s) = Ncl(s)
Dcl(s)
for some co-prime polynomials, where
Ncl(s) = N2(s)Dc(s) and Dcl(s) = Dp(s)Dc(s) +N1(s)Nc(s).
Lemma 30. The requirement that Dcl(s) + λNcl(s) be Hurwitz for every λ ≥ 0 is a
necessary condition for the absolute stability of the zero solution of the Lure-Postnikov
System considered above.
Proof. Since φ(y) = λy and λ ≥ 0 is an admissible function for φ, the resulting
Lure-Postnikov system represents a linear output feedback system. In this case, the
characteristic polynomial of the closed loop system is D(s) + λN(s) = 0. One can
uniquely associate λ ≥ 0 with a µ ∈ [0, 1) through the transformation λ = µ
1−µ . Then,
one can state the necessary condition for absolute stability in terms of requiring that
every convex combination of Dcl(s) and Ncl(s) be Hurwitz.
Remark 13. Brockett and Willems [97] showed that Dcl(s) + λNcl(s) = 0 is Hurwitz
for every λ ≥ 0 if and only if there exists a strictly positive real transfer function
Q(s) such that Q(s)Ncl(s)
Dcl(s)
is also strictly positive real. For the purpose of outer
approximation, only the result of Lemma 30 is used and not the characterization of
Brockett and Willems.
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A sufficient condition for absolute stability is given in terms of Popov’s crite-
rion [85].
Theorem 12. If there exists a q ≥ 0 such that (1 + qs)H(s) is Strictly Positive Real
(SPR), then the zero solution of the Lure-Postnikov system is absolutely stable. This
is also a necessary and sufficient condition for the existence of a Lyapunov function
of the form xTPx+ q
∫ y
0
φ(η)dη.
A proof of the theorem can be found in [86, 88, 85, 87, 31, 89, 90].
The following characterization of SPR functions [8] for reducing the problem of
synthesizing SPR functions to that of controllers rendering a family of polynomials
Hurwitz:
Lemma 31. A rational transfer function N(s)
D(s)
is SPR if and only if
1. N(0)
D(0)
> 0.
2. The polynomials N(s) and D(s) are Hurwitz.
3. The family of complex polynomials, D(s) + jαN(s), α ∈ < is Hurwitz.
This necessary and sufficient conditions respectively involve a family of real and
complex polynomials being Hurwitz. Chapters III and IV provide a characterization
of Hurwitz polynomials suitable for the construction of outer and inner approximation
using Linear Programming (LP) techniques.
The closed loop may be expressed as a linear system with transfer function, H(s),
perturbed by a sector-bounded non-linearity, φ(y), in the feedback path.
Let Nc(s) = n0 + n1s + · · · + nrsr and Dc(s) = d0 + d1s + · · · + dr−1sr−1 + sr.
Let K be the (2r + 1)−tuplet, (n0, n1, · · · , nr, d0, d1, · · · , dr−1). Let ∆1(s,K) =
N1(s)Nc(s) + Dp(s)Dc(s), where the coefficients of ∆1(s,K) are affine functions of
K. For a given µ ∈ [0, 1], let ∆2(s,K, µ) = µ∆1(s,K) + (1 − µ)Dc(s)N2(s) and let
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Q(s,K, µ) denote a one-parameter family of polynomials as µ varies from 0 to 1. Let
A be the set of all K that render the closed loop absolutely stable. If Aouter is any
set containing A, we refer to A as an outer approximation and similarly if Ainner is
a set contained in A, it will be referred to as an inner approximation.
A way to construct an outer approximation of A is provided below.
Let ∆2(jw,K, µ) = δr(w
2, K) + jwδi(w
2, K) for some real polynomials δr and δi. Let
the degrees of the polynomials δr(λ,K) and δi(λ,K) be nr and ni respectively.
Lemma 32. Let S(p, µ) be the set of K satisfying the following conditions for a given
non-negative integer p and a µ ∈ [0, 1]: The number of sign changes in the coefficients
of the polynomials (1 + λ)pδr(λ,K) and (1 + λ)
pδi(λ,K) are respectively nr and ni.
Then, S(p, µ) is an outer approximation of A for every p and for every µ ∈ [0, 1].
Moreover, S(p+ 1, µ) ⊂ S(p, µ).
Proof. If K is any absolutely stabilizing controller, then for every µ, the polynomial
∆2(s,K, µ) is Hurwitz. By the Hermite-Biehler theorem, the polynomials δr, δi must
have nr, ni real, positive respectively. By the generalization of the Descartes’ rule
of signs, for any p, the polynomials (1 + λ)pδr, (1 + λ)
pδi must have exactly nr and
ni sign changes respectively in their coefficients. Hence, K ∈ S(p, µ). Therefore,
A ⊂ S(p, µ).
Observe that the maximum number of sign changes in the coefficients of (1+λ)pδr
is nr as the number of real positive roots can at most be nr. By the generalization of
Descartes’ rule of signs, the number of sign changes in the coefficients of (1 + λ)pδr
is a non-increasing function of p. Therefore, if the number of sign changes in the
coefficients of (1+λ)p+1δr is nr, it must follow that the number of sign changes in the
coefficients of (1 + λ)pδr must also be nr. A similar case holds for (1 + λ)
pδi. Hence,
if K ∈ S(p+ 1, µ), it must be that K ∈ S(p, µ) for every non-negative integer p.
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Remark 14. For any given p, checking the feasibility of a specified number of sign
changes in the coefficients of (1 + λ)pδr(λ,K) is equivalent to checking the feasibility
of Linear Programs (LPs) that can be constructed as follows:
• Arrange the coefficients of the polynomial (1+λ)pδr(λ,K) according to increas-
ing powers of λ.
• Choose (nr + 1) coefficients of the (nr + p + 1) possible coefficients of (1 +
λ)pδr(λ,K) in the order in which they appear in the polynomial, and
• assign the sign of the coefficients to be alternating so that there are in all nr
sign changes.
• One will have a choice of the sign for the first coefficient in the nr+1 coefficients
chosen if the degree of Dp equals that of N1 or N2; otherwise, the sign of the first
coefficient is fixed and is the same as that of the leading coefficient of ∆1(s,K).
In the former case, one gets two LPs for every choice of nr+1 coefficients whose
feasibility must be checked.
Let Sr be union of the feasible sets of all the LPs thus constructed is an outer
approximation of A as it satisfies a necessary condition of the Hermite-Biehler The-
orem. A similar remark may be made concerning the polynomial (1 + λ)pδi(s,K)
and let Si be the corresponding union of feasible sets of LPs. Then, it is clear that
S(p, µ) = Sr ∩ Si is also an outer approximation of A.
Remark 15. If, for a given µ ∈ [0, 1], the set S(p, µ) is determined for some p, it is
automatically contained in S(q, µ) for every q < p. In other words, one does not get
a refinement of the outer approximation by considering any q ≤ p.
The set S(p, µ) can be refined further taking into account the requirement of
interlacing in the following way: Let K ∈ S)(p, µ) be such that ∆2(s,K, µ) is not
Hurwitz. Then S(p, µ) can be refined in the following steps:
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1. Find a η > 0 such that Q(λ) = δr(λ,K)−ηδi(λ,K) does not have all real roots.
2. Find a q such that (1 + λ)qQ(λ) has fewer than nr changes in the sign of its
coefficients.
3. Consider the LPs associated with requiring the coefficients of (1 + λ)pQ(λ,K)
to have nr sign changes subject to K ∈ S(p, µ). Let the corresponding set be
Sref .
Lemma 33. The set Sref is a refinement of S(p, µ) and is an outer approximation.
Proof. Clearly, every K ∈ A is such that the polynomials (1 + λ)pδr and (1 + λ)pδi
have nr and ni sign changes respectively in their coefficients. Since the polynomial
Q(λ), corresponding to the controller K, must have nr real positive roots, it must
also have nr sign changes in its coefficients. By the generalization of Descartes’ rule of
signs, it follows that (1+λ)qQ(λ) must have exactly nr sign changes. Hence, K ∈ Sref
and A ⊂ Sref . Therefore, Sref is an outer approximation. From the construction, it
is clear that Sref ⊂ S(p, µ). Hence, it is a refinement of S(p, µ).
Remark 16. 1. One can construct outer approximations corresponding to various
values of µ ∈ [0, 1]. Since each of them is an outer approximation, ∩µSref (µ),
is also an outer approximation. Such an outer approximation is a refinement
of the outer approximation obtained for each µ and can again be determined
using a linear programming approach.
2. In fact, the above lemma can be used to provide an arbitrarily tight approxi-
mation of the set S = {K : ∆2(s,K, µ) is Hurwitz ∀µ ∈ [0, 1]}. However, the
computational burden can be quite significant.
3. If it is determined that an outer approximation is an empty set, clearly there
cannot be any stabilizing controller.
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Using the characterization of SPR transfer functions given by Lemma 31 and the
characterization of Hurwitz polynomials given by the Hermite-Biehler theorem, one
obtains an inner approximation for A. The transfer function GT (s,K) = NT (s,K)DT (s,K) =
(1 + qs)H(s,K) = (1 + qs)Ncl(s,K)
Dcl(s,K)
is required to be SPR. Consider the complex poly-
nomial ∆c(s,K, α) := DT (s) + jαNT (s) and further let ∆c(jw,K, α) := ∆r(w,K) +
jDi(w,K) for some real polynomials ∆r(w,K) and ∆i(w,K). Let the degree of
∆c(s,K, α) be N = n+ r. Further, let ∆r(w,K) = δr,Nw
N + δr,N−1wN−1 + · · ·+ δr,0
and similarly, let ∆i(w,K) = δi,Nw
N + δi,N−1wN−1 + · · ·+ δi,0.
Theorem 13. There exists a controller, C(s), of order r, that renders the transfer
function GT (s,K) SPR if and only if there exists a K such that
1. H(0, K) = Ncl(0,K)
Dcl(0,K)
> 0,
2. the polynomials Ncl(s,K) and Dcl(s,K) are Hurwitz,
3. for every α ∈ <, there exists a set of 2N − 1 frequencies, −∞ < w1(α) <
w2(α) < · · · < w2N−1(α) < ∞ such that K is a feasible solution of one of the
following four linear programs:
Ck

δr,N (α)
∆r(w1, α)
∆r(w2, α)
...
∆r(w2N−1, α)
 > 0, Sk

δi,N (α)
∆i(w1, α)
∆i(w2, α)
...
∆i(w2N−1, α)
 > 0.
These conditions are obtained by applying Lemma 31 to the transfer function
GT (s,K) and application of the Hermite-Biehler theorem for complex polynomials to
render the family of complex polynomials to be Hurwitz. By Theorem 12, the set K
obtained as the solution to the above theorem, is an inner approximation for the set
of absolutely stabilizing controllers.
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C. Illustrative Example
Consider a one-link robot shown in Fig. 27 with a flexible joint as an example for
absolute stabilization. The governing equations of motion may be written as:
Fig. 27. One-link robot with a flexible joint.
I1θ¨1 + b1θ˙1 +mgL sin θ1 + k(θ1 − θ2) = 0,
Jθ¨2 + b2θ˙2 + k(θ2 − θ1) = τ (8.9)
One can obtain a state space representation of the system (8.9) by choosing state
variables :
x1 = θ1, x2 = θ˙1,
x3 = θ2, x4 = θ˙2. (8.10)
The state space representation is:
x˙ = Ax+B1u−Bψ(y),
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y = Cx, (8.11)
where
A =

0 1 0 0
−k
I
− b1
I
k
I
0
0 0 0 1
k
J
0 − k
J
− b2
J

, B1 =

0
0
0
1

, B =

0
1
0
0

, (8.12)
C =
[
1 0 0 0
]
, (8.13)
ψ(y) =
mgL
I
sin y, u =
τ
J
. (8.14)
The system parameters are given as follows :
J = 0.5kg ·m2, b1 = 0.0Nm · s/rad, k = 50.0Nm/rad,
I = 25.0kg ·m2, b2 = 1.0Nm · s/rad, m = 1.0kg, L = 5.0m.
1. PID Controller
Consider a PID controller :
C(s) = kp +
ki
s
+ kds (8.15)
u = kp(r − y) + kd(r˙ − y˙) + kiw (8.16)
w˙ = r − y, (8.17)
where C(s) is the PID controller, w is the integral of the error and r is reference
which is set to be 0. Fig. 28 shows a control structure for the one-link robot with a
flexible joint which has a sector-bounded nonlinearity.
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r = 0
Controller
Nonlinear
Linear
y = Cx
ψ(.)
−
PID
y+
−
u + x˙ = Ax+B1u−Bψ(y)
Fig. 28. Control structure of one-link robot with a flexible Joint.
The closed loop system can be represented as an augmented system as follows :
z˙ = Az −Bψ(y)
y = Cz,
where z =
[
x w
]′
.
A =

0 1 0 0 0
−k
I
− b1
I
k
I
0 0
0 0 0 1 0
k
J
− kp −kd − kJ − b2J ki
−1 0 0 0 0

, B =

0
1
0
0
0

, (8.18)
C =
[
1 0 0 0 0 ,
]
(8.19)
ψ(y) =
mgL
I
sin y, (8.20)
which constitutes a realization of the transfer function,
G(s) = C(sI −A)−1B
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=
Ncl(s)
Dcl(s)
=
s3 + 2s2 + 100s
s5 + 2s4 + 102s3 + (4 + 2kd)s2 + 2kps+ 2ki
(8.21)
−2pi 0 1.5pi 2pi
mgL/I
0   
mgL/I
y
ψ(
y)
β y
α y
Fig. 29. Plot of the nonlinearity, ψ(y) = mgL
I
sin(y).
Note that the nonlinearity, ψ(.) = mgL
I
sin(.) though sector bounded, is not re-
stricted to the first and third quadrants. A nonlinearity, ψ(.) is said to belong to
a sector [α, β], if the graph of this function belongs to a sector whose boundaries
are the lines αy and βy. Fig. 29 shows the nonlinearity, ψ(y) = mgL
I
sin y and the
associated sector. From the figure it is clear that ψ(.) ∈ [α, β], where β = mgL
I
and
α = β cos(y∗), y∗ ≈ 1.5pi is the solution of the equation y cos(y)− sin(y) = 0.
Since the theory developed in the previous section requires the nonlinearity to
lie in the first and third quadrants, one needs to transform the above system to the
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appropriate form. The following loop transformation (see Ex.6.1 in [98]) basically
transforms the nonlinearity ψ(.) ∈ [α, β] to a case where the nonlinearity belongs to
the sector [0,∞] (Fig. 30).
− G(s)
ψ(.)
+
+
G(s)
α
β − α
ψ(.)
α
+
+
++
− −
++
−
1
β − α
G¯(s)
ψ¯(.)
Fig. 30. Loop transformation.
The nonlinearity ψ¯(.) now lies in the sector [0,∞]. The modified plant is given
by
G¯(s) =
N¯(s,K)
D¯(s,K)
= 1 + (β − α) G(s)
1 + αG(s)
=
1 + βG(s)
1 + αG(s)
=
s5 + 2s4 + 102.2s3 + (2kd + 4.3924)s
2 + (2kp + 19.62)s+ 2ki
s5 + 2s4 + 101.96s3 + (2kd + 3.9148)s2 + (2kp − 4.2621)s+ 2ki
The results developed in the previous section are now applied to this modified
system.
a. Outer Approximation
For a given µ ∈ [0, 1], let ∆(s,K, µ) = µN¯(s,K) + (1− µ)D¯(s,K) and let Q(s,K, µ)
denote a one-parameter family of polynomials as µ varies from 0 to 1.
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Let
∆(s,K, µ) = (2w4 − (0.4776µ+ 2kd + 3.9148)w2 + 2ki)︸ ︷︷ ︸
δr(w2,K)
+
jw (w4 − (101.96 + 0.2388µ)w2 + 23.882µ− 4.2621 + 2kp)︸ ︷︷ ︸
δi(w2,K)
To construct the outer approximation, we consider different values of µ ∈ [0, 1], and
require the polynomials δr(w
2, K) and δi(w
2, K) to have exactly two sign changes.
Application of Lemma 32, generates an outer approximation to the set of absolutely
stabilizing controllers (Fig. 31).
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Fig. 31. Outer approximation of the set of absolutely stabilizing PID controllers.
b. Inner Approximation
Using Theorem 12, the system is absolutely stable if there is a q ≥ 0 such that
GT (s,K) =
NGT (s,K)
DGT (s,K)
= (1 + qs)G¯(s,K) is strictly positive real.
162
For strictly positive realness of the GT (s), the following conditions should be
satisfied: (Theorem 13)
1. GT (0) =
NGT (s)
DGT (s)
> 0,
2. NGT (s,K) and DGT (s,K) are Hurwitz for some q ≥ 0, and
3. P (s,K) = DGT (s,K) + jαNGT (s,K) is Hurwitz for some q ≥ 0, ∀α ∈ <.
Let q = 1.
1. For condition 1:
GT (s) =
NGT (s)
DGT (s)
where
NGT (s) = s
6 + 3s5 + 104.2s4 + (2kd + 106.6)s
3 + (2kp + 24.01 + 2kd)s
2+
(2kp + 19.62 + 2ki)s+ 2ki
DGT (s) = s
5 + 2s4 + 102.0s3 + (2kd + 3.915)s
2 + (2kp − 4.262)s + 2ki
and we clearly see that GT (0) = 1 > 0
2. For condition 2: NGT (s) = (1 + qs)N¯(s) is Hurwitz if N¯(s) is Hurwitz.
N¯(s) = s5 + 2s4 + 102.2s3 + (2kd + 4.3924)s
2 + (2kp + 19.62)s+ 2ki
The real and imaginary parts of the N¯(s) at s = jw are given by
N¯(jw,K) = (2w4 − (2kd + 4.392)w2 + 2ki)︸ ︷︷ ︸
N¯e(w,K)
+jw (w4 − 102.2w2 + 2kp + 19.62)︸ ︷︷ ︸
N¯o(w,K)
For the polynomial N¯ to be Hurwitz, there must exist a set of frequencies
0 = w0 < w1 < w2 < w3 < w4 for which at least one of the following two LPs is
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feasible k = (1, 3):
Ck

1 0 0
1 w21 w
4
1
1 w22 w
4
2
1 w23 w
4
3
1 w24 w
4
4


0 0 2 0
−4.3924 0 0 −2
2 0 0 0


1
kp
ki
kd

> 0,
Sk

1 0 0
1 w21 w
4
1
1 w22 w
4
2
1 w23 w
4
3
1 w24 w
4
4


19.62 2 0 0
−102.1962 0 0 0
1 0 0 0


1
kp
ki
kd

> 0
A similar procedure is applied to find the set of controllers for which DT (s,K) =
D¯(s,K) is Hurwitz.
Fig. 32 shows the set of controller for which the second condition is satisfied.
3. For condition 3: The family of polynomials
P (s, α) = DGT (s) + jαNGT (s)
= −jαw6 + (j − 3α)w5 + (2 + 104.2αj)w4 + (2αkd + 106.6α− 102j)w3
+ (−2kd − 3.915− 2jα(kp + kd)− 24.01jα)w2
+ (−4.262j + 2jkp − 2α(ki + kp)− 19.62α)w + 2ki + 2jαki
should be Hurwitz ∀α ∈ <.
This polynomial can be decomposed as:
P (jw,K) = Pr(w,K) + jPi(w,K)
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Fig. 32. Set of PID controllers satisfying SPR condition 2.
Pr(w,K) = −3αw5 + 2w4 + (106.6α + 2αkd)w3 + (−2kd − 3.915)w2+
(−19.62α− 2αki − 2αkp)w + 2ki
Pi(w,K) = −αw6 + w5 + 104.2αw4 − 102.0w3 + (−2αkd − 2αkp − 24.01α)w2+
(2kp − 4.262)w + 2αki
For the polynomial P (s,K) to be Hurwitz, there must exist a set of frequencies
−1 = w0 < w1 < w2 < · · · < w10 < w11 for which at least one of the following four
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LPs is feasible:
Ck

0 0 . . . −1
1 w1 . . . w
5
1
1 w2 . . . w
5
2
...
...
1 w11 . . . w
5
11


0 0 2 0
−19.62α −2α −2α 0
−3.915 0 0 −2
106.6α 0 0 2α
2 0 0 0
−3α 0 0 0


1
kp
ki
kd

> 0,
and
Sk

0 0 . . . −1
1 w1 . . . w
5
1
1 w2 . . . w
5
2
...
...
1 w9 . . . w
5
9


0 0 2α 0
−4.262 2 0 0
−24.01α −2α 0 −2α
−102.0 0 0 0
104.2α 0 0 0
1 0 0 0
−1α 0 0 0


1
kp
ki
kd

> 0
Fig. 33 shows the set of controller for which the transfer function is SPR and
this set of controller absolutely stabilizes the one-link robot with a flexible joint.
Fig. 34 shows the outer and inner approximation for the set of absolutely stabi-
lizing controller on the same plot.
D. Summary
This chapter outlines a procedure for the synthesis of fixed order controllers for non-
linear systems with sector bounded nonlinearities. The procedure constructs an inner
and outer approximation of the set of absolutely stabilizing linear controllers by cast-
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Fig. 33. Inner approximation of the set of absolutely stabilizing PID controllers.
ing the closed loop system as a Lure-Postnikov system. The inner approximation is
based on the well-known sufficient conditions that require Strict Positive Realness
(SPR) of open loop transfer function (possibly with some multipliers) and a charac-
terization of SPR transfer functions that require a family of complex polynomials to
be Hurwitz. The outer approximation is based on the condition that the open loop
transfer function must have infinite gain margin, which translates to a family of real
polynomials being Hurwitz.
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Fig. 34. Outer and inner approximation for the set of absolutely stabilizing PID con-
trollers.
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CHAPTER IX
CONCLUSION AND RECOMMENDATION FOR FUTURE WORK
This dissertation considers the open problem of the synthesis of the sets fixed order
and structure controllers, where the coefficients of the closed loop polynomial are
linear in the parameters of the controller. A novel feature of the algorithm is the
systematic exploitation of the interlacing property of Hurwitz polynomials and the
use of Descartes’ rule of signs to construct LPs in the parameters of a fixed order
controller. The feasible set of any LP constructed for an inner approximation of the
set of all stabilizing controllers, can be indexed by a set of n−1 increasing frequencies,
0 = w0 < w1 < w2 < · · · < wn; in particular, any controller in the feasible set of
LPs places the roots of the even and odd polynomials of P (s,K) alternately in the
intervals (wi, wi+1), i = 0, . . . , n− 1. The problem of inner approximation of the set
of stabilizing controllers is then posed as the search for all sets of ordered n−1-tuples
of frequencies for which the associated LP is feasible; the union of all feasible LPs is
an inner approximation for the set of all stabilizing controllers. For constructing the
outer approximation, we use the fact that a necessary condition for a polynomial to be
Hurwitz is that the roots of even and odd parts of the polynomial have all real, positive
and interlacing roots. The Descartes’ rule of signs and its generalization due to
Poincare´ were used to construct the LPs for the outer approximation. Robust stability
and performance specifications such as gain and phase margins are accommodated
by imposing further linear inequality constraints. This involves finding the set of
controllers which renders a family of polynomials to be Hurwitz.
An algorithm is next developed to construct an outer approximation of the set
of K’s that corresponding to the transfer function N(s,K)
D(s,K)
having a non-negative and
decaying impulse response. A broad class of transient response control problems can
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be formulated in this way.
In this dissertation, the structure of the set of minimal order stabilizing and
performance attaining controllers for continuous time LTI plants in the controller
parameter space is also studied. The minimal order of a controller that guarantee
specified performance is l if and only if (1) there is a controller of order l guarantee-
ing the specified performance and (2) the set of strictly proper robustly stabilizing
controllers guaranteeing the performance is bounded. Moreover, if the order of the
controller is increased, the set of higher order controllers which satisfies the specified
performance, will necessarily be unbounded. These characterization are provided for
performance specifications which can be posed as finding the set of controllers which
renders a one parameter family of polynomials Hurwitz. Also, if the set of proper
stabilizing controllers of order r is not empty and the set of strictly proper robustly
stabilizing controllers of order r is bounded iff r is the minimal order of stabilization
for the plant.
A procedure is presented for controller order reduction through the construction
of an under-determined system of linear equations. The system of linear equations is
obtained by canceling the poles of the closed loop system obtained by a controller of
higher order and replacing it with one less pole. The free parameter in the solution
of the under-determined system is then used to search for stability and performance.
It is widely recognized that an accurate analytical model of the plant may not be
available to a control designer. However, it is reasonable in many applications that one
will have an empirical model of the plant in terms of its frequency response data and
from physical considerations or from the empirical time response data, one may have
some coarse information about the plant such as the number of non-minimum phase
zeros of the plant etc.. A method is developed for constructing a fixed order controller
which directly uses the frequency response measurements. This method applies to
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plants which do not have purely imaginary poles or zeros and are representable with
rational, strictly proper transfer functions. It does not require the knowledge of the
transfer function Hp(s), of the plant, but only requires a polynomial approximation
of the real and imaginary parts of the Hp(jw) in a frequency range [0, wb], where wb
is a frequency beyond which the amplitude response of the plant is negligible and
there is no appreciable change in phase. Using the phase change formula for rational
functions, the problem of synthesizing the sets of stabilizing controllers is posed as that
of sets of controllers satisfying some robust SDPs. The advantage of this approach
is that noise in the frequency response measurements can also be directly handled in
the synthesis of controllers. While the technique proposed can be computationally
challenging, it indicates the possibility of fixed order controller synthesis using only
frequency response measurements.
A procedure for the synthesis of fixed order controllers for nonlinear systems
with sector bounded nonlinearities is also developed. The procedure constructs an
inner and outer approximation of the set of absolutely stabilizing linear controllers by
casting the closed loop system as a Lure-Postnikov system. The inner approximation
is based on the well-known sufficient conditions that require Strict Positive Realness
(SPR) of open loop transfer function (possibly with some multipliers) and a charac-
terization of SPR transfer functions that require a family of complex polynomials to
be Hurwitz. The outer approximation is based on the condition that the open loop
transfer function must have infinite gain margin, which translates to a family of real
polynomials being Hurwitz.
The problem considered in this dissertation is fundamental and is a longstanding
and difficult open problem. The systematic procedure developed in this disserta-
tion might facilitate the development of emergent applications such as decentralized
control algorithms for formations of unmanned vehicles.
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In this dissertation, mostly continuous-time systems are considered. Most of the
results of this dissertation can be extended for the discrete-time systems.
This algorithms developed in this dissertation applies only to SISO, SIMO and
MISO systems and cannot be used to synthesize controllers for MIMO systems. The
synthesis of fixed structure or fixed order controllers for MIMO systems require ad-
ditional research, and most probably, a different approach needs to be taken to syn-
thesize the set of fixed structure controllers for such systems.
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APPENDIX
SEMIDEFINITE REPRESENTATIONS FOR A NONNEGATIVE POLYNOMIAL
A. Polynomial Approximation
Chapter VII dealt with synthesizing sets of stabilizing controllers of strictly proper,
delay-free, Single Input, Single Output Linear Time Invariant (LTI) plants directly
from their empirical frequency response data. The method of synthesizing stabiliz-
ing controllers involved the use of generalized Hermite-Biehler theorem for rational
functions for counting the roots and the use of recently developed Sum-of-Squares
techniques for checking the non-negativity of a polynomial in an interval through the
Markov-Lucaks theorem. In this appendix, I’ll explain how the non-negativity of a
polynomial can be represented as a semi-definite program
For simplicity, we consider a first order controller which stabilizes the closed loop
characteristic polynomial. Higher order controller design also can be applied with the
same procedure.
Recall, that for the first order controller, the functions δr(w) and δi(w) can be ex-
pressed as:
δr(w,K) =
[
wHi(w) 0 |Hp(jw)|2 Hr(w)
] K
1
 ,
δi(w,K) =
[
wHr(w) w|Hp(jw)|2 0 −Hi(w)
] K
1
 .
Chebyshev polynomial approximations were constructed forHr(w), wHi(w), |Hp(jw)|2
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for δr(w,K) and wHr(w), w|H(jw)|2, Hi(w) for δi(w,K). The next subsection pro-
vides an overview of these approximations.
1. Chebyshev Polynomials of the First Kind
Theorem 14. (Weierstrass Approximation: ) If f is a continuous real-valued func-
tion on [a, b] and if any  > 0 is given, then there exists a polynomial P (x) on [a, b]
such that
| f(x)− P (x) | <  ∀ x ∈ [a, b]
In words, any continuous function on a closed and bounded interval can be
uniformly approximated on that interval by polynomials to any degree of accuracy.
Several proofs of the Weierstrass Approximation theorem can be found in [99].
The algebraic polynomials, Tn(x), satisfying
Tn(cosx) = cos(nx), for n = 0, 1, 2, . . .
are called the Chebyshev polynomials of the first kind. The algebraic polynomials,
Un(x), satisfying
Un(cosx) =
sin(n+ 1)x
sinx
, for n = 0, 1, 2, . . .
are called the Chebyshev polynomials of the second kind. These formulas uniquely
defines Tn and Un as a polynomials of degree exactly n. So, the Chebyshev polynomial
of the first kind, Tn, is the unique real polynomial of degree n whose leading coefficient
is 1, if n = 0, and 2n−1, if n ≥ 1, such that Tn(cos θ) = cos(nθ). Some properties of
Chebyshev polynomials of the first kind are listed below. These properties help with
the semi-definite representation.
1. Since cos(nx) = 2 cos x cos(n − 1)x − cos(n − 2)x, Tn(x) has the following
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recurrence relation.
Tn+1(x) = 2xTn(x)− Tn−1, n ≥ 2,
where T0(x) = 1, T1(x) = x. This recurrence relation may be taken as a
definition for the Chebyshev polynomial of the first kind.
T0(x) = 1
T1(x) = x
T2(x) = 2x
2 − 1
T3(x) = 4x
3 − 3x
T4(x) = 8x
4 − 8x2 + 1
T5(x) = 16x
5 − 20x3 + 5x
...
2. Chebyshev Polynomials of the first kind are orthogonal with respect to the
weight function (1− x2)−1/2 on the interval (−1, 1).∫ 1
−1
Tn(x) Tm(x)√
1− x2 dx =
∫ pi
0
cosnθ cosmθ dθ
=

0, n 6= m
pi, n = m = 0
pi/2, n = m 6= 0

3. The polynomial Tn(x) has n zeros in the interval [−1, 1], and they are located
at the points
x = cos
(
pi(k − 1/2)
n
)
, k = 1, 2 . . . , n (A.1)
4. The Chebyshev Polynomials satisfy a discrete orthogonality as well as the con-
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tinuous one. If xk (k = 1, 2, . . . ,m) are the m zeros of Tm(x) given by (A.1)
and if i, j < m, then
m∑
k=1
Ti(xk)Tj(xk) =

0, i 6= j
m, i = j = 0
m/2, n = m 6= 0
 (A.2)
2. Chebyshev Polynomial Approximation
Theorem 15. (Chebyshev Approximation)
If f(x) is an arbitrary function in the interval [−1, 1] then f(x) can be approximated
as follows.
f(x) ≈
[
N−1∑
k=0
CkTk(x)
]
− 1
2
C0,
where
Cj ≡ 2
N
N∑
k=1
f(xk)Tj(xk)
=
2
N
N∑
k=1
f
[
cos
(
pi(k − 1
2
)
N
)]
cos
(
pij(k − 1
2
)
N
)
For our application it is necessary to normalize the frequency range w ∈ [a, b] to
x ∈ [−1, 1] as follows:
x = −1 + 2w − a
b− a , w ∈ [a, b]
Now, we are ready to approximate
δr(jw,K)
| Dp(jw) |2 and
δi(jw,K)
| Dp(jw) |2 with finite fre-
quency data with Chebyshev polynomials upto degree N .
• The real part was given by :
δr(jw,K)
| Dp(jw) |2 =
[
wHi(w) 0 |H(jw)|2 Hr(w)
]
[K ′] ,
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The approximation of the real part fr(x,K) ≈ δr(jw,K)|Dp(jw)|2 is achieved by approxi-
mating each of the individual quantities
wHi(w) ≈C10T0(x) + C11T1(x) + . . .+ C1NTN(x)−
1
2
C10 ,
|H(jw)|2 ≈C20T0(x) + C21T1(x) + . . .+ C2NTN(x)−
1
2
C20 ,
Hr(w) ≈C30T0(x) + C31T1(x) + . . .+ C3NTN(x)−
1
2
C30 .
The final approximation fr(x,K) can be expressed compactly as:
fr(x,K) =
1
2
(C10 + k2C
2
0 + k3C
3
0)T0(x) + . . .+ (C
1
N + k2C
2
N + k3C
3
N)TN(x),
=Cr0(K)T0(x) + C
r
1(K)T1(x) + . . .+ C
r
N(K)TN(x),
where,
Cr0(K) =
1
2
(C10 + k2C
2
0 + k3C
3
0),
Cr1(K) = C
1
1 + k2C
2
1 + k3C
3
1 ,
...
CrN(K) = C
1
N + k2C
2
N + k3C
3
N .
• The approximation of the imaginary part fi(x,K) ≈ δi(jw,K)|Dp(jw)|2
δi(jw,K)
| Dp(jw) |2 =
[
wHr(w) w|H(jw)|2 0 −Hi(w)
]
[K ′] ,
wHr(w) ≈ C40T0(x) + C41T1(x) + . . .+ C4NTN(x)−
1
2
C40 ,
w|H(jw)|2 ≈ C50T0(x) + C51T1(x) + . . .+ C5NTN(x)−
1
2
C50 ,
−Hi(w) ≈ C60T0(x) + C61T1(x) + . . .+ C6NTN(x)−
1
2
C60 ,
fi(x,K) =
1
2
(C40 + k1C
5
0 + k3C
6
0)T0(x) + . . .+ (C
4
N + k1C
5
N + k3C
6
N)TN(x),
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=Ci0(K)T0(x) + C
i
1(K)T1(x) + . . .+ C
i
N(K)TN(x),
where,
Ci0(K) =
1
2
(C40 + k1C
5
0 + k3C
6
0),
Ci1(K) =C
4
1 + k1C
5
1 + k3C
6
1 ,
...
CiN(K) =C
4
N + k1C
5
N + k3C
6
N .
B. Semidefinite Representation
It is well known that nonnegative polynomials can be represented as sums of squares
(SOS) [80, 100]. A polynomial, that can be expressed as sum of squares, can be
formulated as a linear inequality over the cone of positive semidefinite matrices [81,
55, 101, 33, 82, 35].
1. Sum of Squares
A basic problem that appears in many areas of control is that of checking global, or
local nonnegativity of a function of several variables [82, 35].
Theorem 16. If a polynomial f(x) is real and nonnegative for all x ∈ < of degree
n, then f(x) it can be written as sum of squares as shown in [20]
f(x) = f 21 (x) + f
2
2 (x), (A.3)
where deg(f1) ≤ n/2 and deg(f2) ≤ n/2.
Proof. A polynomial f(x) of degree n = 2m which is real and nonnegative can be
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decomposed into factors of the form.
f(x) =
m∏
i=1
((x− xi)2 + y2i ),
where, xi and yi are some constants.
If we apply the following identity repeatedly, f(x) can be represented as sum of
squares (A.3).
(a21 + b
2
1)(a
2
2 + b
2
2) = (a1a2 + b1b2)
2 − (a1b2 + a2b1)2.
Since we have to find nonnegative conditions of a real polynomial in the specific
frequency intervals, local nonnegativity of a polynomial will be considered next..
Theorem 17. Markov-Lukacs
Let f be a polynomial of degree n with real coefficients. Suppose f(x) ≥ 0 for all
x ∈ [a, b], then one of the following holds.
(1) If deg(f) = n = 2m is even, then
f(x) = f 21 (x) + (x− a)(b− x)f 22 (x)
where deg(f1) ≤ m and deg(f2) ≤ m− 1
(2) If deg(f) = n = 2m+ 1 is odd, then
f(x) = (x− a)f 21 (x) + (b− x)f 22 (x)
where deg(f1) ≤ m and deg(f2) ≤ m
Proofs can be found in [80, 100].
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2. Discrete Polynomial Transforms
Let pn(x), n = 0, 1, . . . , be a system of orthogonal and normalized polynomials on
a bounded or unbounded interval I ⊆ R, with respect to a nonnegative weight
function w(x). ∫
I
pn(x)pm(x)w(x)dx =
 0, n 6= m1, n=m.
The Chebyshev Polynomials of the first kind use the weight function (1−x2)−1/2
and are orthogonal on the interval (−1, 1), but they are not normalized polynomials
on the interval (−1, 1).
∫ 1
−1
Tn(x)Tm(x)√
1− x2 dx =

0, n 6= m
pi, n = m = 0
pi/2, n = m 6= 0

So it is necessary to normalize the polynomials as follows:
p0(x) =
√
1
pi
T0(x)
p1(x) =
√
2
pi
T1(x)
p2(x) =
√
2
pi
T2(x)
...
Now, the approximation polynomials fr(x,K) and fi(x,K) can be rewritten in terms
of pi(x).
fr(x,K) =
δr(jw,K)
| Dp(jw) |2
=
[
wHi(w) 0 |H(jw)|2 Hr(w)
]
[K ′]
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=
1
2
(C10 + k2C
2
0 + k3C
3
0)T0(x) + . . .+ (C
1
N + k2C
2
N + k3C
3
N)TN(x)
= Cr0(K)T0(x) + C
r
1(K)T1(x) + . . .+ C
r
N(K)TN(x)
=
√
piCr0(K)p0(x) +
√
pi
2
Cr1(K)p1(x) + . . .+
√
pi
2
CrN(K)pN(x)
fi(x,K) =
δr(jw,K)
| Dp(jw) |2
=
[
wHi(w) 0 |H(jw)|2 Hr(w)
]
[K ′]
=
1
2
(C40 + k1C
5
0 + k3C
6
0)T0(x) + . . .+ (C
4
N + k1C
5
N + k3C
6
N)TN(x)
= Ci0(K)T0(x) + C
i
1(K)T1(x) + . . .+ C
i
N(K)TN(x)
=
√
piCi0(K)p0(x) +
√
pi
2
Ci1(K)p1(x) + . . .+
√
pi
2
CiN(K)pN(x)
We define the discrete polynomial transforms VDPT for f(x) = C0p0(x) + C1p1(x) +
. . . + CNpN(x) which offers a way to map the coefficients of a polynomial to its
polynomial values.
Definition 1. Let λ0, λ1, . . . , λM are the roots of pM+1. Then we define VDPT as:
VDPT =

p0(λ0) p1(λ0) · · · pM(λ0)
p0(λ1) p1(λ1) · · · pM(λ1)
...
...
...
p0(λM) p1(λM) · · · pM(λM)

(A.4)
Now, suppose M ≥ N and let V be the matrix formed by first N + 1 columns
of VDPT . and define W which holds W
TV = I. Then the linear transformations
V C, C = [C0, C1, . . . , CN ] and W
Ty, y = [f(λ0), f(λ1) , . . . , λM ] map the coeffi-
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cients of the polynomial
f(x) = C0p0(x) + C1p1(x) + . . .+ CNpN(x)
to M + 1 values at λ0, λ1, · · · , λM and vice-versa.
y = V C =

p0(λ0) p1(λ0) · · · pN(λ0)
p0(λ1) p1(λ1) · · · pN(λ1)
...
...
...
p0(λM) p1(λM) · · · pN(λM)


C0
C1
...
CN

3. Semidefinite Programming
Let q1, q2, . . . , gs be all monomials of degree r or less.
Theorem 18. A polynomial f(x) of degree n is a sum of squares if and only if there
exist a positive semidefinite matrix X and a vector of monomials g(x) containing
monomials in x with degree no more than n/2 such that
f(x) = gT (x)Xg(x), for some X  0
Let q(x) = [q1(2) q1(2) . . .] = Lg(x). L is a compatible coefficient matrix and
g(x) is a vector of monomials. Then
f(x) = qT (x)q(x) = gT (x)LTLg(x)
and X = LTL X  0. Now suppose there exists f(x) = gT (x)Xg(x). A positive
semidefinite matrix X can be represented by eigenvalue decomposition X = MTΛM.
Then
f(x) = gT (x)MTΛMg(x) =
∑
i=1
λi(Mg(x))
2
i
The existence of X,X  0 satisfying f(x) = gT (x)Xg(x) can be expressed as a
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set of linear equality constraints relating the coefficients of f(x) and the matrix X.
This implies that the condition that f(x) be nonnegative for x ∈ [x1, x2] becomes the
existence problem of X,X  0 satisfying equivalence between a set of linear equalities
and the coefficients of the f(x) [81, 55].
Definition 2. A o B denotes the Hadamard product of two matrices A and B of
the same dimension, i.e., the matrix with elements (A o B)ik = AikBik. The same
notation is used for vectors : (x o y)i = xiyi. For real matrices sqr(A) = A o A, for
complex matrices sqr(A) = A o A¯, (A¯ is complex conjugate of A).
Theorem 19. f(x) ≥ 0 on [x1, x2] iff there exist X1 ∈ Sm1+1, X2 ∈ Sm2+1 such that
C(K) = W T
[
d1 o diag(V1X1V1
T ) + d2 o diag(V2X2V2
T )
]
, X1  0, X2  0.
where, m1 = bN/2c, m2 = bN−12 c, and V1 and V2 are the matrices formed by the
first m1 + 1, and m2 + 1, columns of VDPT respectively.
The vectors d1, d2 ∈ <N+1 are defined as:
d1 =
 1¯, N is evenλ− x11¯, N is odd

d2 =
 (λ− x11¯) o (x21¯− λ), N is evenx21¯− λ N is odd
 .
The notation, bzc, is the largest integer which does not exceed z.
The non-negativeness of f(x) for x ∈ [x1, x2] can be posed as a feasibility problem.
Minimize u
subject to
{ −u ≤ W T [d1 o diag(V1X1V1T ) + d2 o diag(V2X2V2T )]− C(K) ≤ u
X1 ≥ 0, X2 ≥ 0
}
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where, C(K) = [C0(K), C1(K), . . . , CN(K)]
We have to consider a additional condition to satisfy the positiveness or nega-
tiveness of the f(x) at specific value (x = x3) of frequency. Finally, this leads to a
new feasibility problem combined with the positiveness or negativeness of f(x) in an
interval, x ∈ [x1, x2]
Minimize u
subject to

C0(K)p0(x) + C1(K)p1(x) + . . .+ CN (K)pN (x)− u > 0, for x = x3
C(K) = W T
[
d1 o diag(V1X1V1T ) + d2 o diag(V2X2V2T )
]
u ≥ 0, X1 ≥ 0, X2 ≥ 0

The computer packages SeDuMi [83] and YALMIP [84] were used to obtain a solution.
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