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AUTOMORPHISMES BORNE´S DANS LES STRUCTURES
SIMPLES, ET ENDOMORPHISMES BORNE´S DANS LES
EXPANSIONS DE CORPS PAR UNE FAMILLE PFAFFIENNE
D’ENDOMORPHISMES ADDITIFS
FRANK O. WAGNER
Re´sume´. Un automorphisme borne´ d’un corps ou d’un groupe de centre ap-
proximatif trivial est de´finissable. Dans une expansion d’un corps par une
famille F Pfaffienne d’endomorphismes additifs tel que la cloˆture alge´brique
dans l’expansion co¨ıncide avec la cloˆture alge´brique (corpique) relative de la
F-sous-structure engendre´, un endomorphisme borne´, e´ventuellement compose´
par une puissance du Frobenius, est une composition d’endomorphismes as-
socie´s canoniquement a` F.
Introduction
Dans [9] Lascar appelle un automorphisme σ d’une structure M borne´ s’il existe
un petit ensemble A de parame`tres tel que pour tout m ∈M on a σ(m) ∈ acl(A,m).
Il montre que pour un ensemble fortement minimal M, le sous-groupe autf (M)
des automorphismes forts (qui fixent acleq(∅)) est simple modulo le sous-groupe
distingue´ des automorphismes borne´s, re´sultat ge´ne´ralise´ ensuite [7] aux structures
avec dimension entie`re compatibe avec une notion d’inde´pendance stationnaire.
Plus ge´ne´ralement, un automorphisme σ d’un corps K avec the´orie simple est
appele´ Σ-borne´ s’il y a un petit ensemble A de parame`tres tel que pour tout m ∈M
on a σ(m) ∈ Σcl(A,m), ou` Σ est la classe des types partiels co-e´trangers aux
ge´ne´riques du corps, et la Σ-cloˆture Σcl(A) est l’ensemble de tous les e´le´me´nts b tel
que tp(b/A) est Σ-analysable. Si Σ est la classe des types alge´briques, alors la Σ-
cloˆture est la cloˆture alge´brique, et Σ-borne´ co¨ıncide avec borne´. Dans [1], Blossier,
Hardouin et Mart´ın Pizarro montrent que pour un corps muni d’ope´rateurs, tout
automorphisme Σ-borne´ est de´finissable et obtenu par composition d’une puissance
du Frobenius avec les automorphismes parmi les ope´rateurs ou leurs inverses. En
particulier il en de´coule une de´monstration uniforme de re´sultats de Lascar [9],
Ziegler et Konnerth [8].
Bien e´videmment, la de´finition d’un automorphisme borne´ a` un sens pour n’im-
porte quel permutation σ d’un ensemble X ; il n’est pas ne´cessaire que σ soit in-
duite par un automorphisme de la structure ambiante, ni qu’elle pre´serve toute la
structure induite sur X. De meˆme, la de´finition de Σ-borne´ est valable pour tout
ensemble X hyperde´finissable dans une the´orie simple ; de plus on a libre choix
de Σ, mais il convient de prendre Σ petit par rapport a` X : par exemple, toute
permutation de X est X-borne´e.
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2 FRANK O. WAGNER
Dans cet article, nous allons ge´ne´raliser le the´ore`me principal de [1] en deux
directions. D’une part, nous considerons les automorphismes groupe-the´oriques Σ-
borne´s d’un groupe G hyperde´finissable dans une the´orie simple, ou` Σ est encore la
classe des types partiels (avec parame`tres) co-e´trangers aux ge´ne´riques de G. Nous
montrons que si tout e´le´ment non-trivial a un centralisateur d’indice non-borne´
(autrement dit, si le centre approximatif Z˜(G) du groupe est trivial), alors tout
automorphisme Σ-borne´ est de´finissable.
D’autre part, nous regarderons les endomorphismes borne´s dans une expansion
d’un corps par une famille F d’endomorphismes additifs, tel que
(1) la famille F est Pfaffienne, c’est-a`-dire fi(xy) est combinaison line´aire des
produits fj(x)fk(y) pour j, k ≤ i ;
(2) la cloˆture alge´brique d’une partie A au sens de l’expansion est e´gale a` la
cloˆture alge´brique corpique relative de la F-sous-structure engendre´ par A.
Ces conditions sont satisfaites en particulier par
– les corps diffe´rentiellement clos en caracte´ristique 0 avec plusieurs de´rivations
qui commutent [10] ;
– les corps aux diffe´rences ge´ne´riques en toute caracte´ristique [5] ;
– les corps se´parablement clos de degre´ d’imperfection fini avec une p-base
nomme´e [6, 16] ;
– les corps diffe´rentiels aux diffe´rences ge´ne´riques en caracte´ristique ze´ro ou` l’au-
tomorphisme commute avec la de´rivation [3, 4] ;
– les corps munis d’ope´rateurs libres en caracte´ristique ze´ro [11].
(Pour la condition Pfaffienne, il faut utiliser [1, Proposition 1.4].) Nous montrerons
que tout endomorphisme borne´ de K est une composition d’endomorphismes as-
socie´s canoniquement aux fonctions dans F, qui de plus en sont des combinaisons
line´aires, suivi par une puissance de l’inverse du Frobenius. Dans les cas mentionne´s
ci-dessus, les endomorphismes (sauf pour le Frobenius pour les corps se´parablement
clos) seront surjectifs, et les automorphismes associe´s seront les automorphismes
parmi les fonctions dans F, et e´ventuellement le Frobenius.
1. Pre´liminaires
Dans cette section, nous allons rappeler quelques notions et re´sultats moins
connus pour les groupes et the´ories simples. Pour plus de de´tail, on se re´fe´rera
a [14]. Comme d’habitude, on travaillera dans un mode`le monstre d’une the´orie
simple, et on se fixe Σ, une famille ∅-invariante de types partiels avec parame`tres.
De´finition 1.1. La Σ-cloˆture Σcl(A) de A est la collection de tous les hyperima-
ginaires a tel que tp(a/A) est Σ-analysable.
On a toujours bdd(A) ⊆ Σcl(A) avec e´galite´ si Σ est vide. En ge´ne´ral on choisira
un ensemble Σ de types partiels qui sont petits par rapport a` l’ensemble X sous
conside´ration (notamment X 6⊂ Σcl(∅)).
Fait 1.2. [14, Lemma 3.5.3] Sont e´quivalents :
(1) tp(a/A) est e´tranger a` Σ.
(2) a |^
A
Σcl(A).
(3) a |^
A
dcl(aA) ∩ Σcl(A).
(4) dcl(aA) ∩ Σcl(A) ⊆ bdd(A).
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Sauf en cas d’e´galite´ avec la cloˆture borne´e, la Σ-cloˆture a la taille du mode`le
monstre. L’e´quivalence (2)⇔ (3) permet de n’en utiliser qu’une petite partie.
Fait 1.3. [14, Lemma 3.5.5] Si A |^
B
C, alors Σcl(A) |^
Σcl(B)
Σcl(C). Plus pre´cise´-
ment, pour tout A0 ⊂ Σcl(A) on a A0 |^ B0 Σcl(C), ou` B0 = dcl(A0B) ∩ Σcl(B).
Dans [15, 12] on trouvera d’autres proprie´te´s de la Σ-cloˆture, ainsi qu’un de´coupage
en diffe´rents niveaux.
Soit maintenant G un groupe hyperdefinissable sur ∅.
De´finition 1.4. (1) Deux sous-groupe hyperde´finissables H et K sont com-
mensurables si leur intersection est d’indice borne´ dans chacun.
(2) Un sous-groupe hyperde´finissable H est localement connexe s’il est e´gal a
tout conjugue´ groupe-the´orique ou conjugue´ par automorphisme qui lui est
commensurable.
Fait 1.5. [14, Corollary 4.5.16]
(1) Un sous-groupe hyperde´finissable localement connexe de G a un parame`tre
canonique.
(2) Tout sous-groupe hyperde´finissable H de G a une composante localement
conexe H loc, qui est le plus petit sous-groupe hyperde´finissable localement
connexe commensurable avec H. Son parame`tre canonique est de´finissable
sur les parame`tres utilise´s pour hyperde´finir H.
On rappelle e´galement la notion du centre approximatif.
De´finition 1.6. Le centre approximatif d’un groupe hyperde´finissable G, note´
Z˜(G), est le sous-groupe caracte´ristique des e´le´ments dont le centralisateur est
d’indice borne´ dans G.
Le centre approximatif de G est hyperde´finissable sur les meˆmes parame`tres [14,
Proposition 4.4.10]. Enfin, on a besoin du lemme de Ziegler ([17, Theorem 1] pour
le cas stable abe´lien, et [2, lemme 1.2 et remarque 1.3] pour le cas ge´ne´ral).
Fait 1.7. Soient g et g′ dans G tels que g, g′ et gg′ sont deux-a`-deux inde´pendants.
Alors les stabilisateurs a` gauche de g et de gg′ sont e´gaux, et commensurables avec
gStab(g′)g−1 ; ils sont ∅-connexes, et g est ge´ne´rique dans le translate´ Stab(g)g,
qui est de´finissable sur bdd(∅) ; de meˆme pour g′ et gg′.
2. Automorphismes Σ-borne´s d’un groupe
Dans cette section, on conside`re encore un groupe G hyperde´finissable sur ∅.
On pose Σ la classe de tous les types partiels co-e´trangers aux types ge´ne´riques
de G. (Comme les types ge´ne´riques ont des extensions non-de´viantes qui sont des
translate´s les uns des autres, co-e´tranger a` un e´quivaut co-e´tranger a` tous.) En
particulier, si G a un type ge´ne´rique re´glier, Σ consiste de tous les types partiels
non-ge´ne´riques.
The´ore`me 2.1. Si Z˜(G) est trivial, alors tout automorphisme Σ-borne´ σ de G est
hyperde´finissable.
De´monstration. Soit A un ensemble tel que σ(g) ∈ Σcl(A, g) pour tout g dans G.
Conside´rons d’abord g ∈ G ge´ne´rique sur A, et g′ ∈ G ge´ne´rique sur A, g, σ−1(g).
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Soit A′ = Σcl(A)∩bdd(A, g′, σ(g′)). D’apre`s le fait 1.3 on a g′, σ(g′) |^
A′
σ−1(g), g.
Comme les ge´ne´riques deG sont e´trangers a` Σ, les e´le´me´nts g et g′ restent ge´ne´riques
sur A′. Ainsi g0 = g′σ−1(g) et σ(g0) = σ(g′)g sont tous les deux ge´ne´riques sur A′,
et donc sur A.
Soit maintenant g2 ge´ne´rique dans G sur A, g0, et g1 = g
−1
0 g2. Alors g0, g1 et
g2 = g0g1 sont deux-a`-deux inde´pendants sur A. D’apre`s le fait 1.3 leurs Σ-cloˆtures
Σcl(A, g0), Σcl(A, g1) et Σcl(A, g2) sont deux-a`-deux inde´pendants sur Σcl(A). En
particulier, (g0, σ(g0)), (g1, σ(g1)) et (g2, σ(g2)) sont deux-a`-deux inde´pendants sur
Σcl(A), et donc sur
B = Σcl(A) ∩ bdd(A, g0, σ(g0), g1, σ(g1), g2, σ(g2)).
De plus, comme les types ge´ne´riques de G sont e´trangers a` Σ, les e´le´ments g0, σ(g0),
g1 et g2 restent chacun ge´ne´riques sur B.
Pour i ≤ 2 soit Si = Stab(gi, σ(gi)/B) le stabilisateur (a` gauche) dans G ×
G. Alors Si est connexe sur B d’apre`s le fait 1.7, le translate´ S · (gi, σ(gi)) est
hyperde´finissable sur B, et le couple (gi, σ(gi)) y est ge´nerique. De plus, S0 = S2 ;
soit S = Sloc0 sa composante localement connexe. Puisque
gi, σ(gi) |^
bdd(A,gi,σ(gi))∩Σcl(A)
B,
Si est commensurable avec Stab(gi, σ(gi)/bdd(A, gi, σ(gi))∩Σcl(A)) pour i = 0, 2,
dont la composante localement connexe est aussi S. Il en de´coule que S ainsi que
le translate´ S · (gi, σ(gi)) est hyperde´finissable sur bdd(A, gi, σ(gi)) ∩ Σcl(A) pour
i = 0, 2. Or, g2 e´tait un ge´ne´rique quelconque sur A, g0. Ainsi S est hyperde´finissable
sur Σcl(A) ∩ bdd(A, a, σ(a)) quel que soit le ge´ne´rique a, et donc sur
A¯ = Σcl(A) ∩
⋂
a ge´ne´rique
bdd(A, a, σ(a)).
Notons que puisque g0 et σ(g0) sont ge´ne´riques sur B, la projection de S0, et donc
aussi de S, sur la premie`re et sur la deuxie`me coordonne´e sont generiques dans G,
et donc des sous-groupes d’indice borne´.
Comme σ(g0) ∈ Σcl(A, g0) et tous les types ge´ne´riques de S sont des translate´s
de tp(g0, σ(g0)/B) sur des parame`tres inde´pendants, on a g
′ ∈ Σcl(B, g) pour tout
ge´ne´rique (g, g′) de S sur B. Si
h ∈ coker(S) = {g ∈ G : (1, g) ∈ S},
et (g, g′) ∈ S est ge´ne´rique sur B, h, alors (g, g′h) est toujours ge´ne´rique sur B, h,
et h ∈ Σcl(B, g). Puisque h |^
B
g on obtient h ∈ Σcl(B) = Σcl(A) et coker(S) ⊆
Σcl(A).
Soit maintenant λ ∈ G quelconque, et g ∈ G ge´ne´rique sur A¯, λ, σ(λ). On pose
g′ = g−λ et B = Σcl(A) ∩ bdd(A, g, g′, σ(g), σ(g′)). Alors g et g′ sont ge´ne´riques
sur B, et
(g, σ(g)) ∈ (S · (g′, σ(g′))(λ,σ(λ)) ∩ (S · (g, σ(g)).
Comme les deux translate´s S · (g, σ(g)) et S · (g′, σ(g′)) sont hyperde´finissables sur
B,
g, σ(g) |^
B
λ, σ(λ)
et (g, σ(g)) est ge´ne´rique dans S · (g, σ(g)) sur B, les deux groupes S et S(λ,σ(λ))
sont commensurables, et donc e´gaux par connexite´ locale. Si h ∈ coker(S), alors
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hσ(λ) ∈ coker(S) ⊂ Σcl(A). Or, σ est un automorphisme, donc surjectif, et hG ⊆
Σcl(A). Alors pour λ′ ∈ G ge´ne´rique sur A, h on a λ′ |^
A,h
hλ
′
, puisque tp(λ′/A, h)
est e´tranger a` Σ. Alors CG(h) est d’indice borne´ dans G et h ∈ Z˜(G) = {1}. Ainsi
coker(S) est trivial.
Pour (λ, λ′) ∈ S et (g, g′) ∈ S avec g′ ∈ G ge´ne´rique sur λ, σ(λ), λ′ on a alors
(gλ, g′λ
′
) ∈ S et (gλ, g′σ(λ)) ∈ S(λ,σ(λ)) = S.
Comme coker(S) est trvial, on obtient g′λ
′
= g′σ(λ) et σ(λ)λ′−1 ∈ CG(g′). Puisque
g′ est ge´ne´rique sur σ(λ), λ′ on a σ(λ)λ′−1 ∈ Z˜(G) = {1} et λ′ = σ(λ), pour tout
λ ∈ pr1(S), ou` pr1 est la projection sur la premie`re coordonne´e. Ainsi S de´finit σ
sur le sous-groupe pr1(S) d’indice borne´ dans G.
Pour chaque ensemble de´finissable X tel que X/(E × E) contient S (ou` E est
la relation d’e´quivalence type-de´finissable dont les e´le´me´nts de G sont des classes),
il y a un uplet fini gX,0, . . . , gX,kX tel que G =
⋃
i≤kX gX,i · (pr1(X)/E). Alors le
graphe de σ est hyperde´fini par⋂
X/(E×E)⊇S
⋃
i≤kX
(gX,i, σ(gX,i) · (X/(E × E)). 
Corollaire 2.2. Soit σ un automorphisme Σ-borne´ d’un corps K hyperde´finissable
dans une the´orie simple, ou` Σ est la classe des types partiels co-e´trangers aux types
ge´ne´riques de K. Alors σ est hyperde´finissable.
De´monstration. Soit G = K+ oK×. Alors G est hyperde´finissable, et Σ est aussi
l’ensemble des types partiels co-e´trangers aux ge´ne´riques de G (qui sont les paires
de deux ge´ne´riques inde´pendants de K). De plus, Z˜(G) = {1}, et σ induit un
automorphisme τ : (a, b) 7→ (σ(a), σ(b)) de G. D’apre`s le the´ore`me pre´ce´dent τ est
hyperde´finissable, et σ l’est aussi. 
3. Endomorphismes borne´s d’un corps avec ope´rateurs
Dans cette section, on conside´rera un corps K avec une famille bien-ordonne´e
F = {fi : i < α} d’endomorphismes additifs. On suppose que
(1) La famille F est K-libre : si
∑
i λifi = 0 pour des λi ∈ K, alors λi = 0 pour
tout i < α.
(2) la famille est K-Pfaffienne, i.e. pour tout i < α il y a des aij,k ∈ K pour
j, k ≤ i, presque tous 0, tel que
fi(xy) =
∑
j,k≤i
aij,kfj(x)fk(y).
Remarque 3.1. Si on commence avec une famille K-Pfaffienne qui n’est pas K-
libre, on peut en extraire une sous-famille K-libre et K-Pfaffienne. En particulier,
en caracte´ristique positive on peut supposer que le Frobenius fait partie de F.
Lemme 3.2. Si
∑
ı¯ a¯ıfi0(x0) · · · fin(xn) =
∑
ı¯ b¯ıfi0(x0) · · · fin(xn) pour des a¯ı, b¯ı ∈
K, alors a¯ı = b¯ı pour tout ı¯ = (i0, . . . , in).
De´monstration. Par re´currence sur n. Si n = 0, cela est conse´quence de la K-liberte´
de F. On suppose donc l’e´nonce´ vrai pour n− 1, et∑
ı¯
a¯ıfi0(x0) · · · fin(xn) =
∑
ı¯
b¯ıfi0(x0) · · · fin(xn).
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Alors
0 =
∑
in
( ∑
i0,...,in−1
(a¯ı − b¯ı)fi0(x0) · · · fin−1(xn−1)
)
fin(xn).
Si a¯ 6= b¯ pour un ¯ = (j0, . . . , jn), alors par hypothe`se de re´currence
gj(x0, . . . , xn−1) =
∑
i0,...,in−1
(a¯ı − b¯ı)fi0(x0) · · · fin−1(xn−1)
n’est pas identiquement 0 pour j = jn, et il y a α ∈ K avec gjn(α) 6= 0. Mais alors∑
j gj(α)fj(xn) = 0, ce qui contredit encore la K-inde´pendance de F. 
Corollaire 3.3. Les coefficients aij,k sont uniquement de´termine´s.
De´monstration. Imme´diat. 
En particulier aij,k = a
i
k,j pour tout j, k ≤ i.
Corollaire 3.4. Pour tout i < α la fonction
σi =
∑
j≤i
aij,ifj(x)
est un endomorphisme d’anneau de K. De plus, on peut supposer σi ∈ F.
De´monstration. On a
fi(xy) =
∑
j,k≤i
aij,kfj(x)fk(y) =
∑
j≤i
aij,ifj(x)fi(y) +
∑
j≤i, k<i
aij,kfj(x)fk(y)
= σi(x)fi(y) +R(x, y),
ou` R(x, y) =
∑
j≤i, k<i a
i
j,kfj(x)fk(y). Donc
fi(xx
′y) = σi(xx′)fi(y) +R(xx′, y)
= σi(xx
′)fi(y) +
∑
j≤i, k<i
∑
`,m≤j
aij,ka
j
`,mf`(x)fm(x
′)fk(y)
et
fi(xx
′y) = σi(x)fi(x′y) +R(x, x′y)
= σi(x)σi(x
′)fi(y) +R(x′, y) +R(x, x′y)
= σi(x)σi(x
′)fi(y) +
∑
j≤i, k<i
aij,kfj(x
′)fk(y)
+
∑
j≤i, k<i
∑
`,m≤k
aij,ka
k
`,mfj(x)fk(x
′)fm(y).
Par comparaison du coefficient de fi(y) on a donc d’apre`s le lemme 3.2 que
σi(xx
′) = σi(x)σi(x′)
et σi est un endomorphisme d’anneau de K.
Comme toute famille d’endomorphismes d’anneau deK est line´airement inde´pen-
dante, soit il y a j ≤ i avec σi = fj , soit il y a j ≤ i maximal tel que aij,i 6= 0
et fj n’est pas de´ja` multiplicatif. Alors on peut remplacer fj par σi ; la famille
F′ d’endomorphismes additifs qui en re´sulte, et ou` l’on a mis les endomorphismes
d’anneau au de´but de la suite, est encore K-libre et Pfaffienne. 
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Remarque 3.5. On a donc
fi(xy) = σi(x)fi(y) +
∑
k<i
∑
j≤i
aij,kfj(x)fk(y).
Nous appelons σi l’endomorphisme associe´ a` fi.
On note que l’endomorphisme associe´ a` un endomorphisme σ d’anneau est σ
lui-meˆme, et l’endomorphisme associe´ a` une de´rivation est l’identite´.
Corollaire 3.6. [1, Corollaire 1.5] La remarque 3.5 est satisfaite mutatis mutandis
pour les compositions des endomorphismes additifs dans F, qu’on ordonne d’abord
par la longueur de la composition, et ensuite par ordre lexicographique des indices
des fonctions de F utilise´es ; l’endomorphisme associe´ est la composition des endo-
morphismes associe´s des fonctions dans F.
De´monstration. E´vident. On note que l’ordre est un bon ordre. 
Le lemme suivant ne sera pas utilise´ pour la de´monstration du the´ore`me principal
de cette section.
Lemme 3.7. Tout sous-famille finie {fi : i ∈ I0} de F est contenue dans une
sous-famille finie Pfaffienne {fi : i ∈ I}, avec max I = max I0.
De´monstration. On pose I−1 = ∅, et pour n > 0 on construit inductivement une
chaˆıne de familles I0 ⊆ I1 ⊆ I2 ⊆ · · · en posant
In+1 = In ∪ {j < α : ∃ i ∈ In \ In−1 ∃k aij,k 6= 0}.
Comme la suite max(In\In−1) de´croit strictement, la suite des In stationne e´ventu-
ellement, et I =
⋃
n<ω In donne une famille Pfaffienne {fi : i ∈ I}. 
The´ore`me 3.8. Soit K un corps, et F une famille Pfaffienne d’endomorphismes
additifs de K. Pour A ⊆ K soit 〈A〉 la cloˆture de A par toutes les fonctions f ∈ F.
On suppose que acl(A) = 〈A〉alg ∩ K, ou` acl est la cloˆture alge´brique au sens de
la structure (K,+, ·, f : f ∈ F), et Aalg est la cloˆture alge´brique au sens corpique.
Alors tout endomorphisme borne´ σ du corps K satisfait une identite´ de la forme
Frobj ◦ σ = σi,
ou` σi est une composition d’endomorphismes associe´s de F, et du Frobenius.
De´monstration. On peut supposer que F est K-libre, et qu’en caracte´ristique posi-
tive le Frobenius fait partie de F. Soient B = acl(B) des parame`tres sur lesquels σ
est borne´.
Pour tout a ∈ K l’image σ(a) est dans
acl(Ba) = 〈Ba〉alg ∩K = (B ∪ 〈a〉)alg ∩K.
Par compacite´, il y a un nombre fini de polynoˆmes (Pi(x¯i, y) : i < `) sur B, et pour
tout i < ` une suite (fθi,j : j < |x¯i|) de compositions de fonctions dans F tel que
pour tout a ∈ K il y a i < ` avec Pi(f¯θi,j (a), y) non-trivial en y, et satisfait par
σ(a).
Soit K¯ = Kalg la cloˆture alge´brique de K, et (fθi : i < n) la suite des fonctions
fθi,j , avec f0 = id. On conside`re le sous-groupe additif suivant de K¯
n+1 :
G = {((fθi(a) : i < n), σ(a)) : a ∈ K}.
8 FRANK O. WAGNER
Soit Γ sa cloˆture de Zariski, et Γ0 la composante connexe de Γ. Alors Γ0 est la
cloˆture de Zariski de G0 = Γ0 ∩G, et ce dernier est d’indice fini dans G.
Comme tout e´le´ment (x¯, y) de G satisfait une e´quation Pi(x¯, y) = 0 (avec
e´nume´ration convenable de x¯), non-triviale en y, pour un i < `, la disjonction
de ces e´quations est ge´ne´riquement satisfaite dans Γ0 et non-triviale en y d’apre`s
[13, Remark 27].
Or, les seuls sous-groupes alge´briques additifs de K¯n+1 sont donne´s par des
polynoˆmes additifs. Il y a donc un polynoˆme P ∈ K¯[X0, . . . , Xn] de la forme
P (x¯, xn) =
∑
i≤n, j<ω
λi,jx
pj
i
tel que P (x¯, xn) = 0 est satisfaite sur Γ
0, et tel que P (0¯, xn) est non-trivial. Comme
G et G0 sont Gal(K)-invariants, Γ et Γ0 le sont aussi, et on peut supposer que P est
a` coefficients dans la cloˆture inse´parable de K. En composant avec une puissance
du Frobenius, on peut meˆme supposer que P ∈ K[X0, . . . , Xn].
La fonction x 7→ P ((fθi(x))i<n, σ(x)) est un endomorphisme additif de K dont
l’image F est un sous-groupe additif fini. En caracte´ristique ze´ro F est trivial ; en
caracte´ristique positive il y a un polynoˆme nontrivial additif Q ∈ K[X] qui s’annule
sur F . Ainsi
Q(P ((fθi(x))i<n, σ(x)) = 0
pour tout x ∈ K. Puisque F contient le Frobenius en caracte´ristique positive, on
obtient une e´quation non-triviale de la forme∑
i<n
λifθi(x) =
∑
j<ω
µjσ(x)
pj
satisfaite sur K entier (e´ventuellement avec un n et des θi diffe´rents). On choisit
une telle e´quation avec
θm = max{θi : λi 6= 0}
minimal. De plus, on peut supposer qu’il n’y ait qu’un seul µ non-trivial, puisque
pour j0 maximal avec µj0 6= 0 et a ∈ K transcendant,∑
i<n
λifθi(ax)− σ(a)p
j0
∑
i<n
λifθi(x) =
∑
j<j0
µj [σ(a)
pj − σ(a)pj0 ]σ(x)pj
nous permet de re´duire le nombre de µj non-triviaux, tout en conservant θm d’apre`s
le corollaire 3.6. Alors, on peut prendre µ = 1, et
∑
i<n λifθi(x) = σ(x)
pj pour tout
x ∈ K.
Pour tout a ∈ K on a d’apre`s le corollaire 3.6 que∑
i<n
λifθi(ax) = λmσθm(a)fθm(x) +
∑
θ<θm
αθfθ(x)
= σ(ax)p
j
= σ(a)p
j
σ(x)p
j
= σ(a)p
j∑
i<n
λifθi(x)
pour certains coefficients αθ ∈ K qui de´pendent de a. Si σθm(a) 6= σ(a)p
j
, alors
σ(a)p
j ∑
θ<θm
αθfθ(x)− σθm(a)
∑
i<n
λifθi(x) = [σ(a)
pj − σθm(a)]σ(x)p
j
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donne une e´quation avec un θ maximal plus petit, une contradiction. Le the´ore`me
en de´coule. 
Cette preuve s’inspire de la de´monstration de Blossier, Hardouin et Martin Pi-
zarro [1, The´ore`me 3.1], mais il utilise les proprie´te´s ge´ne´riques de l’enveloppe
de´finissable (qui ici est e´gale a` la cloˆture de Zariski) de [13] a` la place du stabilisa-
teur. Nous n’avons besoin pour notre the´ore`me 3.8 qu’une partie de l’hypothe`se 4 de
[1] (la caracte´risation de la cloˆture alge´brique) et nous ne faisons aucune hypothe`se
sur la simplicite´ de l’expansion ; par contre nous supposons de`s le de´but la proprie´te´
Pfaffienne ([1, Proposition 1.4], qui de´coule de leur hypothe`se 1). Notons que nous
ne parlons pas des inverses des automorphismes dans F : on pre´serve le caracte`re
Pfaffien en les rajoutant, et dans les applications ils seront ne´cessaires pour obtenir
la caracte´risation de la cloˆture alge´brique. Vu qu’un automorphisme F-line´aire dans
F est toujours associe´ dans le sens de [1], on re´cupe`re ainsi [1, The´ore`me 3.1] : Un
automorphisme σ-borne´ d’un corps simple est de´finissable d’apre`s le corollaire 2.2,
donc borne´, et on peut appliquer le the´ore`me 3.8.
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