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a b s t r a c t
A ratio-dependent predator–prey model with time delay due to the gestation of the
predator is investigated. By analyzing the corresponding characteristic equations, the local
stability of a positive equilibrium and a semi-trivial boundary equilibrium is discussed,
respectively. Further, it is proved that the system undergoes a Hopf bifurcation at the
positive equilibrium. Using the normal form theory and the center manifold reduction,
explicit formulae are derived to determine the direction of bifurcations and the stability
and other properties of bifurcating periodic solutions. By means of an iteration technique,
sufficient conditions are obtained for the global attractiveness of the positive equilibrium.
By comparison arguments, the global stability of the semi-trivial equilibrium is also
addressed. Numerical simulations are carried out to illustrate the main results.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The construction and study of models for the population dynamics of predator–prey systems have been an important
topic in theoretical ecology since the famous Lotka–Volterra equations. One crucial element in thesemodels is the functional
response or trophic function describing the number of prey consumed per predator per unit time for given quantities of prey
N and predators P . Standard Lotka–Volterra type models, on which a large body of existing predator–prey theory is built,
assume that the trophic function is a function of prey density only (for example, the so-called Holling types I, II, III), ignoring
the effect of predator density (see, for example, [1–5]). This was labeled prey-dependence in [6]. It was recognized early
that the predator density could have a direct effect on the trophic function. Hence, there is growing explicit biological and
physiological evidence [7–9] that in many situations, especially when predators have to search, share or compete for food,
a more suitable general predator–prey model should be based on the ‘‘ratio-dependent ’’ theory. This roughly states that the
per capita predator growth rate should be a function of the ratio of prey to predator abundance. Moreover, as the number
of predators often changes slowly (relative to prey number), there is often competition among the predators, and the per
capita rate of predation should therefore depend on the numbers of both prey and predator, most likely and simply on their
ratio. These hypotheses are strongly supported by numerous field and laboratory experiment and observations [6,7,10].
The general ratio-dependent prey-predator model developed in [6] is of the form
N˙(t) = rNφ(N)− g(N/P)P,
P˙(t) = eg(N/P)P − qP, (1.1)
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where N(t) and P(t) are the densities of the prey and the predator population at time t , respectively. The function rNφ(N)
characterizes the velocity of prey growth in the absence of predators, the linear function qP describes the velocity of predator
death in the absence of prey and the function g(x) = g(N/P) is the trophic function. The more specific form of this model
in the present paper assumes the familiar logistic form for Nφ(N) and the Holling type-III form for g(x) = x2/(m + x2) =
N2/(mP2 + N2).
It iswidely known that past history aswell as current conditions can influence population dynamics and such interactions
have motivated the introduction of time delays in population growth models. In most of the natural systems, population
of one species does not respond instantaneously to changes in the environment or the interactions with other species of
populations within the community. Models with delay are much more realistic, as in reality time delays occur in almost
every biological situation [11] and assumed to be one of the reasons of regular fluctuations in population density [12].
Some kinds of time delays may tend to be destabilizing in the sense that longer delays may destroy the stability of positive
equilibria (see, for example, [13,14]). Time delay due to gestation is a common example. Gestation delay is the time interval
between the moments when an individual prey is killed and when the corresponding biomass is added to the predator
population. The reproduction of predator after predating the prey is not instantaneous butwill bemediated by some discrete
time lag required for gestation of predator. As the growth rate of predator species depends upon the amount of biomass
added in predators population density due to the prey killing, the presence of gestation delay in predators growth affect the
abundance of predators. The effect of time delay due to gestation of the predator on the dynamics of predator–prey models
has been studied by a number of authors (see, for example, [15–17] and references cited therein).
Our work is an extension of the work developed in [6]. By assuming that the reproduction of predator after predating the
prey will not be instantaneous but mediated by some discrete time lag required for gestation of predator, we incorporate
a delay in system (1.1) to make the model more realistic. We aim to discuss the effect of time delay due to gestation of the
predator on the global dynamics of system (1.1). To this end, we are concerned with the following delayed ratio-dependent
predator–prey model
x˙(t) = x(t)
(
r1 − a11x(t)− a12x(t)y(t)my2(t)+ x2(t)
)
,
y˙(t) = a21x
2(t − τ)y(t − τ)
my2(t − τ)+ x2(t − τ) − r2y(t),
(1.2)
where x(t) and y(t) represent the densities of the prey and the predator population at time t , respectively. The parameters
a11, a12, a21, r1, r2 andm are positive constants in which r1 represents the intrinsic growth rate of the prey, a11 is the intra-
specific competition rate of the prey, a12 is the capturing rate of the predator, a21/a12 describes the efficiency of the predator
in converting consumed prey into predator offspring, m is the interference coefficient of the predators, r2 is the predator
mortality rate. In system (1.2), we allow for a time-delay between consumption and reproduction in predator individuals.
The constant τ ≥ 0 denotes a time delay due to the gestation of the predator.
The initial conditions for system (1.2) take the form
x(θ) = φ(θ), y(θ) = ψ(θ), φ(θ) ≥ 0, ψ(θ) ≥ 0, θ ∈ [−τ , 0], φ(0) > 0, ψ(0) > 0, (1.3)
where (φ(θ), ψ(θ)) ∈ C([−τ , 0],R2+0), the Banach space of continuous functions mapping the interval [−τ , 0] into R2+0,
where R2+0 = {(x, y) : x ≥ 0, y ≥ 0}.
It iswell knownby the fundamental theory of functional differential equations [18] that system (1.2) has a unique solution
(x(t), y(t)) satisfying initial conditions (1.3).
The organization of this paper is as follows. In Section 2, we show the positivity and the boundedness of solutions of
system (1.2) with initial conditions (1.3). In Section 3, by analyzing the corresponding characteristic equations, respectively,
we discuss the local stability of a positive equilibrium and a semi-trivial equilibrium of system (1.2). Further, we study the
existence of Hopf bifurcations for system (1.2) at the positive equilibrium. In Section 4, using the normal form theory and
the center manifold reduction, explicit formulae are derived to determine the direction of bifurcations and the stability and
other properties of bifurcating periodic solutions. Numerical simulations are carried out to illustrate the main results. In
Section 5, by means of an iteration technique, sufficient conditions are obtained for the global attractiveness of the positive
equilibrium. By comparison arguments, the global stability of the semi-trivial equilibrium of system (1.2) is discussed. A
brief discussion is given to conclude this work in Section 6.
2. Positivity and boundedness
In this section, we show the positivity and boundedness of solutions of system (1.2) with initial conditions (1.3).
Theorem 2.1. Solutions of system (1.2) with initial conditions (1.3) are positive for all t ≥ 0.
Proof. Let (x(t), y(t)) be a solution of system (1.2) with initial conditions (1.3). Let us consider y(t) for t ∈ [0, τ ]. It follows
from the second equation of system (1.2) that
y(t) = a21x
2(t − τ)y(t − τ)
my2(t − τ)+ x2(t − τ) − r2y(t) ≥ −r2y(t)
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since φ(θ) ≥ 0, ψ(θ) ≥ 0 for θ ∈ [−τ , 0]. Hence, a standard comparison argument shows that
y(t) ≥ y(0)e−r2t ,
i.e., y(t) > 0 for t ∈ [0, τ ]. We derive from the first equation of system (1.2) that
x(t) = x(0) exp
{∫ t
0
(r1 − a11x(s)− a12x(s)y(s)my2(s)+ x2(s) )ds
}
> 0.
In a similar way we treat the intervals [τ , 2τ ], . . . , [nτ , (n + 1)τ ], n ∈ N. Thus, x(t) > 0, y(t) > 0 for all t ≥ 0. This
completes the proof. 
We now consider the following equation with time delay
u˙(t) = a21A
2
1u(t − τ)
mu2(t − τ)+ A21
− r2u(t), u(θ) = φ(θ) ≥ 0, θ ∈ [−τ , 0), φ(0) > 0, (2.1)
where a21, r2, A1 andm are positive constants, τ ≥ 0. For Eq. (2.1) we have the following result.
Lemma 2.1. If a21 < r2, the trivial equilibrium u0 = 0 of Eq. (2.1) is globally stable. If a21 > r2, then Eq. (2.1) admits a unique
positive equilibrium u∗ =
√
a21−r2
mr2
A1 which is globally asymptotically stable.
The proof of Lemma 2.1 is similar to that in the proof of Lemma 3.1 in [19], we therefore omit it here.
Theorem 2.2. Positive solutions of system (1.2) with initial conditions (1.3) are ultimately bounded.
Proof. Let (x(t), y(t)) be a positive solution of system (1.2) with initial conditions (1.3). It follows from the first equation of
system (1.2) that
x˙(t) ≤ x(t)(r1 − a11x(t)),
which yields
lim sup
t→+∞
x(t) ≤ r1
a11
.
Hence, for ε > 0 sufficiently small, there is a T1 > 0 such that if t > T1, x(t) < r1/a11 + ε.
We now consider the boundedness of y(t). If a21 ≤ r2, we derive from the second equation of system (1.2) that
y˙(t) ≤ a21y(t − τ)− r2y(t).
It is easy to show that limt→+∞ y(t) = 0. Therefore, we assume below that a21 > r2. We derive from the second equation
of system (1.2) that, for t > T1 + τ ,
y˙(t) ≤ a21(r1/a11 + ε)
2y(t − τ)
my2(t − τ)+ (r1/a11 + ε)2 − r2y(t).
Noting that a21 > r2, by Lemma 2.1, a comparison argument shows that
lim sup
t→+∞
y(t) ≤
√
a21 − r2
mr2
(
r1
a11
+ ε
)
.
This completes the proof. 
3. Local stability and Hopf bifurcation
In this section, we discuss the local stability of a positive equilibrium and a semi-trivial equilibrium of system (1.2) and
establish the existence of Hopf bifurcations at the positive equilibrium.
It is easy to show that system (1.2) always has a semi-trivial equilibrium E1(r1/a11, 0). Further, if the following holds:
(H1) r21a
2
21m > a
2
12r2(a21 − r2) > 0,
then system (1.2) has a unique positive equilibrium E∗(x∗, y∗), where
x∗ = r1a21 − a12r2h
a11a21
, y∗ = hx∗, (3.1)
where
h = √(a21 − r2)/(mr2). (3.2)
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The characteristic equation of system (1.2) at the semi-trivial equilibrium E1(r1/a11, 0) is of the form
(λ+ r1)(λ+ r2 − a21e−λτ ) = 0. (3.3)
Clearly, Eq. (3.3) always has a root λ = −r1. All other roots are given by roots of equation
λ+ r2 − a21e−λτ = 0. (3.4)
Let f (λ) = λ+ r2 − a21e−λτ . If a21 > r2, it follows that for λ real,
f (0) = r2 − a21 < 0, lim
λ→+∞ f (λ) = +∞.
Hence, f (λ) = 0 has a positive real root. Accordingly, the equilibrium E1(r1/a11, 0) is unstable.
If a21 < r2, we claim that the roots of f (λ) = 0 have only negative real parts. Suppose that Re λ ≥ 0. Then we derive
from (3.4) that
Re λ = −r2 + a21e−τRe λ cos(τ Im λ) ≤ −r2 + a21 < 0,
a contradiction. Hence, we have Reλ < 0. Thus, if a21 < r2, E1(r1/a11, 0) is locally asymptotically stable.
The characteristic equation of system (1.2) at the positive equilibrium E∗(x∗, y∗) is of the form
λ2 + p1λ+ p0 + (q1λ+ q0)e−λτ = 0, (3.5)
where
p0 = r2
(
r1 − 2a12r22h/a221
)
,
p1 = r1 + r2 − 2a12r22h/a221,
q0 = r2(a21 − 2r2) (r1 − 2a12r2h/a21) /a21,
q1 = r2(a21 − 2r2)/a21,
(3.6)
where the constant h is defined in (3.2).
Substituting τ = 0 into (3.5), we derive that
λ2 + (p1 + q1)λ+ p0 + q0 = 0. (3.7)
It is easy to show that
p0 + q0 = 2r2(a21 − r2) (r1 − a12r2h/a21) /a21,
p1 + q1 = r1 − 2a12r22h/a221 + 2r2(a21 − r2)/a21.
(3.8)
Clearly, if (H1) holds, then p0 + q0 > 0. Hence, the positive equilibrium E∗(x∗, y∗) of system (1.2) is locally stable when
τ = 0 if
r1 > 2a12r22h/a
2
21 − 2r2(a21 − r2)/a21, (3.9)
and is unstable when τ = 0 if
r1 < 2a12r22h/a
2
21 − 2r2(a21 − r2)/a21. (3.10)
If iω(ω > 0) is a solution of (3.5), separating real and imaginary parts, we have the following:
p1ω = q0 sinωτ − q1ω cosωτ,
ω2 − p0 = q0 cosωτ + q1ω sinωτ.
(3.11)
Squaring and adding the two equations of (3.11), we derive that
ω4 + (p21 − 2p0 − q21)ω2 + p20 − q20 = 0. (3.12)
Letting z = ω2, then Eq. (3.12) becomes
z2 + (p21 − 2p0 − q21)z + p20 − q20 = 0. (3.13)
By a direct calculation, it follows that
p0 − q0 = 2r22 (r1 + a12h(a21 − 3r2)/a21) /a21,
p21 − 2p0 − q21 = (r1 − 2a12r22h/a221)2 + 4r32 (a21 − r2)/a221 > 0.
(3.14)
Noting that if (H1) holds, p0 + q0 > 0. Hence, if (H1) and p0 > q0 hold, Eq. (3.13) has no positive roots. Accordingly, if (H1)
and p0 > q0 hold, the positive equilibrium E∗ of system (1.2) exists and is locally asymptotically stable for all τ ≥ 0.
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If (H1) and p0 < q0 hold, then Eq. (3.12) has a unique positive root ω0, where
ω20 =
1
2
{q21 + 2p0 − p21 + [(q21 + 2p0 − p21)2 − 4(p20 − q20)]1/2}.
We can determine from (3.11) that
τ0n = 1
ω0
arccos
q0(ω20 − p0)− p1q1ω20
q20 + q21ω20
+ 2npi
ω0
, n = 0, 1, 2, . . . (3.15)
at which Eq. (3.5) admits a pair of purely imaginary roots of the form±iω0.
Let p0 < q0 and τ0 = τ00 be defined in (3.15). Denote by
λ(τ) = α(τ)+ iω(τ)
the root of Eq. (3.11) such that
α(τ0n) = 0, ω(τ0n) = ω0.
In the following we claim that
d(Re λ)
dτ
|τ=τ0 > 0.
This will signify that there exists at least one eigenvalue with positive real part for τ > τ0. Moreover, the conditions for the
existence of a Hopf bifurcation [18] are then satisfied yielding a periodic solution. To this end, differentiating Eq. (3.5) with
respect τ , we obtain that
(2λ+ p1)dλdτ + q1e
−λτ dλ
dτ
− τ(q1λ+ q0)e−λτ dλdτ = λ(q1λ+ q0)e
−λτ ,
which yields(
dλ
dτ
)−1
= 2λ+ p1
λ(q1λ+ q0)e−λτ +
q1
λ(q1λ+ q0) −
τ
λ
. (3.16)
It follows from (3.5) and (3.16) that(
dλ
dτ
)−1
= 2λ+ p1−λ(λ2 + p1λ+ p0) +
q1
λ(q1λ+ q0) −
τ
λ
.
We therefore derive that
sign
{
d(Re λ)
dτ
}
λ=iω0
= sign
{
Re
(
dλ
dτ
)−1}
λ=iω0
= sign
{
Re
[
2p1λ+ p0
−λ(λ2 + p1λ+ p0)
]
λ=iω0
+ Re
[
q1
λ(q1λ+ q0)
]
λ=iω0
}
= sign
{
p21 − 2p0 + 2ω20
(p1ω0)2 + (ω20 − p0)2
− q
2
1
q20 + q21ω20
}
. (3.17)
It follows from (3.11) that
(p1ω0)2 + (ω20 − p0)2 = q20 + q21ω20. (3.18)
We derive from (3.17) and (3.18) that
sign
{
d(Re λ)
dτ
}
λ=iω0
= sign
{
2ω20 + p21 − 2p0 − q21
(p1ω0)2 + (ω20 − p0)2
}
.
Hence, if (H1) and p0 < q0 hold, we have that
d(Re λ)
dτ
|τ=τ0,ω=ω0 > 0.
Accordingly, the transversal condition holds and a Hopf bifurcation occurs at ω = ω0, τ = τ0.
By Lemma B in [20], we have the following results for system (1.2).
Theorem 3.1. Let (H1) hold and h be defined in (3.2). For system (1.2), we have
(i) If r1a221 > 2r2[a12r2h− a21(a21 − r2)] and r1a21 + a12h(a21 − 3r2) > 0, then the positive equilibrium E∗(x∗, y∗) is locally
asymptotically stable for all τ ≥ 0.
(ii) If r1a221 > 2r2[a12r2h − a21(a21 − r2)] and r1a21 + a12h(a21 − 3r2) < 0, then there exists a positive number τ0 such that
the positive equilibrium E∗(x∗, y∗) is locally asymptotically stable if 0 < τ < τ0 and is unstable if τ > τ0. Further, system
(1.2) undergoes a Hopf bifurcation at E∗ when τ = τ0.
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4. Direction and stability of Hopf bifurcations
In Section 3, we have shown that system (1.2) admits a periodic solution bifurcated from the positive equilibrium E∗ at
the critical values τ0. In this section, we derive explicit formulae to determine the direction of Hopf bifurcations and the
stability of periodic solutions bifurcated from the positive equilibrium E∗ at critical values τ0 by using the normal form
theory and the center manifold reduction (see, for example, [21]).
Without loss of generality, denote the critical value τ0 by τ˜ , and set τ = τ0 + µ. Then µ = 0 is a Hopf bifurcation value
of system (1.2). Thus, we can consider the problem above in the phase space C = C([−τ , 0], R2).
Let
u1(t) = x(t)− x∗, u2(t) = y(t)− y∗.
System (1.2) is transformed into
u˙1(t) = c1u1(t)+ c2u2(t)+
∑
i+j≥2
1
i!j! f
(1)
ij u
i
1(t)u
j
2(t),
u˙2(t) = c3u2(t)+ c4u1(t − τ)+ c5u2(t − τ)+
∑
i+j+l≥2
1
i!j!l! f
(2)
ijl u
i
2(t)u
j
1(t − τ)ul2(t − τ),
(4.1)
where
c1 = −r1 + 2a12hr22/a221, c2 = a12r2(a21 − 2r2)/a221,
c3 = −r2, c4 = 2hr2(a21 − r2)/a21, c5 = −r2(a21 − r2)/a21,
f (1) = x(t)
(
r1 − a11x(t)− a12x(t)y(t)my2(t)+ x2(t)
)
,
f (2) = a21x
2(t − τ)y(t − τ)
my2(t − τ)+ x2(t − τ) − r2y(t),
f (1)ij =
∂ i+jf (1)
∂xi∂yj
∣∣∣∣
(x∗,y∗)
, f (2)ijl =
∂ i+j+lf (2)
∂yi∂x(t − τ)j∂y(t − τ)l
∣∣∣∣
(y∗,x∗,y∗)
, i, j, l ≥ 0.
For the simplicity of notations, we rewrite (4.1) as
u˙(t) = Lµ(ut)+ f (µ, ut), (4.2)
where u(t) = (u1(t), u2(t))T ∈ R2, ut(θ) ∈ C is defined by ut(θ) = u(t + θ), and Lµ : C → R, f : R × C ∈ R are given,
respectively, by
Lµφ =
(
c1 c2
0 c3
)
φ(0)+
(
0 0
c4 c5
)
φ(−τ), (4.3)
and
f (µ, φ) =

∑
i+j≥2
1
i!j! f
(1)
ij φ
i
1(t)φ
j
2(t)∑
i+j+l≥2
1
i!j!l! f
(2)
ijl φ
i
2(t)φ
j
1(t − τ)φ l2(t − τ)
 . (4.4)
By Riesz representation theorem, there exists a function η(θ, µ) of bounded variation for θ ∈ [−τ , 0] such that
Lµφ =
∫ 0
−τ
dη(θ, 0)φ(θ) for φ ∈ C . (4.5)
In fact, we can choose
η(θ, µ) =
(
c1 c2
0 c3
)
δ(θ)−
(
0 0
c4 c5
)
δ(θ + τ), (4.6)
where δ is the Dirac delta function. For φ ∈ C1([−τ , 0], R2), define
A(µ)φ =

dφ(θ)
dθ
, θ ∈ [−τ , 0),∫ 0
−τ
dη(µ, s)φ(s), θ = 0
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and
R(µ)φ =
{
0, θ ∈ [−τ , 0),
f (µ, φ), θ = 0.
System (4.2) is equivalent to
u˙t = A(µ)ut + R(µ)ut , (4.7)
where xt(θ) = x(t + θ) for θ ∈ [−τ , 0].
For ψ ∈ C1([0, τ ], (R2)∗), define
A∗ψ(s) =

−dψ(s)
ds
, s ∈ (0, τ ],∫ 0
−τ
dηT (t, 0)ψ(−t), s = 0
and a bilinear inner product
〈ψ(s), φ(θ)〉 = ψ¯(0)φ(0)−
∫ 0
−τ
∫ θ
ξ=0
ψ¯(ξ − θ)dη(θ)φ(ξ)dξ, (4.8)
where η(θ) = η(θ, 0). Then A(0) and A∗ are adjoint operators. By the discussions in Section 3 and foregoing assumption,
we know that±iω0 are eigenvalues of A(0). Thus, they are also eigenvalues of A∗. We first need to compute the eigenvector
of A(0) and A∗ corresponding to iω0 and−iω0, respectively.
Suppose that q(θ) = (1, ρ)Teiω0θ is the eigenvector of A(0) corresponding to iω0. Then A(0)q(θ) = iω0q(θ). It follows
from (4.5) and (4.6) and the definition of A(0) that(
c1 − iω0 c2
c4e−iω0τ0 c3 + c5e−iω0τ0 − iω0
)
q(0) =
(
0
0
)
.
Solving the equations above, we derive that
q(0) = (1, ρ)T =
(
1,
iω0 − c1
c2
)T
.
On the other hand, suppose that q∗(s) = D(1, σ )eiω0s is the eigenvector of A∗ corresponding to −iω0. It follows from (4.5)
and (4.6) and the definition of A∗ that(
c1 + iω0 c4eiω0τ0
c2 c3 + c5eiω0τ0 + iω0
)
(q∗(0))T =
(
0
0
)
,
which yields
q∗(0) = D(1, σ ) = D
(
1,− c1 + iω0
c4
e−iω0τ0
)
.
In order to assure 〈q∗(s), q(θ)〉 = 1, we need to determine the value of D. We derive from (4.7) that
〈q∗(s), q(θ)〉 = D¯
{
(1, σ¯ )(1, ρ)T −
∫ 0
−τ0
∫ θ
ξ=0
(1, σ¯ )e−i(ξ−θ)ω0 dη(θ)(1, ρ)Teiξω0dξ
}
= D¯
{
1+ ρσ¯ −
∫ 0
−τ0
(1, σ¯ )θeiω0θ dη(θ)(1, ρ)T
}
= D¯{1+ ρσ¯ + (c4 + ρc5)σ¯ τ0e−iω0τ0}.
Thus, we can choose
D = 1
1+ ρ¯σ + (c4 + ρ¯c5)στ0eiω0τ0
such that
〈q∗(s), q(θ)〉 = 1, 〈q∗(s), q¯(θ)〉 = 0.
In the remainder of this section, we use the same notations as in [21]. We first compute the coordinates to describe the
center manifold C0 at µ = 0. Let ut be the solution of Eq. (4.2) with µ = 0. Define
z(t) = 〈q∗, ut〉, W (t, θ) = ut(θ)− 2Re{z(t)q(θ)}. (4.9)
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On the center manifold C0 we have
W (t, θ) = W (z(t), z¯(t), θ),
where
W (z, z¯, θ) = W20(θ) z
2
2
+W11(θ)zz¯ +W02(θ) z¯
2
2
+ · · · ,
and z and z¯ are local coordinates for center manifold C0 in the direction of q∗ and q¯∗. Note that W is real if ut is real. We
consider only real solutions. For the solution ut ∈ C0 of (4.2), since µ = 0, we have
z˙ = iω0z + 〈q¯∗(θ), f (0,W (z, z¯, θ)+ 2Re{zq(θ)})〉
= iω0z + q¯∗(θ)f (0,W (z, z¯, θ)+ 2Re{zq(θ)})
= iω0z + q¯∗(0)f (0,W (z, z¯, 0)+ 2Re{zq(0)})
def= iω0z + q¯∗(0)f0(z, z¯). (4.10)
We rewrite (4.10) as
z˙ = iω0z + g(z, z¯)
with
g(z, z¯) = q¯∗(0)f0(z, z¯) = g20 z
2
2
+ g11zz¯ + g02 z¯
2
2
+ g21 z
2z¯
2
+ · · · . (4.11)
Noting that ut(θ) = (u1t(θ), u2t(θ)) = W (t, θ)+ zq(θ)+ z¯q¯(θ) and q(θ) = (1, ρ)Teiω0θ , we have
u1t(0) = z + z¯ +W (1)20 (0)
z2
2
+W (1)11 (0)zz¯ +W (1)02 (0)
z¯2
2
+ · · · ,
u1t(−τ0) = e−iω0τ0z + eiω0τ0 z¯ +W (1)20 (−τ0)
z2
2
+W (1)11 (−τ0)zz¯ +W (1)02 (−τ0)
z¯2
2
+ · · · ,
u2t(0) = ρz + ρ¯ z¯ +W (2)20 (0)
z2
2
+W (2)11 (0)zz¯ +W (2)02 (0)
z¯2
2
+ · · · ,
u2t(−τ0) = ρe−iω0τ0z + ρ¯eiω0τ0 z¯ +W (2)20 (−τ0)
z2
2
+W (2)11 (−τ0)zz¯ +W (2)02 (−τ0)
z¯2
2
+ · · · .
It follows from (4.4) and (4.11) that
g(z, z¯) = q¯∗(0)f0(z, z¯)
= D¯(1, σ¯ )

∑
i+j≥2
1
i!j! f
(1)
ij u
i
1t(0)u
j
2t(0)∑
i+j+l≥2
1
i!j!l! f
(2)
ijl u
i
2t(0)u
j
1t(−τ0)ul2t(−τ0)

= D¯
{(
1
2
f (1)20 +
1
2
f (1)02 ρ
2 + f (1)11 ρ
)
z2 + σ¯
(
f (2)011ρe
−2iω0τ0 + 1
2
f (2)020e
−2iω0τ0 + 1
2
f (2)002ρ
2e−2iω0τ0
)
z2
+
(
f (1)20 + f (1)02 ρρ¯ + f (1)11 (ρ + ρ¯)
)
zz¯ + σ¯
(
f (2)011(ρ + ρ¯)+ f (2)020 + f (2)002ρρ¯
)
zz¯
+
(
1
2
f (1)20 +
1
2
f (1)02 ρ¯
2 + f (1)11 ρ¯
)
z¯2 + σ¯
(
f (2)011ρ¯e
2iω0τ0 + 1
2
f (2)020e
2iω0τ0 + 1
2
f (2)002ρ¯
2e2iω0τ0
)
z¯2
+ σ¯
(
f (2)011
(
1
2
eiω0τ0W (2)20 (−τ0)+ e−iω0τ0W (2)11 (−τ0)+ ρe−iω0τ0W (1)11 (−τ0)
+ 1
2
ρ¯eiω0τ0W (1)20 (−τ0)
)
+ f (2)020
(
e−iω0τ0W (1)11 (−τ0)+
1
2
eiω0τ0W (1)20 (−τ0)
)
+ f (2)002
(
ρe−iω0τ0W (2)11 (−τ0)+
1
2
ρ¯eiω0τ0W (2)20 (−τ0)
)
+ 1
2
f (2)030e
−iω0τ0
+ 1
2
f (2)003ρ
2ρ¯e−iω0τ0 + 1
2
f (2)012ρ (ρ + 2ρ¯) e−iω0τ0 +
1
2
f (2)021 (ρ + 2ρ¯) e−iω0τ0
)
z2z¯
+
(
f (1)20
(
W (1)11 (0)+
1
2
W (1)20 (0)
)
+ f (1)02
(
ρW (2)11 (0)+
1
2
ρ¯W (2)20 (0)
)
+ f (1)11
(
W (2)11 (0)+
1
2
W (2)20 (0)+ ρW (1)11 (0)+
1
2
ρ¯W (1)20 (0)
))
z2z¯ + · · ·
}
.
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Comparing the coefficients in (4.11), we obtain that
g20 =
(
f (1)20 + f (1)02 ρ2 + 2f (1)11 ρ + σ¯
(
2f (2)011ρe
−2iω0τ0 + f (2)020e−2iω0τ0 + f (2)002ρ2e−2iω0τ0
))
D¯,
g11 =
(
f (1)20 + f (1)02 ρρ¯ + f (1)11 (ρ + ρ¯)+ σ¯
(
f (2)011(ρ + ρ¯)+ f (2)020 + f (2)002ρρ¯
))
D¯,
g02 =
(
f (1)20 + f (1)02 ρ¯2 + 2f (1)11 ρ¯ + σ¯
(
2f (2)011ρ¯e
2iω0τ0 + f (2)020e2iω0τ0 + f (2)002ρ¯2e2iω0τ0
))
D¯,
g21 = 2
(
σ¯
(
f (2)011
(
1
2
eiω0τ0W (2)20 (−τ0)+ e−iω0τ0W (2)11 (−τ0)+ ρe−iω0τ0W (1)11 (−τ0)+
1
2
ρ¯eiω0τ0W (1)20 (−τ0)
)
+ f (2)020
(
e−iω0τ0W (1)11 (−τ0)+
1
2
eiω0τ0W (1)20 (−τ0)
)
+ f (2)002
(
ρe−iω0τ0W (2)11 (−τ0)+
1
2
ρ¯eiω0τ0W (2)20 (−τ0)
)
+ 1
2
f (2)030e
−iω0τ0 + 1
2
f (2)003ρ
2ρ¯e−iω0τ0 + 1
2
f (2)012ρ (ρ + 2ρ¯) e−iω0τ0 +
1
2
f (2)021 (ρ + 2ρ¯) e−iω0τ0
)
+
(
f (1)20
(
W (1)11 (0)+
1
2
W (1)20 (0)
)
+ f (1)02
(
ρW (2)11 (0)+
1
2
ρ¯W (2)20 (0)
)
+ f (1)11
(
W (2)11 (0)+
1
2
W (2)20 (0)+ ρW (1)11 (0)+
1
2
ρ¯W (1)20 (0)
)))
D¯. (4.12)
We now calculateW20(θ) andW11(θ). It follows from (4.7) and (4.9) that
W˙ = u˙t − z˙q− ˙¯zq¯
=
{
AW − 2Re{q¯∗(0)f0q(θ)}, θ ∈ (0, τ0],
AW − 2Re{q¯∗(0)f0q(0)} + f0, θ = 0
def= AW + H(z, z¯, θ), (4.13)
where
H(z, z¯, θ) = H20(θ) z
2
2
+ H11(θ)zz¯ + H02(θ) z¯
2
2
+ · · · . (4.14)
On the other hand, on C0 near the origin
W˙ = Wz z˙ +Wz¯ ˙¯z. (4.15)
We derive from (4.13)–(4.15) that
(A− 2iω0)W20(θ) = −H20(θ), AW11(θ) = −H11(θ), . . . . (4.16)
It follows from (4.11) and (4.13) that for θ ∈ [−τ0, 0),
H(z, z¯, θ) = −q¯∗(0)f0q(θ)− q∗(0)f¯0q¯(θ) = −gq(θ)− g¯ q¯(θ). (4.17)
Comparing the coefficients in (4.14) gives that for θ ∈ [−τ0, 0),
H20(θ) = −g20q(θ)− g¯02q¯(θ), (4.18)
and
H11(θ) = −g11q(θ)− g¯11q¯(θ). (4.19)
We derive from (4.16) and (4.18) and the definition of A that
W˙20(θ) = 2iω0W20(θ)+ g20q(θ)+ g¯02q¯(θ).
Noting that q(θ) = q(0)eiω0θ , it follows that
W20(θ) = ig20
ω0
q(0)eiω0θ + ig¯02
3ω0
q¯(0)e−iω0θ + E1e2iω0θ , (4.20)
where E1 =
(
E(1)1 , E
(2)
1
)
∈ R2 is a constant vector.
Similarly, we obtain from (4.16) and (4.19) that
W11(θ) = − ig11
ω0
q(0)eiω0θ + ig¯11
ω0
q¯(0)e−iω0θ + E2, (4.21)
where E2 =
(
E(1)2 , E
(2)
2
)
∈ R2 is also a constant vector.
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In what follows, we need to seek appropriate E1 and E2. From the definition of A and (4.16), we obtain that∫ 0
−τ0
dη(θ)W20(θ) = 2iω0W20(0)− H20(0), (4.22)
and ∫ 0
−τ0
dη(θ)W11(θ) = −H11(0), (4.23)
where η(θ) = η(0, θ).
Set
d1 = f (1)20 + f (1)02 ρ2 + 2f (1)11 ρ,
d2 = 2f (2)011ρe−2iω0τ0 + f (2)020e−2iω0τ0 + f (2)002ρ2e−2iω0τ0 ,
d3 = f (1)20 + f (1)02 ρρ¯ + f (1)11 (ρ + ρ¯),
d4 = f (2)011(ρ + ρ¯)+ f (2)020 + f (2)002ρρ¯.
It follows from (4.13) that
H20(0) = −g20q(0)− g¯02q¯(0)+
(
d1
d2
)
, (4.24)
and
H11(0) = −g11q(0)− g¯11q¯(0)+
(
d3
d4
)
. (4.25)
Substituting (4.20) and (4.24) into (4.22) and noting that(
iω0I −
∫ 0
−τ0
eiω0θ dη(θ)
)
q(0) = 0,
and (
−iω0I −
∫ 0
−τ0
e−iω0θ dη(θ)
)
q¯(0) = 0,
we obtain(
2iω0I −
∫ 0
−τ˜
e2iω0θ dη(θ)
)
E1 =
(
d1
d2
)
,
which leads to(
2iω0 − c1 −c2
−c4e−2iω0τ0 2iω0 − c3 − c5e−2iω0τ0
)
E1 =
(
d1
d2
)
.
Solving the equations above, it follows that
E(1)1 =
1
A
∣∣∣∣d1 −c2d2 2iω0 − c3 − c5e−2iω0τ0
∣∣∣∣ ,
and
E(2)1 =
1
A
∣∣∣∣ 2iω0 − c1 d1−c4e−2iω0τ0 d2
∣∣∣∣ ,
where
A =
∣∣∣∣ 2iω0 − c1 −c2−c4e−2iω0τ0 2iω0 − c3 − c5e−2iω0τ0
∣∣∣∣ .
Similarly, substituting (4.21) and (4.25) into (4.23), we get(−c1 −c2
−c4 −c3 − c5
)
E2 =
(
d3
d4
)
.
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Fig. 1. The bifurcation diagram of system (1.2) with r2 = 1, a11 = 0.1, a12 = 1,m = 2.
Solving the equations above, it follows that
E(1)2 =
1
B
∣∣∣∣d3 −c2d4 −c3 − c5
∣∣∣∣ , E(2)2 = 1B
∣∣∣∣−c1 d3−c4 d4
∣∣∣∣ ,
where
B =
∣∣∣∣−c1 −c2−c4 −c3 − c5
∣∣∣∣ .
Thus, we can determineW20(θ) andW11(θ) from (4.20) and (4.21). Furthermore, we can determine g21. Therefore, each gij
in (4.12) is determined by the parameters and delay in system (4.1). Accordingly, we can compute the following values:
c1(0) = i2ω0
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
,
µ2 = − Re{c1(0)}Re{λ′(τ0)} , β2 = 2Re{c1(0)},
T2 = − Im{c1(0)} + µ2Im{λ
′(τ0)}
ω0
,
(4.26)
which determine the properties of bifurcating periodic solutions in the center manifold at the critical value τ0. Here, µ2
determines the direction of the Hopf bifurcation: if µ2 > 0(µ2 < 0), then the Hopf bifurcation is supercritical (subcritical)
and the bifurcating periodic solutions exist for τ > τ0(τ < τ0); β2 determines the stability of the bifurcating periodic
solutions: the bifurcating periodic solutions are stable (unstable) if β2 < 0(β2 > 0); and T2 determines the period of the
bifurcating periodic solutions: the period increases (decreases) if T2 > 0(T2 < 0).
Fromwhat has been discussed above,we see that if the values of r1, r2, a11, a12, a21,m and τ are given,wemay determine
the direction of Hopf bifurcations and the stability of periodic solutions bifurcated from the positive equilibrium E∗ at the
critical point τ0.
In the following, we give an example to illustrate the result above.
Example. In system (1.2), we first choose r2 = 1, a11 = 0.1, a12 = 1,m = 2. As depicted in Fig. 1, a bifurcation diagram
is given for system (1.2) with respect to the parameters r1 and a21. System (1.2) always has a semi-trivial equilibrium
E1(10r1, 0), E1 is locally stable in domain I and is unstable in domains II–V. In both domains I and II, the positive equilibrium
is not feasible. In domains III, IV, V, system (1.2) admits a unique positive equilibrium, it is locally asymptotically stable in
domain III and is unstable in domain IV. In domain V, system (1.2) undergoes a Hopf bifurcation at the positive equilibrium
at some τ0. Further, we choose r1 = 5/12, r2 = 1, a11 = 0.1, a12 = 1, a21 = 3/2,m = 2. In this case, system (1.2) has
a positive equilibrium E∗ = (5/6, 5/12). It is easy to show that τ0 ≈ 10.1776. By Theorem 2.1, we see that the positive
equilibrium E∗ is locally asymptotically stable when τ < τ0 (see, Fig. 2) and is unstable when τ > τ0, and system (1.2)
undergoes a Hopf bifurcation at τ0. Further, we can determine the direction of bifurcations and the stability of periodic
solutions bifurcated from the positive equilibrium E∗ at the critical point τ0. When τ = τ0 ≈ 10.1776, after some algebra
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Fig. 2. The temporal solution found by numerical integration of system (1.2) with r1 = 5/12, r2 = 1, a11 = 0.1, a12 = 1, a21 = 3/2,m = 2, τ = 9 <
τ0 ≈ 10.1776, and initial conditions (φ(θ), ψ(θ)) ≡ (0.6, 0.6).
Fig. 3. The temporal solution found by numerical integration of system (1.2) with r1 = 5/12, r2 = 1, a11 = 0.1, a12 = 1, a21 = 3/2,m = 2, τ = 11 >
τ0 ≈ 10.1776, and initial conditions (φ(θ), ψ(θ)) ≡ (0.6, 0.6).
we can obtain c1(0) ≈ −0.5166 + 0.0184i. It follows from (4.26) that µ2 > 0 and β < 0. Therefore, the bifurcation takes
place when τ crosses τ0 to the right (τ > τ0), and the corresponding periodic orbits are orbitally asymptotically stable, as
depicted in Fig. 3.
5. Global attractiveness
In this section, we discuss the global attractiveness of the positive equilibrium E∗(x∗, y∗) and the global stability of the
semi-trivial equilibrium E1(r1/a11, 0) of system (1.2), respectively.
Theorem 5.1. Let (H1) hold and h be defined in (3.2). Then the positive equilibriumE∗(x∗, y∗) of system (1.2) is globally attractive
provided that the following holds:
(H2) r1 > max
{
a12
2
√
m ,
3a12
m + 2a12r2a21 h
}
.
Proof. Let (x(t), y(t)) be any positive solution of system (1.2) with initial conditions (1.3).
Let
U1 = lim sup
t→+∞
x(t), V1 = lim inf
t→+∞ x(t),
U2 = lim sup
t→+∞
y(t), V2 = lim inf
t→+∞ y(t).
We now claim that U1 = V1 = x∗,U2 = V2 = y∗. The technique of proof is to use an iteration method.
We derive from the first equation of system (1.2) that
x˙(t) ≤ x(t)(r1 − a11x(t)).
By comparison, it follows that
U1 = lim sup
t→+∞
x(t) ≤ r1
a11
:= Mx1.
Hence, for ε > 0 sufficiently small there exists a T1 > 0 such that if t > T1, x(t) ≤ Mx1 + ε.
We derive from the second equation of system (1.2) that, for t > T1 + τ ,
y˙(t) ≤ a21(M
x
1 + ε)2y(t − τ)
my2(t − τ)+ (Mx1 + ε)2
− r2y(t).
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Consider the following auxiliary equation
u˙(t) = a21(M
x
1 + ε)2u(t − τ)
mu2(t − τ)+ (Mx1 + ε)2
− r2u(t). (5.1)
Since (H1) holds, by Lemma 2.1 it follows from (5.1) that
lim
t→+∞ u(t) = (M
x
1 + ε)h
where h be defined in (3.2). By comparison, we obtain that
U2 = lim sup
t→+∞
y(t) ≤ (Mx1 + ε)h.
Since this inequality holds true for arbitrary ε > 0 sufficiently small, it follows that U2 ≤ My1 , where
My1 = Mx1h.
Hence, for ε > 0 sufficiently small, there is a T2 ≥ T1 + τ such that if t > T2, y(t) ≤ My1 + ε.
For ε > 0 sufficiently small, noting that my2 + x2 ≥ 2√mxy, we derive from the first equation of system (1.2) that, for
t > T2,
x˙(t) ≥ x(t)
(
r1 − a11x(t)− a122√m
)
.
By comparison, it follows that
V1 = lim inf
t→+∞ x(t) ≥
1
a11
(
r1 − a122√m
)
:= Nx1. (5.2)
Hence, for ε > 0 sufficiently small, there is a T3 ≥ T2 such that if t > T3, x(t) ≥ Nx1 − ε.
For ε > 0 sufficiently small, we derive from the second equation of system (1.2) that, for t > T3 + τ ,
y˙(t) ≥ a21(N
x
1 − ε)2y(t − τ)
my2(t − τ)+ (Nx1 − ε)2
− r2y(t). (5.3)
Consider the following auxiliary equation
u˙(t) = a21(N
x
1 − ε)2u(t − τ)
mu2(t − τ)+ (Nx1 − ε)2
− r2u(t). (5.4)
Since (H1) holds, by Lemma 2.1, it follows from (5.4) that
lim
t→+∞ u(t) = (N
x
1 − ε)h.
By comparison we derive that
V2 = lim inf
t→+∞ y(t) ≥ (N
x
1 − ε)h.
Since this inequality holds true for arbitrary ε > 0 sufficiently small, we conclude that V2 ≥ Ny1 , where
Ny1 = Nx1h.
Therefore, for ε > 0 sufficiently small, there exists a T4 ≥ T3 + τ such that if t > T4, y(t) ≥ Ny1 − ε.
Again, for ε > 0 sufficiently small, it follows from the first equation of system (1.2) that, for t > T4,
x˙(t) ≤ x(t)
(
r1 − a11x(t)− a12(N
x
1 − ε)(Ny1 − ε)
m(My1 + ε)2 + (Mx1 + ε)2
)
.
By comparison we derive that
U1 = lim sup
t→+∞
x(t) ≤ 1
a11
(
r1 − a12(N
x
1 − ε)(Ny1 − ε)
m(My1 + ε)2 + (Mx1 + ε)2
)
.
Since this is true for arbitrary ε > 0 sufficiently small, it follows that U ≤ Mx2 , where
Mx2 =
1
a11
(
r1 − a12N
x
1N
y
1
m(My1)2 + (Mx1)2
)
.
Hence, for ε > 0 sufficiently small, there is a T5 ≥ T4 such that if t > T5, x(t) ≤ Mx2 + ε.
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It follows from the second equation of system (1.2) that, for t > T5 + τ ,
y˙(t) ≤ a21(M
x
2 + ε)2y(t − τ)
my2(t − τ)+ (Mx2 + ε)2
− r2y(t). (5.5)
By Lemma 2.1 and a comparison argument we derive from (5.5) that
U2 = lim sup
t→+∞
y(t) ≤ (Mx2 + ε)h.
Since this inequality holds true for arbitrary ε > 0 sufficiently small, we conclude that U2 ≤ My2 , where
My2 = Mx2h.
Hence, for ε > 0 sufficiently small, there is a T6 ≥ T5 + τ such that if t > T6, y(t) ≤ My2 + ε.
For ε > 0 sufficiently small, it follows from the first equation of system (1.2) that, for t > T6,
x˙(t) ≥ x(t)
(
r1 − a11x(t)− a12(M
x
2 + ε)(My2 + ε)
m(Ny1 − ε)2 + (Nx1 − ε)2
)
.
By comparison, we obtain that
V1 = lim inf
t→+∞ x(t) ≥
1
a11
(
r1 − a12(M
x
2 + ε)(My2 + ε)
m(Ny1 − ε)2 + (Nx1 − ε)2
)
.
Since this is true for arbitrary ε > 0 sufficiently small, we conclude that V ≥ Nx2 , where
Nx2 =
1
a11
(
r1 − a12M
x
2M
y
2
m(Ny1)2 + (Nx1)2
)
.
Therefore, for ε > 0 sufficiently small, there is a T7 ≥ T6 such that if t > T7, x(t) ≥ Nx2 − ε.
For ε > 0 sufficiently small, we derive from the second equation of system (1.2) that, for t > T7 + τ ,
y˙(t) ≥ a21(N
x
2 − ε)2y(t − τ)
my2(t − τ)+ (Nx2 − ε)2
− r2y(t). (5.6)
Since (H1) holds, by Lemma 2.1 and a comparison argument, it follows from (5.6) that
V2 = lim inf
t→+∞ y(t) ≥ (N
x
2 − ε)h.
Since this inequality holds true for arbitrary ε > 0 sufficiently small, we conclude that V2 ≥ Ny2 , where
Ny2 = Nx2h.
Continuing this process, we obtain four sequencesMxn,M
y
n,Nxn,N
y
n(n = 1, 2, . . .) such that, for n ≥ 2,
Mxn =
1
a11
(
r1 − a12N
x
n−1N
y
n−1
m(Myn−1)2 + (Mxn−1)2
)
,
Nxn =
1
a11
(
r1 − a12M
x
nM
y
n
m(Nyn−1)2 + (Nxn−1)2
)
,
Myn = hMxn, Nyn = hNxn,
(5.7)
where h = √(a21 − r2)/(mr2). It is readily seen that
Nxn ≤ V1 ≤ U1 ≤ Mxn, Nyn ≤ V2 ≤ U2 ≤ Myn .
It is easy to show that the sequences Mxn,M
y
n are nonincreasing, and the sequences Nxn,N
y
n are nondecreasing. Hence, the
limit of each sequence inMxn,M
y
n,Nxn,N
y
n exists. Denote
x¯ = lim
t→+∞M
x
n, x = limt→+∞N
x
n,
y¯ = lim
t→+∞M
y
n, y = limt→+∞N
y
n .
(5.8)
R. Xu et al. / Journal of Computational and Applied Mathematics 230 (2009) 187–203 201
We therefore obtain from (5.7) and (5.8) that
x¯ = 1
a11
(
r1 −
a12xy
mx¯2 + x¯2
)
,
x = 1
a11
(
r1 − a12x¯y¯my2 + x2
)
,
y¯ = hx¯, y = hx.
(5.9)
To complete the proof, it is sufficient to prove that x¯ = x, y¯ = y. It follows from (5.9) that
a11(1+mh2)x¯3 = r1(1+mh2)x¯2 − a12hx2, (5.10)
a11(1+mh2)x3 = r1(1+mh2)x2 − a12hx¯2. (5.11)
(5.10) minus (5.11),
a11(1+mh2)(x¯− x)(x¯2 + x¯x+ x2) = [r1(1+mh2)+ a12h](x¯+ x)(x¯− x). (5.12)
If x¯ 6= x, we derive from (5.12) that
a11(1+mh2)(x¯2 + x¯x+ x2) = [r1(1+mh2)+ a12h](x¯+ x). (5.13)
Letting
A = a11(1+mh2), B = r1(1+mh2)+ a12h,
we derive from (5.13) that
x¯x = (x¯+ x)2 − B
A
(x¯+ x). (5.14)
It follows from (5.14) that
(x¯+ x)2 − 4x¯x = (x¯+ x)2 − 4
[
(x¯+ x)2 − B
A
(x¯+ x)
]
= (x¯+ x)
[
4B
A
− 3(x¯+ x)
]
. (5.15)
Noting that x¯ ≥ Nx1, x ≥ Nx1 , we derive from (5.15) that
(x¯+ x)2 − 4x¯x ≤ 2(x¯+ x)
[
2B
A
− 3Nx1
]
. (5.16)
On substituting (5.2) into (5.16), it follows that
(x¯+ x)2 − 4x¯x ≤ −2(x¯+ x)
a11
[
r1 − 3a12m −
2a12h
1+mh2
]
. (5.17)
Hence, if (H2) holds, we have (x¯ + x)2 − 4x¯x < 0. This is a contradiction. Accordingly, we have x¯ = x. It therefore follows
from (5.9) that y¯ = y. Hence, the positive equilibrium E∗ is globally attractive. The proof is complete. 
In the following, we give a result on the extinction of the predator population.
Theorem 5.2. If r1 > a12/(2
√
m), a21 < r2, the semi-trivial equilibrium E1(r1/a11, 0) of system (1.2) is globally asymptotically
stable.
Proof. Let (x(t), y(t)) be any positive solution of system (1.2) with initial conditions (1.3). From the proof of Theorem 5.1
we see tat
lim sup
t→+∞
x(t) ≤ r1
a11
. (5.18)
We derive from the second equation of system (1.2) that
y˙(t) ≤ a21y(t − τ)− r2y(t).
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Consider the following auxiliary equation
u˙(t) = a21u(t − τ)− r2u(t).
Since a21 < r2, by the proof of Theorem 2.2 it follows that limt→+∞ u(t) = 0. By comparison, we obtain that
lim
t→+∞ y(t) = 0.
Therefore, for ε > 0 sufficiently small, there is a T1 > 0 such that if t > T1, y(t) < ε.
For ε > 0 sufficiently small, it follows from the first equation of system (1.2) that
x˙(t) ≥ x(t)
(
r1 − a11x(t)− a122√m
)
.
A standard comparison argument shows that
lim inf
t→+∞ x(t) ≥
2r1
√
m− a12
2a11
√
m
:= x. (5.19)
For ε > 0 sufficiently small, we derive from the first equation of system (1.2) and (5.19) that, for t > T1,
x˙(t) ≥ x(t)
(
r1 − a11x(t)− a12εx
)
,
which yields
lim inf
t→+∞ x(t) ≥
r1x− a12ε
a11x
.
Letting ε→ 0, it follows that
lim inf
t→+∞ x(t) ≥
r1
a11
.
This, togetherwith (5.18), yields limt→+∞ x(t) = r1/a11. FromSection 3,we see that if a21 < r2, the equilibrium E1(r1/a11, 0)
is locally asymptotically stable. Hence, E1 is also globally stable. This completes the proof. 
6. Discussion
In this paper, we have made an attempt to understand the effect of gestation delay of the predator on the dynamics of a
ratio-dependent predator–prey system developed in [6]. By analyzing the corresponding characteristic equations, the local
stability of the positive equilibrium E∗(x∗, y∗) and the semi-trivial equilibrium E1(r1/a11, 0) of system (1.2) was discussed.
We have obtained estimated length of gestation delay which will not affect the stable coexistence of both prey and predator
species at their equilibrium values. The existence of Hopf bifurcations for system (1.2) at the positive equilibrium was also
established. From both the theoretical analysis and numerical simulation it was shown that the larger values of gestation
time delay cause fluctuation in individual population density and hence the system becomes unstable. As the estimated
length of delay to preserve stability and the critical length of time delay for Hopf-bifurcation are dependent upon the
system parameters, it is possible to impose some control, whichwill prevent the possible abnormal oscillation in population
density. However, we were unable to represent the numerical results with a real field data. The global attractiveness result
in Theorem 5.1 implied that system (1.2) is permanent if the intrinsic growth rate of the prey, the conversion rate and the
interference rate of the predator are high, and the death rate of the predator is low. From the proof of Theorem 5.2 we see
that if the death rate of the predator is greater than the conversion rate of the predator, the predator population become
extinct for any gestation delay.
The ratio-dependent predator–prey system (1.2) has incorporated mutual interference between predators. However,
such a model has set up a challenging issue regarding its dynamics near the origin since the model is not well-defined there
and thus cannot be linearized at (0, 0) (see, for example, [14]). It has somewhat singular behavior at low densities and has
been criticized on other grounds (see, for example, [22]). This may be the main reason for system (1.2) to have very rich
and complicated dynamics. It would be interesting to study the properties of solution of system (1.2) around the critical
equilibrium (0, 0) in the interior of the first quadrant and their implications on the global behavior of the solutions. A way
to improve the model is to choose a suitable response function. For example, we may choose ax2/(1 + Ax2 + By2) as a
response function. In this case, the above drawback of model (1.2) may be overcome. We would also like to mention here
that our result in Theorem 5.1 on the global attractiveness of the positive equilibrium has room for improvement. We leave
these for future work.
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