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1. INTRODUCTION 
In this note, we shall prove the existence of stationary solutions of the 
following initial boundary value problem: 
S = D,s” + Ep - ksc, do, f) = so, s(l, t) = Sl 
? = D,.c” +&p - ksc, c’(0, t) = c’(l, t) = 0 (1) 
4 = D,p” - Ep + ksc, p’(0, t) =p’(l, t) = 0 
s(x, 0) = SO(X), c(x, 0) = CO(X), P(X, 0) = PO(X). 
Here, we have introduced the convention S(x, t) = (c%/&)(x, t), 
s’(x, t) = (as/ax)(x, t). 
This problem arises from models for carrier facilitated diffusion 
through a membrane separating two “well-stirred” reservoirs. s, c, and p 
denote the concentration of substrate, free carrier, and bound carrier, 
respectively. D,, D,, and D, are the corresponding diffusion rates, and k 
and E are chemical reaction constants. Widdas [ 131 has already suggested 
the reversible binding of a substrate s to a mobile carrier c as a possible 
mechanism for the sugar transport into red blood cells. More recently, 
some antibiotics such as valinomycin, enniatin, or monactin turned out to 
be carriers for small cations through biological or black lipid membranes 
[S], although for the transport of ions, channels or pores seem to occur 
more frequently. 
System (1) has also been studied as a model for facilitated transport of 
oxygen or carbon monoxide through millipore filters charged with 
haemoglobin or myoglobin, explaining experiments of Wittenberg [ 14, 151, 
Scholander [lo], and Mochizuki and Forster [4]. 
The model has been investigated in the dissertation of the author, which 
also includes numerical simulations and generalisations with respect o the 
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chemical reaction mechanism, the boundary conditions, and the dimension 
of space. The results will be published in subsequent papers. 
Here, we are interested in stationary solutions of (1). First, we observe 
that the “mean carrier density” C: = (l/1) sk (c(x, t) +p(x, t)) dx is conser- 
ved and therefore determined by the initial conditions. If (1) has stationary 
solutions, we can expect uniqueness for solutions of 
D,s” = -kp + ksc, 40) = so, s(Z) = s1 
D, cl’ = -Ep + ksc, c’(0) = c’(Z) = 0 
D,p” = kp - ksc, p’(0) =p’(l) = 0 
only for prescribed C= (l/1) 1; (c(x) +p(x)) dx. 
(2) 
@a) 
We shall show existence and uniqueness for solutions of (2), (2a). 
The system (2) has a second (spatial) integration constant 
K: = D,c + D,p which has no obvious physical meaning. We shall proceed 
as follows: First we show existence and uniqueness for solutions of (2) for 
every constant K 3 0, which is used to reduce the dimension of the system 
from six to four, and essentially to three. This is not enough to allow the 
application of available tools such as the Poincare-Bendixson theory. For 
our problem we need a result obtained by Waiewski about the continuous 
dependence of the “exit” points of trajectories on their initial points inside 
domains of the phase space [12]. The concept of applying Waiewski’s 
principle to the proof of existence for solutions of boundary value problems 
has been introduced by Conley [ 11. As a byproduct, we get some results 
about the qualitative behaviour of solutions. Then we study monotone 
dependence of C on K, from which follows the expected assertion. 
For the investigations of system (2) in the context of oxygen transport, it 
has always been assumed that diffusion rates for loaded and unloaded 
carrier are equal, i.e., D, = D,. This assumption is an essential sim- 
plification, because in this case, by addition and integration, c and p can be 
eliminated, and the system reduces to one equation for s [ 161: ES” = 
/?i+(S+a)(.F-a+Jx), F(O)=s,/s,, S( 1) = 1, Y(O) = S’( 1) = -j, with the 
parameters E= DJ(ks,Z*), a =E/(ks,), p= D,C/(D,s,). a and j are con- 
stants determined by the additional boundary conditions. For the case of 
low mobility of the carrier (E$ l), Murray has derived a zeroth 
approximation for the flux, using the method of singular perturbation 
theory [IS]: 
j= - +(s,-so)+D,C -%--p SO 
s&/k s,+g/k >> ’ 
This formula was a good approximation for the fluxes observed in the 
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oxygen-haemoglobin system, but not for the experiments with oxygen and 
myoglobin or with carbon monoxide and haemoglobin or myoglobin. This 
observation has been explained by the fact that, in these cases, the 
parameter ~1 is also small [ 111. Therefore, the requirements for Murray’s 
asymptotic expansion are not fulfilled. 
Different expansions were carried out later, which also took higher 
orders in E into consideration [6,9, 151. 
The model (2) with D, = D, has been simulated numerically using the 
parameters of the four situations (see [7] for a detailed discussion and 
further references). 
The facilitated transport is always in the same order of magnitude as the 
diffusion part, because in the corresponding experimental situations the 
mobility of the small substrate molecules 0, and CO is higher than the 
mobility of the proteins haemoglobin and myoglobin. 
In the case of biological or artificial lipid membranes and polar substrate 
molecules, however, the diffusion coefficient D, may be very small. Then an 
increase of the flux by orders of magnitude is possible, as has been shown 
in [3], by numerical simulation as well as by singular perturbations in 
E = D,t?/(D,kC). If we assume for the parameters of the system 
DJD, E D = O(l), l/D = O(l), r = if12/D, = O(l), s,k/E, s, k/E= O(1) for 
E -+ 0, then an approximation of the flux is given by 
This result also corresponds well to numerical simulations. 
2. QUALITATIVE BEHAVIOUR OF SOLUTIONS OF (2) 
Introducing new variables 
kD 
J=-gS, 4 kD; 
kDc r=rFD,C’ ‘= ED,D,’ 
(3) 
Eqs. (2) are transformed into 
d2s d2_c d2p 
-Q=-Q= --j-g= -p+sc. 
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Therefore, without loss of generality we shall study 
s” = -p + SC, s(O)=so, s(l) = Sl 
c” = -p + SC, c’(0) = c’(l) = 0 (4) 
p” = p - SC, p’(0) =p’(l) = 0. 
Solutions are arbitrarily smooth: Let (s, c,p): [0, I] + lQ3 be a continuous 
function with c, p absolutely continuous on [0, Z] and s, s’, c’, p’ absolutely 
continuous on (0, I). If it satisfies (4), it is infinitely differentiable on [0, I], 
as can be shown by induction. 
For any solution of (4), we find K:= c +p = const, y:= s’ +p’ = 
s’ - c’ = const, s’ = y - p’, p” = p - s( K - p), or 
s’ = y - u, s(O) = so, s(l) = s1 
pl = u, (5) 
u’=p-s(K-p), u(0) = 0, u(l) = 0. 
Thus, (s, c,p) is a solution of (4) with c +p = K, iff a y exists such that 
(s,p, u) is a solution of (5) (notation: (s,p, U, y) is a solution of (5)). The 
boundary value problem (5) has a solution, iff p. and y. exist, such that for 
x0 = 0, u. = 0, the solution of the initial value problem 
s’=y-2.4, s(q)) = so 
p’=u, P(-uo) = PO 
u’=p-s(K-p), 4x0) = uo 
y’=O, Ybo) = Yo 
satisfies: 1 belongs to the interval of existence, and s(l) = si , u(Z) = 0. 
As we are only interested in nonnegative solutions of (4) we assume, 
without loss of generality, s1 b so 3 0, K 3 0. We shall see that in this case y, 
U, and y -u are also nonnegative. First we show 
LEMMA 1. LetK,y,>O,s,>O, -oo~x,~x,~x,dco,p,,u,~[W,and 
(s,p, u, y) be a solution of (6) on the interval (x,, x,). Then the following 
implications are true: 
(a) uodO,po~Kso/(l+so)~u(x)<OVx~(~O,~Z). 
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(b) u,,<O, p,~Ksd(l+s,)>O~u(x)<OVx~(x~,x~) with s> -1 
on CA %I. 
(c) ug 3 0, po 2 K-u(x) > 0 vx E (x0, x2) with 24 < y on [x0, x]. 
Proof: We may assume x0 = 0. 
(a) The inequalities u0 ,< 0, u’(0) =pO( 1 + sO) - KS, d 0, u”(0) = 
(l+s,)u,-(K-p,)(y-uO)<O imply u(x)<0 for O<X<E and E suf- 
ficiently small. 
We assume that x > 0 exists, such that U(X) = 0; let x:= 
min{x>Olu(x)=O}. Then u<O on (0,x) and u’(x)8O=>p’=u<O, 
s’=y-u>O on (O,x)=p(x)<p,<K s(x)~s0~0~u’(Lc)=p(z;)- 
(K-p(_x))s(_x)~p(zc)-(K-p(x))so~po-(K-po)so~O,incontradiction 
to the assumption. Therefore, U(X) < 0 for all x E (x0, x2). 
(b) Similarly, u < 0 on an interval (-E, 0). The assumption that 
x < 0 exists with U(X) = 0 and s > - 1 on [x, 0] leads to a contradiction. 
(c) The proof is similar to (a) and (b). 1 
LEMMA 2. Let I> 0, K> 0, s1 > so b 0, and (s, p, u, y) be a solution of 
(5), satisfying s(x) > -1 for all XE [0, I]. Then: 
(a) K= 0 impkes y = (sl - so)/l, 24 E 0, p = 0. 
(b) so=s, implies s=so, y=O, u=O, p-p,,. 
(c) Otherwise (sl -so)//<?< (sl -sO+p(l)-p(O))/1, O<u<y, 
s’ > 0, p’ > 0 on (0,1), Kso/( 1 + so) <p(O) <p(l) < Ks,/( 1 + s1 ). 
u has exactly one extreme point, which is a maximum. More precisely: 
3x, E (0, I) satisfying u’ > 0 on [0, x,) and u’ < 0 on (x,, 11. 
Proof: The solution satisfies U’ = p( 1+ S) - KS. Therefore, K-p = 
(K- u’)/( 1 + s). We conclude 
u”=(l+s)p’-(K-p)s’=(l+s)u-(K-p)(y-u) (7) 
= ( l+s+& u+Ezd-- > 
KY 
l+s 
= l+s+& 
( > 
(u-y)+~U~+(l+s)Y. 
(CC) If y d 0, we derive from (8) and (9) 
(8) 
( 
K 
l+s+- - 
l+S > 
U+y--u 
l+s 
u’<u”d 1 +s+ 
( 
& (u-y)+Ed 
> 
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From u(0) = u(l) = 0 and the maximum principle follows: 02 u >y on 
[0, I]. Therefore, s1 = so + 1; (y-u(x)) dx 6 so, which implies s, = so, 
j:, (y - u(x)) dx = 0, y - u = u(O) = 0, s’=y-u=o, s-so, p-KS,/(l +s,). 
(/I) Similarly, if y > 0, 
In case K > 0, < may be replaced by <. The maximum principle yields 
7 > u > 0; in addition u > 0 on (0, I) in case K> 0. Therefore, u’(0) > 0, 
u’(l) < 0. 
If K=O, from (5) we derive p(l)<O<p(O), p(l)-p(O)=jku(x)d.x> 
0 *p(O) =p(Z) = 0, ZJ = 0, p E 0. 
If K> 0, we use the strong maximum principle: 
0 < u’(O) =p(O)( 1 + so) - KS, 
and 
0 > u’(f) =p(f)( 1 + sl) - KS,, 
which implies p(O) > Ks,/( 1 + so) and p(l) < Ks,/( 1 + sl). p(O) <p(l) follows 
from p’ = 24 > 0. 
Finally, y=s’+p’= (s, +p(l)-so-p(O))/l> (sl -so)//. Equation (7) 
yields (for K, y > 0): 
u”‘=(l+s+K-p)u’+u.s’+(y-u)p’ 
=(l+s+K-p)u’+2u(y-u)>(l+s+K-p)u’ on (0, I). 
Therefore, U’ cannot have a nonnegative maximum on (0, /). Because of 
u’(O) > 0 > u’(f), u’ has exactly one zero. 4 
3. EXISTENCE OF SOLUTIONS OF (5) 
We want to apply a result obtained by Waiewski [12] to the initial 
value problem (6). We introduce the following notations: Let j =f(t, v) be 
an n-dimensional system of differential equations with the following prop- 
erties:f is continuous, and every corresponding initial value problem has a 
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solution which is locally unique. Let Z(t, y) be the orbit through the point 
(t,y)ER”+’ and Z+(GY):= {(~,~~)~Z(t,y)ls>f}, (~,Y)~~(~~,Y~)-:Y = 
g(j; to, Yo). 
If WC IF+ I is open, m= W is the set of points whose positive half 
orbits meet i3 W, the boundary of W: @‘: = ( (t, y) E WI I, (t, y) n t? W # 0 1. 
The map that assigns to each point of I@ its point of exit from W will be 
denoted by 
(6 Y) -+ (t, I dfli 4 Y)), t,:= inf(s>t/(s,g(s;t,y))Eaw). 
Moreover, let S: = ZJ m) be the set of the points of exit, and S* c S the 
set of points of “strict exit”: S*:={(t,y)ES~3E>OvsE(t, t+E): 
(s, &; 6 Y)) 4 m’>. 
If 8 W is a local C’-manifold at an exit point P, P belongs to S*, iff the 
vector field defined by the differential equation system is not tangential 
at P. 
Z is extended on mu S by the definition Z(P) = P for P E S. Then the 
theorem of Waiewski states: S = S* * Z: wu S --+ S is continuous. 
For our system (6), we shall define a set WC 02’. The notations 
@‘, S, S*, f will be used in the same way. We exclude the trivial cases 
K=O,y=O,ands,=s,=O.LetZ,K,_y,s,>Oand W:={(x,s,p,u,y)~R~ 
lx<Z, -l<s<s,,u<y,y>y}. Then aW={(x,S,p,u,y)EWIx=IvS= 
-1 v S’S1 v u=y v y=_Y}.- 
We want to show that each orbit leaves W: 
LEMMA 3. m= W. 
Proof: If the integral curve through a point PO = (x0, so, po, uo, yo) E W 
can be extended to x = Z, the conclusion I, ( PO) n d W= $3 is obvious. 
Otherwise, x, < 1 exists such that for x t x*, at least one of the functions s, 
c, p is unbounded. 
Assume that the orbit stays in W until x1. Then s(x) E (- 1, sr) and 
U(X) < y for all x E [x0, xl); therefore 
lim Ip( =cc 
x - x1 x < x, 
or lim u(x)= -co. 
x - XI .K < x, 
However, this leads to a contradiction as is shown by the following 
estimation: 
CARRIER FACILITATED DIFFUSION 225 
P(x)=P(xo)+P’(xo)(x-xo)+j-~ (x-r)P”(c)4 
"0 
=Po+%(x-x0)+ jr (x-~ ((l+s(r))P(t:)-Ks(~))d~ ‘0 
= IP( G IPOI + I~ol(x-xo) 
+ j-x ( -5)((2+s1) IP(l)I +K(l +s1))4 
‘LO 
~IPol +(I%1 +a1 +sl))(I-x,) 
+(2+~,)(~-%) j^ IP(Ol& VXE(Xo, x1). 
‘0 
Gronwall’s lemma implies /p(x)1 <M for some M and all XE (x,, x1). 
Therefore, /u(x)/ 6 JuOJ +J;, ]p(5)ld5< lu,,J + (I-x,) M, contradicting 
suP( + l4x)l I XE x0, x,)} = co. Thus, the orbit through PO leaves W ( 
before x, . 1 
As we want to apply Waiewski’s theorem, we must show that every 
point of exit is a point of strict exit: 
LEMMA 4. S=S*=(( x,s,p,u,y)EaW(x=l v (s=s, A u<y) v (u=y A 
(p>KS/(l+s) vs= -1))). 
Proof: d W consists of five pieces of hyperplanes: x = I; s = - 1 A u < y; 
s = S, A u < y; u = y A s 2 -1; y = y. The following three-dimensional pro- 
jection of W (for p and y fixed) may serve as an illustration: 
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For every point on 8 W one of the alternatives listed in the following table 
holds: 
Outer 
normal 
Hyperplane Restriction derivative Consequence 
.X=1 
s= -1 U<Y 
S=S, U<Y 
u=y s= -1 
U=y s> -l,pzfi/(l fS) 
u=y s> -l,p<Ks/(l+s) 
ll=y s> -l,p=Ks/(l+s) 
Y=Y 
x’= 1 
-s’<O 
s’ > 0 
u'=KzO 
u’>O 
Id<0 
u’=O 
u”=(l+s)y 
ro 
y’=O 
Trajectories intersect 
from interior to 
exterior, in S* 
Trajectories intersect 
from exterior to 
interior, not in S 
Trajectories intersect 
from interior to 
exterior, in S* 
Trajectories intersect 
from interior to 
exterior, in S* 
Trajectories intersect 
from interior to 
exterior, in S* 
Trajectories intersect 
from exterior to 
interior, not in S 
Trajectories tangent, 
but remaining outside, 
not in S 
Trajectories in hyperplane, 
not in S 
Therefore, all points of W are either in S* or not in S. In the diagram, 
S= S* is hatched. 1 
The preceding lemmas imply that r is defined on Wu S and is con- 
tinuous. 
For K > 0, 7 > 0, s0 2 0 fixed, we define the following mappings: 
f: CWW(y,4+S 
(PO, Yo) + m SO?PO, 09 Yo) 
g:S-+F:= {(x,s,u)~x~Z,s~s,,u~l;x=1vs=s, vu=l} 
(X,S,P,U,Y)~(X,S,U/Y) 
h: CO, Kl x (y, 00) -+ E h=(h~,h2,h3):=goJ: 
Note that F is homeomorphic to the plane lR2, and h is continuous. 
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LEMMA 5. Let y0 > y, I> 0, and s1 3 s0 +yO 1. Then in D(h) = 
CO, Kl x (y, 1 h h co w ic is the domain of definition of h, there exists an open 
rectangle R, such that the winding number of hlaR with respect to the point 
PI:= (l,s,,O)~Fis one. 
Proof We choose R=(O,K)x(_y,,y) and jJ:= 1/1.{s,-sO+ 
(K. cosh(&. I) - l)/(l +sr)}. We determine the image of aR under 
the map h: 
(a) Let p,,=O. From Lemma 1, we see u(x) ~0 for all XE (0, ,I, 
which implies h,(O, yO) < 0 for y0 E [_vO, jJ]. 
(b) Let p0 = K. Because of Lemma l(c), h,(K, yO) > 0 Vy, E [_rO, 71. 
The continuity of h implies that the value h, = 0 (i.e., u = 0) is assumed on 
both lines (0, K) x (y,,} and (0, K) x (7). We have to show that, in the 
respective points, h, < sr is valid for the first case, h, < 1 for the second. 
(c) Let y = yO=?io< (sr -so)//. We assume that there exists 
p. E (0, K) satisfying h,(p,, yo) = 0, and h2(p0, yo) = s, -Then x1 E (0, r] 
exists such that s(xr) = s,, u(x,) = 0, and s < sr on [0, x,]. We use Lemma 
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1 to find p. > Kso/(i + so), 3u’(O)=p,(l +s,)-fio>O~u>O on an 
interval (0, E). 
Let X: = min{x > 0) U(X) = 0}, then 2~ <x1, s(s) < sl, u(x) = 0, u’(x) < 0, 
p(s) < Ks(zc)/(l + s(z)). With Lemma l(a), u(xl) = 0 implies X=X,; 
Therefore s1 - so = j$l (y - u(x)) dx < yx, < yl =roZ, contradicting the 
assumption s1 > so + yol. Therefore, for all p. satisfying h,(p,, yo) = 0, we 
have hz(po, yo) <s,. As the image of h is on F, we conclude h,(p,, yo) = 1. 
(d) Lit y = yo=v. We assume that pot (0, K) exists with 
hl(po, yo) = I and I&,, yo) = 0. Then the orbit through (0, so, po, 0, yo) 
satisfies s 6 s1 and u<y on [0, I], u(I) = 0. Lemma 1 implies 
po> Ks,(l + so), and as in (c), u > 0 on (0, I). Moreover, p < K on [0, I) 
from Lemma l(c). We use (7) and find U” = (1 + s) u - 
(K-P)(Y -u) 6 (1 + sl) u on W, 4, 
u(x) = u. + u’(0) x + Iox (x - <) u”(t) d< 
<u’(O) x+ (1 +s,) j-X (x-5) u(r) d< VXE [O, I]. 
0 
Gronwall’s lemma implies 
u(x) < u’(O)/,/=. sinh ,/‘G x 
< K/G ’ sinh fi x, 
because u’(0) = p. - (K - po) so < p. < K. Therefore, sI - so = f; (y - u(x)) 
dx > rl- u’(O){cosh(,/x I) - 1}/( 1 + sl), which is a contradiction to 
the definition of 7. The assumption was wrong, and for p. E (0, K) with 
h3(po, yo) = 0, we conclude hl(po, yo) < I, h2(po, yo) = sl. I 
COROLLARY 6. For all K, l> 0 and s1 > so 2 0 there exists a solution of 
the boundary value problem (5) with some y > (sI - so)/l. 
Proof: From Lemma 5, we see that the Brouwer degree deg(R, h, PI) is 
one (compare Section 13 in [2]). Therefore, (po, yO)~ R exists with 
h(p,, yo) = P,, or, equivalently, a solution of (6) with u. = 0, u(Z) =O, 
s(I) =sl >,s, +yol. This solution stays in P, therefore, - 1 <s <s, and 
u < y on (0, 1). 
On the other hand, given sl, we can choose y. = (sl - so)/l. Then for the 
solution just established, we have y = y. >yo. The assertion is thus 
proved. fl 
As the cases K = 0, s1 = so are trivial, we have shown that solutions of 
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(5), satisfying s > - 1, exist for all KB 0, si B so 2 0. From Lemma 2, we 
see that for any of these solutions, s, p, and c = K-p are nonnegative. We 
shall show that the solutions are also unique. 
4. UNIQUENESS FOR SOLUTIONS OF (5) 
LEMMA 7. Let s1 2 so 2 0. For every K > 0 there exists at most one y E R, 
such that the boundary value problem (5) has a solution satisfying s > -1. 
This solution is unique. y and the solution depend continuously on K. The 
maps K + p, K + K-p, K + y are monotone. The second is always strictly 
monotone, the first in case s1 > 0, the last in case s, > so, 
Proof Let K’, K2 20. We consider two corresponding solutions 
(si, pi, ui, y’), i = 1, 2, with sl, s2 > -1. Lemma 2 implies for i = 1, 2, yi 2 0, 
so<si<s*, O<p’<K’, O<u’<y’. We define R=K2-K’, ‘y=y’-y’, 
s=s2-,$, p=p*-p’, ;=u*--1. 
We put together the following list of identities (IO)-( 18) needed for the 
proof: 
j’ = y - u, S(0) = S(1) = 0 
jj’ = u, U(0) = C(l) = 0 
(10) 
$,jf’= _$‘= -&1-(K2-p2)~+(l+s’)~ 
= -KS’-(K’-p1)S+(1+s2)p 
(11) 
(12) 
From S’ +p’ = 7 and S(0) = S(1) = 0 follows 
p=jqo)+yx-s (13) 
s=p(o)+yx-p=p(l)-7(1-x)-P. (14) 
Equations (11) and (13) imply 
i?‘=jj”= -T’= -s’K-(K2-p2+1+s1)S+(1+s’)(~(0)+~x). (15) 
Equation ( 12) implies 
$=(1+s2)p’-(K1-p1)&s2’(&p)+~p1’ 
=(1+s2+K1-pl)ii-(K1-p’)y-(y2-u*)(K-p)+u% (16) 
because of (5) and (10). In particular, the boundary conditions 
U’(0) = U’(l) = 0, P(O) = S’(1) = 0 imply 
U”(O) = -(K’ -p’(O)) j+~‘(&p(O)) 
U”(1) = -(K’ -p’(l)) r- y*(R-p(1)). 
(17) 
50516012-6 
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Finally, from (11) 
U’(O)=(l +Sg)p(o)-&, U’(l)=(l +Sl)jj(l)-& (18) 
The proof is divided into the steps (a)-(f). 
(a) R>O implies 72 0, and vice versa. Moreover, 
171 < min(y’, y*) + K/( 1 + so)*. 
Proof: Let y> 0. From the boundary conditions S(0) = S(I) = 0, 
S’(0) = 7 - U(O) = 7 > 0, S’(l) = 7 - U(l) = 7 > 0 follows S > 0 on an interval 
(0, E) and S< 0 on an interval (I-E, I) for some E > 0. Therefore, x1 and x2 
exist satisfying 0 < x, < x2 < 1, S(x,) > 0, S/(x,) = 0, S”(xl) < 0; $x2) < 0, 
S’(x,) = 0, S”(X,) 2 0. 
From Lemma 2, we obtain p* < K*, and (15) implies 
O>Y’(X,)>KS1(XJ-(1 +S1(xI))(&+yxl) 
0~s”(x,)~KS’(x,)-(1 +s1(x2))(~,+yx2) 
Wh) - sYx2)) 
*03 (1 +s’(x,))(l +S’(x2))+7(x*-x1). 
WeuseLemma2again,givingO~s1’=y’-u1~y’,~s1(xl)~s1(x2),such 
that finally from the last inequality R> 0, sl(xl) <s’(x,), 
R s’(x*) - d(x,) R 
?<(l +s# x*-x1 ~(1+g0)2,S:~x2s1’tX) 
d Icy ‘/( 1 + so)*. 
Correspondingly, 7 < 0 implies R< 0 and 171 < IRI y*/( 1 + so)*. In par- 
ticular, jj = 0 if R = 0. Therefore, a map R! + + R + , K + y can be defined 
uniquely. This map is also continuous and monotone, in accordance with 
the above proof. 
(b) R=O implies p(O)=p(Z)=O. sO=sl implies p(O)=p(l)= 
~~0/(1+~g).If~1>~gand~>O,then~(O)>~~o/(l+s,),~(I)<~,(l+s,), 
i.e., U’(O) > 0 and G’(E) < 0. 
Proof: We introduce the following notation: The meaning of “5” is 
“ < 7” if R>O and s,>s,, and “G,” if R=O or sl=sO. 
(~1) We want to show p(O) 2 &/( 1 + so). Let us assume the con- 
trary. Then (18) implies U’(O) < 0; and in the case U’(0) = 0, then according 
to the assumption, s1 > 0, R> 0, 
J?(O) = I&)/( 1 + So) < R 
e-$‘(O) (%(K1 -p’(O)) Y-y*(R-p(O))<O. 
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Therefore, ii ~0 on an interval (0, E) and some s>O. Let 
x: = min(x > OlU(x) = 0} 6 1. Then U(x) = 0, U’(x) 2 0, and U < 0 on (0, x). 
We conclude p(x) <p(O), and with 73 0: S(x) > S(O) = 0. Equation (12) 
implies 
U’(x) = (1 + sQ))p(x) -s*(S) R- (K’ -p’(x)) F(X) 
5 (1 + s2(_x)) ( P(-x) - l:“;;;) ) 
<(l +s’(r)) 
( 
P(O)-2 60. 
0 1 
Thus, the assumption leads to a contradiction. 
(/?) p(l)5&,/(1 +s,) is shown in the same way. 
Thus the assertion of (b) is proved for the case s1 > so and R> 0. For 
R=O, we combine (a), (a), and (/?):y=O*p(O)=p(l)*O6p(O)=p(l)< 
o*jqo)=p(f)=o. s, =so implies p(l) -p(O) = jjf B 0 and p(f) -p(O) ,< 
KsJ( 1 + sl) - ko/( 1 + so) = 0, therefore p(O) =0(I) = ho/( 1 + so). 
(c) Let S, > so. Then r= 0 implies K= 0, i.e., in this case the map 
K + 3’ is strictly monotonically increasing. 
Proof We assume R> 0. y= 0 implies S’(0) = S’(l) = 0. According to 
(b), we have S”(0) = -U’(O) -C 0, S”(I) = -G’(l) > 0, and therefore, SC 0 on 
(0, E) and S> 0 on (I- E, I) for some E > 0. As before, x1 and x2 exist, 
satisfying 0 <x1 <x2 < I and S(x,) < 0, S’(x,) = 0, Y’(x,) > 0; $x2) > 0, 
S/(x2) = 0, S”(x,) < 0. As in (a), it is shown that K(s’(x,) - s’(xI)) < 0. This 
is a contradiction to R> 0 and the fact that s1 is strictly increasing. 
(d) s,=O or R=O implies pro. If s,>O, Z?20 implies FpO, 
K--p30 on [0, Z]. The maps K+p, K + K-p are therefore unique, con- 
tinuous, and increasing (strictly for s, > 0). 
Proof: Without loss of generality, let R> 0. We use (b) and $’ +p’ = 7, 
S(O) = S(I) = 0 to derive 
- 
~+,$~(o)+jx=p(x)+s(x)=p(f)-Y(lx) 
0 
fi1 s-- 
1 +s, Y(l- xl; 
in particular, 
O,<&/(l +Sg)~~(o)~RSl/(l +s,)-.ylSR 
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Equations (12) and (14) imply 
which gives us together with the preceding inequalities 
(1+s2+K1-p’)(p-R)<p”<(l+s’+K’-p’)p. Taking into account 
the boundary conditions 0 <p(O), p(Z) < 1% too, the maximum principle 
yields 0 6 ~5 6 1% 
If Ki> 0, then p(O), p(1) < i?, therefore 0 <jj < K. If, in addition, si > 0, 
then 0 <p(O), p(l), and 0 -C p < K. In the case R= 0, the conclusion jj = 0 is 
obvious, and for the case si = s0 = 0, this can be derived from Lemma 2 
and p(O) = 0. 
(e) The map K + s is well defined and continuous. This is clear from 
(a) and (d) because S(X) = s0 +p(O) -p(x) + yx. 
(f) All derivatives of s and p depend continuously on K. 
Proof As u(0) = 0, and U’ =p - (K-p) s depends continuously on K, 
this is also true for u. The rest follows by induction. 
Thus all assertions of Lemma 7 are proved. 1 
5. RESULTS 
Reversing the transformation (3), the results for the boundary value 
problem so far are as follows: 
Let l> 0 and s1 2 s0 2 0. Then for every K > 0, (2) has a unique solution 
with s > 0 and D,c + D,p = K. For this solution, c, p 2 0 also. In the case 
K=O or sl=sO, the solution is trivial; otherwise, we have p >O, c >O, 
s’ > 0 on [0, I], and p’ > 0, c’ > 0 on (0, I). 
c and p depend monotonically on K; c always strictly, p strictly in case 
s1 >o. 
What remains to be done is to derive a relationship between the quantity 
K, which has no physical meaning, and the carrier density 
C= 1; (c(x) +p(x)) dx/l. 
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From the preceding remarks, the map f: R, + R + , K-P C is strictly 
increasing. Moreover, 
c=f~~(c(x)+P(x))dx>l(D 
c 
tD )~hkc(x)fDpPwx 
P 0 
and 
= MD, + Dp) 
K=ff(D,c(x)+D,p(x))dx>f~~(~c(x)+~p(x))dx 
c P c P 
= D,Dd(D, + Dp) C. 
Therefore, f( R! + ) = [w + . f - ’ is defined on R + , continuous, and strictly 
increasing. 
We have shown the following 
THEOREM 8. Let 1, k, I?, D,, D,, D, > 0, s, >s, 30. Then for every 
C 2 0, the boundary value problem (2), (2a) has a unique solution satisfying 
s > 0. For this solution, c and p are also nonnegative. The solution depends 
continuously on C with respect to any C”-norm; c, p, and the flux 
j= -(Dss’ + D,p’) depend on C monotonically. The monotony is strict for 
C-+c;for C-p tfs,>O, andfor C+j, zfsI>so. 
From Lemma 2, the following properties of the solution are derived: 
COROLLARY 9. Let C> 0, and s1 > so 20. Then the unique nonnegative 
solution of the boundary value problem (2) (2a) has the following qualitative 
properties: 
s and p are strictly increasing and c is strictly decreasing. s, c, and p have a 
unique inflection point in (0, 1). Along the solution, the quantity 
K:= D,c + D,p is constant, and bounded by min(D,, Dp). C 6 
K Q max(D,, Dp) * C. Furthermore, the following bounds hold for x E (0,l). 
so < s(x) < s1 
K/D,*s,/(k+s,)<~(0)<~(x)<~(1)<K/D;S,/(k-+s,) 
K/D,.~S,/(K+s,)>c(O)>c(x)>c(l)>K/D,.~l/(~+s,) 
with K:= D,k/D,k 
- j: = Dss’ + D,p’ = const = D,(s, - so)/1 + D,(p(l) -p(O))/1 
= D,(s, - so)/1 < -j < (sl - s,)/l. (D, + K/(K + s~)(K + sl)). 
Ifs, = so or C = 0, then the solution is trivial. 
p = Cs/( Iz + s) = const, c = C/( Iz + s) = const with I?-:= k/k, 
-j= D,s’ = D,(s, - so)/l. 
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Discussion. Numerical simulations and partial analytic results [3] 
suggest hat the stationary solutions of (1) are stable. Thus, the properties 
of the stationary solutions derived above contain information about the 
asymptotic behaviour of solutions of the initial boundary value problem 
(1). The monotony of the functions S, c, and p implies that the chemicals 
cannot be locally accumulated. When we approach the reservoir with the 
higher concentration of S, the carrier appears in its bound form p to a 
greater extent, thus creating a gradient of p in the same direction as s and 
increasing the flux -j of substrate across the membrane. The lower bound 
D,(s, -s,)/l is the pure diffusion flux, and, at the same time, an 
approximation for the total flux in the case of large diffusion rates (com- 
pared with the reaction constants). On the other hand, the upper bound is 
an approximation in the case of large reaction rates. The second term is a 
bound for the contribution of the transport mechanism. For growing exter- 
nal concentration sl, this part shows saturation due to the limited amount 
of carrier; facilitation declines as far as zero if both s0 and sI are large. 
Within the bounds derived above, there is a large range for possible shapes 
of the solution and the amount of flux depending on the parameters. For 
two nontrivial examples, approximating formulas have been given in the 
Introduction. In the case of a small diffusion rate D,, the concentration s 
has a steep gradient near the boundaries of the membrane and is almost 
constant in the interior, while for D, large, s is linear. 
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