A probability model of a quality characteristic is assumed to follow a log logistic distribution. This article proposes variable control charts, termed extreme value charts, based on the extreme values of each subgroup. The control chart constants depend on the probability model of the extreme order statistics and the size of each subgroup. The analysis of means (ANOM) technique for a skewed population is applied with respect to log logistic distribution. Results are illustrated using examples based on real data.
Introduction
The probability density function (PDF) of a log logistic distribution (LLD) with shape parameter b and scale parameter σ is given by When σ = 1 and b > 1 these equations are termed standard PDF and CDF. In order to construct a control chart using extreme observations of a subgroup drawn from a production process with the quality variate following a LLD, the percentiles of extreme order statistics from LLD samples are needed. Specifically, the test statistic on the extreme value control chart is the original sample vector X = (x 1 , x 2 , …,x n ) from ongoing production. In this chart all individual sample observations are plotted into the control chart without calculating any statistics. A corrective action is taken after one, or either, of the extreme values -namely x (1) (sample minimum) and x (n) (sample maximum) -of the sample respectively fall above or below specified lines (limits); this is why the chart is called an extreme value controlled chart. The Shewart (1986) controlled chart is a common quality control statistical tool: When a Shewart chart indicate the presence of an assignable cause, a process adjustment can be made if the remedy is known; otherwise the suspected presence of assignable cause is regarded as an indication of heterogeneity of the subgroup statistic for which the control chart was developed. For example, if the statistic is the sample mean, this leads to heterogeneity of the process mean and indicates departures from the target mean. Such an analysis is generally carried out by dividing a collection of a given number of subgroup means into categories, such that means within a category are homogenous and those between categories are heterogeneous. This procedure, developed by Ott (1967) is called analysis of means (ANOM).
When using the ANOM technique the concept of a control chart for means is viewed differently, grouping of plotted means that fall within or outside control limits. For the homogeneity of the means it is necessary that all means fall within the control limits. If (1 − α) is the confidence coefficient, then the probability that all subgroup means will fall within the control limits is (1 − α). Assuming independence of the subgroup, the probability statement becomes n th power of the probability that a subgroup mean will fall within the limits. This means that, in the sampling distribution of x , the confidence interval for x to lie between two specified limits should be equal to (1 − α) 1/n . This same principle is adapted through log logistic distribution in this study. This article explores ANOM using control limits of extreme value statistics considering only control chart aspects. (See Rao (2005) for a detailed description of ANOM; other related works include: Ramig, 1983; Bakir, 1994; Bernard & Wludyka, 2001; Wludyka, et al., 2001; Montgomery, 2001; Nelson & Dudewicz, 2002; Rao & Prankumar, 2002; Farnum, 2004; Guirguis & Tobias, 2004; Srinivasa Rao & Kantam, 2012.) Extreme Value Charts
The given sample observations are assumed to follow log logistic mode. The controlled lines are determined by the theory of extreme order statistics based on a half logistic model. The controlled lines are determined in such a way that an arbitrarily chosen x i of X = (x 1 , x 2 , …, x n ) lies with the probability (1 − α) 1/n within the limits. This can be formulated as a probability inequality as: P(x 1 ≤ L) = α/2 and P(x n ≥ U) = α/2. i, Table  2 .2 for n = 2(1)10). arithmetic means of k subgroups of size n drawn from a log logistic model. The subgroups means are used to develop control charts to assess whether the population from which these subgroups are drawn is operating with admissible quality variations. Depending on the basic population model, control chart constants may be used. In general, the process may be said to be in control if all subgroup means are within the control limits; otherwise the process is said to lack control. If α is the level of significance of this decision, the following probability statements apply:
using the notion of independent subgroups, (3.0.6) becomes
With equi-tailed probability for each subgroup mean, two constants, for example L * and U * , may be found such that
For skewed populations, such as the LLD, it is necessary to calculate L * , U * separately from the sampling distribution of i x . Accordingly, these depend on the subgroup size n and number of subgroups k. The percentiles of the sampling distribution of ̅ in samples from a log logistic distribution for b = 2, b = 3, b = 4 and b = 5 with σ = 1 were calculated using Monte-Carlo simulations (see Tables 3.1, 3 .2, 3.3 and 3.4). The percentiles shown in Tables 3.1 -3.4 are used in equation (3.0.8) for specified n and k to determine L * and U * for α = 0.05 (see Tables 3.5, 3.6, 3.7 and 3.8) . A control chart for averages showing in control conclusions indicates that all subgroups means, though varying among themselves, are homogenous in some cells. This is the null hypothesis in an analysis of variance technique, hence, the constants shown in tables 3.5 -3.8 can be used as an alternative to analysis of variance techniques. For a normal population Ott's (1967) tables can be used, and for a LLD the tables shown herein can be used. In a study of 3 brands of batteries, it was suspected that the life (in weeks) of the three brands was different. Five of each brand of battery were tested with the following results:
Example 3
Four catalysts that may affect the concentration of a component in a three component liquid mixture were investigated.
The following concentrations were obtained:
The goodness of fit of data, as revealed by a Q-Q plot (correlation coefficient), for the 3 examples are summarized Table 3 .9, which shows that the log logistic distribution is a better model than the normal because it exhibits a significant linear relation between sample and population quantiles.
Treating the observations in the data as single samples, the decision limits for the normal and the LLD populations were calculated and are shown in Tables 3.10 Ott's (1967) ANOM tables are designed for normal distributions, the number of homogenous means for each data set was 3, 2, 2, respectively, and those not homogeneous are 2, 1 and 2, respectively. When the ANOM tables of the proposed model (LLD) are used for the same data sets, the number of homogenous means are 5, 3 and 4, respectively, and they do not exhibit deviation from homogeneity for values of b = 2, b = 3,b = 4 and b = 5. Use of the normal model resulted in homogeneity for some means and deviation for other means, thus indicating possible rejection of those means. The rejection decision is valid if a normal distribution is a good fit for the data. However, by comparison, results show that the LLD is a better model than the normal. Results are supported by the Q-Q plot correlation coefficient for each data set with the normal and with the LLD. It is therefore assumed that more error is likely to be associated with the decision process when data are from a normal distribution, thus, making all the means homogenous using LLD (see Table  3 .11) is recommended over using the normal-ANOM procedure.
