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MISO Mode`le a` entre´es multiples et sortie unique (Multiple Inputs single Output)
MIMO Mode`le a` entre´es et sorties multiples (Multiple Inputs Multiples Outputs)
AKRLS Algorithme KRLS avec adaptation du dictionnaire
AKAPA Algorithme KAPA avec adaptation du dictionnaire
AKNLMS Algorithme KNLMS avec adaptation du dictionnaire
MOKRLS Algorithme KRLS pour mode`le MIMO
MOKAPA Algorithme KAPA pour mode`le MIMO
MOKNLMS Algorithme KNLMS pour mode`le MIMO
PMA Palier Magne´tique Actif
Re´sume´
L’estimation fonctionnelle base´e sur les espaces de Hilbert a` noyau reproduisant a re´cemment
conduit a` des avance´es majeures dans le domaine de l’identification des syst`emes non line´aires.
Toutefois, l’ordre des mode`les identifie´s est e´gal au nombre de couples entre´e-sortie, ce qui rend
cette me´thode inade´quate pour une identification en ligne. Pour surmonter cet inconv´enient, plusieurs
me´thodes de parcimonie ont e´te´ propose´es afin de controˆler l’ordre du mode`le. Parmi ces me´thodes, le
crite`re de cohe´rence qui est d’une grande importance, vu sa simplicite´ et son faible couˆt calculatoire. Par
conse´quent, le mode`le est alors de´fini a` partir d’un dictionnaire de faible taille.
Le dictionnaire est donc forme´ par les fonctions noyau les plus pertinentes qui forment le mode`le.
Une fonction noyau introduite dans le dictionnaire y demeure meˆme si la non-stationnarite´ du syste`me
e´tudie´ rend sa contribution faible dans l’estimation de la sortie courante. Il apparaıˆt alors opportun
d’adapter les e´le´ments du dictionnaire pour obtenir un dictionnaire ame´liore´ afin de re´duire l’erreur
quadratique instantane´e re´sultante et/ou mieux controˆler l’ordre du mode`le.
D’autre part, les algorithmes adaptatifs utilisant le crite`re de cohe´rence sont de´veloppe´s pour
identifier des mode`les a` sortie unique. La ge´ne´ralisation de ces algorithmes pour couvrir les cas des
mode`les a` sorties multiples est une ne´cessite´. Pour ces mode`les, le dictionnaire est commun pour toutes
les sorties et parsuite les meˆmes heuristiques de´veloppe´es pour les mode`les a` sortie unique seront
applicables dans ce cas.
La premie`re partie de ce manuscrit traite le sujet des algorithmes adaptatifs utilisant un crit`ere de
parcimonie et spe´cifiquement le crite`re de cohe´rence. L’adaptation des e´le´ments du dictionnaire en
utilisant une me´thode a` gradient stochastique est aborde´e pour deux familles de fonctions noyau. Les
heuristiques propose´es varient suivant la fonction noyau utlise´e et la faisabilite´ de cette approche est
prouve´e par des simulations varie´es. Cette partie a un autre objectif qui est la de´rivation des algorithmes
adaptatifs utilisant le crite`re de cohe´rence pour identifier des mode`les a` sorties multiples ainsi que
l’adaptation des e´le´ments du dictionnaire commun a` toutes les sorties.
La deuxie`me partie introduit d’une manie`re abre´ge´e le palier magne´tique actif (PMA) avec une
exploration des aspects pour controˆler son fonctionnement. La proposition de controˆler un PMA
par un algorithme adaptatif a` noyau est pre´sente´e pour remplacer une me´thode utilisant les re´seaux
de neurones a` couches multiples. Cette approche est teste´e a` travers des simulations et des essais re´els.
En re´sume´, nous examinons des heuristiques pour l’adaptation des e´le´ments d’un dictionnaire
afin de controˆler davantage l’ordre du mode`le estime´ et/ou minimiser l’erreur instantane´e. De meˆme,
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les algorithmes adaptatifs sont ge´ne´ralise´s pour identifier des syste`mes a` sorties multiples. Plusieurs
expe´rimentations validant la justesse des me´thodes propose´es sont conduites sur des benchmarks re´els
et artificiels.
Abstract
Function approximation methods based on reproducing kernel Hilbert spaces (RKHS) are of great
importance in kernel-based regression methods and led to major advances in the identification of
nonlinear systems. However, the order of the identified model is equal to the number of observations
(input-output pairs), which makes this approach inappropriate for online identification. To overcome this
drawback, several sparsification methods have been proposed to control the order of the model. Among
these sparsification methods, the coherence criterion is of great importance due to its simplicity and
reduced calculation cost. It has been shown possible to select a subset of the most relevant passed input
vectors to form a dictionary to identify the model.
A kernel function, once introduced into the dictionary, remains unchanged even if the non-stationarity
of the studied system makes it less influent in estimating the current output of the model. This observation
leads to the idea of adapting the elements of the dictionary to obtain an improved one with an ob-
jective to minimize the resulting instantaneous mean square error and/or to control the order of the model.
Furthermore, adaptive algorithms using the coherence criterion are developed to identify single
output models. The generalization of these algorithms to cover the case of multiple outputs models is
a necessity. Since all outputs of the model share the same dictionary, the same heuristics developed
for the single-output models must be handled to become applicable in the case of multiple outputs models.
The first part of this thesis deals with adaptive algorithms using a sparsification criterion and specifi-
cally the coherence criterion. The adaptation of the elements of the dictionary using a stochastic gradient
method is presented for two categories of kernel functions. The proposed heuristics vary depending on
the used kernel function and the feasibility of this approach is proved by various simulations. Another
topic is covered in this part which is the implementation of adaptive algorithms using the coherence
criterion to identify Multiple-Outputs models as well as the adaptation of the dictionary elements.
The second part introduces briefly the active magnetic bearing (AMB) with an exploration of the
aspects to control it. A proposed method to control an AMB by an adaptive algorithm using kernel methods
is presented to replace an existing method using multi-layer perceptrons neural networks. This approach
is tested through simulations.
In summary, we consider heuristics for adapting elements of a dictionary to further control the order of the
estimated model and/or minimize the instantaneous error. Similarly, adaptive algorithms are generalized
to identify systems with multiple outputs. Several experiments to validate the accuracy of the proposed
methods are conducted on different benchmarks.

Introduction
La mode´lisation des syste`mes non line´aires et non-stationnaires a e´te´ re´cemment largement
e´tudie´e. Face a` ces syste`mes, la simplicite´ des me´thodes d’identification line´aires s’estompe dans
le cas des syste`mes non stationnaires en laissant la place a` des me´thodes adaptatives comme par
exemple les me´thodes des filtres de Volterra [Sch80, Wie66] et les re´seaux neuronaux [Hay08]. L’une
de ces me´thodes adaptatives, qui a connu beaucoup d’attention, est la me´thode d’approximation
fonctionnelle base´e sur les espaces de Hilbert a` noyau reproduisant (RKHS) H. Cette aproche constitue
un prolongement des me´thodes line´aires simples en remplac¸ant le calcul de certains produits scalaires
par un noyau de Mercer. Les me´thodes adaptatives ont pour but de suivre l’e´volution des syste`mes
non-stationnaires avec le temps en se basant simplement sur des observations (des entr´ees avec des
sorties de´sire´es du mode`le). Ce processus s’appelle l’apprentissage supervise´.
En apprentissage supervise´, l’existence de couples d’entre´e-sortie est obligatoire. Ge´ne´ralement
l’espace d’entre´e U est un sous espace Euclidien de Rl, et l’espace de sortie est un sous ensemble de
R. Lorsque l’ensemble de sorties est de´nombrable, on parle dans ce cas d’un probl`eme de ”classifica-
tion”, dans le cas contraire, le proble`me sera un proble`me de ”re´gression”. En supposant qu’une relation
entre les entre´es et la sortie existe, l’objectif d’un algorithme d’apprentissage est de trouver cette relation.
La the´orie des noyaux reproduisants a permis le de´veloppement de plusieurs algorithmes adaptatifs.
La capacite´ adaptative de ces algorithmes est base´e sur le principe d’apprentissage par correction de
l’erreur entre la sortie de´sire´e et la sortie actuelle du mode`le estime´. L’ide´e de base des me´thodes a`
noyau consiste a` projeter non line´airement les donne´es de l’espace d’entre´e dans un espace vectoriel
de dimension e´leve´e, appele´ ”espace transforme´”, dans lequel les me´thodes line´aires peuvent eˆtre
applique´es. L’avantage des me´thodes a` noyau est que le calcul des grandeurs a` e´valuer se fait dans
l’espace initial inde´pendamment de la dimension de l’espace transforme´ [Aro50].
Les exigences des calculs pour l’application des algorithmes adaptatifs utilisant les me´thodes a`
noyau sont base´es sur des matrices dont la taille augmente avec le nombre d’observations ; ce qui
rend ces me´thodes inade´quates pour les applications en ligne [KSW04]. Plusieurs approches ont
e´te´ propose´es pour reme´dier a` cet inconve´nient. L’ide´e principale derrie`re ces approches consiste
a` introduire un nouvel e´chantillon au mode`le s’il contribue de manie`re significative a` la re´duction de
l’erreur d’approximation. Ces me´thodes sont appele´es crite`res de parcimonie ou de sparsification.
Les e´chantillons obtenus apre`s l’application d’un crite`re de parcimonie forment ce qu’on appelle un
dictionnaire dont la taille n’est autre que l’ordre du mode`le obtenu. Le crite`re de cohe´rence est l’un
des crite`re de parcimonie les plus importants vu sa simplicite´ et son couˆt calculatoire re´duit. De plus,
l’application de ce crite`re montre que la taille du dictionnaire reste finie avec le temps [RBH09] d’ou` la
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possibilite´ de l’adoption des algorithmes adaptatifs utilisant ce crite`re pour les applications en ligne.
Un e´le´ment, une fois introduit dans le dictionnaire, reste inchange´ meˆme si la non-stationarite´ du
syste`me minimise sa contribution dans l’estimation du mode`le. De ce fait, l’ide´e de l’adaptation des
e´le´ments du dictionnaire d’une fac¸on instantane´e semble eˆtre une solution pour re´duire la taille du
dictionnaire, en conse´quence,l’ordre du mode`le et/ou la re´duction de l’erreur quadratique instantane´e.
L’objectif de ce manuscrit est de proposer des heuristiques d’adaptation dese´le´ments du dictionnaire
obtenu en appliquant le crite`re de cohe´rence. Ces heuristiques, base´es sur le gradient stochastique de
l’erreur quadratique instantane´e, sont de´rive´es pour des familles diffe´rentes de fonctions noyau telles
que les noyaux radiaux et les noyaux polynoˆmiaux. Les algorithmes adaptatifs utilisant le crite`re de
cohe´rence sont utilise´s pour identifier des mode`les a` sortie unique (scalaire). Une ge´ne´ralisation de
ces algorithmes semble utile pour aborder l’identification des mode`les a` sorties multiples. De plus, une
adaptation des e´le´ments du dictionnaire en utilisant les meˆmes heuristiques applique´es dans le cas des
mode`les a` sortie unique est propose´e. Pour l’application des algorithmes de´rive´s, on propose le controˆle
d’un palier magne´tique actif (PMA) qui est un syste`me fortement non-line´aire. Des simulations et des
essais en temps re´el sont mene´s pour faire une comparaison entre les algorithmes adaptatifs utilisant
les me´thodes a` noyau avec les autres me´thodes de controˆle de´ja` utilise´es.
Plan du manuscrit
Le manuscrit est compose´ de deux parties. La premie`re partie qui s’e´tend du chapitre 1 au Cha-
pitre 3, traite les algorithmes adaptatifs a` noyau avec adaptation du dictionnaire, y inclus l’identification
des mode`les a` sorties multiples. La deuxie`me partie qui est forme´e du Chapitre 4, introduit le palier
magne´tique actif avec les me´thodes propose´es pour le controˆler en conduisant des simulationsVoici la
description abre´ge´e du contenu des chapitres.
Chapitre 1 : Me´thodes a` noyau, crite`res de parcimonie et algorithmes adaptatifs
Ce chapitre est consacre´ aux me´thodes a` noyau pour l’identificaton des mode`les dont l’ordre croıˆt
avec le temps et on s’inte´resse particulie`rement au the´ore`me de repre´sentation. Les principaux crite`res
de parcimonie sont aussi explore´s ainsi que les algorithmes d’apprentissage en ligne. On de´crit deux al-
gorithmes, le premier est celui des moindres carre´s re´cursif a` noyau (KRLS) et le second est la projection
affine a` noyau (KAPA).
Chapitre 2 : Adaptation du dictionnaire pour les algorithmes de pre´diction en ligne
Les heuristiques de l’adaptation des e´le´ments du dictionnaire obtenu en appliquant le crit`ere de
cohe´rence sont explicitement de´crites dans ce chapitre. L’ide´e essentielle pivote autour de l’efficacite´ de
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l’adaptation et sur le fait que chaque type de fonctions noyau ne´cessite une heuristique diffe´rente, en
particulier la famille des noyaux radiaux et celle du noyau polynoˆmial. Des simulations diversifie´es sont
faites pour confirmer les propositions adopte´es.
Chapitre 3 : Algorithmes adaptatifs en ligne pour les mode`les multi-sorties
La ge´ne´ralisation des algorithmes adaptatifs utilisant le crite`re de cohe´rence pour identifier des
syste`mes a` sorties multiples (MIMO) est exploite´e dans ce chapitre. En particulier, Les algorithme
KAPA et KRLS sont cible´s. Et puisque toutes les sorties partagent le meˆme dictionnare, l’adaptation
des e´le´ments de ce dernier en utilisant les meˆmes heuristiques de´veloppe´es dans le Chapitre 2, est
applique´e en minimisant la norne du vecteur des erreurs instantane´es.
Chapitre 4 : Controˆle d’un palier magne´tique actif
On introduit dans ce chapitre le palier magne´tique actif (PMA) d’une fac¸on abre´ge´e avec les me´thodes
utilise´es pour le controˆler, en particulier, la me´thode des re´seaux neurones multi-couches e´tudie´e dans
[ANDMC06]. Une me´thode utilisant les me´thodes a` noyau est propose´e pour le controˆle du PMA. L’effi-
cacite´ de la me´thode propose´e est ve´rifie´e par des simulations.
Annexes A et B
Dans les annexes A et B, les calculs de´taille´s pour l’obtention des algorithmes adaptatifs KRLS et
KAPA sont pre´sente´s..
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Premie`re partie
Algorithmes adaptatifs a` noyau avec
adaptation du dictionnaire

CHAPITRE 1
Me´thodes a` noyau, crite`res de parcimonie
et algorithmes adaptatifs
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1.8.1 Crite`re de projection orthogonale . . . . . . . . . . . . . . . . . . . . . . . . 24
1.8.2 Crite`re de de´pendance line´aire . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.8.3 Crite`re de cohe´rence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.9 Algorithmes d’identification adaptatifs non-lin e´aires . . . . . . . . . . . . . . . . . . . 29
1.9.1 Algorithme de moindres carre´s re´cursif a` noyau (KRLS) . . . . . . . . . . . 30
1.9.2 Algorithme de projection aﬃne a` noyau (KAPA) . . . . . . . . . . . . . . . 33
1.9.3 Algorithme de moindres carre´s normalise´ a` noyau (KNLMS) . . . . . . . . . 34
L’objectif de ce premier chapitre est de faire une pre´sentation des me´thodes a` noyau et des crite`res de
parcimonie. Nous allons de´finir ce qu’est qu’un noyau, ses caracte´ristiques ainsi que celles des espaces
associe´s aux noyaux. Les notions de crite`re de cohe´rence ainsi que de dictionnaire seront de´taille´es
en de´crivant l’inte´reˆt qu’ils portent pour l’identification en ligne de syste`mes non line´aires. Le the´ore`me
de repre´sentation sera e´tudie´ conjointement avec le crite`re de cohe´rence. Enfin, quelques algorithmes
adaptatifs a` noyau, utilise´s et de´veloppe´s dans notre e´tude, seront pre´sente´s.
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1.1 Introduction
Les mode`les line´aires sont aise´s a` e´tudier par le simple fait qu’ils peuvent eˆtre entie`rement
de´termine´s par la connaissance de leur re´ponse impulsionnelle. Les mode`les non line´aires sont d’une im-
portance primordiale pour re´soudre certains proble`mes de la vie re´elle, en particulier dans les domaines
du traitement des signaux, de l’inge´nierie biome´dicale ou encore de l’analyse des se´ries chronologiques,
voir par exemple [Sch80, Wie66]. L’une des possibilite´s pour obtenir un mode`le non line´aire consiste a`
transformer les donne´es initiales dans un espace convenable dans lequel les me´thodes line´aires peuvent
eˆtre applique´es. En ge´ne´ral, cela conduit a` une difficulte´ lie´e a` la tre`s grande dimension du nouvel espace
de travail. Dans le cadre non line´aire, les re´seaux neurones artificiels comme le perceptron multicouches
[Hay08] ont fait l’objet d’une litte´rature abondante. Le proble`me essentiel qui se pose lors de l’utilisation
de ce type de me´thodes est de de´terminer l’architecture approprie´e, a priori, pendant le processus d’ap-
prentissage ou encore a posteriori. Ceci re´sulte du fait que la fonction couˆt utilise´e ne contient pas, en
ge´ne´ral, de terme de controˆle de la complexite´ de la solution.
Au cours des dernie`res anne´es, des me´thodes d’identification dites a` noyau, ont e´te´ de´veloppe´es
[Aro50, Vap95]. Ces me´thodes a` noyau fournissent des solutions non line´aires avec un couˆt calculatoire
re´duit. L’ide´e de base est de projeter non line´airement les donne´es dans un espace de dimension e´leve´e
et d’effectuer un traitement line´aire dans ce nouvel espace. L’avantage des me´thodes a` noyau est que,
dans la mesure ou` les traitements line´aires reposent sur les calculs de produits scalaires, effectuer la
projection des donne´es dans un espace de Hilbert a` noyau reproduisant permet de calculer les grandeurs
a` e´valuer dans l’espace initial, les calculs devenant alors inde´pendants de la dimension de l’espace dans
lequel les donne´es ont e´te´ projete´es.
Dans ce chapitre, on pre´sente la the´orie des noyaux reproduisants et les outils mathe´matiques qui
accompagnent cette the´orie. Dans le cadre de la se´lection de mode`le, l’inte´reˆt du crite`re de cohe´rence
est pre´sente´ pour l’identification en ligne des syste`mes.
1.2 Notions de base
L’ide´e essentielle des me´thodes a` noyau consiste a` projeter les donne´es de l’espace des entre´es U
dans un espace vectoriel, de dimension plus grande, a` l’aide d’une fonction non line´aire telle que :
φ : U → H
u → φ(u)
Apre`s cette projection, des algorithmes line´aires peuvent eˆtre applique´s dans H.
De´finition 1.1. Un noyau est une fonction κ : U × U → R telle que pour tout u, u’ ∈ U :
κ(u,u’) = 〈φ(u), φ(u’)〉H (1.1)
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ou` φ est une transformation de U dans un espace vectoriel H muni d’un produit scalaire 〈·, ·〉H.
La fonction noyau κ ne peut eˆtre choisie arbitrairement mais elle doit ve´rifier certaines conditions,
de´taille´es dans le paragraphe suivant.
1.3 Qualification des fonctions noyaux
Cette section est consacre´e aux caracte´ristiques que doit posse´der une fonction noyau, afin qu’il
puisse ve´rifier les proprie´te´s d’un produit scalaire et aux de´finitions utiles pour la suite de ce document.
Proposition 1.1. Une fonction noyau est une fonction syme´trique si :
κ(u,u’) = κ(u’,u) ∀u,u’ ∈ U (1.2)
Cependant, la condition cite´e ne garantit pas l’existence d’un espace H associe´ a` κ.
De´finition 1.2. (Produit scalaire - Espace pre´hilbertien) Un espace H est muni d’un produit scalaire
s’il existe une forme biline´aire 〈·, ·〉H syme´trique et a` valeur re´elle telle que pour tout f ∈ H, on a
〈f, f〉H ≥ 0, avec l’e´galite´ obtenue uniquement pour f = 0. On dit que H est un espace pr´ehilbertien.
Un produit scalaire ve´rifie les proprie´te´s suivantes pour f, g, h ∈ H et a ∈ R :
– 〈f, g〉H = 〈g, f〉H
– 〈f + g, h〉H = 〈f, h〉H + 〈g, h〉H
– 〈af, g〉H = a〈f, g〉H
– 〈f, f〉H = 0 ⇔ f = 0
De´finition 1.3. (Espace de Hilbert) Un espace H est muni d’un produit scalaire 〈·, ·〉H est un espace de
Hilbert s’il est complet pour la norme associe´e au produit scalaire ‖f‖2H = 〈f, f〉H (ce qui signifie que
toutes les se´ries de Cauchy convergent dans H).
Par exemple, l’espace Rn, l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` n et l’espace
des fonctions de carre´ inte´grable sur l’intervalle [a, b], L2([a, b]), sont des espaces de Hilbert. L’espace
des fonctions inte´grables L1([a, b]), ainsi que l’espace L∞([a, b]) des fonctions borne´es sur l’intervalle
[a, b], ne sont pas des espaces de Hilbert.
On peut munir un espace de Hilbert H d’une base orthonorme´e permettant de repre´senter les
e´le´ments de H a` partir de leurs coordonne´es. Le noyau associe´ est suppose´ normalise´, si tel n’est
pas le cas, il convient de le normaliser.
De´finition 1.4. (Espace de Hilbert a` noyau reproduisant - RKHS) On appelle espace de Hilbert a` noyau
reproduisant un espace de Hilbert H de fonctions de´finies sur U , a` valeurs re´elles, tel que pour tout
u ∈ U , les fonctions d’e´valuation Fu de´finies par Fu(f) = f(u), ∀f ∈ H, sont borne´es :
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∀u ∈ U ,∃au tel que |f(u)| ≤ au‖f‖H (1.3)
L’espace Rn, l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` n sont des espaces de Hilbert a`
noyau reproduisant tandis que l’espace L2([a, b]) ne l’est pas.
De´finition 1.5. (Matrice de Gram) On appelle matrice de Gram de dimension (n × n), la matrice semi-
de´finie positive dont le terme ge´ne´ral peut eˆtre e´crit Kij = κ(ui,uj) avec
n∑
i=1
n∑
j=1
aiajKij ≥ 0 (1.4)
pour toute se´quence de nombres re´els {ai}ni=1.
De´finition 1.6. (Fonction de´finie positive) Une fonction κ : U ×U → R qui, pour tout n ∈ N et pour tous
u1 · · · un ∈ U , donne une matrice de Gram semi-de´finie positive est dite de´finie positive.
Il faut noter que tout produit scalaire est de´fini positif.
En se basant sur les de´finitions pre´ce´dentes, le the´ore`me suivant fournit une condition ne´cessaire et
suffisante d’admissibilite´ d’une fonction noyau.
The´ore`me 1.1. (The´ore`me de Moore-Aronszajn [Aro50]) A toute fonction κ semi-de´finie positive sur
U × U , il correspond un RKHS unique de fonctions a` valeurs re´elles de´finies sur U , et re´ciproquement.
De´monstration. Dans le but de construire l’espace de Hilbert a` noyau reproduisant associe´ a` κ,
conside´rons la transformation φ suivante :
φ : U → H
u → κ(u, .·)
ou` φ(u) = κ(u, .·) de´signe une fonction semi-de´finie positive sur U , obtenue en fixant le premier argu-
ment de κ a` u, et H l’espace engendre´ par les fonctions κ(u, ·) avec u ∈ U . Etant donne´ deux fonctions
de H
f(·) =
n∑
i=1
αiκ(ui, ·), g(·) =
n′∑
j=1
βjκ(u’j, ·) (1.5)
avec n, n′ ∈ N, αi, βj ∈ R et ui,u’j ∈ U , on conside`re la forme biline´aire suivante :
〈f, g〉H =
n∑
i=1
n′∑
j=1
αiβjκ(ui,u’j) (1.6)
dont on cherche a` de´montrer qu’il s’agit bien d’un produit scalaire dans H. On note en premier lieu qu’en
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utilisant les de´finitions de f, g et la syme´trie de κ, on peut mettre cette expression sous la forme :
〈f, g〉H =
n′∑
j=1
βjf(u’j) =
n∑
i=1
αig(ui) (1.7)
De (1.7), il est clair que 〈·, ·〉H est a` valeur re´elle, syme´trique et biline´aire. Par ailleurs, comme κ est
semi-de´finie positive, on a :
〈f, f〉H =
n∑
i=1
n∑
j=1
αiαjκ(ui,uj) ≥ 0 ∀f ∈ H (1.8)
Par conse´quent, pour des fonctions f1 · · · fN et des coefficients γ1 · · · γN ∈ R, on a
N∑
i=1
N∑
j=1
γiγj〈fi, fj〉H =
〈 N∑
i=1
γifi,
N∑
j=1
γjfj
〉
H
≥ 0 (1.9)
ce qui montre bien que 〈·, ·〉H est semi-de´fini positif. Il reste de prouver la proprie´te´
〈f, f〉H = 0 ⇔ f = 0 ∀f ∈ H (1.10)
pour de´montrer que (1.6) est un produit scalaire. Or d’apre`s (1.7) toute fonction f ∈ H ve´rifie :
〈f, κ(u, ·)〉H =
n∑
i=1
αiκ(u,ui) = f(u) (1.11)
en particulier
〈κ(u, ·), κ(u’, ·)〉H = κ(u,u’) (1.12)
Des e´quations, (1.23), (1.11) et (1.12), on de´duit
f(u)2 = 〈f, κ(u, ·)〉2H ≤ 〈f, f〉H κ(u,u) (1.13)
qui prouve la proprie´te´ (1.10). Ainsi 〈·, ·〉H est bien un produit scalaire sur H. Afin de transformer H en
un espace de Hilbert, il suffit de le comple´ter conforme´ment a` [Aro50] de manie`re a` ce que toute suite de
Cauchy y converge. En vertu de (1.11), H est un espace de Hilbert a` noyau reproduisant. D’apre`s (1.12),
la fonction κ repre´sente un produit scalaire dans H. Elle est appele´e noyau reproduisant de H.
La re´ciproque du the´ore`me peut eˆtre de´montre´e en s’appuyant sur le the´ore`me de repre´sentation
de Riesz [RS80]. D’apre`s ce the´ore`me, il existe pour tout u ∈ U , une fonction κ(u, ·) ∈ H qui ve´rifie
(1.11). Or, il re´sulte de (1.12) que la fonction κ(u,u’) de´finie de U ×U dans R est syme´trique. Elle ve´rifie
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e´galement
n∑
i=1
n∑
j=1
αiαjκ(ui,uj) =
〈 n∑
i=1
αiκ(ui, ·),
n∑
j=1
αjκ(uj, ·)
〉
H
=
∥∥∥∥
n∑
i=1
αiκ(ui, ·)
∥∥∥∥
2
H
≥ 0 (1.14)
pour tout α1, · · ·αn ∈ R. Par conse´quent, κ est semi-de´finie positive.
L’espace RKHS associe´ a` κ est appele´ espace caracte´ristique canonique et κ(u, ·) sa fonction de
mapping canonique. Il faut noter que les noyaux peuvent eˆtre e´galement complexes, en l’occurrence
l’espace associe´ est un espace Hilbert complexe a` noyau reproduisant [BCR84]. La seule condition que
doit ve´rifier l’espace des observations U est qu’il doit eˆtre non vide. Par ailleurs, il est possible d’appliquer
certains noyaux sur des donne´es non vectorielles [Hau99, Wat99, GLF02, LSST+02, Ver02, CFV05], par
exemple des chaıˆnes de caracte`res ou des graphes. Cette proprie´te´ tre`s importante refle`te l’importance
des me´thodes a` noyau.
1.4 The´ore`me de Mercer
Dans cette section on va introduire le the´ore`me de Mercer qui permet de s’assurer de la construction
de l’espace induit par une fonction noyau semi-de´finie positive. Conside´rons un espace d’entre´es fini
U = {u1 · · · un}, et supposons que κ(ui,uj) est une fonction syme´trique dans U . Soit K la matrice telle
que :
K =
(
κ(ui,uj)
)
i,j=1···n (1.15)
puisque K est syme´trique, il existe une matrice orthogonale V telle que K = VΛVt, avec Λ une matrice
diagonale qui contient toutes les valeurs propres λh de K, et les vecteurs propres vh qui sont les colonnes
de V.
D’apre`s la the´orie de Hilbert-Schmidt [CH53], toute fonction continue et syme´trique κ(u,u’) admet
une de´composition de la forme :
κ(u,u’) =
∞∑
i=0
λivi(u)vi(u’) (1.16)
En supposant que toutes les valeurs propres sont non-ne´gatives et en adoptant par exemple une trans-
formation φ telle que :
φ : ui →
(√
λhvhi
)
h=1···n ∈ Rn, i = 1 · · · n (1.17)
On a alors
〈φ(ui), φ(uj)〉H =
n∑
h=1
λhvhivhj = (VΛVt)ij = κ(ui,uj) (1.18)
ce qui implique que κ(u,u’) est bien une fonction noyau correspondant a` l’espace transforme´.
La condition ne´cessaire est que les valeurs propres de K soient toutes non-ne´gatives. Or, si l’on a
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une valeur propre ne´gative λs associe´e au vecteur propre vs, le point
z =
n∑
i=1
vsiφ(ui) =
√
ΛVtvs (1.19)
dans l’espace transforme´ aura une norme carre´e
‖z‖2 = 〈z, z〉 = vtsV
√
Λ
√
ΛVtvs = vtsVΛV
tvs = v
t
sKvs = λs < 0 (1.20)
ce qui est contraire a` la ge´ome´trie de l’espace conside´re´.
The´ore`me 1.2. (The´ore`me de Mercer)[Mer09, CST00] Soit U un sous ensemble compact de Rn. Sup-
posons que κ est une fonction syme´trique continue de telle fac¸on que l’ope´rateur inte´gral Tκ : L2(U) →
L2(U),
(Tκf)(·) =
∫
U
κ(u, ·)f(u)du (1.21)
est positif : ∫
U
∫
U
κ(u,u’)f(u)f(u’)dudu’ ≥ 0 (1.22)
∀f ∈ L2(U). On peut donc de´velopper κ(u,u’) en une se´rie uniforme´ment convergente en fonction des
fonctions propres de Tκ, φi ∈ L2(U), e´tant normalise´e (‖φi‖L2 = 1), avec les valeurs propres associe´es
positives λi ≥ 0.
1.5 Construction d’un noyau
On a vu que la condition ne´cessaire et suffisante pour qu’une fonction soit un noyau reproduisant est
qu’elle soit semi-de´finie positive. Dans cette section nous pre´sentons quelques aspects de l’inge´nierie
des noyaux. On peut trouver plus d’exemples et de propri´ete´s dans [Vap95, STC04].
The´ore`me 1.3. Soient κ1 et κ2 deux noyaux reproduisants de U×U dans R. La fonction κ : U×U → R
est un noyau reproduisant s’il est de´fini par l’une des expressions ci-dessous pour tout u,u’ ∈ U .
– κ(u,u’) = α1κ1(u,u’) + α2κ2(u,u’) ∀α1, α2 ∈ R+.
– κ(u,u’) = κ1(u,u’) + c ∀c ∈ R+.
– κ(u,u’) = κ1(u,u’)κ2(u,u’).
– κ(u,u’) = κ1(u,u’)
p ∀p ∈ N+.
– κ(u,u’) =exp(κ1(u,u’)/2σ2) ∀σ ∈ R.
– κ(u,u’) = κ1(u,u’)√
κ1(u,u)κ1(u’,u’)
.
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Proposition 1.2. Une fonction noyau κ doit satisfaire l’ine´galite´ de Cauchy-Schwartz :
κ(u,u’)2 = 〈φ(u), φ(u’)〉2H ≤ ‖φ(u)‖2H‖φ(u’)‖2H = 〈φ(u), φ(u)〉H〈φ(u’), φ(u’)〉H = κ(u,u)κ(u’,u’)
(1.23)
1.5.1 Noyau normalise´
La dernie`re proposition du the´ore`me (1.3) exprime la normalisation d’une fonction noyau. La validit´e
du noyau normalise´ est re´ve´le´e dans le corollaire ci-dessous.
Corollaire 1.1. (Transformation isogone) Etant donne´ κ1 un noyau et f une fonction a` valeurs re´elles, la
fonction :
κ(u,u’) = f(u)f(u’)κ1(u,u’) (1.24)
est une fonction noyau.
On parle dans ce cas de noyau (quasi)-isogone. Un noyau isogone conserve les angles entre les
vecteurs transforme´s. En particulier, le noyau normalise´ est un noyau isogone avec f(u) = 1/
√
κ(u,u).
1.5.2 Classes de noyaux
IL existe deux grandes familles de noyaux reproduisants : les noyaux radiaux et les noyaux projectifs.
Le noyau Gaussien est un noyau radial donne´ par κ(u,u’) =exp(−‖u−u’‖2/2σ2), ou` σ est sa bande
passante. Il est normalise´, c’est a` dire κ(u,u) = 1. Le noyau Laplacien κ(u,u’) =exp(−‖u − u’‖/σ)
est aussi un noyau radial normalise´.
Le noyau projectif le plus connu est le noyau polynomial κ(u,u’) = 〈u,u’〉p et le noyau polynomial
complet κ(u,u’) = (〈u,u’〉+c)p avec c ∈ R+ et p ∈ N+. Cette famille inclut le noyau line´aire κ(u,u’) =
〈u,u’〉. Ces deux cate´gories sont tre`s vastes, mais nous restreignons volontairement celles-ci aux noyaux
qui seront utilise´s dans cette the`se.
1.6 Mode`les non line´aires par me´thodes a` noyau
Les me´thodes a` noyau permettent d’e´tendre aise´ment les traitements line´aires au cas non line´aire,
graˆce a` ce que l’on appelle astuce du noyau (en anglais kernel trick) [ABR64] et au the´ore`me de
repre´sentation [Wah90, SHSW00].
1.6.1 Astuce du noyau
Le corollaire suivant est une proprie´te´ primordiale des noyaux reproduisants et des me´thodes a`
noyau.
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Corollaire 1.2. (Astuce du noyau) Tout noyau reproduisant κ d’un espace de Hilbert H peut eˆtre e´crit
sous forme d’un produit scalaire dans cet espace, c’est a` dire :
κ(u,u’) = 〈κ(u, ·), κ(u’, ·)〉H (1.25)
∀u,u’ ∈ U .
Par conse´quent, le noyau κ(u,u’) fournit le produit scalaire dans H des images κ(u, ·) et κ(u’, ·) de
n’importe quelle paire de vecteurs d’entre´e u,u’ ∈ U , sans qu’il soit ne´cessaire d’expliciter ces images.
Cet astuce est tre`s important car il transforme les me´thodes line´aires de traitement d’information en
me´thodes non-line´aires sous condition que les calculs puissent s’exprimer seulement en fonction du
produit scalaire des observations. En d’autres termes, il suffit de remplacer le produit scalaire 〈u,u’〉, qui
est un noyau line´aire, par un noyau non line´aire κ(u,u’). Les algorithmes utilise´s restent inchange´s. Le
couˆt calculatoire duˆ a` l’e´valuation des noyaux reste ne´gligeable [Hon07].
A titre indicatif, on prend par exemple la fonction du noyau Gaussien, dans ce cas, l’espace H est
de dimension infinie. Par conse´quent, sans la mise en oeuvre de l’astuce du noyau, la de´termination du
produit scalaire dans cet espace sera impossible.
1.6.2 The´ore`me de repre´sentation
Le corollaire ci-dessus permet d’utiliser des algorithmes line´aires dans le cas des mode`les non-
line´aires. En pratique, pour la mise en oeuvre de ce corollaire, il faut le lier au th´eore`me de repre´sentation,
ce dernier e´tant introduit dans les travaux de Kimeldorf et Wahaba dans le domaine de la th´eorie de l’ap-
proximation [KW71, Wah90]. De meˆme, ce the´ore`me a e´te´ utilise´ dans l’estimation des fonctions, l’iden-
tification des syste`mes et dans les machines a` supports vecteurs (SVM) [SS03, SV99]. La formulation
suivante du the´ore`me de repre´sentation ainsi que sa de´monstration pour diffe´rentes fonctions couˆt sont
dues a` Scho¨lkopf et coll [SHSW00].
The´ore`me 1.4. (The´ore`me de repre´sentation) Soient U l’espace des observations, A =
{(u1, y1) · · · (un, yn)} un ensemble d’apprentissage donne´ tel que ui ∈ U repre´sentent les vecteurs
d’entre´e et yi ∈ R sont les sorties correspondantes, C une fonction couˆt arbitraire et g(·) une fonction
monotone croissante sur R+. Soit H l’espace de Hilbert induit par le noyau κ semi-defini positif sur U .
Toute fonction ψ∗ ∈ H minimisant la fonctionnelle de risque re´gularise´e
1
n
n∑
i=1
C(ψ(ui), yi) + ζg(‖ψ‖2H) (1.26)
peut s’e´crire sous la forme
ψ∗(·) =
n∑
j=1
α∗jκ(uj, ·) (1.27)
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De´monstration. Soit Hn le sous-espace de H engendre´ par les fonctions {κ(u1, ·), · · · , κ(un, ·)}, c’est-
a`-dire :
Hn =
{
ψ ∈ H : ψ(·) =
n∑
j=1
αjκ(uj , ·), α1, . . . , αn ∈ R
}
Toute fonction ψ de H admet une et une seule de´composition en deux contributions, l’une appartenant a`
l’espace Hn et l’autre qui lui est orthogonale. On peut en effet e´crire
ψ = ψ∗ + ψ⊥
avec ψ∗ ∈ H et ψ⊥ la composante orthogonale telle que 〈ψ⊥, κ(ui, ·)〉H = 0 pour tout i = 1, · · · , n.
La proprie´te´ reproduisante permet d’e´valuer ψ en ui selon l’expression
ψ(ui) = 〈ψ, κ(ui, ·)〉H =
n∑
j=1
αj〈κ(uj , ·), κ(ui, ·)〉H + 〈ψ⊥, κ(ui, ·)〉H
Le dernier terme s’annule par orthogonalite´ et on obtient
ψ(ui) =
n∑
j=1
αjκ(uj ,ui)
La fonctionnelle du risque (1.26) ne de´pend pas de la composante orthogonale ψ⊥ vu que les e´valuations
de ψ en chaque point de l’ensemble d’apprentissage ne de´pendent que des coefficients {α1, . . . , αn}.
En minimisant la fonctionnelle du risque, on obtient la classe des fonctions e´quivalentes dans H telle
que deux fonctions ψ et φ appartiennent a` la meˆme classe si et seulement si ψ(ui) = φ(ui) pour
tout i = 1, · · · , n. Il reste a` de´terminer ψ⊥ pour une classe donne´e de fonctions e´quivalentes afin de
minimiser le terme re´gularisant. En appliquant le the´ore`me de Pythagore a` ψ dans H
‖ψ‖2H = ‖ψ∗‖2H + ‖ψ⊥‖2H
le terme re´gularisant g(‖ψ‖2H) dans (1.26) s’e´crit :
g(‖ψ‖2H) = g
(‖ n∑
j=1
αjκ(uj , ·)‖2H
)
+ ‖ψ⊥‖2H
Comme la fonction g(·) est monotone croissante, la fonction qui minimise l’expression ci-dessus, pour
une classe donne´e de fonctions e´quivalentes, doit ve´rifier ‖ψ⊥‖2H = 0.
L’importance de ce the´ore`me re´side dans l’existence d’une solution unique a` une fonctionnelle de
couˆt re´gularise´e, celle-ci pouvant s’exprimer comme un de´veloppement en se´rie finie de fonctions noyau.
La minimisation de la fonction couˆt (1.26) se rame`ne a` un proble`me d’optimisation a` n inconnues, celui
1.7. Parcimonie et notion de dictionnaire 21
de la de´termination des coefficients optimaux α∗1, . . . , α∗n ∈ R.
1.7 Parcimonie et notion de dictionnaire
Le the´ore`me de repre´sentation, applique´ a` un ensemble d’apprentissage, conduit a` trouver une so-
lution unique exprime´e sous forme d’une se´rie de fonctions noyau. La taille de l’ensemble d’appren-
tissage est souvent tre`s grande, voire infinie dans le cadre d’une acquisition en temps r´eel. Dans le
cas d’identification en ligne d’un syste`me dynamique non-stationnaire a` l’aide des me´thodes adapta-
tives, le de´veloppement de la solution conduit a` une se´rie dont la taille croıˆt infiniment avec le temps.
De ce qui pre´ce`de, on de´duit l’impossibilite´ de l’utilisation du mode`le a` noyau dans le cas des appli-
cations en ligne et meˆme dans le cas ou` l’ensemble d’apprentissage est de dimension tr`es grande.
Pour surmonter cet obstacle, plusieurs me´thodes ont e´te´ de´veloppe´es en de´composant le proble`me
en plusieurs sous-proble`mes, comme par exemple la technique de segmentation (chunking) [Vap82], la
de´composition [OFG97, OG99], l’approche de contraction (shrinking) ou la se´lection de sous-ensembles
optimaux [Joa99]. L’actualisation d’un ou de deux coefficients du mode`le a` chaque ite´ration est pro-
pose´e respectivement par l’Adatron a` noyau base´ sur l’algorithme de descente de gradient stochastique
[FCC98], et l’approche d’optimisation par minimisation se´quentielle [Pla99]. La plupart les me´thodes
pre´ce´dentes ont e´te´ pre´sente´es dans le cadre des SVM, dont la fonction couˆt (incluant un terme de
re´gularisation) favorise la parcimonie de la solution.
Le principe d’e´lagage (pruning) a e´te´ propose´ dans plusieurs travaux relatifs aux me´thodes a`
noyau. Le controˆle de complexite´ varie alors entre l’e´limination des fonctions noyau les plus anciennes
[VVVS06], l’e´lagage ale´atoire [CCBG07], l’e´lagage de la fonction avec le plus petit coefficient [DSsS05]
et l’e´limination des fonctions noyau a` faible contribution dans le mode`le. De meˆme, Burges a introduit
dans [Bur96] une technique avance´e pour construire un mode`le de faible ordre en appliquant une re`gle
de de´cision simplifie´e pour les SVM.
Toutes les approches pre´ce´dentes exigent la re´solution d’un proble`me d’optimisation menant a` la
manipulation et l’inversion d’une matrice de taille identique a` celle de la base d’apprentissage. Pour
surmonter ce proble`me, plusieurs techniques de sparsification (parcimonie) ont e´te´ utilise´es pour
approcher la matrice de Gram par une matrice de rang inf´erieur. La sparsification est le processus
qui consiste a` se´lectionner, parmi l’ensemble d’apprentissage, le sous-ensemble utile qui entraıˆne
la re´duction du mode`le. Deux strate´gies sont principalement utilise´es, l’e´limination et la construction
[LPH10]. L’e´limination consiste a` prendre en conside´ration tous les e´chantillons d’apprentissage et
ensuite, en re´solvant le proble`me d’optimisation, a` e´liminer les e´chantillons dont les coefficients
deviennent nuls. Des exemples sur l’e´limination se trouvent dans [Vap95, EPP00, SLV00, Tip01]. Dans la
me´thode de construction, les e´chantillons qui sont pris en conside´ration dans l’identification du mode`le
sont se´lectionne´s a` chaque ite´ration de l’algorithme d’optimisation. Ces algorithmes utilisent plusieurs
techniques de se´lection de type glouton (greedy) comme dans [SWL03, SB01, QnCR05].
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Notion de Dictionnaire
Conside´rons U un compact de Rl et κ : U × U → R un noyau reproduisant associe´ a` l’espace de
Hilbert H de produit scalaire 〈·, ·〉H. En raison de la proprie´te´ reproduisante, toute fonction ψ(·) de H
peut eˆtre e´value´e en tout ui ∈ U tel que ψ(ui) = 〈ψ(·), κ(ui, ·)〉H et la fonction noyau κ(ui, ·) est telle
que pour tout uj ∈ U on a κ(ui,uj).
On s’inte´resse a` trouver la fonction ψ(·) qui minimise une fonctionnelle de risque e´gale a` l’erreur
quadratique moyenne qui est un couˆt lie´ a` la diffe´rence entre la sortie de´sire´e di et la re´ponse du mode`le
ψ(ui),
1
n
n∑
i=1
(di − ψ(ui))2 + ζ‖ψ‖2H (1.28)
avec ζ le parame`tre de re´gularisation. Selon le the´ore`me de repre´sentation, la fonction optimale ψ∗(·)
appartient a` l’espace engendre´ par les fonctions noyau des donne´es d’apprentissage, soit
ψ∗(·) =
n∑
j=1
αjκ(uj , ·) (1.29)
Ce mode`le optimal, comme on le sait de´ja`, n’est pas adapte´ aux applications en-ligne car l’ordre du
de´veloppement croıˆt infiniment avec n. La solution de ce probl`eme sera l’application d’une me´thode de
parcimonie pour re´duire l’ordre du mode`le en se´lectionnant m (m < n) fonctions noyau parmi celles
disponibles pour de´finir le mode`le, qui devient :
ψ∗n(·) =
m∑
j=1
αjκ(uwj , ·) (1.30)
ou` l’indice n indique le temps et {uwj}j=1···m ⊂ {ui}i=1···n.
De´finition 1.7. On appelle dictionnaire d’ordre m a` l’instant n, de´signe´ par Dn =
{κ(uw1 , ·), · · · , κ(uwm , ·)}, l’ensemble des m fonctions noyau les plus pertinentes utilise´es pour
e´laborer le mode`le.
Compte tenu du fait que la solution obtenue est sous-optimale (car elle appartient au sous-espace
engendre´ pas les m fonctions noyau), le but est alors de controˆler le choix des e´le´ments du dictionnaire.
La question qui se pose maintenant est de de´finir la proce´dure permettant d’aboutir a` cet objectif dans le
cas d’apprentissage en-ligne.
Tout d’abord il faut choisir un crite`re de parcimonie. A l’instant n + 1, et a` l’arrive´e d’une nouvelle
observation un+1, une de´cision doit eˆtre faite s’il faut introduire la fonction κ(un+1, ·) au dictionnaire ou
non. On a deux cas possibles :
1. si κ(un+1, ·) ne satisfait pas le crite`re de parcimonie, elle ne sera pas introduite dans le diction-
naire. Le dictionnaire reste inchange´.
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2. si κ(un+1, ·) satisfait le crite`re de parcimonie, elle sera ajoute´e au dictionnaire suivant l’une des
deux strate´gies :
– dans le cas d’une sparcification par e´limination, l’ordre du dictionnaire reste e´gal a` m en
e´liminant une autre fonction noyau du dictionnaire (par exemple celle la plus ancienne, ou la
moins influente dans le mode`le, ou encore celle qui a le coefficient le plus petit).
– dans le cas d’une sparcification par construction, l’ordre du dictionnaire est augment´e d’une
unite´ (l’ordre devient m+ 1).
Dans la suite on de´veloppe les crite`res de parcimonie les plus connus et leurs propri´ete´s. Nous arrivons
naturellement a` celui que nous utilisons dans les chapitres suivants, le crite`re de cohe´rence.
1.8 Crite`res de parcimonie
De ce qui pre´ce`de, on peut de´duire que les crite`res de parcimonie sont d’une grande importance vu
qu’ils permettent l’application du the´ore`me de repre´sentation pour l’identification en-ligne des syste`mes.
De plus, le choix des fonctions noyau qui doivent eˆtre introduites dans le dictionnaire est crucial car la
qualite´ du mode`le pre´dit est en jeu. Dans ce paragraphe on donne les principes et les caract´eristiques
de quelques crite`res de parcimonie.
Soit U un compact de Rl et κ : U×U → R un noyau reproduisant de norme unite´ associe´ a` l’espace
de Hilbert H et soit, a` l’instant n, Dn = {κ(uw1 , ·), · · · , κ(uwm , ·)} le dictionnaire d’ordre m dont les
fonctions noyau sont line´airement inde´pendantes et forment ainsi une base d’un sous espace Hm de
dimension m de H (Hm ⊂ H).
L’objectif est de trouver une fonction ψ(·) qui minimise une fonctionnelle de risque de la forme :
1
n
n∑
i=1
C(ψ(ui), yi) + ζ‖ψ‖2H (1.31)
avec C une fonction couˆt arbitraire, yi la re´ponse de´sire´e du mode`le et ζ un parame`tre de re´gularisation.
D’apre`s le the´ore`me de repre´sentation et graˆce a` l’application d’un crite`re de parcimonie, et pour une
entre´e un ∈ U a` l’instant n, la fonction cherche´e est de la forme :
ψn(un) =
m∑
j=1
αjκ(uwj ,un) (1.32)
Le vecteur optimal des coefficients α = (α1, . . . , αm)t est obtenu par la re´solution du le proble`me
d’optimisation de la fonctionnelle du risque (1.31) en utilisant un algorithme adaptatif.
A l’instant n + 1, une nouvelle entre´e un+1 est pre´sente´e a` l’entre´e du mode`le. Le crite`re de parci-
monie permet de de´terminer quand un+1 doit eˆtre introduite ou non dans le dictionnaire.
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ψn(·)
ψn+1(·)
ψ⊥n+1(·)
Hm+1
Hm
κ(un+1, ·)
↘
FIGURE 1.1: Illustration de la me´thode des projections orthogonales
1.8.1 Crite`re de projection orthogonale
La me´thode des projections orthogonales a e´te´ introduite par Dodd et coll. [DH02, DKH03, DMH03,
DNH+05]. L’ide´e de base de ce crite`re est la suivante. A l’instant n+1 et lors de l’arrive´e d’une nouvelle
observation un+1, on effectue la projection de la fonction ψn+1(·) sur Hm engendre´ par les m fonctions
noyau {κ(uwi , ·)}i=1···m comme indique´ dans la figure (1.1). Soient ψ⊥n+1(·) la projection orthogonale
de ψn+1(·) sur Hm et γ une constante positive fixe´e qui de´termine le niveau de sparsification du diction-
naire. Si la condition suivante est ve´rifie´e
‖ψn+1(·)− ψ⊥n+1(·)‖2H > γ (1.33)
alors la nouvelle fonction noyau κ(un+1, ·) est introduite dans le dictionnaire Dn+1 et on aura
κ(uwm+1, ·) = κ(un+1, ·) avec un mode`le ψn+1(·). Si la condition (1.33) n’est pas ve´rifie´e, la fonction
κ(un+1, ·) n’est pas introduite dans le dictionnaire et ce dernier reste inchang´e c’est a` dire Dn+1 = Dn
et le mode`le est ψ⊥n+1(·).
Pour ve´rifier si la condition (1.33) est satisfaite ou non, on doit tout d’abord de´terminer ψ⊥n+1(·).
Puisque ψn+1(·)− ψ⊥n+1(·) ⊥ Hm, on a :
〈κ(uwi , ·), ψn+1(·)− ψ⊥n+1(·)〉H = 0 i = 1 · · ·m (1.34)
1.8. Crite`res de parcimonie 25
D’apre`s la proprie´te´ ψn+1(u) = 〈ψn+1(·), κ(u, ·)〉H on a :
ψn+1(uwi)− ψ⊥n+1(uwi) = 0 i = 1 · · ·m (1.35)
On a donc
ψn+1(uwi) = ψ
⊥
n+1(uwi) i = 1 · · ·m (1.36)
Or ψn+1(·) est obtenue lors de l’introduction d’un nouvel e´le´ment dans le dictionnaire qui devient de taille
m+ 1, donc :
ψn+1(·) =
m+1∑
j=1
αjκ(uwj , ·) (1.37)
a` noter que le vecteur des coefficients α = (α1, . . . , αm+1)t est obtenu en optimisant la fonctionnelle
de couˆt, et comme ψ⊥n+1(·) ∈ Hm, elle peut eˆtre e´crite sous la forme :
ψ⊥n+1(·) =
m∑
l=1
βlκ(uwl , ·) (1.38)
avec β = (β1, . . . , βm)
t le vecteur des m parame`tres inconnus a` de´terminer. De (1.36) on de´duit :
m∑
l=1
βlκ(uwl ,uwi) =
m+1∑
j=1
αjκ(uwj ,uwi) i = 1 · · ·m (1.39)
En posant
∑m+1
j=1 αjκ(uwj ,uwi) = ci, on a :
m∑
l=1
βlκ(uwl,uwi) = ci i = 1 · · ·m (1.40)
qui est un syste`me de m e´quations a` m inconnus. En posant c = (c1, . . . , cm)t, la solution du proble`me
est :
β = K−1n c (1.41)
ou` Kn est la matrice de Gram des e´le´ments du dictionnaire Dn
Kn =
⎛
⎜⎜⎝
κ(uw1 ,uw1) · · · κ(uwm,uw1)
.
.
.
.
.
.
.
.
.
κ(uw1 ,uwm) · · · κ(uwm,uwm)
⎞
⎟⎟⎠
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sachant que c = Qn+1α ou` Qn+1 est une matrice m× (m+ 1) telle que :
Qn+1 =
⎛
⎜⎜⎝
κ(uw1 ,uw1) · · · κ(uwm+1,uw1)
.
.
.
.
.
.
.
.
.
κ(uw1 ,uwm) · · · κ(uwm+1,uwm)
⎞
⎟⎟⎠
Apre`s la de´termination de ψ⊥n+1(·), il reste a` e´valuer ‖ψn+1(·) − ψ⊥n+1(·)‖2 pour de´cider si la fonction
noyau κ(uwm+1 , ·) doit eˆtre introduite dans le dictionnaire ou non.
‖ψn+1(·)− ψ⊥n+1(·)‖2 = 〈ψn+1(·)− ψ⊥n+1(·), ψn+1(·)− ψ⊥n+1(·)〉H
= 〈ψn+1(·), ψn+1(·) − ψ⊥n+1(·)〉H − 〈〈ψ⊥n+1(·), ψn+1(·) − ψ⊥n+1(·)〉H
Or
(
ψn+1(·)− ψ⊥n+1(·)
) ⊥ ψ⊥n+1(·), donc 〈ψ⊥n+1(·), ψn+1(·)− ψ⊥n+1(·)〉H = 0, par conse´quent
‖ψn+1(·)− ψ⊥n+1(·)‖2 = 〈ψn+1(·), ψn+1(·)− ψ⊥n+1(·)〉H
= 〈ψn+1(·), ψn+1(·)〉H − 〈ψn+1(·), ψ⊥n+1(·)〉H (1.42)
En combinant les expressions (1.37), (1.38) et (1.42), on obtient
‖ψn+1(·)− ψ⊥n+1(·)‖2 =
〈m+1∑
i=1
αiκ(uwi , ·),
m+1∑
j=1
αjκ(uwj , ·)
〉
H
−
〈m+1∑
i=1
αiκ(uwi , ·),
m∑
j=1
βjκ(uwj , ·)
〉
H
=
m+1∑
i=1
m+1∑
j=1
αiαjκ(uwi ,uwj)−
m+1∑
i=1
m∑
j=1
αiβjκ(uwi ,uwj) (1.43)
La re´e´criture de (1.43) conduit a` :
‖ψn+1(·)− ψ⊥n+1(·)‖2 = αt
[
Kn kn(un+1)
ktn(un+1) κ(un+1,un+1)
]
α−αt
[
Kn
ktn(un+1)
]
β (1.44)
ou` kn(un+1) = (κ(un+1,uw1), · · · , κ(un+1,uwm))t. A chaque instant et en comparant l’expression
(1.44) a` une valeur positive γ, on decide si on doit introduire ou non l’observation en question dans le
dictionnaire. Notons que, lors de l’introduction d’un nouveau e´le´ment dans le dictionnaire, pour trouver
le vecteur des coefficients β il faut de´terminer l’inverse de la matrice Kn apre`s concate´nation. Ceci peut
eˆtre fait ite´rativement en utilisant le lemme d’inversion matricielle suivant :
[
A b
bt c
]−1
=
1
d
[
dA−1 +A−1bbtA−1 A−1b
−btA−1 1
]
(1.45)
ou` d = c− btA−1b.
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1.8.2 Crite`re de de´pendance line´aire
Ce crite`re a e´te´ de´veloppe´ par Engel et coll [EMM02, EMM04]. L’ide´e de base de ce crite`re est
que, a` un instant donne´, lors de la pre´sentation d’une nouvelle observation a` l’entre´e, si la fonction noyau
correspondante a` cette observation est approximativement line´airement de´pendante des fonctions noyau
du dictionnaire, elle n’est pas introduite dans ce dernier. Dans ce cas les coefficients du mod`ele seront
mis a` jour en optimisant la fonctionnelle de couˆt. Si la fonction noyau de la nouvelle observation n’est
pas approximativement line´airement de´pendante des fonctions du dictionnaire, elle est introduite dans le
dictionnaire.
A l’instant n + 1, pour que la nouvelle fonction noyau κ(un+1, ·) ne soit pas ajoute´e au dictionnaire
Dn, il faut que la condition d’approximation de de´pendance line´aire (Approximate Linear Dependence -
ALD) soit satisfaite :
δn+1
def
= min
α
∥∥∥∥
m∑
j=1
αjκ(uwj , ·)− κ(un+1, ·)
∥∥∥∥
2
≤ τ (1.46)
ou` τ est un parame`tre de pre´cision qui de´termine le degre´ de la parcimonie du dictionnaire. Si la condition
(1.46) est satisfaite, ceci implique que κ(un+1, ·) peut eˆtre approche´e par une combinaison line´aire
des e´le´ments du dictionnaire Dn avec une erreur quadratique limite´e par τ . Le vecteur optimal des
coefficients α = (α1, . . . , αm)t est obtenu en minimisant le terme de gauche de l’ine´galite´ (1.46).
δn+1 = min
α
{
m∑
i=1
m∑
j=1
αiαjκ(uwi ,uwj)− 2
m∑
i=1
αiκ(uwi ,un+1) + κ(un+1,un+1)
}
= min
α
{
αtKnα− 2αtkn(un+1) + κn+1,n+1
} (1.47)
ou` Kn est la matrice de Gram des m e´le´ments du dictionnaire Dn dont l’e´le´ment (i, j) est κ(uwi ,uwj ),
kn(un+1) est un vecteur tel que kn(un+1) = (κ(un+1,uw1), · · · , κ(un+1,uwm))t et κn+1,n+1 =
κ(un+1,un+1). Par la re´solution de (1.47) on obtient le vecteur α et la condition pour l’approximation
de de´pendance line´aire :
α = K−1n kn(un+1) (1.48)
et
δn+1 = κn+1,n+1 − ktn(un+1)α (1.49)
Si δn+1 > τ , le dictionnaire doit eˆtre augmente´ en y introduisant la fonction κ(un+1, ·) qui sera
de´signe´ par κ(uwm+1, ·) et l’ordre du dictionnaire devient m + 1. En d’autres termes Dn+1 = Dn ∪
{κ(un+1, ·)}. En utilisant le dictionnaire e´tendu, κ(un+1, ·) sera repre´sente´e.Cette approche produit un
mode`le re´duit avec une faible erreur d’approximation mais l’´evaluation du crite`re ne´cessite l’inversion
de la matrice de Gram du dictionnaire, ce qui peut augmenter la complexit´e calculatoire, bien que cette
dernie`re peut eˆtre re´duite en inversant cette matrice ite´rativement a` chaque fois qu’un e´le´ment est ajoute´
au dictionnaire. A noter qu’en choisissant τ suffisamment petit, on peut r´eduire l’erreur d’approximation
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de la de´pendance line´aire d’une fac¸on significative, au de´triment d’une augmentation du couˆt de calcul
lie´e a` la croissance de la taille du dictionnaire.
1.8.3 Crite`re de cohe´rence
La cohe´rence est une grandeur qui caracte´rise aussi la parcimonie d’un dictionnaire. Elle de´signe la
plus grande corre´lation entre les e´le´ments du dictionnaire, ou mutuellement entre les e´le´ments de deux
dictionnaires [Hon07].
L’ide´e initiale a e´te´ introduite dans [MZ93] et a e´te´ reprise dans [DH01, DE02]. Ce crite`re a e´te´ utilise´
en traitement du signal dans [GMS03, TGMS03, GV06]. La cohe´rence a e´te´ explicitement utilise´e dans le
cadre du filtrage adaptatif et de l’identification des syste`mes dans [HR07, HRB07, RH07, Hon07, RBH09].
Soit un dictionnaire Dn = {κ(uw1 , ·), · · · , κ(uwm , ·)} d’ordre m, la cohe´rence du dictionnaire est
de´finie par :
μ = max
i =j
|〈κ(uwi , ·), κ(uwj , ·)〉H| i, j = 1, · · · ,m
= max
i =j
|κ(uwi ,uwj)| i, j = 1, · · · ,m (1.50)
Cette grandeur correspond au plus grand e´le´ment, en valeur absolue, hors diagonale, de la matrice de
Gram du dictionnaire. Ge´ome´triquement, la cohe´rence repre´sente le plus petit angle entre deux fonctions
noyau (associe´es aux e´le´ments du dictionnaire) dans H. De ce qui pre´ce`de, la cohe´rence est nulle pour
un ensemble de fonctions orthonorme´es et vaut 1 pour un ensemble qui contient au moins deux fonctions
identiques. Le dictionnaire est dit incohe´rent si μ est faible. Il faut signaler qu’un dictionnaire de cohe´rence
μ est forme´ de fonctions noyau qui ve´rifient le crite`re d’approximation line´aire avec [Hon07]
τ = 1−
√
(m− 1)μ20
1− (m− 2)μ0 (1.51)
Le crite`re de parcimonie base´ sur la cohe´rence est appele´ crite`re de cohe´rence. En choisissant un
seuil μ0 pour la cohe´rence tel que μ0 ∈ [0, 1[, a` l’instant n + 1 quand une nouvelle observation un+1
se pre´sente a` l’entre´e du mode`le, la fonction noyau κ(un+1, ·) est introduite dans le dictionnaire si la
condition suivante est ve´rifie´e :
max
i=1,··· ,m
|κ(uwi ,un+1)| ≤ μ0 (1.52)
De la condition (1.52) on peut de´duire que le choix du seuil μ0 de´termine la cohe´rence du dictionnaire
et le niveau de parcimonie du mode`le re´sultant. En conse´quence la taille du dictionnaire est directement
lie´e a` la valeur de μ0.
Une conse´quence importante du crite`re de cohe´rence est que son utilisation conduit au fait que la
taille du dictionnaire reste finie lorsque le temps tend vers l’infini, ce qui est une propri´ete´ tout a` fait
souhaitable et que nous de´montrons ici.
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Proposition 1.3. Soit U un sous-espace compact d’un espace de Banach, et soit κ : U × U → R
un noyau reproduisant. Pour toute se´rie temporelle {ui}∞i=1 et μ0 ∈ [0, 1[, le dictionnaire re´sultant en
appliquant le crite`re de cohe´rence (1.52) est de taille finie.
De´monstration. Le sous-espace U e´tant compact et la continuite´ de la fonction noyau produit un en-
semble {κ(ui, ·)}u∈U . Il existe alors un ensemble de boules de rayons non-nuls, de´finies selon la norme
L2 pouvant couvrir ces fonctions noyau. Pour toute paire de fonctions noyau du dictionnaire de coh´erence
μ0 on a :
‖κ(uwi , ·)− κ(uwj , ·)‖2H = κ(uwi ,uwi)− 2κ(uwi ,uwi) + κ(uwj ,uwj)
= 2− 2κ(uwi ,uwi)
≥ 2(1 − μ0) (1.53)
De cette borne (1.53) on peut de´duire que le nombre de boules est fini et donc que la taille du dictionnaire
reste ne´cessairement finie quand le temps n tend vers l’infini.
Ce re´sultat important justifie l’utilisation de ce crite`re pour l’identification en-ligne des syste`mes. Dans
ce qui suit, on va utiliser ce crite`re avec les algorithmes d’identification en-ligne des mode`les non-line´aires
en raison de son faible couˆt calculatoire et de la propri´ete´ pre´ce´dente.
1.9 Algorithmes d’identification adaptatifs non-line´aires
L’importance de l’utilisation des me´thodes a` noyau pour identifier des syste`mes non-line´aires re´side
dans le fait que le mode`le estime´ sera e´crit sous forme d’une combinaison line´aire de fonctions noyau.
Le mode`le est mis a` jour a` chaque ite´ration en optimisant une fonction couˆt choisie pre´alablement et, en
ge´ne´ral, lie´e a` l’erreur entre la re´ponse de´sire´e et la sortie du mode`le. La figure (1.2) illustre l’identification
des syste`mes en utilisant des algorithmes adaptatifs, ou` un est l’entre´e a` l’instant n, yn la sortie du
mode`le, dn la sortie de´sire´e et en = dn − yn repre´sente l’erreur entre la sortie de´sire´e et la re´ponse du
mode`le.
A chaque instant n, la proce´dure d’apprentissage est re´alise´e en deux phases conse´cutives. En
premier lieu on applique le crite`re de parcimonie pour de´cider si la nouvelle observation doit eˆtre introduite
dans le dictionnaire. Dans la deuxie`me phase, on proce`de a` la mise a` jour des coefficients du mode`le en
minimisant la fonctionnelle de couˆt.
Une grande varie´te´ d’algorithmes adaptatifs existe [Say03]. Comme e´tudie´ souvent dans la litte´rature,
on distingue ici les deux cate´gories : les algorithmes des moindres carre´s re´cursifs et les algorithmes de
gradient stochastique. Dans la suite, on pre´sente les versions a` noyau, comme pre´conise´ dans [Hon07,
LPH10]
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FIGURE 1.2: Illustration pour l’identification des syste`mes en utilisant des algorithmes adaptatifs.
1.9.1 Algorithme de moindres carre´s re´cursif a` noyau (KRLS)
Cet algorithme, qui appartient a` la premie`re cate´gorie des algorithmes adaptatifs (algorithmes des
moindres carre´s re´cursifs), cherche a` minimiser la somme des erreurs quadratiques instantane´es avec
la possibilite´ de ne´gliger les erreurs correspondantes aux donne´es les plus anciennes (ponde´ration).
L’algorithme KRLS (Kernel Recursive Least Squares) a e´te´ largement e´tudie´ dans [EMM04, HRB07,
LPH10].
Le proble`me original d’optimisation s’e´crit :
min
ψ∈H
n∑
i=1
(di − ψ(ui))2 + ζ‖ψ‖2H (1.54)
ou` ζ est un parame`tre positif de re´gularisation, di la re´ponse de´sire´e du mode`le a` l’instant i et ψ(ui)
de´signe la sortie correspondante du mode`le a` l’observation ui. En introduisant le facteur d’oubli θ ∈ ]0, 1]
et pour une re´solution re´cursive du proble`me, la nouvelle formulation est :
min
ψ∈H
n∑
i=1
θn−i(di − ψ(ui))2 + ζθn‖ψ‖2H (1.55)
La re´solution d’un tel proble`me d’optimisation pour l’identification en ligne d’un mode`le est impossible
lorsque n → ∞. Mais en appliquant un crite`re de parcimonie (tel que le crite`re de cohe´rence) pour
obtenir un dictionnaire Dn = {κ(uw1 , ·), · · · , κ(uwm, ·)} et en s’inspirant du the´ore`me de repre´sentation,
le mode`le a` l’instant n est :
ψn(·) =
m∑
j=1
αn,jκ(uwj , ·) (1.56)
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ou` αn = (αn,1, · · · , αn,m)t est le vecteur des coefficients du mode`le a` l’instant n. En introduisant (1.56)
dans (1.55), la solution optimale du proble`me dual pour trouver αn est :
αn = argmin
α
(
dn − Hnα
)t
Θn
(
dn − Hnα
)
+ ζθnαtKnα (1.57)
avec Kn la matrice de Gram des e´le´ments du dictionnaire de taille m × m dont le (i, j)e`me terme est
κ(uwi ,uwj ), Θn une matrice diagonale de taille n×n dont le (i, i)e`me e´le´ment est θn−i, Hn une matrice
de taille n×m dont le (i, j)e`me e´le´ment est κ(ui,uwj) et dn est un vecteur de taille n× 1 qui repre´sente
les re´ponses de´sire´es jusqu’a` l’instant n, dn = (d1, · · · , dn)t.
En posant Pn =
(
HtnΘnHn + ζθnKn
)−1
et supposant que Pn existe, la solution du proble`me (1.57)
est :
αn = PnHtnΘndn (1.58)
A l’instant n+ 1, une nouvelle observation un+1 se pre´sente a` l’entre´e du mode`le et l’algorithme se
de´roule de la fac¸on suivante, selon les deux cas ci-dessous :
* Si la fonction noyau κ(un+1, ·) ne ve´rifie pas le crite`re de parcimonie, le dictionnaire reste inchange´
(Dn+1 = Dn), en conse´quence Kn reste inchange´e, mais la matrice diagonale Θn augmente de
taille pour devenir Θn+1 de taille n+ 1× n+ 1 et dont le (i, i)e`me e´le´ment est θn+1−i, le vecteur
dn+1 est donne´ par dn+1 = (d1, · · · , dn+1)t et la matrice Hn est augmente´e d’une ligne :
Hn+1 =
[
Hn
htn+1
]
avec hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t. Dans ce cas, la mise a` jour des coefficients du
mode`le est re´alise´e selon :
αn+1 = αn + Pn+1hn+1(dn+1 − htn+1αn) (1.59)
ou`
Pn+1 = θ−1
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
(1.60)
Il est important de noter que le terme (dn+1 − htn+1αn) correspond a` l’erreur a priori a` l’instant
n+1, ce qui implique que ψn+1(un+1) = htn+1αn n’est autre que la re´ponse du mode`le a` l’instant
n+ 1.
* Si la fonction noyau κ(un+1, ·) ve´rifie le crite`re de parcimonie, donc elle doit eˆtre introduite dans le
dictionnaire dont la taille augmente d’une unite´ pour devenir Dn+1 = {κ(uw1 , ·), · · · , κ(uwm+1, ·)}
ou` κ(uwm+1, ·) = κ(un+1, ·). L’incre´mentation de l’ordre du dictionnaire conduit a` :
Hn+1 =
[
Hn 0n
htn+1 h0
]
Kn+1 =
[
Kn hn+1
htn+1 h0
]
dn+1 =
[
dn
dn+1
]
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ou` hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t, h0 = κ(uwm+1 ,uwm+1) et 0n est un vecteur
colonne de n ze´ros. La mise a` jour du mode`le se fait en deux phases. La premie`re phase consiste
a` trouver P˜n+1 et α˜n+1 exactement comme dans (1.59) et (1.60).
α˜n+1 = αn + P˜n+1hn+1(dn+1 − htn+1αn) (1.61)
et
P˜n+1 = θ−1
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
(1.62)
Dans la deuxie`me phase, le mode`le est mis a` jour selon la proce´dure suivante :
αn+1 =
[
α˜n+1
0
]
+
h0dn+1 − (h0 + ζθn+1)htn+1α˜n+1
(h0 + ζθn+1)(h0 − htn+1q)
[
−q
1
]
(1.63)
Pn+1 =
[
P˜n+1 0n
0tn 0
]
+
1
s
[
−q
1
]
[−qt 1] (1.64)
ou`
q = (h0 + ζθn+1)P˜n+1hn+1
s = (h0 + ζθ
n+1)(h0 − htn+1q)
Pour plus de de´tails du calcul, se re´fe´rer a` l’annexe A.
Avant de terminer la pre´sentation de cet algorithme re´cursif, il faut signaler, pour des raisons de
simplification des expressions, que si l’on ne´glige le coefficient de re´gularisation (ζ = 0), les expressions
(1.59) et (1.60) deviennent :
αn+1 = αn +
Pnhn+1
1 + htn+1Pnhn+1
(dn+1 − htn+1αn) (1.65)
Pn+1 = Pn −
Pnhn+1htn+1Pn
1 + htn+1Pnhn+1
(1.66)
ainsi que (1.63) et (1.64) qui deviennent :
αn+1 =
[
α˜n+1
0
]
+
dn+1 − htn+1αn
1− htn+1P˜n+1hn+1
[
P˜n+1hn+1
1/h0
]
(1.67)
Pn+1 =
[
P˜n+1 0n
0tn 0
]
+
1
1− htn+1P˜n+1hn+1
×
[
−P˜n+1hn+1
1/h0
][
− (P˜n+1hn+1)t 1/h0
]
(1.68)
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1.9.2 Algorithme de projection affine a` noyau (KAPA)
Cet algorithme fait partie de la cate´gorie des algorithmes de gradient stochastique. La minimisation de
l’erreur quadratique est toujours notre objectif. Le probl`eme d’optimisation, en ne faisant pas apparaıˆtre
le terme de re´gularisation, est :
min
ψ∈H
n∑
i=1
(di − ψ(ui))2 (1.69)
di est la re´ponse de´sire´e du mode`le a` l’instant i et ψ(ui) est la re´ponse du mode`le a` la ie`me ob-
servation ui. En appliquant un crite`re de parcimonie, a` l’instant n nous disposons d’un dictionnaire
Dn = {κ(uwj , ·)}j=1,··· ,m d’ordre m, le mode`le a` l’instant n est donc :
ψn(·) =
m∑
j=1
αn,jκ(uwj , ·) (1.70)
ou` αn = (αn,1, · · · , αn,m)t est le vecteur des coefficients optimaux du mode`le a` l’instant n. La combi-
naison de (1.70) et (1.69) me`ne au proble`me suivant :
αn = argmin
α
‖dn − Hnα‖2 (1.71)
ou` dn = (d1, · · · , dn)t est le vecteur des re´ponses de´sire´es jusqu’a` l’instant n et Hn est une matrice n×
m dont le (i, j)e`me e´le´ment est κ(ui,uwj). En supposant que (HtnHn)−1 existe, la solution du proble`me
(1.71) est donne´e par :
αn = (HtnHn)
−1Htndn (1.72)
L’ide´e de base de l’algorithme de projection affine (Affine Projection Algoritm - APA) est de prendre en
conside´ration les p dernie`res observations seulement {un, · · · ,un−p+1}, c.a`.d. en utilisant une feneˆtre
glissante de largeur p [Say03]. Ici, p de´signe le nombre de collecteurs (manifolds). Dans ce cas, dn
devient un vecteur colonne de p e´le´ments, dn = (dn, · · · , dn−p+1)t, et Hn une matrice de taille p ×m
dont l’e´le´ment (i, j) est κ(un−i+1,uwj), donne´e par :
Hn =
⎛
⎜⎜⎝
κ(un,uw1) · · · κ(un,uwm)
.
.
.
.
.
.
.
.
.
κ(un−p+1,uw1) · · · κ(un−p+1,uwm)
⎞
⎟⎟⎠
Le vecteur des coefficients optimaux αn+1 est de´termine´ a` l’instant n + 1, en minimisant ‖αn+1 −
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αn‖2 sous la contrainte de nullite´ des erreurs a posteriori pour les p dernie`res observations.
min
αn+1
‖αn+1 −αn‖2 (1.73)
sous contrainte dn+1 = Hn+1αn+1 (1.74)
ou` dn+1 = (dn+1, · · · , dn−p+2)t, αn+1 = (αn+1,1, · · · , αn+1,m)t et Hn+1 est toujours une matrice
p×m dont l’e´le´ment (i, j) est κ(un−i+2,uwj ). Ge´ome´triquement, αn+1 est obtenu par la projection de
αn sur l’intersection des p sous-espaces affines Si de´finis par :
Si = {α ∈ Rm : htn−i+2α− dn−i+2 = 0}i=1,··· ,p (1.75)
avec hn−i+2 = (κ(un−i+2,uw1), · · · , κ(un−i+2,uwm))t.
Il est important de remarquer que m indique l’ordre du mode`le (qui n’est autre que la taille du diction-
naire) et que la valeur de m peut changer selon le r´esultat de l’application du crite`re de parcimonie. En
effet, lors de la pre´sence d’une nouvelle observation un+1, celui-ci conduit a` de´cider si la fonction noyau
correspondante a` cette observation doit eˆtre introduite ou non dans le dictionnaire selon :
* Si κ(un+1, ·) ne ve´rifie pas le crite`re de parcimonie, elle est bien repre´sente´e par les fonctions
existantes du dictionnaire et ne doit pas eˆtre introduite dans ce dernier. L’ordre du mode`le reste
inchange´ et la mise a` jour des coefficients du mode`le est faite comme suit :
αn+1 = αn + ηH tn+1(εI + Hn+1H
t
n+1)
−1(dn+1 − Hn+1αn) (1.76)
Dans l’expression ci-dessus, η est appele´ parame`tre de controˆle du pas de convergence et εI est
le terme de re´gularisation.
* Si κ(un+1, ·) ve´rifie le crite`re de parcimonie, on l’introduit dans le dictionnaire dont la
taille augmente d’une unite´ (m = m + 1) et κ(uwm+1, ·) = κ(un+1, ·). La ligne
(κ(un+1,uw1), · · · , κ(un+1,uwm+1)) est concate´ne´e a` la matrice Hn qui devient de taille p ×
m + 1. La dimension du vecteur des coefficients du mode`le augmente d’une unite´ et sa mise a`
jour devient :
αn+1 =
[
αn
0
]
+ ηH tn+1(εI + Hn+1H
t
n+1)
−1(dn+1 − Hn+1
[
αn
0
]
) (1.77)
Pour les de´tails du calcul se re´fe´rer a` l’annexe B.
1.9.3 Algorithme de moindres carre´s normalise´ a` noyau (KNLMS)
La version instantane´e de l’algorithme KAPA n’est autre que l’algorithme de moindre carr´es norma-
lise´s a` noyau (Kernel Normalized Least Squares Algorithm - KNLMS). En conside´rant un nombre de
collecteurs p = 1 et suivant la satisfaction ou non du crite`re de parcimonie, on obtient les mises a` jour a`
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l’instant n+ 1 :
* Si la fonction noyau κ(un+1, ·) n’est pas introduite dans le dictionnaire on a :
αn+1 = αn +
η
ε+ ||hn+1||2 (dn+1 − h
t
n+1αn)hn+1 (1.78)
avec hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm+1))t.
* Si la fonction noyau κ(un+1, ·) est introduite dans le dictionnaire, la taille de ce dernier est
incre´mente´e d’une unite´ (m = m+ 1). La mise a` jour devient :
αn+1 =
[
αn
0
]
+
η
ε+ ||hn+1||2
(
dn+1 − htn+1
[
αn
0
])
hn+1 (1.79)

CHAPITRE 2
Adaptation du dictionnaire pour les
algorithmes de pre´diction en ligne
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2.1 Introduction
L’identification en-ligne des syste`mes non-line´aires reste toujours un sujet important de recherche.
Parmi les me´thodes les plus connues, les filtres de Volterra et de Wiener [Wie66, Sch06] ou encore
des re´seaux de neurones [Hay08] ont fait l’objet d’un nombre important de travaux. Chacune de ces
me´thodes posse`de ses atouts et ses limitations. Par exemple, dans le cas des filtres de Volterra, le
nombre de parame`tres a` estimer de´pend de l’ordre du filtre et de la complexite´ de celui-ci. Ceci implique
potentiellement une grande complexite´ en termes de nombre de parame`tres [RLCS03]. Les Filtres de
Wiener ont e´te´ de´finis pour des signaux stationnaires et sont mathe´matiquement exigeants [Ogu07]. Le
point faible des re´seaux de neurones multicouches re´side dans le choix de la structure du re´seau. Par
ailleurs, le crite`re de performance n’est pas convexe en les parame`tres du re´seau.
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Dans le chapitre pre´ce´dent, on a expose´ l’identification des mode`les non-line´aires a` l’aide des
me´thodes a` noyau. Graˆce au the´ore`me de repre´sentation, l’estimation du mode`le est obtenue sous la
forme d’un de´veloppement line´aire de fonctions noyau. Pour les applications en-ligne, l’ordre du mod`ele
est re´duit en appliquant un crite`re de parcimonie. Le crite`re de cohe´rence est d’une importance majeure
vu sa simplicite´ calculatoire et son influence sur la re´duction de l’ordre du mode`le. En conse´quence, la
fonction noyau d’une nouvelle observation est introduite dans le dictionnaire si elle v´erifie la condition
de cohe´rence de´finie dans (1.52). Une conse´quence directe du crite`re de cohe´rence est que la taille du
dictionnaire reste finie avec le temps. Cependant, lorsqu’on introduit une´le´ment dans le dictionnaire, cet
e´le´ment reste en permanence, sans changement, meˆme s’il devient moins influent dans l’estimation du
mode`le. Notre objectif est d’adapter les e´le´ments du dictionnaire, a` chaque ite´ration, sans enfreindre la
contrainte de cohe´rence de celui-ci. Le but de l’adaptation est de re´duire davantage l’erreur d’approxima-
tion et/ou l’ordre du mode`le.
On pre´sente tout d’abord l’ide´e de base de l’adaptation des e´le´ments du dictionnaire. Le principe
de l’adaptation est de´veloppe´ sous forme d’une de´cente de gradient pour diffe´rentes classes de fonc-
tions noyau tout en respectant le crite`re de cohe´rence qui sera adopte´ comme crite`re de parcimonie.
L’heuristique adopte´e pour le choix du pas de l’algorithme de gradient utilise´ pour adapter les e´le´ments
du dictionnaire sera expose´e de manie`re de´taille´e. Les performances obtenues seront pre´sente´es sur la
base de simulations et de mode´lisation de signaux re´els montrant l’efficacite´ des techniques propose´es.
2.2 Adaptation du dictionnaire
Conside´rons un proble`me d’identification en-ligne et soient un ∈ U le vecteur d’entre´e du mode`le a`
l’instant n et dn est la sortie de´sire´e correspondante. κ : U × U → R est une fonction noyau associe´e
a` un RKHS H. L’algorithme des moindres carre´s consiste a` de´terminer la fonction ψ(·) qui minimise une
fonction couˆt qui prend en compte la moyenne des erreurs quadratiques instantan´ees.
min
ψ∈H
1
n
n∑
j=1
|dj − ψ(uj)|2 + ζ‖ψ‖2 (2.1)
ou` ζ‖ψ‖2 est un terme de re´gularisation. Le the´ore`me de repre´sentation et la monotonicite´ de ‖ψ‖2 sur
[0,+∞[ me`nent a` une solution optimale ψ∗(·) du proble`me :
ψ∗(.) ≡ ψn(.) =
n∑
j=1
αjκ(.,uj) (2.2)
Les αj ∈ R sont les coefficients du mode`le. Puisqu’il s’agit d’une identification en-ligne, l’adaptation du
mode`le devient de plus en plus difficile en raison de l’augmentation du nombre des observations avec le
temps. Une solution est d’utiliser le crite`re de cohe´rence. Soit Dn = {κ(.,uwj)}mj=1 le dictionnaire, de
taille m, des fonctions noyau pertinentes se´lectionne´es parmi toutes les observations jusqu’a` l’instant n.
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un U → H κ(., uwj )
j = 1...m
α
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A
n
− +∑ ∑
FIGURE 2.1: Algorithme global d’adaptation du dictionnaire.
Le mode`le (2.2) devient :
ψn(.) =
m∑
j=1
αn,jκ(.,uwj) (2.3)
αn = (αn,1, · · · , αn,m)t le vecteur des coefficients optimaux du mode`le a` l’instant n.
A l’instant n + 1, un nouveau vecteur d’entre´e un+1 se pre´sente a` l’entre´e du mode`le. Si la fonc-
tion κ(.,un+1) ve´rifie le crite`re de cohe´rence (2.4) elle est introduite dans le dictionnaire dont la taille
augmente d’une unite´.
max
uwj∈Dn
|〈κ(.,un+1), κ(.,uwj)〉H| = max
uwj∈Dn
|κ(un+1,uwj)| ≤ μ0 (2.4)
Le seuil μ0 ∈ [0, 1[ de´termine le niveau de parcimonie du dictionnaire et il contrˆole l’ordre du mode`le. Il
est important de noter que la fonction noyau utilise´e dans (2.4) doit eˆtre de norme unite´ ; si ce n’est pas
le cas, il faut faire une normalisation en substituant κ(ui,uj) par κ(ui,uj)/
√
κ(ui,ui)κ(uj,uj).
De´finition 2.1. Un dictionnaire Dn de taille m est dit μ0-cohe´rent si toutes les fonctions noyau qui y
appartiennent ve´rifient la condition :
max
i =j
|κ(uwi ,uwj)| ≤ μ0 (2.5)
2.2.1 Principe de l’adaptation du dictionnaire
L’ide´e de de´part pour adapter le dictionnaire est motive´e dans la suite : Une fonction noyau, une
fois introduite dans le dictionnaire, reste sans aucun changement meˆme si la non-stationarite´ du mode`le
a` identifier rend la contribution de cette fonction noyau faible pour l’estimation de la sortie courante. Il
apparait alors opportun d’adapter les e´le´ments du dictionnaire Dn pour obtenir DAn . A chaque instant n,
le processus d’optimisation du (2.1) se fait en 2 phases. La premie`re consiste a` trouver le vecteur des
coefficients optimaux du mode`le αn en appliquant un algorithme de pre´diction en-ligne. La deuxie`me
phase a pour but d’adapter les e´le´ments du dictionnaire sans que ce dernier ne perde sa cohe´rence.
L’adaptation des e´le´ments du dictionnaire a pour but la minimisation de l’erreur quadratique instantan´ee
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e2n ou`
en = dn − ψn(un) = dn −
m∑
i=1
αn,i κ(un,uwi) (2.6)
tout en respectant la contrainte du cohe´rence du dictionnaire (2.5). L’algorithme d’adaptation du diction-
naire est repre´sente´ dans la figure ( 2.1).
Le ie`me e´le´ment du dictionnaire est adapte´ suivant le principe suivant :
uAwi = uwi − νngwi ∀i = 1...m (2.7)
uAwi indique l’e´le´ment du dictionnaire apre`s adaptation, gwi est le gradient de l’erreur quadratique ins-
tantane´e par rapport a` uwi et νn indique le pas du gradient utilise´ pour adapter tous les e´le´ments du
dictionnaire. Bien suˆr, le choix de νn n’est pas arbitraire mais il est soumis a` des contraintes strictes per-
mettant de pre´server la cohe´rence du dictionnaire. Ces ide´es sont de´taille´es dans les sous-paragraphes
suivants qui sont spe´cifiques au type de fonction noyau choisie.
En utilisant (2.6), le gradient par rapport a` l’e´le´ment uwi du dictionnaire est :
gwi = ∇uwi (e2n)
= −2αn,i
(
dn −
m∑
i=1
αn,i κ(un,uwi)
)
∇uwi
(
κ(un,uwi)
)
= −2en αn,i∇uwi
(
κ(un,uwi)
)
(2.8)
La combinaison de (2.7) et (2.8) donne
uAwi = uwi + 2νnen αn,i∇uwi
(
κ(un,uwi)
)
∀i = 1...m (2.9)
D’apre`s (2.9), il est clair que l’adaptation des e´le´ments du dictionnaire de´pend de la fonction noyau
choisie. Pour cette raison, on explore les deux types les plus re´pandus de fonctions noyau : les fonctions
noyau radiales (Radial Basis Functions-RBF) et les fonctions noyau polynomiales.
2.2.2 Cas d’un noyau radial (RBF)
Cette cate´gorie de fonctions noyau comprend les deux fonctions les plus utilise´es : le noyau Gaussien
et le noyau Laplacien. Les fonctions noyau qui appartiennent a` cette cate´gorie peuvent eˆtre exprime´es
sous la forme :
κ(ui,uj) = f(‖ui − uj‖2), (2.10)
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ou` f ∈ C∞ (C est l’espace de Banach des fonctions continues). Une condition suffisante pour que cette
fonction noyau soit de´finie positive est sa monotonicite´, c’est a` dire :
(−1)kf (k)(r) ≥ 0, ∀r ≥ 0 (2.11)
ou` f (k) indique la ke`me de´rive´e de la fonction f(.) [CS02]. En incluant (2.10) dans (2.8), on obtient :
∇uwiκ(un,uwi) = −2(un − uwi) f (1)(‖un − uwi‖2) (2.12)
Donc, le gradient de l’erreur quadratique instantane´e par rapport a` uwi est
gwi = 4en αn,i(un − uwi) f (1)(‖un − uwi‖2) (2.13)
La contrainte essentielle que l’on doit respecter lors de l’adaptation des e´le´ments du dictionnaire est la
cohe´rence de ce dernier. En d’autres termes, un dictionnaire μ0-cohe´rent avant adaptation doit rester
μ0-cohe´rent apre`s adaptation, c’est a` dire :
max
i =j
|κ(uAwi ,uAwj )| ≤ μ0 ∀i, j = 1...m (2.14)
Cette contrainte fait apparaıˆtre explicitement le type de fonction noyau, c’est pourquoi nous d´etaillons
dans la suite les expressions du gradient et de la contrainte de cohe´rence pour le noyau Gaussien, d’une
part, et le noyau Laplacien, d’autre part.
2.2.2.1 Gradient et condition de cohe´rence pour un noyau Gaussien
La ie`me fonction noyau du dictionnaire est :
κ(·,uwi) = exp
(
−‖ · −uwi‖
2
2σ2
)
ou` σ est la bande passante du noyau. A l’instant n, en prenant en conside´ration la de´rive´e de cette
fonction noyau par rapport a` uwi , le gradient de l’erreur quadratique instantane´e de´finie dans (2.8) et
(2.12) est :
gwi = −2
en αn,i
σ2
κ(un,uwi) (un − uwi).
La condition de cohe´rence entre deux e´le´ments quelconques du dictionnaire (2.14) s’e´crit sous la forme :
‖uAwi − uAwj‖2 ≥ −2σ2 ln(μ0) ∀i = j = 1...m (2.15)
ou` on a −2σ2 ln(μ0) > 0 car μ0 ∈ [0, 1[.
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2.2.2.2 Gradient et condition de cohe´rence pour un noyau Laplacien
Pour Le noyau Laplacien, la ie`me fonction noyau du dictionnaire est :
κ(·,uwi) = exp
(
−‖ · −uwi‖
2σ2
)
ou` σ est la bande passante du noyau. Le gradient instantane´ de l’erreur quadratique par rapport a` uwi a`
l’instant n est :
gwi = −
en αn,i
σ2 ‖un − uwi‖
κ(un,uwi) (un − uwi)
De cette expression on peut de´duire qu’il existe une condition restrictive ‖un − uwi‖ = 0. Ceci implique
que lorsque l’on introduit un nouvel e´le´ment dans le dictionnaire, celui-ci ne peut pas eˆtre adapte´.
La condition de cohe´rence sur les e´le´ments du dictionnaire dans le cas d’un noyau Laplacien est :
‖uAwi − uAwj‖2 ≥
(− 2σ2 ln(μ0))2 (2.16)
2.2.2.3 Valeurs possibles pour le pas du gradient pour une fonction noyau radiale
Lors de l’adaptation des e´le´ments du dictionnaire, il ne faut pas enfreindre la cohe´rence de ce dernier.
Pour toute paire d’e´le´ments du dictionnaire et en se basant sur (2.7) on a :
uAwi − uAwj = uwi − uwj − νn(gwi − gwj) = δu − νnδg ∀i, j = 1...m (2.17)
ou` δu = uwi − uwj et δg = gwi − gwj . D’une fac¸on ge´ne´rale, pour une fonction noyau radiale, en
combinant (2.10) et (2.17) on obtient :
f(‖δu − νn δg‖2) ≤ μ0. (2.18)
Le de´veloppement en se´rie de Taylor du terme de gauche de cette ine´galite´ autour de νn ∼ 0 donne :
f(‖δu − νnδg‖2) = f(‖δu‖2)− 2νn(δutδg − νn‖δg‖2)f (1)(‖δu‖2) +O(νn)
En utilisant cette approximation, la condition (2.18) devient :
−(2‖δg‖2ν2n − 2νnδutδg)f (1)(‖δu‖2)+ μ0 − f(‖δu‖2) ≥ 0
−2‖δg‖2f (1)(‖δu‖2)ν2n + 2δutδgf (1)(‖δu‖2)νn + μ0 − f(‖δu‖2) ≥ 0 (2.19)
Le discriminant de l’e´quation du second degre´ associe´e est :
Δ =
(
δutδg f (1)(‖δu‖2))2 + 2‖δg‖2f (1)(‖δu‖2)(μ0 − f(‖δu‖2)
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Si Δ < 0, l’e´quation du second degre´ associe´e a` (2.19) ne posse`de pas de racines et il n’y a pas de
contraintes sur le choix du pas de gradient νn entre le ie`me et le je`me e´le´ment du dictionnaire. Si Δ ≥ 0,
alors l’e´quation du second degre´ associe´e a` (2.19) posse`de deux racines νi,j− et νi,j+ donne´es par :
νi,j± =
−δutδg f (1)(‖δu‖2)±√Δ
−‖δg‖2f (1)(‖δu‖2)
Le domaine des valeurs possibles de νn est ]−∞, νi,j−] ∪ [νi,j+,+∞[, car le terme de gauche de
(2.19) doit eˆtre positif :
νi,j− νi,j+
+ | − | +
Il convient de faire deux remarques importantes :
1. Les deux racines νi,j− et νi,j+ sont de meˆme signe vu que la fonction noyau satisfait la condition
de validite´ (2.11) f (1)(‖δu‖2) ≤ 0 et que l’on a toujours μ0 − f(‖δu‖2) ≥ 0 pour un dictionnaire
cohe´rent a` tout instant n.
2. Il est clair que, pour chaque paire d’e´le´ments du dictionnaire (uwi ,uwj ), la valeur νn = 0 appartient
toujours a` l’intervalle des valeurs acceptables ]−∞, νi,j−] ∪ [νi,j+,+∞[ puisque, dans ce cas, il
n’y a pas adaptation du dictionnaire et qu’il est μ0-cohe´rent.
A noter e´galement que, si l’e´quation du second degre´ associe´e a` (2.19) admet une racine double
νi,j− = νi,j+, νn peut prendre n’importe quelle valeur entre ] − ∞,+∞[ y compris νn = νi,j− =
νi,j+. Il est aise´ d’interpre´ter ge´ome´triquement le type d’intervalle des valeurs acceptables pour νn : en
adaptant deux e´le´ments du dictionnaire, les deux bornes (νi,j−, νi,j+) doivent eˆtre respecte´es pour e´viter
le chevauchement des re´gions d’influence des fonctions noyau. La figure (2.2) donne une illustration en
dimension 2 de cette contrainte sur le choix de νn.
Nous pre´sentons maintenant l’heuristique de choix d’un pas du gradient convenable pour adapter
tous les e´le´ments du dictionnaire. On choisit un pas de re´fe´rence ν0 de manie`re similaire a` tous les
algorithmes adaptatifs a` pas fixe. Apre`s le calcul de m(m + 1)/2 intervalles [(νi,j−, νi,j+)] entre les m
e´le´ments du dictionnaire, νn est choisi selon la proce´dure suivante :
– Si max
i,j
νi,j+ ≤ 0 ⇒ νn = ν0
– Si 0 ≤ min
i,j
νi,j− ≤ ν0 ⇒ νn = min
i,j
νi,j−
– Si 0 ≤ ν0 ≤ min
i,j
νi,j− ⇒ νn = ν0
– Si 0 ≤ min
i,j
(νi,j−)+ ≤ ν0 ⇒ νn = min
i,j
(νi,j−)+
– Si 0 ≤ ν0 ≤ min
i,j
(νi,j−)+ ⇒ νn = ν0
La notation (νi,j−)+ indique les valeurs positives des νi,j−. Il faut attirer l’attention sur le fait qu’il faut
choisir ν0 petit. A de´faut, les observations qui ont forme´ le dictionnaire risquent d’eˆtre disperse´s sur des
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νi,j+
νi,j− uAwi
uAwi
uwi
uAwj
−gwi
FIGURE 2.2: Illustration en 2D montrant la contrainte sur le choix de νn ≤ νi,j− ou νn ≥ νi,j+ pour e´viter
le chevauchement entre les re´gions d’influence de uAwi et u
A
wj .
re´gions inutiles de l’espace des entre´es et entraıˆner une augmentation de la taille du dictionnaire sans
re´duction de l’erreur quadratique.
Remarque. On peut ne pas utiliser le de´veloppement en se´rie de Taylor, mais on de´veloppe l’expression
(2.15) (respectivement (2.16)) pour obtenir :
‖(uwi − uwj )− νn (gwi − gwj)‖2 ≥ (−2σ2 ln(μ0))
‖δu − νn δg‖2 ≥ (−2σ2 ln(μ0))
apre`s de´veloppement on obtient :
‖δg‖2ν2n − 2 δutδg νn + ‖δu‖2 + 2σ2 ln(μ0) ≥ 0 (2.20)
qui est une ine´quation quadratique en νn. Le discriminant re´duit est :
Δ = (δutδg)2 − ‖δg‖2(‖δu‖2 + 2σ2 ln(μ0)) (2.21)
Dans le cas ou` Δ < 0, il n’y a pas de conditions sur le choix du pas de gradient et si Δ ≥ 0, les racines
seront :
νi,j± =
(δutδg)2 ±√Δ
‖δg‖2 (2.22)
Le terme ‖δu‖2 + 2σ2 ln(μ0) est toujours positif pour un dictionnaire cohe´rent avant l’adaptation, ce qui
entraıˆne que les deux racines sont de meˆme signe. Les meˆmes discussions faites dans le cas ou` on a
2.2. Adaptation du dictionnaire 45
utilise´ le de´veloppement de Taylor sont toujours valables ici, et l’algorithme utilise´ pour le choix du pas de
gradient afin d’adapter tous les e´le´ments du dictionnaire est encore le meˆme.
2.2.3 Cas d’un noyau polynomial
Le noyau polynomial est de la forme :
κ(ui,uj) = f(u
t
iuj) = (1 + au
t
iuj)
β (2.23)
ou` β > 0. La norme de ce noyau n’est pas e´gale a` l’unite´, d’ou` la ne´cessite´ le normaliser en remplac¸ant
κ(ui,uj) par
κ(ui,uj)√
κ(ui,ui)
√
κ(uj,uj)
Nous effectuons la meˆme de´marche que pre´ce´demment. Nous pre´sentons d’abord le calcul du gradient
de l’erreur quadratique instantane´e par rapport aux e´le´ments du dictionnaire.
2.2.3.1 Calcul du gradient d’un noyau polynomial
Puisque la fonction noyau a e´te´ normalise´e, le mode`le re´duit (2.3) a` l’instant n devient :
ψn(.) =
m∑
i=1
αn,i
κ(un,uwi)√
κ(un,un)
√
κ(uwi ,uwi)
(2.24)
En posant
(un,uwi) =
κ(un,uwi)√
κ(un,un)
√
κ(uwi ,uwi)
=
κ(un,uwi)
s(un,uwi)
l’erreur instantane´e devient :
en = dn −
m∑
i=1
αn,i (un,uwi) (2.25)
D’apre`s (2.25), le gradient de e2n par rapport a` l’e´le´ment uwi du dictionnaire est :
gwi = 2en
∂en
∂uwi
= −2enαn,i∂(un,uwi)
∂uwi
(2.26)
Le calcul de ∂(un,uwi )∂uwi se fait de la manie`re suivante :
∂(un,uwi)
∂uwi
=
∂κ(un,uwi )
∂uwi
s(un,uwi)− κ(un,uwi)∂s(un,uwi )∂uwi(
s(un,uwi)
)2 (2.27)
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Sachant que κ(un,uwi) = (1 + autnuwi)β ,on a :
∂κ(un,uwi)
∂uwi
= aβun(1 + au
t
nuwi)
β−1
= aβun
(1 + autnuwi)
β
1 + autnuwi
= aβun
κ(un,uwi)
1 + autnuwi
(2.28)
s(un,uwi) =
√
κ(un,un)
√
κ(uwi ,uwi) conduit a` :
∂s(un,uwi)
∂uwi
=
√
κ(un,un)
∂κ(uwi ,uwi )
∂uwi
2
√
κ(uwi ,uwi)
=
1
2
√
κ(un,un)√
κ(uwi ,uwi)
∂κ(uwi ,uwi)
∂uwi
(2.29)
or, par similitude avec (2.28), (2.29) se met sous la forme :
∂s(un,uwi)
∂uwi
=
1
2
√
κ(un,un)√
κ(uwi ,uwi)
a β uwi
κ(uwi ,uwi)
1 + autwiuwi
=
a β
2
uwi
s(un,uwi)
1 + autwiuwi
(2.30)
(2.27),(2.28), et (2.30) nous donnent :
∂h(un,uwi)
∂uwi
=
a β un
κ(un,uwi )
(1+autnuwi )
s(un,uwi)− κ(un,uwi)aβ2 uwi
s(un,uwi )
(1+autwiuwi )(
s(un,uwi)
)2 (2.31)
en simplifiant :
∂h(un,uwi)
∂uwi
= a β
κ(un,uwi)
s(un,uwi)
(
un
1 + autnuwi
− 1
2
uwi
1 + autwiuwi
)
= a β (un,uwi)
(
un
1 + autnuwi
− 1
2
uwi
1 + autwiuwi
)
(2.32)
posons κ∗(ui,uj) = (1 + autiuj) c’est a` dire κ∗(ui,uj) = κ(ui,uj) pour β = 1, (2.32) devient :
∂(un,uwi)
∂uwi
= a β (un,uwi)
(
un
κ∗(un,uwi)
− 1
2
uwi
κ∗(uwi ,uwi)
)
(2.33)
en utilisant (2.33), l’e´quation (2.26) devient :
gwi = −2 a β en αn,i (un,uwi)
(
un
κ∗(un,uwi)
− 1
2
uwi
κ∗(uwi ,uwi)
)
(2.34)
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ou encore
gwi = −2 a β en αn,i
κ(un,uwi)√
κ(un,un)
√
κ(uwi ,uwi)
(
un
κ∗(un,uwi)
− 1
2
uwi
κ∗(uwi ,uwi)
)
(2.35)
2.2.3.2 Condition sur les valeurs possibles du pas du gradient
La condition de cohe´rence (2.14) applique´e a` la fonction noyau polynomiale donne :
|(1 + autwiuwj )β|√
(1 + autwiuwi)
β
√
(1 + autwjuwj)
β
≤ μ0 (2.36)
Pour e´liminer la condition sur la parite´ de β et sur le signe du produit scalaire utwiuwj , on e´le`ve au carre´
l’expression pre´ce´dente qui devient :
(1 + autwiuwj)
2β
(1 + autwiuwi)
β (1 + autwjuwj )
β
≤ μ20
La condition sur la cohe´rence du dictionnaire a` l’instant n devient :
(1 + autwiuwj)
2
(1 + a‖uwi‖2) (1 + a‖uwj‖2)
≤ (μ0)2/β (2.37)
Dans la suite, et comme c’est le cas dans la plupart des articles issus de la litt´erature, nous conside´rons
que a = 1. Ceci n’affectera pas les conditions sur le choix du pas du gradient pour adapter le diction-
naire. En conside´rant (2.37), on de´duit qu’il est difficile d’adapter simultane´ment tous les e´le´ments du
dictionnaire a` chaque ite´ration tout en respectant la contrainte de cohe´rence. En conse´quence, nous
proposons d’adapter un seul e´le´ment du dictionnaire a` chaque ite´ration. Le choix de cet e´le´ment sera
pre´sente´ ulte´rieurement.
Supposons que l’e´le´ment a` adapter soit uwi , alors l’introduction de (2.7) dans (2.37) donne :
(1 + 〈uAwi ,uwj〉)2
(1 + ‖uAwi‖2) (1 + ‖uwj‖2)
≤ (μ0)2/β ∀j = i, j = 1...m
(1 + 〈uwi − νngwi ,uwj〉)2
(1 + ‖uAwi‖2) (1 + ‖uwj‖2)
≤ (μ0)2/β (2.38)
or,
〈uwi − νngwi ,uwj〉 = 〈uwi ,uwj〉 − νn 〈gwi ,uwj〉 = utwiuwj − νn utwjgwi
48 Chapitre 2. Adaptation du dictionnaire pour les algorithmes de pr´ediction en ligne
L’expression du nume´rateur de (2.38), apre`s de´veloppement est :
(1 + 〈uAwi ,uwj〉)2 = (1 + utwiuwj)2 − 2 νn utwjgwi(1 + utwiuwj) + ν2n (utwjgwi)2
= κ∗
2
(uwi ,uwj)− 2 νn utwjgwiκ∗(uwi ,uwj ) + ν2n (utwjgwi)2
= κ∗
2
ij − 2 νn utwjgwiκ∗ij + ν2n (utwjgwi)2 (2.39)
ou` κ∗ij = κ
∗(uwi ,uwj) = (1 + utwiuwj ). D’autre part,
‖uAwi‖2 = ‖uwi‖2 − 2νnutwigwi + ν2n ‖gwi‖2
Le de´nominateur de (2.38) prend la forme :
(1 + ‖uAwi‖2) (1 + ‖uwj‖2) = (1 + ‖uwj‖2)(1 + ‖uwi‖2 − 2νnutwigwi + ν2n ‖gwi‖2)
= κ∗jj(κ
∗
ii − 2νnutwigwi + ν2n ‖gwi‖2) (2.40)
La combinaison de (2.38), (2.39) et (2.40) me`ne a` :
κ∗2ij − 2 νn utwjgwiκ∗ij + ν2n
(
utwjgwi
)2
κ∗jj
(
κ∗ii − 2νnutwigwi + ν2n ‖gwi‖2
) ≤ (μ0)2/β ∀j = i, j = 1...m (2.41)
En posant D = κ∗jj (μ0)2/β , l’expression pre´ce´dente me`ne a` :((
utwjgwi
)2 −D‖gwi‖2
)
ν2n − 2
(
κ∗iju
t
wjgwi −Dutwigwi
)
νn +
(
κ∗
2
ij −Dκ∗ii
)
≤ 0 (2.42)
de la forme :
Aν2n + 2Bνn + C ≥ 0
avec
A = D‖gwi‖2 −
(
utwjgwi
)2
B = κ∗iju
t
wjgwi −Dutwigwi
C = Dκ∗ii − κ∗
2
ij
Le discriminant de l’e´quation du second degre´ correspondante est :
Δ = B2 −AC
Δ =
(
k∗iju
t
wjgwi −Dutwigwi
)2
−
(
D‖gwi‖2 −
(
utwjgwi
)2)(
Dk∗ii − k∗
2
ij
)
(2.43)
C est toujours ≥ 0 pour un dictionnaire cohe´rent, et ceci est duˆ au respect de la contrainte de cohe´rence
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a` tout instant n. On a :
kij√
kii kjj
≤ μ0 ⇒
k∗2ij
k∗iik
∗
jj
≤ (μ0)2/β ⇒ C ≥ 0
Le signe du discriminant ainsi que l’intervalle des valeurs acceptables de νn de´pend donc du signe de
A. Etudions maintenant les diffe´rentes possibilite´s suivant le signe de A :
* si A < 0 ⇒ Δ ≥ 0 car dans ce cas on a −AC ≥ 0 (voir (2.43))
– Dans le cas ou` Δ > 0, les deux racines sont de signes oppose´s et on a :
νi,j± = −B ±
√
Δ
A
=
−(k∗ijutwjgwi −Dutwigwi)±√Δ
D‖gwi‖2 −
(
utwjgwi
)2
avec :
νi,j− νi,j+
− | + | −
νn ∈ [νi,j−, νi,j+] tel que νi,j− ≤ 0 ≤ νi,j+ car 0 ∈ toujours a` l’intervalle des valeurs admis-
sibles de νn.
– Dans le cas ou` Δ = 0, on a une racine double νi,j− = νi,j+ = −BA . La contrainte de positivite´
du polynoˆme n’est jamais ve´rifie´e ici, mais le polynoˆme peut eˆtre e´gal a ze´ro pour cette racine
double qui n’est autre que νn = νi,j− = νi,j+ = 0.
Preuve :
Pour que Δ soit e´gal a` ze´ro, il faut que B2 = AC . sachant que A < 0 et C ≥ 0, nous obtenons
une condition ne´cessaire : il faut que C = 0 et donc que B = 0. En conse´quence,
Aν2n = 0 et A < 0 ⇒ νn = 0
C = 0 indique que kij√
kii kjj
= μ0, c’est a` dire que les deux zones d’influence des fonctions
noyaux des e´le´ments uwi et uwj se touchent. B = 0 implique que k∗ijutwjgwi = Du
t
wigwi ⇒
utwjgwi = k
∗
ijk
∗
iiu
t
wigwi ⇒ utwjgwi = Cte ∗ utwigwi . donc les deux vecteurs uwi et uwj sont
coline´aires.
* si A > 0
– si Δ > 0, on a deux racines qui sont de meˆme signe car AC ≥ 0 avec :
νi,j− νi,j+
+ | − | +
et νn ∈]−∞, νi,j−]∪ [νi,j+,+∞[. La` encore, νn = 0 est toujours dans l’intervalle des valeurs
acceptables.
– si Δ < 0, il n’existe pas de racines de l’e´quation du second degre´ mais le signe du polynome
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est toujours positif, donc il n’existe pas de contraintes pour le choix de νn, qui peut appartenir a`
]−∞,+∞[.
– si Δ = 0 ⇒ on a une racine double νi,j− = νi,j+ = −BA . Dans ce cas encore il n’existe pas de
contraintes sur le choix de νn.
* si A = 0, on a νi,j ≥ −C2B . Donc il faut choisir νn ≥ 0 si −C2B ≤ 0 ou νn ≥ −C2B si −C2B ≥ 0.
Ce calcul doit eˆtre fait pour un uwi fixe´ avec les m− 1 e´le´ments restants uwj i = j = 1...m. On obtient
ainsi m − 1 valeurs possibles pour νn que l’on appelle {νijn}i =j=1···m. La valeur de νn choisie pour
adapter l’e´le´ment uwi du dictionnaire sera νn = min{νijn}i =j=1···m.
A chaque instant, avant l’arrive´e d’une nouvelle observation, on adapte un seul e´le´ment du diction-
naire, cet e´le´ment e´tant choisi pre´alablement. L’heuristique de choix du pas de gradient νn d’adaptation
de cet e´le´ment est pre´sente´e ici. On fixe un pas de gradient initial ν0 ≥ 0. Pour un e´le´ment uwi fixe´ et
tout autre e´le´ment uwj , on a l’un des cas ci-dessous :
1. si A > 0 et Δ > 0
– si νi,j− ≤ νi,j+ ≤ 0 ⇒ νijn = ν0
– si 0 ≤ νi,j− ≤ ν0 ≤ νi,j+ ⇒ νijn = νi,j−
– si 0 ≤ νi,j− ≤ νi,j+ ≤ ν0 ⇒ νijn = ν0 ou bien νijn = νi,j−
– si 0 ≤ ν0 ≤ νi,j− ≤ νi,j+ ⇒ νijn = ν0 ou bien νijn = νi,j−
2. si A > 0 et Δ ≤ 0
– on prend toujours νijn = ν0
3. si A < 0 et Δ > 0
dans ce cas on a toujours νi,j− ≤ 0 ≤ νi,j+
– si νi,j+ ≤ ν0 ⇒ νijn = νi,j+
– si ν0 ≤ νi,j+ ⇒ νijn = ν0 ou bien νijn = νi,j+
4. si A < 0 et Δ = 0
– on prend toujours νijn = 0
5. si A = 0
– si −C2B ≤ 0 ⇒ νijn = ν0
– si 0 ≤ −C2B ≤ ν0 ⇒ νijn = −C2B
– si ν0 ≤ −C2B ⇒ νijn = ν0
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2.2.3.3 Choix de l’e´le´ment a` adapter
On sait d’apre`s ce qui pre´ce`de comment choisir le pas du gradient pour adapter un seul e´le´ment du
dictionnaire a` chaque ite´ration. Le proble`me est maintenant de proce´der au choix de l’e´le´ment a` adapter.
Plusieurs approches sont possibles, nous e´tudions deux possibilite´s reposant sur des ide´es tre`s simples.
La premie`re approche consiste a` choisir l’e´le´ment qui posse`de le plus petit coefficient αn,i (en valeur
absolue) dans le mode`le ψn(·) de´fini en (2.24). La deuxie`me consiste a` calculer les gradients de l’erreur
quadratique instantane´e par rapport a` chaque e´le´ment du dictionnaire et a` retenir celui qui donne la
plus grande norme du gradient. L’avantage de la premi`ere me´thode est sa simplicite´, la deuxie`me e´tant
plus couˆteuse du point de vue calculatoire. Cette derni`ere pre´sente toutefois la possibilite´ d’aller dans
la direction locale de la plus grande re´duction de l’erreur. Les re´sultats des simulations pour les deux
approches sont pre´sente´s dans les paragraphes suivants.
2.3 Expe´rimentations
Dans cette section, nous montrons l’efficacite´ de l’adaptation du dictionnaire. Nous effectuons des
simulations pour comparer les courbes d’apprentissage sans et avec adaptation. Les algorithmes adap-
tatifs utilise´s sont l’algorithme de moindres carre´s re´cursifs a` noyau (KRLS), l’algorithme de projection
affine a` noyau (KAPA) et l’algorithme de moindres carre´s normalise´s a` noyau (KNLMS), avec des se´ries
temporelles types utilise´es dans plusieurs re´fe´rences et avec des se´ries re´elles. La taille finale du diction-
naire, tout comme l’erreur quadratique moyenne normalise´e (Normalized Mean Squared Error - NMSE),
sont syste´matiquement utilise´es comme crite`res de performance pour re´aliser les comparaisons. Rappe-
lons que l’erreur quadratique moyenne normalise´e est calcule´e en utilisant les derniers 500 e´chantillons
du signal utilise´ selon la relation :
NMSE = E
{∑N
n=N−500
(
dn − ψn(un)
)2
∑N
n=N−500 d2n
}
(2.44)
ou` N repre´sente la taille de l’e´chantillon.
2.3.1 Pre´diction de la se´rie temporelle de Henon
Cette premie`re expe´rimentation a pour but de pre´dire la se´rie temporelle de Henon :
dn = 1− γ1d2n−1 + γ2dn−2
ou` d0 = −0.3, d1 = 0, γ1 = 1.4, et γ2 = 0.3. Le mode`le conside´re´ est de la forme ψn(dn−1, dn−2),
e´tudie´ sur une suite de 2000 e´chantillons temporels. Les re´sultats obtenus avec adaptation sont com-
pare´s a` ceux obtenus dans [HRB07, Hon07] sans adaptation. Pour cela, on a utilise´ l’algorithme KRLS
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et le noyau Gaussien avec une bande passante σ = 0.35 et les meˆmes parame`tres de re´glage. Le
meˆme seuil de cohe´rence est utilise´ avec μ0 = 0.6. Pour l’adaptation on a choisi, apre`s une recherche
grossie`re permettant avoir de bons re´sultats, le pas du gradient de re´fe´rence ν0 = 0.05. Pour les re´sultats
de simulation, voir figures (2.3) et (2.4).
La taille du dictionnaire a diminue´ de 17 e´le´ments sans adaptation a` 16 e´le´ments avec adaptation.
Malgre´ une faible re´duction de cette taille, on observe un gain important sur l’erreur quadratique moyenne
normalise´e. Celle-ci chute de 0.01036 sans adaptation a` 0.001628 avec adaptation ce qui correspond a`
une diminution de 84.29%.
Cette premie`re simulation atteste du fait que l’on peut diminuer la taille du dictionnaire et r´eduire
l’erreur quadratique en meˆme temps.
2.3.2 Pre´diction de la se´rie logistique
L’objectif de cette simulation est de pre´dire la se´rie logistique (Logistic map) qui est un mode`le
de´terministe chaotique non line´aire de la forme :
dn+1 = ρdn(1− dn)
avec la condition initiale d0 = 0.2027 et ρ = 4. Un bruit blanc Gaussien d’e´cart-type 0.25 est ajoute´ a` la
sortie de´sire´e. Rappelons que dans le cas de l’utilisation des fonctions noyaux radiales, on adapte tous
les e´le´ments du dictionnaire avec le meˆme pas du gradient. L’algorithme KAPA est utilise´ avec un seuil de
cohe´rence fixe´ a` μ0 = 0.3. Une se´rie de taille N = 3000 e´chantillons est utilise´e et l’erreur quadratique
instantane´e est moyenne´e pour les derniers 500 e´chantillons de la se´rie.
Dans un premier temps, le noyau Gaussien de bande passante σ = 0.418 est utilise´ en conjonction
avec un pas de gradient de re´fe´rence ν0 = 0.2. La taille finale du dictionnaire est m = 2 e´le´ments
avec et sans adaptation. L’erreur quadratique moyenne normalis´ee passe de 0.0060538 sans adaptation
a` 0.0016778 avec adaptation ce qui correspond a` une diminution de 72.285%. Les courbes d’apprentis-
sage sont montre´es sur la figure (2.5).
Le deuxie`me essai est re´alise´ avec le noyau Laplacien de bande passante σ = 0.5 et le pas de
gradient de re´fe´rence utilise´ est ν0 = 0.01. On aboutit a` la meˆme taille finale du dictionnaire m = 2. Sans
adaptation, l’erreur quadratique moyenne normalise´e est de 0.01601, mais avec adaptation cette erreur
devient 0.009911 ce qui correspond a` une diminution de 38.09%. La figure (2.6) montre les re´sultats
obtenus.
Le choix des parame`tres n’est pas aise´. Nous avons proce´de´ par essai et erreur avec diffe´rentes
valeurs de la bande passante des noyaux tout en changeant le seuil de coh´erence et le pas re´fe´rence
du gradient. Par exemple, si l’on fixe la bande passante du noyau Laplacien a` σ = 0.418, la taille du
dictionnaire devient m = 3 avec adaptation au lieu de m = 2, mais le gain en erreur quadratique
moyenne est important. En effet, l’erreur est de 0.036957, sans adaptation, et devient 0.0076908 avec
adaptation. Donc pour une augmentation de la taille finale du dictionnaire de 50% l’erreur quadratique
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FIGURE 2.3: Mode´lisation avec KRLS de la se´rie de He´non avec un noyau Gaussien σ = 0.35, μ0 = 0.6
et ν0 = 0.05
moyenne de´croıˆt de 79.19%. Ce gain est visible sur la figure (2.7).
2.3.3 Simulations avec l’algorithme KAPA pour un signal de re´fe´rence issu de la
litte´rature
Le signal de re´fe´rence (benchmark) utilise´ dans cette partie a e´te´ e´tudie´ dans [RBH09, Hon07] pour
tester le crite`re de cohe´rence. Il est de la forme :{
sn = 1.1 exp(−|sn−1|) + un
dn = s
2
n
ou` un et dn sont respectivement l’entre´e et la sortie de´sire´e du mode`le a` l’instant n. Les donne´es ont e´te´
ge´ne´re´es a` partir de la condition initiale s0 = 0.5. Les entre´es un suivent une distribution Gaussienne
de moyenne nulle et d’e´cart type 0.25. La sortie du mode`le est noye´e dans un bruit blanc Gaussien
de moyenne nulle et de variance unite´. L’algorithme KAPA est utilise´ dans ces simulations avec les pa-
rame`tres suivants : nombre de collecteurs p = 3, parame`tre du controˆle de pas η = 0.01 et facteur de
re´gularisation ε = 0.07. Pour les de´tails relatifs a` ces parame`tres voir l’annexe B. A noter que les valeurs
des parame`tres sont identiques a` celles utilise´es dans [RBH09], ceci pour pouvoir comparer les re´sultats.
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FIGURE 2.4: Erreur quadratique pour la mode´lisation avec KRLS de la se´rie de He´non avec un noyau
Gaussien σ = 0.35 - μ0 = 0.6 et ν0 = 0.05
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FIGURE 2.5: Pre´diction de la se´rie logistique avec un noyau Gaussien σ = 0.418, μ0 = 0.3 et ν0 = 0.2
Un ensemble de 200 se´ries chronologiques de 3000 e´chantillons chacune est utilise´ pour comparer les
re´sultats de simulation de l’algorithme KAPA sans adaptation avec celles obtenues en utilisant le meˆme
algorithme mais avec adaptation (on utilisera l’acronyme AKAPA pour indiquer l’algorithme KAPA avec
adaptation du dictionnaire). Les crite`res de performance sont la taille moyenne finale du dictionnaire (m)
et le NMSE dont les espe´rances ont e´te´ estime´es en moyennant sur les 200 se´ries temporelles utilise´es.
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FIGURE 2.6: Pre´diction de la se´rie logistique avec un noyau Laplacien σ = 0.5, μ0 = 0.3 et ν0 = 0.01
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FIGURE 2.7: Pre´diction de la se´rie logistique avec un noyau Laplacien σ = 0.418, μ0 = 0.3 et ν0 = 0.01
Dans les paragraphes suivants on va exploiter les simulations obtenues lors de l’utilisation des fonctions
noyau RBF et polynoˆmiales.
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TABLE 2.1: Configurations et performance de l’algorithme AKAPA pour noyaux RBF, avec p = 3, η =
0.01, and ε = 0.07
Noyau Gaussien (σ = 0.418) Noyau Laplacien (σ = 0.35)
Algorithme Parame`tres m NMSE Parame`tres m NMSE
KAPA μ0=0.3 2.655 0.1597 μ0=0.3 5.135 0.1521
AKAPA μ0=0.2, ν0=0.02 2.63 0.1099 μ0=0.24, ν0=0.05 5.29 0.1385
AKAPA μ0=0.3, ν0=0.04 3.29 0.0903 μ0=0.3, ν0=0.015 5.665 0.1259
AKAPA μ0=0.2, ν0=0.033 2.865 0.0940 μ0=0.25, ν0=0.001 4.91 0.1268
2.3.3.1 Simulations avec les noyaux RBF
Le mode`le a` pre´dire est de la forme ψn(un). Les simulations avec une fonction noyau Gaussienne
de bande passante σ = 0.418 sont montre´es en figure (2.8) et celles avec une fonction Laplacienne de
bande passante σ = 0.33 sont montre´es en figure (2.9). Le choix des parame`tres μ0 et ν0 a e´te´ fait apre`s
un nombre important d’essais, ceci dans le but de retenir les meilleures combinaisons afin de montrer
clairement les performances atteignables, tandis que le choix des bandes passantes des fonctions noyau
(Gaussienne et Laplacienne) a e´te´ repris de la litte´rature pour faciliter la comparaison. Le tableau (2.1)
re´sume les parame`tres utilise´s et les re´sultats obtenus. On peut faire les conclusions suivantes :
– Pour le meˆme seuil de cohe´rence μ0 et apre`s adaptation, la taille moyenne du dictionnaire m a
augmente´ de 23.92% pour une diminution du NMSE de 43.45% pour le noyau Gaussien (respec-
tivement 10.32% et 17.24% pour le noyau Laplacien), voir lignes 1 et 3 du tableau (2.1).
– Pour la meˆme taille moyenne du dictionnaire m en changeant le seuil de coh´erence et apre`s
adaptation, on obtient une baisse de 31.18% du NMSE pour le noyau Gaussien (respectivement
8.95% pour le noyau Laplacien), voir lignes 1 et 2 du tableau (2.1).
– Pour un NMSE approximativement constant et en jouant sur les parame`tres de cohe´rence et sur
le pas du gradient, on peut diminuer la taille moyenne du dictionnaire m de 12.91% pour le noyau
Gaussien (respectivement 13.33 pour le noyau Laplacien). Voir lignes 3 et 4 du tableau (2.1).
2.3.3.2 Simulations avec le noyau polynomial
Le mode`le a` identifier dans ce cas est de la forme ψn(un, un−1). Rappelons que dans le cas du
noyau polynomial, on adapte, a` chaque ite´ration, un seul e´le´ment du dictionnaire. Rappelons aussi que,
dans notre e´tude, cet e´le´ment peut eˆtre celui qui correspond a` la plus petite valeur, en valeur absolue,
des coefficients {αn,i}i=1···m du mode`le ψn(·) (choix 1 ) ou celui qui donne la plus grande norme du
gradient de l’erreur quadratique instantane´e (choix 2 ). Les re´sultats des simulations pour ces deux choix
sont montre´s dans les figures (2.10) et (2.11) et le tableau (2.2) donne une re´capitulation des re´sultats
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obtenus. L’analyse des re´sultats de simulation nous permet de faire les conclusions suivantes :
– Pour le meˆme seuil de cohe´rence, et apre`s adaptation, une augmentation de m de 76.46% me`ne
a` une diminution de 50.85% du NMSE dans le cas du choix 1 (respectivement 76.23% et 74.246%
dans le cas du choix 2). Voir lignes 1 et 3 du tableau (2.2).
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TABLE 2.2: Configuration et performance de l’algorithme AKAPA pour le noyau polynomial avec p = 3,
η = 0.01 et ε = 0.07
Noyau polynomial du troisie`me ordre β = 3 Noyau polynomial du deuxi e`me ordre β = 2
Adaptation de l’e´le´ment qui correspond au Adaptation de l’ e´le´ment avec le plus grand
a` la plus petite valeur de |αn,i| gradient en valeur absolue de e2n
Algorithme Parame`tres m NMSE Parame`tres m NMSE
KAPA μ0=0.3 2.315 0.21308 μ0=0.3 1.62 0.27649
AKAPA μ0=0.2, ν0=0.02 2.32 0.12203 μ0=0.01, ν0=0.005 1.73 0.09078
AKAPA μ0=0.3, ν0=0.75 4.085 0.10473 μ0=0.3, ν0=0.05 2.855 0.071207
AKAPA μ0=0.1, ν0=0.03 2.055 0.10584 μ0=0.25, ν0=0.073 2.495 0.070121
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FIGURE 2.10: Comparaison avec et sans adaptation pour un noyau Polynomial avec β = 3 et adaptation
de l’e´le´ment qui correspond au mini |αi,n| - KAPA/AKAPA
– Pour la meˆme taille moyenne du dictionnaire (m), et en changeant le seuil de coh´erence, apre`s
adaptation on obtient une re´duction du NMSE de 42.73% pour le choix 1 et de 67.17% pour le
choix 2. Voir lignes 1 et 2 du tableau (2.2).
– Pour un NMSE comparable, en faisant varier le seuil de cohe´rence et le pas du gradient, la taille
moyenne du dictionnaire m a diminue´ de 12.92% dans le cas du choix 1 et de 13.38% dans le cas
du choix 2. Voir lignes 3 et 4 dans le tableau (2.2).
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FIGURE 2.11: Comparaison avec et sans adaptation pour un noyau Polynomial avec β = 2 et adaptation
de l’e´le´ment qui correspond au plus grand gradient de e2n en valeur absolue - KAPA/AKAPA
2.3.4 Simulations avec les algorithmes KNLMS et KRLS pour un signal de r e´fe´rence
issu de la litte´rature
Le deuxie`me signal de re´fe´rence que l’on va tester avec les algorithmes KNLMS et tKRLS ae´te´ utilise´
dans [DKH03, RBH09, Hon07]. Son expression est :
dn = (0.8 − 0.5e−d2n−1)dn−1 − (0.3 − 0.9e−d2n−1)dn−2 + 0.1 sin(dn−1π)
Les conditions initiales sont (0.1 ;0.1). La sortie est noye´e dans un bruit blanc de moyenne nulle et d’´ecart-
type 0.1. Le mode`le a` pre´dire est de la forme ψn(dn−1, dn−2). On a ge´ne´re´ 200 se´ries temporelles de
3000 e´chantillons chacune pour les simulations. Les meˆmes crite`res de performances que ceux utilise´s
pre´ce´demment ont e´te´ utilise´s dans ces essais, a` savoir la taille finale moyenne du dictionnaire m et
l’erreur quadratique moyenne normalise´e NMSE. Nous avons utilise´ la meˆme configuration que dans
[RBH09], avec η = 0.09, ε = 0.03. L’algorithme KNLMS est teste´ en premier lieu avec le noyau Gaussien
de bande passante σ = 0.37. Les re´sultats des simulations sont montre´s en figure (2.12). Le deuxie`me
essai est re´alise´ avec le noyau Laplacien de bande passante σ = 0.5. Les courbes d’apprentissage
sont pre´sente´es en figure (2.13). L’acronyme AKNLMS est utilise´ pour indiquer l’algorithme KNLMS avec
adaptation du dictionnaire. Un re´sume´ des re´sultats est donne´ dans le tableau (2.3). Les remarques que
l’on peut faire a` partir de l’examen du tableau (2.3) sont les suivantes :
– Pour un meˆme seuil de cohe´rence et apre`s adaptation, le noyau Gaussien montre une diminution
de la taille moyenne du dictionnaire de 15.51% ainsi qu’une r´eduction du NMSE de 73.47%. Pour
le noyau Laplacien, la taille moyenne du dictionnaire a augment´e de 8.32% et le NMSE est re´duit
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FIGURE 2.12: Comparaison avec et sans adaptation pour un noyau Gaussien avec σ = 0.37 -
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FIGURE 2.13: Comparaison avec et sans adaptation pour un noyau Laplacien avec σ = 0.5 -
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de 84.45%. Voir les lignes 1 et 3 du tableau (2.3).
– Pour approximativement la meˆme taille finale moyenne du dictionnaire, le NMSE est re´duit de
65.24% pour le noyau Gaussien et de 74.45% pour le noyau Laplacien, voir les lignes 1 et 3 du
tableau (2.3).
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TABLE 2.3: Configurations et performance de l’algorithme AKNLMS pour noyaux RBF, avec η = 0.09,
and ε = 0.03
Noyau Gaussien (σ = 0.37) Noyau Laplacien (σ = 0.5)
Algorithme Parame`tres m NMSE Parame`tres m NMSE
KNLMS μ0=0.5 16.895 0.006269 μ0=0.3 9.495 0.019287
AKNLMS μ0=0.55, ν0=0.1 16.64 0.002179 μ0=0.25, ν0=0.25 9.085 0.004928
AKNLMS μ0=0.5, ν0=0.2 14.275 0.001663 μ0=0.3, ν0=0.2 10.285 0.002998
AKNLMS μ0=0.52, ν0=0.225 15.05 0.001649 μ0=0.35, ν0=0.1 12.08 0.002996
– Pour un NMSE a` peu pre`s identique, la taille moyenne du dictionnaire est re´duite de 5.15% pour
le noyau Gaussien et de 14.86% pour le noyau Laplacien, voir les lignes 3 et 4 du tableau (2.3).
Avant de terminer les simulations mene´es dans ce paragraphe, une comparaison entre les algo-
rithmes KRLS et KNLMS avec et sans adaptation semble ne´cessaire. On a choisi le noyau Gaussien et
le meˆme jeu de donne´es que pre´ce´demment pour effectuer cette comparaison. La se´lection de la bande
passante du noyau a e´te´ fixe´e a` σ = 0.5 et ceci apre`s un grand nombre d’essais. On a retenu un seuil
de cohe´rence μ0 = 0.5. Notre objectif est d’aboutir approximativement au meˆme NMSE sans adaptation
pour les deux algorithmes et encore au meˆme NMSE apre`s adaptation. Les re´sultats des simulations sont
pre´sente´s en figure (2.14). Pour un pas de gradient de re´fe´rence ν0 = 0.2, on a obtenu une re´duction de
la taille moyenne du dictionnaire de 21.40% pour l’algorithme KRLS et pour un pas ν0 = 0.085, on a pu
re´duire la taille moyenne du dictionnaire de 14.50% avec l’algorithme KNLMS.
De ce qui pre´ce`de, nous pouvons de´duire que la taille finale du dictionnaire m peuteˆtre re´duite en fai-
sant une bonne se´lection du seuil de cohe´rence μ0 et du pas du gradient de re´fe´rence ν0. Paralle`lement,
le couˆt de calcul de l’adaptation sera raisonnable car il est proportionnel a` la taille m.
2.3.5 Pre´diction des taˆches solaires (sunspots) en utilisant le KAPA
Nous appliquons maintenant notre heuristique d’adaptationa` une se´rie temporelle re´elle pour pre´dire
le nombre mensuel de taˆches solaires (sunspots) entre Janvier 1749 et Fe´vrier 2012. Les donne´es ont
e´te´ obtenues du site officiel de la NASA [Hat12], il s’agit de 3158 e´chantillons.
Pour cette se´rie on a utilise´ l’algorithme KAPA avec un noyau Gaussien de bande passante σ =
0.418. Le mode`le utilise´ est de la forme ψn(un−1, un−2, un−3). Les parame`tres de l’algorithme sont
η = 0.1, ε = 0.07, et p = 3. L’erreur NMSE est calcule´e sur les derniers 300 e´chantillons de la se´rie.
Le but est de comparer le NMSE en re´glant les algorithmes (seuil de cohe´rence et pas du gradient)
afin d’obtenir la meˆme taille finale du dictionnaire m ≈ 536. Avec adaptation, en ajustant un seuil de
cohe´rence μ0 = 0.1 et un pas de gradient de re´fe´rence ν0 = 0.0175 nous avons obtenu un NMSE
de 0.0033112. Sans adaptation, il a fallu retenir μ0 = 0.12415 pour obtenir un NMSE de 0.016839 qui
correspond a` un gain de performance de 80.336%. Les re´sultats sont montre´s en figure (2.15).
62 Chapitre 2. Adaptation du dictionnaire pour les algorithmes de pr´ediction en ligne
0 500 1000 1500 2000 2500 3000
10−2
10−1
100
itération
Er
re
ur
 Q
ua
dr
at
iqu
e 
M
oy
en
ne KRLS, avec adaptation
μ0= 0.5, ν0 = 0.2, m = 13.28
KNLMS, sans adaptation
μ0 = 0.5 , m= 16.895
KNLMS, avec adaptation
μ0= 0.5, ν0 = 0.085, m = 14.445
KRLS, sans adaptation
μ0 = 0.5 , m= 16.895
FIGURE 2.14: Comparaison AKNLMS et AKRLS en utilisant un noyau Gaussien de bande passante
σ = 0.37
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FIGURE 2.15: Pre´diction des taˆches solaires en utilisant un noyau Gaussien de bande passante σ =
0.418 avec l’algorithme KAPA
CHAPITRE 3
Algorithmes adaptatifs en ligne pour les
mode`les multi-sorties
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2 Pre´sentation du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3 Algorithme KAPA pour sorties multiples (MOKAPA) . . . . . . . . . . . . . . . . . . . . 65
3.3.1 Le proble`me d’optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.2 Obtention de l’algorithme MOKAPA avec crite`re de cohe´rence . . . . . . . 67
3.4 L’algorithme KNLMS pour multiples sorties (MOKNLMS) . . . . . . . . . . . . . . . . . 68
3.5 L’algorithme KRLS pour multiples sorties (MOKRLS) . . . . . . . . . . . . . . . . . . . 69
3.5.1 Le proble`me d’optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5.2 Algorithme MOKRLS avec le crite`re de cohe´rence . . . . . . . . . . . . . . 70
3.6 Adaptation du dictionnaire dans le cas multiples sorties . . . . . . . . . . . . . . . . . 73
3.6.1 L’expression du gradient dans le cas d’un noyau radial (RBF) . . . . . . . . 74
3.6.2 L’expression du gradient dans le cas d’un noyau polynomial . . . . . . . . . 75
3.6.3 Les heuristiques pour l’adaptation du Dictionnaire . . . . . . . . . . . . . . 75
3.7 Expe´rimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.7.1 Pre´diction de signaux EMG . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.7.2 Pre´diction de signaux EEG . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
La majorite´ des approches utilise´es pour l’identification des syste`mes se focalise sur le cas des
syste`mes a` sortie unique qui forment un cas particulier des probl`emes re´els. On conside`re alors qu’un
syste`me a` sorties multiples n’est autre que plusieurs syste`mes a` sortie unique dispose´s en paralle`le.
La spe´cificite´ des mode`les utilise´s dans ces travaux (mode`les a` base de dictionnaire) fait qu’un mode`le
unique a` sorties multiples implique que toutes les sorties partagent le meˆme dictionnaire. Compte tenu
des algorithmes d’adaptation propose´s dans le chapitre pre´ce´dent, nous e´tudions, dans ce chapitre, l’inci-
dence de cette contrainte sur l’adaptation du dictionnaire et sur les performances obtenues. La coh´erence
sera a` nouveau utilise´e comme crite`re de parcimonie pour les meˆmes raisons que pre´ce´demment, a` sa-
voir sa simplicite´ et son faible couˆt calculatoire.
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3.1 Introduction
L’identification des syste`mes base´e sur l’espace de Hilbert a` noyau reproduisant est d’une grande
importance et a e´te´ introduite dans re´gression a` support vecteur (SVR) [SS03, TSY11]. Les mode`les
e´tudie´s sont essentiellement a` entre´es multiples et a` sortie unique (MISO : Multiple Inputs Single Output).
En re´alite´, plusieurs applications ne´cessitent des mode`les a` entre´es multiples et sorties multiples (MIMO :
Multiple Inputs Multiple Outputs) [SBT12, AHI08]. L’identification de ces derniers repose principalement
sur les re´seaux de neurones [Jan04, Hay08]. L’inconve´nient de ces me´thodes est leur complexite´ qui
croıˆt avec le nombre de sorties. D’autres me´thodes d’identification MIMO non line´aires existent tels que
les algorithmes MIMO adaptatifs et la multiregression adaptative dans RKHS [SBT12].
Les algorithmes d’identification en-ligne comme le KRLS et le KAPA, permettent d’identifier des
syste`mes a` sortie unique (scalaire, a` chaque instant). Utilisant la re´duction du couˆt calculatoire de ces
algorithmes [LZS04, LCW+11], il devient opportun d’envisager l’adaptation de ces algorithmes a` des
mode`les a` sorties multiples.
Comme il a e´te´ dit en introduction de ce chapitre, il est important de constater que, pour identifier
un mode`le a` plusieurs sorties, on peut utiliser plusieurs mode`les a` sortie unique dispose´s en paralle`le,
chacun d’eux e´tant soumis aux meˆmes entre´es. Cette approche est tre`s complexe surtout dans le cas
ou` chaque sortie (mode`le) posse`de son propre dictionnaire et son propre seuil de cohe´rence.
Dans ce chapitre on propose l’adaptation des algorithmes pr´ece´dents au cas MIMO en utilisant un
dictionnaire commun. Nous montrons que ce dernier peut eˆtre adapte´ a` chaque ite´ration comme dans le
cas d’une sortie unique et avec le meˆme couˆt calculatoire.
3.2 Pre´sentation du proble`me
Avant de pre´senter en de´tails les algorithmes adaptatifs pour les mode`les MIMO, une explication
des notations doit eˆtre faite. Le mode`le que l’on va e´tudier est a` l entre´es et k sorties. Conside´rons
comme entre´es l se´ries chronologiques {u(r)(n)}r=1···l. L’expression ”entre´es multiples” signifie que, a`
chaque instant n, l’entre´e du mode`le est un vecteur un ∈ Rl avec un = (u(1)n · · · u(l)n )t et dont chaque
composante u(r)n est la ne`me valeur de la se´rie u(r)(n) (r = 1 · · · l). Soient, a` l’instant n, y
(j)
n la je`me sortie
du mode`le et d(j)n la je`me sortie de´sire´e avec j = 1 · · · k. On a e(j)n = d(j)n − y(j)n l’erreur instantane´e
pour cette je`me sortie. Le sche´ma qui symbolise le mode`le MIMO est illustre´ en figure (3.1).
Conside´rons la fonction nume´rique ψ(j)n (·) qui correspond a` la je`me sortie du mode`le et qui est la
solution du proble`me d’optimisation suivant :
min
ψ(j)∈H
n∑
i=1
(d
(j)
i − ψ(j)(ui))2 + ζ‖ψ(j)‖2H j = 1 · · · k (3.1)
ou` ζ est un parame`tre de re´gularisation. En s’inspirant du the´ore`me de repre´sentation et
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FIGURE 3.1: Mode`le a` multiples entre´es et multiples sorties (MIMO).
suite a` l’application d’un crite`re de parcimonie qui conduit, a` l’instant n, au dictionnaire Dn =
{κ(·,uw1), · · · , κ(·,uwm)} d’ordre m (m  n), la je`me sortie du mode`le est de la forme :
y(j)n = ψ
(j)∗
n (un) =
m∑
i=1
α
(j)
n,i κ(un,uwi) j = 1 · · · k (3.2)
ou` α
(j)
n = (α
(j)
n,1, . . . , α
(j)
n,m)t est le vecteur optimal des coefficients de la je`me sortie du mode`le. Le
dictionnaire Dn est le meˆme pour le calcul de toutes les sorties. Pour controˆler l’ordre du mode`le on va
utiliser le crite`re de cohe´rence. Apre`s avoir pre´sente´ les algorithmes adaptatifs pour le cas des sorties
multiples, nous pre´sentons l’adaptation des e´le´ments du dictionnaire en nous inspirant des re´sultats du
chapitre 2.
3.3 Algorithme KAPA pour sorties multiples (MOKAPA)
Le premier algorithme que nous pre´sentons est l’algorithme de projection affine de´ja` e´tudie´ dans
le cas line´aire [Say03] et dans sa version a` noyau [LP08, ST08, RBH09]. Dans cette section, nous
adaptons l’algorithme KAPA au cas des sorties multiples. Celui-ci est de´signe´ par MOKAPA (Multiple
Outputs Kernel Affine Projection Algorithm).
3.3.1 Le proble`me d’optimisation
L’ide´e de base de l’algorithme KAPA est de ne prendre en conside´ration que les p dernie`res observa-
tions. p est appele´ le nombre de collecteurs (manifolds) et p ≤ n. En ne faisant pas apparaıˆtre le terme
de re´gularisation, la solution du proble`me d’optimisation, a` l’instant n, pour chaque sortie du mode`le (3.1)
et en accord avec (3.2) donne :
d(1)n = Hnα
(1)
n
.
.
.
d(k)n = Hnα
(k)
n
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ou` d
(j)
n = (d
(j)
n · · · d(j)n−p+1)t (j = 1 · · · k) est le vecteur des p dernie`res sorties de´sire´es pour la je`me
sortie du mode`le et Hn est la matrice p×m de´finie par :
Hn =
⎛
⎜⎜⎝
κ(un,uw1) · · · κ(un,uwm)
.
.
.
.
.
.
.
.
.
κ(un−p+1,uw1) · · · κ(un−p+1,uwm)
⎞
⎟⎟⎠
Puisqu’on a un dictionnaire unique, cela implique que Hn est la meˆme pour toutes les sorties du mode`le.
Soient An = (α
(1)
n · · · α(k)n ) la matrice des coefficients optimaux du mode`le dont la taille est m × k,
Dn = (d
(1)
n · · · d(k)n ) la matrice des sorties de´sire´es du mode`le de taille p×k et En = (e(1)n · · · e(k)n )
la matrice des erreurs dont la taille est p× k. On a donc :
An =
⎛
⎜⎜⎝
α
(1)
n,1 · · · α(k)n,1
.
.
.
.
.
.
.
.
.
α
(1)
n,m · · · α(k)n,m
⎞
⎟⎟⎠ Dn =
⎛
⎜⎜⎝
d
(1)
n · · · d(k)n
.
.
.
.
.
.
.
.
.
d
(1)
n−p+1 · · · d(k)n−p+1
⎞
⎟⎟⎠ En =
⎛
⎜⎜⎝
e
(1)
n · · · e(k)n
.
.
.
.
.
.
.
.
.
e
(1)
n−p+1 · · · e(k)n−p+1
⎞
⎟⎟⎠
Par similitude au cas d’une sortie unique, le proble`me d’optimisation est :
An = argmin
A
‖Dn −HnA‖2F (3.3)
Notons que ‖ · ‖2F est la norme de Frobenius. La solution de ce probl`eme d’optimisation est donne´e par
la re´solution de :
Dn = HnAn (3.4)
Si (HtnHn)−1 existe, la solution du proble`me est :
An = (HtnHn)
−1HtnDn (3.5)
Avec une approche adaptative, la matrice An+1 est de´termine´e a` l’instant n+1 a` partir de l’estimation
pre´ce´dente An. Comme dans le cas de la sortie unique, le principe de fluctuation minimale est appliqu´e
par la minimisation de ‖An+1 −An‖2F . En se basant sur ce qui pre´ce`de, le proble`me devient :
min
An+1
‖An+1 −An‖2F (3.6)
sous contrainte Dn+1 = Hn+1An+1 (3.7)
Dans ce qui suit, nous de´rivons la solution de ce proble`me tout en utilisant le crite`re de cohe´rence pour
maıˆtriser la taille du dictionnaire a` chaque instant.
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3.3.2 Obtention de l’algorithme MOKAPA avec crite`re de cohe´rence
A l’instant n + 1, l’objectif est toujours de trouver la matrice des coefficients optimaux du mode`le
An+1. Quand un nouveau vecteur un+1 se pre´sente a` l’entre´e du mode`le, un des deux cas suivant se
produit :
– Si maxi=1,...,m |κ(un+1,uwi)| > μ0
Si c’est le cas, ceci signifie que la nouvelle fonction noyau κ(·,un+1) peut eˆtre repre´sente´e avec
une faible erreur d’approximation par les fonctions noyau du dictionnaire actuel Dn. Cette fonction
n’est pas introduite dans le dictionnaire et l’ordre de ce dernier reste e´gal a` m. La solution du
proble`me (3.6) sous contrainte (3.7) est trouve´e en minimisant le Lagrangien :
J(A,Λ) = ‖A−An‖2F +1tp (Λ (Dn+1 −Hn+1A))1k (3.8)
ou`  est le produit de Hadamard, Λ est la matrice diagonale des multiplicateurs de Lagrange et
1k = (1, · · · , 1)t un vecteur de taille k × 1. En de´rivant le Lagrangien par rapport a` A et Λ et en
annulant ses de´rive´es en An+1, et Λn+1 on obtient les expressions suivantes :
∂J(A,Λ)
∂A
= 0 ⇒ 2(An+1 −An) = H tn+1Λn+1
∂J(A,Λ)
∂Λ
= 0 ⇒ Dn+1 = Hn+1An+1
Si Htn+1Hn+1 est non singulie`re, on obtient :
Λn+1 = 2(Hn+1H
t
n+1)
−1Hn+1(An+1 −An) = 2(Hn+1H tn+1)−1(Dn+1 −Hn+1An)
La matrice des coefficients du mode`le est mise a` jour de la manie`re suivante :
An+1 = An +H
t
n+1(εI +Hn+1H
t
n+1)
−1(Dn+1 −Hn+1An) (3.9)
Le terme εI est un facteur de re´gularisation avec I est une matrice identite´ de taille p× p.
– Si maxi=1,...,m |κ(un+1,uwi)| ≤ μ0
Dans ce cas la fonction κ(·,un+1) ne peut pas eˆtre repre´sente´e correctement par les fonctions
noyau du dictionnaire, d’ou` la ne´cessite´ de l’introduire dans le dictionnaire dont la taille aug-
mente d’une unite´. Le nouveau dictionnaire devient Dn+1 = {κ(·,uw1), · · · , κ(·,uwm+1)} ou`
κ(·,uwm+1) = κ(·,un+1). La matrice Hn+1 devient de taille p× (m+1) suite a` la concate´nation
de la colonne (κ(un+1,uwm+1) · · · κ(un−p+2,uwm+1))t. De meˆme la matrice An+1 augmente de
taille pour devenir (m + 1) × k. La matrice Dn+1 reste toujours de taille p × k et le proble`me
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d’optimisation (3.6) devient :
min
An+1
∥∥∥∥∥An+1 −
[
An
0t
]∥∥∥∥∥
2
F
(3.10)
sous contrainte Dn+1 = Hn+1An+1 (3.11)
ou` 0 = (0, · · · , 0)t est le vecteur nul de taille k × 1.
La proce´dure utilise´e pre´ce´demment peut eˆtre applique´e ici aussi pour aboutir a` la mise a` jour de
la matrice des coefficients du mode`le a` l’instant n+ 1 :
An+1 =
[
An
0t
]
+H tn+1(εI +Hn+1H
t
n+1)
−1
(
Dn+1 −Hn+1
[
An
0t
])
(3.12)
On appelle les expressions (3.9) et (3.12) par l’algorithme de projection affine a` noyau a` multiples sorties
MOKAPA.
3.4 L’algorithme KNLMS pour multiples sorties (MOKNLMS)
L’algorithme de moindres carre´s normalise´ a` noyau (KNLMS) appartient a` la famille des algorithmes a`
gradient stochastique et il est la version instantane´e de l’algorithme KAPA. La version a` multiples sorties
de cet algorithme sera nomme´e (Multiple Outputs Kernel Normalised Least Mean Squared algorithm :
MOKNLMS) et elle est de´rive´e de l’algorithme MOKAPA en prenant le nombre de collecteurs p = 1. Les
mises a` jour a` l’instant n+1 de la matrice des coefficients du mode`le sont obtenues de la fac¸on suivante :
– Si maxi=1,...,m |κ(un+1,uwi)| > μ0
Dans ce cas la fonction κ(·,un+1) n’est pas introduite dans le dictionnaire qui reste de taille m. La
mise a` jour se fait de la fac¸on suivante :
An+1 = An +
hn+1
ε+ ||hn+1||2 (δ
t
n+1 − htn+1An) (3.13)
avec hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t de taille m× 1 et δn+1 = (d(1)n+1, · · · , d(k)n+1)t
de taille k × 1.
– Si maxi=1,...,m |κ(un+1,uwi)| ≤ μ0
Dans ce cas la fonction κ(·,un+1) est introduite dans le dictionnaire qui devient de taille m + 1.
L’augmentation de l’ordre du mode`le impose la mise a` jour comme suit :
An+1 =
[
An
0t
]
+
hn+1
ε+ ||hn+1||2
(
δtn+1 − htn+1
[
An
0t
])
(3.14)
hn+1 devient de taille m + 1 × 1 tel que : hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm+1))t et
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0 = (0, · · · , 0)t un vecteur de taille k × 1.
3.5 L’algorithme KRLS pour multiples sorties (MOKRLS)
Cette section est de´die´e a` la pre´sentation de l’algorithme de moindres carre´s re´cursif a` noyau pour les
mode`les a` plusieurs sorties (Multiple Outputs Kernel Recursive Least Squares algorithm). Cet algorithme
est une extension de l’algorithme KRLS, e´tudie´ pour une simple sortie scalaire dans [EMM04, Hon07,
HRB07, LPH10], revisite´ ici pour des mode`les a` sorties multiples.
3.5.1 Le proble`me d’optimisation
Les algorithmes MOKNLMS et MOKAPA pre´sente´s ci-dessus se basent sur une approximation ins-
tantanne´ pour le premier et a` feneˆtre glissante pour le second. L’algorithme e´tudie´ ici, par analogie avec
le RLS en sortie scalaire, permet une meilleure approximation, en consid´erant toutes les observations
pre´ce´dentes jusqu’a` l’instant actuel.
L’introduction d’un facteur d’oubli permet de ne´gliger les observations les plus anciennes pour per-
mettre l’identification de syste`mes non-stationnaires. Apre`s l’introduction de ce facteur d’oubli θ ∈ ]0, 1],
la je`me sortie du mode`le est obtenue par la re´solution du proble`me d’optimisation suivant :
min
ψ(j)∈H
n∑
i=1
θn−i(d(j)i − ψ(j)(ui))2 + ζθn‖ψ(j)‖2H j = 1 · · · k (3.15)
Pour simplifier les calculs, un facteur d’oubli identique est utilise´ pour toutes les sorties. A l’instant n,
en se basant sur le the´ore`me de repre´sentation, la je`me sortie du mode`le est toujours obtenue par (3.2)
ou` α
(j)
n = (α
(j)
n,1, . . . , α
(j)
n,m)t est le vecteur optimal des coefficients de cette je`me sortie du mode`le. Soit
d
(j)
n = (d
(j)
1 · · · d(j)n )t (j = 1 · · · k) le vecteur des sorties de´sire´es du mode`le j jusqu’a` l’instant n.
En se basant sur (3.15), le proble`me dual se met sous la forme :
An = argmin
A
(
Dn − HnA
)t
Θn
(
Dn − HnA
)
+ ζθnAtKnA (3.16)
ou` An = (α
(1)
n · · · α(k)n ) est la matrice des coefficients optimaux du mode`le (de taille m × k),
Dn = (d
(1)
n · · · d(k)n ) la matrice des sorties de´sire´es du mode`le de dimension n× k, Kn est la matrice
de Gram des e´le´ments du dictionnaire de taille m ×m, Θn est une matrice diagonale carre´e de taille
n × n dont le (i, i)e`me e´le´ment est θn−i et Hn une matrice de taille n ×m dont le (i, j)e`me e´le´ment est
κ(ui,uwj ).
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La solution de (3.16) est :
HtnΘn
(
Dn − HnAn
)
= ζθnKnAn
⇒ (HtnΘnHn + ζθnKn)An = HtnΘnDn
En posant Pn =
(
HtnΘnHn + ζθnKn
)−1
et supposant que Pn existe, la solution du proble`me est :
An = PnHtnΘnDn (3.17)
La recherche d’une solution re´cursive implique que l’on exprime la solution du probl`eme a` l’instant n+1
a` l’aide de celle trouve´e a` l’instant n. Ceci est donne´ dans la suite.
3.5.2 Algorithme MOKRLS avec le crite`re de cohe´rence
L’ordre du mode`le est toujours controˆle´ par le crite`re de cohe´rence en choisissant a priori le seuil μ0.
A l’instant n+1, lorsqu’une nouvelle observation un+1 se pre´sente a` l’entre´e du mode`le, l’application du
crite`re de cohe´rence conduit aux deux cas suivants :
– Si maxi=1,...,m |κ(un+1,uwi)| > μ0
Dans ce cas, la contribution de la fonction noyau κ(·,un+1) a` tout mode`le est faible et elle n’est
pas introduite dans le dictionnaire Dn. L’ordre de ce dernier reste m et la matrice de Gram reste
de taille m×m a` l’instant n+1, avec Kn+1 = Kn. La matrice Θn+1 est de taille (n+1)× (n+1)
et dont le (i, i)e`me e´le´ment est θn+1−i. Hn+1 devient de taille (n + 1) × m et la taille de Dn+1
devient (n+ 1)× k.
Hn+1 =
[
Hn
htn+1
]
Θn+1 =
[
θΘn 0n
0tn 1
]
Dn+1 =
[
Dn
δtn+1
]
ou` hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t et δn+1 = (d(1)n+1, · · · d(k)n+1)t. La solution du
proble`me (3.16) a` l’instant n+ 1 est :
An+1 = Pn+1Htn+1Θn+1Dn+1 (3.18)
Pn+1 est une matrice carre´e de taille m×m et peut eˆtre e´crite sous la forme :
Pn+1 =
(
Htn+1Θn+1Hn+1 + ζθ
n+1Kn+1
)−1
=
([
Hn
htn+1
]t [
θΘn 0n
0tn 1
][
Hn
htn+1
]
+ ζθn+1Kn
)−1
=
(
θP−1n + hn+1h
t
n+1
)−1 (3.19)
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En se basant sur (A.10), (A.11)et (A.17) de l’annexe A et sachant que :
Htn+1Θn+1Dn+1 =
[
Hn
htn+1
]t [
θΘn 0n
0tn 1
][
Dn
δtn+1
]
= θHtnΘnDn + hn+1δ
t
n+1 (3.20)
Les e´quations (3.18) et (3.20) entrainent
An+1 = Pn+1
(
θHtnΘnDn + hn+1δn+1
)
=
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
HtnΘnDn + Pn+1hn+1δn+1 (3.21)
L’expression pre´ce´dente me`ne a` :
An+1 = An + Pn+1hn+1(δn+1 − htn+1An) (3.22)
ou` Pn+1 est calcule´e d’apre`s l’expression (A.11) :
Pn+1 = θ−1
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
(3.23)
– Si maxi=1,...,m |κ(un+1,uwi)| ≤ μ0
Dans ce cas κ(·,un+1) doit eˆtre introduite dans le dictionnaire Dn+1. L’ordre de ce dernier devient
m+1 avec κ(·,uwm+1) = κ(·,un+1). la matrice de Gram Kn+1 devient de taille (m+1)×(m+1).
L’e´le´ment (i, j) de K est κ(uwi ,uwj), la matrice Θn+1 devient de taille (n + 1) × (n + 1) et son
(i, i)e`me e´le´ment est θn+1−i, Hn+1 devient de taille (n+1)× (m+1) et la taille de Dn+1 devient
(n+ 1)× k. Ces matrices sont donne´es par :
Hn+1 =
[
Hn 0n
htn+1 h0
]
Kn+1 =
[
Kn hn+1
htn+1 h0
]
Θn+1 =
[
θΘn 0n
0tn 1
]
Dn+1 =
[
Dn
δtn+1
]
ou` hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t, δn+1 = (d(1)n+1, · · · d(k)n+1)t, h0 =
κ(uwm+1,uwm+1) et 0n est un vecteur colonne de n ze´ros. L’expression (3.18) s’applique tou-
jours pour de´terminer la matrice des coefficients optimaux du mode`le et Pn+1 reste identique au
cas d’une sortie unique car toutes les sorties partagent le meˆme dictionnaire. Pn+1 est donne´e
par (A.17)
Pn+1 =
[
P˜n+1 0m
0tm 0
]
+
1
s
[
qqt −q
qt 1
]
(3.24)
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ou` 0m est un vecteur colonne de m ze´ros et
P˜n+1 = (θP−1n + hn+1h
t
n+1)
−1
q = (h0 + ζθn+1)P˜n+1hn+1
s = (h0 + ζθ
n+1)(h0 − htn+1q)
P˜n+1 existe dans la solution A˜n+1 = P˜n+1H˜
t
n+1Θn+1Dn+1 du proble`me :
A˜n+1 = argmin
A
(
Dn+1 − H˜n+1A
)t
Θn+1
(
Dn+1 − H˜n+1A
)
+ ζθnAtKn+1A
ou` H˜n+1 =
[
Htn hn+1
]t
. La mise a` jour de la matrice des coefficients optimaux du mode`le se fait
donc en deux phases. La premie`re phase consiste de trouver A˜n+1 et P˜n+1 de la meˆme manie`re
que dans le cas ou` on n’a pas introduit un nouvel e´le´ment dans le dictionnaire, c.a`.d.
P˜n+1 = θ−1
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
et
A˜n+1 = An + Pn+1hn+1(δn+1 − htn+1An)
Dans la deuxie`me phase, An+1 est calcule´e d’apre`s l’expression (3.18) :
An+1 = Pn+1Htn+1Θn+1Dn+1
=
[
P˜n+1 0m
0tm 0
][
Htn hn+1
0tn h0
][
θΘn 0n
0tn 1
][
Dn
δtn+1
]
+
1
s
[
qqt −q
−qt 1
][
Htn hn+1
0tn h0
][
θΘn 0n
0tn 1
] [
Dn
δtn+1
]
= A
(1)
n+1 +A
(2)
n+1 (3.25)
Or, et en se basant sur (3.20), le de´veloppement de A(1)n+1 donne :
A
(1)
n+1 =
[
P˜n+1(θHtnΘndn + hn+1δ
t
n+1
0tk
]
=
[
P˜n+1Htn+1Θn+1Dn+1
0tk
]
=
[
A˜n+1
0tk
]
(3.26)
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En de´veloppant A(2)n+1 on obtient :
A
(2)
n+1 =
1
s
[
qqt(θHtnΘnDn + hn+1δtn+1)− h0qδtn+1
−qt(θHtnΘnDn + hn+1δtn+1) + h0δtn+1
]
=
1
s
[
qqt(Htn+1Θn+1Dn+1)− h0qδtn+1
−qt(Htn+1Θn+1Dn+1) + h0δtn+1
]
=
1
s
[
−q(h0δtn+1 − (h0 + ζθn+1)htn+1A˜n+1)
h0δ
t
n+1 − (h0 + ζθn+1)htn+1A˜n+1
]
=
1
s
[
−q
1
]
(h0δ
t
n+1 − (h0 + ζθn+1)htn+1A˜n+1) (3.27)
En combinant (3.26) et (3.27), on obtient :
An+1 =
[
A˜n+1
0tk
]
+
1
(h0 + ζθn+1)(h0 − htn+1q)
[
−q
1
]
(h0δ
t
n+1 − (h0 + ζθn+1)htn+1A˜n+1)
(3.28)
Pour simplifier les expressions trouve´es ci-dessus, on peut ne´gliger le parame`tre de re´gularisation ζ = 0
et prendre un facteur d’oubli θ = 1. Dans ce cas, les expressions (3.22) et (3.23) deviennent :
An+1 = An +
Pnhn+1
1 + htn+1Pnhn+1
(δtn+1 − htn+1An) (3.29)
Pn+1 = Pn −
Pnhn+1htn+1Pn
1 + htn+1Pnhn+1
(3.30)
et les expressions (3.24) et (3.28) deviennent :
Pn+1 =
[
P˜n+1 0m
0tm 0
]
+
1
1− htn+1P˜n+1hn+1
×
[
−P˜n+1hn+1
1/h0
] [
− (P˜n+1hn+1)t 1/h0
]
(3.31)
An+1 =
[
A˜n+1
0tk
]
+
1
1− htn+1P˜n+1hn+1
[
P˜n+1hn+1
1/h0
]
(δtn+1 − htn+1A˜n+1) (3.32)
3.6 Adaptation du dictionnaire dans le cas multiples sorties
L’adaptation du dictionnaire dans le cas de sortie unique a prouv´e son efficacite´ pour diminuer l’ordre
du mode`le et/ou l’erreur quadratique instantane´e, comme e´tudie´ dans le chapitre 2. La me´thode d’adap-
tation est base´e sur le gradient stochastique de l’erreur quadratique instantan´ee par rapport aux e´le´ments
du dictionnaire. Dans le cas de la sortie unique, et a` l’instant n, on a une seule erreur instantane´e qui est
la diffe´rence entre la sortie de´sire´e du mode`le et la sortie actuelle du mode`le. Dans ce chapitre, on traite
le mode`le a` sorties multiples ou` de´sormais on a k erreurs instantane´es de la forme e(j)n = d(j)n −y(j)n avec
j = 1 · · · k. Donc, a` l’instant n, on a un vecteur d’erreurs instantane´es tel que ξn = (e(1)n , · · · , e(k)n )t et
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il est de taille k × 1. L’ide´e est donc l’adaptation du dictionnaire en utilisant le gradient de la norme 2 de
ξn par rapport aux e´le´ments du dictionnaire dans le but de re´duire l’erreur quadratique.
Le mode`le a` multiples sorties, on a un seul dictionnaire et les e´le´ments de ce dernier sont choisis
tout en respectant un crite`re de cohe´rence. Quelque soit l’heuristique d’adaptation, le dictionnaire doit
rester cohe´rent. Un e´le´ment du dictionnaire est toujours adapte´ suivant le principe (2.7) :
uAwi = uwi − νngwi ∀i = 1...m
νn est le pas du gradient et la seule diffe´rence ici c’est que gwi est le gradient de la norme 2 du vecteur
d’erreurs instantanne´es ξn par rapport a` l’e´le´ment uwi :
gwi = ∇uwi‖ξn‖2 (3.33)
Puisque ‖ξn‖2 = (d(1)n − y(1)n )2 + · · ·+ (d(k)n − y(k)n )2 et en se re´fe´rant a` (3.2), (3.33) devient :
gwi = −2
(
e(1)n
∂y
(1)
n
∂uwi
+ e(2)n
∂y
(2)
n
∂uwi
+ · · ·+ e(k)n
∂y
(k)
n
∂uwi
)
= −2
(
e(1)n α
(1)
n,i + · · ·+ e(k)n α(k)n,i
)∂κ(un,uwi)
∂uwi
(3.34)
L’heuristique d’adaptation diffe`re avec le type de la fonction noyau. Par exemple, dans le cas d’une fonc-
tion noyau RBF on adapte tous les e´le´ments du dictionnaire a` chaque ite´ration, mais si on a une fonction
noyau polynomiale, a` chaque ite´ration on adapte un seul e´le´ment du dictionnaire.
3.6.1 L’expression du gradient dans le cas d’un noyau radial (RBF)
3.6.1.1 Noyau Gaussien
La fonction du noyau Gaussien est de la forme :
κ(ui,uj) = exp
(
−‖ui − uj‖
2
2σ2
)
avec σ est la bande passante du noyau. A l’instant n, pour une entr´ee un, on a :
∂κ(un,uwi)
∂uwi
=
1
σ2
(un − uwi)κ(un,uwi) (3.35)
Parsuite, l’expression du gradient (3.34) devient :
gwi =
−2
σ2
(
e(1)n α
(1)
n,i + · · ·+ e(k)n α(k)n,i
)
κ(un,uwi)(un − uwi).
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3.6.1.2 Noyau Laplacien
La fonction du noyau Laplacien est de la forme :
κ(ui,uj) = exp
(
−‖ui − uj‖
2σ2
)
avec σ est la bande passante du noyau. A l’instant n, pour une entr´ee un, on a :
∂κ(un,uwi)
∂uwi
=
1
2σ2‖un − uwi‖
(un − uwi)κ(un,uwi) (3.36)
Ceci conduit a` un gradient de la forme :
gwi = −
(
e
(1)
n α
(1)
n,i + · · ·+ e(k)n α(k)n,i
)
2σ2 ‖un − uwi‖
κ(un,uwi) (un − uwi)
3.6.2 L’expression du gradient dans le cas d’un noyau polynomial
La fonction noyau polynomial est de la forme :
κ(ui,uj) = f(u
t
iuj) = (1 + au
t
iuj)
β (3.37)
avec a une constante et β > 0 est la puissance du noyau. Rappelons que cette fonction noyau doite`tre
normalise´e comme suit :
κ(ui,uj)√
κ(ui,ui)
√
κ(uj,uj)
en utilisant le meˆme calcul fait dans le paragraphe (2.2.3.1) du chapitre 2, on obtient :
gwi = −2 a β
(
e(1)n α
(1)
n,i + · · ·+ e(k)n α(k)n,i
) κ(un,uwi)√
κ(un,un)
√
κ(uwi ,uwi)
(
un
κ∗(un,uwi)
− 1
2
uwi
κ∗(uwi ,uwi)
)
(3.38)
avec κ∗(ui,uj) = (1 + autiuj) c’est a` dire κ∗(ui,uj) = κ(ui,uj) pour β = 1.
3.6.3 Les heuristiques pour l’adaptation du Dictionnaire
L’heuristique de l’adaptation du dictionnaire est base´e sur le respect de la contrainte de la cohe´rence
du dictionnaire. Puisqu’on a un seul dictionnaire pour toutes les sorties du mod`ele, les meˆmes heuris-
tiques trouve´es dans le paragraphe (2.2.2.3) pour les fonctions noyau radiales et dans le paragraphe
(2.2.3.2) pour les fonctions noyau polynomiales seront adopte´es dans le cas du mode`le a` sorties mul-
tiples. La seule diffe´rence dans ce cas est l’expression du gradient de la norme 2 de ξn.
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TABLE 3.1: Performance MOKAPA avec μ0 = 0.3 et ν0 = 0.05
Sortie 1 Sortie 2 Sortie 3 Sortie 4 Sortie 5 Sortie 6 Sortie 7 Sortie 8
NMSE (Sans adaptation) 0.21691 0.11548 0.62603 0.03242 1.00880 0.69114 1.03240 1.20270
NMSE (Avec adaptation) 0.10505 0.07601 0.25562 0.022164 0.50270 0.44475 0.52830 0.69226
Diminution 51.57% 34.18% 59.17% 31.63% 50.17% 35.65% 48.83% 42.44%
3.7 Expe´rimentations
Dans cette section nous re´alisons des simulations pour identifier des mode`les a` plusieurs sorties,
avec et sans adaptation du dictionnaire. Le crite`re de performance utilise´ est toujours l’erreur quadratique
moyenne normalise´e qui est calcule´e en utilisant les derniers 500 e´chantillons de chaque sortie suivant
la formule :
NMSE(j) =
∑N
n=N−500
(
d
(j)
n − y(j)n
)2
∑N
n=N−500
(
d
(j)
n
)2 j = 1 · · · k (3.39)
La taille du dictionnaire reste toujours une grandeura` controˆler. Les simulations sont re´alise´es en utilisant
les deux algorithmes MOKAPA et MOKRLS. Rappelons que l’algorithme MOKNLMS n’est autre que
l’algorithme MOKAPA en conside´rant le parame`tre (nombre de collecteurs) p = 1.
3.7.1 Pre´diction de signaux EMG
La simulation dans cette partie consiste a` identifier huit signaux d’e´lectromyogramme pour actions
physiques (EMG Physical Action Data Sets) pris de [BL13] (Subset 1 - normal - running). On peut trouver
les de´tails concernant ces signaux sur le site (UCI Machine Learning Repository - EMG Physical Action
Data Set Data Set). Ces huit signaux (se´ries temporelles) sont conside´re´s comme sorties du mode`le a`
identifier et on a conside´re´ seulement les premiers 2000 e´chantillons de chaque se´rie.
3.7.1.1 Re´sultats avec l’algorithme MOKAPA
L’algorithme MOKAPA est utilise´ avec un noyau Gaussien de bande passante σ = 0.42. Le seuil de
cohe´rence choisi est μ0 = 0.3. Les parame`tres de l’algorithme sont : p = 3 (nombre de collecteurs), ε =
0.09 et le pas de re´fe´rence pour l’adaptation est ν0 = 0.05. Tous ces parame`tres ont e´te´ choisis apre`s
un tre`s grand nombre d’essais rigoureux pour trouver la meilleure combinaison. Une autre contrainte qui
a influence´ la se´lection des parame`tres est le but d’obtenir d’un dictionnaire essentiellement de meˆme
taille avec et sans adaptation.
Avec adaptation, la taille du dictionnaire obtenu est de 148 e´le´ments contre 151 e´le´ments sans adap-
tation (pratiquement on peut conside´rer qu’on a la meˆme taille car la re´duction est de 1.99% par rapport
a` la taille sans adaptation). Les courbes d’apprentissage sont montr´ees dans la figure (3.2) et les gains
re´sultant des erreurs quadratiques moyennes normalise´es pour les huit sorties sont montre´s dans la
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TABLE 3.2: Performance MOKRLS avec μ0 = 0.3 et ν0 = 0.05
Sortie 1 Sortie 2 Sortie 3 Sortie 4 Sortie 5 Sortie 6 Sortie 7 Sortie 8
NMSE (Sans adaptation) 0.39397 0.43833 0.26720 0.70404 0.077164 0.10241 0.07745 0.12580
NMSE (Avec adaptation) 0.19617 0.25243 0.05901 0.48677 0.03004 0.03999 0.029872 0.03654
Diminution 50.21% 42.41% 77.91% 30.86% 58.07% 60.95% 61.43% 70.96%
TABLE 3.3: Comparaison entre les crite`res ALD (seuil 0.856) et cohe´rence (μ0 = 0.3) en utilisant l’algo-
rithme MOKRLS.
Sortie 1 Sortie 2 Sortie 3 Sortie 4 Sortie 5 Sortie 6 Sortie 7 Sortie 8
NMSE (Cohe´rence) 0.39397 0.43833 0.26720 0.70404 0.077164 0.10241 0.07745 0.12580
NMSE (ALD) 0.38944 0.46527 0.25078 0.72381 0.0.07779 0.1110 0.08226 0.12773
diffe´rence -1.15% +6.15% -6.15% +2.80% +0.81% +8.39% +6.21% +1.53%
table (3.1). A noter que les courbes sont trace´es en lissant avec une feneˆtre de largeur 50 pour mieux
visualiser les re´sultats.
3.7.1.2 Re´sultats avec l’algorithme MOKRLS
Pour l’algorithme MOKRLS, on a utilise´ le noyau Gaussien avec la meˆme valeur de bande passante
σ = 0.42. Sans adaptation, l’ordre du mode`le (taille du dictionnaire) est de 382 e´le´ments, alors que
cette taille devient 376 e´le´ments avec adaptation. On peut toujours supposer qu’on a la meˆme taille
car la re´duction est minime (1.57%). Les essais sont faits en ne´gligeant le coefficient de re´gularisation
ζ = 0 et en prenant le parame`tre d’oubli θ = 1. On a choisi le meˆme seuil de cohe´rence μ0 = 0.3
et le meˆme pas du gradient re´fe´rence pour l’adaptation ν0 = 0.05 que dans le cas de l’algorithme
MOKAPA. Les courbes d’apprentissage sont expose´es dans la figure (3.3) et les gains re´sultant des
erreurs quadratiques moyennes normalise´es pour les huit sorties sont montre´s dans la table (3.2). De
meˆme, les courbes sont trace´es apre`s lissage avec une feneˆtre de largeur 50 pour mieux visualiser les
re´sultats.
L’algorithme MOKRLS est aussi teste´ dans le cas du crite`re de de´pendance line´aire [EMM04] (voir le
paragraphe (1.8.2) en utilisant un seuil 0.856 pour obtenir approximativement la meˆme taille du diction-
naire (378 e´le´ments). L’algorithme sans adaptation avec le crite`re ALD est aussi e´tudie´ et les courbes
d’apprentissage sont montre´es dans la figure (3.3). Le tableau (3.3) sert a` faire une comparaison entre
les erreurs quadratiques moyennes normalise´es pour le crite`re de cohe´rence et pour le crite`re ALD. La
comparaison montre les performances rapproche´es des deux crite`res, ceci justifie l’adaptation du diction-
naire en se basant sur le crite`re de cohe´rence vu sa simplicite´ et son couˆt calculatoire re´duit par rapport
au crite`re ALD.
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TABLE 3.4: Performance MOKAPA avec μ0 = 0.4 et ν0 = 0.125 pour la pre´diction des signaux EEG
Sortie 1 Sortie 2 Sortie 3 Sortie 4 Sortie 5 Sortie 6 Sortie 7
NMSE (Sans adaptation) 0.12725 0.06932 0.06853 0.11307 0.16237 0.09944 0.10357
NMSE (Avec adaptation) 0.0471 0.01404 0.03187 0.02817 0.04355 0.01504 0.04305
Diminution 62.90% 79.74% 53.50% 75.08% 73.18% 84.88% 58.43%
Sortie 8 Sortie 9 Sortie 10 Sortie 11 Sortie 12 Sortie 13
NMSE (Sans adaptation) 0.15305 0.11212 0.14998 0.08821 0.08821 0.02205
NMSE (Avec adaptation) 0.05106 0.02720 0.03731 0.02585 0.02585 0.00646
Diminution 66.64% 75.74% 75.12% 70.69% 70.69% 70.69%
3.7.2 Pre´diction de signaux EEG
La diversification des simulations en utilisant des fonctions noyau diff´erentes nous conduit a`
changer le sujet de l’expe´rimentation. Dans cette section, on cherche a` identifier treize signaux
d’e´le´ctroencephalogram (EEG - Planning Relax Data Set) pris de [BL13]. Les de´tails concernant ces
signaux peuvent eˆtre trouve´es sur le site (UCI Machine Learning Repository - Planning Relax Data Set).
Ces treize se´ries temporelles sont conside´re´es comme sorties du mode`le a` identifier et elles sont de 182
e´chantillons chacune.
L’algorithme MOKAPA est utilise´ avec la configuration suivante : p = 3 et ε = 0.09. Un noyau poly-
nomial de puissance β = 3 est adopte´ avec un seuil de cohe´rence de μ0 = 0.4. Sans adaptation l’ordre
du mode`le est 10 tandis qu’avec adaptation (pas du gradient re´fe´rence ν0 = 0.125) la taille du diction-
naire augmente a` 12 e´le´ments, ceci implique une augmentation de 20%. Les courbes d’apprentissage
sont montre´es dans la figure (3.4) et les erreurs quadratiques moyennes normalise´es avec leurs gains
re´sultants sont montre´es dans la table (3.4).
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FIGURE 3.2: Comparaison avec et sans adaptation pour un noyau Gaussien avec σ = 0.42 - MOKAPA
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FIGURE 3.3: Comparaison pour le crite`re de cohe´rence, avec et sans adaptation, et le crite`re ALD sans
adaptation, pour un noyau Gaussien avec σ = 0.42 - MOKRLS
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FIGURE 3.4: Comparaison avec et sans adaptation pour un noyau polynomial β = 3, μ0 = 0.4 et
ν0 = 0.125 - MOKAPA
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Les machines tournantes soufrent toujours des probl`emes techniques dont le reme`de n’est pas
e´vident. L’origine de ces proble`mes est principalement duˆe aux contraintes lie´es aux paliers. Parmis
ces proble`mes il y a le frottement qui entraıˆne de l’e´chauffement, la limitation de la vitesse de rotation et
la de´gradation des paliers me´caniques. La lubrification est le seul moyen pour re´duire ces effets nuisibles
mais d’autres proble`mes surgissent tels que l’e´tanche´ite´, par exemple.
Le palier magne´tique actif (PMA) est une solution prometteuse pour surmonter les probl`emes des
machines tournantes surtout pour assurer une grande vitesse de rotation et ceci est duˆ a` l’absence de
frottement. Il est e´galement tre`s utile pour les machines tournantes place´es dans des conditions spe´ciales
telles que les milieux a` tempe´rature e´leve´e et le vide [MY86]. Cependant, le controˆle d’un PMA reste
toujours une taˆche difficile car il s’agit d’assurer une bonne le´vitation de la partie tourante (rotor) pour
e´viter le contact de cette dernie`re avec la partie fixe (stator), en pre´sence de perturbations induites. Les
forces e´lectromagne´tiques qui assurent la le´vitation sont controˆle´es en-ligne et instantane´ment. Etant des
mode`les non-line´aires a` entre´es multiples et sorties multiples (MIMO), les PMA peuvent eˆtre controˆle´s
par plusieurs me´thodes dont chacune posse`de ses propres avantages et inconve´nients. Dans ce chapitre
on va utiliser les me´thodes a` noyau pour controˆler les PMA en utilisant le crite`re de cohe´rence comme
crite`re de parcimonie, et on propose d’adapter le dictionnaire obtenu par les m´ethodes explore´es dans le
chapitre 2.
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FIGURE 4.1: Repre´sentation sche´matique d’un actionneur [Mir98].
4.1 Introduction
Le controˆle d’un Palier Magne´tique Actif (PMA) repre´sente un de´fi pour obtenir une bonne sustenta-
tion de la partie tournante de la machine (rotor) pour e´viter tout contact entre cette partie et la partie fixe
(stator) [JD85] e´liminant ainsi les frottements duˆs au contact. La sustentation est assure´e par des forces
e´lectromagne´tiques cre´e´es par des e´lectro-aimants et ceci en modulant le courant qui traverse leur
bobinage. Plusieurs de´fauts et perturbations me`nent a` la non-coı¨ncidence de l’axe ge´ometrique du PMA
avec l’axe d’inertie [ANDMC06, AN10]. Pour e´liminer ces de´fauts, plusieurs types de controˆle ont e´te´
utilise´s comme le controˆle en mode glissant [TCK04, SN98, ARMNAH09], la line´arisation entre´e-sortie
[CC92, CDMC96, SW95], et le controˆle a` logique floue [NY91, CDMC96, MC96]. Plus re´cemment, les
re´seaux de neurones ont e´te´ utilise´s pour controˆler un PMA [ANDMC06, AN10, HMA10].
Dans ce Chapitre, nous proposons une nouvelle me´thode pour controˆler un PMA en utilisant les
me´thodes a` noyau avec un algorithme adaptatif en ligne. Les avantages de la me´thode propose´e sont
multiples : d’une part, elle ne comprend pas les phases pr´eliminaires d’apprentissage, et d’autre part,
les me´thodes a` noyau atteignent le minimum global du crite`re de performance, au contraire de celles
a` re´seaux neurones qui, a` titre d’exemple, risquent d’eˆtre pie`ge´es dans des minima locaux. Des algo-
rithmes adaptatifs avec le crite`re de cohe´rence sont e´tudie´s, avec et sans adaptation du dictionnaire, pour
comparer l’ame´lioration des courbes d’apprentissage qui indiquent les performances du mod`ele estime´.
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4.2 Le palier magne´tique actif
4.2.1 Notions de base
Le controˆle d’un PMA est base´ sur le principe d’un Actionneur. Cet actionneur est repre´sente´
par un e´lectro-aimant fixe´ sur le stator de la machine et qui agit sur le rotor en exerc¸ant une force
e´lectromagne´tique sur ce dernier. Le stator et le rotor sont se´pare´s par un intervalle appele´ entrefer dont
la valeur nominale est note´e e0. L’e´lectro-aimant est constitue´ par une bobine associe´e a` un amplificateur
de puissance qui assure son alimentation par un courant modulant (ou une tension) afin d’exercer une
force d’attraction sur le rotor. La position de ce dernier est mesur´ee par un capteur de position qui sert
comme entre´e pour commander l’e´lectro-aimant. Voir figure (4.1) pour une illustration de cet actionneur.
Puisqu’un e´lectro-aimant exerce seulement une force d’attraction sur le rotor, il n’est pas g´ene´ralement
utilise´ seul, mais comme e´le´ment d’un axe de controˆle [Bon08]. Voici dans la suite quelques de´finitions
utiles.
De´finition 4.1. Axe de controˆle
Un axe de controˆle est forme´ par deux actionneurs en vis-a`-vis couple´s pour exercer des forces positives
et ne´gatives par rapport a` leur axe de syme´trie dans le but de garantir un bon positionnement du rotor
suivant la direction de cet axe de controˆle.
De´finition 4.2. Plan de controˆle, Centreur
Un plan de controˆle est constitue´ de deux axes de controˆle perpendiculaires (voir l’illustration dans la
figure 4.2). Ce groupe est appele´ aussi centreur, sa fonction e´tant de maintenir le rotor a` une position
donne´e, soit le centre figure´ par l’origine, soit de lui faire suivre une trajectoire ge´ne´ralement circulaire
[Mir98]. En ge´ne´ral, les commandes des deux axes de controˆle sont inde´pendantes, mais on peut tou-
jours coupler les commandes pour mieux e´liminer les perturbations duˆes aux de´fauts ge´ome´triques de
l’arbre de rotation [MC98].
De´finition 4.3. Bute´e
Une bute´e est une suspension magne´tique axiale permettant de maintenir le rotor le long de son axe
principal [Bon08]. On peut l’assimiler a` un axe de controˆle suivant la direction de l’axe x.
De´finition 4.4. Broche
Une broche est forme´e ge´ne´ralement de deux plans de controˆle et d’une bute´e dont le but est de controˆler
cinq degre´s de liberte´. Les figures (4.3) et (4.4) donnent une illustration d’une broche.
4.2.2 De´fauts et perturbations d’un PMA
La broche d’un PMA pre´sente des de´fauts qui me`nent a` des perturbations dans le fonctionnement
du syste`me et l’ide´e fondamentale derrie`re le controˆle d’un PMA est d’e´liminer ces perturbations. Voici
les trois de´fauts les plus geˆnants d’un PMA.
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FIGURE 4.2: Illustration d’un plan de controˆle (y − z).
Le balourd : Le balourd est un de´faut qui re´sulte de la non-coı¨ncidence de l’axe d’inertie et de
l’axe ge´ome´trique du rotor. En rotation, le rotor tend a` tourner autour de son axe d’inertie, ce qui introduit
des perturbations dans les mesures de position, car les capteurs de positions mesurent celles de l’axe
ge´ome´trique. Pour e´liminer ces perturbations, il faut controˆler la rotation du rotor afin qu’il tourne autour
de son axe ge´ome´trique.
Le faux rond : La mesure des positions a pour re´fe´rence la surface du rotor qui peut pre´senter des
irre´gularite´s. En rotation, les mesures pre´sentent des variations duˆes a` ces irre´gulatite´s. Ceci se traduit
par un bruit de mesure variable suivant la vitesse de rotation du rotor. Ce d´efaut devient de plus en plus
moins influenc¸ant avec les progre`s technologiques dans la fabrication des PMA.
La flexibilite´ du rotor : Le rotor pre´sente des fre´quences de re´sonnance qui sont amorties par
l’environnement mais qui peuvent rendre le syste`me instable si elles sont excite´es par les actionneurs
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FIGURE 4.3: Illustration en 2D d’une broche du PMA.
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FIGURE 4.4: Illustration en 3D d’une broche du PMA.
[Bon08]. Cette perturbation est importante et doit eˆtre controˆle´e comme dans le cas d’un balourd.
4.2.3 Ge´ne´ralite´s sur le fonctionnement d’un PMA
Le principe de fonctionnement d’un PMA est base´ sur les e´lectro-aimants pour stabiliser le rotor dans
la position de´sire´e tout en e´liminant les perturbations. Ces perturbations sont controˆle´es suivant les deux
plans de controˆle (y1, z1) et (y2, z2) ainsi que suivant la bute´e de l’axe x. Un courant injecte´ dans un
e´lectro-aimant cre´e´ une force e´lectromagne´tique proportionnelle au carre´ de ce courant et inversement
proportionnelle a` l’entrefer entre le rotor et le stator [BDMV12].
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L’ensemble du PMA est complexe, de plus il est fortement non line´aire. De ce fait, la majorite´ des
me´thodes propose´es pour controˆler un PMA sont base´es sur des mode`les simplifie´s en faisant des
approximations, comme par exemple, la supposition que les contrˆoles des axes d’un plan sont de´couple´s
et que l’induction mutuelle entre les e´lectro-aimants n’est pas prise en conside´ration.
Une section plane est repre´sente´e sous forme de disque tournant autour de l’axe x (voir sche´ma
(4.2)) ou` O de´signe le centre du repe`re re´fe´rence (x, y, z) attache´ au stator et G de´signe le repe`re
(x, y′, z′) attache´ au rotor avec les coordonne´es (0,δy,δz). Ce repe`re mobile tourne avec un angle ω par
rapport au repe`re fixe. e0 indique l’entrefer entre l’e´lectro-aimant (fixe´ au stator) et le rotor. Les courants
iyp et iym (respectivement izp et izm) sont les courants de controˆle des e´lectro-aimants suivant l’axe y
(respectivement z). L’objectif du controˆle est de rendre δy = 0 et δz = 0.
Le syste`me PMA est non line´aire ce qui exige l’utilisation des me´thodes de controˆle non line´aires.
Ceci implique plusieurs avantages comme par exemple l’utilisation non simultan´ee des actionneurs sur
un meˆme axe et ceci me`ne a` la division par deux de l’e´nergie ne´cessaire pour sustenter le rotor suivant
cet axe et par suite l’e´nergie totale ne´cessaire sera divise´e par dix (sur les cinq axes) [CC92, CCL92,
SW95, CDMC96, Ach08]. D’autres avantages pour le controˆle non line´aires sont cite´s dans [Ach08].
La de´marche propose´e par [CDMC96] pour commander un syste`me PMA commence par le choix de
la cine´matique de´sire´e du syste`me qui me`ne a` l’obtention des forces devant eˆtre applique´es, et parsuite
aux courants ne´cessaires pour cre´er ces forces. Ces courants sont obtenues a` partir du vecteur forces
re´gularise´ par un PID non line´aire. Les e´quations qui lient les forces aux courants sont donne´es par :
Fix =
1
2
υ i2xp
(x− e0)2 −
1
2
υ i2xm
(x+ e0)2
Fiy1 =
υ i2y1p
(−2e0lc + 2y1lc − dcay1 + dcay2)2 −
υ i2y1m
(2e0lc + 2y1lc − dcay1 + dcay2)2
Fiz1 =
υ i2z1p
(−2e0lc + 2z1lc − dcaz1 + dcaz2)2 −
υ i2z1m
(2e0lc + 2z1lc − dcaz1 + dcaz2)2
Fiy2 =
υ i2y2p
(−2e0lc + 2y2lc − dcay2 + dcay1)2 −
υ i2y2m
(2e0lc + 2y2lc − dcay2 + dcay1)2
Fiz2 =
υ i2z2p
(−2e0lc + 2z2lc − dcaz2 + dcaz1)2 −
υ i2z2m
(2e0lc + 2z2lc − dcaz2 + dcaz1)2
(4.1)
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lc = Distance entre le centre ge´ome´trique et les capteurs
dca = Distance entre le capteur et l’actionneur correspondant
υ =
ς0N2S
2
ς0 = Perme´abilite´ de l’air
N = Nombre de spires de l’e´lectro-aimant
S = Surface vue par l’entrefer
L’obtention des e´quations (4.1) est de´taille´e dans [Mir98]. Ces cinq e´quations contiennent dix inconnues
(deux courants pour chaque axe de controˆle) d’ou` la ne´cessite´ de fixer, sur chaque axe, un courant
comme parame`tre pour calculer l’autre. Puisqu’on alimente un seul e´lectro-aimant sur chaque axe a`
chaque instant, le courant parame`tre sera fixe´ a` ze´ro. Le choix du courant parame`tre sera comme suit : si
la force de´sire´e est positive (respectivement ne´gative), c’est le courant qui cre´e une acce´le´ration ne´gative
(respectivement positive) qui est mis a` ze´ro.
L’inconve´nient de cette me´thode est que lorsque la force de´sire´e tend vers ze´ro, le courant corres-
pondant qui ge´ne`re cette force tend vers ze´ro et donc la tension applique´e a` l’e´lectro-aimant, qui est
proportionnelle a` la de´rive´e de ce courant, tend vers l’infini. Dans un tel cas, il devient impossible aux
circuits de controˆle de ge´ne´rer cette tension. La solution a` ce proble`me est la suivante : on fixe une force
limite Flim choisie d’une fac¸on arbitraire. Si la force de´sire´e Fdesiree est supe´rieure a` la force limite, on
applique le calcul pre´ce´dent mais dans le sens contraire, le courant parame`tre est alors calcule´ a` partir
du polynoˆme d’interpolation suivant (la force de´sire´e est suppose´e positive, le calcul du polynoˆme pour
une force de´sire´e ne´gative est alors obtenu d’une fac¸on syme´trique) :
im = c2F
2
desiree + c1Fdesiree + c0 (4.2)
avec
c2 =
√
1
8F 3limFk
c1 = −
√
1
2FlimFk
c0 =
√
Flim
8Fk
et Fk =
υ
2
4.2.4 Sche´ma bloc en boucle ferme´e pour le controˆle d’un PMA
Le sche´ma bloc en boucle ferme´e utilise´ dans les simulations est montre´ dans la figure (4.5).
Dans ce sche´ma, on a le vecteur qd = (0, 0, 0, 0, 0)t des cinq positions de´sire´es du rotor par
rapport aux deux plans de controˆle (y1,z1), (y2,z2) et l’axe x, le vecteur des positions obtenues a`
la sortie du mode`le qs et le vecteur e qui repre´sente l’erreur entre les positions de´sire´es et les
positions instantane´es. F = (Fix, Fiy1 , Fiz1 , Fiy2 , Fiz2)t est le vecteur des forces de´sire´es pour
controˆler le PMA. Les vecteurs pre´ce´dents sont tous de taille 5 × 1 tandis que le vecteur I =
(ixp, ixm, iy1p, iy1m, iz1p, iz1m, iy2p, iy2m, iz2p, iz2m, )
t qui n’est autre que le vecteur des courants ap-
plique´s sur les e´lectro-aimants, est de taille 10 × 1. Le controˆle unique dans ce sche´ma est re´alise´ en
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FIGURE 4.5: Sche´ma bloc en boucle ferme´e [Ach08].
utilisant un bloc PID classique (proportional-integral-derivative controller) qui a comme entr´ee le vecteur
e et comme sortie le vecteur w. Le bloc G repre´sente un amplificateur de gain G.
Le but est de minimiser la norme du vecteur
w = kpe + kd
de
dt
+ ki
∫
edt
Les parame`tres kp, kd et ki indiquent les gains du PID. Le bloc T (Forces/Courants) repre´sente la
line´arisation entre´e-e´tat de´crit dans (4.1) et le bloc Mode`le n’est autre que le mode`le du PMA. `A signaler,
que le mode`le utilise´ pour le PMA est celui de´rive´ dans [Ach08] avec toutes les approximations faites et
toutes les line´arisations adopte´es. Plus de de´tails sur le fonctionnement du PMA en boucle ferme´e, et
toutes les e´quations qui gouvernent la cine´matique du PMA se trouvent dans [Mir98, Ach08, Bon08].
4.2.5 Les caracte´ristiques de la broche utilise´e pour les expe´rimentations
Dans le but de conduire des essais expe´rimentaux ainsi que pour faire des simulations, on a uti-
lise´ le banc d’essais appartenant au laboratoire Heudiasyc de l’UTC (Universit´e de Technologie de
Compie`gne). Le banc de test est une broche classique dont le rotor est centr´e par dix actionneurs :
deux plans de controˆle comportent chacun les deux axes y et z (huit actionneurs au total) ; l’axe x est
controˆle´ inde´pendamment par une bute´e axiale. Un capteur inductif, de mesure de position, est coupl´e
avec chacune des bobines, le´ge`rement de´cale´ selon x d’une valeur dca. Chacune des dix bobines est
inde´pendamment alimente´e par une alimentation a` de´coupage inversible en tension (mais pas en cou-
rant) de tension maximum 50 Volts et de courant maximum 6 Ampe`res. Elle est commandable en tension
et en courant. Un moteur asynchrone est inclus dans la broche pour assurer l’entrainement en rotation du
rotor avec possibilite´ de re´glage des consignes manuellement. Les parame`tres me´caniques et e´lectriques
de la broche, tels fournis par le constructeur, sont rapporte´s dans le tableau (4.1). Les positions initiales
du rotor sont x = y1 = z1 = y2 = z2 = 2 10−4m qui correspondent au de´placement maximal du rotor
tel qu’il est limite´ par le stator.
4.3 Simulations en utilisant un algorithme adaptatif a` noyau
Dans cette section, une nouvelle me´thode pour controˆler le palier magne´tique actif sera expose´e.
L’objectif du controˆle est d’amener tous les axes de controˆle a` des positions de´sire´es (x = y1 = z1 =
y2 = z2 = 0) a` partir des positions initiales (x = y1 = z1 = y2 = z2 = 2 10−4m) en l’absence de
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TABLE 4.1: Parame`tres constructeur de la broche expe´rimentale
Parame`tres me´caniques
M 3.097kg masse du rotor
Ix 8.589 10−4kg.m2 Moment d’inertie du rotor selon l’axe x
Iy 2.146 10−4kg.m2 Moment d’inertie du rotor selon l’axe y
Iz 2.146 10−4kg.m2 Moment d’inertie du rotor selon l’axe z
e0 0.4mm entrefer nominal des actionneurs
dca 18mm Distance entre les capteurs et l’actionneur correspondant
ωmax 30000tr/mn Vitesse de rotation maximale
Parame`tres e´lectriques
R 0.2Ω Re´sistance des actionneurs des plans de contr oˆle
L 3mH Inductance des actionneurs des plans de contr oˆle
υ 1.2 10−6mH.m υ = ς0N
2S
2 pour les actionneurs des plans de contr oˆle, avec
ς0 = Perme´abilite´ de l’air, N = Nombre de spires de l’ e´lectro-
aimant et S= Surface vue par l’entrefer
Rx 1.6Ω Re´sistance des actionneurs de la bute´e principale
Lx 5.8mH Inductance des actionneurs de la but e´e principale
υx 2.32 10
−6mH.m υ des actionneurs de la bute´e principale
Parame`tres capteurs et entre´es
Capteurs ±10V correspond a` un de´placement de ±25mm
Entre´e en tension 0 a` 10V correspond a` une tension de −50 a` 50V
Entre´e en courant 0 a` 10V correspond a` un courant de 0 a` 6A
rotation. La me´thode propose´e est base´e sur les algorithmes adaptatifs utilisant les me´thodes a` noyau.
Mais avant d’exposer cette me´thode, il faut revoir la me´thode propose´e dans [ANDMC06] pour controˆler
le PMA a` l’aide des re´seaux de neurones multicouches (MLP pour Multi-Layer Perceptrons).
Le bloc MLP propose´ dans [ANDMC06, Ach08] est inte´gre´ dans le sche´ma en boucle ferme´e comme
indique la figure (4.6). Ce bloc a pour entre´e le vecteur I des dix courants plus un biais et a pour sortie
un vecteur Φ (de taille 5 × 1). Le mode`le MLP contient trois couches : une couche pour l’entre´e forme´e
de onze neurones (dix courants + un biais), une couche cache´e forme´e de P neurones et une couche de
sortie forme´e de cinq neurones. Le vecteur de sortie Φ est ajoute´ au vecteur Vh qui n’est autre que la
sortie du bloc PID (acce´le´ration) amplifie´e par le gain G pour donner le vecteur des cinq forces F. Le but
de l’introduction du bloc MLP est de minimiser la norme de l’erreur e entre les positions d´esire´es qd et
les positions actuelles qs. Minimiser la norme de e revient a` minimiser le module du vecteur Vh = F−Φ.
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FIGURE 4.6: Sche´ma bloc en boucle ferme´e avec MLP [Ach08].
De´monstration. [Ach08]
F = Vh +Φ et I = T F = T (Vh +Φ) ⇒ T Vh = I − T Φ
or Vh = G w = G(kpe + kd
de
dt
+ ki
∫
edt)
⇒ G(kpe + kd de
dt
+ ki
∫
edt) = T−1 I − T T−1 Φ
⇒ G(kpe + kd de
dt
+ ki
∫
edt) = F −Φ
Le proble`me d’optimisation a donc pour but de minimiser la fonction objective g = 12‖Vh‖2 et les
poids des couches MLP sont ajuste´s en fonction du gradient instantane´ de g. `A noter que les parame`tres
et les configurations utilise´s pour les simulations sont les suivants [Ach08, ANDMC06] :
– Le nombre de neurones dans la couche cache´e est choisi e´gal a` cinq.
– Le facteur d’oubli est choisi e´gal a` 0.1.
– Le taux d’apprentissage est choisi e´gal a` 0.001.
– La fonction d’activation choisie est une sigmoı¨de a` valeurs ne´gatives.
– Les poids synaptiques sont choisis initialement de faibles valeurs et uniformement distribu´ees.
– Le nombre de re´pe´titions des cycles d’apprentissage (e´poques) est e´gale a` 15.
–
`A chaque instant n on a deux passages : direct et re´trograde et ceci pour ame´liorer l’apprentissage.
Les re´sultats de simulation obtenus en adoptant cette approche sont utilise´s pour faire une compa-
raison avec ceux obtenus par la me´thode propose´e en utilisant les algorithmes adaptatifs a` noyau.
Les me´thodes d’identification par re´seaux neurones ont leurs inconve´nients comme par exemple
la complexite´ du mode`le qui augmente avec le nombre d’entre´es et de sorties et avec le nombre ne
neurones dans les couches cache´es. De plus ces me´thodes ne´cessitent des phases d’apprentissage
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FIGURE 4.7: Sche´ma bloc en boucle ferme´e avec Algorithme Adaptatif a` Noyau (KAA).
pre´liminaires qui induisent des inconve´nients dans l’identification en-ligne des mode`les non-stationnaires.
Ceci s’ajoute a` leur inconve´nient classique qu’ils risquent d’eˆtre pie`ge´s dans des minima locaux. De ce
qui pre´ce`de, surgit la ne´cessite´ d’essayer d’autres me´thodes d’identification telles que les me´thodes a`
noyau pour estimer des mode`les MIMO fortement non-line´aires et non-stationnaires comme le palier
magne´tique actif.
Le sche´ma bloc propose´ pour la substitution du bloc MLP par un algorithme adaptatif a` noyau (Kernel
Adaptive Algorithm - KAA) est expose´ dans la figure (4.7). Les algorithmes adaptatifs a` entre´es et sorties
multiples et utilisant les me´thodes a` noyau sont explore´s dans le chapitre 2. Le bloc KAA propose´ a pour
entre´e, comme dans le cas du bloc MLP, le vecteur des dix courants, et a pour sortie un vecteur Φ de
taille (5 × 1). Le but reste toujours la minimisation de la norme de l’erreur instantan´ee e re´sultant de la
diffe´rence entre les positions actuelles et celles de´sire´es. Comme c’est de´ja` de´montre´ dans le cas MLP,
la minimisation de la norme de e revient a` minimiser la norme de vecteur F − Φ. La fonction objective
pour l’algorithme adaptatif a` noyau est donc la minimisation de ‖ε‖2 = ‖F−Φ‖2 qui me`ne certainement
a` la minimisation de ‖e‖2.
4.3.1 Algorithme MOKNLMS
4.3.1.1 Sans adaptation
Une premie`re simulation est faite en utilisant l’algorithme MOKNLMS (MOKAPA avec p = 1). La
pre´diction est faite instantane´ment et en temps re´el sans aucune phase d’apprentissage hors-ligne.
La fonction noyau utilise´e est le noyau Gaussien de bande passante 4.18 et la cohe´rence utilise´e
est μ0 = 0.3 avec ε = 0.09. Les parame`tres kp, kd et ki pour les cinq axes (respectivement
x, y1, z1, y2, z2) sont adopte´es comme dans [Ach08] tels que kp = (1000, 9400, 9400, 9400, 9400),
ki = (400, 120000, 40000, 120000, 40000) et kd = (50, 600, 500, 600, 500). En fixant la pe´riode
d’e´chantillonnage a` 0.5ms avec approximativement 2000 e´chantillons, les simulations conduites donnent
une taille finale de dictionnaire de m = 3. Les courbes de positions montr´ees dans la figure (4.8)
de´crivent comment les positions de´sire´es sont atteintes a` partir des positions initiales (2 10−4m). Le
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FIGURE 4.8: Courbes des positions des axes - comparaison entre MLP et KAA (MOKNLMS)
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TABLE 4.2: Tableau comparatif entre MLP et KAA (MOKNLMS).
Position x Position y1 Position z1
MLP KAA Gain (%) MLP KAA Gain (%) MLP KAA Gain (%)
Temps de re´ponse 0.1266 0.0754 67.90 0.0654 0.0679 -3.68 0.0656 0.0719 -15.24
Temps de stabilisation 0.2381 0.1152 106.68 0.5355 0.4031 32.85 0.6094 0.5582 9.17
Position y2 Position z2
MLP KAA Gain (%) MLP KAA Gain (%)
Temps de re´ponse 0.0646 0.0679 -4.86 0.0668 0.0719 -7.09
Temps de stabilisation 0.4674 0.4031 15.95 0.5045 0.5582 -9.62
tableau (4.2) donne une comparaison entre les temps de re´ponse et de stabilisation pour les courbes de
re´ponse dans les deux cas MLP et KAA (algorithme MOKNLMS).
4.3.1.2 Adaptation des e´le´ments du dictionnaire
Dans cette section une adaptation des e´le´ments du dictionnaire est faite en utilisant les meˆmes
parame`tres pour le noyau Gaussien. La cohe´rence et le pas de gradient sont choisis de telle fac¸on
a` obtenir la meˆme taille du dictionnaire apre`s adaptation (m = 3). Ces parame`tres sont μ0 = 0.05
et ν0 = 0.01. La figure (4.9) montre les courbes de positions obtenues apre`s adaptation compare´es
a` celles obtenues sans adaptation. Le tableau expose´ dans la figure (4.10) donne une comparaison
entre les diffe´rentes caracte´ristiques des courbes de re´ponses dans le cas de l’utilisation d’un re´seau de
neurones (MLP) et dans le cas de l’utilisation de l’algorithme adaptatif MOKNLMS avec et sans adaptation
des e´le´ments du dictionnaire. Un autre sche´ma peut re´ve´ler l’e´fficacite´ de l’adaptation c’est celui expose´
dans la figure (4.11) qui compare la norme quadratique de l’erreur instantane´e avant et apre`s adaptation.
Rappelons que l’erreur instantane´e est la diffe´rence entre les positions de´sire´es et les positions obtenues
en appliquant l’algorithme d’apprentissage.
4.3.2 Algorithme MOKRLS
L’ide´e de base concernant l’utilisation d’un algorithme adaptatif en-ligne a` la place du re´seau de
neurones (MLP) prouve sa e´fficacite´. Dans cette section et pour ve´rifier davantage les re´sultats des si-
mulations, un autre algorithme adaptatif est utilise´. Il s’agit de l’algorithme de moindres carre´s re´cursif a`
noyau a` plusieurs sorties (MOKRLS). Un noyau Gaussien est utilise´ avec une bande passante σ = 0.6
et les parame`tres kp, kd et ki pour les cinq axes (respectivement x, y1, z1, y2, z2) sont adopte´es de
la fac¸on suivante kp = (1000, 9400, 9400, 9400, 9400), ki = (400, 120000, 40000, 120000, 40000) et
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MLP Sans adaptation (m=3) Avec adaptation (m=3) 
position x: 
-------------- 
RiseTime: 0.1266 
SettlingTime: 0.2381 
SettlingMin: -8.0578e-006 
SettlingMax: 1.7276e-005 
Overshoot: 170.8096 
Undershoot: 6.7217e+003 
-------------------------------- 
position y1: 
--------------- 
RiseTime: 0.0654 
SettlingTime: 0.5355 
SettlingMin: -7.6446e-005 
SettlingMax: 1.9749e-005 
Overshoot: 8.0443e+004 
Undershoot: 3.0786e+004 
------------------------------------ 
position z1: 
--------------- 
RiseTime: 0.0656 
SettlingTime: 0.6094 
SettlingMin: -2.3216e-005 
SettlingMax: 1.8904e-005 
Overshoot: 8.0570e+003 
Undershoot: 7.0271e+004 
------------------------------------- 
position y2: 
--------------- 
RiseTime: 0.0646 
SettlingTime: 0.4674 
SettlingMin: -7.5289e-005 
SettlingMax: 1.9461e-005 
Overshoot: 8.3789e+004 
Undershoot: 2.2284e+005 
------------------------------------ 
position z2: 
--------------- 
RiseTime: 0.0668 
SettlingTime: 0.5045 
SettlingMin: -3.8096e-005 
SettlingMax: 1.9537e-005 
Overshoot: 7.9854e+003 
Undershoot: 4.2448e+004 
--------------------------------- 
position x: 
-------------- 
RiseTime: 0.0754 
SettlingTime: 0.1152 
SettlingMin: -3.6153e-006 
SettlingMax: 1.8680e-005 
Overshoot: 190.7975 
Undershoot: 1.6087e+004 
-------------------------------- 
position y1: 
--------------- 
RiseTime: 0.0679 
SettlingTime: 0.4031 
SettlingMin: -5.9403e-005 
SettlingMax: 1.8905e-005 
Overshoot: 1.5460e+004 
Undershoot: 5.2387e+004 
------------------------------------ 
position z1: 
--------------- 
RiseTime: 0.0719 
SettlingTime: 0.5582 
SettlingMin: -3.1532e-005 
SettlingMax: 1.6487e-005 
Overshoot: 805.6276 
Undershoot: 5.7443e+003 
------------------------------------- 
position y2: 
--------------- 
RiseTime: 0.0679 
SettlingTime: 0.4031 
SettlingMin: -5.9415e-005 
SettlingMax: 1.8899e-005 
Overshoot: 1.5452e+004 
Undershoot: 5.2351e+004 
----------------------------------- 
position z2: 
--------------- 
RiseTime: 0.0719 
SettlingTime: 0.5582 
SettlingMin: -3.1546e-005 
SettlingMax: 1.6478e-005 
Overshoot: 805.9706 
Undershoot: 5.7437e+003 
--------------------------------- 
position x: 
------------- 
RiseTime: 0.1289 
SettlingTime: 0.1901 
SettlingMin: -2.1483e-006 
SettlingMax: 1.8078e-005 
Overshoot: 8.9939 
Undershoot: 1.0147e+004 
-------------------------------- 
position y1: 
--------------- 
RiseTime: 0.0657 
SettlingTime: 0.5161 
SettlingMin: -4.2845e-005 
SettlingMax: 1.9968e-005 
Overshoot: 1.5001e+005 
Undershoot: 3.2158e+004 
------------------------------------ 
position z1: 
--------------- 
RiseTime: 0.0725 
SettlingTime: 0.6798 
SettlingMin: -1.7190e-005 
SettlingMax: 1.6761e-005 
Overshoot: 405.2484 
Undershoot: 5.8785e+003 
------------------------------------- 
position y2: 
--------------- 
RiseTime: 0.0657 
SettlingTime: 0.5161 
SettlingMin: -4.2854e-005 
SettlingMax: 1.9957e-005 
Overshoot: 1.5000e+005 
Undershoot: 3.2161e+004 
------------------------------------ 
position z2: 
--------------- 
RiseTime: 0.0725 
SettlingTime: 0.6798 
SettlingMin: -1.7196e-005 
SettlingMax: 1.6749e-005 
Overshoot: 405.3906 
Undershoot: 5.8780e+003 
--------------------------------- 
FIGURE 4.10: Tableau comparatif entre MLP - KAA avec et sans adaptation
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FIGURE 4.11: Courbes de la norme quadratique de l’erreur instantane´e - comparaison avec et sans
adaptation - MOKNLMS.
kd = (100, 1200, 1000, 1200, 1000). La meˆme pe´riode d’e´chantillonnage est conside´re´e, 0.5ms avec
approximativement 4000 e´chantillons. `A signaler encore que les essais sont faits en ne´gligeant le coeffi-
cient de re´gularisation (ζ = 0) et en prenant le parame`tre d’oubli θ = 1.
En fixant la cohe´rence μ0 a` 0.6 et sans adaptation des e´le´ments du dictionnaire, la taille de ce dernier
est m = 3.
Pour adapter le dictionnaire, une se´lection soigne´e conduit a` fixer la cohe´rence μ0 a` 0.05 et le pas
de gradient ν0 a` 0.01 et ceci pour obtenir la meˆme taille du dictionnaire (m = 3).
La figure (4.12) donne les courbes des positions des axes, avec et sans adaptation du dictionnaire
et le tableau (4.13) permet la comparaison des diffe´rentes caracte´ristiques de ces courbes de positions.
Les courbes de la norme quadratique de l’erreur instantan´ee sont montre´es dans la figure (4.14).
4.4 perspectives
Les re´sultats obtenus ne sont pas optimaux car il y a plusieurs parame`tres a` re´gler. Ces parame`tres
concernent soit l’algorithme d’apprentissage (cohe´rence, coefficients de re´gularisation, pas de gradient,
...) soit le syste`me (gains du PID, fre´quence d’e´chantillonnage,...). Donc, ce n’est pas facile de trouver la
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Sans adaptation (m=3) Avec adaptation ( m=3) 
position x: 
------------- 
RiseTime: 0.4898 
SettlingTime: 1.0080 
SettlingMin: -6.1300e-006 
SettlingMax: 1.4478e-005 
Overshoot: 0 
Undershoot: 3.2626e+003 
-------------------------------- 
position y1: 
--------------- 
RiseTime: 0.1182 
SettlingTime: 1.0128 
SettlingMin: -6.3519e-005 
SettlingMax: 1.9516e-005 
Overshoot: 3.1626e+004 
Undershoot: 9.9895e+004 
------------------------------------ 
position z1: 
--------------- 
RiseTime: 0.2145 
SettlingTime: 1.0534 
SettlingMin: -3.6519e-005 
SettlingMax: 1.8970e-005 
Overshoot: 3.4983e+003 
Undershoot: 1.9707e+004 
------------------------------------- 
position y2: 
--------------- 
RiseTime: 0.1183 
SettlingTime: 1.0128 
SettlingMin: -6.3517e-005 
SettlingMax: 1.9554e-005 
Overshoot: 3.1577e+004 
Undershoot: 9.9742e+004 
------------------------------------ 
position z2: 
--------------- 
RiseTime: 0.2146 
SettlingTime: 1.0536 
SettlingMin: -3.6532e-005 
SettlingMax: 1.9011e-005 
Overshoot: 3.4960e+003 
Undershoot: 1.9687e+004 
--------------------------------- 
position x: 
------------- 
RiseTime: 0.1467 
SettlingTime: 0.4992 
SettlingMin: -7.1847e-006 
SettlingMax: 1.8033e-005 
Overshoot: 257.8204 
Undershoot: 9.9606e+003 
-------------------------------- 
position y1: 
--------------- 
RiseTime: 0.0776 
SettlingTime: 0.9786 
SettlingMin: -7.7001e-005 
SettlingMax: 2.6757e-005 
Overshoot: 2.7110e+006 
Undershoot: 1.0438e+006 
------------------------------------ 
position z1: 
--------------- 
RiseTime: 0.0834 
SettlingTime: 0.8755 
SettlingMin: -3.9382e-005 
SettlingMax: 1.9621e-005 
Overshoot: 2.1268e+006 
Undershoot: 4.1881e+005 
------------------------------------- 
position y2: 
--------------- 
RiseTime: 0.0776 
SettlingTime: 0.9786 
SettlingMin: -7.6996e-005 
SettlingMax: 2.6757e-005 
Overshoot: 2.6777e+006 
Undershoot: 1.0309e+006 
------------------------------------ 
position z2: 
--------------- 
RiseTime: 0.0834 
SettlingTime: 0.8757 
SettlingMin: -3.9383e-005 
SettlingMax: 1.9589e-005 
Overshoot: 2.0354e+006 
Undershoot: 4.0082e+005 
------------------------------------ 
FIGURE 4.13: Tableau comparatif pour MOKRLS avec et sans adaptation
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FIGURE 4.14: Courbes de la norme quadratique de l’erreur instantane´e - comparaison avec et sans
adaptation-MOKRLS.
bonne combinaison de ces parame`tres qui donne des re´sultats optimaux. Une perspective pour l’exten-
sion de ce travail sera peut eˆtre de trouver les relations qui lient les diffe´rents parame`tres pour optimiser
les re´sultats.

Conclusion ge´ne´rale et perspectives
Le contenu de ce me´moire de theˆse tombe dans le cadre de l’identification en ligne des syst`emes
non line´aires par le moyen des algorithmes adaptatifs utilisant les me´thodes a` noyau. Nous avons ex-
plore´ une technique d’ame´lioration du dictionnaire, obtenue par l’application du crit`ere de cohe´rence, qui
me`ne a` l’estimation de la sortie d’un mode`le. La technique de l’adaptation des e´le´ments du dictionnaire
est base´e sur le gradient stochastique de l’erreur quadratique instantan´ee tout en respectant le crite`re
de cohe´rence. Les heuristiques propose´es, qui sont base´es sur cette technique, de´pendent du type de
la fonction noyau adopte´e. L’e´fficacite´ de ces heuristiques e´tait prouve´e a` travers des simulations diver-
sifie´es. En changeant le seuil de cohe´rence, les parame`tres de l’algorithme d’adaptation et ceux du noyau
et en choisissant le pas du gradient convenable, l’objectif d’ame´liorer le dictionnaire est atteint suivant la
strate´gie suivante :
– En fixant l’erreur quadratique a` une certaine valeur acceptable, la taille du dictionnaire, et donc
l’ordre du mode`le, peut eˆtre re´duite.
–
`A taille du dictionnaire comparable, l’erreur quadratique peuteˆtre re´duite d’une fac¸on conside´rable.
Un autre sujet traıˆte´ dans ce manuscrit qest l’adaptation des algorithmes adaptatifs utilisant le crit`ere
de cohe´rence pour l’identification des syste`mes a` sorties multiples. Les meˆmes heuristiques utilise´es
pour l’adaptation des e´le´ments du dictionnaire ont e´te´ applique´es mais en utilisant le gradient de la
norme du vecteur des erreurs.
Comme application, on a choisi le palier magne´tique actif qui a e´te´ de´crit ainsi que les moyens pour
le controˆler. Une me´thode de controˆle base´e sur les algorithmes adaptatifs a` noyau a e´te´ propose´e et
des simulationspour prouver l’e´fficacite´ de cette me´thode.
Perspectives
Une des perspectives qui peuvent eˆtre envisage´es c’est d’essayer de trouver une relation liant les
diffe´rents parame`tres de l’algorithme spe´cifiquement une relation qui lie le seuil de cohe´rence choisi
avec le pas du gradient qu’il faut adopter. Une des extensions possibles de ce travail, sera de r´eduire
la complexite´ des calculs qui est fortement lie´e au nombre d’e´le´ments du dictionnaire - variant dans le
temps - et de re´fle´chir a` l’application d’autres crite`res de sparsification mesurant la de´pendance line´aire.

Annexes

ANNEXE A
Algorithme de moindres carre´s re´cursif a`
noyau (KRLS)
L’algorithme KRLS (Kernel Recursive Least squares) appartient a` la cate´gorie des algorithmes des
moindres carre´s re´cursifs. Le proble`me d’optimisation a` traiter est de la forme :
min
ψ∈H
n∑
i=1
(di − ψ(ui))2 + ζ‖ψ‖2H (A.1)
ou` ζ est un parame`tre positif de re´gularisation, di la re´ponse de´sire´e du mode`le a` l’instant i et ψ(ui)
de´signe la sortie correspondante du mode`le a` l’observation ui. Pour une re´solution re´cursive du proble`me
et en introduisant un facteur d’oubli θ ∈ ]0, 1], la reformulation du probl`eme sera de la forme :
min
ψ∈H
n∑
i=1
θn−i(di − ψ(ui))2 + ζθn‖ψ‖2H (A.2)
Le facteur d’oubli permet la ne´gligence des anciennes donne´es tout en accordant une importance aux
donne´es les plus re´centes, ce qui permet une convenable e´volution du mode`le dans le cas de l’iden-
tification des syste`mes non-stationnaires. En se basant sur le the´ore`me de repre´sentation, la solution
optimale du proble`me a` l’instant n s’e´crit :
ψn(·) =
n∑
j=1
αjκ(uj , ·) (A.3)
Les {αj}j=1,··· ,n ∈ R repre´sentent les coefficients du mode`le. En combinant (A.3) et (A.2), on obtient le
proble`me dual :
min
α
(
d − Kα)tΘ(d − Kα)+ ζθnαtKα (A.4)
avec Θ une matrice carre´e diagonale dont le (i, i)e`me e´le´ment est θn−i et K est la matrice de Gram de
toutes les observations a priori. Elle est de taille n×n et dont le (i, j)e`me e´le´ment est κ(ui,uj). La taille de
la matrice K croıˆt avec n ce qui rend la solution du probl`eme impossible dans le cas de l’identification en-
ligne des mode`les. Pour surmonter ce proble`me, on doit appliquer un crite`re de parcimonie pour re´duire
l’ordre du mode`le en conside´rant seulement les observations les plus pertinentes afin de construire le
dictionnaire. Le crite`re de cohe´rence avec un seuil μ0 est le plus favorable, vu sa simplicite´ et son faible
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couˆt calculatoire par rapport aux autres crite`res.
En supposant que Dn = {κ(uw1 , ·), · · · , κ(uwm, ·)} est le dictionnaire de taille m a` l’instant n, Le
mode`le estime´ sera :
ψn(·) =
m∑
j=1
αn,jκ(uwj , ·) (A.5)
αn = (αn,1, · · · , αn,m)t est le vecteur des coefficients du mode`le a` l’instant n. En introduisant (A.5)
dans (A.2), et conforme´ment a` (A.4), le vecteur αn sera obtenu en re´solvant le proble`me d’optimisation
ci-dessous :
αn = argmin
α
(
dn − Hnα
)t
Θn
(
dn − Hnα
)
+ ζθnαtKnα (A.6)
avec Kn la matrice de Gram des e´le´ments du dictionnaire de taille m × m dont le (i, j)e`me terme est
κ(uwi ,uwj ), Θn une matrice diagonale carre´e de taille n× n dont le (i, i)e`me e´le´ment est θn−i, Hn une
matrice de taille n ×m dont le (i, j)e`me e´le´ment est κ(ui,uwj ) et dn est un vecteur de taille n × 1 qui
repre´sente les re´ponses de´sire´es jusqu’a` l’instant n, dn = (d1, · · · , dn)t. La solution de (A.6) en αn
me`ne a` :
HtnΘn
(
dn − Hnαn
)
= ζθnKnαn
⇒ (HtnΘnHn + ζθnKn)αn = HtnΘndn
En posant Pn =
(
HtnΘnHn + ζθnKn
)−1
et supposant que Pn existe, la solution du proble`me devient :
αn = PnHtnΘndn (A.7)
L’agorithme KRLS est re´cursif ceci consiste donc a` de´duire la solution du proble`me d’optimisation
a` l’instant n + 1 a` partir de la solution trouve´e a` l’instant n. A l’instant n + 1, et pour une nouvelle
observation un+1 a` l’entre´e du mode`le deux cas peuvent se produire. Si la fonction noyau correspondante
a` la nouvelle entre´e κ(un+1, ·) ne ve´rifie pas le crite`re de parcimonie, elle ne sera pas introduite au
dictionnaire. Mais si elle ve´rifie le crite`re de parcimonie, on l’introduit dans le dictionnaire qui augmente
de taille d’une unite´. Dans les deux cas, le mode`le est mis a` jour convenablement :
– Si la fonction noyau κ(un+1, ·) ne ve´rifie pas le crite`re de parcimonie, le dictionnaire reste inchange´
(Dn+1 = Dn), parsuite Kn reste inchange´e, mais la matrice Θn augmente de taille pour devenir
Θn+1 de taille (n + 1) × (n + 1) avec le (i, i)e`me e´le´ment est θn+1−i. on doit ajoute un e´le´ment
au vecteur dn+1 et une ligne a` la matrice Hn comme suit :
Hn+1 =
[
Hn
htn+1
]
Θn+1 =
[
θΘn 0n
0tn 1
]
dn+1 =
[
dn
dn+1
]
avec hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t. Dans ce cas, la solution du proble`me a` l’instant
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n+ 1 se fait par analogie a` (A.7) :
αn+1 = Pn+1Htn+1Θn+1dn+1 (A.8)
En supposant que Pn+1 ne soit pas singulie`re,
Pn+1 =
(
Htn+1Θn+1Hn+1 + ζθ
n+1Kn+1
)−1
=
(
θP−1n + hn+1h
t
n+1
)−1 (A.9)
L’expression pre´ce´dente est e´value´e sans inversion en utilisant l’identite´ de Woodbury connue sous
le nom de lemme d’inversion matricielle :
(A + BCD)−1 = A−1 − A−1B(C−1 + DA−1B)−1DA−1
en posant B = D = I avec I est une matrice identite´, l’expression pre´ce´dente devient :
(A + C)−1 = A−1 − A−1(C−1 + A−1)−1A−1 (A.10)
En appliquant (A.10) a` (A.9) on obtient :
Pn+1 = θ−1Pn − θ−2Pn((hn+1htn+1)−1 + θ−1Pn)−1Pn
= θ−1
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
(A.11)
=
θ−1Pn
1 + θ−1htn+1Pnhn+1
(A.12)
Notons que :
Htn+1Θn+1dn+1 = θH
t
nΘndn + hn+1dn+1 (A.13)
Les expressions (A.13) et (A.8) donnent :
αn+1 = Pn+1
(
θHtnΘndn + hn+1dn+1
)
=
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
HtnΘndn + Pn+1hn+1dn+1 (A.14)
En se refe´rant a` (A.7) et (A.17), l’expression pre´ce´dente devient :
αn+1 = αn + Pn+1hn+1(dn+1 − htn+1αn) (A.15)
Dans la mise a` jour de αn+1 on retrouve l’erreur a priori en+1 = dn+1 − htn+1αn car
ψn+1(un+1) = htn+1αn n’est autre que la re´ponse du mode`le a` l’instant n+ 1.
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– Si la fonction noyau κ(un+1, ·) ve´rifie le crite`re de parcimonie, donc elle doit eˆtre introduite dans le
dictionnaire qui augmente de taille d’une unit´e pour devenir Dn+1 = {κ(uw1 , ·), · · · , κ(uwm+1, ·)}
avec κ(uwm+1, ·) = κ(un+1, ·). L’incre´mentation de l’ordre du dictionnaire me`ne a` :
Hn+1 =
[
Hn 0n
htn+1 h0
]
Kn+1 =
[
Kn hn+1
htn+1 h0
]
Θn+1 =
[
θΘn 0n
0tn 1
]
dn+1 =
[
dn
dn+1
]
ou` hn+1 = (κ(un+1,uw1), · · · , κ(un+1,uwm))t, h0 = κ(uwm+1 ,uwm+1) et 0n est un vecteur
colonne de n ze´ros. L’e´quation (A.8) reste toujours valide pour trouver les coeficients optimaux du
mode`le a` l’instant n+ 1, mais Pn+1 est devenue :
Pn+1 =
(
Htn+1Θn+1Hn+1 + ζθ
n+1Kn+1
)−1
=
[[
Htn hn+1
0tn h0
][
θΘn 0n
0tn 1
][
Hn 0n
htn+1 h0
]
+ ζθn+1
[
Kn hn+1
htn+1 h0
]]−1
=
[
θP−1n + hn+1htn+1 (h0 + ζθn+1)hn+1
(h0 + ζθ
n+1)htn+1 (h0 + ζθn+1)h0
]−1
(A.16)
Pour calculer Pn+1 on utilise l’identite´ ci-dessous pour assurer une inversion par bloc :
[
A B
C D
]−1
=
[
A−1 0
0 0
]
+
[
−A−1B
I
] (
D − CA−1B)−1 [−CA−1 I]
En appliquant l’identite´ pre´ce´dente a` (A.11) on obtient :
Pn+1 =
[
P˜n+1 0m
0tm 0
]
+
1
s
[
−q
1
]
[−qt 1]
=
[
P˜n+1 0m
0tm 0
]
+
1
s
[
qqt −q
−qt 1
]
(A.17)
ou`
P˜n+1 = (θP−1n + hn+1h
t
n+1)
−1
q = (h0 + ζθn+1)P˜n+1hn+1
s = (h0 + ζθ
n+1)(h0 − htn+1q)
A souligner que P˜n+1 existe dans la solution α˜n+1 = P˜n+1H˜
t
n+1Θn+1dn+1 du proble`me
α˜n+1 = argmin
α
(
dn+1 − H˜n+1α
)t
Θn+1
(
dn+1 − H˜n+1α
)
+ ζθnαtKn+1α
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avec H˜n+1 =
[
Htn hn+1
]t
. Donc dans une premie`re phase, on de´termine P˜n+1 et α˜n+1 d’une
fac¸on similaire a` celle applique´e dans le premier cas (ou` on n’a pas introduit un nouvel e´le´ment
dans le dictionnaire).
α˜n+1 = αn + P˜n+1hn+1(dn+1 − htn+1αn) (A.18)
P˜n+1 = θ−1
[
Pn −
θ−1Pnhn+1htn+1Pn
1 + θ−1htn+1Pnhn+1
]
(A.19)
Dans une deuxie`me phase, la mise a` jour des coefficients du proble`me optimal est obtenue en
utilisant Pn+1 trouve´e dans (A.17) comme suit :
αn+1 = Pn+1Htn+1Θn+1dn+1
=
[
P˜n+1 0m
0tm 0
][
Htn hn+1
0tn h0
] [
θΘn 0n
0tn 1
][
dn
dn+1
]
+
1
s
[
qqt −q
−qt 1
][
Htn hn+1
0tn h0
][
θΘn 0n
0tn 1
][
dn
dn+1
]
= α
(1)
n+1 +α
(2)
n+1 (A.20)
Apre`s de´veloppement
α
(1)
n+1 =
[
P˜n+1(θHtnΘndn + hn+1dn+1)
0
]
=
[
P˜n+1H˜
t
n+1Θn+1dn+1
0
]
=
[
α˜n+1
0
]
(A.21)
α
(2)
n+1 =
1
s
[
qqt(θHtnΘndn + hn+1dn+1)− h0dn+1q
−qt(θHtnΘndn + hn+1dn+1) + h0dn+1
]
=
1
s
[
−q(h0dn+1 − (h0 + ζθn+1)htn+1α˜n+1)
h0dn+1 − (h0 + ζθn+1)htn+1α˜n+1
]
=
1
s
(h0dn+1 − (h0 + ζθn+1)htn+1α˜n+1)
[
−q
1
]
(A.22)
Les expressions (A.20), (A.21) et (A.22) conduisent a` :
αn+1 =
[
α˜n+1
0
]
+
h0dn+1 − (h0 + ζθn+1)htn+1α˜n+1
(h0 + ζθn+1)(h0 − htn+1q)
[
−q
1
]
(A.23)
Pour simplifier les expression trouve´es ci-haut, on peut ne´gliger le terme de re´gularisation dans la
fonction couˆt initiale en assumant ζ = 0. Les expressions (A.11) et (A.15) deviennent :
αn+1 = αn +
Pnhn+1
1 + htn+1Pnhn+1
(dn+1 − htn+1αn) (A.24)
Pn+1 = Pn −
Pnhn+1htn+1Pn
1 + htn+1Pnhn+1
(A.25)
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et (A.17) et (A.23) deviennent :
αn+1 =
[
α˜n+1
0
]
+
dn+1 − htn+1αn
1− htn+1P˜n+1hn+1
[
P˜n+1hn+1
1/h0
]
(A.26)
Pn+1 =
[
P˜n+1 0m
0tm 0
]
+
1
1− htn+1P˜n+1hn+1
×
[
−P˜n+1hn+1
1/h0
][
− (P˜n+1hn+1)t 1/h0
]
(A.27)
ANNEXE B
Algorithme de projection affine a` noyau
(KAPA)
La deuxie`me cate´gorie des algorithmes adaptatifs est celle a` gradient stochastique. L’algorithme
de projection affine a` noyau (Kernel Affine Projection Algorithm - KAPA) fait partie de cette cate´gorie.
L’objectif de l’agorithme est toujours la minimisation de l’erreur quadratique. La formulation du probl`eme
en ne´gligeant le terme de re´gularisation est :
min
ψ∈H
n∑
i=1
(di − ψ(ui))2 (B.1)
di est la re´ponse de´sire´e du mode`le a` l’instant i et ψ(ui) est la re´ponse du mode`le a` la ie`me observation
ui. A l’instant n, si Dn = {κ(uwj , ·)}j=1,··· ,m est un dictionnaire de taille m obtenu en appliquant un
crite`re de parcimonie, le mode`le a` l’instant n sera :
ψn(·) =
m∑
j=1
αn,jκ(uwj , ·) (B.2)
avec αn = (αn,1, · · · , αn,m)t le vecteur des coefficients optimaux du mode`le a` l’instant n. La combinai-
son de (B.2) et (B.1) donne le proble`me dual suivant :
αn = argmin
α
‖dn − Hnα‖2 (B.3)
ou` dn = (d1, · · · , dn)t le vecteur des re´ponses de´sire´es jusqu’a` l’instant n et Hn est une matrice n×m
dont le (i, j)e`me e´le´ment est κ(ui,uwj). En supposant que (HtnHn)−1 existe, la solution du proble`me
(B.3) est :
αn = (HtnHn)
−1Htndn (B.4)
La taille de la matrice Hn augmente avec n ce qui cre´e une charge calculatoire qui croıˆt avec le temps. Le
principe de l’algorithme est de prendre seulement en conside´ration les p dernie`res observations (p ≤ n)
{un, · · · ,un−p+1}. En d’autres termes, il s’agit d’une feneˆtre glissante de largeur p pour se´lectionner les
observations [Say03]. Le parame`tre p est appele´e nombre de collecteurs (manifolds). Le vecteur dn est
alors un vecteur colonne de taille p× 1 tel que dn = (dn, · · · , dn−p+1)t, et Hn une matrice p×m dont
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le (i, j)e`me e´le´ment est κ(un−i+1,uwj ) telle que :
Hn =
⎛
⎜⎜⎝
κ(un,uw1) · · · κ(un,uwm)
.
.
.
.
.
.
.
.
.
κ(un−p+1,uw1) · · · κ(un−p+1,uwm)
⎞
⎟⎟⎠
La solution optimale du proble`me αn+1 a` l’instant n + 1 est de´termine´e en utilisant la me´thode a` gra-
dient stochastique. Pour cette raison, le principe de fluctuation minimale est appliqu´e en minimisant
‖αn+1 − αn‖2. Des contraintes sur l’annulation de l’erreur a posteriori des p derni`eres observations,
sont impose´es a` cette fonction objective. Ceci implique que le proble`me devient :
min
αn+1
‖αn+1 −αn‖2 (B.5)
sous contrainte dn+1 = Hn+1αn+1 (B.6)
ou` dn+1 = (dn+1, · · · , dn−p+2)t, αn+1 = (αn+1,1, · · · , αn+1,m)t et Hn+1 est toujours une matrice
p × m avec le (i, j)e`me e´le´ment est κ(un−i+2,uwj ). Il s’agit d’une projection affine puisque, αn+1 est
obtenue par la projection de αn sur l’intersection des p sous-espaces affines Si de´finis par :
Si = {α ∈ Rm : htn−i+2α− dn−i+2 = 0}i=1,··· ,p (B.7)
avec hn−i+2 = (κ(un−i+2,uw1), · · · , κ(un−i+2,uwm))t. L’ordre du mode`le, qui n’est autre que la taille
du dictionnaire m, est susceptible d’augmenter a` chaque instant suivant l’introduction ou non d’un nouvel
e´le´ment au dictionnaire. Lors de l’application du crite`re de parcimonie a` l’instant n+1, deux cas peuvent
se pre´senter :
– Si la fonction noyau κ(un+1, ·) correspondante a` l’observation un+1 ne ve´rifie pas le crite`re de
parcimonie, alors elle ne sera pas introduite dans le dictionnaire. Le probl`eme d’optimisation (B.5)
sous contrainte (B.6) est obtenue en minimisant le Lagrangien :
L(αn+1,λ) = ‖αn+1 −αn‖2 + λt(dn+1 − Hn+1αn+1) (B.8)
avec λ est le vecteur des multplicateurs de Lagrange. En de´rivant L(αn+1,λ) par rapport a` αn+1
et λ et annulant ces de´rive´es, on obtient :
∂L(αn+1,λ)
∂αn+1
= 2(αn+1 −αn)− Htn+1λ = 0m ⇒ 2(αn+1 −αn) =Htn+1λ (B.9)
∂L(αn+1,λ)
∂λ
= dn+1 − Hn+1αn+1 = 0m ⇒ Hn+1αn+1 =dn+1 (B.10)
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l’e´quation (B.9) donne
2Hn+1(αn+1 −αn) = Hn+1Htn+1λ
2(Hn+1αn+1 − Hn+1αn) = Hn+1Htn+1λ
de ce qui pre´ce`de et en supposant que Hn+1Htn+1 est non singulie`re on obtient :
λ = 2(Hn+1Htn+1)
−1(dn+1 − Hn+1αn) (B.11)
En mettant l’expression de λ dans (B.9), la mise a` jour des coefficients du mode`le a` l’instant n+1
est comme suit :
αn+1 = αn + ηH tn+1(εI + Hn+1H
t
n+1)
−1(dn+1 − Hn+1αn) (B.12)
ou` le pas η controˆle la convergence et le terme εI est pour la re´gularisation (I est la matrice
identite´). L’e´valuation de l’expression (B.12) ne´cessite l’inversion de la matrice (εI + Hn+1H tn+1)
qui est de taille p× p qui a normalement un couˆt faible.
– Si κ(un+1, ·) ve´rifie le crite`re de parcimonie, on l’introduit dans le dictionnaire dont la taille aug-
mente d’une unite´ (m = m + 1) et κ(uwm+1, ·) = κ(un+1, ·). La matrice Hn+1 est alors de taille
p× (m+ 1) telle que :
Hn+1 =
⎛
⎜⎜⎝
κ(un+1,uw1) · · · κ(un+1,uwm+1)
.
.
.
.
.
.
.
.
.
κ(un−p+2,uw1) · · · κ(un−p+2,uwm+1)
⎞
⎟⎟⎠
et αn+1 est un vecteur (m+1)× 1 tel que αn+1 = (αn+1,1, · · · , αn+1,m+1)t. Le proble`me (B.5)
et (B.6) se transforme en :
min
αn+1
∥∥∥∥∥αn+1 −
[
αn
0
]∥∥∥∥∥
2
(B.13)
sous contrainte dn+1 = Hn+1αn+1 (B.14)
La meˆme proce´dure utilise´e dans le premier cas, me`ne a` la solution du proble`me d’optimisation
(B.13) sous contrainte (B.14) pour obtenir la mise a` jour des coefficients du mode`le :
αn+1 =
[
αn
0
]
+ ηH tn+1(εI + Hn+1H
t
n+1)
−1(dn+1 − Hn+1
[
αn
0
]
) (B.15)
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 Filtrage adaptatif à l’aide de méthodes à 
noyau. Application au contrôle d’un 
palier magnétique actif 
 
L’estimation fonctionnelle basée sur les espaces de 
Hilbert à noyau reproduisant demeure un sujet de 
recherche actif pour l’identification des systèmes 
non linéaires. L'ordre du modèle croit avec le 
nombre de couples entrée-sortie, ce qui rend cette 
méthode inadéquate pour une identification en ligne.  
Le critère de cohérence est une méthode de 
parcimonie pour contrôler l’ordre du modèle. Le 
modèle est donc défini à partir d'un dictionnaire de 
faible taille qui est formé par les fonctions noyau les 
plus pertinentes. 
Une fonction noyau introduite dans le dictionnaire y 
demeure même si la non-stationnarité du système 
rend sa contribution faible dans l'estimation de la 
sortie courante. Il apparaît alors opportun d'adapter 
les éléments du dictionnaire pour réduire l'erreur 
quadratique instantanée et/ou mieux contrôler 
l'ordre du modèle. 
La première partie traite le sujet des algorithmes 
adaptatifs utilisant le critère de cohérence. 
L'adaptation des éléments du dictionnaire en 
utilisant une méthode de gradient stochastique est 
abordée pour deux familles de fonctions noyau. 
Cette partie a un autre objectif qui est la dérivation 
des algorithmes adaptatifs utilisant le critère de 
cohérence pour identifier des modèles à sorties 
multiples. 
La deuxième partie introduit d'une manière abrégée 
le palier magnétique actif (PMA). La proposition de 
contrôler un PMA par un algorithme adaptatif à 
noyau est présentée pour remplacer une méthode 
utilisant les réseaux de neurones à couches 
multiples. 
 
Mots clés : séries chronologiques - filtres adaptatifs 
- noyaux (analyse fonctionnelle) - Hilbert, espaces 
de - apprentissage automatique - systèmes à 
entrées multiples et à sorties multiples – paliers 
magnétiques. 
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Adaptive Filtering using Kernel Methods. 
Application to the Control of an Active 
Magnetic Bearing 
 
Function approximation methods based on 
reproducing kernel Hilbert spaces are of great 
importance in kernel-based regression. However, 
the order of the model is equal to the number of 
observations, which makes this method 
inappropriate for online identification. To overcome 
this drawback, many sparsification methods have 
been proposed to control the order of the model. The 
coherence criterion is one of these sparsification 
methods. It has been shown possible to select a 
subset of the most relevant passed input vectors to 
form a dictionary to identify the model. 
A kernel function, once introduced into the 
dictionary, remains unchanged even if the non-
stationarity of the system makes it less influent in 
estimating the output of the model. This observation 
leads to the idea of adapting the elements of the 
dictionary to obtain an improved one with an 
objective to minimize the resulting instantaneous 
mean square error and/or to control the order of the 
model. 
The first part deals with adaptive algorithms using 
the coherence criterion. The adaptation of the 
elements of the dictionary using a stochastic 
gradient method is presented for two types of kernel 
functions.  Another topic is covered in this part 
which is the implementation of adaptive algorithms 
using the coherence criterion to identify Multiple-
Outputs models. 
The second part introduces briefly the active 
magnetic bearing (AMB). A proposed method to 
control an AMB by an adaptive algorithm using 
kernel methods is presented to replace an existing 
method using neural networks. 
 
Keywords: time series analysis - adaptive filters - 
kernel functions - Hilbert space - machine learning - 
multiple-input multiple-output systems – magnetic 
bearings. 
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