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Abstract
Large scale systems is a denomination born due to the increasing size and complexity of
dynamical systems and models used for their representation. These systems have a large
amount of embedded sensors and actuators. Measuring systems variables of interest is very
important in order to implement control schemes or just because it is necessary to know the
dynamical system evolution.
In order to simplify the complexity of the system, it is divided into a number of subsystems,
each one smaller and simpler than the overall system. Some system partitioning techniques
are explored. Distributed state estimation states that for each subsystem, a local state
estimator is implemented, and then, the sum of each local estimation gives the overall state
estimation.
Distributed state estimators based on Kalman filtering, particle filtering and moving horizon
estimation are explained and implemented in simulation using a benchmark, and the
attributes of interest are compared: computational cost, convergence and prediction error,
this is done by dividing the system into different number of subsystems. These comparisons
point out which could be the adequate technique to be implemented given a large scale
system. Finally, the Hydro-Power Valley large scale system is used to verify the hints given
by the comparisons previously made.
Keywords: Large scale systems, sensor networks, state estimation, distributed
implementation.
Resumen
Sistemas a gran escala es una denominacio´n que surge a ra´ız del crecimiento en tamao
y complejidad de los sistemas dina´micos y los modelos usados para representarlos. Estos
sistemas cuentan adema´s con una gran cantidad de sensores y actuadores embebidos. Medir
variables de intere´s de los sistemas es muy importante si se quiere implementar te´cnicas de
control o simplemente porque es necesario saber la evolucio´n del sistema dina´mico.
Para simplificar la complejidad del sistema, este se divide en un nu´mero determinado de
subsistemas, cada uno ma´s pequen˜o y sencillo que el sistema completo. Se exploran algunas
te´cnicas para dividir sistemas. Se propone implemetar un estimador de estado para cada
susbsistema y luego sumar la informacio´n de cada uno para obtener una estimacio´n global.
A este procedimiento se le conoce como estimacio´n de estado distribuida.
Estimadores de estado distribuidos basados en filtro de Kalman, filtros de part´ıculas y
estimadores de horizonte deslizante son explicados e implementados en simulacio´n en un
vii
benchmark, y se comparan atributos de intere´s: costo computacional, convergencia y error
de prediccio´n, esto se dividiendo el sistema en diferente cantidad de subsistemas. Estas
comparaciones dan un indicio de cual podr´ıa ser la te´cnica indicada a implementar dado un
sistema dina´mico a gran escala. Finalmente, el sistema a gran escala Hydro-Power Valley es
usado para verificar las pistas arrojadas por las comparaciones hechas.
Palabras clave: Sistemas a gran escala, redes de sensores, estimacio´n de estado,
implementacio´n distribuida.
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Introduction
State estimation is one of the most useful concepts in control theory when there are variables
in a dynamical system that are unknown and cannot be measured due to process nature,
technological limitations or economical reasons. The knowledge of the states of a system is
necessary in order to implement control strategies or just because the state information is
of great interest. There are a large number of state estimation techniques that can retrieve
the whole state vector of a system at any time using available input and output information
of a system.
The complexity of the estimation techniques has increased to overcome the challenges
encountered when trying to retrieve the variables of interest of more complex dynamical
systems. For instance, the Kalman filter, originally intended for linear systems, has suffered
several modifications since Rudolf E. Kalman proposed it in his seminal paper in 1960 [2].
An extended Kalman filter was proposed to deal with nonlinear systems, moving horizon
state estimators were developed in order to consider dynamical systems and control systems
constraints, just to name a few. An exhaustive review of state estimators is made in [3]
comparing their basic formulation and how they were derived, focusing on nonlinear systems.
Recent challenges designing control systems and estimation structures are approaching
dynamical systems with large number of states, inherent complex dynamics. Such systems
are often referred as large-scale systems. Control systems for such systems require high
computational resources due to the large amount of information to be handled and processed.
It produces economical and performance impact, sometimes making infeasible the control
system implementation.
Large-scale systems problem has been addressed partitioning the system into smaller and
simpler subsystems. Decentralized and distributed processing of the information approaches
have been studied in the last two decades [4, 5]. Instead of having one unique centralized
2or global information processing unit, there are several subsystems processing less amount
of information, and the sum of their contributions give, as result, the global system
response. The main difference between decentralized and distributed processing is that
in the distributed approach, each subsystem share its information with its neighbouring
subsystems, meanwhile in the decentralized approach, each subsystem processes information
on its own, not receiving nor sharing information from other subsystems.
The work in this thesis aims to review distributed estimation techniques proposed in the
literature and compares their performance. Such comparison is made by evaluating attributes
such as the convergence time of the estimation, the prediction error and the computational
cost. Most of the works on distributed state estimators take a given distributed structure
and modify it to achieve a better performance in terms of minimizing the deviation from
the actual state to be estimated. So far, the impact of distributing a system into different
number of subsystems and the implications on the aforementioned attributes have not been
evaluated.
The general objective of this thesis is to implement in simulation and to evaluate, through
attributes such as prediction error, convergence time of the estimation and computational
cost, distributed state estimation techniques in order to establish selection criteria of
distributed state estimators for large scale systems. The specific objectives established to
accomplish the general objective are stated as follows:
• To identify the most commonly used distributed state estimation techniques
proposed in the literature.
• To perform a literature review on available system partitioning techniques and
how subsystems must be obtained accordingly to each identified distributed state
estimation technique.
• To implement in simulation at least three of the identified distributed estimation
techniques in a benchmark using at least three system partitions, with different
amount of subsystems.
• To compare the performance of the implemented estimation techniques evaluating
attributes such as: prediction error, convergence time of the estimation and
computational cost.
• To establish selection criteria of the estimation technique that guarantees a reliable
global estimation from the local estimations of each subsystem.
• To validate by means of simulation of the Hydro-Power Valley (HPV) system the
established selection criteria.
This report is organized as follows: the first chapter presents a literature review and
brief discussion on large-scale systems, distributed state estimators and system partitioning
techniques. At the end of the chapter a benchmark is presented as test bed to implement
in simulation distributed state estimation schemes. The second chapter presents a selection
of distributed state estimations schemes, each scheme is described and simulated using the
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benchmark. Algorithms of each scheme are presented, synthesised step by step, as a tutorial
for future references. In the third chapter, the performance of the distributed estimators
implemented in chapter two is compared. In the final chapter, the Hydro-Power Valley
system model simulation is used to validate the results obtained in previous chapters.
CHAPTER 1
State estimation for large-scale systems
Large-scale systems are comprised by many interacting subsystems with highly complex
dynamics and mutual influences, they are networked systems usually with many embedded
sensors or actuators.
Technological and economical reasons motivate the development of process plants,
manufacturing systems and traffic networks with an ever increasing complexity. These
large-scale systems can be difficult to control with a centralized control structure due to the
inherent computational complexity, since there are robustness and reliability problems and
due to communication bandwidth limitations [6, 7, 8]. Control strategies aim to optimize
the system operation which lead to optimization of the use of resources, economic benefits
or precision augmentation.
Control systems such as Model Predictive Control (MPC) are widely used as control
strategies for large-scale systems [9, 10]. MPC optimal performance, for instance, depends
on an accurate estimation of information of the system, i.e. the estimation of the state vector
or variables of interest of a system.
The analysis, characterization, modelling, control or state estimation of large-scale systems is
simplified by partitioning the complete or centralized system into a number of subsystems,
each one easier to handle than the complete system. Early contributions on the subject
addressed the problem of data fusion [11], distributing a model when having multiple sensors.
The concepts of parallel and distributed state estimation are formalized in [4], where it
is stated that distributed state estimation is a suitable solution for complex systems state
estimation. Each subsystem could share information with the surrounding subsystems or
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Figure 1.1. Large-scale system with N interacting subsystems.
with all of them. Once the information about the states is shared, a global estimation is
achieved. Controllers can make decisions to meet process requirements or to optimize them,
such controllers can be local as well.
1.1. Problem statement
For large-scale systems, complex by nature, distributed state estimators are implemented in
order to retrieve the variables of interest, since the distributed and decentralized approaches
address the computational scalability issue through decomposition of the process model
into multiple subsystems that interact to produce identical state estimates as that of the
centralized model.
As stated before, the distributed and decentralized approaches are proposed based on the
assumption that smaller subsystems (e.g. less number of states) are easier to handle than a
centralized system. And that the sum of the information of each subsystem leads to obtain
the global behaviour of a system. But challenges arise when partitioning a system. The
main challenge is to obtain a global reliable state estimation, even if the measurements
performed at each subsystem are not sufficient to guarantee local observability (subsystem
observability).
Consider a large-scale system described by a linear dynamic model as:
(1.1) x(k + 1) = Ax(k) +Bu(k)
6 1.1. PROBLEM STATEMENT
(1.2) y(k + 1) = Cx(k)
where x ∈ Rn, u ∈ Rm, y ∈ Rp, A ∈ Rnxn, B ∈ Rnxm, C ∈ Rnxp and n is large.
The distributed systems approach states that the system can be partitioned into N low order
subsystems. Each subsystem can be represented as follows:
(1.3) xi(k + 1) = Aixi(k) +Biui(k)
(1.4) yi(k) = Cixi(k)
Equations 1.3 and 1.4 fully represent a local dynamical system, therefore local control
structures and state observers can be implemented. xi(k) ∈ Rni is the state vector of a
generic sub model. Index i identifies the i-th subsystem and rank(x) > rank(xi).
A subsystem is usually referred as a node. This denomination arises when the sensing
procedure in a system is considered to be performed by a sensor network 1. A node can be
comprised by one or more sensors. A subsystem can be obtained when at least one sensor
takes measurements that can be related to the evolution of the subsystem according to a
linear state space model such as 1.3 and 1.4. The term node is extended to refer a subsystem
and its model representation.
A neighbourhood is a set of interacting nodes, since a node can exchange information with
one or more nodes. Neighbourhood Nl of the i-th node of a system includes interacting
nodes and itself.
1A sensor network for large-scale systems is assumed to be a large number of interconnected sensors.
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Figure 1.2. Node i and its neighbourhood Nl.
The increasing number of applications involving large-scale systems means that the
availability of distributed state estimators for each application must be guaranteed. Several
techniques have been proposed to address the distributed state estimation problem. The
most common distributed approximations that have been explored are based on Kalman
filters. Moving horizon estimation (MHE) and particle filters based distributed state
estimation schemes are also proposed in the literature. Table 1.1 presents some references
and possible applications (test bed systems for exemplification) of the three distributed
state estimation approaches. Furthermore, within the approximations, different estimators
schemes have been proposed aiming to improve the accuracy of the estimation and to reach
global convergence.
Estimation technique Application References
Kalman filters Wireless sensor networks, mobile
localization, cascaded systems
[12, 13, 14, 15,
16, 17]
Moving horizon estimators Industrial processes, manufacturing,
robust control
[18, 19, 20, 21,
22, 23, 24]
Particle filters Robot localization, wireless sensor
networks
[25, 26, 27, 28]
Table 1.1. Common applications of distributed state estimation techniques.
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1.2. Distributed state estimation
There are two ways to approach the distributed state estimation problem:
The first approach consists of schemes that perform the estimation of the whole state vector
in each subsystem, and then perform a centralized consensus procedure. In this approach,
any sensors of the network measure some variables, computes a local estimate of the overall
state of the system and transmits only to its neighbours the computed state estimation
and some other information, e.g. corresponding covariances, depending on the estimation
scheme.
Each node should know the dynamic model of the overall system, therefore the subsystem
model is:
(1.5) xi(k + 1) = Axi(k) +Bui(k)
At each node, local measurements from the overall system are taken, and the local
measurement model is:
(1.6) yi(k) = Cix(k)
Then main challenge with this approach is reaching a reliable global estimation through a
global consensus of the local estimations [27, 29, 30]. Another justification for the consensus
strategy is to reduce their uncertainty of the estimation obtained by each local estimator.
The main drawbacks of this approach is that it is a full order problem, since each node
must know the the complete dynamical model of the system, and the consensus must be
achieved even if the measurements performed at each node are not sufficient to guarantee
observability of the local vector state.
The second approach does not consider a global consensus, since it considers that each node
estimates the local state vector. This approach is usually referred as partition-based state
estimation [20, 21] and adjusts better to the statement made to justify using decentralized
and distributed approaches for large-scale systems: it gives place to low order estimation
problems relying in local dynamical and measurement models.
As the previous approach, only neighbouring subsystems share information, but in this case
the subsystems can have overlapping states or not. This means that subsystems could not
share states. In such case the local estimation is purely decentralized, but the local model
dynamics consider the effect of the neighbouring states [12, 31, 32]:
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(1.7) xi(k + 1) = Aixi(k) +Biui(k) + u
t
i(k)
where uti(k) represents the effect of states of surrounding subsystems. The local measurement
model 1.4 holds, since the measurements are taken locally from the local state vector.
1.3. Systems partitioning methods. Brief review.
Designing state observers or control structures for large-scale systems is very difficult due
to the complex nature of such systems, as stated before. The partitioning procedure is
performed mainly with two purposes: first, the decomposition of the system into a number
of smaller interacting subsystems. Second, to lower the computational burden at each
subsystem compared to solve the original one (centralized).
The main issue regarding partitioning techniques is obtaining well conditioned subsystems.
They need that the sensors and actuators give enough information about the system
dynamics in order to reconstruct optimally the whole set of states of the system. A state
estimation technique can perform poorly if the subsystem is ill-conditioned.
Formal studies on system partitioning are found in [33, 34, 35]. Some techniques and
procedures proposed to perform the system partitioning are based on Gramians, relative
gain array (RGA) and on the use of linear transformation matrices.
The partitioning procedure decomposes a large-scale system into multiple subsystems. Such
subsystems interact to produce identical state estimates that would have been obtained using
a centralized estimation technique.
1.3.1. Partitioning techniques based on Relative Gain Array. Relative Gain
Array based techniques consider linear time-invariant systems, as the one described by
equations 1.1 and 1.2. The transfer function of the system is G(s) = C (sI −A)−1 + B,
with steady state gain G0 = G(0). Individual elements from G0 are denoted by gij , with
i, j = 1, 2, ..., m. It is assumed that G(s) has stable poles. RGA performs an input-output
analysis in order to identify the relationships of such variables and according to how related
they are, perform the system decomposition.
1.3.1.1. Relative Gain Array [36]. Relative Gain Array is defined as:
(1.8) Λ = G0 ×
(
G−10
)T
where the multiplication is made element by element. Some properties of matrix λ are:
• The sum of the elements of any row is equal to 1.
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• The sum of the elements of any column is equal to 1.
• Λ is equal to the identity if G(s) is a diagonal or triangular matrix.
The elements of the Λ matrix represent the ratio between the process gain for the pairing
yi − uj in an isolated loop and the process gain in the same loop when all other loops are
closed. The variables selection in RGA method focuses on adequate pairing of inputs and
outputs yi − uj, which aims for minimizing the complexity of a desired control structure. It
is advisable to select those pairs that maintain approximately the same gain in open-loop
and closed-loop configurations, i.e. λij ≃ 1, pairings where λij < 0 must be avoided.
The elements of matrix λ are defined as:
(1.9) λij =
(
∂yi
∂uj
)
ul 6=j(
∂yi
∂uj
)
yk 6=i
1.3.1.2. Niederlinski Index. It is possible that the analysis of the RGA can not provide
an unique, dominating solution for pairing input and output variables, which means there
are several equivalent solutions. When this problem arises, Niederlinski index is used [37].
The Niederlinski index (NI) considers that for a given choice of the input-output pairings, let
G¯0 be the matrix obtained from G0 by setting to zero all the elements that do not correspond
to the selected yi − uj input-output pairs. The NI NG¯0 is:
(1.10) NG¯0(G0) =
det(G0)
det(G¯0)
The following pairing criterion is proposed: among the possible sets of pairings selected after
analysing RGA, choose the pairs with a positive NI. It can be proved that a decentralized
control configuration corresponding to a positive value of the NI, has the potential to be
Integral Controllable with Integrity (ICI).
1.3.1.3. Partial Relative Gain. This method has been proposed in [38] to guarantee that
the control configuration is ICI and to derive rules where the pairing analysis from RGA
gives multiple solutions. In order to introduce the Partial Relative Gain (PRG) index, it is
assumed that matrices G0 and Λ are:
(1.11) G0 =
[
G11 G12
G21 G22
]
,Λ =
[
Λ11 Λ12
Λ21 Λ22
]
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where G11 and Λ11 have the same dimensions, while G22 is assumed to be nonsingular. It is
possible to show that
(1.12) Λ11 = G11 ×
(
G¯−111
)T
, G¯11 = G11 −G12G−122 G21
The PRG procedure can be summarized as follows:
• From RGA analysis choose input-output yi − uj pairings.
• Reorder matrix G0 as in 1.11 and make G22 corresponds to the selected input-output
pair.
• Recompute the RGA for the subsystem G11 and obtain ΛP = G¯11 ×
(
G¯−111
)T
.
• Choose new pairing from ΛP .
• Repeat procedure until all u− y pairings have been chosen.
With this procedure, PRG is an attempt to consider closed-loop information related to the
chosen decentralized control structure. Notice that the first step is not unique.
1.3.2. Decomposition methods
based on Gramians. Gramians describe observability and controllability properties of
a given stable linear system as stated in [39] and [40]. In such references, a definition of
observability and controllability gramians is reported.
Definition. For a stable system, equations 1.1 and 1.2, the controllability gramian P and
the observability gramian Q are symmetric non negative definite matrices which satisfy the
Lyapunov equations
(1.13) AP + PAT +BBT = 0
(1.14) ATQ+QAT + CTC = 0
Alternatively, matrices P and Q can be expressed as:
(1.15) P =
∫ ∞
0
eAtBBT eA
T tdt
(1.16) Q =
∫ ∞
0
eAtCTCeA
T tdt
The gramians quantify how hard is to control and to observe the system states.
1.3.3. Nodal transformation matrix. A nodal transformation matrix is presented in
[41] as a mathematical tool used to perform a model distribution process. The main objective
of the procedure is to construct reduced order models from a global (centralized) model by
creating local state vectors which consist of locally relevant states. The procedure guarantees
that there is a dynamic equivalence between local and global models. This procedure can
be used for decentralized or distributed estimation when the system does not present a fully
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connected topology.
Nodal state vector xi(k), local measurements yi(k) and local system dynamic matrix Ai, for
instance, are related to the global state vector x(k), global measurement y(k) and system
dynamic matrix A, accordingly, to
(1.17)
xi(k) = Tix(k)
yi(k) = Hiy(k)
Ai = TiAT
+
i
where Ci = HiCT
+
i , and Hi is the transformation for selecting local measurements from
the global measurement vector. The superindex + denotes the Moore-Penrose generalized
inverse. T+i = T
−1
i for nonsingular Ti.
Ti is a linear nodal transformation matrix. Choosing Ti must satisfy that the local states can
be locally estimated and controlled as optimally as they would be centrally, without having
to propagate information between unconnected nodes. Ti picks states or combinations of
states from the global vector to form a reduced order local state. This approach satisfy the
need of propagating information between, for example, two unconnected nodes which have
common state space observed by either or both nodes.
Given a dynamical system, the nodal transformation matrix Ti is dependent on the way
states physically influence each other, that is, Ti is dependant on the state transition matrix.
In [41] can be found how to define Ti according to the form that a state transition matrix is
constructed given the state space model of a dynamical system.
1.4. Discussion on distributed systems approach
• Regarding systems partitioning.
None of the proposed methods has a marked implementation preference over the others. In
fact, none of the reviewed works on distributed state estimation schemes discuss how the
subsystems were obtained or which system partitioning technique was used.
The transformation matrix Ti is explicitly used in [41, 42], and seems to be a reasonable
good choice for system partitioning. But the truth is that the success of this method relies
on the knowledge one has on the system dynamics.
One possible solution for the system partitioning problem appears when it is considered first,
which should be the correct or adequate location for the sensors. Optimal measurement
methods and sensor positioning within a system is proposed in [43]. The idea is to allocate
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sensors optimally so they give enough and reliable information from a system. This could
lead to a trivial system partitioning based on the location of such sensors. However, this
solution is not always possible, since usually it is intended to retrieve the states of an already
functioning or designed system, in order to control and to optimize it. Besides, some variables
may be too expensive or impossible to measure.
The general statement presented in the literature is that the partitioning procedure should
give place to ”Well conditioned systems”. But, what is considered a well conditioned system,
is an open discussion. It depends on which property interests the most. A system that
guarantees full local observability is a well conditioned system? Is it that one in which
the model uncertainties are reduced? There is no answer that can satisfy all the system
partitioning procedures.
• Regarding distributed state estimators.
None of the reviewed works show a procedure to check or to guarantee local observability
so a given distributed state estimation technique can be implemented. It is only stated that
each subsystem must have at least one sensor. Even when several authors state that the
distributed state estimation procedure calls for the availability of schemes that guarantee
the asymptotic convergence of the local estimates. For instance, there is no established
relationship that link noise constraints to convergence properties of the local estimations.
Estimating the states of a large-scale system by means of the distributed state estimation
approach has to consider not only the system partitioning or the distributed state estimation
scheme, but some other issues that have been previously exposed [9, 44, 45]. For example,
problems related to communication protocols and synchronization of the information
exchange; good performance of the local estimators requires information exchange that could
be corrupted due to information loss or transmission frequency limitations. The discussed
issues have yet not been solved from a distributed point of view.
In summary, the distributed approach is not a well conditioned problem since it lacks of
formalization and unification of concepts. The proposed procedures and methods rely on
heuristics and the knowledge a designer has over an observer structure and a given dynamical
system.
2.1. BENCHMARK DESCRIPTION
CHAPTER 2
Distributed state estimation techniques
In order to compare the performance of some of the distributed state estimation schemes
presented in table 1.1, a heat rod model is chosen as benchmark for the estimators
implementation. The selection criteria of the schemes to be implemented obey to reasons
such as the availability of convergence tests made by the authors, amount of references of the
proposed scheme, or, as in the case of the moving horizon estimator based schemes, there is
only one scheme proposed in the literature.
It is worth mentioning that the centralized or classical implementations of each algorithm
is presented and implemented as well. In this chapter, the algorithms to implement the
estimators are fully described and the estimated dynamic behaviour of the benchmark is
compared with the reference dynamic behaviour of the temperature in the rod.
2.1. Benchmark description
The heat rod dynamical system has been used as benchmark for distributed state estimation
schemes comparisons in works as the one presented in [46] and the Hierarchical and
distributed model predictive control of large-scale systems (HD-MPC) project 2. The features
of the rod model that are attractive for distributed applications are the possibility of dividing
the rod into any number of slices, therefore each slice represents a state. Also it is possible to
consider any number of heat sources and temperature sensors that can be locate anywhere
along the rod.
Consider a solid rod of length L where heat conduction and convection phenomena arise.
2Project sponsored by the European Union. Homepage: http://www.ict-hd-mpc.eu/
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Figure 2.1. Spatial distribution of a rod.
Rod model.
(2.18) ρCp (AT∂x)
∂T
∂t
=
(
κ
∂2T
∂x2
+ g(x, t)
)
AT∂x
where ρ is the density of the rod, Cp is the heat capacity per unit of mass, κ is the thermal
conductivity, P is the perimeter of the cross-sectional circumference, ∂x is the width of the
slice,AT = P∂x is the area exposed to the environment, T is the temperature inside the slice,
x and t are the spatial and temporal variables, and g(x, t) is a generation function described
as:
(2.19) g(x, t)AT∂x = Q˙(x, t)P∂x+ h (Tenv − T (x, t))P∂x
with Q˙(x, t) the heater power per unit of area, h the convection coefficient and Tenv the
temperature of the environment.
Replacing 2.19 in 2.18, a final partial differential equation is obtained:
(2.20)
∂T
∂t
=
1
ρCp
[
κ
∂2T
∂x2
+
P
AT
Q˙+
hP
AT
(Tenv − T )
]
Model discretization. In order to solve numerically the previous model, partial
derivatives are approximated. A straightforward way to perform such approximation is to
apply the finite differences method. This method uses an approximation of the derivatives
based on a truncation of the Taylor series at the first order term. Then the derivatives can
be expressed as:
(2.21)
∂u
∂h
≈ ui+1 − ui
∆h
∂u
∂h
≈ ui − ui−1
∆h
∂u
∂h
≈ ui+1 − ui−1
2∆h
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where i is a spatial index, used as discretization variable. Equations in 2.21 are known as
forward, backward and central approximations of the derivative, respectively. If the previous
approximations are successively applied, the second order derivatives can be found as:
(2.22)
∂2u
∂h2
≈ ui+1 − 2ui−1 + ui
∆h2
∂2u
∂h2
≈ ui − 2ui−1 + ui−2
∆h2
∂2u
∂h2
≈ ui+1 − 2ui + ui−1
2∆h2
If the approximations are applied to the rod equation, following expression is considered for
the heat rod modelling:
(2.23)
∂Ti
∂t
=
1
ρCp
[
κ
Ti+1 − 2Ti + Ti−1
∆x2
+
P
AT
Q˙i +
hP
AT
(Tenv − Ti)
]
To model the ends of the rod, an additional assumption must be made: the conduction
phenomena is only given in one dimension, across x-axis. Therefore, two more expressions
must be considered to model the heat rod:
(2.24)
∂Ti
∂t
=
1
ρCp
[
κ
Ti+1 − Ti
∆x
+
P
AT
Q˙i +
hP
AT
(Tenv − Ti)
]
∂Ti
∂t
=
1
ρCp
[
κ
Ti−1 − Ti
∆x
+
P
AT
Q˙i +
hP
AT
(Tenv − Ti)
]
Equations in 2.24 are used to model the ends of the rod, and equation 2.23 is applied in the
middle of the rod.
State space model. The model of the heat rod is:
(2.25) AR =
κ
ρCp∆x


-1 1 0
1 -2 1
. . .
1 -2 1
0 1 -1

−
hP
ρCpAT


1 0
1
. . .
1
0 1


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Symbol Parameter Value Units
ρ Density 2700 Kg ·m−3
Cp Heat capacity per mass unit 900 J ·K−1 ·Kg−1
κ Thermal conductivity 230 W ·m−1 ·K−1
h Convection coefficient 10 W ·m−2 ·K−1
Q˙ Heat power 2000 W
Tenv Environmental temperature 298 K
Table 2.1. Rod model parameters.
(2.26) BR =


P
ρCpAT
0 · · · 0 P
ρCpAT
0
P
ρCpAT
...
P
ρCpAT
...
. . .
P
ρCpAT
P
ρCpAT
0
P
ρCpAT
0 · · · 0 P
ρCpAT
P
ρCpAT


The system states are the temperatures of each slice, x = [T1T2 · · ·TNi ]T , and the system
inputs are the heat power
Simulation set up. To simulate the dynamic response of the system, a solid rod of 2
meters long is considered. The following considerations are made:
• The system is spatially partitioned into 20 slices.
• 2 heat sources are considered, located at slices 5 and 16.
• The measurements of the system are taken 4 temperature sensors, located at slices
5, 8, 13 and 16.
1
T
20
T
1
16
T13T8T5T
2
Figure 2.2. Rod spatial distribution. Heat sources and sensors positions.
The value of the parameters used for simulation are shown in next table.
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Next figures present the dynamic response of the system. At the beginning of the simulation
the temperature in the rod is the environment temperature and at 2000 seconds, the heat
sources begin operation. A full description of the rod model and parameters values used for
simulation are presented in [47].
Figure 2.3. Evolution of temperature along the rod.
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(b) State estimation at 20000 seconds.
Figure 2.4. Dynamic response of the system.
System partitioning. In this chapter, a first simple distribution of the rod model is
made. Two subsystems are obtained partitioning the rod. Each partition has ten states and
there are no overlapping states as shown in figure 2.5.
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N
+1
2
N
2
L
20
Figure 2.5. Rod partitioning into two subsystems.
The distributed state estimators will be dealing two reduced order models from the rod.
Two nodes are obtained.
1
N 2N
Figure 2.6. Nodal representation of two subsystems.
The neighbourhood Nl of node 1 comprises node 2 and itself, N1 = {1, 2}. The same goes
for node 2, N2 = {1, 2}.
2.2. Distributed Kalman filters
A large number of distributed Kalman filters can be found in the literature. This is the most
popular approach within the distributed state estimators schemes. Only three schemes were
selected for implementation. The algorithms are explained in detail and some simulation
results are presented.
2.2.1. Kalman filtering. The Kalman filter is a mathematical tool used as an
estimator of the states of linear dynamical systems, from measurements corrupted with
Gaussian white noise. Claimed to be one of the greatest estimation methods, it finds its
most common applications in control theory, which needs to have knowledge of the states of
a process, in order to know what it is doing, and then perform desired control actions over
it [3, 48]. The Kalman filter addresses the problem of estimating the state or states of a
system that is governed by a linear stochastic state equation and a measurement equation.
(2.27) x(k) = Ax(k − 1) +Bu(k − 1) + w(k − 1)
(2.28) y(k) = Cx(k) + v(k)
where w(k−1) is the process noise and v(k) is the measurement noise and they are assumed
to be Gaussian white noise. From now on, it is assumed that the systems behaviour obey to
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dynamics such as modelled with equations 2.27 and 2.28.
2.2.1.1. Centralized Kalman Filter. The well known Kalman filter algorithm is presented
in table 2.2 and implemented.
Algorithm: Centralized Kalman filter
Initialize with
xˆ(0) = E(x(0))
P (0) = E
[
(x− xˆ)(x− xˆ)T ]
Prediction stage
(2.29)
xˆ(k|k − 1) = Axˆ(k − 1|k − 1) +Bu(k − 1)
zˆ(k) = Cxˆ(k|k − 1)
P (k|k − 1) = AP (k − 1|k − 1)AT +Q
Correction stage
(2.30)
K(k) = P (k|k − 1)CT [CP (k|k − 1)CT − R]−1
xˆ(k|k) = xˆ(k|k − 1) +K(k)[z(k)− Cxˆ(k|k − 1)]
P (k|k) = [I −K(k)C]P (k|k − 1)
Table 2.2. Classic Kalman filter algorithm.
And the estimated dynamic response of the system:
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(b) State estimation at 20000 seconds.
Figure 2.7. Dynamic response of the system with centralized Kalman filter.
The centralized approximation gives an accurate state estimation, which was expected. This
performance will be the baseline of comparison for the distributed state estimation schemes.
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2.2.2. Distributed and Decentralized Kalman filter. The distributed and
decentralized Kalman filter (DDKF) was first presented in [41] and further explained in
[42]. This algorithm can be classified as a partition based state estimator since it does not
require that all nodes estimate the overall state vector.
Algorithm: Distributed and decentralized
Kalman filter
Initialize with
xˆi(0) = E(xi(0))
Pi(0) = E
[
(xi − xˆi)(xi − xˆi)T
]
Prediction stage
(2.31)
xˆi(k|k − 1) = Aixˆi(k − 1|k − 1) +Biui(k − 1)
Pi(k|k − 1) = AiPi(k − 1|k − 1)ATi +Qi
Correction stage
• Local estimation
(2.32)
Pi(k|yi(k)) = [CTi R−1i Ci]−1
ii(yi(k)) = [C
T
i R
−1
i ]yi(k)
xˆi(k|yi(k)) = Pi(k|yi(k))ii(yi(k))
• Inter-nodal communication
(2.33)
Pi(k|yj(k)) = Ti[T Tj P−1j (k|yj(k))Tj ]−1T Ti
xˆi(k|yj(k)) = TiT+j xˆj(k|yj(k))
• Assimilation
(2.34)
Pi(k|k) = [P−1i (k|k − 1) +
N∑
j=1
P−1i (k|yj(k))]−1
xˆi(k|k) = Pi(k|k)[P−1i (k|k − 1)xˆi(k|k − 1) +
N∑
j=1
P−1i (k|yj(k))xˆi(k|yj(k))]
Table 2.3. Distributed and decentralized Kalman filter algorithm.
The prediction and correction stages of the centralized approach holds for the DDKF, but
the prediction stage is performed locally by each node. The correction stage is divided into
three steps. In the local update step, local covariance and state estimates are computed
based on local measurements. In the internodal communication step, the information of
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each node is communicated to relevant nodes (Neighbourhood) and transformed covariances
and sates estimates are obtained. Finally, in the assimilation step, the transformed states
are assimilated locally to produce state and covariance estimates.
It is shown that the algorithm uses explicitly the transformation matrix Ti.
The estimated dynamic response of the system is:
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(b) State estimation at 20000 seconds.
Figure 2.8. Dynamic response of the system with DDKF.
The reason this algorithm was chosen for implementation is that it was proposed as a solution
for the distributed state estimation for large-scale systems within the aforementioned HD-
MPC project. This algorithm was the start point and reference for the Kalman filter based
distributed state estimators.
2.2.3. Distributed Kalman filter with state consensus. The distributed Kalman
filter with state consensus (DKF-SC) wast first presented in [29] and then improved in
[49, 50]. This algorithm computes the overall system estimates at each node, and then
performs a local state consensus by means of penalizing the difference of the system estimates
of the neighbourhood using the correction factor ǫ.
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Algorithm: Distributed Kalman filter with state
consensus
Initialize with
xˆi(0) = E(xi(0))
Pi(0) = E
[
(xi − xˆi)(xi − xˆi)T
]
Prediction stage
(2.35)
xˆi(k|k − 1) = Axˆi(k − 1|k − 1) +Bui(k − 1)
Pi(k|k − 1) = APi(k − 1|k − 1)AT +Qi
Correction stage
• Local update
(2.36) li = C
T
i R
−1
i Ci, ii = C
T
i R
−1
i yi(k)
• Correction with neighbouring information
(2.37)
P−1i (k|k) = P−1i (k|k − 1) +
∑
j∈N
li(k)
xˆi(k|k) = Pi(k|k)[P−1i (k|k − 1)xˆi(k|k − 1) +
∑
j∈N
ij(k)]
• Local consensus
(2.38) xˆi(k|k) = xˆi(k|k) + ǫ
∑
j∈N
[xˆj(k|k)− xˆi(k|k)]
Table 2.4. Distributed Kalman filter with state consensus algorithm.
The steps presented in this algorithm are analogue to the ones presented in the DDKF
algorithm in table 2.3. Local state and covariance are calculated and then corrected with
neighbouring information. The final step, however, is different. In this case a local consensus
of state estimation is reached using correction factor ǫ. If the value of ǫ increases, it could
lead to instability of the algorithm, but if ǫ is zero, there is no consensus. Obtaining the
right value for the correction factor is a tuning process.
In this case, the value chosen for ǫ was 0.1, since it is the value used in [46] where a rod was
used as benchmark also.
One of the main drawbacks of this scheme is that it is necessary that all the nodes estimate
the same amount of variables, otherwise, there are implementation issues. It can be seen in
equation 2.37 that the covariances sum can not be performed if a neighbour node estimates
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a different amount of states. In fact, the author assumes that all the measurement models
are equivalent in its implementation example [50].
The estimated dynamic response of the system is:
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(b) State estimation at 20000 seconds.
Figure 2.9. Dynamic response of the system with DKF-SC.
From the simulations results, another problem can be disguised. There are also
implementation issues when the subsystems are not symmetric and a consensus is performed.
For example, the heat source in subsystem 1 is located at its 5th partition, while the heat
source in subsystem 2 is located at its 6th partition. The consensus procedure seems to
replicate the heat source from one subsystem into the other.
2.2.4. Distributed Kalman filter with diffusion strategy. The distributed Kalman
filter with diffusion strategy (DKF-DS) was presented in [51]. This algorithm computes the
overall system estimates at each node, and then performs a local state consensus by means
of weighting the state estimation performed by the nodes in the neighbourhood.
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Algorithm: Distributed Kalman filter with
diffusion strategy.
Initialize with
xˆi(0) = E(xi(0))
Pi(0) = E
[
(xi − xˆi)(xi − xˆi)T
]
Prediction stage
(2.39)
xˆi(k|k − 1) = Axˆi(k − 1|k − 1) +Bui(k − 1)
Pi(k|k − 1) = APi(k − 1|k − 1)AT +Qi
Correction stage
• Incremental update
(2.40)
Si(k) =
∑
j∈Nl
C−1j R
−1
j Cj
qi(k) =
∑
j∈Nl
C−1j R
−1
j yj(k)
(2.41) P−1i (k|k) = P−1i (k|k − 1) + Si(k)
(2.42) ψi(k) = xˆi(k|k − 1) + Pi(k|k)[qi(k)− Si(k)xˆi(k|k − 1)]
• Diffusion update
(2.43) xˆi(k|k) =
∑
j∈Nl
cj,iψi(k)
Table 2.5. Distributed Kalman filter with diffusion strategy algorithm
(Information form).
The algorithm procedure does not differ much from the previous algorithms development.
Local state and covariance are calculated and then corrected with neighbouring information.
The consensus, however, does not penalize the difference between estimations, but weights
the estimation provided by each neighbouring node. The consensus term cj,i must satisfy∑
j∈Nl
cj,i = 1 and cj,i ≥ 0∀i, j.
The consensus proposed in equation 2.43 is a convex combination of the estimates of the
neighbours, and the author claims it outperforms the one proposed in equation 2.38 of the
DKF-SC scheme, since it is a mere averaging of the estimates.
The estimated dynamic response of the system is:
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(b) State estimation at 20000 seconds.
Figure 2.10. Dynamic response of the system with DKF-DS.
This algorithm presents the same implementation issues exposed for DKF-SC in the previous
section. From equation 2.41 it can be seen that if all the neighbouring subsystems do not
measure the same amount of states, the matrices dimensions mismatch. From the simulations
results, it can be seen that the consensus strategy also seems to replicate the heat source
from one subsystem into the other. Then, the implementation and good performance of the
algorithm is restricted.
2.3. Distributed particle filter
The conception of the particle filter as a completely nonlinear state estimator and its inherent
computational burden [52], makes this approach not a likely candidate for addressing the
large-scale system state estimation problem, even more when dealing with linear large-scale
models. However, the literature reports several developments on the subject to be considered
[28, 53, 54].
2.3.1. Particle filtering. The main idea behind particle filtering is to consider a set of
particles or guesses instead of only one particle or expected value as in the initialization of
the Kalman filter. The evolution of the states is modelled as a simple Markov process,
specified by their state transition probabilities Observations about states are modelled
by their likelihood probabilities. The aim of the algorithm is to estimate the posterior
probability density function (pdf ). The posterior pdf is represented by a set of weighted
samples or particles. Due to the usage of weighted samples to approximate pdf, particle
filter is computationally expensive.
The performance of the filter when addressing nonlinear problems surpasses the extended
Kalman filter and even the unscented Kalman filter. The price that must be paid for the
high performance of the filter is an increased level of computational cost. That precisely is
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the main obstacle to a more widespread use.
The algorithm for a general and centralized particle filter implementation is presented in
table 2.6.
Algorithm: Centralized Particle filter
Initialization
DrawN particles xn(0) with n = 1, . . . , N and the initial
weight wn(0)
(2.44) wn(0) =
1
N
Importance sampling step
• Sample N particles xn(k) from p(x(k)|xn(k −
1)).
• Perform the time propagation step to obtain a
priori particles xn(k) using 2.27.
• Update the importance weights
(2.45) wn(k) = wn(k − 1)p(y(k)|xn(k))
• Normalize the important weights
(2.46) wn(k) =
wn(k)∑N
n=1w
n(k)
Selection step
• Resample N particles xn(k) according to wn(k)
to obtain a posteriori particles
Table 2.6. Particle filter algorithm.
The estimated dynamic response of the system is:
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(b) State estimation at 20000 seconds.
Figure 2.11. Dynamic response of the system with centralized Particle filter.
2.3.2. Distributed particle filter scheme. The proposed distributed particle filters
schemes has mainly two approaches: the distributed nature is achieved by either transmitting
local statistics of particles to a centralized unit (consensus based distributed particle filters)
or using a message passing method or similar neighbouring communication methods [30].
Transmitting local statistics of particles to a centralized unit is not an efficient approach.
Failure of the centralized unit is a treat to the entire network. In the message passing
method, the algorithms construct or have defined a path through and between the nodes.
Once the information runs through such paths, the important sampling and selection steps
are performed locally.
In [31], a distributed particle filter for large-scale systems is presented that can be classified
among the message passing methods. This scheme is selected for implementation due to
its simplicity in the formulation and two important features: first, it considers low order
dynamical systems. Second, it considers reduced amount of information exchange between
neighbouring nodes. The way such features are obtained is by partitioning the system into
subsystems modelled as in equation 1.7. The only exchange of information is the effect of
relevant states from the neighbours.
The algorithm presented in table 2.6 holds for each subsystem, considering local variables
xni (k) and w
n
i (k) with state transition p(xi(k)|xni (k − 1)) and likelihood p(yi(k)|xni (k))
distributions. And in the importance sampling step, the time propagation step to obtain a
priori particles xni (k) is done using equation 1.7.
The estimated dynamic response of the system is:
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(b) State estimation at 20000 seconds.
Figure 2.12. Dynamic response of the system with distributed Particle filter.
2.4. Distributed moving horizon estimator
Model predictive controllers popularity has been increasing in industrial applications [55]
and its implementation has motivated the development of state observers such as the moving
horizon estimator (MHE). Since the industrial processes complexity and size have been
increasing, it is natural that large-scale approaches for both, MPC and MHE, have been
proposed.
Distributed moving horizon estimation schemes is one of the most recent approaches for
addressing the large-scale systems state estimation problem. It has been motivated for
the development of novel MPC structures applied to large-scale systems. Among them, it
is worth mentioning completely decentralized structures, distributed control systems and
hierarchical structures.
2.4.1. Moving Horizon Estimation. Moving horizon estimation approach was
formulated as an estimation strategy capable of considering inequality constraints of a
process. The Kalman filter is the standard choice for estimating the state of a linear system
when the measurements are noisy. However, if we add inequality constraints to the problem
formulation, recursive solutions as the Kalman filter are unavailable. The strategy adopted
to retrieve an optimal state estimate is to reformulate the estimation problem as a quadratic
program. This formulation allows the addition of inequality constraints [56]. Unconstrained
linear systems can be addressed with MHE as well.
Consider a system as the one presented in equations 2.27 and 2.28. The constrained linear
state estimation problem is formulated as the solution of the following quadratic problem
[57]:
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(2.47) φ∗t = min
x(0),{w(k)}t−1
k=0
φt
subject to the constraints x(k) ∈ X, w(k) ∈ W and v(k) ∈ V. The objective function is
defined by 3
(2.48) φt(x(0), {w(k)}) =
t−1∑
k=0
(
vT (k)Rv(k) + wT (k)Qw(k)
)
+(x(0)−xˆ(0)TP (0)(x(0)−xˆ(0))
The pair (xˆ(0), P (0)) summarizes the prior information t = 0. This formulation is known as
a full information estimator since all measurements are considered. The problem of solving
the linear quadratic program grows without bound as more measurements are collected,
leading to a very high computational burden. Moving horizon estimation solves this using a
basic strategy, using a fixed amount of data, while approximately summarizing the old data.
The size of the quadratic program is bounded since a moving, fixed-size estimation window
is used.
The time interval is divided into two parts: t1 = {0 6 k 6 t−N − 1} and t2 =
{t−N 6 k 6 t− 1}, where N is the amount of measurements to be considered or the
window size.
The objective function of equation 2.48 is rearranged according to the previous division and
the moving horizon estimation is the solution of the following quadratic problem:
(2.49) φˆ∗t = min
y,{w(k)}t−1
k=t−N
φˆt (y, {w(k)})
subject to the constraints x(k) ∈ X, w(k) ∈ W and v(k) ∈ V. The objective function is
defined as:
(2.50)
φˆt(y, {w(k)}) =
t−1∑
k=t−N
(
vT (k)Rv(k) + wT (k)Qw(k)
)
+(y− xˆ(t−N))TP (t−N)(y− xˆ(t−N))
3There are many formulations for the objective function. Equation 2.48 is one example but each author
can propose a variation according to which variable wishes to penalize.
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Where the term (y− xˆ(t−N))TP (t−N)(y− xˆ(t−N)) is called the arrival cost. This term
approximately summarizes the old data from the interval t1 = {0 6 k 6 t−N − 1}, in other
words, it summarizes the effect of data {y(k)}t−N−1k=0 on the state xt−N .
The matrix P (t) us calculated through the Kalman filter covariance update formula:
(2.51) P (t) = Q+ AP (t− 1)AT −AP (t− 1)CT (R + CP (t− 1)C)−1CP (t− 1)AT
The estimated response using the moving horizon approach is:
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(b) State estimation at 20000 seconds.
Figure 2.13. Dynamic response of the system with moving horizon estimator.
2.4.2. Distributed moving horizon estimation scheme. Distributed state
estimation is proposed as a reliable state estimation solution when addressing the estimation
of states of large-scale systems. Distributed MHE scheme was proposed and theoretically
described in [18, 19]. The approach is simple: given a system partitioned into a number of
subsystems, local sensors collect measurements that are modelled as in equation 1.6 and the
local dynamics are modelled by expression 1.7. Then, each node solves a MHE problem to
retrieve an optimal local state.
Local constraints are handled by each MHE, one of the main features of this approach, which
is an extension of one of the earliest justifications for MHE development. Convergence of
the approach is discussed and proved in [20, 21]. The first numerical examples are also
presented.
For a given estimation horizon N > 1, each node i ∈ Nl at time k solves a MHE problem.
A local quadratic problem is described by:
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(2.52) φˆ∗t,i = min
yi,{wi(k)}
t−1
k=t−N
φˆt,i (yi, {wi(k)})
The estimated dynamic response of the system for the distributed MHE is:
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(b) State estimation at 20000 seconds.
Figure 2.14. Dynamic response of the system with distributed moving
horizon estimator.
2.5. Other distributed state estimators
There are a considerable number of Kalman filter based distributed state estimators proposed
in the literature, and only three have been presented and discussed. Next, there is a list of
some extra approaches where some features are highlighted for future references.
Modified Decentralized Kalman Consensus (MDKC) [58]:
• Promise: Convergence to an unbiased estimate.
• Limitations: good results are obtained only when the addressed system can be
treated as a strongly connected network.
Decentralized Kalman filter Decentralized Kalman filter (DKF) [11, 59]:
• Promise: Alleviate computational burden when all nodes exchange information
among each other.
• Limitations: Communication increases and information can mislead the estimation.
Estimation accuracy is diminished.
Decoupled Hierarchical Kalman filter (DHKF) [46]:
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• Promise: Computational saving and improvement of the estimation accuracy respect
DKF.
• Limitations: Poor performance if nodes can not transmit accurate information with
each others, due to communication limitations or corruption.
Distributed Kalman filter with weighted averaging (DKF-WA) [46]:
• Promise: Only neighbouring nodes communicate, avoiding information corruption
and decreased computational burden.
• Limitations: requires off-line calculations and is sensitive to non-linearities.
Distributed Kalman filter with bipartite fusion graphs (DKF-BF) [60]:
• Promise: Information loss decreased fusing the observations that are common among
the local KF using bipartite fusion graphs and consensus averaging algorithms
• Limitations: There is the need of taking the inverse of high order matrices making
the approach sensitive to ill-conditioned systems.
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CHAPTER 3
Distributed state estimation techniques comparison
In the previous chapter, some distributed state estimation techniques were fully described
and an implementation example was presented to show the estimated dynamic response for
a system. It is of great interest to compare the performance of each technique when a system
is partitioned into a different number of subsystems under the same conditions, including its
sensors and actuators. Furthermore, if the comparisons are made by evaluating attributes of
interest of an algorithm, as the mentioned computational cost, convergence and prediction
error.
But first, it is proposed a modification of the distributed Kalman filter with state consensus
and the distributed Kalman filter with diffusion strategy. It is shown that it can be proposed
a unification of the distributed Kalman filter approach. The proposed unification is one of
the main contributions of this thesis.
3.1. Distributed Kalman filters unification
Two main drawbacks were found when the distributed Kalman filter with state consensus
and the distributed Kalman filter with diffusion strategy were implemented: first, the same
number of variables must be measured at each subsystem, and second, the subsystems must
be symmetric.
It is proposed the use of transformation matrix Ti to modify DKF-SC and DKF-DS
algorithms in order to obtain distributed schemes able to address subsystems with different
number of measured states or non symmetric. As exposed before, matrix Ti is used explicitly
in the distributed and decentralized Kalman filter algorithm to choose the relevant states of
a node, but it is also used to communicate information from one node to another as seen in
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the internodal communication step in equation 2.33 of table 2.3.
3.1.1. Modified distributed Kalman filter with state consensus. The inclusion
of matrix Ti is simple, as will be further shown. But first, the following equivalences are
pointed out:
Replacing equation 2.33 in equation 2.36 yields:
(3.53)
li = C
T
i R
−1
i Ci = P
−1
i (k|yi(k))
ii = C
T
i R
−1
i yi(k) = ii(yi(k))
For the error covariance matrix estimate, from equations 2.37 and 3.53:
(3.54)
∑
j∈N
li(k) =
∑
j∈N
P−1i (k|yj(k))
Matrix Ti is used to transform the error covariance matrix in order to communicate
information from one node to its neighbouring nodes:
(3.55) Pi(k|yj(k)) = Ti[T Tj P−1j (k|yj(k))Tj]−1T Ti
which yields the following expression:
(3.56)
P−1i (k|k) = P−1i (k|k − 1) +
∑
j∈N
P−1i (k|yj(k))
Pi(k|k) =
[
P−1i (k|k − 1) +
∑
j∈N
P−1i (k|yj(k))
]−1
It is the exact same expression as equation 2.34 in the assimilation step of distributed and
decentralized Kalman filter.
For the state estimate, from equations 2.37 and 3.53:
(3.57)
∑
j∈N
ij(k) =
∑
j∈N
ii(yj(k))
Matrix Ti is used again as:
(3.58) ii(yj(k)) = TiT
+
j ij(yj(k))
Now, the consensus procedure of equation 2.38 can be carried out by applying the state
transformation presented in equation 2.33.
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The dynamic response of the modified algorithm is:
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(b) State estimation at 20000 seconds.
Figure 3.1. Dynamic response of the system with modified DKF-SC.
The results show an improvement of the dynamic response respect the DKF-SC proposed
in [50]. Each node considers only one source of heat, correcting the undesired effect seen in
figure 2.9.
3.1.2. Modified distributed Kalman filter with diffusion strategy. The
modification procedure of the distributed Kalman filter with diffusion strategy is similar
as the one presented for the distributed Kalman filter with state consensus.
Replacing equation 2.33 in equation 2.40 yields:
(3.59)
Si(k) =
∑
j∈Nl
C−1j R
−1
j Cj =
∑
j∈Nl
P−1j (k|yj(k))
qi(k) =
∑
j∈Nl
C−1j R
−1
j yj(k) =
∑
j∈Nl
ij(yj(k))
For the error covariance matrix estimate, matrix Ti is used to transform the error covariance
matrix in order to communicate information from one node to its neighbouring nodes:
(3.60) Pi(k|yj(k)) = Ti[T Tj P−1j (k|yj(k))Tj]−1T Ti
With this consideration, and replacing equation 3.59: in equation 2.40:
(3.61)
P−1i (k|k) = P−1i (k|k − 1) + Si(k)
P−1i (k|k) = P−1i (k|k − 1) +
∑
j∈N
P−1i (k|yj(k))
Pi(k|k) =
[
P−1i (k|k − 1) +
∑
j∈N
P−1i (k|yj(k))
]−1
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Which is the exact same expression as equation 2.34 in the assimilation step of distributed
and decentralized kalman filter.
For the state estimate, equation 2.42 holds to obtain a local estimate, the consensus
procedure is performed with the next modification:
(3.62) xˆi(k|k = ψi(k) +
∑
j∈Nl
cj,iTiT
+
j ψj(k)
The dynamic response of the modified algorithm is:
0 0.5 1 1.5 2
x 104
298
299
300
301
302
303
304
Estimation of state 5 dynamic
Time [s]
Te
m
pe
ra
tu
re
 [K
]
 
 
Estimation
Reference
(a) Temperature at slice 5.
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(b) State estimation at 20000 seconds.
Figure 3.2. Dynamic response of the system with modified DKF-DS.
The results show an improvement of the dynamic response respect the DKF-DS proposed
in [51]. Each node considers only one source of heat, correcting the undesired effect seen in
figure 2.10.
3.2. Distributed state estimators implementations for different amount of nodes
It is a common practice within the literature that the comparison made for distributed state
estimation techniques, especially Kalman filter based, the use of only one system partition. In
this section, the rod system is partitioned into 3 and 4 subsystems, and the chosen distributed
state estimation techniques are implemented accordingly to the description made in chapter
2 and the modified algorithms presented in section 3.1.
3.2.1. 3 nodes system partitioning. The system is partitioned into 3 subsystems.
The first node comprises states 1 to 6, the second nod comprises states 7 to 14 and the third
node comprises states form 15 to 20. The subsystems are not symmetric and the number of
measured states are different according to the sensors placement shown in figure 2.2.
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3.2. DISTRIBUTED STATE ESTIMATORS IMPLEMENTATIONS FOR
DIFFERENT AMOUNT OF NODES
1
N 2N 3N
Figure 3.3. Nodal representation of 3 subsystems.
The neighbourhoods are defined as:
• N1 = {N1, N2}
• N2 = {N1, N2, N3}
• N3 = {N2, N3}
Following figures show the dynamic response of each distributed state estimation technique
for a 3 nodes system partitioning:
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(b) State estimation at 20000 seconds.
Figure 3.4. DDKF estimation for 3 nodes distribution.
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(b) State estimation at 20000 seconds.
Figure 3.5. Modified DKF-SC estimation for 3 nodes distribution.
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(b) State estimation at 20000 seconds.
Figure 3.6. Modified DKF-DS estimation for 3 nodes distribution.
0 0.5 1 1.5 2
x 104
298
299
300
301
302
303
304
Estimation of state 5 dynamic
Time [s]
Te
m
pe
ra
tu
re
 [K
]
 
 
Estimation
Reference
(a) Temperature at slice 5.
0 0.5 1 1.5 2
301
301.5
302
302.5
303
303.5
304
State estimation at 20000s
Distance [m]
Te
m
pe
ra
tu
re
 [K
]
 
 
Estimation
Reference
(b) State estimation at 20000 seconds.
Figure 3.7. Distributed Particle filter for 3 nodes distribution.
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(b) State estimation at 20000 seconds.
Figure 3.8. Distributed moving horizon estimator for 3 nodes distribution.
3.2.2. 4 nodes system partitioning. The system is partitioned into 4 subsystems.
Each subsystem has the same number of states, the first node comprises states 1 to 5, the
second node comprises states from 6 to 10, the third node comprises states from 11 to 15
and the fourth node comprises states from 16 to 20.
1
N 2N 3N 4N
Figure 3.9. Nodal representation of 4 subsystems.
The neighbourhoods are defined as:
• N1 = {N1, N2}
• N2 = {N1, N2, N3}
• N3 = {N2, N3, N4}
• N4 = {N3, N4}
Following figures show the dynamic response of each distributed state estimation technique
for a 4 nodes system partitioning:
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(b) State estimation at 20000 seconds.
Figure 3.10. DDKF estimation for 4 nodes distribution.
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(b) State estimation at 20000 seconds.
Figure 3.11. Modified DKF-SC estimation for 4 nodes distribution.
42
3.2. DISTRIBUTED STATE ESTIMATORS IMPLEMENTATIONS FOR
DIFFERENT AMOUNT OF NODES
0 0.5 1 1.5 2
x 104
298
299
300
301
302
303
304
Estimation of state 5 dynamic
Time [s]
Te
m
pe
ra
tu
re
 [K
]
 
 
Estimation
Reference
(a) Temperature at slice 5.
0 0.5 1 1.5 2
301
301.5
302
302.5
303
303.5
State estimation at 20000s
Distance [m]
Te
m
pe
ra
tu
re
 [K
]
 
 
Estimation
Reference
(b) State estimation at 20000 seconds.
Figure 3.12. Modified DKF-DS estimation for 4 nodes distribution.
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(b) State estimation at 20000 seconds.
Figure 3.13. Distributed Particle filter for 4 nodes distribution.
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(b) State estimation at 20000 seconds.
Figure 3.14. Distributed moving horizon estimator for 4 nodes distribution.
3.3. Distributed state estimators performance analysis and comparison
Computational cost, convergence and prediction error are the attributes to be evaluated and
compared for each distributed state estimation implementation. The computational cost
is an attribute that must be evaluated, since the justification for a distributed approach
to solve the control and state estimation of large-scale systems is the reduction of the
system complexity and the scalability of the computational burden. Convergence must be
guaranteed to obtain reliable local state estimations. The prediction error is a very common
evaluation made when implementing state estimators and is a familiar metric from which
performance analysis can be easily made.
The set of results obtained should give hints on which is the most suitable distributed state
estimation scheme to be implemented for a large-scale system. It is necessary to define
metrics that can give quantitative evaluation of the attributes.
3.3.1. Metrics for attributes evaluation.
Computational cost. The metric used to evaluate the computational cost is the
amount of time the algorithm takes to execute. The evaluation of this attribute was made
in a computer with the following characteristics:
• Intel Core i7 CPU U640 1.20GHz
• 8.00 GB RAM
• Windows operating system 64 bits
It must be considered that the distributed implementations are not executed by an according
number of processors, but by only one computer. The time reported is the total time in which
the estimation was achieved performing local estimators from one processor.
Convergence. The selected metric to evaluate the convergence of the distributed
implementations is the trace norm of the error covariance matrix. Early works on the
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evaluation of convergence of recursive state estimators used the trace norm as metric of
convergence performance, such studies are reported in [61, 6]. In [62], an exhaustive
study of convergence properties of distributed and decentralized Kalman filters schemes,
was presented, it was stated that the trace norm was an adequate metric to check the
approximate convergence of local state estimators. The trace norm of a matrix M is defined
as:
(3.63) ‖P‖ = trace
√
P TP
If the trace norm of a local estimator approximates to the value that a centralized estimation
gives, the approximated convergence of the local state estimator is guaranteed. This is not
a definitive proof of convergence of a distributed state estimation technique. The global
asymptotic convergence of local estimations is still an open problem [9].
Prediction error. The selected metric to evaluate the prediction error is the root-
mean-square deviation (RMSD). It is a frequently used measure of the differences between
values predicted an estimator and the actual values. It is useful to compare the estimated
errors within a dataset, as in this case. The dataset includes the reference values given by
the benchmark simulation. RMSD is defined as:
(3.64) RMSD =
√∑n
i=1(xi − xˆi)2
n
Distributed implementations works as the ones presented in [51, 50] have used RMSD as
performance metric of the proposed distributed schemes based on the performance analysis
procedures of [63, 64].
3.3.2. Attributes evaluation results. The results of the attributes evaluation are
summarized in the following tables:
Computational cost Prediction error Convergence
Centralized KF 18s 0.0250 0.7825
Centralized PF 824s 0.0098 -
Centralized MHE 136s 1.0305 · 10−9 0.0010
Table 3.1. Attributes evaluation for centralized estimators.
The centralized implementations results are the performance baseline to be taken as a
reference in comparison for the distributed implementations. The best possible performance
is achieved by the centralized implementation, since it has all the information. Particle
filtering has an excessive amount of computational burden. It makes it a less interesting
candidate to be implemented in a large-scale system, even more, if it can be represented by
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a linear model, as in this case.
It is difficult to find a metric to evaluate the convergence of the particle filter, even more,
a metric that can be compared to the trace norm metric. However, the high computational
cost of the particle filter is highlighted as the attribute to be considered.
Computational cost Prediction error Convergence
DDKF 34s 0.1243 1.5125
DKF-SC 91s 0.1339 38.4990
DKF-DS 58s 0.1500 25.3099
Modified DKF-SC 78s 0.0566 1.5432
Modified DKF-DS 76s 0.0285 1.5003
Distributed PF 1275s 0.0862 -
Distributed MHE 238s 1.2854 · 10−9 0.0014
Table 3.2. Attributes evaluation for 2 nodes system partitioning.
The time reported in table 3.2 to measure computational cost is the overall time in which
the algorithm was executed. Prediction error and convergence are evaluated at susbsystem
1, and following results are reported also for subsystem 1 despite the number of subsystems.
Using the algorithm profiler tool of Matlab, it is possible to calculate the time of execution
of each susbsystem portion of algorithm.
Computational cost
DDKF 17s
DKF-SC 46s
DKF-DS 23s
Modified DKF-SC 38s
Modified DKF-DS 36s
Distributed PF 683s
Distributed MHE 117
Table 3.3. Subsystem 1 computational cost evaluation for 2 nodes system partitioning.
Since the two subsystem partition gives 2 reduced order models almost equal, it was expected
that the time of execution of each algorithm was close to the half of the overall algorithm
execution. Notice that the times reported are lower than the reported for centralized
implementation.
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The modified DKF-SC and DKF-DS overcome the performance of the original implemented
ones. The estimated dynamic response showed it, but it was necessary to quantify the
real improvement. The main contribution of the modified algorithms are the reduction of
the prediction error and improved the convergence of the algorithm. Also notice that the
convergence evaluation gives as result similar values, almost the same, which was to be
expected since it was demonstrated that the error covariance matrix calculation was the
same as shown in equations 2.34, 3.56 and 3.61.
Distributed Kalman filter implementations are the most suitable solution for the large-scale
state estimation problem. However, we must consider that these implementations does not
consider constraints as the moving horizon estimation approach.
Next, evaluations for 3 subsystems and 4 subsystems are presented, it is expected that the
results lead to the same observations just reported.
Computational cost Prediction error Convergence
DDKF 79s 0.1597 46.4541
Modified DKF-SC 94s 0.1155 45.3480
Modified DKF-DS 98s 0.0654 45.2528
Distributed PF 1504s 0.0933 -
Distributed MHE 365s 7.4205 · 10−7 0.0094
Table 3.4. Attributes evaluation for 3 nodes system partitioning.
Computational cost
DDKF 22s
Modified DKF-SC 30s
Modified DKF-DS 31s
Distributed PF 487s
Distributed MHE 132s
Table 3.5. Subsystem 1 computational cost evaluation for 3 nodes system partitioning.
Although the subsystems state vectors size diminished, the computational effort increased.
The amount of information to be processed by each node is lower, but such information must
be transmitted to other subsystems. In case of subsystem 1, it only exchanges information
with subsystem 2. But subsystem 2 has to transmit information to subsystems 1 and 3,
and process the information received from them. It is difficult to know if the information
transmitted, for example, from subsystem 1 to subsystem 3, is relevant for the local state
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estimation procedure of subsystem 3.
Taken the case of distributed and decentralized Kalman filter, assimilation step takes longer
to be computed, since the calculation of error covariance matrix is larger due to the existence
of more subsystems from which receive information, the sum size increases in equation 2.34.
Computational cost Prediction error Convergence
DDKF 102s 0.1606 36.9345
Modified DKF-SC 118s 0.9024 36.8720
Modified DKF-DS 125s 0.0770 36.7981
Distributed PF 1712s 0.0983 -
Distributed MHE 538s 2.007 · 10−6 0.0202
Table 3.6. Attributes evaluation for 4 nodes system partitioning.
Computational cost
DDKF 24s
Modified DKF-SC 28s
Modified DKF-DS 32s
Distributed PF 435s
Distributed MHE 135s
Table 3.7. Subsystem 1 computational cost evaluation for 4 nodes system partitioning.
In case of four subsystems, the amount of information that must be processed by each
subsystem is even lower, but the communication between subsystems increases. However
the difference between 3 and four partitions is not considerable. Susbsytem 1 has six states
for 3 subsystems partition, and five states for 4 subsystems partition.
4.1. HYDRO POWER PLANT SYSTEM DESCRIPTION
CHAPTER 4
Simulation results
In this chapter, a large-scale system will be described and used as validation system for the
analysis made of the distributed state estimation techniques. The rod benchmark was useful
to implement and understand the distributed state estimation techniques, but the results
obtained must be extended to a system with a size and complexity deserves the qualification
of a large-scale system. If the attributes evaluation and performance of the algorithms
resemble the performance of the large-scale system, such results could be concluding and
can lead to the path of generalization in the, so far, wide and heuristic distributed state
estimation area.
Next section presents, the large-scale system, Hydro-Power Valley (HPV) system is presented
and described. The model of the dynamics governing the system behaviour are detailed and
a partition into subsystems is also given.
4.1. Hydro Power Plant system description
Hydro-Power Plant system is used as a large-scale system benchmark to implement
distributed control and state estimation systems [65]. The system overview is depicted
in figure 4.1.
The elements that comprise the system are listed next:
• 3 lakes: L1, L2 and L3
• A river which is divided into 6 reaches R1 to R6. The river is fed by the flows qin
and qtributary
• Dams equipped with turbines at the end of each reach D1 to D6
• A duct U1 connecting lakes 1 and 2
• Ducts equipped with turbines T1 and T2
• Ducts equipped with turbines and pumps C1 and C2
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Figure 4.1. Hydro-Power Valley system overview [1].
The considerations made to simplify the system modelling are:
• The ducts are connected at the bottom of the lakes or to the bottom of the river
bed.
• The cross section of the rivers and the lakes are rectangular.
• The width of the reaches varies linearly along them.
• The river slope is constant along every reach.
The main objective of the system is producing electricity using the turbines inside the dams
and the ducts connecting the lakes and the reaches. The power produced by the turbines
and consumed by the pumps is modelled. The power production and consumption are the
controlled variables in this benchmark. The variables for state estimation are the water
levels in the lakes and reaches and the water input and output flows in the reaches.
4.1.1. System modelling.
4.1.1.1. Reach model. The model of the reaches is based on the one-dimensional Saint
Venant partial differential equations to express the mass and momentum balances:
(4.65)
∂q(x, t)
∂x
+
∂s(x, t)
∂x
= 0
1
g
∂
∂t
(
q(x, t)
s(x, t)
)
+
1
2g
∂
∂x
(
q2(x, t)
s2(x, t)
)
+
∂h(x, t)
∂x
+ If(x, t)− I0(x) = 0
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where x is the spatial variable, which increases along the flow main direction, q(x, t) is the
river flow or discharge, s(x, t) is the wetted surface, h(x, t) is the water level with respect to
the river bed, g is the gravitational acceleration, If(x, t) is the friction slope and I0 is the
river bed slope which is asssumed to be constant.
Since the cross section of the river is assumed to be rectangular, the following equations are
considered:
(4.66) s(x, t) = w(x)h(x, t)
and
(4.67) If(x, t) =
q2(x, t) (w(x) + 2h(x, t))4/3
k2srt (w(x)h(x, t))
10/3
where w(z) is the river width and ksrt is the Gauckler-Manning-Strickler coefficient
4.
Lateral inflows per space units ql(x) are considered:
(4.68)
∂q(x, t)
∂x
+
∂s(x, t)
∂x
= ql(x)
Discretized model. The partial differential equation 4.65 can be converted into an
ordinary differential equation dividing the reach into sections as it was done with the rod in
chapter 2. The reach is divided into N sections of length dx. qi(t) is the value of the discharge
in the middle of the section i and hi(t) is the value of the water level at the beginning of
section i. hN+1 corresponds to the water level at the end of the reach.
Figure 4.2. Reach spatial discretization.
4
ksrt coefficient value is assigned according the river bed surface and changes according to the river bed
variations. In this case it is assumed is constant
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qin(t) and qout(t) are the water input at the beginning of the reach and the water output at
the end of the reach, respectively. The following set of differential equations are obtained:
(4.69)
∂hi
∂t
= − 1
wi
qi − qi−1 − qli
dx
∂qi
∂t
=
qi
wihi
qli
dx
− 2qi
wihi
qi − qi−1
dx
+
[
1
wi
(
qi
hi
)2
− gwihi
]
hi+1 − hi
dx
+gwihiI0 − gwihi
[
qi (wi + 2hi)
4/3
k2srt (wihi)
10/3
]
and the water level at the end of the reach:
(4.70)
∂hN+1
∂t
= − 1
wN+1
qout − qN
dx
where qli is the total lateral inflow of section i.
4.1.1.2. Lake model. For each lake there are defined the variables water input flow qin(t)
and water output flow qout(t). The volume of water inside the lake varies according to the
following expression:
(4.71)
∂v(t)
∂t
= qin(t)− qout(t)
But the cross section of the lake is assumed to be constant with lake surface area S and lake
water level h(t):
(4.72)
∂h(t)
∂t
=
qin(t)− qout(t)
S
4.1.1.3. Duct model. The flow inside the duct U1 can be modelled using Bernoulli’s law.
Assuming that the duct section is much smaller than the lake surface, the flow from lake L1
to lake L2 can be expressed as:
(4.73) qU1(t) = SU1sign(hL2(t)− hL1(t) + hU1(t))
√
2|hL2(t)− hL1(t) + hU1(t)|
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denoting z = hL2(t)− hL1(t) + hU1(t), equation 4.73 can be written as SU1sign(z)
√|z|. And
the following approximation is considered so the function is differentiable for z = 0:
(4.74) sign(z)
√
|z| ≈ z
(z2 + ǫ4)1/4
For ǫ = 0 the two functions are equivalent.
4.1.1.4. Turbine model. For each turbine, it is assumed that the discharge can be
manipulated. The power produced is given by the following equation:
(4.75) pt(t) = ktqt(t)∆ht(t)
Where kt is the turbine coefficient, qt is the turbine discharge and ∆ht(t) is the turbine head.
4.1.1.5. Pump model. Pumps can be modelled similarly to turbines. The power absorbed
by a pump is given by
(4.76) pp(t) = kpqp(t)∆hp(t)
Equation 4.75 was applied to the pump.
4.1.1.6. Modelling ducts C1 and C2. The ducts C1 and C2 are equipped with a turbine
and a pump and therefore equations 4.75 and 4.76 to express the amount of power generated
or absorbed. However, turbines and pumps do not operate simultaneously. A simplified
model, called double flow model, is used to consider this system restriction. For example,
for C1:
(4.77) qC1(t) = qC1t(t)− qC1p(t)
and
(4.78) pC1(t) = (ktC1qC1t(t)kpC1qC1p(t))∆hC1(t)
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4.2. Hydro-Power Plant system partition
The system is partitioned into 8 subsystems:
• Subsystem 1: comprised by L1, L2, U1, T1 and C1.
• Subsystem 2: comprised by L3, T2 and C2.
• Subsystem 3: comprised by R1 and D1
• Subsystem 4: comprised by R2 and D2
• Subsystem 5: comprised by R3 and D3
• Subsystem 6: comprised by R4 and D4
• Subsystem 7: comprised by R5 and D5
• Subsystem 8: comprised by R6 and D6
1
N
2
N
3
N
4
N
N
N
N
N
Figure 4.3. Hydro-Power Plant node connections.
The equations governing the subsystem behaviour can be derived using the equations
described in the previous section.
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4.2.0.7. Subsystem 1.
• Lake L1 and lake L2 respectively.
From equation 4.72:
(4.79)
qin(t) = qL1(t) + qU1(t)
qout(t) = qT1(t) + qC1(t)
(4.80)
qin(t) = qL1(t) + qU1(t)
qout(t) = qT1(t) + qC1(t)
• Turbine T1.
The turbine head:
(4.81) ∆ht(t) = hT1 + hL1(t)− hR2,T1(t)
• Duct equipped with turbine and pump C1.
The duct head:
(4.82) ∆hC1(t) = hC1 + hL1(t)− hR1,C1(t)
The flows q and the heads h are constrained by minimum and maximum values.
4.2.0.8. Subsystem 2.
• Lake L3.
From equation 4.72:
(4.83)
qin(t) = qL3(t) + qC2p(t)
qout(t) = qT2(t) + qC2t(t)
• Turbine T2.
The turbine head:
(4.84) ∆ht(t) = hT2 + hL3(t)− hR5,T2(t)
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• Duct equipped with turbine and pump C2.
The duct head:
(4.85) ∆hC2(t) = hC2 + hL3(t)− hR4,C1(t)
Subsystems 3, 4, 5, 6, 7 and 8. Subsystems 3 to 8 are comprised by a reach and a
dam. Figure 4.4 depicts the structure of the dams. All the flow going through the dams is
used by the turbine to produce electricity. The head of the turbines inside the dams can be
expressed as difference of the water level before and after the dam.
The water levels at the end of each reach hR and each dam discharge qD, which go to the
dams turbines, are constrained by minimum and maximum values.
Figure 4.4. Dam disposition.
System variables. The system has 249 states. The first three states are the levels of
the lakes, the next 246 states correspond to 20 flows and 21 water levels of the spatially
distributed cells of each reach. The manipulated variables are the input flows of the
the ducts and the reaches: qT1 , qT2 , qC1t , qC1p , qC2t , qC2p , qR1 , qR2, qR3 , qR4 , qR5 and qR6 . The
measured variables are the lakes water levels, the water level at the end of the reaches, the
power in the ducts (produced or consumed ) and the power of the turbines of the dams:
hL1 , hL2 , hL3, hR1 , hR2 , hR3, hR4 , hR5 , hR6 , PD1, PD2, PD3, PD4 , PD5 and PD6.
For the simulation of the system, it is considered the water discharge from the lakes and the
nominal input flows of the ducts and the reaches. The dynamic response of some states of
the plant is:
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Figure 4.5. HPV dynamic response.
4.3. Distributed state estimation techniques simulations
In chapter 2, several distributed state estimation techniques were presented, explained and
some qualitative estimation results were presented. In chapter 3, an attempt of improvement
for DKF-SC and DKF-DS led not only to the possibility of using such algorithms when
subsystems are not symmetric, but also it was found that all the distributed Kalman filter
approach formulation is the same and the error covariance propagation is the same. The
difference is made in the way the states consensus is made.
Since the modified DKF-DS, presented in section 3.1.2., proposed a convex combination of
the states leading to a better convergence of the algorithm, it is chosen for implementation of
the HPV. Also, due the high computational burden of the particle filter, it is not implemented
for the large-scale system.
The state estimation of the system simulation is performed under the same conditions
exposed in the previous section. Figure 4.6 presents the results of the estimation of the
centralized Kalman filter and the modified DKF-DS from algorithm presented in equations
3.59 to 3.62. Notice that the modified DKF-DS uses a subsystem dynamical model given by
equation 1.7.
Figure 4.7 presents the results of the estimation of the centralized moving horizon estimator
and the distributed moving horizon estimator presented in section 2.4.2.
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Figure 4.6. Kalman filter estimation.
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Figure 4.7. MHE estimation.
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The response of the distributed state estimators is good. It can be seen that the estimation
using distributed moving horizon approach can keep up with the slightly changes of the
system dynamics. The centralized attributes evaluation are presented in next table. The
values reported are the reference to check if the
Computational cost Prediction error Convergence
KF 273s 0.845 · 10−4 1.2890
MHE 593s 0.0414 · 10−4 1.0589
Table 4.1. Attributes evaluation for centralized estimators in HPV system.
The attributes evaluation for subsystem 3 are presented in the next table.
Computational cost Prediction error Convergence
DKF 273s 9.6 · 10−4 3.6340
DMHE 593s 1.5414 · 10−4 2.7850
Table 4.2. Attributes evaluation for distributed estimators in HPV system.
Two main results can be observed. First, the computational burden is alleviated for the
subsystem. This observation was not obvious for the benchmark implementation, but for
the large-scale system it takes relevance. Second, the prediction error values and convergence
values are not significantly deviated from the centralized approach, which confirm that the
distributed approach is a reliable solution for large-scale systems state estimation.
The distributed Kalman filter outperforms the distributed moving horizon approach in terms
of computational cost. It does not imply that DKF should be always chosen over DMHE. For
highly constrained systems, DMHE must be implemented. Prediction error and convergence
values for DMHE indicate its estimation is more reliable, and the computational cost of a
subsystem is still better than the observed for centralized approaches.
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Conclusions and future work
Distributed state estimation techniques are a suitable solution for the state estimation
problem for large scale systems. The computational cost is reduced at each processing
unit within a subsystem.
The computational cost is the key attribute to be considered when evaluating distributed
state estimation techniques. Any metric used for its evaluation, i.e. number of operations or
time spent for the information to be processed, applies for all algorithms. Convergence was
achieved since the distributed results approached the centralized ones. Prediction error was
low in all cases. Besides, convergence and prediction error values did not show significant
changes, except for the improvement made with the modified distributed Kalman filters.
It was achieved an unification of Kalman filter based distributed state estimation techniques.
The way such techniques communicate information of the local uncertainty among nodes is
similar. It indicates two areas in which the improvements can be made. First, a hardware
improvement; the speed at which that information is transmitted must be increased and
information loss must be lowered when the transmission takes place. Second, develop an
optimal state consensus strategy. Distributed Kalman filter with diffusion strategy showed
better performance because the consensus was made using a convex combination of the
neighbouring estimates.
The distributed particle filtering approach proved to give good and reliable local state
estimates since the prediction error was very low. But the computational cost is too high,
making it not worth of implementation seeking good estimates. A large scale system with
highly nonlinear dynamics, and therefore, non linear model representation could be suitable
for implementation to check if the trade off between computational cost and prediction error
is affordable.
60 4.3. FUTURE WORK
Distributed Kalman filters and distributed moving horizon estimators are the state
estimation techniques to be used for large scale systems. MHE approaches are becoming
very popular within manufacturing and chemical processes, motivated by the ever increasing
use of model predictive control structures, which have analogue procedures to be designed.
Distributed MHE approach is the most recent distributed approach, it showed good
performance and, due to its mentioned popularity, it calls for further development and
improvement, to take full advantage of handling local constraints.
Future work
The distributed approach for large scale systems is an ill-conditioned problem that needs
formalization. It calls for a system partitioning technique that can demonstrate that a
subsystem is well conditioned in terms of observability or an indicator that says that the
subsystem input and output information is enough to achieve a reliable state estimation. The
literature does not proposes many alternatives to approach the problem, but it is intended to
address the problem as an optimization problem in which the relationship of the subsystems
can be evaluated through generalized measure of association GMA statistical test, which is
currently used to analyse the structural dependence of the human brain.
Formalization of the distributed Kalman filter modified algorithms is intended. As
demonstrated, the formulation of three Kalman filter based distributed state estimators
is exactly the same as using nodal matrix transformation, it is sought to formalize this
procedure, extend it to other DKF approaches and propose optimal state consensus.
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