A technique based on the Minimum Model Error optimal estimation approach is employed for robust identification of a nonlinear dynamic system. A simple harmonic oscillator with quadratic position feedback was simulated on an analog computer. With the aid of analog measurements and an assumed linear model, the Minimum Model Error Algorithm accurately identifies the quadratic nonlinearity.
Introduction
The widespread existence of nonlinear behavior in many dynamic systems is weUdocumented, e.g, Thompson and Stewart [1] ; Nayfeh and Mook [2] . In particular, 
MME Algorithm
In this section, we briefly review the MME algorithm and how it is used to identify nonlinear dynamic systems. A more detailed explanation may be found in Mook and Junkins The M/VIE may be summarized as follows. Suppose there is a nonlinear system whose exact analytical representation is unknown, but for which output measurements areavailable. Using "normal"means(analysis,finite elements, etc.),a systemmodel, denotedassumed model,is constructed. The MME combines the assumed modelwith themeasurements to determine the correctform of the nonlinear system. Theapproach consistsof addingthe to-be-determined correctiontermto the assumed model. A cost functional composed of the weighted sum of the correction term plus measurements minus estimate residuals is minimized. The minimization yields optimal state trajectories in addition to the correction term. A least squares fit of the correction term is performed to find the form of the dynamic model error.
Consider a forced nonlinear dynamic system which may be modeled in state-space form by the equation
where z(t) is the n × I state vector consisting of the system states, A is the n × n state matrix, _.F(t) is an n x 1 vector of known external excitation, and f(£(t),_(t)) is an n x 1 vector which includes all of the system nonlinearities.
State-observable discrete time domain measurements are available for this system in the form
where __(tk) is an rn × 1 measurement vector at time tk, #-k is the accurate model of the measurement process, and v k represents measurement noise. _v k is assumed to be a zero-mean, gaussian distributed process of known covariance Rk. The measurement vector _(tk) may contain one or more of the system states. To implement MME, assume that a model, which is generally not the true system model because of the difficulties inherent in obtaining the true system model, is constructed in state-vector form as
Here, we show a linear model because in practice, linearization is the most common approach to modeling nonlinear systems. MME uses the assumed linear model in (3) and the noisy measurements in (2) to find the model error.
The model error, which might include linear terms as well as unknown nonlinear term(s), is represented by the addition of a correction term to the assumed linear model as
where d(t) is the n x 1 correction term (dynamic model error) to be estimated later.
A cost functional, J, that consists of the weighted integral square of the correction term plus the weighted sum square of the measurement-minus-estimated measurement residuals, is formed:
where M is the number of measurement times, __(tk) is the estimated state vector and W is a weight matrix to be determined.
J is minimized with respect to the correction term, _d(t). The necessary conditions for the minimization lead to the following two point boundary value problem (TPBVP), (see Geering [7] ), After W has been determined such that the state estimates satisfy the covariance constraint, the final step in the identification procedure is to use a least squares algorithm to fit the model error d(t) to the unknown dynamic term(s). The error is expanded into some combination of linear and nonlinear terms, for example,
where ct, _, 7, ... are unknown coefficients to be determined by least squares. The least squares approach is explained in detail in Mook [6] The TPBVP represented by Eqs. (5a) to (5f) contains jumps in the costates and, consequently, in the correction term. As evident from Eq. (5d), the size of the jump is directly proportional to the measurement residual at each measurement time. The noisier the measurements, the larger the jump size. A multiple shooting algorithm, developed by Mook and Lew [8] , converts this jump-discontinuous TPBVP into a set of linear algebraic equations which may be solved using any linear equation solver. Multiple shooting also facilitates the analysis of a large number of measurements, by processing the solution at the end of every set of jumps.
The multiple shooting algorithm presented by Mook and Lew [8] was used to obtain the MME solutions used in the tests presented in this paper. It was assumed in the examples that MME obtained the dynamic error term without knowledge of the boundary conditions on _, so some distortion of the correction term at the initial and final times was expected due to the constraints of Eqs. (5e-5f), i.e., by assuming no state knowledge is available at to or If, we constrain _(t0) = 0 and A(t.f) = 0. Therefore, in all test cases, the initial and final ten percent of the correction term data was ignored in the least squares fit.
Application Examples
Two nonlinear equations of motion were studied, which represent the motion of In the following discussion, Eq. (8) is denoted Model A and Eq. (9) is denoted Model B. Different initial conditions were used for each system, for a total of four different tests. These are shown in Table 1 . 
Analog computer results
One hundred position measurements were generated on an EAJ-2000 analog computer for all four test cases. All measurements with a sampling rate of 4 Hertz were used in the analysis.
Position, velocity, and position squared were chosen as the basis functions for the least squares fit. It was uncertain if the analog computer would add some damping to the system or if it was able to correctly reproduce the stiffness term.
By including position and velocity in the least squares fit, stiffiaess and damping could be identified if they existed.
The identification procedure yielded the numerical values shown in Table 2 . The numerical results for the least squares fit of the error term matched the analytically predicted coefficients with great accuracy. Figures (la-4a) show the analytical position, analog measurements and position predicted by the MME analysis for all analog tests. Figures (lb-4b) show the analytical correction term and the error term estimated by MME.
In all cases the MME identification produced good state estimates.
The MME algorithm could accurately identify a nonlinear model regardless of the initial conditions. As seen from Figures (la) and (4a) (test A1 and B2), the measured position and the analytical position differ significantly. The analytical position was digitally recalculated for test A1 and B2 using the initial analog measurements as initial conditions instead of the initial conditions presented in Table 1 . The results are shown in Figures (5a) and (6a). In this set of plots the analytical position and the measurements are almost identical. Also, as shown in Figures (5b) and (6b), the analytic correction term is much more similar to the estimated correction term, confirming that MME does not need any knowledge of the initial or final state vector value. 3 MME could identify the nonlinear term accurately idenpendent of the record length.
In test B1 only 40 measurements were employed in the analysis because subsequent measurements were saturated. The nonlinear term is identified very well.
Note that the data appears to be noiseless, as shown in Figures (la-4a) . Successfull analysis of noisy data using the MME algorithm can be found in Mook [6] and Stry and
Mook [4] . The MME estimates are essentially identical to the measurements.
It was shown in Eqs. (5e) and (5t3, that by setting the initial and final costate values to zero, MME does not need any knowledge of the initial or end conditions. _ , 
Conclusion
In this paper, an MME based algorithm was used to accurately identify the quadratic term of a nonlinear harmonic oscillator. Data was obtained from an analog computer simulation of the nonlinear system. It is demonstrated that the method is robust with respect to (lack of) a priori knowledge of the system dynamics. The identification was accurate regardless of initial conditions or data record length.
