Introduction
============

Studies of ecological communities require key logistic decisions regarding the size and number of individual sampling units that should be used in order to characterise (and analyse) communities of interest. Researchers designing manipulative experiments or embarking on mensurative sampling designs (*sensu* Hurlbert [@b26]) may well ask the essential question: How many replicate sampling units are needed to get reasonably precise measures of multivariate variability for purposes of testing relevant null hypotheses regarding community structure?

To measure the density or relative abundance of a single species (univariate), methods exist to allow researchers to assess (e.g. from a series of replicates obtained in preliminary pilot investigations) the adequacy of any given choice of sampling-unit size and/or number (e.g. Andrew & Mapstone [@b11]; Downing & Downing [@b18]). In particular, for univariate data one may calculate a value of *precision* for the mean of a given sample of *n* units of a given size. Precision measures the degree of concordance among multiple estimates of a given parameter (such as the mean) for the same population (Cochran & Cox [@b14]). This is reflected by the variability of an estimate; precision improves as variability decreases. Precision is measurable from the sampling programme and improves with increases in the number and size of sampling units.

An appropriate measure of univariate precision of the mean for quantitative abundance data can be calculated from a given sample as the standard error of the mean; namely, , where *s* is the sample standard deviation and *n* is the number of sampling units. As values of *SE* decrease, precision improves. Measures of precision can be calculated from pilot data, a plot of *SE* vs. *n* can be drawn, and we expect a gradual decrease and apparent levelling-off in the value of *SE* with increasing *n* in such a plot. One may then consider that a value of *n* around this apparent asymptote in *SE* (i.e. where the slope of the curve becomes very small) would be reasonable to use for future investigations of the population mean, as further increases in *n* would not result in substantially greater increases in precision. A standardised measure of precision of the mean is given by , where is the sample mean. This measure is unitless and allows comparisons among different studies. Also, given a set of pilot data, one may calculate a value of *n* required to achieve a desired level of standardised precision set *a priori* (such as *p* = 0.2, etc.) as , rounded up to the nearest integer (e.g. Andrew & Mapstone [@b11]).

For multivariate data, especially multi-species count data that are gathered with the intention of characterising ecological communities, there is no obvious measure of multivariate precision that can be used to assist researchers in decision-making processes regarding adequate sampling. First, what do we mean by 'the community'? We presume here that the researcher has already defined the community conceptually initially by reference to a particular spatial and temporal inferential domain (e.g. trees on Great Barrier Island, invertebrates within a given depth-range on the Norwegian continental shelf within a particular pre-defined area specified by latitude and longitude, etc.). This domain is also likely to include specificity caused by logistic constraints in sampling organisms which further limits inference (e.g. only macroinvertebrates large enough to be retained on a 0.5 mm sieve, only trees greater than a certain diameter at breast height (dbh), etc.). Although these decisions might be somewhat arbitrary, often based on convenience or historical legacies (hence, the word 'assemblage' is preferable to the word 'community' for multispecies data sets, see in particular Underwood [@b47]), we presume the researcher is sampling from the same 'universe' with respect to these definitions within a given study (as in Colwell *et al*. [@b15]), and that what is required to characterise the community, so defined, from a sampling perspective, will follow directly from this. We acknowledge the complexity of this assumption, however, and recognise that there may be a trade-off when choosing the size of the sampling unit between having enough information about the community and considering the sampling unit to be homogeneous with respect to community structure (Carlile *et al*. [@b12]; Dray *et al*. [@b19]).

Multivariate analyses of ecological communities are very often based on measures of dissimilarity, such as Bray--Curtis, Hellinger or Jaccard, that appropriately emphasise changes in the composition of the identities or relative abundances of individual species (Legendre & Gallagher [@b31]; Clarke *et al*. [@b13]; De Cáceres *et al*. [@b17]). Thus, although a more classical Euclidean-based multivariate analogue of the above univariate precision indices might be considered (e.g. such as the determinant of a variance-covariance matrix on normalised data, see also Kotz & Lovelace [@b27]; Pearn & Kotz [@b34]), these implicitly or explicitly rely on assumptions of multivariate normality, and are unlikely to shed any light on ecologically relevant compositional information.

Non-parametric measures of precision for multivariate data have been developed recently by Šiman ([@b42]). These are based on the calculation of multivariate quantiles using half-space depth regions (Rousseeuw & Ruts [@b38]; Serfling [@b41]). For a description of half-space depth (Tukey [@b44]) and its associated properties, see Dutta *et al*. ([@b20]). Although these ideas might well be applied fruitfully to sample points in a principal coordinate (PCO) space that preserves a chosen dissimilarity measure (e.g. Gower [@b24]; Legendre & Anderson [@b28]; McArdle & Anderson [@b33]), there remain important problems. The regions must be convex, the calculations require a large number of data points, and the computations are so demanding as to make them unfeasible for any more than four or five variables (Šiman [@b42]). However, data sets in community ecology typically are high-dimensional with many species.

One important aspect of community structure is richness -- the number of species -- which is known simply to increase with sample size (or sample area). A plot of the cumulative number of species with increases in the number of sampling units (a species-accumulation curve, Gotelli & Colwell [@b23]; Magurran [@b32]) can be drawn from a set of samples taken from a given area. The point at which this curve begins to level-off can indicate the number of samples beyond which not many new species will be encountered. The usual purpose of such plots, however, is generally to estimate the total number of species in a given (usually large) area (e.g. Ugland *et al*. [@b45]; Colwell *et al*. [@b15]; Gray *et al*. [@b25]), rather than to infer the number of sampling units required to characterise variation in community structure within that area. Furthermore, the size of individual sampling units is usually driven heavily by logistic constraints (e.g. only 1 m^2^ plots can be examined within a reasonable length of time in the field while diving under SCUBA, etc.).

Our purpose here is to describe some simple approaches to aid in the assessment of appropriate sampling of ecological communities for subsequent analysis using dissimilarity-based multivariate methods, such as [permanova]{.smallcaps} (Anderson [@b1]; Anderson *et al*. [@b10]), [permdisp]{.smallcaps} (Anderson [@b3]; Anderson *et al*. [@b9]) or distance-based redundancy analysis (dbRDA, Legendre & Anderson [@b28]; McArdle & Anderson [@b33]).

In some cases, lack of information within individual sampling units requires a group of sampling units to be pooled together prior to analysis. If the sizes of individual sampling units are too small, then many units may contain no species at all (leading to undefined dissimilarity values) and there also may be many pairs of units that have no (or very few) species in common, yielding dissimilarity values that are uninformative (Clarke *et al*. [@b13]). Some simple methods designed to assist in the choice of the number of replicates to pool in such cases are provided in an Appendix (see Supporting Information)

Presuming an appropriate replicate sampling unit (potentially comprised of a number of pooled sub-samples) has been defined, we ask: 'How many replicates are needed to sufficiently characterise the community being sampled with reasonable precision for subsequent dissimilarity-based multivariate analysis?' We propose the use of a pseudo multivariate dissimilarity-based standard error (*MultSE*) -- a direct analogue to the univariate standard error -- as a useful quantity for assessing sample-size adequacy for ecological studies. Specifically, *MultSE* provides a measure of variability in the position of the sample centroid in the space of the chosen dissimilarity measure under repeated sampling for a given sample size. This can be calculated easily from a single set of pilot data or on residuals after fitting some more complex sampling design or model. We further propose a double resampling technique (permutation followed by bootstrapping) in order to quantify uncertainty in *MultSE* values with increasing numbers (or sizes) of sampling units.

Methods
=======

A multivariate measure of *pseudo* standard error
-------------------------------------------------

As a direct analogue to the univariate measure of SE of the mean, we consider a multivariate measure of *pseudo* standard error (*MultSE*, first described by Anderson *et al*. [@b7]), as follows. Let **Y** be a (*n* × *p*) matrix of *n* sampling units within which the values of each of *k* = 1,..., *p* variables have been measured. For example, consider counts of each of *p* species in each of *n* quadrats that have been placed at random positions within a particular pre-defined study area. Let **D** be a (*n* × *n*) matrix of dissimilarities {*d*~*ij*~} among all pairs of sampling units, *i* = 1,..., *n* and *j* = 1,..., *n*. The sum of squared interpoint dissimilarities divided by the number of sampling points (*n*) is directly interpretable as a multivariate measure of *pseudo* sums of squares in the space of the chosen dissimilarity measure:

This is because the quantity in eqn [1](#m1){ref-type="disp-formula"} is also equivalent to the sum of squared distances from individual sampling points to their centroid in the space of the chosen dissimilarity measure, a theorem stated in Legendre & Anderson ([@b28], see Appendix B therein) and Anderson ([@b1]), proven by Legendre & Fortin ([@b30], see Appendix 1 therein). Furthermore, dividing this by (*n* − 1) yields a quantity that is directly interpretable as a multivariate measure of *pseudo* variance in the space of the chosen dissimilarity measure:

Indeed, in the case of a single variable and Euclidean distance, *SS* is equal to the usual classical univariate sum of squares and *V* is equal to the usual classical unbiased measure of the sample variance (Anderson [@b1]; Legendre & De Cáceres [@b29]). Unbiasedness is only ensured when sampling is representative of the statistical population under study, as is generally achieved by some appropriate form of random sampling.

Note that the word '*pseudo*' has been used throughout here to distinguish *SS* in (1) above from the classical multivariate sums-of-squares-and-cross-products (SSCP) matrix and *V* in (2) above from the classical multivariate sample variance-covariance matrix. The classical matrices will clearly include measures of relationships among all pairs of variables in the multivariate Euclidean space of the original variables (namely, in the off-diagonal positions of these matrices), whereas these *pseudo* measures do not. Note also that, in the case of multivariate data and Euclidean distance, *SS* in (1) is equal to the trace of the classical SSCP matrix and *V* in (2) is equal to the trace of the classical sample variance-covariance matrix.

Finally, based on the above, a multivariate *pseudo* standard error therefore can be calculated as:

We consider that *MultSE* in (3) is perfectly suitable as a measure of the variability in the position of the sample centroid for a given group *in the space of the chosen dissimilarity measure* and *within* a given study. It provides a novel approach to assess adequacy in sample sizes, as it can be based on a dissimilarity measure of choice (see also Pillar [@b35]). Note, however, that it produces a value which is not standardised in any way -- it will be in the units of the resemblance measure chosen -- hence can only be used within the context of a given study, and cannot be compared among studies. Although standardised univariate precision divides the standard error by the sample mean, this is not possible in the present case because the sample mean is clearly a vector here (being multivariate). Thus, although some chosen value of standardised precision for univariate analysis might be suggested as a rule of thumb to be applied to studies across a given field (e.g. *p* = 0.2 or *p* = 0.5, etc.), the value of *MultSE* in (3) is dependent on the scale of the dissimilarity measure chosen and (potentially) also on the number of variables, so no such generalisation for its value across multiple studies is apparent. However, as illustrated by the examples below (see Results), *MultSE* will still nevertheless be quite useful for examining relative precision for different sample sizes within a given study.

The double resampling method and plots of *MultSE* vs. sample size
------------------------------------------------------------------

For simplicity of notation in what follows, let *s* = *MultSE*. (The use of *s* is justified here, as *s* is commonly used to denote a standard deviation, and here we use it to denote the standard deviation of sample centroids for a given sample size in the space of the dissimilarity measure under repeated sampling.) We propose that, given a set of pilot multivariate data having a total of *N* sampling units, one may draw a random subset (without replacement) of size *n* = 2, 3, 4,..., *N* and for each of these random subsets, a value of *s* can be calculated, which may be denoted in each case by . The superscript π here indicates that the value has arisen from a random subset, whereas the subscript indicates the sample size drawn. Repeat this process for a very large number of random draws (say 10 000), then calculate the mean values obtained across all such random subsets of a given sample size as . A plot of vs. ℓ for ℓ = 2, 3,..., *N* will then provide the graphic we require to assess variability (and hence, the degree of precision) with increasing sample size. We propose that these means be calculated using sampling without replacement (i.e. using a permutation method) specifically to ensure that the values obtained will be unbiased.

Next, we propose that a bootstrapping method be used to draw error bars on the plot. It is clear that the number of possible permutations for *n* = *N* is 1 (i.e. this is simply the full set of data) and further that the number of random subsets without replacement that would yield unique values for (equivalent to simply leaving out one observation at a time) is also limited to just *N* possible values. Hence, we propose obtaining a further random subset as a random draw *with* replacement (i.e. a bootstrap sample), of size *n* = 2, 3, 4,..., *N* and for each of these to calculate a value of *s*, denoted in each case by . The superscript β here indicates, in each case, that the value has arisen from a bootstrap sample. Consider the 0.025 and 0.975 quantiles of the bootstrap distribution for each sample size *n* = ℓ for ℓ = 2, 3,..., *N* as and respectively. Unlike the permutation approach, the bootstrap distribution is known to be biased (e.g. Davison & Hinkley [@b16]). An empirical estimate of the bias, for each sample size ℓ, is given by: Hence, estimates of the 0.025 and 0.975 quantiles that attempt to adjust for the bias are provided by respectively. As our proposed method uses permutations to obtain mean values for the plot, and a separate bias-adjusted bootstrapping approach to obtain appropriate error bars, we shall refer to this overall process generally as a 'double resampling' method. We note also that clearly other choices of quantiles may easily be calculated here in a similar fashion (e.g. 0.25, 0.75, etc.), if desired.

We provide R code (R Core Team [@b37]) in the form of a function ('MSEgroup.d') which calculates *MultSE* separately for each group in a one-way design, with double resampling to obtain means and error bars, in each case, for increasing numbers of replicates (see Supporting Information). The routine calculates the means using the permutation approach, whereas the lower and upper quantiles are obtained using the bootstrapping approach, including an adjustment for the bias in the bootstrap, as described above.

Calculating MultSE for more complex designs
-------------------------------------------

The idea of using *MultSE* as a measure of precision can be readily extended for use with more complex sampling designs by noting that the residual mean square provided from a [permanova]{.smallcaps} analysis (Anderson [@b1]) is itself a measure of multivariate *pseudo* error variance in the space of the chosen dissimilarity measure. Suppose some number of multivariate sampling units (and not necessarily the same number) is obtained from each of *g* groups in a one-way [anova]{.smallcaps} design, yielding a total of *N* sampling units. Then, as described in McArdle & Anderson ([@b33]), let **D** = {*d*~*ij*~} be an (*N* × *N*) dissimilarity matrix, let **A** = {*a*~*ij*~} = , and let be Gower\'s ([@b24]) centred matrix, where **1** is a column of 1\'s of length *N* and **I** is a (*N* × *N*) identity matrix. Next, let matrix **X** be a (*N* × *g*) design matrix of full rank that codes for the full [permanova]{.smallcaps} model, including intercept (e.g. in a one-way [anova]{.smallcaps} design, *g* would be equal to the number of groups). Finally, let matrix **H** be the usual projection matrix for the design, namely **H** = **X**\[**X**^′^**X**\]^−1^**X**^′^. Now, the total sum of squares in the space of the dissimilarity measure is given by *tr*\[**G**\], where '*tr*' denotes the trace of a matrix. This is equivalent to the sum of the total sum of squares for each individual variable (i.e. added up across all variables) if the original dissimilarity measure chosen was the Euclidean distance. A partitioning according to the one-way [permanova]{.smallcaps} model is then given by where *tr*\[**HG**\] is the sum of squares explained by the model and *tr*\[(**I** − **H**)**G**\] is the residual sum of squares. McArdle & Anderson ([@b33]) go on to describe the *pseudo F*-statistic:

A test of significance (*P*-value) is then obtained *via* an appropriate permutation method (Anderson [@b2]; Anderson & ter Braak [@b4]). The only component of this procedure that is of interest here, however, is purely the residual mean square from the [permanova]{.smallcaps} model, i.e. the denominator of eqn [7](#m7){ref-type="disp-formula"}. This estimates error (within-group) variability in the space of the dissimilarity measure and is calculated, in the one-way case, as:

After obtaining *V* from eqn [8](#m8){ref-type="disp-formula"}, one can then apply eqn [2](#m2){ref-type="disp-formula"} to calculate precision and perform the double resampling method for increasing numbers of replicates, as described above. Note, however, that the replicates here occur within the structure of a model framework -- a specific [anova]{.smallcaps} design. This means the double resampling method must be applied separately for increasing numbers of samples within each individual cell in the design. For example, in the case of a one-way [anova]{.smallcaps} model, the double resampling is done separately within each group.

We provide R code (function 'MSE.d') which calculates *MultSE* from the residual mean square of a one-way [permanova]{.smallcaps} model, including double resampling, for increasing numbers of replicates, as described above, in Supporting Information.

Results
=======

Choosing an appropriate size or number of replicates using *MultSE*
-------------------------------------------------------------------

The precision of univariate data has been assessed in order to optimise the sampling effort of baited remote underwater video (BRUV) techniques in estuarine (Gladstone *et al*. [@b22]) and pelagic environments (Santana-Garcon *et al*. [@b39],[@b40]). The parameters potentially affecting the sampling ability of pelagic stereo-BRUVs include immersion time (the time that cameras are left recording underwater) and the number of replicate deployments.

Data were collected in March 2012 near Tantabiddi Passage in Ningaloo Marine Park (21°53′ S, 113°56′ E), Western Australia. The pelagic stereo-BRUVs used in this study are described in detail elsewhere (Santana-Garcon *et al*. [@b39],[@b40]). The systems were designed to remain in the mid-water at *ca*. 5 m depth (7.17 ± 0.54 m, Mean ± SE), 30 m above the bottom and were deployed for an immersion time of up to 3 h. There were 12 replicate deployments (six at each of two sites) obtained during daylight hours. Video images were analysed using the software 'EventMeasure (Stereo)' (SeaGIS Pty Ltd, Bacchus Marsh, Victoria, Australia). All fish recorded were quantified and identified to the lowest taxonomic level possible. To avoid repeating counts of individual fish re-entering the field of view, a conservative measure of relative abundance (*MaxN*) was recorded as the maximum number of individuals of the same species appearing at the same time (Priede *et al*. [@b36]). *MaxN* was recorded for each of three different immersion times: 60, 120 and 180 min.

No previous assessment has been done to optimise multivariate precision for dissimilarity-based community analysis of these fish assemblages. We wished to identify: (1) an appropriate length of time that cameras should be deployed; and (2) an appropriate number of replicate deployments beyond which no substantial decreases in *MultSE* would accrue.

First, we examined the means and quantiles of *MultSE* with increasing sample size using either the permutation or the bootstrap method alone for the 60-min immersion time, with analyses based on square-root transformed abundances and Bray--Curtis dissimilarities. The permutation method alone yields obvious constraints on the error bars for larger sample sizes, whereas the bootstrap method alone yields means that are biased downwards (Fig.[1](#fig01){ref-type="fig"}a). This motivates the use of our double resampling approach, which shows that no appreciable precision is gained by deploying the cameras longer than 120 min, and that a levelling-off in *MultSE* occurs for sample sizes around *n* = 7 or 8 (Fig.[1](#fig01){ref-type="fig"}b). The R code used for this example ('R code_Ningaloo.txt') and the original data ('Ningaloo.csv') are provided in Supporting Information.

![Multivariate pseudo standard error (*MultSE*) as a function of sample size on the basis of Bray--Curtis dissimilarities calculated on square-root transformed fish abundance data from Ningaloo (a) for an immersion time of 60 min only, showing results (means with 2.5 and 97.5 percentiles as error bars) from 10 000 resamples obtained using either the permutation or bootstrap approach and (b) for all three immersion times, using the double resampling method, with permutation-based means and bias-adjusted bootstrap-based error bars (with 10 000 resamples for each).](ele0018-0066-f1){#fig01}

We readily concede that the idea of 'levelling-off' must rest in the eyes of the beholder; the approach we suggest is intended to be a heuristic diagnostic tool only, and not a prescription. Nevertheless, the analyses of *MultSE* in this case coincide well with the results obtained for the precision of either of the univariate measures of richness or total abundance (Santana-Garcon *et al*. [@b39]). This coincidence might not always occur, however, and will depend on the nature of the data and the characteristics that are emphasised by the chosen dissimilarity measure.

A further example of the proposed method yields additional insight. We consider next an analysis of soft-sediment macrofauna described by Ellingsen & Gray ([@b21]), who studied beta diversity and its relationship with environmental heterogeneity in benthic marine systems over large spatial scales in the North Sea. Samples of soft-sediment macrobenthic organisms were obtained from 101 sites occurring in five large areas along a transect of 15 degrees of latitude. A total of 809 taxa were recorded overall, and replicate sampling units here consisted of abundances pooled across five benthic grabs (sub-samples) obtained at each site. For more details, see Ellingsen & Gray ([@b21]), Ugland *et al*. ([@b45]) and Anderson *et al*. ([@b9]). Of interest here is to identify the number of replicate sampling units required to adequately sample the benthic communities for comparative analysis on the basis of the Jaccard resemblance measure. *MultSE* was calculated with the double resampling method for increasing numbers of replicates separately for each of the five areas. Results show clear heterogeneity in the *MultSE* values across the five different areas, with the greatest variability occurring in area 3, followed by areas 4 and 5, then area 2 and finally area 1 (Fig.[2](#fig02){ref-type="fig"}a). This agrees naturally with the differences in multivariate dispersions found previously (using [permdisp]{.smallcaps}; Anderson [@b3]) using the full set of data (Anderson *et al*. [@b9], [@b10]). What is added to our understanding here by considering values of *MultSE* with increasing sample size (including the double resampling method) is that these differences in dispersion are already apparent once sample sizes within each area reach about *n* = 10 to 12 sampling units. Knowledge of what level of sampling may be required to identify significant heterogeneity can be quite useful. When dealing with large areas, for example, better estimates of overall richness can be obtained by generating species accumulation curves for each of several smaller sub-sampled areas, due to heterogeneity in community structure (turnover) across the larger sampling extent (Ugland *et al*. [@b45], [@b46]). The R code used for this example ('R code_Norway.txt') and the original data ('Norway.csv' and 'Areas.csv') are provided in Supporting Information.

![Multivariate pseudo standard error (*MultSE*) as a function of sample size (a) for each of 5 different areas on the basis of Jaccard dissimilarities for macrofaunal communities from the Norwegian continental shelf and (b) for each of three different times on the basis of Bray--Curtis dissimilarities calculated on log(x + 1)-transformed counts of fishes from the Poor Knights Islands, New Zealand. A double resampling scheme was used to generate means for each sample size using 10 000 permutations and error bars as bias-adjusted 2.5 and 97.5 percentiles from 10 000 bootstrap resamples.](ele0018-0066-f2){#fig02}

Calculating *MultSE* from a dissimilarity-based residual mean square
--------------------------------------------------------------------

Consider data on fish assemblages from the Poor Knights Islands in New Zealand, described by Willis & Denny ([@b48]) and Anderson & Willis ([@b6]). Divers counted temperate reef fishes belonging to each of 62 species in each of nine 25 m × 5 m transects at each site. Data from the transects were pooled at the site level and a number of sites around the Poor Knights Islands were sampled at each of three different times: September 1998 (15 sites), March 1999 (21 sites) and September 1999 (20 sites). These span the point in time when the Poor Knights Islands were classified as a no-take marine reserve (October 1998).

Analyses of *MultSE* with the double resampling method vs. increasing sample sizes for each of the three times of sampling (based on log(*x *+* *1)-transformed data and Bray--Curtis dissimilarities), was initially done separately for each time and showed no sign of heterogeneity of dispersions, unlike the Norwegian macrofauna (*cf*. Fig.[2](#fig02){ref-type="fig"}b and Fig.[2](#fig02){ref-type="fig"}a). A pooled estimate of *MultSE* can therefore legitimately be used as a single measure of precision, calculated from the residual mean square of a [permanova]{.smallcaps} model (quantity *V* from eqn [8](#m8){ref-type="disp-formula"} above) for the three groups corresponding to the three times of sampling (Fig.[3](#fig03){ref-type="fig"}). Precision in this case is seen to level off and does not improve substantially for these assemblages once the number of sites sampled within each time reaches around 7 or 8 (Fig.[3](#fig03){ref-type="fig"}). The R code used for this example ('R code_PoorKnights.txt') and the original data ('PoorKnights.csv') are provided in Supporting Information.

![Multivariate pseudo standard error (*MultSE*) calculated from the residual mean square of a one-way [permanova]{.smallcaps} model as a function of sample size on the basis of Bray--Curtis dissimilarities calculated on log(x + 1)-transformed counts of fishes from the Poor Knights Islands, New Zealand. A double resampling scheme was used to generate means for each sample size using 10 000 permutations and error bars as bias-adjusted 2.5 and 97.5 percentiles from 10 000 bootstrap resamples. Resampling was done separately within each of the three sampling times (i.e. within each of the three groups in the one-way [permanova]{.smallcaps} model design).](ele0018-0066-f3){#fig03}

Discussion
==========

We have provided some quantitative tools for assessing an appropriate number and scale of sampling units for dissimilarity-based multivariate analysis of ecological data. We propose here a measure of precision for multivariate data (*MultSE*) based on inter-point dissimilarities that is a direct analogue of the well-known univariate standard error. More specifically, *MultSE* measures the amount of variation in the position of the centroid in the space of the chosen dissimilarity measure under repeated sampling for a given sample size. As such, it is clearly highly relevant for assessing sampling adequacy when the goal is to embark on dissimilarity-based multivariate analyses with specific null hypotheses regarding differences among group centroids in such a space (Anderson & Walsh [@b5]). A double resampling method allows unbiased measures of variation in *MultSE* to be obtained.

We recognise the clear limitations of this approach. The measure takes no account of the shape of the multivariate data cloud, only its overall dispersion (size). Future developments should include better characterisation of the actual shape of the data cloud in the dissimilarity space of interest. This might be achieved, for example, through the use of multivariate kernel density estimation (KDE) in the PCO space of the resemblance measure. This would require, however, enhanced computer power and programming to cope with analyses of high-dimensional data sets like those typically found in ecology. Furthermore, the use of KDE would also concomitantly require large sample sizes to be effective, which could ultimately limit its utility in the present context. Future work should focus also on how such approaches might compare with, say, a more classical approach to measure multivariate precision, such as the determinant of a normalised variance-covariance matrix in the PCO space.

A further limitation of the approach outlined here is its scale dependency. Values of *MultSE* will necessarily depend on the dissimilarity measure used, so cannot be easily compared across studies. More work is needed to assess what levels of precision (as measured by *MultSE*) might be acceptable for different resemblance measures that are bounded and have a common scale, such as Jaccard or Bray--Curtis. Furthermore, we consider it is wise, before embarking on dissimilarity-based modelling, to examine the distributions of dissimilarities directly to check if large numbers of values approach the limits of what the chosen dissimilarity measure is able to measure. If so, then perhaps the choice of dissimilarity measure should be revisited. Another possibility is that large numbers of sparse sampling units are present which should be pooled together to provide enough information regarding the community of interest prior to subsequent analysis. We have provided a general tool for assessing the numbers of sub-samples that might be pooled together to define a reasonable 'replicate' in this context (see the Data S1).

Finally, although we have described the analysis of precision using the residual mean square from a [permanova]{.smallcaps} model only for a one-way case, extensions to higher-way models are clearly very easy to implement using the formulation in eqn [8](#m8){ref-type="disp-formula"} for any model specified fully within matrix **X** and with appropriate associated residual degrees of freedom. In addition, estimates of *pseudo* components of variation in the space of a dissimilarity measure can be calculated not just for the residual, but also for other individual terms in more complex [permanova]{.smallcaps} models, such as those that arise from hierarchical sampling designs or mixed models (e.g. Anderson *et al*. [@b8]; Terlizzi *et al*. [@b43]). Empirical measures of variability in the sizes of such components can be estimated using bootstrapping approaches (as in Terlizzi *et al*. [@b43]), thus opening the door to quantifying and assessing the adequacy of sampling at each of a number of spatial and/or temporal scales for multivariate community data -- clearly a topic for future study. Some care may be needed in such cases, however, to ensure that the double resampling is performed within appropriate combinations of factor levels, given the particular higher-way design and the particular component(s) of interest.
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