1. Introduction. The purpose of this short paper is to discuss an iterative method of order p ^ 2 for inversion of nonsingular matrices and bounded linear operators in finite-and infinite-dimensional Banach and Hubert spaces. Here we extend as well as unify the results of a number of authors [l] , [2] , [3] , [4] , [5] , [ô] , [ll] . The method is essentially the hyper-power method of order p¡¿2 considered by John [5] for matrices and by Altman [2] for operators. When p = 2 the method reduces to the procedure first suggested for matrices by Schulz [il] and later discussed by Hotelling [6] and Ansorge [3] and recently by Duck [4] and Albrecht [l] . The convergence is proved here under a condition which is weaker than the one assumed by Altman [2 ] and the error estimates derived here are better than the estimates derived in [2] . Furthermore, we show the relationship that exists among these various estimates. At the end, using the results concerning the K-o.d. matrices and operators derived by the author in [8] , [lO] we show how to choose the initial approximation to the inverse of a given matrix or operator so that the convergence condition is satisfied. This gives the answer to the practically difficult problem pointed out by Newman [7] for the class of matrices and operators considered in the last section of this paper.
2. The method and the error estimates. Let B denote a Banach space with the norm | |, J an identity mapping of B, and R(A) the range space of a linear bounded operator A defined on B which, in what follows, we shall assume to be continuously\invertible, i.e., A has a bounded inverse A~l defined on R(A) =B. We say that a given linear bounded operator Xo satisfies a 8(T0)-condition if the spectrum S (To) of the operator T0 = I -XoA (i.e., the set of all complex numbers X for which the operator (XI-To) is not continuously in vertible) lies in the interior of the unit circle centered at zero. If p is a positive integer with p^2, then starting with X0 we construct a sequence Xn of approximations to the inverse A"x of a given continuously invertible operator A by the following procedure: If Xn is the iterant constructed at the nth step of the process, then the succeeding iterant [October Xn+i is determined by (1) Xn = il + Tn + Tn + ■ ■ ■ + Tl )Xn,
where F" is defined by
It follows from (2) that (4) Tn+1 = I -Xn+iA = I -XnA -TnXnA = F"(/ -XnA).
On the other hand, in view of the identity,
valid for any linear bounded operator C in B, we obtain from (1)
This and (4) imply that {-XVn} determined by (l)- (2) is such that
Consequently, the process (l)- (2) is of order p and is essentially the hyperpower method studied in [2] . Since I r™| are positive numbers and r(To) <1, the radical test for convergence of an infinite series of numbers implies that the series ]Cm-o \lo\ converges. This shows that | J^*| -s-0, as m-><x>, and hence, in view of (7) and the fact that ....
Since I 7V.+i| <1, (16) and the properties of the norm yield the inequality J 1 -I 7V+l I } I En+l \ ^ I £»+1 -Tn+lEn+l \ = | 7'n+lX"+i | from which we derive the estimate (8) .
To prove the other assertions of Theorem 1 let us first observe that, in view of (13) with m = l, the condition (9) implies the 5(r0)-condition of Xo so that in this case the first part of Theorem 1 remains valid for every n. To obtain (9) from (8) note that, by virtue of (7), Furthermore, in view of (7), the stronger condition (9) implies that | F"| <1 for every positive integer n. Thus, using this and (17) and (18), we derive from (8) the estimate (10):
(10.) U-._^|sL__Ls_^_|jr"_;f.|.
The estimate (11) follows immediately from (10). In fact, by (1) and (2) iT/oK1-».
Hence, using the last equality, we derive from (20) the estimate (12) and the fact that the degree of precision of the estimates for the hyperpower method (l)-(2) decreases as we go from (8) to (12) in the given order. Thus, the proof of Theorem 1 is complete. Let us observe that when B is a finite-dimensional normed linear vector space, then the continuously in vertible operator A is in this case simply a nonsingular matrix A = (ay) and, since in this case the spectrum 8(T0) of the matrix T0 = I-X0A consists only of eigenvalues of To, the 5(To)-condition simply means that the eigenvalues of TV) are of modulus less than 1. Furthermore, as is well known, this condition is not only sufficient but also necessary for the matrix To to be convergent. Thus for matrices of finite order we have the following result In case of convergence we have the error estimate analogous to (8) . // in addition we assume that Xo satisfies the condition (9), then the error estimates (10)- (12) Theorem 1 establishes the convergence of (i) and determines for it the four error estimates both for matrices and operators. Let us note that when A is a matrix and X0 is such that condition (9) is satisfied the estimates (10) and (11) for the method (i) were derived by Duck [4] under the assumption that Xn is nonsingular for each n and later by Albrecht [l ] without this assumption. The estimate (12) for (i) was derived by Hotelling [ó] (see also Ansorge [3] , John [5] , and Newman [7] ).
(ii) If p = 3, then Xn = i2-XnA)Xn and Xn+i = Xn+TnXn or equivalently the sequence {Xn+i} is determined by the cubically convergent method
For matrices satisfying the condition (9) the error estimate (11) was derived in this case by Albrecht [l] who also showed its connection with the improved Newton's method. In case of operators the method (ii) was investigated by Altman [2] who, imposing the condition (9), proved its convergence with the error estimate (12) and showed that among all the hyperpower methods the method (ii) is best in the sense that the same number of multiplications gives a better accuracy in terms of the error estimate (12) for p = 3 than for any other p è 2. Note that since D and K are bounded operators in H there is a constant ??2>0 such that (24) (Du, Ku) S -n\(u, u).
It was already pointed out in the introduction that the main disadvantage of the method (l)- (2) is that it is a very difficult practical problem to find the initial approximation X0 to A'1 which satisfies the §(TV)-condition or the stronger condition (9). Recently, Altman [2] showed that if A is a self-adjoint and positive definite operator in H such that Using our results in [8] , [lO] we shall show here how to choose XB so that the 8(T0)-condition is satisfied.
Indeed, let X0 be a given initial approximation to A^1 and compute the successive approximations {^"+1} by the scheme (l)- (2) . Then the following theorem is valid. Proof. The proof of Theorem 2 follows from Theorem 1 and the Main Theorem in [8] . Let us first observe that the conditions satisfied by D imply that it is continuously invertible so that the choice Xo = D~1 is always possible. Furthermore, A is .K-symmetric and since, by hypothesis, A is also 7£-p.d. it follows that A is continuously invertible. If we now take X0 = D-\ then T0 = I-D~lA = -D~lQ and hence by Theorem 1, it is sufficient to show that r(T0) =r(D~lQ) At the end let us remark that, as was shown in [lO] , the class of X-symmetric and K-p.d. matrices is equivalent to the class of matrices having positive eigenvalues and a complete set of corresponding eigenvalues or a class of weakly positive matrices or a class of matrices of the form HiH2, where Hi and H2 are two Hermitian and positive definite matrices.
