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Treœæ: W pracy przedstawiono próbê zastosowania metody rozpoznawania obrazów z u¿yciem sztucz-
nych sieci neuronowych w kompleksowej interpretacji danych z sondowañ magnetotellurycznych
AMT (Audio-frequency Magnetotellurics) i CSAMT (Controlled Source Audio-frequency Magneto-
tellurics) ze z³o¿a ropy i gazu Grabownica (dipol pod³u¿ny i poprzeczny wzglêdem linii profili po-
miarowych). Obiektami klasyfikacji by³y pionowe pasy z przekrojów magnetotellurycznych, o szero-
koœci 50 m, utworzone na bazie siatek interpolacyjnych. Strukturê obiektów formalnie niestruktural-
nych wymuszono czêœciowo poprzez ich podzia³ na: przypowierzchniow¹, wysokooporow¹ strefê do
200 m n.p.m., strefê niskooporowych utworów uszczelniaj¹cych oraz s³abych maksimów – kominów
dyfuzyjnych, od 200 do –100 m n.p.m. i najni¿sz¹, wysokooporow¹ strefê z³o¿a. Prawid³owe wska-
zanie rzeczywistych stref z³o¿owych na bazie informacji pochodz¹cych z czêsto niejasnych i rozbie¿-
nych miêdzy sob¹ obrazów z przekrojów magnetotellurycznych, œwiadcz¹ o przydatnoœci tej metody.
Wskazano tak¿e dwie nieznane strefy z³o¿owe w NE czêœci przekroju G4 i w SW czêœci przekroju G2.
S³owa kluczowe: rozpoznawanie obrazów, sztuczne sieci neuronowe, magnetotelluryka, z³o¿a wê-
glowodorów
Abstract: The paper presents an attempt to apply the pattern recognition method using artificial neu-
ral networks in integrated interpretation of the magnetotelluric data AMT (Audio-frequency
Magnetotellurics) and CSAMT (Controlled Source Audio-frequency Magnetotellurics), acquired
from the Grabownica oil and gas deposit (longitudinal and transversal dipole in relation to measure-
ment profile lines). Vertical belts of magnetotelluric cross-sections, each 50 m wide, obtained from
interpolation grids, were the objects of classification. The structure of formally non-structural objects
was partly imposed through division into: near-surface high-resistivity zone, to 200 m a.s.l., low-re-
sistivity screens and week maxima – diffusion chimneys, from 200 to –100 m a.s.l., and the lowest,
high-resistivity deposit zone. The usefulness of the method was proven by correct identification of
real deposit zones based on data often coming from ambiguous and incompatible magnetotelluric
cross-sections. In addition, two unknown deposit zones were discovered in NE part of cross-section
G4 and SW part of cross-section G2.
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WSTÊP
Prognozowanie stref z³ó¿ wêglowodorów za pomoc¹ wielu ró¿nych atrybutów geofi-
zycznych, uzyskanych podczas sondowañ magnetotellurycznych 2D, narzuca koniecznoœæ
³¹czenia informacji o z³o¿u, zawartych w wartoœciach ka¿dego parametru, poprzez ¿mudn¹
interpretacjê przekrojów magnetotellurycznych. Interpretacja taka napotyka czêsto trudnoœ-
ci, zw³aszcza gdy na przekrojach pojawiaj¹ siê zak³ócenia, a miêdzy obrazami z przekrojów,
uzyskanych ró¿nymi metodami, brak jest zgodnoœci (Wojdy³a et al. 2009, Stefaniuk et al.
2010a, b, Stefaniuk 2011). Zastosowanie metody rozpoznawania obrazów, o ile zakoñczy³oby siê
sukcesem, usunê³oby w pewnym zakresie te przeszkody, poniewa¿ na podstawie wielowy-
miarowej informacji mo¿liwe by³oby jednoznaczne zaklasyfikowanie stref jako perspekty-
wicznych b¹dŸ nieperspektywicznych. Wiarygodne wskazywanie stref perspektywicznych
jako miejsc, które nale¿a³oby poddawaæ dalszej analizie, pozwoli³oby traktowaæ zapropo-
nowan¹ metodê jako przydatn¹ w kompleksowej interpretacji danych elektromagnetycznych.
Standardowo (Fukunaga 1972) podczas rozpoznawania obrazów klasyfikuje siê obiekty po
uprzedniej ekstrakcji cech. W pracy przeprowadzono klasyfikacjê nadzorowan¹ (wzorcow¹)
wczeœniej zdefiniowanych obiektów za pomoc¹ sprawnego narzêdzia, jakim s¹ sztuczne
sieci neuronowe (SSN).
Najwa¿niejszym celem niniejszej pracy by³o zweryfikowanie przydatnoœci zapropono-
wanej metodyki. Trudnoœci¹, której pokonanie stanowi³o zadanie o fundamentalnym zna-
czeniu, by³ fakt, ¿e dane elektromagnetyczne oddaj¹ przede wszystkim strukturê (tektonikê
oœrodka skalnego, kolektory nasycone wêglowodorami, poziomy wodonoœne), natomiast za
pomoc¹ SSN prowadzi siê standardowo rozpoznawanie obrazów o charakterze niestruktu-
ralnym. Podejœcie strukturalne jest bardziej z³o¿one i pracoch³onne – wymaga³oby zbudo-
wania odpowiednich gramatyk w celu oddania struktury obiektów. Zatem korzystne by³o-
by, jeœli uda³oby siê z sukcesem zastosowaæ podejœcie niestrukturalne.
Oczywiœcie, proponowany sposób prognozowania stref z³o¿owych jest mo¿liwy pod
warunkiem skorelowania wartoœci atrybutów geofizycznych z produktywnoœci¹ (wielkoœci¹
z³o¿a) b¹dŸ przynajmniej z obecnoœci¹ lub brakiem obecnoœci z³o¿a wêglowodorów.
MATERIA£ BADAWCZY
Zaproponowan¹ metodê przetestowano na materiale badawczym ze strefy z³o¿a ropy
naftowej i gazu ziemnego Grabownica oraz z okalaj¹cych je obszarów niez³o¿owych. Eks-
ploatowane od koñca XIX w. z³o¿e Grabownica (Karnkowski 1993) (Fig. 1 na wklejce)
le¿y na SE od Brzozowa, w j¹drze skomplikowanego fa³du antyklinalnego zbudowanego
z kredowych warstw wierzowskich, lgockich i godulskich (Fig. 2) serii œl¹skiej. Jest to
z³o¿e typu warstwowego, z poziomami roponoœnymi na g³êbokoœciach 300–1070 m.
Z³o¿e Grabownica zosta³o przeciête kilkoma przekrojami magnetotellurycznymi AMT
i CSAMT w wariantach z zastosowaniem dipola pod³u¿nego i poprzecznego wzglêdem linii
profili pomiarowych. Punkty pomiarowe AMT s¹ oddalone od siebie œrednio o 50 m,
CSAMT – o 50 lub 25 m; ka¿dy punkt to kilkadziesi¹t (ok. 20) wartoœci ka¿dego z parame-
trów w funkcji g³êbokoœci (mierzonych co ok. 30 m). Zasiêg g³êbokoœciowy sondowañ
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Fig. 2. Przekrój geologiczny przez z³o¿e Grabownica opracowany przez Lejkowsk¹ (1975) (wg Woj-
dy³y et al. 2009): 1 – warstwy menilitowe, 2 – ³upki pstre i piaskowce ciê¿kowickie (eocen), 3 – war-
stwy istebniañskie, 4 – piaskowce godulskie, ³upki pstre godulskie, radiolaryty, 5 – warstwy lgockie,
6 – warstwy wierzowskie, 7 – warstwy grodziskie, 8 – uskoki i wewnêtrzne nasuniêcia, 9 – strop
poziomu DK 3-1, 10 – przyp³yw ropy, 11 – œlady ropy, 12 – œlady gazu, 13 – przyp³yw solanki
Fig. 2. Geological cross-section of Grabownica deposit made by Lejkowska (1975) (after Wojdy³a et al.
2009): 1 – Menilite Beds, 2 – Variegated Shales (Eocene), 3 – Istebna Beds, 4 – Godula Sandstones,
Godula Variegated Shales, Cherts, 5 – Lgota Beds, 6 – Verovice Beds, 7 – Grodziszcze Beds, 8 –
faults and internal thrusts, 9 – roof of the DK 3-1 level, 10 – oil influx, 11 – oil tracs, 12 – gas tracs,
13 – brine influx
W badaniach wykorzystano dane z trzech przekrojów magnetotellurycznych: G2, G3
i G4 (³¹cznie 7.76 km przekrojów). Œrodkowe czêœci przekrojów G2 i G4 przecinaj¹ z³o¿e,
natomiast przekrój G3 znajduje siê poza z³o¿em (poza obszarem górniczym). Dane zobra-
zowano w formie regularnej siatki kwadratowej o oczku 50 m  50 m, za pomoc¹ metody
Occama 1D (Constable et al. 1987, de Groot-Hedlin & Constable 1990). Ka¿dy wêze³ tej
siatki jest reprezentowany matematycznie przez wektor wartoœci parametrów AMT/CSAMT
charakteryzuj¹cych ska³y zawieraj¹ce wêglowodory, w wariantach z dipolem pod³u¿nym
i poprzecznym.
METODYKA BADAÑ
Problematyka rozpoznawania obrazów i tematyka sztucznych sieci neuronowych ma
bogat¹ literaturê. W nowszych pracach, np. w monografii Kosiñskiego (2007), mo¿na zna-
leŸæ wykaz literatury, w tym wiele monografii; wœród literatury polskojêzycznej nale¿y wy-
mieniæ monografiê Tadeusiewicza & Flasiñskiego (1991). Wœród pozycji literatury z zakre-
su stosowania metod rozpoznawania obrazów i sztucznych sieci neuronowych do prognoz
z³o¿owych mo¿na wymieniæ np. prace Dar³ak & W³odarczyk (2003) i Juchy et al. (2004).
Klasyfikacja nadzorowana wymaga od nadzorcy klasyfikacji (nauczyciela) uprzednie-
go zdefiniowania obiektów, poddawanych klasyfikacji, wyznaczenia klas oraz wskazania
obiektów wzorcowych dla tych klas. Nie jest oczywiste, co uznamy za obiekty, które bêd¹
podlega³y klasyfikacji, w sytuacji gdy mamy do dyspozycji dane 2D z przekroju magneto-
tellurycznego. Za³o¿ono, ¿e obiekty powinny mieæ charakter bloków przestrzeni 2D oœrod-
ka skalnego, z punktami pomiarowymi wewn¹trz. W podejœciu niestrukturalnym do rozpoz-
nawania obrazów zak³ada siê, ¿e struktura obiektu, jeœli takowa istnieje, nie jest ujawniana,
a zapis obiektu to wektor wartoœci cech. Mimo to poœrednio d¹¿ono do uwzglêdnienia struk-
tury, choæby w ograniczonym zakresie, gdy¿ wiadomo, ¿e profilowania AMT/CSAMT
nios¹ informacjê o strukturze oœrodka geologicznego. Byæ mo¿e, mimo zagubienia infor-
macji o strukturze, poprawna klasyfikacja by³aby mo¿liwa, ale nie uznano tego za podejœcie
optymalne. D¹¿¹c do uwzglêdnienia struktury w obiekcie, stwierdzono wstêpnie, ¿e opisa-
nie obiektów tylko wektorami wartoœci czterech cech (AMT i CSAMT pod³u¿ne i po-
przeczne) spowoduje kompletn¹ utratê informacji o strukturze. Jak siê wydaje, jednym ze
sposobów czêœciowego uwzglêdnienia struktury w obiekcie niestrukturalnym jest wpro-
wadzenie do wektora obiektu informacji o obiektach mu najbli¿szych, np. s¹siaduj¹cych
z nim, w formie dodatkowych cech. Operacja taka spowoduje w praktyce, ¿e obiekty bêd¹
zachodziæ na siebie – nie bêd¹ roz³¹czne, co mo¿e wywo³aæ spadek rozdzielczoœci prog-
nozy z³o¿owej.
Innym, prostszym sposobem, zastosowanym ostatecznie w niniejszej pracy, by³o zde-
finiowanie wiêkszych obiektów roz³¹cznych i uwzglêdnienie w ich opisie parametrów
AMT i CSAMT odnosz¹cych siê do elementów sk³adowych tych obiektów. W stosunku do
pierwszego sposobu nastêpuje tu wiêksze uœrednienie wartoœci parametrów (wiêksze blo-
ki), co równie¿ mo¿e mieæ wp³yw na spadek rozdzielczoœci prognozy z³o¿owej. Aby temu
zapobiec, zachowano ma³e rozmiary obiektów w poziomie (wiêksza rozdzielczoœæ), wyd³u-
¿aj¹c je jednoczeœnie maksymalnie w pionie.
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Konstrukcja obiektów wynika³a z charakterystycznych cech przekrojów magnetotel-
lurycznych ze z³o¿a Grabownica. W górnej czêœci z³o¿a, od powierzchni terenu (oko³o
+400 m n.p.m.) do rzêdnej oko³o +200 m n.p.m. pojawia siê wysokooporowa strefa, byæ
mo¿e poziomy wodonoœne lub nieporowate piaskowce. W œrodkowej, ni¿szej czêœci (od
+200 do –100 m n.p.m.) widaæ wyd³u¿one pionowo, naprzemienne maksima i minima, na-
tomiast w najni¿szej czêœci, poni¿ej rzêdnej –100 m n.p.m., widaæ wysokooporowe struk-
tury fa³dów antyklinalnych, najprawdopodobniej z obecnoœci¹ wêglowodorów (Fig. 2).
Po wielu próbach obiekt zdefiniowano zatem jako prostok¹t, okalaj¹cy ka¿dy (co 50 m)
kompletny pionowy rz¹d wêz³ów siatki interpolacyjnej, przy czy podzielono go na trzy
czêœci, wed³ug zdefiniowanych wy¿ej granic, a nastêpnie opisano oddzielnie ka¿d¹ czêœæ
zestawem czterech parametrów (AMT i CSAMT pod³u¿ne i poprzeczne).
Obiekty ze z³o¿a Grabownica zosta³y opisane wartoœciami ³¹cznie dwunastu parame-
trów. S¹ to œrednie wartoœci z wêz³ów siatki interpolacyjnej, znajduj¹ce siê w odpowiedniej
czêœci obiektu (bloku). Na przekroju G2 wydzielono w ten sposób 50 prostok¹tów o szero-
koœci 50 m i d³ugoœci równej g³êbokoœci przekroju magnetotellurycznego. Na tej samej za-
sadzie zdefiniowano 55 prostok¹tów na przekroju G3 i 52 – na przekroju G4. Specyficzny
kszta³t obiektów powodowa³, ¿e informacja uœredniana by³a w liniach pionowych, w wyni-
ku czego z dwuwymiarowego przekroju otrzymano jednowymiarow¹ liniê.
W celu maksymalnego skontrastowania wzorców klas zdefiniowano tylko dwie klasy:
z³o¿ow¹ i niez³o¿on¹, a tak¿e wskazano obiekty, które le¿¹ na pewno w strefach z³o¿owych
oraz takie, które le¿¹ na pewno w strefach niez³o¿owych. Nadmieniæ tu nale¿y, ¿e klasa
z³o¿owa reprezentuje zarówno z³o¿e wêglowodorów (wysokie wartoœci AMT/CSAMT,
zw³aszcza CSAMT), jak równie¿ ska³y o cechach charakterystycznych dla stref z³o¿owych.
Podobnie klasa niez³o¿owa reprezentuje brak z³o¿a (niskie wartoœci AMT/CSAMT) lub
ska³y o cechach charakterystycznych dla stref niez³o¿owych.
Spoœród obiektów o znanej przynale¿noœci klasowej wydziela siê wzorce klas, tzw.
ci¹g ucz¹cy (U). Na bazie wzorców mo¿liwa jest póŸniejsza klasyfikacja obiektów o nie-
znanej przynale¿noœci klasowej. Celem zweryfikowania klasyfikacji klasyfikuje siê próbnie
równie¿ obiekty niewzorowe, których przynale¿noœæ klasowa jest znana, tzw. obiekty wa-
lidacyjne (V). Obiekty walidacyjne nie bior¹ udzia³u w procesie uczenia sieci, zatem niskie
b³êdy w ich klasyfikacji oddaj¹ cenn¹ w³aœciwoœæ sieci – jej zdolnoœæ do generalizacji, czyli
prawid³owego klasyfikowania nieznanych obiektów. Pozwala to oszacowaæ jakoœæ klasy-
fikacji nieznanych obiektów. U¿ycie tzw. „Automatycznego projektanta sieci” zak³ada jed-
nak testowanie wielu sieci, a przy wyborze kolejnych sieci, wykorzystywana jest informa-
cja o b³êdach klasyfikacji obiektów walidacyjnych. Konieczne by³o wiêc wykorzystanie
dodatkowego zbioru obiektów testowanych (T), o znanej przynale¿noœci klasowej, do któ-
rych „Automatyczny projektant sieci” nie ma dostêpu.
Obiekty U, V i T wyznaczono oddzielnie dla klasy z³o¿owej i niez³o¿owej. Wybierano
tylko te obiekty, które nie wykazywa³y braków danych. Œrodkowe czêœci przekrojów G2
i G4 przecinaj¹ z³o¿e, z nich zatem pobrano obiekty nale¿¹ce do klasy z³o¿owej. Nale¿y
zaznaczyæ, ¿e w œrodkowych czêœciach tych przekrojów znajduj¹ siê z³o¿owe (lub by³e
z³o¿owe) otwory wiertnicze: Wanda-106, Wanda-103 i Gr-104 w linii G2 oraz: Genpeg-65,
Genpeg-66, a przede wszystkim HB-7. Obiekty klasy niez³o¿owej pobrano z krañców
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przekrojów G2, G4 oraz z krañców przekroju G3 znajduj¹cych siê poza z³o¿em. Obiekty
czêœci œrodkowej G3 potraktowano jako obiekty o nieznanej przynale¿noœci klasowej i nie
w³¹czano ich do zbioru UVT = U  V  T. Choæ znajduj¹ siê tam dwa otwory negatywne:
Gr-108 i Gr-109, nie by³o stuprocentowej pewnoœci, ¿e nie ma tu wêglowodorów. Ta teza
zosta³a póŸniej zweryfikowana w prognozie z³o¿owej. Ostatecznie zdefiniowano 30 obiek-
tów ucz¹cych, 26 walidacyjnych oraz 23 testowe o znanej przynale¿noœci klasowej.
Problem w³aœciwego doboru obiektów obu zdefiniowanych klas wymaga jeszcze dal-
szych badañ. Dobór ten mo¿na by przeprowadziæ na podstawie szczegó³owych informacji
o tektonice fa³dów ni¿szego rzêdu z j¹drowej strefy antyklinalnej, nale¿a³oby równie¿ zba-
daæ wp³yw, jaki mo¿e mieæ zaszumienie wywo³ane nieprecyzyjnym doborem obiektów, za-
równo z j¹dra strefy antyklinalnej, jak i spoza niego.
Obiekty spoza zbioru UVT to obiekty, których przynale¿noœæ klasowa by³a niepewna
lub/i by³y opisane niepe³nym zestawem parametrów geofizycznych. Nie uczestniczy³y one
w etapie uczenia sieci i nie by³y podstaw¹ do oceny jakoœci klasyfikacji, natomiast by³y one
poddane klasyfikacji.







gdzie r oznacza sondowania dipolem równoleg³ym, pp – sondowania dipolem poprzecznym,
d – doln¹ czêœæ obiektu, s – œrodkow¹ czêœæ obiektu, g – górn¹ czêœæ obiektu.
Wyniki klasyfikacji wyraziæ mo¿na w wartoœciach prawdopodobieñstwa przynale¿-
noœci obiektu do klasy z³o¿owej (klasyfikacja probabilistyczna), które mog¹ byæ interpolo-
wane na mapach prognostycznych, albo poprzez wybór klasy dla obiektu (klasyfikacja dys-
kretna).
W razie pozytywnej weryfikacji proponowanej metody prognozy z³o¿owej, mo¿liwa
jest ocena wykorzystywanych atrybutów geofizycznych pod wzglêdem ich przydatnoœci do
tej¿e prognozy. Zadanie to starano siê rozwi¹zaæ przez badanie informatywnoœci atrybu-
tów, tzn. okreœlenie przydatnoœci ka¿dego atrybutu do rozklasyfikowania obiektów, co wi¹¿e
siê z iloœci¹ informacji niesionej przez dany atrybut. Wp³yw poszczególnych parametrów
na jakoœæ klasyfikacji nie jest jednakowy i zale¿y od wag przypisanych odpowiednim wej-
œciom neuronów. Informacja o wagach jest w zasadzie niejawna, a jeœli ju¿ to trudno inter-
pretowalna. Ocenê informatywnoœci przeprowadzono wiêc poprzez tzw. analizê wra¿-
liwoœci sieci na utratê okreœlonego atrybutu – du¿a wra¿liwoœæ wskazywa³a na przydatnoœæ
atrybutu. Nale¿y jednak zwróciæ uwagê na niebezpieczeñstwo zwi¹zane z tym, ¿e wyniki
badania informatywnoœci pojedynczych cech nie mog¹ byæ jednoznaczne w sposób obiek-
tywny: klasyfikacja ma charakter wielowymiarowy i informacja jest niesiona nie tylko
w pojedynczych atrybutach, ale równie¿ w podzbiorach atrybutów. Zatem niska informa-
tywnoœæ atrybutu nie przes¹dza ostatecznie jego braku przydatnoœci, gdy¿ atrybut taki
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mo¿e nale¿eæ do podzbioru informatywnego, a jego odrzucenie mo¿e siê wi¹zaæ z istotnym
spadkiem informatywnoœci podzbioru. Na przyk³ad, analiza wra¿liwoœci wy³awia wa¿ne
atrybuty, ale w odniesieniu do sytuacji zastanej, gdy w sieci „pracuj¹” pozosta³e atrybuty.
Standardowo wyniki analizy wra¿liwoœci dla konkretnego parametru s¹ przedstawiane
oddzielnie w zbiorze U i V jako b³¹d sieci po stracie parametru, tzn. stosunek (iloraz) tego
b³êdu do b³êdu sieci przed próbnym usuniêciem parametru oraz miejsce parametru w ran-
kingu. Im wy¿szy iloraz b³êdów, tym wy¿sza informatywnoœæ, z zastrze¿eniem, ¿e powi-
nien on przekraczaæ 1. Jeœli tak siê nie dzieje, to parametr wywiera szkodliwy wp³yw na
jakoœæ klasyfikacji, gdy¿ b³¹d zmniejsza siê po jego usuniêciu. Parametr taki powinien byæ
usuniêty.
WYNIKI
Za pomoc¹ „Automatycznego projektanta sieci” przetestowano wiele sieci o ró¿nych
architekturach, rozmiarach (niektóre zmienne by³y wy³¹czane podczas badania), i wartoœ-
ciach wag przypisanych wejœciom neuronów. Najlepsze sieci zestawiono w tabeli 1. B³êdy
uczenia najlepszych sieci osi¹gaj¹ w zbiorach U i V bardzo niski poziom, rzêdu kilku set-
nych. Przy wyborze sieci, u¿ytej póŸniej do klasyfikacji, kierowano siê nie tylko niskimi
wartoœciami b³êdów, ale równie¿ wielkoœci¹ sieci (iloœci¹ wejœæ i neuronów ukrytych) –
preferowano mniejsze sieci, o ile potrafi³y one osi¹gn¹æ zadowalaj¹co niski poziom
b³êdów. Jak jednak wspomniano w opisie metodyki, w przypadku u¿ycia „Automatycznego
projektanta sieci” b³êdy w zbiorach U i V nie opisuj¹ rzeczywistej zdolnoœæ sieci do pra-
wid³owego klasyfikowania nieznanych obiektów. Rolê tak¹ spe³niaj¹ b³êdy w zbiorze T,
które s¹ zdecydowanie wy¿sze, rzêdu 0.30, choæ jeszcze akceptowalne. Niew¹tpliwie jed-
nym z mo¿liwych powodów s¹ zbyt ma³e liczebnoœci zbiorów U i V. Niestety, zwiêkszenie
liczebnoœci tych zbiorów powoduje równie¿ zwiêkszenie niepewnoœci co do przynale¿noœci
klasowej dobieranych obiektów. Problem ten mo¿e byæ w przysz³oœci z³agodzony przez
zwiêkszenie gêstoœci siatki interpolacyjnej, na bazie której definiowano obiekty.
B³êdy we wszystkich trzech zbiorach, U, V i T, uwzglêdniaj¹ sumaryczne odchy³ki od
wskazañ nauczyciela w klasyfikacji probabilistycznej. Efekty klasyfikacji dyskretnej z u¿y-
ciem optymalnego progu do rozdzielenia obiektów obu klas (Tab. 2) pokazuj¹, ¿e oszaco-
wanie b³êdów w zbiorach T jest mniej wiarygodne i najprawdopodobniej zawy¿one, z po-
wodu zbyt ma³ej liczby tych obiektów. Dzieje siê tak szczególnie w klasie z³o¿owej (dwa
obiekty, jeden rozpoznany poprawnie, drugi – nie). Niewiarygodne oszacowanie b³êdów
w zbiorach T nie wp³ywa na jakoœæ klasyfikacji, choæ nie pozwala na jej w pe³ni wiarygod-
n¹ ocenê. Nie zmienia to jednak faktu, ¿e liczebnoœci w zbiorach U i V s¹ zbyt niskie.
Wyniki klasyfikacji dyskretnej, traktowane jako prognoza z³o¿owa, przedstawiono na
mapie z³o¿a Grabownica (Fig. 3) i na badanych przekrojach magnetotellurycznych przez to
z³o¿e: G2 (Fig.4), G4 (Fig. 5) i G3 (Fig. 6).
Na przekroju G2 (Fig. 3, 4) z³o¿e zosta³o wskazane dok³adnie wewn¹trz konturu
z³o¿a, sk¹d zosta³y pobrane obiekty UVT, wskazane przez nauczyciela (nadzorcê klasyfika-
cji) jako z³o¿owe. Jeden z nich, le¿¹cy nad stref¹ niskich opornoœci, zosta³ rozpoznany jako
niez³o¿owy.
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Tabela (Table) 1
Wykaz dziesiêciu najlepszych spoœród tysiêcy sieci neuronowych testowanych
w jednej sesji obliczeniowej dla z³o¿a Grabownica
Ten best networks from among thousands neural networks that were tested in one





























5 – 0.39 0.38 0.30 PI
5 RBF 4 2 0.38 0.38 0.31 KM, KN, PI
6 RBF 5 2 0.37 0.38 0.28 KM, KN, PI
7 MLP 5 6 0.21 0.26 0.26
BP50, CG50,
CG88b
8 MLP 6 3 0.18 0.17 0.30
BP50,
CG97b
9 MLP 6 11 0.08 0.13 0.27
BP50, CG50,
CG143b




* Sieæ u¿yta do klasyfikacji.
Typ (sieci): RBF – sieæ oparta na radialnych funkcjach bazowych (neurony o radialnej funkcji agreg-
uj¹cej i liniowej funkcji aktywacji); MLP – perceptron wielowarstwowy; liniowa – jednowarstwowa
sieæ z neuronami liniowymi.
Uczenie (= trzy ostatnie algorytmy uczenia): KM – K-œrednich; KN – K-najbli¿szych s¹siadów; PI –
pseudoinwersja (liniowa optymalizacja najmniejszych kwadratów); BP – wsteczna propagacja
b³êdów; CG – gradienty sprzê¿one; liczby przy oznaczeniach BP i CG oznaczaj¹ liczby epok uczenia;
b – kod sposobu zakoñczenia: zachowano sieæ o najmniejszym b³êdzie walidacyjnym.
Liczbê warstw ukrytych w sieciach ograniczono do jednej.
Explanations:
* The network used in the classification.
Type of network: RBF – radial basic function (neurons with radial aggregating function and linear
activation function); MLP – multi layer perceptron; Linear – 1-layer network with linear neurons.
Learning (= the three last algorithms): KM – K-Means; KN – K-Nearest Neighbours; PI – Pseudoin-
version (the least square linear optimization); BP – (Back Propagation of Errors); CG – Conjugate
Gradient Descent; numbers at the BP and CG – numbers of learning epochs; b – code of way of ter-
mination: the network with the least validation error was saved.
Number of hidden layers was limited to one.
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Tabela (Table) 2
Liczby poprawnie i niepoprawnie sklasyfikowanych obiektów (klasyfikacja dyskretna)
dla z³o¿a Grabownica (sieæ 10)
Numbers of correctly and incorrectly classified objects (discrete classification) for the
Grabownica deposit (network 10)
Klasy w zbiorze U
Classes in set U
Klasy w zbiorze U
Classes in set V
Klasy w zbiorze T















8 22 6 20 2 21
Poprawnie
Correctly
8 22 6 20 1 20
B³êdnie
Incorrectly
0 0 0 0 1 1
Nieokreœlone
Ambiguous
0 0 0 0 0 0
Z³o¿e
Deposit
8 0 6 0 1 1
Nie-z³o¿e
Non-deposit
0 22 0 20 1 20
Tabela (Table) 3
Analiza wra¿liwoœci parametrów wejœciowych dla z³o¿a Grabownica (sieæ 10)






















8 2 7 3 4 6 5 1
B³¹d
Error
0.10 0.47 0.19 0.46 0.45 0.23 0.26 0.48
Iloraz
Quotient






8 4 5 1 3 7 6 2
B³¹d
Error
0.08 0.39 0.27 0.47 0.44 0.17 0.18 0.46
Iloraz
Quotient
1.23 5.63 4.03 6.86 6.43 2.58 2.63 6.69
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Ten przypadek sugeruje, ¿e aby uczyniæ prognozê bardziej precyzyjn¹, nale¿a³oby po-
bieraæ nie wszystkie obiekty z wnêtrza konturu z³o¿a, ale tylko te, które le¿¹ w pobli¿u otwo-
rów z³o¿owych. Taki zabieg zmniejszy jednak liczebnoœæ obiektów U, V i T, co jest równie
niekorzystne. W odleg³oœci 750 m na SW za konturem z³o¿a (poza rysunkiem przekroju) po-
jawi³y siê obiekty mniej wiarygodne (braki danych), sklasyfikowane jako z³o¿owe.
Podobny obraz jest na przekroju G4 (Fig. 3, 5) – wszystkie obiekty z wnêtrza konturu
z³o¿a zosta³y rozpoznane jako z³o¿owe, a dodatkowo, 500 m na NE za konturem z³o¿a,
ujawni³a siê strefa z³o¿owa (jeden obiekt bardziej wiarygodny obok dwóch mniej wiary-
godnych z brakami danych). Strefa ta jest na granicy rysunku przekroju, ale widaæ, ¿e za-
czynaj¹ siê tam maksima opornoœci, co potwierdza³oby prognozê.
Przekrój G3 (Fig. 3, 6) okaza³ siê ca³kowicie p³onny, choæ mo¿na by³o podejrzewaæ,
¿e w osi struktury antyklinalnej – w przed³u¿eniu z³o¿a na NE, mog³a siê pojawiæ strefa
z³o¿owa. Aby wykryæ tê ewentualn¹ strefê w sposób jak najbardziej wiarygodny, wszystkie
obiekty z jej wnêtrza traktowano jako obiekty o nieznanej przynale¿noœci klasowej. Uzys-
kany wynik wskazuje, ¿e najprawdopodobniej jest to rzeczywiœcie strefa p³onna.
Stosunkowo dobra jakoœæ klasyfikacji upowa¿nia do oceny, które parametry mia³y na
to szczególnie du¿y wp³yw. Jak ju¿ jednak wspomniano w rozdziale metodycznym, trzeba
tu zastrzec, ¿e, taka ocena zwykle nie obejmuje pe³nej wiedzy o przydatnoœci parametrów
w prognozie z³o¿owej. Analiza wra¿liwoœci (Tab. 3) pokazuje, ¿e wszystkie osiem
uwzglêdnionych parametrów ma korzystny wp³yw na jakoœæ klasyfikacji (iloraz b³êdów
powy¿ej 1). Cztery parametry zosta³y wy³¹czone przez „Automatycznego projektanta sieci”,
co oznacza, ¿e s¹ one nieprzydatne w sieci nr 10. Nie znaczy to jednak, ¿e s¹ one w ogóle
nieprzydatne, gdy¿ dobór parametrów nie odbywa³ siê metod¹ optymalizacji o charakterze
globalnym.
Najwiêksze znaczenie (w po³¹czonym rankingu dla zbiorów U i V) maj¹ kolejno:
CSAMT_pp_g, AMT_pp_s, AMT_r_g i AMT_pp_g.
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Fig. 3. Prognoza wykonana za pomoc¹ sieci neuronowych dla z³o¿a Grabownica na tle modelu geo-
logicznego z³o¿a opracowanego przez S. Szewczyka (wg Wojdy³y et al. 2009): 1 – warstwy kroœnieñ-
skie, 2 – ³upki menilitowe z rogowcami i piaskowcami podrogowcowymi (eocen), 3 – warstwy hie-
roglifowe (eocen), 4 – ³upki pstre (eocen), 5 – ³upki czarnorzeckie (kreda górna), 6 – piaskowce czar-
norzeckie (kreda górna), 7 – warstwy godulskie (kreda górna), 8 – warstwy lgockie (kreda dolna), 9 –
aluwia, 10 – tereny osuwiskowe, 11 – dyslokacje. Odpowiednimi symbolami oznaczono klasy obiek-
tów, wskazane przez nadzorcê klasyfikacji (nauczyciela) oraz wynik klasyfikacji za pomoc¹ SSN.
Czerwony kolor symboli oznacza obiekty opisane pe³nym zestawem parametrów, niebieski – obiekty
z niekompletnymi danymi. Czerwone elipsy wskazuj¹ na potencjalne z³o¿e
Fig. 3. Prognosis made by means of neural networks for Grabownica deposit against a background of
a geological model made by S. Szewczyk (after Wojdy³a et al. 2009): 1 – Krosno beds, 2 – Menilite
Shales with cherts and Subchert Sandstones (Eocene), 3 – Hieroglific Beds (Eocene), 4 – Variegated
Shales (Eocene), 5 – Czarnorzeki Shales (Upper Cretaceous), 6 – Czarnorzeki Sandstones (Upper
Cretaceous), 7 – Godula Beds (Upper Cretaceous), 8 – Lgota Beds (Lower Cretaceous), 9 – alluvia,
10 – landslide areas, 11 – dislocations. The classes pointed by supervisor and neural network classifi-
cation are marked with symbols. Red marks – objects possessing full set of the parameters, blue
marks – objects with incomplete set of the parameters. Red ellipses point to potential deposit
























































































































































































































































































































































































































































































































































































































































































































































































































































































































Dowiedziono przydatnoœci SSN do prognozy z³o¿owej. Sieci ucz¹ siê bardzo ³atwo,
osi¹gaj¹c bardzo niskie b³êdy w zbiorze ucz¹cym i walidacyjnym. Rzeczywiste b³êdy, które
mo¿e pope³niaæ sieæ, ujawnione w zbiorze testowym s¹ rzêdu 0.30.
B³êdy te mo¿na by by³o najprawdopodobniej obni¿yæ poprzez zwiêkszenie liczebnoœci
ci¹gu ucz¹cego, natomiast zwiêkszaj¹c liczebnoœæ zbiorów V i T, mo¿na by poprawiæ jakoœæ
oszacowania b³êdów. Przy ograniczonej liczbie obiektów U, V i T, których przynale¿noœæ
do klasy z³o¿owej czy niez³o¿owej nie budzi w¹tpliwoœci, zwiêkszanie liczebnoœci tych
zbiorów mo¿e wrêcz prowadziæ do gorszej prognozy. Dlatego rozs¹dnym rozwi¹zaniem
mog³oby byæ wykorzystywanie gêstszych siatek interpolacyjnych, na bazie których mo¿na
tworzyæ wiêcej obiektów. Przy du¿ej ich liczbie mo¿na by nawet zastosowaæ ostrzejsze
kryterium ich doboru – zamiast pobierania obiektów z³o¿owych z wnêtrza konturu z³o¿a,
a niez³o¿owych z zewn¹trz, mo¿na by uwzglêdniaæ tylko te obiekty, które le¿¹ w pobli¿u
otworów wiertniczych, wskazuj¹cych jednoznacznie na obecnoœæ b¹dŸ brak z³o¿a (choæ
otworów tych jest ma³o).
Mimo tych zastrze¿eñ nale¿y stwierdziæ, ¿e b³êdy sieci s¹ na poziomie mo¿liwym do
zaakceptowania. Wynika to zapewne z dobrej korelacji miêdzy parametrami wejœciowymi
a obecnoœci¹ b¹dŸ brakiem z³o¿a. Dobra jakoœæ prognozy z³o¿owej jest potwierdzona przez
prawid³owe rozpoznanie stref z³o¿owych i niez³o¿owych na analizowanych przekrojach
magnetotellurycznych (G2, G3, G4). Prognoza wskazuje dodatkowo ma³e strefy z³o¿owe
w NE czêœci przekroju G4 i w SW czêœci przekroju G2. Wyniki dotychczasowych badañ
nad przydatnoœci¹ zaproponowanej metodyki do prognozy z³o¿owej wskazuj¹ jednoznacz-
nie, ¿e to podejœcie jest wysoce perspektywiczne.
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Summary
Electromagnetic data are multidimensional in character because of several parameters
that can be measured during magnetotelluric survey. This makes it difficult to obtain syn-
thetic information on economic reserves of oil and gas or their absence, especially when the
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data are ambiguous. As it is proposed in the paper, such a synthesis can be done if the pat-
tern recognition method employing artificial neural networks to supervised classification is
applied. The Grabownica oil deposit case study (Figs 1, 2) proves that the proposed method
is useful.
The AMT and CSAMT survey in two variants (longitudinal and transverse dipole)
were used in neurocomputing. Vertical belts of 50 m width, cut off from interpolating grids
of magnetotelluric cross-sections, were objects of classification. Three cross-sections were
used: G2 (Figs 3, 4), G4 (Figs 3, 5) and G3 (Figs 3, 6). The structure of the formally
non-structural objects was partly imposed through its division into three parts (Figs 4–6):
1) near-surface high-resistivity aquifers, to 200 m a.s.l., 2) low-resistivity screens and week
maxima – diffusion chimneys, from 200 to –100 m a.s.l., and 3) the lowest high-resistivity
deposit zone. Therefore, data dimensionality increased three times, from 4 to 12. Unfortu-
nately, not all objects were described by full set of twelve parameters. The objects coming
from a known deposit or non-deposit zones (respectively deposit or non-deposit classes)
were divided into three sets: U (learning set), V (validation set) and T (tested set). The vali-
dation set, which is usually used for validation cannot be taken into consideration for fully
credible assessing of network errors in the case when “Automatic designer of networks”
was used. This role was played by the set T. The objects UVT from the deposit class
were taken from inner parts of magnetotelluric cross-sections G2 and G4, which cut the de-
posit range, whereas such objects representing the non-deposit class come from the sides of
G2 and G4.
Moreover, the fourth set was established for objects from areas where no information
about the two classes was available. These objects were taken from those parts of G2 and
G4 sides where one cannot have certainty whether they belong to the distinguished classes,
as well as from the whole cross-section G3.
“Automatic designer of networks” turned off four input parameters from among
twelve ones, because in the network 10 they were not helpful. However, it does not mean
that they were not helpful at all. The ranking of the eight remaining parameters was done
by sensitivity analysis, i.e. through increasing network error, when one selected parameter
was temporarily removed (Tab. 3). The analysis showed that all eight parameters had good
influence on network 10 because the increase was within a range of 1.2 to 8.6.
The first aim of investigations was the verification of the method in known deposit or
non-deposit zones. In each magnetotelluric cross-section, such zones were properly found
by the method (Figs 3–6). Moreover, two unknown deposit zones were identified in NE
part of the cross-section G4 (Figs 3, 5) and in the SW part of cross-section G2 (Figs 3, 4).
Such the results were due to very low errors of the best network model (number 10) that
was selected for final classification (Tab. 1), in the UV sets, and higher error, but still ac-
ceptable – in the T set. The discrete classification errors were low too (Tab. 2). All de-
scribed errors could have been lower if one could increase quantities of the sets U, V and T,
through increase of density of interpolation grids, which were the base to produce objects.
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