Structured Abstract
Introduction
The number of pages on the Web is growing at an exponential rate. As a result of this, search engines may ignore a user's preferences during the search process, and may return a large amount of irrelevant data. One way to prevent this is by personalising search results through careful mapping of a user's preference. Personalisation aims at achieving relevant search results through automatic means by self-learning from the user's interaction with the retrieval system. It chooses content for the user automatically, without direct user request, and as the system becomes more familiar with user habits by observing behaviour, it achieves increased accuracy in predicting future behaviour and interests (http://download.oracle.com/docs/cd/A97329_03/web.902/a95883/personal.htm). Kramer et al. (2000) suggest personalisation as "a toolbox of technologies and application features; from simple display of the end-user's name on a web page, to complex catalog navigation and product customization based on deep models of users' needs and behaviors". User satisfaction is the ultimate aim of personalization, motivated by the recognition that a user has needs and meeting them successfully is likely to lead to a satisfying relationship and enhanced use of the services offered. Beyond the common goal, however, there is great diversity in how personalisation can be achieved.
Information about the user can be obtained from a history of previous sessions, or through interaction in real time.
Different systems have been developed to assist users with web browsing based on users' feedback, by explicitly asking them for page recommendations. The majority of the systems that display personalisation characteristics belong to one of the following categories (Eirinaki and Vazirgiannis, 2003) :
• Manual decision rule systems -these are framed by the creator based on static data, such as user demographics acquired through a registration process, or dynamic data, such as session histories (Vozalis et al., 2001) . Systems that belong to this category are Yahoo's personalisation engine (Manber et al., 2000) and Broadvision (http://www.broadvision.com).
• Content-based systems -these rely on content similarity between web documents and personal profiles. The system takes some user interests as an initial input and then updates these interests based on the pages visited. The system then recommends pages based on these interests and the previous browsing behaviour of other users with similar interests (Vozalis et al., 2001) . A system that fits in this category is WebWatcher (Joachims et al, 1997) .
• Collaborative filtering systems -these content-based collaborative filtering systems take explicit information in the form of user ratings or preferences and, through a correlation engine, return information that is predicted to closely match the users' preferences (Vozalis et al., 2001) . Systems like Netperceptions (http:// www.netperceptions.com) incorporate collaborative filtering techniques. The collaborative filtering doesn't scale well and applying this technique to a large number of items can cause prediction performance and accuracy to suffer since many items aren't rated (Anand and Mobasher, 2005) .
• Web usage mining systems -since the first three of the above systems rely on user supplied personal data which is prone to bias, and static profiles degrade the system too over time (Anand and Mobasher, 2005) , auto tracking of user interests is attempted in web usage mining systems. These systems attempt to incorporate techniques for pattern discovery from web usage data with the help of a number of web mining algorithms (Vozalis et al., 2001) . Bluemartini (http://www.bluemartini.com) and Webtrends (http://www.webtrends.com) come under this category. This paper presents the results of systems under development in the Indian Institute of Technology (IIT), Kharagpur. The systems aim to search automatically and retrieve information resources of interest from online journals and databases for the faculty members of IIT, Kharagpur who are actively engaged in the frontier areas of science and technology teaching and research using web usage mining, proxy data, and vector space modelling. Jeevan and Padhi (2006a) review the literature on content personalisation and Jeevan and Padhi (2006b) report on the preparedness of other libraries in IITs for this development.
Web usage mining
Web usage mining can reduce the need for obtaining subjective user ratings or registration based personal preferences. Lieberman (1995) suggests learning the interests of a user by observing their browsing behaviour and then recommending which links to follow. It models the browsing process, rather than explicitly modelling the user.
WebWatcher (Joachims et al., 1997 ) takes some user interests as an initial input and updates these interests based on pages then visited. The system then recommends pages, based on these interests and the previous browsing behaviour of other users with similar interests. WebMate (Chen and Sycara, 1998) is an agent that assists browsing and searching using multiple term vectors for different domains of user interest and updating these incrementally when users give positive feedback for visited pages. WebACE (Han et al., 1998 ) constructs a customised user profile by recording information about the documents the user browses. It then clusters these documents, using novel clustering techniques, and uses these to generate queries to search for similar documents. Personal View Agent (Chen et al., 2001 ) tracks, learns and manages user interests. Beginning with a fixed palette of categories, the system follows the user, detecting their domains of interest. This 'personal view' takes the form of a tree and can adapt to changing user interests using a 'personal view maintainer', which can split and merge categories in the personal view.
Web usage mining helps to track automatically user interests out of their initial interaction with the system. The architecture for web usage mining consists of the following two components (Zhang and Chang, 2002) :
• data pre-processing
• data mining.
Data pre-processing
The steps involved in pre-processing (Cooley et al., 1999) of the server log are as follows a. Data cleaning. Since the server log contains irrelevant information such as .tif) are filtered as well as unsuccessful requests (Diebold and Kaufmann, 2001 and do any other formatting of the data necessary for the specific data mining algorithm to be used.
Data mining
This is the process of extracting data patterns from a large amount of data. The processes (Srivastava et al., 2000) involved are:
a. Log file analysis. This is probably the most widely used technique to obtain structured information out of server logs. It will provide information such as the number of hits and page views, the number of unique and returning users, the average length of a page view, an overview of the browsers and operating systems that were used, and an overview of keywords that were used in search engines and that led to the website.
b. Association rules. Association rules (Agrawal and Srikant, 1994) c. Sequential patterns. Sequential pattern (Cooley et al., 1997) discovery is an extension of association rules mining in that it reveals patterns of co-occurrence incorporating the notion of time sequence. In the web domain such a pattern might be a web page or a set of pages accessed immediately after another set of pages. Using this approach, useful users' trends can be discovered, and predictions concerning visit patterns can be made.
d. Clustering. This is used to group together items that have similar characteristics.
In the context of web mining, two cases can be distinguished, user clusters and page clusters. Page clustering identifies groups of pages that seem to be conceptually related according to the users' perception. User clustering results in groups of users that seem to behave similarly when navigating through a website (Steinbach, 2000) .
e. Classification. Classification (Han et al., 1993) is the task of mapping a data item into one of several predefined classes. Classification can be done by using supervised inductive learning algorithms such as decision tree classifiers, naive
Bayesian classifiers, k-nearest neighbour classifiers, and Support Vector Machines.
Proxy level data collection
The data for the web usage mining is obtained in three ways:
a. Server level collection: explicitly records the browsing behaviour of site visitors. The data recorded in server logs reflects the (possibly concurrent) access of a website by multiple users. These log files can be stored in various formats such as 'common log'
(http://www.w3.org/Daemon/User/Config/) or 'extended log'
(http://www.w3.org/TR/WD-logfile.html) formats. However, the site usage data recorded by server logs may not be entirely reliable due to the presence of various levels of caching within the web environment (http://www.arena.no/nedlasting/dokumentasjon/wt_smartsource_r3.pdf). Cached page views are not recorded in a server log. In addition, any important information passed through the 'POST' method (a command used in html forms to store or update data) will not be available in a server log. Packet 'sniffing' technology is an alternative method to collect usage data through server logs. Packet sniffers are rarely used in practice because of the scalability issue on web servers with high traffic. The web server can also store other kinds of usage information such as cookies and query data in separate logs. Cookies are tokens generated by the web server for individual client browsers in order to track automatically the site visitors (Srivastava et al., 2000) . Tracking of individual users is not an easy task due to the stateless connection model of the HTTP protocol.
b. Client level collection: can be implemented by using a remote agent, such as Java scripts or Java applets (Shahabi and Banaei-Kashani, 2002) or by modifying the source code of an existing browser, such as Internet Explorer or Mozilla (Catledge and Pitkow, 1995) to enhance its data collection capabilities. The implementation of client-side data collection methods requires user co-operation, either in enabling the functionality of the Java scripts and Java applets, or voluntarily to use the modified browser. Client-side collection has an advantage over server-side collection because it ameliorates both the caching and session identification problems. However, Java applets perform no better than server logs in terms of determining the actual view time of a page. In fact, it may incur some additional overhead especially when the Java applet is loaded for the first time. Java scripts, on the other hand, consume little interpretation time but cannot capture all user clicks (such as reload or back buttons). These methods will collect only singleuser, single-site browsing behaviour. A modified browser is much more versatile and will allow data collection about a single user over multiple websites. The most difficult part of using this method is convincing the users to use the browser for their daily browsing activities (Srivastava et al., 2000) .
c. Proxy level collection: unlike individual web servers that contain only a limited number of web pages, a proxy server, sitting in the middle-tier in the Internet infrastructure, serves many web clients and covers a wide scale of the web domain consisted of heterogeneous websites. Proxy caching can be used to reduce the loading time of a web page experienced by users as well as the network traffic load at the server and client sides. The performance of proxy caches depends on their ability to predict future page requests correctly. Proxy traces may reveal the actual HTTP requests from multiple clients to multiple web servers. This may serve as a data source for characterising the browsing behaviour of a group of anonymous users, sharing a common proxy server (Srivastava et al., 2000) .
Vector space model
In order to run mining algorithms, the web data obtained from the proxy server has to be converted into a quantifiable format using one of the following three methods (Belkin and Croft, 1992) :
a. Boolean Model: this is based on the concept of an exact match of a query specification with one or more text surrogates. Unfortunately this model is constrained by the following:
o Its retrieval strategy is based on a binary decision criterion (i.e. a document is predicted to be either relevant or not relevant) without any notion of a grading scale, which prevents good retrieval performance.
o While Boolean expressions have precise semantics, frequently it is not simple to translate an information need into a Boolean expression.
b. Probabilistic Model: the probabilistic model was introduced by Robertson and Sparck Jones (1976) and was later known as the binary independence retrieval (BIR) model. The probabilistic model attempts to capture the information retrieval problem within a probabilistic framework. The fundamental idea is: given a user query, there is a set of documents which contains exactly the relevant documents and no other. This set of documents is referred as the ideal answer set. Giving the description of this ideal answer set, we would have no problems in retrieving its documents. Thus, we can think of the querying process as a process of specifying the properties of an ideal answer set. The main advantage of the probabilistic model is that documents are ranked in decreasing order to their probability of being relevant. However, the limitations include:
o The need to guess the initial separation of documents into relevant and non-relevant sets.
o The fact that the method does not take into account the frequency with which an index term occurs inside a document (i.e., all weights are binary).
o The adoption of the independence assumption for index terms.
c. Vector space model: this model improves the Boolean model by assigning non-binary weights to index terms in queries and in documents. These term weights are ultimately used to compute the degree of similarity between each document stored in the system and the user query. By sorting the retrieved documents in decreasing order of this degree of similarity, the vector space model takes into consideration documents that match the query terms only partially. The consequence is that the ranked documents answer set is a lot more precise than the document answer set retrieved by the Boolean model.
The main advantages of the vector space model are:
o Its term-weighting scheme improves retrieval performance.
o Its partial matching strategy allows retrieval of documents that approximate the query conditions.
o Its cosine ranking formula sorts the documents according to their degree of similarity to the query.
The vector space model (Salton et al., 1975) The vector space model procedure can be divided into three stages:
• Document indexing where content bearing terms are extracted from the document text.
• Weighting of the indexed terms to enhance retrieval of documents relevant to the user.
• Ranking the document with respect to the query according to a similarity measure.
In the vector space model each document d is represented by a term frequency (TF) vector,
where tfi is the frequency of the ith term in the document. Each term is given a weight based on its tf and inverse document frequency (IDF) in the document collection.
i.e, Term weight, dfi is the number of documents that contain the ith term and log (D/df ) i term is known as the inverse document frequency, IDF i .
IDF is used to normalise the documents of different lengths, so that each document vector is of unit length.
In the vector space model, the cosine similarity is the most commonly used method to compute the similarity between two documents di and dj, which is defined to be
This measure becomes one if the documents are identical, and zero if there is nothing in common between them (i.e., the vectors are orthogonal to each other).
Development of the personalisation system at IIT Kharagpur

Aims and objectives
The IIT, Kharagpur, was set up in 1950 as the first in the chain of seven such institutes The Personalised Selective Access Information (SAI) system is designed so that users can search the library database and the Web with more functionality, without expending their time and effort learning the intricacies of the various search interfaces developed by the different publishers and database providers. SAI also offers users the ability to create personal web links, interact with the library, use a protection mechanism to access their data, and have the web links checked and updated as necessary. SAI is designed for academic staff of IIT, Kharagpur to meet their personalised information requirements by optimising the range and depth of relevant information source retrieval to conduct various academic and research activities.
Methodology
SAI orders the search results so that the most relevant item is shown on the top of the page, and also it helps the user by providing the keywords of interest to refine the search. This is achieved by learning the user's interests by monitoring user activities while he/she is searching the Web. Unlike most web recommendation systems which rely on explicit users' feedback, SAI collects users' interests implicitly and search results are re-ordered according to their interests thus saving search time. SAI utilises proxy level collection, to overcome the disadvantages associated with server-level and client-level collections, to collect the web data for web usage mining. With due consideration to Boolean and probabilistic models as above, the vector space model is used in this study to convert data into a quantifiable form. Elsevier ScienceDirect etc., are placed in a drop-down box, so that the user can retrieve information using any database or search engine from one window.
Design and implementation of the SAI system
The SAI system uses client-server architecture and has been implemented using PHP and Each of the journals, books, personal links, subject terms and news modules contain two tables. For instance, the master table of the journal module has information about the journal code, journal name and journal web link and the 'child' table represents the relation between the journal and the academic staff. When the user enters the information related to a journal, the existence of journal information in master table is checked and if it doesn't exist, the information is stored in the master and child tables. Books, personal links, subject terms and news modules also have a similar mechanism to append new resources to the system. The SAI system under development has two phases:
• Automatic profile creation for the user
• Re-ordering of search results.
a. Automatic profile creation: this is an offline process, which runs continuously at the back end. User profile collection is an important constituent of SAI. The system has the capability to learn users' interest by monitoring their activities while they search the Web. The user profile is augmented using the data obtained from the proxy server and applying the web usage mining techniques. The system also presents the users with reordered search results, based on their interests. Users' interests can be collected in two ways,
• Explicitly asking the users to give their interests.
• Automatically collecting the users' interests by observing their browsing behaviour.
Since asking the user explicitly may not provide complete information, automatically obtaining the user's interest is the better process. A proxy server may be used to collect automatically the data of interest accessed by users. A proxy server stores all the users' access logs and each log entry in the proxy server has the following information as in Figure 1 and a sample log entry is provided in Figure 2 .
Take in Figure 1 \"%r\" -the request line from the client is given in double quotes.
%>s -the status code that the server sends back to the client.
%b -the last entry indicates the size of the object returned to the client, not including the response headers. If no content was returned to the client, this value will be "-". To log "0" for no content, use %B instead.
\"%{Referer}i\" -This gives the site that the client reports having been referred from.
\"%{User-agent}i\" -The User-Agent HTTP request header which is the identifying information that the client browser reports about itself.
Take in Figure 2 . The steps in this first phase of 'automatic profile creation' are:
• Web Page Creation: the initial phase involves identifying users' domains of interest and constructing a personal page for the user.
• Profile Creation: each user has to create their own login, providing personal details, for using the search result reorder system.
• Pre-process: parse the HTML page and PDF file, deleting the stop words or (non informative words) such as "a", "an", "this", "for" etc, stemming the plural noun to its singular form and inflexed verb to its original form, deleting the html tags such as <HEAD>, <H1>, <BODY> etc.
• Term weight calculation: calculate term frequencies (TF), inverse document frequencies and term weights for each document using vector space model.
• Clustering: cosine similarity between each document is calculated and clustered by using k-means algorithm.
• User interest identification: the terms which are having their weights greater than some threshold value in the cluster which contains maximum documents are considered as users interests.
b. Reordering of search results. The steps in this phase are:
• search result page accessed by the user is interpreted;
• each document is opened and it is preprocessed;
• cosine similarity between each document and the user's interest based on current browsing history is calculated; • the most similar pages get ranked near the top of the list.
The features of SAI are as follows:
• Upon the initial login the user is presented with a personal page, whose contents and links are based on their subject specialisation.
• Welcome message with user's address, e-mail and phone number.
• Search: the user is provided with their areas of interest and multiple search engines.
Just by a click on the area of interest the user can connect to the search engine of choice and get results displayed without explicitly typing the keyword.
• Library Links: a link to the library is provided to check information regarding books borrowed, corresponding due dates, overdue charged and any other person-centric queries from the library housekeeping database system.
• E-journals and e-books: the user is provided with links to e-journals and e-books related to their areas of interest. The user has a facility to add any additional links related to e-journals and e-books of choice in the 'add' page. The user is also provided with checkbox option to delete any of the existing links.
• News Links: the SAI design includes news links for users, which provides links about upcoming conferences worldwide, science and technology magazines, etc.
• Personal Links: facilitates addition of the links for the user's personal interests.
• Ask a Librarian: this provides a facility to use the suggestion form for the library or posting specific queries.
• Protect Mechanism: SAI has a protection mechanism based on username and encrypted password through which a user only can login to see the personalised page.
A sample page of SAI for one academic staff is presented in Figure 3 . 
Testing and results
The log data of three users from different departments collected during their search process are shown in Table I . the first column contains date and time of access of the URL, second column shows number of times the user has accessed the page, third column contains the IP address of the user machine by which the user can be recognised and fourth column provides the URL of the page visited. Data from this log data is taken and each URL is opened for term frequency and term weight calculations as shown in Table III shows term-document matrix with term weights which are used to form clusters.
It is the matrix representation of terms and documents where row headings are terms and column headings are document ids. If a term appears in the particular document its weight is represented, otherwise it is represented by zero. Clusters are formed by calculating the similarities between each document by using cosine similarity or dot product.
Take in Table III   Table III 
Conclusions
There are practical constraints in the implementation stage. There is considerable difficulty in getting real and correct user interests and mapping them effectively into the products and services offered by the library. Also the interests of users keep on changing continuously. If multiple users share the same PC, it is difficult to identify the user as there is no one to one mapping between user and IP address. Continuously changing IP address also creates problems. Another potential roadblock is users' unwillingness to reveal personal information to fine-tune personalisation features due to privacy threats and misuse of personal data in the hands of doubtful elements.
The system developed has the capability to learn a user's interest by monitoring user activities while he/she searches the Web. It also has provisions to augment the user profiles using the data obtained from a proxy server and by applying the web usage mining techniques. The system also presents the user with reordered search results. The system is under various stages of testing both by the design team and end users to test its utility and wider applications in an academic information dissemination environment to predict usage and cross discipline specialisations of researchers. This application attempts to add value to the results returned by normal search engines by re-ranking them in such a way that the user's context is reflected -so that different users still get the same set of results, but ordered in such a way that the results that are more relevant to each user are ranked higher. Note that these are not quite personalised search results but can be taken just as a personalised ranking of the standard results. To proceed further with more serious personalised results require effective mechanisms to trace and track what happens at the client side once they access the personalised results.
