We investigate a new model for partitioning a set of items into groups (clusters). The number of groups is given and the distances between items are well defined. These distances may include weights. The sum of the distances between all members of the same group is calculated for each group, and the objective is to find the partition of the set of items that minimizes the sum of these individual sums. Two problems are formulated and solved. In the first problem the number of items in each group are given. For example, all groups must have the same number of items. In the second problem there is no restriction on the number of items in each group.
Introduction
Consider sport teams, such as those competing in the World cup, Olympics, NBA, NFL, NHL, various college teams. The teams need to be partitioned into divisions. In the first round teams compete within the division. In the second round the winners (and in some cases also runners-up) advance to compete in the finals. We are interested in a good partition of the teams into divisions for the first round of competition. Each team competes with each other team in the same division at least twice: once at home and once at the home of the other team. We are therefore interested to form divisions so that the total travel time by the teams is minimized. The number of divisions is pre-determined. It may be required to have a given number of teams in each division or the number of teams in each division is flexible. ities should be located as far as possible from demand points. In most models it is assumed that the nuisance affecting a demand point is generated by the closest facility 6. The objective of equitable location models (Baron et al., 2007; Berman et al., 2009) is to equalize as much as possible the number of demand points attracted to each facility. 7. A wide variety of equity objectives were proposed. Maimon (1986) suggested to minimize the variance of distances, Drezner et al. (1986) suggested to minimize the range of distances, Drezner et al. (2009) suggested to minimize the Gini Coefficient of the Lorenz curve, Drezner et al. (2014) suggested to minimize the Quintile share ratio. Eiselt and Laporte (1995) list nineteen equity measures. As far as we know no one considered the multiple facility extension of these problems.
In all these multiple facilities location models, for a given set of locations for the facilities, the demand points are partitioned into groups. The plane is partitioned into polygons which is termed a Voronoi diagram (Okabe et al., 2000; Sugihara and Iri, 1992; Suzuki and Okabe, 1995; Voronoï, 1908) . Each facility is surrounded by a polygon and provides its services to the demand points located in that polygon. The set of demand points is partitioned into groups.
In this paper we propose a new criterion for grouping the set of demand points. The objective is to minimize the total intra-group distances. This means, for each group the total distance between all pairs of demand points belonging to the same group is calculated and the sum of these total distances is minimized. The number of groups is pre-specified. Clearly, if the number of groups increases, the objective function decreases. In fact, when the number of groups is equal to the number of demand points, each demand point belongs to its own group, and the objective function is zero.
Weights can be easily incorporated into the models. If the population at each demand point is a factor, the distance between two demand points can be multiplied by, for example, the product or sum of the population counts at the two demand points thus defining a new "distance" value.
Two models are proposed. In Model A the number of items in each group is pre-specified. If there are, for example, 12 items to be partitioned into 3 groups, we can require that one group will contain 5 items, one 4 items, and one 3 items. It is possible that all groups are required to have the same number of items. An equal division of the items in each group may be required when sport teams are partitioned into divisions and we wish to have the same number of teams in each division. In Model B, the number of items in each group is not specified and each group can include any number of items as long as every item belongs exclusively to one group.
The paper is organized as follows. In Section 2 the fixed group size model is formulated.
The quadratic assignment problem which can be used to solve this problem as well as a nontrivial binary linear programming formulation are detailed. In Section 3 the variable size model is presented and a binary linear program formulated. The main contribution of this paper is the effective heuristic procedures which are detailed in Section 4. Two case studies are described in Section 5, and extensive computational experiments in Section 6 demonstrate the effectiveness of the heuristic approaches. We conclude the paper in Section 7 suggesting the application of the proposed effective heuristic approach to other multi-facility location problems as well.
Model A: Fixed Group Sizes
There are n items. The distance between items i = j is d ij . By definition d ii = 0. We need to create p groups. The number of items in these groups are required to be n 1 , n 2 , . . . , n p such that p i=1 n i = n. For generality we do not assume that each group has the same number of items. It is possible that we allow a certain number of items (can be any of the n items) to be excluded from the groups. In this case
When all groups are required to be of the same size n p , the total number of combinations is by the multinomial distribution:
which can be quite small for small values of n and p, allowing for total enumeration. For example, for n = 12, p = 2 there are 462 possible partitions of items.
Models Related to Model A
Model A can be formulated as a quadratic assignment problem (QAP, Drezner, 2015; Gilmore, 1962; Koopmans and Beckmann, 1957; Lawler, 1963; Rendl, 2002) , and has similar features to the gray pattern problem (Taillard, 1995) which is a special case of the quadratic assignment problem.
The Quadratic Assignment Problem (QAP)
The quadratic assignment problem is considered to be one of the most difficult optimization problems to solve optimally. It is defined as follows. A set of n possible sites are given and n facilities are to be located on these sites, one facility at a site. Let c ij be the cost per unit distance between facilities i and j and d ij be the distance between sites i and j. The cost f to be minimized over all possible permutations, calculated for an assignment of facility i to site p(i) for i = 1, . . . , n, is:
(1)
The Gray Pattern Problem
In the gray pattern problem (Taillard, 1995) , the objective is to select k out of n black dots so that the pattern will be as uniform as possible. This is achieved by a specially designed distances matrix. Taillard (1995) The distances of the gray pattern problem suggested by Taillard (1995) are based on a rectangle of dimensions n 1 by n 2 . A gray pattern of p black points is selected from the n = n 1 × n 2 points in the rectangle while the rest of the points remain white. The objective is to have a gray pattern where the black points are distributed as uniformly as possible. To achieve that, Taillard (1995) created a distance matrix d ij between locations i and j by minimum entropy in Physics. Let 1 ≤ i ≤ n be the serial number of a point in the rectangle. Define r(i) the row of point i, and c(i) the column of point i:
The distance between points i and j (i = j) is
The distances are rounded to the nearest integer. It is interesting to note that when the result of (3) is exactly an integer+ 1 2 (such as 1562.5) the distance is rounded down which is not the customary rounding rule. We also define d ii = 0 (it is infinite by (3)). Drezner et al. (2015) optimally solved gray pattern problems of n = 64 (8×8) for 2 ≤ p ≤ 25, n = 256 (16×16) for 2 ≤ p ≤ 12, n = 576 (24×24) for 2 ≤ p ≤ 9, and n = 1024 (32×32) for 2 ≤ p ≤ 8.
The gray pattern problem can be extended to patterns of several colors, not only black points.
The sequence of several squares along the diagonal can be used to create a pattern of several colors with certain percentage for each color so that the pattern will be as uniform as possible. Points that are not selected are white like in the gray pattern problem. This idea is used to formulate Model A as a quadratic assignment problem.
Formulating Model A as a Quadratic Assignment Problem
The quadratic assignment formulation for the grouping problem is based on the gray pattern model (Drezner, 2006; Drezner and Kalczynski, 2017; Drezner et al., 2015; Taillard, 1995) . Drezner (2006) proposed the one group problem: selecting the best one group of k items out of n available items and observed that this problem is equivalent to the gray pattern problem.
For our problem of multiple groups we generate a cost matrix {c ij } in Equation (1) that consists of p "squares" of 1's on the diagonal of the matrix of sizes n 1 , n 2 , . . . , n p and the rest of the c ij = 0.
This way, only distances between pairs of items belonging to the same group are counted in the objective function. If p i=1 n i = n, the whole diagonal is covered with squares and if p i=1 n i < n, like the case of finding one group (Drezner, 2006) , some items are not selected for any group.
For example, if 12 items are split into three groups of 4 items each, the C = {c ij } matrix is depicted in Figure 1 . The distance matrix consists of the distances between items and not defined by (3).
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Binary Linear Programming Formulation for Model A
The grouping model can also be formulated as a binary linear program. Define np binary variables X ik such that X ik = 1 if item i belongs to group k and 0 otherwise. In addition we define n 2 variables Y ij such that Y ij = 1 if items i and j belong to the same group and 0 otherwise. The number of the Y variables can be reduced from n 2 to 1 2 n(n − 1) by observing that by definition
Equation (4) guarantees that only distances between items belonging to the same group are counted in the objective function. The center term of inequality (5) is equal to 0 if items i and j belong to the same group, and is positive or negative otherwise. Its maximum possible absolute value is p − 1. We use M = p, so that if Y ij = 0 the constraint is always satisfied and if Y ij = 1 it is only satisfied when items i and j belong to the same group. Equation (6) forces Y ij = 1 for items belonging to the same group because there are exactly p k=1 n 2 k such pairs. Equation (7) guarantees that each item belongs to one and only one group, and equation (8) guarantees that group k has n k items.
Reducing the Number of Variables
Since Y ij = Y ji and Y ii = 1 the problem can be reduced in size by having as variables Y ij for j > i.
We get:
In the computational experiments we used this more compact formulation.
Model B: Variable Group Sizes
Model B cannot be formulated as a quadratic assignment problem because the structure of the C matrix is not determined. The BLP formulation is more complicated because the numbers n k are variables rather than having given values.
The total number of possible groups P (n, p), i.e., the number of ways of partitioning a set of n elements into p non-empty subsets, satisfies the recursion: P (n, p) = P (n − 1, p − 1) + pP (n − 1, p).
Suppose that item n is added to the groups formed by the first n − 1 items. The first term P (n − 1, p − 1) is the number of possible groups when item n forms a new group of one item. The second term pP (n − 1, p) is the number of possible groups where item n joins one of the existing groups. P (n, p) can be easily calculated recursively, for example, by Microsoft Excel, starting with P (n, 1) = P (p, p) = 1.
This recursion leads to the Stirling number of the second kind (Abramowitz and Stegun, 1972; Stirling, 1764) :
which can be quite small for small values of n and p, allowing for total enumeration. For example, for n = 12, p = 2 there are 2,047 possible partitions of items. Note that for p = 2, P (n, 2) = 2 n−1 −1.
Binary Linear Programming Formulation for Model B
In Model B, n k is a variable that can assume a value between 1 and n − p + 1. Each group must have at least one item and 
Subject to:
4 Heuristic Approaches
The following heuristic approach is simpler for Model B so we present it first for Model B and then
show the modifications required in order to apply it for the solution of Model A.
Heuristic Approach to Model B
Phase 1 (selecting one item for each group):
• Select the two items that are farthest from one another to be in group #1 and group #2. It is unlikely that the farthest two items will be in the same group.
• Select for the next group the item that its minimum distance to the already selected items is the largest.
• Continue until p items are assigned to p groups.
Phase 2 (adding items to groups):
• Check all unassigned items to be added to each of the groups. Select the item that adding it to one of the groups will increase the objective function the least and add this item to the particular group.
• Keep adding items to groups until all the items are assigned a group.
Phase 3 (a descent algorithm):
1. Evaluate all combinations of moving an item from one group to another.
2. If an improvement is found, perform the best move and go to Step 1.
3. If no improvement is found, stop.
Applying GRASP:
The algorithm described above yields one final solution. We introduce randomness into the procedure so that the algorithm can be repeated many times in a multi-start heuristic approach. The idea follows the "Greedy Randomized Adaptive Search Procedure" (GRASP)
suggested by Feo and Resende (1995) . In each step in the first two phases, we find the best move and the second best move. The best move is selected with probability 2 3 and the second best with probability 1 3 .
Modification to the Heuristic Approach for Solving Model A
We detail the modifications for equal size s for all groups. It can be further modified to a list of given sizes which are not necessarily equal.
Phase 1 is not altered. In Phase 2: once a group reaches size s it is no longer considered for adding more items to it. In Phase 3: since the groups must retain the same number of items, rather than evaluating the move of an item from one group to another, we evaluate all pair exchanges between groups. The GRASP approach is not altered.
Efficient Calculations
In order to calculate the increase in the value of the objective function when an item is added to a group, we just need to calculate the sum of the distances between the added item and all the existing items in the group.
In order to calculate the decrease in the value of the objective function when an item is removed from a group (needed for the decent phase), we just find the sum of distances between the removed item and all the remaining items in the group.
Case Studies

Creating Divisions for Teams
Winston and Albright (2016) used the example of creating divisions for NBA teams to illustrate the evolutionary procedure available in Microsoft Excel's Solver. There are n competing sport teams that play against one another during the regular season. The teams are partitioned into p divisions with n i teams in each division. Each pair of teams in a division play two games against one another, one in each home team city. The problem is to form divisions in such a way that the total distance traveled by the teams is minimized.
Dividing the Largest US Cities into Groups
The website https://simplemaps.com/data/us-cities has data for more than 36,000 U.S. municipalities. The data provide both population and population proper (i.e., not including the population in the metropolitan area). We selected the proper population and therefore the largest city is New York, the fourth largest is Brooklyn, the fifth largest is Queens, and so on. We extracted data for latitude, longitude and population of the largest 100 U.S. cities. The data for these cities sorted by their population size is given in Table 1 and depicted in Figure 2 . It can be used to solve problems for any number of cities up to 100. Instances based on fewer than 100 cities, use the largest ones listed in Table 1 .
The distances between any two cities can be calculated by the "great circle" formula given in Drezner and Wesolowsky (1978) . The distance d between two cities whose latitudes are φ 1 , φ 2 and longitudes θ 1 , θ 2 is:
where R = 3959 miles is the earth's radius. This formula can be rewritten to avoid large round-off errors for small distances when cos d R ≈ 1. The identity cos α = 1 − 2 sin 2 α 2 is used. We get 
Computational Experiments
We first tested the solution approaches on the Winston and Albright (2016) instances (n ≤ 30)
using Frontline System's Premium Solver in Excel. We do not report the specific results because run time cannot be measured. The problem size for the BLP formulation is limited to 18. The evolutionary algorithm was tested on n = 12, 18, 30 instances. The results of the evolutionary algorithm are significantly worse than the best known solution for most instances. However, if the evolutionary algorithm is repeated many times, results close to the best known or optimal solution may be obtained. As the computational results obtained by the heuristic algorithm proposed in this paper are so good, there is no reason to apply any version of Excel's solver. As is recognized by the research community, the Solver in Excel may be a good approach for instructional purposes but it is not recommended for professional use.
For testing the heuristic procedure, computer programs were coded in Fortran using double precision arithmetic and were compiled by an Intel 11.1 Fortran Compiler using one thread with no parallel processing. They were run on a desktop with the Intel i7-6700 3.4GHz CPU processor and † Times best solution found ‡ Run time for all 10,000 runs for Heuristic (seconds) and one run of QAP (minutes) % Percent above best found solution + OPT: Optimal solution found within 5 hrs; UB: stopped with UB after 5 hrs * This upper bound was confirmed as optimal by CPLEX after 1,000 hours run time † Times out of 10,000 best found ‡ Time in seconds for all 10,000 runs * Optimality verified by CPLEX % Percent above best solution + Optimal solution found within 5 hrs; stopped with UB after 5 hrs 16GB RAM. The quadratic assignment problem was also solved by a Fortran program compiled by the same compiler and run on the same computer.
CPLEX was run on a virtualized Windows environment with 16 vCPUs and 128GB of vRAM.
The physical server used was a 2 CPU (8 cores each) PowerEdge R720 Intel E5-2650 CPUs with 128 GB RAM using shared storage on MD3620i via 10GB interfaces.
We experimented with the case study taken from Winston and Albright (2016) of up to 30 cities (distances rounded to one digit after the decimal point), and for the largest U.S. cities depicted in Table 1 for n ≥ 40 with distances calculated by (18) or (19) rounded to the nearest integer.
Each instance was solved for both Model A and Model B by the heuristic algorithm 10,000 times in a multi-start approach incorporating GRASP. CPLEX was run only once because it does not have a random component and it finds the guaranteed optimal solution if it is not stopped prematurely. The CPLEX was stopped after 5 hours if the optimal solution was not found and the upper bound (best feasible solution found) is reported.
Testing Solution Approaches for Model A
For Model A the Quadratic Assignment Problem (QAP) was solved by the alpha-male genetic algorithm (Drezner and Drezner, 2019) based on the effective genetic algorithm proposed by Drezner and Misevičius (2013) in addition to the heuristic algorithm and CPLEX. We performed a few experiments to determine the parameters to be used for the alpha-male genetic algorithm. For the definition of parameters see Drezner and Drezner (2019) . We found that the parameters similar to the ones used for solving the BL instances (de Carvalho Jr. and Rahmann, 2006) are the most effective. The population has 100 members out of which 25 are alpha males; the number of tabu search iterations is 32n; the number of generations is g = 5 × max{1000, 20n}, and the number of population members selected for differential improvement (Drezner and Misevičius, 2013) is R = 15.
Each instance was solved 10 times by the genetic algorithm.
The results are reported in Table 2 . 21 out of the 31 instances were solved to optimality by CPLEX in less than 5 hours of computer time. The heuristic algorithm found the best known solution in all 31 instances. The best result was obtained by the heuristic algorithm once for the n = 100, p = 5 instance and at least 293 times out of 10,000 for all other instances. In 12 instances it found the optimal solution in all 10,000 runs. Run times are very short. The largest instance was solved 10,000 times in total time of 81 seconds, i.e., 0.0081 seconds per run. The quadratic assignment solutions were quite good except for large values of p when group sizes are 4 or less. It missed the best known solution in two instances. Note that CPLEX is the only approach that can guarantee that the solution found is optimal.
Testing Solution Approaches for Model B
The results for Model B are depicted in Table 3 . 18 out of the 30 instances were solved to optimality by CPLEX in less than 5 hours of computer time. The heuristic algorithm found the best known solution in all 30 instances. The best result was obtained by the heuristic approach at least 46 times out of 10,000 for all instances. In seven instances the optimal solution was found in all 10,000 starts. Run times by the heuristic approach are very short. The largest instance was solved 10,000 times in total time of 5 seconds, i.e., 0.0005 seconds per run. Since Model B cannot be formulated as a QAP case, the alpha-male genetic algorithm cannot be used to solve it.
Recommendations Based on the Experiments
The multi-start heuristic approach was extremely fast and is thus recommended as the solution method of choice unless the problem is small and a guaranteed optimal solution is sought. If reasonably long computer time is available CPLEX is recommended, and if it fails to find the optimal solution in a reasonable time (we tested some instances for two or more days and did not get optimal results), the fast heuristic can be used. The gap, i.e., the difference between the upper and lower bounds, can give an indication whether to continue to run the CPLEX. The alpha male genetic algorithm performed well for fixed group sizes when the group sizes are not small.
Conclusions
We investigated the partition of a set of items into groups when the number of groups and the distances between items are well defined. The objective function, to be minimized, is the total of the individual sums of the distances between all members of the same group. We find the partition of the set of items that minimizes the objective function. Two models are formulated and solved.
In the first model the number of items in each group is given. For example, all groups must have the same number of items. In the second model there is no restriction on the number of items in each group.
We propose an optimal algorithm for each of the two problems as well as a heuristic algorithm.
Problems with up to 100 items and 50 groups are tested. In the majority of instances the optimal solution was found using CPLEX. The heuristic approach, which is very fast, found the optimal solution for these cases, and it found equal or better solutions than those found by CPLEX when CPLEX was stopped after five hours. The first problem when the sizes of the groups are given, can also be formulated and solved as a quadratic assignment problem.
The heuristic algorithm performed very well. Since it is vary fast, we can also apply Tabu search (Glover, 1977; Glover and Laguna, 1997) or simulated annealing (Kirkpatrick et al., 1983) or other meta heuristic algorithms especially for large problems.
The heuristic algorithm can be modified to create starting solutions for many multi-facility location problems in which the demand points that are served by facilities form clusters. Seven examples for such problems are listed in the introduction.
