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With a few exceptions (see Tuma, 1976; Littman and Mode, 1977; Pickens and Soyka, 1980) , most attempts to model individual choice behavior with Markov and related models have interpreted "Markov" to mean time-homogeneous Markov. Although considerable analytic simplicity is gained via the use of such models, there is a substantial sacrifice in realism and flexibility. Indeed, much of 'the empirical failure of time-homogeneous chains to provide good descrip-T h e work reported here was supported by National Science Foundation Grant SOC76-17706 to the Center for the Social Sciences, Columbia University. I wish to thank Nancy Tuma for critical comments and invaluable suggestions on an earlier draft.
tive models of dynamic choice behavior attests to the limited plausibility of these models.
T h e purposes of this chapter are:
1. T o describe the general continuous-time nonstationary Markov chains and clarify how certain economic theories of labor force dynamics and sociological theories of occupational mobility can be interpreted in this framework.
2. T o present-for the first time-a strategy for fitting general two-state nonstationary Markov models to multiwave panel data. 3. T o present embeddability criteria for assessing whether panel data could have been generated by a continuous-time, nonstationary Markov chain. 4. T o present a strategy for detecting with panel data whether observed nonstationarity can be attributed only to nonstationarity in the rate of movement but not in the probabilities of transition between pairs of states. This special form of nonstationarity has been discussed in the intragenerational occupational mobility literature by Mayer (1972) and S4rensen (1975a, 1975b) . 5. T o present a new interpretation of the widely observed deviations from time-homogeneous Markov models-diagonals of observed transition matrices are underpredicted by diagonals of powers of time-homogeneous Markov transition matrices fit to the first two waves of panel data. This can be accounted for by the class of nonstationary Markov models.
In addition to focusing on continuous-time, nonstationary Markov chains as models of individual choice behavior, a few words are in order about my emphasis on their estimation from panel designs. Although event-history data-as discussed in detail by Tuma, Hannan, and Groeneveld (1979) and Hannan and Tuma (1979) -are vastly superior to the usual panel data for finding classes of stochastic models that can describe a social process, it is nevertheless true that event-history data are currently the exception rather than the rule among longitudinal data sets in sociology. Moreover, event-history data are impossible to collect on many variables of interest: Virtually all studies of attitude change over time and-in a medical context-the intraindividual evolution of chronic diseases.
CONTINUOUS-TIME NONSTATIONARY M A R K 0 V CHAINS
General Specification
Let w(t) be a step function, which we shall interpret as representing an individual's evolution among a finite collection of states. Let TI,T,, . . . be the waiting times between successive changes of state. Notice that only TI coincides with actual calendar time (or age). These functions will be referred to as sample paths of a general nonstationary continuous-time Markov chain if the evolution proceeds according to the following rules:
1. An individual begins in a state labeled i-where i may be 1, 2, . . . , r-at a reference time t = 0. H e or she waits there for a random length of time TI described by the probability distribution where q,,(u) is a negative function of calendar time (or age) after the reference time t = 0. Note that the hazard function for state z at calendar time (or age) u is -q,,(u), a positive function. It may be interpreted as the calendar time (or age) u-specific probability per unit time of termination of a spell in state z given that the spell has not terminated prior to calendar time (or age) u. 2. At the end of the spell-at calendar time tI-the individual moves to state j with probability m,,(tl). These probabilities must satisfy 25-, m,,(tl) = 1 and m,,(tl) = 0. 3. Then he or she waits in state] for a random length of time T, that does not depend on the previous state occupied but does depend on the calendar time when the spell is initiated and on the current state. Let TI+ denote the instant just after T, and define w(TI+) = lim,,, w(Tl + t). T h e distribution of T,, conditional on T, and the state w(Tl +), is defined to be Here -q,](u) is the hazard function for state j at age u.
4.
At the end of the second spell-at calendar time t, + t2-the individual moves to state k with probability mlk(tl + tz).
5.
Then he or she waits in state k for a random length of time T, described by the probability distribution 6. T h e preceding steps are repeated for subsequent spells.
Steps 1 to 6 describe the evolution of a process that is markovian in the following sense: For times s < t, the conditional probability that w(t) is in state j given the list of values of w(u) for all times (ages) u that are less than or equal to time s is the same as the conditional probability that w(t) is in state j given only the value of w(s). Thus probability statements about w(t) depend only on the most recent given value of the process-namely, w(s).However, unlike the more familiar time-homogeneous Markov chains, the conditional probabilities -hereafter written as p,(s, t)-depend on the calendar times s and t and not just on the time difference t -s.
For the general nonstationary Markov chains, the transition probabilities p,](s, t)-for s 5 t-are entries in stochastic matrices That is, p,(s,t) 2 0 and Zi-, p,](s,t) = 1 for z = 1, 2, . . . , r. These matrices satisfy the Kolmogorov forward and backward matrix differential equations, respectively, subject to P(s, s) = I. Moreover, Q ( t ) for t r 0 is a one-parameter family of matrices whose off-diagonal entries are the transition rates qIJ(t) = -q,,(t) m,](t) and whose diagonal entries are q,,(t), as defined above.' Observe that these matrices satisfy the algebraic conditions that ql,(t) 5 0, q,(t) r 0 for 1 f j and Z; , , q,(t) = 0. The matrices Q(t) are referred to as intensity matrices.
Special Subclasses of Nonstationary Chains
T o illustrate the variety of phenomena that can be modeled with nonstationary chains, we specify and interpret some parametric families of intensity matrices Q(t) that are implicit or explicitly proposed in the sociology and economics literature.
Shifts Between Employment and Nonemployment. In the study of labor force dynamics, where the states are labeled (1 = not employed) and (2 = employed), the property of having an increasing hazard function during a spell of nonemployment is associated with the search-theoretic idea that individuals have a declining reservation wage during such spells (see Kiefer and Neumann, 1979, and Flinn and Heckman, 1980) . During a spell of employment a decreasing hazard function is associated with the idea of an increase in firmspecific capital over time (JovanoviE, 1979; Tuma, 1976) . These economic-theoretic proposals can be formally incorporated in a twostate nonstationary markovian model by introducing the following parametric family of intensity matrices:
where a , > 0, -1 < a, < 0, and c, > 0 for i = 1, 2. The specification (3) has the additional feature that the hazards in successive employment spells are not only declining within a spell but also declining across spells. This is an aging effect that is empirically testable. It is identified with an age-dependent decline in the rate of increase of human capital. Similarly, the search times in successive unemployment spells have increasing hazards within spells as well as across spells.
Age Dependence in Occupational Mobility. A restrictive class of nonstationary Markov models has been proposed to account for the 'For a rigorous mathematical discussion of Equations 1 and 2 see Goodman (1970) and Goodman and Johansen (1973) .
empirically observed decline in occupational mobility rates with age (see, for example, Mayer, 1972, and Sfirensen, 1975b) . The specification, in terms of the one-parameter family of intensity matrices Q(t), is that -q,,(t) be a decreasing function of t and independent of state z, while {m,](t)}do not depend on t and are entries in an upper-triangular stochastic matrix
In the context of occupational mobility, the states are ordered according to prestige rankings and the upper-triangular restriction represents a population where only upward mobility is possible. Two additional testable restrictions on M are of interest for an understanding of mobility processes:
1. m , > rn,,,,, for i + 1 j r r.
2. m12= mZ3= . . = n2,_,,, = 1 and all other entries are zero Restriction 1 corresponds to mobility where the probability of transition across several prestige categories declines as the number of categories traversed increases. Restriction 2 corresponds to a process where only movement to the next highest prestige category is allowed at a single transition.
An alternative mobility proposal (Mayer, 1972) -q,,(t) imply that the age-dependent decline in transition rates is the same for all states and that the sample paths of the nonstationary chain may be represented as
. . is a discrete-time-homogeneous Markov chain with one-step transition matrix M. Moreover, v(t) is a nonstationary Poisson process with intensity function
where q(u) denotes the common value of -q,,(u) for i = 1 , 2 , . . . , r.
Thus and v(t)counts the number of transitions made by an individual in the time interval [0,t ] .
An interesting parametric specification of ~( z L ) has been proposed by Mayer (1972) and used by SBrensen (1975b) in the present context according to
where a > 0 and b > 0 are parameters to be estimated. This exponentially declining mobility rate is associated with a defective waiting-time distribution in each state in the sense that
If this waiting-time distribution were to be converted into a bona fide probability distribution, it would be necessary to assign positive probability to the event ( 7 ; = +a).For such an assignment we set P ( T l = + a )= exp (-ajb). Then we have
and the hazard rate for this distribution is
Intragenerational Mobility. In an interesting discussion of' intragenerational occupational mobility, SBrensen (1975a) has proposed the following parameterization of the intensity matrices Q(t). For i f j, let where 6,(t) and cJ(t) represent calendar time-dependent characteristics of the origin and destination occupation and d,](t) represents the affinity, or distance, between the two occupations. Then Specifications of (7) and estimation from panel data on mobility have not been carried out to date. Similar models have been estimated, however, from event-history data (SBrensen and Tuma, 1980) .
ESTIMATION FOR TWO-STATE CHAINS F R O M PANEL DATA
Parameter estimation within the class of nonstationary continuous-time Markov chains using panel data requires a simple representation of P(s, t) in Equations (1) and (2) in terms of the intensity matrices Q ( t ) for t r 0. In the time-homogeneous case where Q ( t ) = Q, = (constant-intensity matrix), it is well known (see Coleman, 1964a, and Spilerman, 1976 ) that P(s, t) may be represented by the matrix exponential For the general r-state nonstationary chains, there does not exist an analogous formula to represent P(s, t)-primarily due to the fact that for s f t the matrices Q(s) and Q ( t ) do not commute.' T h e appropriate mathematical tools for the production of useful formulas for P(s, t) reside in the theory of Lie algebras (see especially Wei and Norman, 1963, 1964) . In this section we restrict our attention to the 'Two intensity matrices Q ( t ) and and Q ( s ) are said to be commutative if
Q(s)Q(t) -Q(t)Q(s).
two-state nonstationary continuous-time chains and exhibit an explicit representation of P(s, t) of the form where A(s, t) is a simple function of {q,(t), t 2 0 ) and of the time points (s, t). This formula and its use in panel-survey estimation strategies is the simplest prototype of a methodology for using continuous-time nonstationary Markov models to study microdynamic processes. A full mathematical discussion of representations of P(s, t) for the two-state case, as well as for matrices of arbitrary order, will be deferred to another time.
For two-state chains we simplify our'notation for the intensity matrices {~( t ) , t 2 01 by writing them in the form where q,(t), i = 1, 2, are arbitrary nonnegative functions that are integrable on finite time intervals. Then let and In terms of these quantities a somewhat tedious calculation, using the Lie algebraic methods just mentioned, yields the following formula for A(s,t) in Equation (9): Equation (9) with A(s, t) specified by (12) is the simplest general formula for the transition probabilities of the two-state continuoustime nonstationary Markov chains. In the special case where Q(s) and Q(t) commute-that is, Q(s)Q(t) = Q(t)Q(s) for s # t-we find that Q(s) = q(s)(M -I), where M is a stochastic matrix and q(s) is the intensity rate of a nonstationary Poisson process (as in the subsection "Age Dependence in Occupational Mobility"). Then, setting A(t) = 1,' q(u)du, we have in direct analogy with the time-homogeneous situation where q(u) = constant. For two-state chains Formula (9) reduces to (13) whenever Q(s)Q(t) = Q(t)Q(s) for s # t. However, Formula (13) is a valid representation of P(s, t) for matrices of arbitrary order provided the matrices [Q(t), t 2 01 commute. Because of the more intricate analytic discussion required, I defer a treatment of formulas analogous to (9) for matrices of order 3 and higher to a separate publication. M y emphasis here is on an estimation strategy for the simplest situation: matrices of order 2. W e assume that there are h'individuals in the panel at time t = 0. The typical data collection strategy for panel studies is to observe for each individual, where A = (spacing between waves of panel) and 1 + K = total number of waves. We confine the discussion in this section to a description of movements of persons present for all K + 1 waves. Furthermore we assume that the members of the population begin their evolution simultaneously at t = 0 (as in Kuhn and others, 1973 , a study of graduate job mobility). A more complex analysis is required for populations where individuals do not initiate a process synchronously. Biases that can enter our estimation procedures due to panel attrition are discussed in Williams and Mallows (1970) .
W e begin with the set of fitted stochastic matrices where N2,(kA, LA) = number of individuals in state i at time kA and in state j at time lA AT,+(kA, LA) = ATll(kA, LA) + ATZ2(kA, LA) Of course, lV,+(kA, lA) + hT2+(kA, LA) = N for 0 5 k < 1 5 K.
For arbitrary 2 x 2 matrices B, represented as we introduce the matrix norm Then we obtain initial estimates of parameters in A(s, t) in Formula (12) by minimizing Here log P(M, lA)meam the matrix logarithm. For the general 2 x 2 stochastic matrix log P is given by
See Singer and Spilerman (1976) for mathematical details on logarithms for stochastic matrices.
T h e least-squares estimates obtained by minimizing (15) provide good starting values for steepest-descent algorithms that maximize the likelihood function of the panel observations. For an example of the computer implementation of this kind of strategy on restricted classes of time-homogeneous chains, see Cohen and Singer (1 979) . Analogous implementation for the parametric family of models in the subsection "Shifts Between Employment and Nonemployment" should be straightforward; however, a working program to deal with A(s, t) at the full generality of Equation (12) remains to be developed.
ZNTRlNSlC T l M E SCALES
A subclass of the general r-state nonstationary chains can be made stationary by a nonlinear change of the time scale. That is, there exists a continuous, strictly increasing positive function A(t) such that for somefixed intensity matrix Q. A rather striking result of Goodman (1970) can be used to test multiwave panel data for compatibility with representation (1 6).
THEOREM (Goodman, 7970) 
T o employ the time substitution (17) on panel data, we first compute -log det P(O, kA) for 1 5 k 5 K. Then we check whether there is a single intensity matrix Q, on at least one branch of the logarithm of each of the matrices Demanding exact equality in (18) with actual data is quite unrealistic because finite samples can lead to tests that yield only approximate equality. Quantitative assessment of these approximate equalitiesthat is, converting Equation (18) into a formal significance testrequires a distribution theory for [-log det P(0, kA)]-' log P(O, kA) that has yet to be developed. Observe that a verification of (18) and calculation of either upper triangular or Jacobi matrices for log P(O, kA) would imply that the data are consistent with the occupational mobility models in the subsection "Age Dependence in Occupational Mobility."
EMBEDDING CRITERIA
Before using estimation strategies such as those described earlier, it is logical to ask whether transition matrices [ P (~A , /A), 0 I k < 1 I K ] could have been generated by sampling any continuous-time Markov chain. For two-state processes the answer is affirmative if and only if and Singer and Cohen (1980) include formal significance tests of (19) together with an illustration of their use on a panel survey of malaria.
For processes with three or more states, easily applicable necessary and sufficient conditions for a given stochastic matrix P to be represented as P(s, t ) arising from Equations (1) and (2) If we restrict consideration to the nonstationary birth and death processes-that is, the intensity matrices Q ( t ) satisfy the additional restriction that q,(t) = 0 for I i -j 1 > 1-then we have the following theorem:
THEOREM (Frydman and Singer, 1979) : A nonsingular stochastic matrix P is embeddable in a two-parameter family of stochastic matrices satisfying Equations ( 7 ) and An r x r stochastic matrix P is totally positive if for i , < i 2 < . . < ik and jl <j2 < Setting k = 3, the total positivity criterion simply implies that det P 2 0. At present there are no formal significance tests based on multinomial sampling to assess whether estimated stochastic matrices are totally positive. T h e development of the relevant distribution theory for such tests remains a major challenge.
TRACE INEQUALITIES
Starting with the now classic work of Blumen, Kogan, and McCarthy (1955) , multiwave panel data have often been found to be inconsistent with a time-homogeneous Markov model. Frequently trace P2(0, A) < trace P(O, 2A) (21) as explained in Spilerman (1977, 1978) . A common interpretation of (21) has been that this is a characteristic of transition matrices generated by mixtures of time-homogeneous Markov chains. Indeed, such mixtures frequently provide a good description of multiwave panel data-as in Blumen, Kogan, and McCarthy (1955) despite the fact that (21) does not hold for every mixture of timehomogeneous chains.
Interpreting (21) 
EXAMPLE: Let
and assume that P(0,2A) = P(0, A)P(A, 2A). Then a routine calculation reveals that trace P2(0, A) = 1 .O9, which is less than trace P(0, 2A) = 1.18.
T h e proper analog of (21) that indicates a violation of all Markov chains-time-homogeneous or not-is
Inequality (22) was observed on several hundred transition matrices in a panel survey of malaria in Cohen and Singer (1979) . Furthermore, K. Land (private communication, 1980) found that
in a study of marital formation and dissolution. Characterizations of those mixtures of nonstationary chains that yield (22) and those that yield (23) remain to be developed. Even more pressing is the need for formal significance tests to assess (21) to (23). I know of no research that addresses this topic.
I have described the general continuous-time nonstationary Markov chains and interpreted special parametric families of them as models of individual employment dynamics and intragenerational occupational mobility. These examples illustrate the wide variety of age and calendar time dependence in the duration distributions of episodes in multistate processes and in the transition probabilities between pairs of states that can be incorporated in nonstationary chains.
I also presented an estimation strategy for fitting two-state, continuous-time, nonstationary Markov models to panel data. This discussion illustrates the feasibility of such modeling in the simplest setting and contains, as a necessary ingredient, the first computationally tractable representation of the transition matrices P(s, t ) in terms of the intensity matrices [Q(t), t I 01.
T h e discussion of intrinsic time scales contains a new technique for assessing whether multiwave panel data can be represented by the restrictive class of markovian models where the nonstationarity is entirely incorporated in the rate at which transitions occur. Models of this type have a substantial history in the intragenerational occupational mobility literature; the strategy described in this chapter provides the first systematic methods for assessing whether or not panel data on mobility are consistent with such theories. 
can in fact arise from a homogeneous population model where individuals evolve according to a nonstationary Markov chain. This provides a new interpretation of (24) that is quite different from the heterogeneity and response uncertainty interpretations put forth in earlier literature (Coleman, 1964b; Singer and Spilerman, 1977) . The next step, which remains to be carried out, is to develop strategies for introducing independent variables into the general nonstationary chains. This development would allow for the formal incorporation of observed and unobserved heterogeneity in these models and provide possible representations for multiwave panel data that exhibit strong dependencies across time.
