Abstract-In this paper, we study data gathering with compressive sensing from the perspective of in-network computation in random networks, in which n nodes are uniformly and independently deployed in a unit square area. We formulate the problem of data gathering to compute multiround random linear function. We study the performance of in-network computation with compressive sensing in terms of energy consumption and latency in centralized and distributed fashions. For the centralized approach, we propose a tree-based protocol for computing multiround random linear function. The complexity of computation shows that the proposed protocol can save energy and reduce latency by a factor of Θ( √ n/ log n) for data gathering comparing with the traditional approach, respectively. For the distributed approach, we propose a gossip-based approach and study the performance of energy and latency through theoretical analysis. We show that our approach needs fewer transmissions than the scheme using randomized gossip.
I. INTRODUCTION
Wireless sensor networks (WSNs) consisting of a large number of nodes, are usually deployed in a large region for a variety of environmental monitoring tasks. Such networks are typically designed to sense a field of interest, process sensed values, and transport data to a designed node (sink). It is inefficient in many situations for sensor nodes to directly transmit all the raw data to the sink. In particular, a sensing field usually exhibits high correlation between the measured data and can be compressible in some transform domains. Thus, it is possible to deliver less data to the sink without sacrificing the salient information. Therefore, it is desired to cooperate between the nodes and process the data in the networks so that the transport load can be reduced. However, conventional aggregation techniques only capture some limited statistical qualities, such as maximum, average of the measured data. Fortunately, compressive sensing (CS) provides an approach to process and transport correlated data in an efficient manner [1] .
In this paper, we consider the application of compressive sensing in a data gathering scenario, where the data collected by the sink is assumed to be correlated. We take a new look at this recurring issue from the perspective of distributed function computation [2] . We attempt to formulate the problem of data gathering to compute multiround random linear function. Such a function has much lower dimensions than the original signal, which reduces the number of measurements that need to be transported in the network. In this paper, we study the performance of routing and computing functions in random geometric network in terms of energy consumption and latency. To the best of our knowledge, this is the first work to analyze the performance of energy consumption and latency for data gathering with compressive sensing from the perspective of in-network computation.
The focus of this paper concentrates on how to efficiently compute multiround random linear function in wireless sensor networks. To this end, we propose two protocols: tree-based protocol and gossip-based protocol. In the tree-based protocol, sensor nodes receive the data from the children, compute the function and forward the result to the parent. Finally, the computation result is obtained at the sink which completes one round of in-network function computation. However, the tree-based protocol is susceptible to the failure of nodes and links. Specially, the failure of the sink node will cause the loss of the computation results. To solve this problem, we further propose a gossip-based protocol, where the computation results can be available in each sensor node. Our contributions are summarized as follows:
• We formulate the problem of data gathering into innetwork function computation. We construct multiround random linear function, and devise protocols for evaluating such function computing in wireless sensor networks.
• We propose a tree-based protocol with efficient energy consumption to compute multiround round linear function. We analyze the scaling laws for energy and latency in random geometric networks. We show that this approach is efficient, which can significantly save energy and reduce latency comparing with the traditional transmission approach.
• We propose a gossip-based protocol to compute multiround linear function, which is robust to topology changes. We derive the bounds of energy consumption and latency based on the eigenstructure of the underlying graph in random geometric networks.
The remainder of this paper is organized as follows. In Section II, we give the problem formulation and the network model used in the paper. In Section III and IV, we propose a treebased protocol and a gossip-based protocol for computing multiround random linear function, respectively. Then we analyze the performance of computation in terms of energy consumption and latency for each protocol. Finally, we conclude the paper in Section V.
II. PROBLEM FORMULATION AND NETWORK MODEL

A. Problem Formulation
Considering the scenario where the sink needs to collect the data from n sensor nodes in the network. At a sampling instant, sensor node i takes a measurement x i . Let x = (x 1 , · · · , x n ) denote the vector of measurements sampled by sensor nodes, where x is compressible. The processing of data gathering with compressive sensing consists of two parts: collecting random projections y and recovering the signal x from y. In fact, the former part can be viewed as the problem of in-network function computation. The target function can be represented as a multiround random linear function, which has the following form
where y is the vector of random projections received by the sink, i.e., y = {y 1 , · · · , y m }. The function F j can be written as ∑ n i=1 Φ ij x i when the jth random projection y j is computed, where Φ ij can be the entries of a random Gaussian or Bernoulli matrix. To simplify the analysis, we assume that m = s log n = Θ(log n) random projections are sufficient to recover an s-sparse signal x when n is large. In this paper, we focus on designing protocols to perform computation of such a function in a random network. To measure the efficiency of a protocol, we consider energy consumption and latency of a protocol, which are measured by the number of transmissions and the number of time slots that the protocol takes to compute one round of a function, respectively.
B. Network Model
In this paper, we model our wireless sensor network as a random geometric graph G(V, E), which consists of n nodes randomly deployed in a unit square area. We assume all nodes share a common wireless channel and the transmission range of the nodes is denoted by r(n). We adopt the protocol model [7] . Furthermore, we divide the unit square area into cells with side length c n = √ 2 log n/n. A K 2 -TDMA cell scheduling scheme is adopted in this paper, where K 
there exists a TDMA scheme such that one node per cell with the same color can simultaneously transmit a packet to all nodes in adjacent cells successfully [4] , where ∆ is the size of the guard zone to prevent interference.
III. TREE-BASED COMPUTATION PROTOCOL WITH COMPRESSIVE SENSING
In this section, we propose a tree-based protocol to compute multiround random linear function. The protocol performs intra-cell and inter-cell computations to deliver the fused results from the nodes to the sink.
A. Protocol
Now we consider the protocol in details. As mentioned in Section II, since the unit square area is divided into cells with side length c n = √ 2 log n/n, the total number of cells is l = ⌈ √ n/2 log n⌉ 2 . Each cell contains Θ(log n) nodes with high probability [8] . In each cell, a node is randomly selected as a cell head. We form a spanning tree, as shown in Fig. 1 , where the sink is designated as the root, the vertices include all the cell heads and the links connect only between the adjacent cell heads. The proposed protocol is composed of two protocols: an intra-cell protocol and an inter-cell protocol.
Intra-cell protocol:
In each cell, one node is randomly selected as a cell head. We denote H j as the cell head and n j as the number of nodes in the jth cell C j where j = 1, · · · , l. For each time slot, the nodes in the jth cell take turns to transmit their data to the cell head H j . Note that there are n j = Θ(log n) nodes in each cell, and thus the cell head H j has Θ(log n) measurements including its own measurement in its transmitting buffer.
Inter-cell protocol: In this stage, the ith random projection y i is computed and transmitted along the tree to the sink. Computation is performed from the bottom of the tree to the root. The computation processing is illustrated in Fig. 2 . Let d k j with k = 1 · · · n j be the data collected by a cell head including its own packet in the cell C j , where k is the number index of nodes. After the cell head H j receives the data y i,j−1 from the child H j−1 in the cell C j−1 , the cell head generates n j random coefficients Φ k i,j , computes the value
and updates the received data by computing
and sends out y i,j to the parent H j+1 in the cell C j+1 . In this way, data is aggregated and computed along the tree to the sink. This process is repeated for m times and the sink receives m random projections. Finally, the sink recovers the data from the received random projections.
B. Analysis
We first analyze the computation complexity in the intracell protocol in terms of the number of transmissions and time
Illustration for computing random projections in the inter-cell protocol.
slots. In the intra-cell protocol, each node needs to transmit the data to the cell head in the same cell. Since there are l = Θ( n log n ) cells in the network and n i = Θ(log n) nodes in each cell, it is easy to check that Θ(n) transmissions suffice to complete all the transmissions using the intra-cell protocol. According to the K 2 -TDMA scheduling scheme, simultaneous transmissions can occur in different super cells, where each time slot is allocated to each node. It is easy to know that there are Θ(K 2 log n) nodes in each super cell. Therefore, it requires Θ(K 2 log n) time slots for all the transmissions in this stage. Since K is a constant, the intra-cell protocol can be completed in this stage in T 1 = Θ(log n) time slots using E 1 = Θ(n) transmissions. Now we consider the computation complexity in the intercell protocol. There are Θ( n log n ) nodes in the spanning tree which only consists of cell heads. For computing one random projection y i , each cell head only transmits once. Therefore, it requires Θ( n log n ) transmissions for the sink to compute one random projection. Hence, to compute m random projections, Θ( mn log n ) transmissions in total are needed. Now we consider the cell scheduling for the inter-cell protocol. The scheduling starts from the bottom of the tree since the nodes at a level can not be scheduled before all the children at this level are scheduled. Note that each cell head has a constant number of children nodes and the maximum time required to schedule a cell head in one level of the tree is K 2 in this stage. The depth of the tree is Θ( √ n log n ). Hence, the inter-cell protocol requires Θ( √ n log n ) time slots to compute one random projection. Therefore, to compute m random projections, Θ(m √ n log n ) time slots are needed. When m = Θ(log n), the inter-cell protocol requires E 2 = Θ(n) transmissions and T 2 = Θ( √ n log n) time slots. Summarizing the above analysis, we can conclude that the proposed protocol requires E = E 1 + E 2 = Θ(n) transmissions and T = T 1 + T 2 = Θ( √ n log n) time slots. Therefore, we have the following theorem:
Theorem 1: In a random geometric network, the multiround random linear function for compressive sensing can be computed with Θ(n) transmissions and Θ( √ n log n) time slots.
C. Discussion
To compare with the above result, we consider the traditional transmission approach, where the nodes collect the data and forward it to the sink without any computations being performed at the relay nodes. The data is directly transported to the sink via multihop transmissions through the shortest path routing strategy. The computation complexity of this approach has been analyzed in [3] for computing the max function. It is shown that it requires Θ(n √ n/ log n) transmissions and Θ(n) time slots. Therefore, our approach can significantly save the energy and reduce the latency for data gathering by a factor of Θ( √ n/ log n), respectively.
IV. GOSSIP-BASED COMPUTATION PROTOCOL WITH COMPRESSIVE SENSING
In the above section, we have presented a tree-based protocol for computing multiround random linear function. However, the tree-based protocol is susceptible to the failure of nodes or links. In this section, we propose a gossip-based computation protocol and analyze the performance of the protocol in terms of energy consumption and latency.
A. Protocol
The proposed protocol combines broadcast gossip algorithm with cell scheduling. The cell scheduling described in Section III is adopted in the protocol. We first describe how the tth random projection y t is computed and spread to each node. The protocol operates as follows: Firstly each node obtains its measured value x i at a sampling instance. At each time slot, one cell in a super cell actives and one node in the cell is randomly selected as a cell head. The cell head broadcasts a message within distance r(n) from it, where r(n) is the transmission range with r(n) = √ 16 log n/n. Once neighboring nodes receive the message, a group is formed with the cell head as group head and neighboring nodes as group members. Then, the neighboring nodes compute ω i = nΦ i,t x i , and transmit the results to the group head. The group head collects all the values from these neighboring nodes, computes the average value and broadcasts it to the neighboring nodes. The neighboring nodes receive the average value and update their values with it. When the computation results are within some desired accuracy range, the gossip algorithm stops and continues to compute the next random projection.
B. Analysis
In this section, we analyze the performance of gossip-based protocol in terms of energy consumption and latency. The analysis of our gossip-based protocol is based on the random grouping algorithm [9] . However, we consider the transmission scheduling and compute multiround random linear function in our paper, which makes our analysis different. Before proceeding our analysis, we present some preliminaries.
Definition 1: Consider a connected undirected graph G(V, E) with n nodes. Let x = (x 1 , · · · , x n ) denote the measured value vector of n nodes, where x i is the measured value of node i. To begin an instance of gossip, each node i initializes the value ω i = nΦ i,t x i , where Φ i,t are i.i.d random variables which take the values of ±1/ √ n with probability 1/2. The potential of the graph G is defined as
whereω = ∑ i ω i /n is the average value on a node. Note that ϕ = 0 if and only if ω = (ω, · · · ,ω).
Definition 2: Convergence Rate. Let ϕ and ϕ ′ denote the potential before and after the invocation of the algorithm, respectively. Let δϕ denote the decrement of the potential ϕ − ϕ ′ . The convergence rate is defined as δϕ/ϕ. Let δφ i denote the potential decrement of the group g i after executing one iteration of the algorithm
where J is the number of nodes in the group g i . Furthermore, we introduce some linear algebraic concepts in this paper which are used in our analysis. Let A denote the adjacency matrix of G and D denote the diagonal matrix
The eigenvalue λ 2 is the algebraic connectivity of G.
As mentioned before, the K 2 -TDMA scheduling scheme is adopted in our algorithm. For each time slot, the cells with the same color are active and a node in each active cell is randomly selected as a cell head. The number of simultaneously active group is n 2K 2 log n . Therefore, the probability that the node i is selected as a cell head to form a group g i is P i = 1 2K 2 log n . Lemma 1: The convergence rate
where d is the maximum degree of the graph G.
Proof:
where we use
, z is orthogonal to the eigenvector u = (1, · · · , 1) of the matrix L, which corresponds to the eigenvalue λ 1 . Then, using the Courant-Fischer Minimax Theorem [6] 
it follows that
For convenience, we assume that
Lemma 2: Let m 1 , m 2 , . . . , m k be the independent random variables representing the simultaneous group distributions after the invocation of the algorithm at iteration 1, 2, . . . , k. Let ϕ 1 , ϕ 2 , . . . , ϕ k be the random variables representing the potentials after the invocation of the algorithm at iteration 1, 2, . . . , k. Let E m k (ϕ k ) be the expected value of ϕ k computed over all possible group distributions at iteration k given the potential ϕ k−1 at the previous iteration k − 1. Let E(ϕ k ) be the expected value of ϕ k computed over all possible group distribution to m 1 , . . . , m k , given the initial potential
Let ϕ k be the potential after the invocation of the algorithm at the iteration k. If ϕ k ≤ ε 2 , then the algorithm stops. Now we derive the bound of the number of iterations that the algorithm requires before it stops.
By Lemma 2,
(13) Taking logarithms on the two right terms and applying the inequality
Also,
where θ i is the coefficients of x in the basis Ψ. The ith largest transformation coefficient satisfies
is Riemann zeta function which converges to a constant when 0 < p ≤ 1.
Assuming that the algorithm stops when the potential ϕ reaches at a small constant value ε, so ε 2 = O(1). By Markov inequality,
Therefore, we can choose k = c γ log(
Thus,
Therefore, with high probability, the number of iterations requires
Furthermore, it is shown that λ 2 is bounded by the following function of the diameter diam(G) of the graph [10] :
For the random geometric graph, to guarantee full connectivity, d = O(log n). The diameter of the the random geometric graph is Θ( √ n/ log n) , so the bounds of λ 2 are Ω(
Combining (11), (18) and (20), we can get the following lower bound and upper bound of the computation iterations
The above result is only for computing one random projection. Furthermore, for each round of algorithm, each cell head needs Θ(log n) time slots to collect the data from the neighboring nodes in the group. Hence, to compute m random projections, the total number of time slots needed is km log n. When m = Θ(log n), we have the following theorem: Theorem 2: Given a connected undirected graph G(V, E), the bounds of the total number of time slots T g needed for computing m random projections in a node within an accuracy
(23) We now consider the energy consumption by the number of transmissions for computing random projections. We have the following theorem:
Theorem 3: Given a connected undirected graph G(V, E), the total expected energy consumption E g in terms of number of transmissions needed for computing m random projections in a node within an accuracy ε = O(1) is E(E g ) = Ω(n 2 )
E(E g ) = O(n 5/2 (log n) 7/2 ).
(25) Proof: Since there are Θ( n log n ) groups simultaneously compute random projections for each iteration, the total expected number of transmissions needed for computing m random projections is E(E g ) = T g × Θ( n log n ). By Theorem 2, we obtain the above theorem.
C. Discussion
We compare the performance of our gossip-based approach to the performance of the scheme using randomized gossip [5] , where a node randomly selects one neighboring node to exchange random measurements and compute the average value for each iteration of computation. In [5] , it has been shown that the number of transmissions needed to compute m random projections is Θ(mn 2 ) = Θ(n 2 log n) within an accuracy ε = O(1) when m = Θ(log n). In our work, we show that our broadcast gossip-based approach requires Ω(n 2 ) transmissions, which indicates that our approach can improve upon the randomized gossip-based approach.
V. CONCLUSION AND FUTURE WORK
In this paper, we have studied the application of compressive sensing for data gathering from the perspective of in-network computation in wireless sensor networks. we formulated the problem of data gathering to compute multiround random linear function. We designed two protocols for computing such a function in centralized and distributed fashions, respectively. For these two computation protocols, we studied the performance of in-network computation in terms of energy consumption and latency. For future work it is interesting to study delay and capacity tradeoff for data gathering with compressive sensing in mobile sensor networks as [12] .
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