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Die Unterstu¨tzung unternehmensweiter und -u¨bergreifender Gescha¨ftsprozesse stellt fu¨r ein Workflow-Ma-
nagement-System (WfMS) eine besondere Herausforderung dar. So sind Skalierbarkeit bei hoher Last und die
Mo¨glichkeit, zur Ausfu¨hrungszeit eines Workflows (WF) dynamisch vom vormodellierten Ablauf abweichen zu
ko¨nnen, unbedingt erforderlich, damit ein WfMS fu¨r ein breites Spektrum von Anwendungen eingesetzt werden
kann. Allerdings wurden diese beiden Aspekte in der WF-Literatur bisher weitestgehend getrennt betrachtet.
Dies ist a¨ußerst problematisch, da mit ihnen entgegengesetzte Anforderungen verbunden sind. So wird zur Er-
zielung einer guten Skalierbarkeit angestrebt, dass eine WF-Instanz von mehreren WF-Servern – mo¨glichst
unabha¨ngig voneinander – kontrolliert werden kann, wohingegen fu¨r dynamische WF- ¨Anderungen eine (lo-
gisch) zentrale Kontrollinstanz beno¨tigt wird, die den aktuellen und globalen Zustand der WF-Instanz kennt.
In diesem Beitrag werden Verfahren vorgestellt, die es erlauben, dynamische ¨Anderungen in einem verteilten
WfMS durchzufu¨hren. Besonders bemerkenswert ist dabei, dass es gelungen ist, die volle aus dem zentralen
Fall bekannte Funktionalita¨t zu realisieren, und trotzdem ein bzgl. der Kommunikationskosten a¨ußerst gu¨nsti-
ges Verhalten zu erreichen.
1 Einleitung
WfMS [JBS97, LR00, Obe96] ermo¨glichen die rechnerunterstu¨tzte Ausfu¨hrung von Gescha¨ftspro-
zessen in einer verteilten Systemumgebung. Der entscheidende Vorteil solcher Systeme ist, dass sie
helfen, große vorgangsorientierte Anwendungssysteme u¨berschaubarer zu gestalten. Dazu wird der
applikationsspezifische Code der verwendeten Anwendungen von der Ablauflogik des Gescha¨ftspro-
zesses getrennt. Anstelle eines großen monolithischen Programmpakets erha¨lt man nun einzelne Ak-
tivita¨ten, welche die Anwendungsprogramme repra¨sentieren. Ihre Ablauflogik wird in einer separaten
Kontrollflussdefinition festgelegt, welche die Ausfu¨hrungsreihenfolge (Sequenz, Verzweigung, Par-
allelita¨t, Schleifen) der einzelnen Aktivita¨ten bestimmt. Das WfMS sorgt zur Ausfu¨hrungszeit dafu¨r,
dass nur solche Aktivita¨ten einer WF-Instanz bearbeitet werden ko¨nnen, die der Ablauflogik zufolge
zur Ausfu¨hrung anstehen. Diese werden in die Arbeitslisten autorisierter Bearbeiter eingefu¨gt. Wel-
che Benutzer zur Bearbeitung einer bestimmten Aktivita¨t autorisiert sind, wird meist durch eine Rolle
festgelegt, die auch den entsprechenden Bearbeitern zugeordnet ist.
Die Funktionalita¨t heutiger WfMS ist allerdings fu¨r viele der in der Praxis vorkommenden prozess-
orientierten Anwendungen nicht ausreichend. Ein Mangel ist insbesondere die unzureichende Ska-
lierbarkeit bei hoher Last. Der Forderung nach Skalierbarkeit kommen wir in ADEPT1 dadurch nach,
dass ein WfMS aus mehreren WF-Servern besteht. Um ein gu¨nstiges Kommunikationsverhalten zu
erzielen, kann eine WF-Instanz abschnittsweise von verschiedenen WF-Servern kontrolliert werden
1ADEPT steht fu¨r Application Development Based on Encapsulated Pre-Modeled Process Templates.
[BD97, BD00]. Eine ebenfalls erkannte Schwachstelle existierender WfMS ist ihre unzureichende Ad-
aptivita¨t. In ADEPT ist es mo¨glich, eine laufende WF-Instanz bei Bedarf (z.B. in Ausnahmesituatio-
nen) dynamisch zu vera¨ndern, so dass von dem vorgesehenen Ablauf abgewichen wird. Im Gegensatz
zu vielen anderen Ansa¨tzen wird dabei die Konsistenz der WF-Instanz auch nach der ¨Anderung garan-
tiert, d.h. Laufzeitfehler (z.B. Verklemmungen in Folge zyklischer Reihenfolgebeziehungen) sind aus-
geschlossen [RD98, Rei00]. In den bisherigen Vero¨ffentlichungen zu ADEPT haben wir, ebenso wie
die anderen uns bekannten Gruppen, verteilte WF-Ausfu¨hrung und Adaptivita¨t nur getrennt betrachtet.
Das Zusammenspiel dieser beiden fu¨r ein WfMS essentiellen Aspekte wurde dabei nicht systematisch
untersucht. Dies ist problematisch, weil mit den beiden Aspekten entgegengesetzte Anforderungen
verbunden sind: Zur Durchfu¨hrung einer dynamischen ¨Anderung wird eine zentrale Kontrollinstanz
beno¨tigt [RD98]. Die Existenz einer solchen konterkariert aber die durch verteilte WF-Ausfu¨hrung
erzielten Errungenschaften, da eine zentrale Komponente die Verfu¨gbarkeit des WfMS verschlech-
tert und den Kommunikationsaufwand erho¨ht. Ein Grund dafu¨r ist, dass sie u¨ber jede ¨Anderung des
Zustands jeder WF-Instanz informiert werden muss. Der Zustand der zu modifizierenden WF-Instanz
wird na¨mlich beno¨tigt, um entscheiden zu ko¨nnen, ob eine geplante ¨Anderung u¨berhaupt durchfu¨hrbar
ist [RD98].
Das Ziel des vorliegenden Beitrags ist es, dynamische ¨Anderungen in einem verteilten WfMS zu
ermo¨glichen. Dabei soll die Adaptivita¨t gegenu¨ber der zentralen WF-Ausfu¨hrung nicht eingeschra¨nkt
sein, d.h. jede fu¨r den zentralen Fall erlaubte dynamische ¨Anderung muss im verteilten Fall weiterhin
zula¨ssig sein. Die Unterstu¨tzung solcher dynamischer Abweichungen darf die Effizienz der verteilten
WF-Steuerung aber keinesfalls beeintra¨chtigen. Insbesondere soll bei der
”
normalen WF-Ausfu¨hrung“
kein großer zusa¨tzlicher Kommunikationsaufwand notwendig werden. Außerdem sollen in dem an-
gestrebten System (verteilte) dynamische ¨Anderungen auf mo¨glichst effiziente Art und Weise durch-
gefu¨hrt werden ko¨nnen.
Zur Behandlung dieser Anforderungen ist zu untersuchen (siehe auch [RBD99]), mit welchen Servern
des WfMS eine dynamische ¨Anderung synchronisiert werden muss. Vermutlich mu¨ssen dabei zumin-
dest die aktuell an der WF-Instanz beteiligten Server einbezogen werden, da sie die resultierende
Struktur und den Zustand der WF-Instanz (den sog. Ausfu¨hrungsgraphen) beno¨tigen, um diese kor-
rekt steuern zu ko¨nnen. Deshalb wird ein Verfahren beno¨tigt, mit dem die Menge dieser Server ohne
großen Aufwand ermittelt werden kann. Außerdem ist zu kla¨ren, wie diesen und anderen Servern der
durch die ¨Anderung resultierende Ausfu¨hrungsgraph der WF-Instanz u¨bermittelt werden kann. Dabei
ist essentiell, dass kein inakzeptabel großer Kommunikationsaufwand verursacht wird.
Im nachfolgenden Abschnitt wird auf Grundlagen der verteilten WF-Ausfu¨hrung und der dynami-
schen ¨Anderungen in ADEPT eingegangen, die fu¨r das weitere Versta¨ndnis notwendig sind. Der Ab-
schnitt 3 bescha¨ftigt sich mit der Durchfu¨hrung von dynamischen ¨Anderungen in einem verteilten
WfMS. In Abschnitt 4 wird dann erla¨utert, wie auch zuvor vera¨nderte WF-Instanzen effizient gesteu-
ert werden ko¨nnen. Eine Einordnung der beschriebenen Verfahren in die WF-Literatur findet sich in
Abschnitt 5. Der Beitrag schließt mit einer Zusammenfassung und einem Ausblick auf zuku¨nftige
Arbeiten.
2 Grundlagen
Im ADEPT-Projekt [DKR  95, DRK00, RD98] betrachten wir Anforderungen, die sich bei der Un-
terstu¨tzung unternehmensweiter und -u¨bergreifender WF-basierter Anwendungen ergeben. Im vor-
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liegenden Abschnitt fassen wir die hieraus hervorgegangenen Konzepte zur verteilten WF-Steuerung
und zu dynamischen WF- ¨Anderungen kurz zusammen.
2.1 Verteilte Workflow-Ausfu¨hrung in ADEPT
Aufgrund der großen Anzahl von Benutzern und gleichzeitig aktiven WF-Instanzen resultiert in un-
ternehmensweiten Anwendungen eine sehr hohe Last.2 Diese kann dazu fu¨hren, dass Komponenten
des WfMS u¨berlastet werden. Deshalb wird in ADEPT 	
 , der verteilten Variante von ADEPT,
eine WF-Instanz nicht nur von einem einzigen WF-Server kontrolliert, sondern sie wird ggf. partitio-
niert und abschnittsweise von verschiedenen Servern gesteuert [BD97] (vgl. Abb. 1). Wird bei der
Ausfu¨hrung von Instanzen dieses WF-Typs das Ende einer Partition erreicht, so wird die Kontrolle
u¨ber diesen WF an den na¨chsten WF-Server weitergereicht (Migration). Damit dies mo¨glich ist, muss
eine Beschreibung des Zustands der WF-Instanz zu diesem Server transportiert werden. Um unno¨ti-
gen Kommunikationsaufwand zwischen WF-Servern zu vermeiden, erfolgt in ADEPT die Steuerung
von parallelen Zweigen unabha¨ngig voneinander. Im Beispiel aus Abb. 1 weiß der WF-Server  , der
gerade die Aktivita¨t  kontrolliert, nicht, wie weit die Bearbeitung im oberen Zweig der Parallelita¨t
fortgeschritten ist. Dies hat den Vorteil, dass keine Synchronisation zwischen WF-Servern notwendig
ist, die Aktivita¨ten paralleler Zweige steuern.
ffflfiffi ffi !#"%$
ffflfiffi ffi !#"'&
ffflfiffi ffi !#")(
*
+ ,
- .
/
021#34)5fl6 7#398:1#0<;3=1#6 6 >6 ?<@A@
8:1#0<;3=1#6 6 >6 ?2@A@)?0CBEDGF H#3=5C;F 1#0
I
1#0KJML;F
I
F ;=NC;POQ0C5R2SUT
VPWXPY
ZP[
\C]
^C_
`#a
bKcd e
fUgih j
kKlnm o
pKqsr t
uAvxwy z{}| ~ 
uAvxwy ~ 
Abbildung 1 Partitionierung eines WF-Graphen und verteilte WF-Ausfu¨hrung.
Die Partitionierung von WF-Graphen und die verteilte WF-Steuerung werden auch in anderen
Ansa¨tzen verwendet (z.B. [CGP  96, MWW  98]). Wir verfolgen in ADEPT zusa¨tzlich das Ziel, die
Kommunikationskosten zu minimieren. Konkrete Erfahrungen mit existierenden WfMS haben ge-
zeigt, dass zwischen dem WF-Server und seinen Clients sehr viel kommuniziert wird und zum Teil
auch große Datenmengen ausgetauscht werden mu¨ssen. Dies kann dazu fu¨hren, dass das Kommunika-
tionssystem u¨berlastet wird. Deshalb werden in ADEPT die WF-Server der Aktivita¨ten so festgelegt,
dass der Gesamtkommunikationsaufwand minimiert wird. Dazu wird der WF-Server fu¨r eine Akti-
vita¨t in der Regel so gewa¨hlt, dass er im Teilnetz der Mehrzahl ihrer potentiellen Bearbeiter liegt.
Dadurch wird in vielen Fa¨llen eine teilnetzu¨bergreifende Kommunikation zwischen dem WF-Server
und seinen Clients vermieden. Außerdem werden die Antwortzeiten verbessert und die Verfu¨gbar-
keit erho¨ht, da bei der Ausfu¨hrung von Aktivita¨ten kein Gateway oder WAN (Wide Area Network)
zwischengeschaltet ist.
Bei diesem Ansatz wird also bereits zur Modellierungszeit eine (statische) Zuordnung von WF-
Servern zu den Aktivita¨ten vorgenommen. Es gibt aber auch Fa¨lle, in denen diese Vorgehensweise
nicht ausreichend ist, um gute Resultate zu erzielen. Dies ist der Fall, wenn bei der WF-Definition
abha¨ngige Bearbeiterzuordnungen (z.B. "selber Bearbeiter wie Aktivita¨t  ") verwendet werden. Hier
ha¨ngen die potentiellen Bearbeiter einer Aktivita¨t vom Bearbeiter einer Vorga¨ngeraktivita¨t ab. Da sich
2In [KAGM96, SK97] werden Anwendungen beschrieben, bei denen die Zahl der Benutzer des WfMS bis auf einige
zehntausend anwachsen kann oder mehrere zehntausend WF-Instanzen gleichzeitig im System sein ko¨nnen.
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die Menge der potentiellen Bearbeiter einer solchen Aktivita¨t erst im Verlauf der WF-Ausfu¨hrung er-
gibt, ist es vorteilhaft, ihren WF-Server erst zur Ausfu¨hrungszeit festzulegen. Der Server kann dann
in einem fu¨r die entsprechenden Bearbeiter gu¨nstigen Teilnetz gewa¨hlt werden. Zu diesem Zweck
wurde fu¨r ADEPT 
P das Konzept der variablen Serverzuordnungen [BD99a, BD00] ent-
wickelt. Hierbei handelt es sich um Ausdru¨cke (z.B. "Server im Teilnetz des Bearbeiters der Aktivita¨t
 "), die zur Ausfu¨hrungszeit der WF-Instanz ausgewertet werden. Dadurch wird derjenige WF-Server
ermittelt, der die zugeho¨rige Aktivita¨teninstanz kontrollieren soll.
2.2 Dynamische ¨Anderungen
Um flexibel auf Ausnahmesituationen reagieren zu ko¨nnen, muss der Ausfu¨hrungsgraph einer WF-
Instanz zur Ausfu¨hrungszeit modifiziert werden ko¨nnen. Das ADEPT PŁ -Kalku¨l bietet z.B. die
Mo¨glichkeit, Aktivita¨ten dynamisch einzufu¨gen oder zu lo¨schen. Dabei sind auch sehr komplexe Ope-
rationen realisierbar, wie das Einfu¨gen einer Aktivita¨t, die erst nach der Beendigung einer beliebigen
Menge von Aktivita¨t ausfu¨hrbar sein soll und vor dem Starten einer anderen Menge von Aktivita¨ten
beendet sein muss. Auf die Verfahren zur Durchfu¨hrung einer solchen dynamischen ¨Anderung wird
hier nicht na¨her eingegangen, da dies fu¨r das weitere Versta¨ndnis dieses Beitrags nicht notwendig ist
(fu¨r Details siehe [RD98, Rei00]).
Das WfMS bestimmt aus der Spezifikation einer ¨Anderung automatisch eine Menge von Basisopera-
tionen (z.B. Aktivita¨t einfu¨gen, Kante einfu¨gen), die auf den Ausfu¨hrungsgraphen der entsprechenden
WF-Instanz angewandt werden. Wie in Abb. 2c dargestellt, werden diese Basisoperationen zusammen
mit der Spezifikation der ¨Anderung in einer sog. ¨Anderungshistorie vermerkt. Diese wird beno¨tigt, um
z.B. im Falle eines partiellen Zuru¨cksetzens einer WF-Instanz ggf. auch bestimmte tempora¨re ¨Ande-
rungsoperationen ru¨ckga¨ngig machen zu ko¨nnen (vgl. [DRK00]). Außerdem wird die dynamische
¨Anderung in der Ablaufhistorie der WF-Instanz vermerkt (Eintrag DynModif(1) in Abb. 2b fu¨r die
¨Anderung 1), in welcher ansonsten fu¨r die WF-Ausfu¨hrung beno¨tigte Informationen, wie die Start-
und Endezeitpunkte und die Bearbeiter der Aktivita¨ten, abgelegt werden.
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Abbildung 2 Beispiel fu¨r eine dynamische ¨Anderung mit a) Ausfu¨hrungsgraph, b) Ablaufhistorie und c) ¨Ande-
rungshistorie (vereinfacht dargestellt).
Um eine robuste WF-Ausfu¨hrung zu ermo¨glichen, muss die Konsistenz eines WF-Ausfu¨hrungsgra-
phen jederzeit garantiert werden ko¨nnen. Prinzipiell ko¨nnen aber durch eine dynamische Modifikation
Inkonsistenzen entstehen. So sind z.B. durch das Lo¨schen einer Aktivita¨t evtl. Eingabedaten nachfol-
gender Aktivita¨ten nicht mehr sicher versorgt, oder nach dem Einfu¨gen einer Kante ko¨nnen Verklem-
mungen durch zyklische Kontrollflussreihenfolgen entstehen. Solche Fa¨lle sind in ADEPT C=	 aus-
geschlossen, weil das WfMS vor der Durchfu¨hrung einer ¨Anderung stets pru¨ft, ob der resultierende
Ausfu¨hrungsgraph wieder eine fehlerfreie WF-Ausfu¨hrung garantiert. Zu diesem Zweck wird analy-
siert, ob die ¨Anderung aufgrund des aktuellen Zustands und der Struktur der WF-Instanz zula¨ssig ist,
d.h., ob die fu¨r die entsprechenden Basisoperationen (formal) definierten Vor- und Nachbedingungen
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erfu¨llt sind. Nur wenn dies gegeben ist, wird die Struktur und der Zustand des Ausfu¨hrungsgraphen
entsprechend vera¨ndert.
3 Dynamische ¨Anderungen in verteilten WfMS
Prinzipiell laufen dynamische ¨Anderungen in einem verteilten WfMS ebenso ab, wie in einem zentra-
len System: Anhand der Struktur und des Zustands der WF-Instanz wird u¨berpru¨ft, ob die gewu¨nschte
¨Anderung zula¨ssig ist oder nicht. Falls dem so ist, werden die zugeho¨rigen Basisoperationen ermittelt
und der Ausfu¨hrungsgraph der WF-Instanz wird entsprechend modifiziert. Fu¨r die ¨Uberpru¨fung der
Zula¨ssigkeit einer ¨Anderung wird der globale, aktuelle Zustand der WF-Instanz beno¨tigt. Um diesen
Zustand zu ermitteln, muss im Allgemeinen Zustandsinformation von anderen Servern eingeholt wer-
den.3 Im vorliegenden Abschnitt wird ein Verfahren vorgestellt, mit dem die Menge der WF-Server
bestimmt werden kann, von denen entsprechende Zustandsinformation beno¨tigt wird. Im Gegensatz
zum zentralen Fall reicht es in einem verteilten WfMS i.d.R. nicht aus, den Ausfu¨hrungsgraphen der
WF-Instanz nur auf demjenigen Server zu modifizieren, der die ¨Anderung steuert. Deshalb wird in
diesem Abschnitt auch gekla¨rt, bei welchen Servern eine ¨Anderung eingebracht werden soll.
3.1 Synchronisation von Workflow-Servern bei dynamischen ¨Anderungen
Eine dynamische ¨Anderung kann von einem beliebigen Server, der die betroffene WF-Instanz ge-
rade kontrolliert, initiiert werden. Dieser WF-Server kann die ¨Anderung i.Allg. aber nicht alleine
durchfu¨hren, sondern er muss fu¨r den Fall, dass aktuell mehrere Server an der WF-Kontrolle betei-
ligt sind, ggf. Zustandsinformation von diesen einholen. Des weiteren muss er veranlassen, dass die
¨Anderung auch in die von anderen Servern verwalteten Ausfu¨hrungsgraphen dieser WF-Instanz ein-
gebracht wird. Als naive Lo¨sung ko¨nnten alle Server des WfMS in eine ¨Anderung mit einbezogen
werden, indem entsprechende Aufrufe per Broadcast verbreitet werden. Dieser Ansatz scheidet aber
aus, weil er in den meisten Fa¨llen zu einem unno¨tig hohen Aufwand fu¨hren wu¨rde, und außerdem eine
dynamische ¨Anderung nur dann durchgefu¨hrt werden ko¨nnte, wenn alle Serverrechner des WfMS er-
reichbar sind. Deshalb werden im Folgenden alternative Vorgehensweisen untersucht.
Ansatz 1: Einbeziehung aller Server der betroffenen Workflow-Instanz
Bei diesem Ansatz werden nur diejenigen WF-Server bei der ¨Anderung beru¨cksichtigt, die bisher an
der WF-Steuerung beteiligt waren bzw. es aktuell sind, oder die zuku¨nftig in die Steuerung der WF-
Instanz involviert sein werden. Dadurch wird der Kommunikationsaufwand gegenu¨ber der naiven
Lo¨sung zwar merklich reduziert, er ist aber immer noch unno¨tig groß. Diejenigen Server, welche
die WF-Instanz ausschließlich in der Vergangenheit kontrolliert haben, mu¨ssen na¨mlich nicht in die
¨Anderung einbezogen werden. Mit diesen Servern ist keine Synchronisation notwendig und die von
ihnen verwaltete Zustandsinformation wurde schon durch Migrationen weitergegeben.
Ansatz 2: Einbeziehung der aktuellen und zuku¨nftigen Server der Workflow-Instanz
Um eine WF-Instanz steuern zu ko¨nnen, mu¨ssen dem entsprechenden WF-Server alle bisher erfolgten
dynamischen ¨Anderungen bekannt sein. Deshalb ist eine ¨Anderung fu¨r alle WF-Server relevant, wel-
che die WF-Instanz aktuell kontrollieren oder zuku¨nftig kontrollieren werden. Darum scheint es na-
heliegend zu sein, diese in die ¨Anderungsoperation einzubeziehen. Sollen aber die zuku¨nftigen Server
beru¨cksichtigt werden, so entsteht im Kontext von variablen Serverzuordnungen (vgl. Abschnitt 2.1)
3Wie die ¨Ubertragung eines Zustandes effizient mo¨glich ist, wird in [BRD00] beschrieben.
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ein Problem. Es kann na¨mlich im Allgemeinen nicht ermittelt werden, welche Server die WF-Instanz
zuku¨nftig steuern werden, da die zur Auswertung der Serverzuordnungsausdru¨cke notwendigen Lauf-
zeitdaten der WF-Instanz evtl. noch nicht existieren. So kann in Abb. 3 bei der Ausfu¨hrung der Akti-
vita¨t  der Server der Aktivita¨t  nicht ermittelt werden, da der Bearbeiter der Aktivita¨t  noch nicht
feststeht. Eine Synchronisation mit zuku¨nftigen Servern der WF-Instanz ist also nicht mo¨glich. Diese
Server mu¨ssen auch noch nicht u¨ber die ¨Anderung informiert werden, weil sie die WF-Instanz noch
nicht kontrollieren.
Ansatz 3: Einbeziehung nur der aktuellen Server der Workflow-Instanz
Eine Synchronisation mit allen aktuell an der WF-Instanz beteiligten Servern ist demnach die einzig
akzeptable Lo¨sung. Es ist aber keineswegs trivial, diese Server zu ermitteln, weil der Ausfu¨hrungs-
zustand von parallel ausgefu¨hrten Aktivita¨ten bei verteilter WF-Steuerung nicht bekannt sein muss.
So weiß z.B. in Abb. 3 der Server 	 , der die Aktivita¨t  kontrolliert, nicht, ob die Migration 
 
schon ausgefu¨hrt worden ist, und damit, ob der parallele Zweig vom Server  oder  kontrolliert
wird. Außerdem ist es nicht ohne weiteres mo¨glich, den fu¨r einen parallelen Zweig zusta¨ndigen Ser-
ver zu ermitteln, wenn variable Serverzuordnungen verwendet werden. So referenziert in Abb. 3 die
Serverzuordnung der Aktivita¨t  den Bearbeiter der Aktivita¨t  . Dieser ist aber dem Server  nicht
bekannt.
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Abbildung 3 Einfu¨gen der Aktivita¨t S durch den Server TVU zwischen den Aktivita¨ten W und X .
3.2 Bestimmung der aktuellen Server einer Workflow-Instanz
Wie soeben erla¨utert, ist es einem WF-Server nicht mo¨glich, die anderen aktuell an einer WF-Instanz
beteiligten Server aus der lokal vorhandenen Zustandsinformation zu ermitteln. Diese durch einen
Broadcast-Aufruf zu
”
suchen“, verbietet sich, da dann dieselben Nachteile wie bei der eingangs des
vorangehenden Abschnitts skizzierten naiven Lo¨sung entstehen. Deshalb muss ein Verfahren ent-
wickelt werden, bei dem die Menge der an der Ausfu¨hrung einer WF-Instanz aktuell beteiligten Server
explizit verwaltet wird. Diese Verwaltung sollte aber nicht durch einen festen (und damit zentralen)
Server erfolgen, da dieser die Verfu¨gbarkeit des gesamten WfMS beeintra¨chtigen und einen potenti-
ellen Flaschenhals darstellen wu¨rde. Deshalb wird diese Menge ActiveServers in ADEPT von einem
WF-instanzspezifischen ServerManager verwaltet. Als ServerManager wird jeweils derjenige Server
verwendet, auf dem die entsprechende WF-Instanz gestartet wurde. Dieser kann von jedem an der
WF-Instanz beteiligten Server mit Hilfe der (lokal vorhandenen) Ablaufhistorie ermittelt werden und
variiert fu¨r verschiedene WF-Instanzen (auch desselben Typs). Deshalb stellt er keinen Flaschenhals
dar. Im nun folgenden Abschnitt wird beschrieben, wie die Menge der aktuell fu¨r eine WF-Instanz
aktiven Server vom ServerManager verwaltet wird. In Abschnitt 3.2.2 wird dann erla¨utert, wie diese
Menge bei dynamischen ¨Anderungen ermittelt und verwendet wird.
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3.2.1 Verwaltung der aktuell an einer Workflow-Instanz beteiligten Server
Um die Menge der an der Ausfu¨hrung einer WF-Instanz aktuell beteiligten Server verwalten zu
ko¨nnen, wird ein Verfahren beno¨tigt, welches die aus einer Migration resultierende Vera¨nderung der
Menge ActiveServers an den jeweiligen ServerManager meldet (siehe Algorithmus 1). Dieser Server-
Manager verwendet wiederum ein Verfahren, mit dem diese Menge manipuliert wird (Algorithmus 2).
Bei der Realisierung dieser beiden Verfahren muss beachtet werden, dass nicht mehrere Migrationen
derselben WF-Instanz beliebig u¨berlappend durchgefu¨hrt werden du¨rfen, da ansonsten Inkonsistenzen
bei der Vera¨nderung der Menge der aktuellen Server entstehen ko¨nnen. Außerdem darf sich die Menge
ActiveServers wa¨hrend der Durchfu¨hrung einer dynamischen Modifikation nicht durch Migrationen
vera¨ndern, um in eine dynamische ¨Anderung die richtigen Server einbeziehen zu ko¨nnen. Dies wird
verhindert, indem von den beiden genannten Verfahren und von dem im Abschnitt 3.2.2 vorgestellten
Verfahren zur Durchfu¨hrung von dynamischen ¨Anderungen verschiedene Sperren verwendet werden,
deren Zusammenspiel im Folgenden erla¨utert wird.
Der Algorithmus 1 zeigt den Ablauf einer Migration. Zuerst fordert der Migrationsquellserver beim
ServerManager eine nicht exklusive Sperre an.4 Dann wird eine exklusive Kurzzeitsperre angefor-
dert,5 durch die sichergestellt wird, dass die Vera¨nderung der Servermenge fu¨r eine gegebene WF-
Instanz nicht gleichzeitig fu¨r mehrere Migrationen paralleler Zweige vorgenommen wird. Die bei
einer Migration resultierende ¨Anderung der Servermenge wird vom Quellserver an den ServerMa-
nager gemeldet. Dabei wird angegeben, ob der Quellserver der Migration weiterhin an der entspre-
chenden WF-Instanz beteiligt ist (Stay) oder nicht (LogOff). Findet in dem Beispiel aus Abb. 3 die
Migration 
 Y  vor 
 ) Z statt, so wird bei 
 Y  die Option Stay verwendet, da der Server =[ diese
WF-Instanz weiterhin kontrolliert. Dementsprechend erfolgt die spa¨ter stattfindende Migration 
 fl Z
mit der Option LogOff, weil hiermit der letzte vom Server =[ kontrollierte Zweig beendet wird. Dass
die beiden Migrationen gleichzeitig ausgefu¨hrt werden, ist wegen der zuvor gewa¨hrten (exklusiven)
Kurzzeitsperre ausgeschlossen. Deshalb ist stets klar, ob ein WF-Server nach Beendigung einer Mi-
gration noch an der WF-Instanz beteiligt ist oder nicht. Als na¨chstes werden die WF-Instanzdaten
zum Migrationszielserver u¨bertragen. Da zu diesem Zeitpunkt die exklusive Kurzzeitsperre schon
freigegeben wurde (durch MigrateWorkflowInstance), ko¨nnen weiterhin mehrere Migrationen dersel-
ben WF-Instanz gleichzeitig durchgefu¨hrt werden. Der Algorithmus endet damit, dass auch die nicht
exklusive Sperre wieder freigegeben wird.
Der Algorithmus 2 wird vom ServerManager verwendet, um die aktuell an einer bestimmten WF-
Instanz beteiligten Server zu verwalten. Um diese Aufgabe erfu¨llen zu ko¨nnen, muss der ServerMa-
nager zusa¨tzlich die erwa¨hnten Sperren verwalten. Wird die Funktion UpdateActiveServers mit der
Option LogOff aufgerufen, so wird der Migrationsquellserver aus der Menge ActiveServers(Inst) der
aktuellen WF-Server entfernt, weil dieser Server dann nicht mehr an der WF-Instanz beteiligt ist. Der
Migrationszielserver wird stets in diese Menge aufgenommen, unabha¨ngig davon, ob er schon enthal-
ten ist oder nicht, da die entsprechende Operation idempotent ist. Durch die vom Algorithmus 1 vor
dem Aufruf von UpdateActiveServers angeforderte Kurzzeitsperre wird schließlich verhindert, dass
der Algorithmus 2 fu¨r eine WF-Instanz mehrfach parallel durchlaufen wird, so dass Fehler durch das
u¨berlappende Vera¨ndern der Menge ActiveServers(Inst) ausgeschlossen sind. Nach der Anpassung
dieser Menge wird die erwa¨hnte Kurzzeitsperre wieder freigegeben.
4Die Sperre verhindert nicht, dass mehrere Migrationen derselben WF-Instanz gleichzeitig durchgefu¨hrt werden. Ihr
Zweck wird im Zusammenhang mit Algorithmus 3 klar.
5Die beiden Sperranforderungen ko¨nnen auch zu einem einzigen Aufruf zusammengefasst werden, um so einen Kom-
munikationszyklus einzusparen.
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Algorithmus 1 (Durchfu¨hrung einer Migration)
input
Inst: ID der zu migrierenden WF-Instanz
SourceServer: Quellserver der Migration (fu¨hrt diesen Algorithmus aus)
TargetServer: Zielserver der Migration
begin
// Verwaltungsserver fu¨r die WF-Instanz aus Ablaufhistorie ermitteln
ServerManager = StartServer(Inst);
// nicht exklusive Sperre und exklusive Kurzzeitsperre beim ServerManager anfordern6
RequestSharedLock(Inst) \ ServerManager;
RequestShortTermLock(Inst) \ ServerManager;
// Menge der aktuellen Server a¨ndern (UpdateActiveServers, siehe Algorithmus 2)
if LastBranch(Inst) then
// die Migration erfolgt im letzten beim SourceServer aktiven Ausfu¨hrungszweig der WF-Instanz
UpdateActiveServers(Inst, SourceServer, LogOff, TargetServer) \ ServerManager;
else // ein weiterer Ausfu¨hrungszweig ist bei SourceServer aktiv
UpdateActiveServers(Inst, SourceServer, Stay, TargetServer) \ ServerManager;
// eigentliche Migration durchfu¨hren und nicht exklusive Sperre freigeben
MigrateWorkflowInstance(Inst) \ TargetServer;
ReleaseSharedLock(Inst) \ ServerManager;
end.
Algorithmus 2 (UpdateActiveServers: Verwaltung der aktiven WF-Server)
input
Inst: ID der betroffenen WF-Instanz
SourceServer: Quellserver der Migration
Option: gibt an, ob der Quellserver weiterhin in die WF-Instanz involviert ist (Stay) oder nicht (LogOff)
TargetServer: Zielserver der Migration
begin
// Menge der fu¨r die WF-Instanz Inst aktiven WF-Server aktualisieren
if Option = LogOff then
ActiveServers(Inst) = ActiveServers(Inst) ]   SourceServer  ;
ActiveServers(Inst) = ActiveServers(Inst) ^   TargetServer  ;
// die Kurzzeitsperre wieder freigeben
ReleaseShortTermLock(Inst);
end.
3.2.2 Durchfu¨hrung dynamischer ¨Anderungen
Im vorherigen Abschnitt wurde beschrieben, wie der ServerManager die Menge der aktuell an ei-
ner WF-Instanz beteiligten Server verwaltet. Im Folgenden wird erla¨utert, wie diese Menge bei der
Durchfu¨hrung einer dynamischen ¨Anderung verwendet wird. Zu diesem Zweck fordert sie derjenige
WF-Server, der eine ¨Anderung durchfu¨hren mo¨chte, beim ServerManager an.
Wichtig ist, dass sich wa¨hrend der Durchfu¨hrung einer dynamischen ¨Anderung die Menge der an
der betroffenen WF-Instanz beteiligten Server nicht durch Migrationen vera¨ndert, weil sonst evtl.
die falschen Server in die ¨Anderung einbezogen werden wu¨rden. Außerdem darf der Ausfu¨hrungs-
graph einer WF-Instanz nicht gleichzeitig durch mehrere ¨Anderungen umstrukturiert werden, da dies
zu einem unzula¨ssigen Graphen fu¨hren ko¨nnte. Um beides zu verhindern, fordert der Algorithmus 3
beim ServerManager eine exklusive Sperre an. Diese entspricht einer Schreibsperre [GR93, HR99]
6p() _a` bedeutet, dass die Prozedur p aufgerufen wird, die dann vom Server ` ausgefu¨hrt wird.
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in einem Datenbanksystem und ist mit Lesesperren (RequestSharedLock aus Algorithmus 1) und wei-
teren Schreibsperren derselben WF-Instanz unvertra¨glich. Dadurch wird verhindert, dass fu¨r eine zu
a¨ndernde WF-Instanz zeitgleich Migrationen stattfinden. Nach Gewa¨hrung der Sperre wird die Menge
der fu¨r diese WF-Instanz aktiven Server erfragt.7 Bei allen Servern der Menge ActiveServers wird nun
eine Sperre angefordert, die lokale Vera¨nderungen des Zustands der WF-Instanz verhindert.8 Dann
wird die (gesperrte) Zustandsinformation bei allen an der WF-Instanz beteiligten Servern eingeholt.
Der hierdurch resultierende globale und aktuelle Zustand einer WF-Instanz wird beno¨tigt, um pru¨fen
zu ko¨nnen, ob eine bestimmte ¨Anderung zula¨ssig ist oder nicht. So ist in dem Beispiel aus Abb. 3 dem
Server 	 , der gerade die Aktivita¨t  kontrolliert und eine Aktivita¨t b nach der Aktivita¨t  und vor c
einfu¨gen will, der aktuelle Zustand der Aktivita¨t c des parallelen Zweiges nicht bekannt. Die dyna-
mische ¨Anderung ist aber nur dann zula¨ssig, wenn die Aktivita¨t c zum Zeitpunkt der ¨Anderung noch
nicht gestartet wurde [RD98]. Ist dies der Fall, so wird sie bei allen an der WF-Instanz beteiligten
Servern durchgefu¨hrt (PerformDynamicModification). Anschließend werden die Sperren wieder frei-
gegeben, woraufhin blockierte Migrationen und ¨Anderungsoperationen durchgefu¨hrt werden ko¨nnen.
Algorithmus 3 (Durchfu¨hrung einer dynamischen ¨Anderung)
input
Inst: ID der zu a¨ndernden WF-Instanz
Modification: Spezifikation der dynamischen ¨Anderung
begin
// Verwaltungsserver fu¨r die WF-Instanz ermitteln
ServerManager = StartServer(Inst);
// Exklusive Sperre beim ServerManager anfordern und aktuelle Servermenge ermitteln
RequestExclusivLock(Inst) \ ServerManager;
ActiveServers = GetActiveServers(Inst) \ ServerManager;
// bei allen Servern Sperre anfordern, aktuellen Zustand ermitteln und ggf. ¨Anderung durchfu¨hren
for each Server Ted ActiveServers do
RequestStateLock(Inst) \fT ;
GlobalState = GetLocalState(Inst);
for each Server Ted ActiveServers do
LocalState = GetLocalState(Inst) \fT ;
GlobalState = GlobalState ^ LocalState;
if DynamicModificationPossible(Inst, GlobalState, Modification) then
for each Server Ted ActiveServers do
PerformDynamicModification(Inst, GlobalState, Modification) \fT ;
// alle Sperren wieder freigeben
for each Server Ted ActiveServers do
ReleaseStateLock(Inst) \gT ;
ReleaseExclusivLock(Inst) \ ServerManager;
end.
7Dies kann auch mit dem Anfordern der Sperre zu einem einzigen Aufruf zusammengefasst werden, um so einen Kom-
munikationszyklus einzusparen.
8Bereits gestartete Aktivita¨ten ko¨nnen aber weiterhin beendet werden, da die entsprechenden Zusta¨nde im ADEPT hjilknm -
Modell a¨quivalent sind.
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4 Verteilte Ausfu¨hrung vera¨nderter Workflow-Instanzen
Bei einer Migration muss der aktuelle Zustand der betroffenen WF-Instanz u¨bermittelt werden. Dies
geschieht in ADEPT x	
PŁ , indem die Ablaufhistorie (partiell) u¨bertragen wird [BRD00]. Außer-
dem werden die Werte von WF-relevanten Daten transferiert. Im Falle von dynamischen ¨Anderungen
muss der Migrationszielserver zusa¨tzlich den vera¨nderten Graphen der WF-Instanz kennen, damit er
diese korrekt steuern kann. Bei dem im vorherigen Abschnitt vorgestellten Verfahren werden nur die
aktuell an der zu vera¨ndernden WF-Instanz beteiligten Server in die ¨Anderung einbezogen. Die Server
nachfolgender Aktivita¨ten mu¨ssen dagegen ggf. noch u¨ber die erfolgten ¨Anderungen informiert wer-
den. Die hierzu erforderliche Informationsu¨bermittlung findet jeweils bei den Migrationen der WF-
Instanz zu diesen Servern statt. Da Migrationen recht ha¨ufige Operationen sind, muss die ¨Ubertragung
der entsprechenden Information auf eine effiziente Art und Weise erfolgen. Im Abschnitt 4.1 wird ein
Verfahren vorgestellt, das diese Bedingung schon recht gut erfu¨llt. Dieses wird in Abschnitt 4.2 noch
optimiert, so dass redundante Datenu¨bertragungen vo¨llig ausgeschlossen sind.
4.1 Effiziente ¨Ubermittlung von dynamischen ¨Anderungen
Im Folgenden wird untersucht, wie ein vera¨nderter WF-Ausfu¨hrungsgraph dem Zielserver einer Mi-
gration bekannt gemacht werden kann. Dabei wird angestrebt, ein bzgl. der Kommunikationskosten
mo¨glichst effizientes Verfahren zu erhalten.
Die einfachste Mo¨glichkeit, um dem Migrationszielserver den aktuellen Ausfu¨hrungsgraphen bekannt
zu machen, ist natu¨rlich, diesen vollsta¨ndig zu u¨bertragen. Allerdings resultiert aus dieser Vorgehens-
weise eine unno¨tig hohe Belastung fu¨r das Kommunikationssystem, da diese Graphen viele Knoten
und Kanten umfassen ko¨nnen, weshalb ihre Beschreibung sehr groß sein kann. Aus diesem Grund
scheidet dieser ineffiziente Ansatz aus.
Es ist auch nicht notwendig, den gesamten Ausfu¨hrungsgraphen an den Zielserver einer Migration zu
u¨bertragen, da dieser Server die zugeho¨rige WF-Vorlage9 schon kennt. Diese stimmt weitestgehend
mit dem aktuellen Ausfu¨hrungsgraphen der WF-Instanz u¨berein, so dass es wesentlich effizienter ist,
lediglich die verha¨ltnisma¨ßig kleine Beschreibung der angewandten ¨Anderungsoperation(en) zu u¨ber-
tragen. Die Verwendung der ¨Anderungshistorie bietet eine gute Mo¨glichkeit, um diese Idee umzuset-
zen. Diese Historie wird im ADEPT CŁ -Modell vom Migrationszielserver ohnehin beno¨tigt [RD98],
so dass aus ihrer ¨Ubertragung kein zusa¨tzlicher Aufwand resultiert. Werden die in der ¨Anderungshi-
storie vermerkten Basisoperationen auf die urspru¨ngliche WF-Vorlage angewandt, so ergibt sich der
beno¨tigte aktuelle Graph der WF-Instanz. Wir erhalten somit ein einfach zu realisierendes Verfahren
zur ¨Ubermittlung eines Ausfu¨hrungsgraphen, durch das der Kommunikationsaufwand drastisch redu-
ziert wird. Da auf eine einzelne WF-Instanz i.d.R. nur sehr wenige ¨Anderungen angewandt werden,
ist der zum Berechnen des aktuellen Ausfu¨hrungsgraphen notwendige Aufwand gering.
4.2 Optimierung des Verfahrens zur ¨Ubermittlung von ¨Anderungshistorien
Im Allgemeinen kann derselbe WF-Server mehrere Male an der Steuerung einer WF-Instanz beteiligt
sein. So gibt der Server  [ in dem Beispiel aus Abb. 4 die Kontrolle nach Beendigung der Aktivita¨t
c ab, erha¨lt sie spa¨ter aber zur Steuerung der Aktivita¨t o wieder zuru¨ck. Ein solcher Server kennt
9WF-Vorlagen werden in ADEPT repliziert bei allen (relevanten) WF-Servern gespeichert.
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deshalb bereits die ¨Anderungshistorieneintra¨ge zu den von ihm selbst durchgefu¨hrten ¨Anderungen
(sofern er die entsprechende Information aufbewahrt). Zusa¨tzlich kennt er alle ¨Anderungen, die erfolgt
sind, bevor er letztmals die WF-Instanz kontrolliert hat. Der zu solchen ¨Anderungen geho¨rende Teil
der ¨Anderungshistorie muss also nicht mehr zu diesem Server u¨bertragen werden, wodurch das zur
Migration des
”
aktuellen Ausfu¨hrungsgraphen“ notwendige Datenvolumen weiter reduziert werden
kann.
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Abbildung 4 a) WF-Instanz und b) Ablaufhistorie10des Servers Tîí nach Beendigung der Aktivita¨t ï .
4.2.1 Versenden von ¨Anderungshistorieneintra¨gen
Die naheliegendeste Idee, um redundante ¨Ubertragungen von ¨Anderungshistorieneintra¨gen zu ver-
meiden, besteht darin, dass der Migrationsquellserver aus der ihm bekannten Ablaufhistorie ermit-
telt, welche ¨Anderungen dem Zielserver schon bekannt sein mu¨ssen. Die entsprechenden Eintra¨ge
werden dann nicht mehr u¨bertragen. So kann in dem in Abb. 4 dargestellten Beispiel der Server 	
nach Beendigung der Aktivita¨t  ermitteln, dass der Migrationszielserver =[ die ¨Anderungen 1 und
2 schon kennen muss. Der Grund dafu¨r ist, dass sich in der Ablaufhistorie die Verweise (DynModif)
auf diese ¨Anderungen vor dem Eintrag fu¨r die Beendigung der vom Server [ kontrollierten Aktivita¨t
c befinden. Deshalb muss bei der Migration 
 Ë  ausschließlich der ¨Anderungshistorieneintrag zur
¨Anderung 3 u¨bertragen werden.
Allerdings kann mit dem skizzierten Verfahren eine redundante ¨Ubertragung von ¨Anderungshisto-
rieneintra¨gen nicht immer verhindert werden: Bei den Migrationen 
 fl Z und 
ðñ ò zum Server 
mu¨ssen prinzipiell die Eintra¨ge zu den ¨Anderungen 1, 2 und 3 u¨bertragen werden, da der Server 
bisher nicht an der Ausfu¨hrung der WF-Instanz beteiligt war. Der Migrationsquellserver =[ bzw. 
kann aber aus der bei ihm lokal vorhandenen Information nicht ableiten, ob die jeweils andere Mi-
gration schon erfolgt ist. Deshalb muss bei beiden Migrationen die gesamte ¨Anderungshistorie u¨ber-
tragen werden. Durch das im na¨chsten Abschnitt vorgestellte Verfahren wird eine solch redundante
Datenu¨bertragung vermieden.
4.2.2 Anfordern von ¨Anderungshistorieneintra¨gen
Um das im vorherigen Abschnitt beschriebene Problem zu lo¨sen, wird nun ein Verfahren vorgestellt,
bei dem die noch beno¨tigten ¨Anderungshistorieneintra¨ge durch den Migrationszielserver explizit an-
gefordert werden. Dieser teilt dem Quellserver bei einer Migration mit, welche Eintra¨ge ihm schon
bekannt sind, so dass die fehlenden ¨Anderungshistorieneintra¨ge gezielt u¨bertragen werden ko¨nnen.
In ADEPT 	
P wird fu¨r die ¨Ubertragung von Ablaufhistorien ein a¨hnliches Verfahren verwen-
det, das ebenfalls auf dem Anfordern von noch beno¨tigter Information basiert (siehe [BRD00]). Das
10Bei verteilter WF-Steuerung wird in einer Ablaufhistorie, zusa¨tzlich zu den in Abschnitt 2.2 beschriebenen Werten, in
jedem Eintrag vermerkt, welcher Server die entsprechende Aktivita¨t kontrolliert hat.
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Anfordern und ¨Ubertragen von ¨Anderungshistorieneintra¨gen kann im selben Kommunikationszyklus
erfolgen, so dass hierfu¨r keine zusa¨tzliche Kommunikation notwendig wird.
Das Anfordern des noch fehlenden Teils der ¨Anderungshistorie ist bei dem hier beschriebenen Verfah-
ren relativ einfach und effizient implementierbar, da stets jeder an einer WF-Instanz beteiligte Server
alle bis zum aktuellen Zeitpunkt erfolgten ¨Anderungen kennt. Deshalb ist einem Migrationszielserver
der
”
Anfang“ der ¨Anderungshistorie bekannt, d.h. er verfu¨gt bis zu einer bestimmten Stelle u¨ber alle
Eintra¨ge und ab dieser Stelle kennt er keine weiteren Eintra¨ge. Zum Anfordern der fehlenden Teile
der ¨Anderungshistorie genu¨gt es also, die ID des letzten bekannten Eintrags an den Quellserver der
Migration zu u¨bertragen, woraufhin dieser alle auf diesen Eintrag folgenden Eintra¨ge u¨bermittelt.
Das soeben angedeutete Verfahren wird durch den Algorithmus 4 realisiert. Dieser wird von dem Mi-
grationsquellserver als Teil der Prozedur MigrateWorkflowInstance des Algorithmus 1 ausgefu¨hrt, von
der außerdem die Ablaufhistorie und die WF-relevanten Daten u¨bertragen werden (siehe [BRD00]).
Der Algorithmus 4 sto¨ßt die ¨Ubertragung der ¨Anderungshistorie an, indem die ID des neuesten beim
Migrationszielserver bekannten ¨Anderungshistorieneintrags erfragt wird. Ist diesem Server noch keine
¨Anderungshistorie zu dieser WF-Instanz bekannt, so gibt er NULL zuru¨ck. In diesem Fall ist fu¨r ihn
die gesamte am Quellserver bekannte ¨Anderungshistorie relevant. Andernfalls ist fu¨r den Zielserver
die ¨Anderungshistorie erst ab dem Historieneintrag relevant, der auf den zuru¨ckgemeldeten Eintrag
folgt. Der jeweils relevante Teil der ¨Anderungshistorie wird in die Historie RelevantChangeHistory
kopiert und zum Zielserver u¨bertragen. Dies kann in einer einzigen ¨Ubertragung gemeinsam mit den
anderen oben erwa¨hnten WF-Daten geschehen.
Algorithmus 4 ( ¨Ubermittlung einer dynamischen ¨Anderung)
input
Inst: ID der zu a¨ndernden WF-Instanz
TargetServer: Server, an den die ¨Anderungshistorie u¨bertragen wird
begin
// ¨Ubertragung der ¨Anderungshistorie anstoßen, indem ID des letzten bekannten Eintrags erfragt wird
LastEntry = GetLastEntry(Inst) \ TargetServer;
// fu¨r ¨Ubertragung relevanten Teil der ¨Anderungshistorie ermitteln
if LastEntry = NULL then // am Zielserver ist ¨Anderungshistorie u¨berhaupt noch nicht bekannt
Relevant = True;
else // alle Eintra¨ge bis einschließlich LastEntry sind am Zielserver schon bekannt
Relevant = False;
// Positionsza¨hler fu¨r originale und zu erzeugende ¨Anderungshistorie initialisieren
i = 1; j = 1;
// gesamte ¨Anderungshistorie der WF-Instanz Inst durchlaufen
while ChangeHistory(Inst)[i] óô EOF do
if Relevant = True then // Eintrag ggf. in Ergebnis u¨bernehmen
RelevantChangeHistory[j] = ChangeHistory(Inst)[i];
j = j + 1;
// Pru¨fen, ob das Ende der am Zielserver bekannten Historie erreicht wurde
if EntryID(ChangeHistory(Inst)[i]) = LastEntry then Relevant = True;
i = i + 1;
// ¨Ubertragung der ¨Anderungshistorie durchfu¨hren
TransmitChange(Inst, RelevantChangeHistory) \ TargetServer;
end.
Die Funktionsweise des Algorithmus 4 soll noch an dem in Abb. 4 dargestellten Beispiel verdeut-
licht werden: Bei der Migration 
 Ë  kennt der Zielserver [ die dynamischen ¨Anderungen 1 und
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2. Deshalb gibt er LastEntry = 2 zuru¨ck, woraufhin der Migrationsquellserver die ¨Anderungshistori-
eneintra¨ge 1 und 2 ignoriert und nur den Eintrag 3 u¨bertra¨gt. Damit ergibt sich dasselbe Ergebnis, wie
bei dem im Abschnitt 4.2.1 vorgestellten Ansatz. Fu¨r die Migrationen 
 ò und 
 fl Z wird o.B.d.A.
angenommen, dass 
 ò zuerst durchgefu¨hrt wird.11 Da der Server 	 noch u¨ber keine ¨Anderungs-
historie zu dieser WF-Instanz verfu¨gt, ergibt sich bei dieser Migration LastEntry = NULL, weshalb
die gesamte Historie u¨bertragen wird. Bei der anschließend stattfindenden Migration 
 fl Z sind dem
Zielserver 	 die Historieneintra¨ge 1 bis 3 bekannt, weshalb LastEntry den Wert 3 erha¨lt. Beim Durch-
laufen der While-Schleife von Algorithmus 4 wird die Variable Relevant erst dann auf True gesetzt,
nachdem die Eintra¨ge 1 bis 3 bearbeitet wurden. Da keine weiteren Eintra¨ge in der ¨Anderungshisto-
rie folgen, bleibt RelevantChangeHistory leer, so dass keine ¨Anderungshistorieneintra¨ge u¨bermittelt
werden. Das aus Abschnitt 4.2.1 bekannte Problem der redundanten Datenu¨bertragung wird hier also
vermieden.
Es ist somit nicht nur mo¨glich, dynamische ¨Anderungen in einem verteilten WfMS effizient durch-
zufu¨hren (siehe Abschnitt 3), vera¨nderte WF-Instanzen ko¨nnen außerdem mit sehr geringen ¨Ubertra-
gungskosten migriert werden.
5 Diskussion
In der WF-Literatur finden sich zahlreiche Arbeiten, die sich mit Skalierbarkeitsfragestellungen und
verteilter WF-Ausfu¨hrung bescha¨ftigen (z.B. [AKA õ 94, AMG õ 95, BMR96, CGP õ 96, GJS õ 99,
GT98, Jab97, MWW õ 98, SK97, SM96, Wes99]), einen umfassenden ¨Uberblick bietet [BD99b].
Ebenso gibt es viele Vero¨ffentlichungen zu dem Thema dynamische WF- ¨Anderungen (z.B. [BPS97,
CCPP98, DMP97, EM97, HK96, HSS96, JH98, KG99, KRW90, LP98, MR00, Sie98, Wes98]), die
in [Rei00] diskutiert werden. Jedoch gibt es kaum Projekte, die beide Aspekte gemeinsam betrachten
– insbesondere wird deren Zusammenspiel nicht hinreichend gewu¨rdigt. Es ist nicht das Ziel dieser
Arbeiten, ein bzgl. der Kommunikationskosten effizientes WfMS zu entwickeln, das skalierbar und
flexibel ist. Dieser Aspekt wird in der vorliegenden Arbeit erstmalig systematisch untersucht.
WIDE erlaubt dynamische ¨Anderungen einer WF-Vorlage und deren Propagierung auf laufende WF-
Instanzen [CCPP98]. Außerdem werden WF-Instanzen verteilt gesteuert [CGP õ 96], wobei die Bear-
beiter einer Aktivita¨t den WF-Server determinieren, der diese Aktivita¨t kontrolliert. Bei MOKASSIN
[GJS õ 99, JH98] und WASA [Wes98, Wes99] wird die verteilte WF-Ausfu¨hrung durch eine zugrunde
liegende CORBA-Infrastruktur realisiert. Außerdem sind ¨Anderungen auf Schema- und auf Instanz-
ebene mo¨glich, wobei auch Konsistenzfragestellungen betrachtet werden. INCAs [BMR96] verwirk-
licht die Steuerung der WF-Instanzen durch Regeln, die modifiziert werden ko¨nnen, um dynamische
¨Anderungen durchzufu¨hren. Die WF-Steuerung findet verteilt statt, wobei eine WF-Instanz stets von
dem Rechner desjenigen Benutzers kontrolliert wird, der die aktuelle Aktivita¨t bearbeitet. Bei all die-
sen Ansa¨tzen wird aber nicht explizit auf das Zusammenspiel der dynamischen ¨Anderungen und der
verteilten WF-Ausfu¨hrung eingegangen.
In der Literatur finden sich auch einige Ansa¨tze fu¨r verteiltes WF-Management, bei denen eine WF-
Instanz wa¨hrend ihrer gesamten Lebenszeit von nur einem einzigen WF-Server kontrolliert wird (z.B.
11Dass die Migrationen gleichzeitig durchgefu¨hrt werden, wird durch eine vom Migrationszielserver gehaltene Sperre
verhindert. Diese sorgt dafu¨r, dass die zur selben WF-Instanz eingehenden Migrationen serialisiert werden, d.h. die Sperre
wird ab dem Anstoßen der Migration, wa¨hrend dem Ermitteln und ¨Ubertragen der ¨Anderungshistorieneintra¨ge (und der
anderen WF-Daten [BRD00]), bis zur Integration der Eintra¨ge in die ¨Anderungshistorie gehalten. Diese Sperre verhindert,
dass Eintra¨ge redundant angefordert werden, weil von veralteter lokaler Information ausgegangen wird.
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Exotica [AKA õ 94], MOBILE [Jab97] - wurde aber in [SNS99] erweitert). Es finden also keine Migra-
tionen statt, unterschiedliche WF-Instanzen ko¨nnen aber von verschiedenen Servern kontrolliert wer-
den. Da fu¨r jede WF-Instanz eine zentrale Kontrollinstanz existiert, ko¨nnten dynamische ¨Anderungen
bei diesen Ansa¨tzen also genauso wie in einem zentralen WfMS durchgefu¨hrt werden. Allerdings ist
es bei diesem Verteilungsmodell nicht mo¨glich, fu¨r jede einzelne Aktivita¨t einen bzgl. der Kommu-
nikationskosten gu¨nstigen WF-Server auszuwa¨hlen. Da deshalb bei der
”
normalen WF-Ausfu¨hrung“
ho¨here Mehrkosten entstehen, als die bei den (verha¨ltnisma¨ßig seltenen) dynamischen ¨Anderungen
erzielten Einsparungen, wurde fu¨r ADEPT kein solcher Ansatz gewa¨hlt.
6 Zusammenfassung und Ausblick
Verteilte WF-Ausfu¨hrung und dynamische ¨Anderungen sind essentiell, um WfMS auch zur Un-
terstu¨tzung von anspruchsvollen vorgangsorientierten Anwendungssystemen einsetzen zu ko¨nnen.
Allerdings sind mit diesen beiden Aspekten teilweise entgegengesetzte Anforderungen und Ziele ver-
bunden, da die fu¨r dynamische ¨Anderungen notwendige zentrale Kontrollinstanz die Effizienz der
verteilten WF-Ausfu¨hrung beeintra¨chtigt. Deshalb ko¨nnen die beiden Themen nicht getrennt von-
einander betrachtet werden. Ihre Wechselwirkungen werden in dieser Arbeit erstmalig untersucht,
mit dem Ergebnis, dass die beiden Aspekte durchaus vereinbar sind. Es ist gelungen, dynamische
¨Anderungen in einem verteilten WfMS auf effiziente Art und Weise zu realisieren. Auch die verteilte
Steuerung einer zuvor vera¨nderten WF-Instanz ist a¨ußerst effizient mo¨glich, da zur ¨Ubermittlung des
modifizierten Ausfu¨hrungsgraphen lediglich ein Teil der ohnehin relativ kleinen ¨Anderungshistorie
u¨bertragen werden muss. Dies ist besonders wichtig, da Migrationen ha¨ufige Operationen sind. Zu-
sammenfassend la¨sst sich feststellen, dass es gelungen ist, verteilte WF-Ausfu¨hrung und dynamische
¨Anderungen nahtlos in ein System zu integrieren.
Alle in diesem Beitrag vorgestellten Verfahren wurden in dem WfMS-Prototypen ADEPT öø÷Yùñú)û)ü÷Yö
implementiert [Zei99]. Dieser Prototyp wurde auf der CeBIT’2000, der EDBT’2000 [HRB õ 00] und
der BIS’2000 [DRK00] einem breiten Publikum pra¨sentiert. Durch die Implementierung konnte die
Umsetzbarkeit der Verfahren gezeigt werden. Außerdem ist bei der Durchfu¨hrung von Migrationen
zu erkennen, dass nur moderate Datenmengen u¨bertragen werden.
Optimierungspotential besteht noch hinsichtlich der Wahl der WF-Server, die in eine dynamische
¨Anderung einbezogen werden mu¨ssen: Betrifft eine ¨Anderung nur einen Ausschnitt des WF-Graphen,
so ko¨nnte eine ¨Anderung auch nur von einem Teil der aktuell in die WF-Instanz involvierten WF-
Server durchgefu¨hrt werden, wodurch der Synchronisations- und Kommunikationsaufwand reduziert
wird. Im Extremfall wird nur ein einziger Zweig einer Parallelita¨t vera¨ndert, weshalb eigentlich auch
nur ein Server fu¨r die Durchfu¨hrung der ¨Anderung beno¨tigt wird. Allerdings ko¨nnen Aktivita¨ten par-
alleler Ausfu¨hrungszweige (z.B. durch Abha¨ngigkeiten im Datenfluss oder durch entsprechend fest-
gelegte temporale Bedingungen) von dieser ¨Anderung betroffen sein, so dass die zugeho¨rigen Server
in diesem Fa¨llen doch einbezogen werden mu¨ssen. Unsere bisherigen Untersuchungen ergaben, dass
eine solche Optimierung deshalb eher selten eingesetzt werden kann, so dass eine signifikante Ver-
besserung des Systemverhaltens nicht zu erwarten ist. Dennoch bietet dieser Aspekt Ansatzpunkte fu¨r
weitergehende Forschung.
Danksagung: Wir danken C. Hensinger, Th. Strzeletz und J. Zeitler fu¨r die anregenden Diskussionen.
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